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Notations ge´ne´rales.
N est un entier supe´rieur a` 1. λN de´signe la mesure de Lebesgue sur RN .
x · y est le produit scalaire canonique de deux vecteurs (x, y) ∈ RN et | · | la norme euclidienne associe´e
(dist est la distance correspondante).
Pour x = (x1, . . . , xN ) ∈ RN , x′ de´signe le vecteur (x1, . . . , xN−1) de RN−1 (vecteur “vide” lorsque
N = 1).
Le support d’une fonction f est note´ supp(f). 1E est la fonction caracte´ristique d’un ensemble E.
Nous noterons parfois ∂i l’ope´rateur de de´rivation partielle
∂
∂xi
.
Enfin, (e1, . . . , eN ) de´signe la base canonique euclidienne de RN ; nous nous permettrons aussi l’abus de
conside´rer que les N − 1 premiers vecteurs (e1, . . . , eN−1) de cette base forment la base canonique de
RN−1. detN de´signe le de´terminant dans la base (e1, . . . , eN ).
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Chapitre 1
Changement de Variable
Lipschitzien, Transport d’Espaces de
Sobolev
1.1 Le The´ore`me de Rademacher
Dans ce chapitre, si x ∈ RN et r ≥ 0, B(x, r) de´signe la boule euclidienne ouverte dans RN , de centre x
et de rayon r; B(x, r) de´signe son adhe´rence et S(x, r) son bord.
1.1.1 Quelques Rappels en Dimension 1
Lemme 1.1.1 Si f : R → R est une application lipschitzienne alors la de´rive´e Df de f au sens des
distributions sur R est dans L∞(R) et on a, pour tout x ∈ R,
f(x) = f(0) +
∫ x
0
Df(t) dt. (1.1.1)
De´monstration:
♦ Etape 1: On montre que Df ∈ L∞(R).
Soit ϕ ∈ C∞c (R); ϕ(·+s)−ϕ(·)s
s→0−→ ϕ′ uniforme´ment sur R et a, pour s ∈ [−1, 1]\{0}, son support inclus
dans supp(ϕ) + [−1, 1]; comme f ∈ L1(supp(ϕ) + [−1, 1]), on en de´duit
〈Df,ϕ〉D′(R),D(R) = −
∫
R
f(x)ϕ′(x) dx
= − lim
s→0
∫
R
f(x)
ϕ(x+ s)− ϕ(x)
s
dx
= − lim
s→0
∫
R
f(x− s)− f(x)
s
ϕ(x) dx.
Or, pour tout s 6= 0, on a | f(x−s)−f(x)s | ≤ Lip(f), donc∣∣∣∣∫
R
f(x− s)− f(x)
s
ϕ(x) dx
∣∣∣∣ ≤ Lip(f)∫
R
|ϕ(x)| dx.
En passant a` la limite s→ 0, on obtient
|〈Df,ϕ〉D′(R),D(R)| ≤ Lip(f)||ϕ||L1(R).
Cette ine´galite´, valable pour tout ϕ ∈ C∞c (R), nous dit que Df est une forme line´aire continue sur
(C∞c (R), ||.||L1(R)); Df s’e´tend donc en une forme line´aire continue sur L1(R), c’est-a`-dire un e´le´ment
g ∈ L∞(R) au sens: pour tout ϕ ∈ C∞c (R),
〈Df,ϕ〉D′(R),D(R) =
∫
R
g(x)ϕ(x) dx,
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ce qui signifie exactement Df ∈ L∞(R).
♦ Etape 2: On prouve (1.1.1).
Pour de´montrer cette formule, il suffit, en posant
h(x) =
∫ x
0
Df(t) dt ∈ L∞loc(R) ⊂ L1loc(R),
de prouver que la de´rive´e au sens des distributions de h est Df ; on aura alors D(f − h) = 0, c’est-a`-dire
que f − h est une fonction constante, d’ou` f = f(0) + h.
Pour calculer Dh, prenons ϕ ∈ C∞c (R); par de´finition de h, on a∫
R
h(x)ϕ′(x) dx =
∫
R+
(∫
R+
Df(t)ϕ′(x)1[0,x](t) dt
)
dx
−
∫
R−
(∫
R−
Df(t)ϕ′(x)1[x,0](t) dt
)
dx.
En appliquant le the´ore`me de Fubini, on obtient∫
R
h(x)ϕ′(x) dx =
∫
R+
Df(t)
(∫
R+
ϕ′(x)1[t,+∞[ dx
)
dt
−
∫
R−
Df(t)
(∫
R−
ϕ′(x)1]−∞,t] dx
)
dt
=
∫
R+
Df(t)(−ϕ(t)) dt−
∫
R−
Df(t)ϕ(t) dt
= −
∫
R
Df(t)ϕ(t) dt.
Cette e´galite´, valable pour tout ϕ ∈ C∞c (R), signifie exactement Dh = Df dans D′(R), ce qui conclut
cette de´monstration.
On de´duit aise´ment de ce lemme que toute fonction lipschitzienne f : R → R est de´rivable, au sens
classique, λ1-presque partout sur R (en tous les points de Lebesgue de Df ∈ L1loc(R)).
1.1.2 De´rive´es de Fonctions Lipschitziennes
Lemme 1.1.2 Soit A une partie non vide de RN . Si f : A→ R est une application lipschitzienne, alors
f admet une extension lipschitzienne f˜ : RN → R telle que Lip(f˜) = Lip(f). De plus, si f est borne´e par
M sur A, on peut choisir f˜ borne´e par M sur RN .
De´monstration:
Posons, pour x ∈ RN , f˜(x) = supy∈A{f(y)− Lip(f)|x− y|} ∈]−∞,∞] (nous avons choisi de raisonner
avec la norme euclidienne — la constante de lipschitz est bien suˆr celle associe´e a` cette norme —, mais
ce qui suit est valable pour toute norme).
Commenc¸ons par voir que, pour tout x ∈ RN , f˜(x) <∞; il suffit, pour cela, de fixer y0 ∈ A et de constater
que, pour tout y ∈ A, puisque f(y) ≤ f(y0) + Lip(f)|y − y0| ≤ f(y0) + Lip(f)|y − x|+ Lip(f)|x− y0|, on
a f(y)− Lip(f)|x− y| ≤ f(y0) + Lip(f)|x− y0|, donc f˜(x) ≤ f(y0) + Lip(f)|x− y0| <∞.
f˜ est bien une extension de f . En effet, prenons x ∈ A; puisque f(y) ≤ f(x) + Lip(f)|x − y| pour tout
y ∈ A, on a f˜(x) ≤ f(x); comme x ∈ A, on a aussi f˜(x) ≥ f(x)−Lip(f)|x−x| = f(x), ce qui nous donne
bien f˜(x) = f(x).
Enfin, f˜ est lipschitzienne, de constante de lipschitz Lip(f). En effet, prenons (x, z) ∈ RN × RN ; pour
tout y ∈ A, on a f˜(x) ≥ f(y)−Lip(f)|x−y| ≥ f(y)−Lip(f)|x− z|−Lip(f)|y− z|, soit f˜(x) + Lip(f)|x−
z| ≥ f(y) − Lip(f)|z − y|; en prenant la borne supe´rieure de cette ine´galite´ sur les y ∈ A, on obtient
f˜(x) + Lip(f)|x− z| ≥ f˜(z), soit f˜(z)− f˜(x) ≤ Lip(f)|x− z|; en effectuant le meˆme calcul avec les roˆles
de x et z inverse´s, on trouve f˜(x)− f˜(z) ≤ Lip(f)|x− z|, ce qui nous donne |f˜(x)− f˜(z)| ≤ Lip(f)|x− z|,
c’est-a`-dire le caracte`re lipschitzien de f˜ , avec Lip(f) pour constante de lipschitz.
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Supposons maintenant f borne´e par M sur A et notons TM (s) = sup(−M, inf(M, s)) (i.e. TM (s) = −M
si s < −M , TM (s) = s si −M ≤ s ≤M et TM (s) = M si s > M); TM : R→ R est borne´e par M .
Nous allons voir que c’est une application 1-lipschitzienne sur R. Soient (s, t) ∈ R; quitte a` e´changer les
roˆles de s et t, on peut supposer s ≤ t; il nous faut ensuite traiter les cas un par un.
• Si s ≤ t < −M ou M < s ≤ t, alors TM (t)− TM (s) = 0, donc |TM (t)− TM (s)| ≤ |s− t|.
• Si s < −M ≤ t ≤ M , alors TM (t) − TM (s) = t + M et, comme t + M ≤ t − s = |t − s|, on a bien
|TM (t)− TM (s)| ≤ |t− s|.
• Si s < −M ≤M < t, alors TM (t)−TM (s) = M +M et, comme M +M ≤ t− s = |t− s|, on a bien
|TM (t)− TM (s)| ≤ |t− s|.
• Si −M ≤ s ≤ t ≤M , alors TM (t)− TM (s) = t− s, donc |TM (t)− TM (s)| ≤ |t− s|.
• Si −M ≤ s ≤ M < t, alors TM (t)− TM (s) = M − s et, comme M − s ≤ t− s = |t− s|, on a bien
|TM (t)− TM (s)| ≤ |t− s|.
Ainsi, TM (f˜) est une fonction Lip(f)-lipschitzienne borne´e par M ; de plus, sur A, puisque |f | ≤ M , on
a TM (f˜) = TM (f) = f . TM (f˜) est donc, dans ce cas, l’extension de f recherche´e.
The´ore`me 1.1.1 (Rademacher) Soit Ω un ouvert de RN . Si f : Ω → R est localement lipschitzienne
alors f est de´rivable λN -presque partout sur Ω.
Rappelons avant la de´monstration que, pour tout M ∈ L(RN ) et tout ensemble mesurable A de RN , on
a λN (M(A)) = |det(M)|λN (A).
De´monstration:
Comme Ω peut eˆtre recouvert par une union de´nombrable de boules dont l’adhe´rence est compacte dans
Ω, il suffit de montrer que, pour toute boule B d’adhe´rence compacte dans Ω, f|B est de´rivable λN -presque
partout sur B.
Soit donc une telle boule. f|B e´tant lipschitzienne, elle admet une extension lipschitzienne f˜ : RN → R.
Il suffit de montrer que f˜ est de´rivable λN -presque partout sur RN pour voir que f|B = f˜|B est de´rivable
λN -presque partout sur B et conclure ainsi la de´monstration du the´ore`me.
♦ Etape 1: On montre que, pour v ∈ S(0, 1) fixe´,
f˜ ′(x; v) = lim
t→0
f˜(x+ tv)− f˜(x)
t
existe dans R pour λN -presque tout x ∈ RN .
Soit Av = {x ∈ RN | f˜ ′(x; v) n’existe pas}; par le crite`re de Cauchy,
RN\Av =
⋂
n>0
⋃
k>0
⋂
(t, t′) ∈]− 1k , 1k [
t6=0 , t′ 6=0
{
x ∈ RN |
∣∣∣∣∣ f˜(x+ tv)− f˜(x)t − f˜(x+ t′v)− f˜(x)t′
∣∣∣∣∣ ≤ 1n
}
,
soit, en utilisant la continuite´ de f˜ ,
RN\Av =
⋂
n>0
⋃
k>0
⋂
(t, t′) ∈ Q∩]− 1k , 1k [
t6=0 , t′ 6=0
{
x ∈ RN |
∣∣∣∣∣ f˜(x+ tv)− f˜(x)t − f˜(x+ t′v)− f˜(x)t′
∣∣∣∣∣ ≤ 1n
}
.
Comme x→ f˜(x+tv)−f˜(x)t et x→ f˜(x+t
′v)−f˜(x)
t′ sont Borel-mesurables et comme ces unions et intersections
sont de´nombrables, on en de´duit que Av est un bore´lien de RN .
Pour x ∈ RN , on remarque que
g
{
R −→ R
s −→ f˜(x+ sv)
6
est lipschitzienne, donc de´rivable λ1-presque partout sur R; pour tout x ∈ RN , on a donc
λ1
({
s ∈ R | lim
t→0
f˜(x+ sv + tv)− f˜(x+ sv)
t
n’existe pas
})
= 0. (1.1.2)
On comple`te le vecteur v en une base (v1, . . . , vN−1, v) de RN . Soit l’isomorphisme
P
{
RN −→ RN
(t1, . . . , tN−1, s) −→ t1v1 + · · ·+ tN−1vN−1 + sv.
On sait, P e´tant line´aire inversible, que, pour tout bore´lien A de RN , λN (A) = |det(P )|λN (P−1(A)).
En particulier, graˆce au the´ore`me de Fubini,
λN (Av) = |det(P )|λN (P−1(Av))
= |det(P )|
∫
RN−1
λ1
(
(P−1(Av))(t1,...,tN−1)
)
dt1 . . . , dtN−1,
ou`
(P−1(Av))(t1,...,tN−1) = {s ∈ R | (t1, . . . , tN−1, s) ∈ P−1(Av)}
= {s ∈ R | t1v1 + · · ·+ tN−1vN−1 + sv ∈ Av}.
Or, en posant x = t1v1 + · · ·+ tN−1vN−1, x+ sv ∈ Av si et seulement si
lim
t→0
f˜(x+ sv + tv)− f˜(x+ sv)
t
n’existe pas. On voit donc, graˆce a` (1.1.2), que λ1
(
(P−1(Av))(t1,...,tN−1)
)
= 0 pour tout (t1, . . . , tN−1) ∈
RN−1, ce qui nous donne λN (Av) = 0, c’est-a`-dire le re´sultat voulu.
Remarquons au passage le re´sultat suivant: pour v ∈ S(0, 1) fixe´, la fonction x ∈ RN\Av → f˜ ′(x; v) ∈ R
est la limite simple de la suite de fonctions continues uniforme´ment borne´es (n(f˜(· + v/n) − f˜(·)))n≥1
(la borne uniforme vient du caracte`re lipschitzien de f˜); comme Av est un bore´lien de RN , en posant
f˜ ′(·; v) ≡ 0 sur Av, la fonction f˜ ′(·; v) : RN → R ainsi de´finie est Borel-mesurable et appartient a`
L∞(RN ).
On voit aussi que, pour λN -presque tout x ∈ RN (x 6∈ Ae1 ∪ · · · ∪AeN ),
∇f˜(x) = (f˜ ′(x; e1), . . . , f˜ ′(x; eN ))T
existe et que x ∈ RN → ∇f˜(x) ∈ RN (de´finie λN -presque partout) est dans (L∞(RN ))N .
♦ Etape 2: On fixe toujours v dans S(0, 1) et on montre que, pour λN -presque tout x ∈ RN , on a
f˜ ′(x; v) = ∇f˜(x) · v.
Pour cela, on prend ϕ ∈ C∞c (RN ), et on calcule, graˆce au caracte`re lipschitzien de f˜ et en utilisant le
the´ore`me de convergence domine´e:
∫
RN
f˜ ′(x; v)ϕ(x) dx = lim
n→∞
∫
RN
f˜(x+ (1/n)v)− f˜(x)
(1/n)
ϕ(x) dx
= lim
n→∞
∫
RN
f˜(x)
ϕ(x− (1/n)v)− ϕ(x)
(1/n)
= −
∫
RN
f˜(x)∇ϕ(x) · v dx, (1.1.3)
la dernie`re e´galite´ de´coulant des faits suivants: ϕ(·−v/n)−ϕ(·)1/n
n→∞−→ −∇ϕ(·) · v uniforme´ment sur R, a son
support inclus dans supp(ϕ) +B(0, 1), et f˜ ∈ L1(supp(ϕ) +B(0, 1)). En appliquant ce re´sultat a` v = ei
(pour i = 1, . . . , N), on trouve∫
RN
f˜ ′(x; ei)ϕ(x) dx = −
∫
RN
f˜(x)
∂ϕ
∂xi
(x) dx,
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ce qui, associe´ a` (1.1.3), donne∫
RN
f˜ ′(x; v)ϕ(x) dx =
N∑
i=1
vi
∫
RN
f˜(x)
∂ϕ
∂xi
(x) dx
=
N∑
i=1
∫
RN
f˜ ′(x; ei)viϕ(x) dx
=
∫
RN
ϕ(x)∇f˜(x) · v dx.
Puisque f˜ ′(·; v) et ∇f˜(·) · v sont dans L∞(RN ) ⊂ L1loc(RN ), cette e´galite´ nous donne, graˆce au lemme
fondamental des distributions, f˜ ′(·; v) = ∇f˜(·)·v λN -presque partout sur RN . Notons Bv = Av∪Ae1 · · ·∪
AeN ∪ {x ∈ RN | f˜ ′(x; v) 6= ∇f˜(x) · v}; on a λN (Bv) = 0.
♦ Etape 3: On conclut.
Soit {vn , n ≥ 1} un ensemble de´nombrable dense dans S(0, 1). Posons B =
⋃
n≥1Bvn ; on a λN (B) = 0.
Nous allons montrer que, pour tout x 6∈ B, f˜ est de´rivable en x, ce qui ache`vera la de´monstration.
Soit x ∈ RN\B et (hk)k≥1 une suite d’e´le´ments de RN\{0} tendant vers 0; prenons (hkl)l≥1 une suite
quelconque extraite de (hk)k≥1. Comme hkl/|hkl | = wl ∈ S(0, 1), on peut extraire une suite (zm)m≥1 =
(wlm)m≥1 qui converge vers z ∈ S(0, 1). Notons finalement tm = |hklm |; on a tmzm = hklm .
On e´crit alors, pour tous n ≥ 1 et m ≥ 1,
|f˜(x+ tmzm)− f˜(x)−∇f˜(x) · (tmzm)|
tm
≤ |f˜(x+ tmzm)− f˜(x+ tmvn)|
tm
+
∣∣∣∣∣ f˜(x+ tmvn)− f˜(x)tm −∇f˜(x) · vn
∣∣∣∣∣+ |∇f˜(x) · (vn − zm)|
≤
(
Lip(f˜) + |∇f˜(x)|
)
|vn − zm|+
∣∣∣∣∣ f˜(x+ tmvn)− f˜(x)tm −∇f˜(x) · vn
∣∣∣∣∣ .
Soit ε > 0. Choisissons n ≥ 1 tel que |vn − z| ≤ ε; on a alors
|f˜(x+ tmzm)− f˜(x)−∇f˜(x) · (tmzm)|
tm
≤
(
Lip(f˜) + |∇f˜(x)|
)
(ε+ |z − zm|) +
∣∣∣∣∣ f˜(x+ tmvn)− f˜(x)tm −∇f˜(x) · vn
∣∣∣∣∣ .
Mais tm → 0 lorsque m→∞, donc∣∣∣∣∣ f˜(x+ tmvn)− f˜(x)tm −∇f˜(x) · vn
∣∣∣∣∣→ 0 lorsque m→∞
(car x 6∈ Bvn , ce qui signifie que (f˜(x+ svn)− f˜(x))/s s→0−→ f˜ ′(x; vn) et que f˜ ′(x; vn) = ∇f˜(x) · vn). Ainsi,
puisque zm → z lorsque m→∞, il existe m0 ≥ 1 tel que, pour tout m ≥ m0,
|f˜(x+ tmzm)− f˜(x)−∇f˜(x) · (tmzm)|
tm
≤ 2(Lip(f˜) + |∇f˜(x)|)ε+ ε.
On a donc montre´ que, de toute suite extraite de(
|f˜(x+ hk)− f˜(x)−∇f˜(x) · hk|
|hk|
)
k≥1
, (1.1.4)
on pouvait re-extraire une suite qui converge vers 0. Cela implique que toute la suite (1.1.4) converge
vers 0, et que f˜ est donc de´rivable en x, de de´rive´e f˜ ′(x)(h) = ∇f˜(x) · h.
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Corollaire 1.1.1 Si f : Ω→ R est localement lipschitzienne alors les de´rive´es partielles classiques de f
sont dans L∞loc(Ω) et coincident avec ses de´rive´es au sens des distributions dans Ω.
Remarque 1.1.1 Nous verrons, dans la premie`re e´tape de la de´monstration, que, lorsque f est globale-
ment lipschitzienne sur Ω, ses de´rive´es classiques sont dans L∞(Ω) et sont essentiellement borne´es par
Lip(f).
De´monstration:
♦ Etape 1: On montre que les de´rive´es partielles classiques de f sont dans L∞loc(Ω).
Pour tout i ∈ [1, N ], ∂f∂xi est de´finie λN -presque partout sur Ω graˆce au the´ore`me de Rademacher. On
remarque que, en posant f ≡ 0 hors de Ω (ce qui de´finit une fonction Borel-mesurable sur RN ), la fonction
∂f
∂xi
(·) = lim
n→∞
f(·+ ei/n)− f(·)
1/n
(λN -presque partout sur Ω)
est Lebesgue-mesurable, en tant que limite simple λN -presque partout de fonctions mesurables.
Soit K un compact de Ω et δ = dist(K,RN\Ω); comme K˜ = K + B(0, δ/2) est un compact de Ω, f est
lipschitzienne sur K˜. Notons C une constante de lipschitz pour f sur K˜. Lorsque |t| ≤ δ/2 et x ∈ K, on
a (x, x+ tei) ∈ K˜, donc ∣∣∣∣f(x+ tei)− f(x)t
∣∣∣∣ ≤ C. (1.1.5)
En passant a` la limite lorsque t→ 0, on trouve donc, pour λN -presque tout x ∈ K,∣∣∣∣ ∂f∂xi (x)
∣∣∣∣ ≤ C. (1.1.6)
∂f
∂xi
est donc essentiellement borne´e sur K et les de´rive´es partielles de f sont bien dans L∞loc(Ω).
Lorsque f est globalement lipschitzienne sur Ω, (1.1.5) est vraie, avec C = Lip(f), pour tout x ∈ Ω
et tout |t| < dist(x,RN\Ω). Passer a` la limite t → 0 nous permet de voir que (1.1.6) reste vraie, avec
C = Lip(f), pour λN -presque tout x ∈ Ω et que ∂f∂xi est donc dans L∞(Ω), avec une norme dans cet
espace majore´e par Lip(f).
♦ Etape 2: Montrons maintenant que ces de´rive´es classiques coincident avec les de´rive´es au sens des
distributions de f dans Ω.
Soit ϕ ∈ C∞c (Ω) et δ = dist(supp(ϕ);RN\Ω) > 0. Comme ϕ(·+sei)−ϕ(·)s
s→0−→ ∂iϕ uniforme´ment sur Ω
en ayant (pour |s| ≤ δ/2) son support inclus dans K = supp(ϕ) + B(0, δ/2) (compact de Ω) et comme
f ∈ L1(K) (f est localement lipschitzienne sur Ω, donc localement borne´e sur Ω), on a
〈Dif, ϕ〉D′(Ω),D(Ω) = −
∫
Ω
f(x)∂iϕ(x) dx = − lim
s→0
∫
Ω
f(x)
ϕ(x+ sei)− ϕ(x)
s
dx.
De plus, ∫
Ω
f(x)
ϕ(x+ sei)− ϕ(x)
s
dx =
1
s
(∫
Ω+sei
f(x− sei)ϕ(x) dx−
∫
Ω
f(x)ϕ(x) dx
)
.
Comme, pour |s| ≤ δ/2, Ω + sei ⊃ supp(ϕ), les inte´grales de cette dernie`re expression ne portent (lorsque
|s| ≤ δ/2) que sur supp(ϕ); cela nous permet de voir que
〈Dif, ϕ〉D′(Ω),D(Ω) = − lim
s→0
∫
supp(ϕ)
f(x− sei)− f(x)
s
ϕ(x) dx.
En notant C une constante de lipschitz de f sur K, (1.1.5) nous donne, pour tout |s| ≤ δ/2 et tout
x ∈ supp(ϕ), | f(x−sei)−f(x)s | ≤ C. Ainsi, par le the´ore`me de Rademacher, f(·−sei)−f(·)s
s→0−→ − ∂f∂xi λN -
presque partout sur Ω, donc sur supp(ϕ), tout en restant majore´e (sur supp(ϕ)) par C. On obtient alors,
par convergence domine´e,
〈Dif, ϕ〉D′(Ω),D(Ω) =
∫
supp(ϕ)
∂f
∂xi
(x)ϕ(x) dx =
∫
Ω
∂f
∂xi
(x)ϕ(x) dx.
Ceci e´tant ve´rife´ pour tout ϕ ∈ C∞c (Ω), on a bien Dif = ∂f∂xi dans D′(Ω).
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1.2 Le Changement de Variable Lipschitzien
Commenc¸ons par un petit lemme classique
Lemme 1.2.1 Soit f : U → V un home´omorphisme entre deux ouverts de RN . Si f est de´rivable en
un point x ∈ U et si f ′(x) ∈ GLn(R), alors f−1 est de´rivable en f(x) et (f−1)′(f(x)) = (f ′(x))−1.
Remarque 1.2.1 Le re´sultat reste vrai lorsque U et V sont des ouverts d’espaces vectoriels norme´s
quelconques.
De´monstration:
Par de´finition, il existe ε : U → RN tendant vers 0 en x telle que, pour tout y ∈ U ,
f(y) = f(x) + f ′(x)(y − x) + |y − x|ε(y). (1.2.1)
Soit z ∈ V ; en appliquant (1.2.1) a` y = f−1(z) ∈ U , on obtient
z = f(x) + f ′(x)(f−1(z)− f−1(f(x))) + |f−1(z)− f−1(f(x))|ε(f−1(z)),
soit, puisque f ′(x) ∈ GLn(R),
f−1(z)− f−1(f(x)) = (f ′(x))−1(z − f(x))− |f−1(z)− f−1(f(x))|(f ′(x))−1ε(f−1(z)). (1.2.2)
Or f−1 est continue en f(x), donc ε(f−1(z))→ 0 lorsque z → f(x); il existe alors W voisinage de f(x) tel
que |(f ′(x))−1ε(f−1(z))| ≤ 1/2 lorsque z ∈ W . En injectant ceci dans (1.2.2) et en prenant les normes,
on en de´duit, pour tout z ∈W ,
|f−1(z)− f−1(f(x))| ≤ 2|(f ′(x))−1||z − f(x)|.
En notant C = 2|(f ′(x))−1|, on a donc, pour tout z ∈W ,
|f−1(z)− f−1(f(x))|
|z − f(x)| ≤ C. (1.2.3)
(1.2.2) peut se re-e´crire, pour tout z ∈ V ,
f−1(z) = f−1(f(x)) + (f ′(x))−1(z − f(x)) + |z − f(x)|η(z) (1.2.4)
avec η(z) = − |f−1(z)−f−1(f(x))||z−f(x)| ε(f−1(z)) lorsque z 6= f(x) et η(f(x)) = 0. Or, par (1.2.3), la fonction
z → |f−1(z) − f−1(f(x))|/|z − f(x)| est borne´e sur W voisinage de f(x) et on a vu que ε(f−1(z)) → 0
lorsque z → f(x); ainsi, η(z)→ 0 lorsque z → f(x) et (1.2.4) prouve bien que f−1 est de´rivable en f(x),
de de´rive´e (f ′(x))−1.
La de´monstration du the´ore`me de changement de variable lipschitzien repose sur l’utilisation du the´ore`me
de Radon-Nikodym; le lemme suivant est l’outil qui nous permet d’identifier la de´rive´e de Radon-Nikodym
qui apparaitra dans la de´monstration du the´ore`me de changement de variable lipschitzien.
Lemme 1.2.2 Soit U et V des ouverts de RN . Si ϕ : U → V est un home´omorphisme de´rivable en un
point x ∈ U alors
lim
r→0
λN (ϕ(B(x, r)))
λN (B(x, r))
= |Jϕ(x)|.
Remarque 1.2.1
1) On a note´ |Jϕ(x)| la valeur absolue du jacobien de ϕ en x, i.e. la valeur absolue du de´terminant
de ϕ′(x).
2) Ce re´sultat reste vrai lorsque l’on suppose simplement ϕ continue (et non plus home´omorphisme);
la de´monstration de cette ge´ne´ralisation fait intervenir le degre´ topologique, mais n’est pas utile a`
notre propos.
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De´monstration:
On commence par remarquer que, ϕ e´tant un home´omorphisme, ϕ(B(x, r)) est mesurable pour tout
r < dist(x,RN\U).
Par translation, on se rame`ne au cas x = 0 et ϕ(x) = 0.
♦ Etape 1: Si M = ϕ′(0) est inversible.
Posons alors F (x) = M−1ϕ(x). Pour tout r < dist(0,RN\U), on a
λN (ϕ(B(0, r))) = λN (M(F (B(0, r)))) = |det(M)|λN (F (B(0, r))).
Il suffit donc de prouver que
lim
r→0
λN (F (B(0, r)))
λN (B(0, r))
= 1 (1.2.5)
pour conclure.
F : U → W = M−1(V ) est un home´omorphisme de´rivable en 0, qui ve´rifie F (0) = 0 et F ′(0) = Id; cela
signifie qu’il existe ε1 : U → RN tendant vers 0 en 0 telle que, pour tout x ∈ U ,
F (x) = x+ |x|ε1(x). (1.2.6)
Par le lemme 1.2.1, on sait que F−1 est de´rivable en 0, de de´rive´e Id, ce qui signifie qu’il existe ε2 : W →
RN tendant vers 0 en 0 et telle que, pour tout y ∈W ,
F−1(y) = y + |y|ε2(y). (1.2.7)
Soit ε ∈]0, 1[. Prenons δ > 0 tel que B(0, δ) ⊂ U ∩W et tel que, pour |z| < δ, on ait |ε1(z)| ≤ ε et
|ε2(z)| ≤ ε. Soit r < δ; par (1.2.6) et (1.2.7), on a
F (B(0, r)) ⊂ B(0, (1 + ε)r) , (1.2.8)
F−1(B(0, (1− ε)r)) ⊂ B(0, (1 + ε)(1− ε)r) ⊂ B(0, r). (1.2.9)
De (1.2.9), on de´duit
F (F−1(B(0, (1− ε)r)) = B(0, (1− ε)r) ⊂ F (B(0, r)). (1.2.10)
(1.2.8) et (1.2.10) nous donnent donc λN (B(0, (1− ε)r)) ≤ λN (F (B(0, r))) ≤ λN (B(0, (1 + ε)r)), soit, en
utilisant λN (B(0, kr)) = k
NλN (B(0, r)) avec k = 1− ε et k = 1 + ε,
(1− ε)N ≤ lim inf
r→0
λN (F (B(0, r)))
λN (B(0, r))
≤ lim sup
r→0
λN (F (B(0, r)))
λN (B(0, r))
≤ (1 + ε)N .
Ceci ayant e´te´ e´tabli pour tout ε ∈]0, 1[, on trouve bien (en faisant ε→ 0) l’e´galite´ (1.2.5).
♦ Etape 2: Si M = ϕ′(0) n’est pas inversible. Il faut alors prouver que la limite des quotients des mesures
est 0.
On remarque que M(B(0, 1)) est de λN -mesure nulle, puisqu’inclus dans l’image de M , un sous-espace
vectoriel de dimension strictement infe´rieure a` N . En posant Hn = M(B(0, 1)) +B(0, 1/n) (borne´, donc
de mesure finie), on voit que
M(B(0, 1)) =
⋂
n≥1
Hn (car M(B(0, 1)) est compact donc ferme´),
en intersection de´croissante. Ainsi, limn→∞ λN (Hn) = 0; prenons ε > 0 et choisissons n0 ≥ 1 tel que
λN (Hn0) < ε.
Soit δ > 0 tel que, pour |x| < δ, |ϕ(x)−M(x)| ≤ (1/n0)|x|. Soit r < δ et |x| ≤ r; en notant x = ry, avec
y ∈ B(0, 1), on voit que ϕ(x) ∈ rM(y) + rB(0, 1/n0) ⊂ rHn0 . Ainsi, ϕ(B(0, r)) ⊂ rHn0 et
λN (ϕ(B(0, r))) ≤ rNλN (Hn0) ≤
λN (B(0, r))
λN (B(0, 1))
× ε.
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On en de´duit
lim sup
r→0
λN (ϕ(B(0, r)))
λN (B(0, r))
≤ ε
λN (B(0, 1))
.
Ceci ayant e´te´ e´tabli pour tout ε > 0, faire ε→ 0 nous donne le re´sultat voulu.
Avant de prouver le the´ore`me de changement de variable lipschitzien dans sa ge´ne´ralite´, nous e´nonc¸ons
et prouvons ici une version a priori plus faible, mais de laquelle de´coule en fait le re´sultat que nous
souhaitons.
Lemme 1.2.3 Soit U et V des ouverts borne´s de RN . Si ϕ : U → V est un home´omorphisme lipschitzien
alors, pour tout f positive ou dans L1(V ), on a∫
V
f dλN =
∫
U
f ◦ ϕ|Jϕ| dλN .
Remarque 1.2.2 En tant que polynoˆme en
(
∂ϕi
∂xj
)
(i,j)∈[1,N ]2
, Jϕ (qui est de´fini λN -presque partout sur
U par le the´ore`me de Rademacher) est dans L∞(U).
De´monstration:
ϕ e´tant un home´omorphisme, µ(A) = λN (ϕ(A)) est une mesure (finie, car V est borne´) sur les bore´liens
de U .
Soit ϕ˜ : RN → RN une extension lipschitizenne de ϕ. Dans ce qui suit, ||.||∞ de´signe la norme sup sur
RN , i.e. ||x||∞ = supi∈[1,N ] |xi|; la constante de lipschitz de ϕ˜ est prise par rapport a` cette norme.
♦ Etape 1: on montre que, pour C pave´ ouvert de RN , λN (ϕ˜(C)) ≤ (Lip(ϕ˜))NλN (C).
Soit ε > 0. Pour k ∈ NN , on pose Dk = a +
∏N
i=1[kiε, (ki + 1)ε[; en notant bk = a + (k1ε, . . . , kNε) +
(ε/2, . . . , ε/2) le centre de Dk, on a, pour tout x ∈ Dk, ||x − bk||∞ ≤ ε/2, donc ||ϕ˜(x) − ϕ˜(bk)||∞ ≤
Lip(ϕ˜)ε/2. Ainsi, ϕ˜(Dk) ⊂ ϕ˜(bk) + [−Lip(ϕ˜)ε/2,Lip(ϕ˜)ε/2]N , ce qui implique
λN (ϕ˜(Dk)) ≤ (Lip(ϕ˜)ε)N . (1.2.11)
Soit C un pave´ de RN ; C est de la forme a +
∏N
i=1]0, αi[, avec a ∈ RN et (α1, . . . , αN ) ∈]0,∞]. Si un
des (αi)i∈[1,N ] est infini, la mesure de C est infinie et l’ine´galite´ recherche´e est alors triviale; on se place
donc maintenant dans le cas ou` tous les (αi)i∈[1,N ] sont dans ]0,∞[.
Soit E = {k ∈ NN | ∀i ∈ [1, N ] , 0 ≤ ki ≤ αi/ε}. On a C ⊂ ∪k∈EDk, donc ϕ˜(C) ⊂ ∪k∈Eϕ˜(Dk), ce qui
implique, par (1.2.11),
λN (ϕ˜(C)) ≤
∑
k∈E
λN (ϕ˜(Dk)) ≤ Card(E)εN (Lip(ϕ˜))N . (1.2.12)
Mais, si [·] de´signe la partie entie`re, on a Card(E) = ([α1/ε] + 1) · · · ([αn/ε] + 1) ≤ (α1ε + 1) · · · (αNε + 1),
donc on de´duit de (1.2.12) que
λN (ϕ˜(C)) ≤ (Lip(ϕ˜))NεN
(α1
ε
+ 1
)
· · ·
(αN
ε
+ 1
)
≤ (Lip(ϕ˜))N (α1 + ε) · · · (αN + ε).
Ceci ayant e´te´ e´tabli pour tout ε > 0, on obtient, en faisant ε → 0, λN (ϕ˜(C)) ≤ (Lip(ϕ˜))Nα1 · · ·αN , ce
qui est le re´sultat recherche´ puisque λN (C) = α1 · · ·αN .
♦ Etape 2: On montre que µ est absolument continue par rapport a` λN .
Soit A ⊂ U de λN -mesure nulle; par de´finition de la mesure de Lebesgue par sa mesure exte´rieure, il existe,
pour tout ε > 0, un recouvrement de A par des pave´s ouverts (Cn)n≥1 de RN tels que
∑
n≥1 vol(Cn) =∑
n≥1 λN (Cn) < ε.
Puisque ϕ(A) ⊂ ϕ˜(A) ⊂ ∪n≥1ϕ˜(Cn), on en de´duit, par l’e´tape 1,
λN (ϕ(A)) ≤
∑
n≥1
λN (ϕ˜(Cn)) ≤ (Lip(ϕ˜))N
∑
n≥1
λN (Cn).
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Ainsi, λN (ϕ(A)) ≤ ε(Lip(ϕ˜))N ; cette ine´galite´ ayant e´te´ e´tablie pour tout ε > 0, on obtient le re´sultat
voulu: µ(A) = λN (ϕ(A)) = 0.
♦ Etape 3: On conclut.
Graˆce au the´ore`me de Radon-Nykodim et par l’e´tape 1, il existe donc h ∈ L1(U) (car µ est une mesure
finie) telle que, pour tout bore´lien A de U ,
µ(A) = λN (ϕ(A)) =
∫
A
h dλN .
Mais, en tout point de Lebesgue x de h, c’est-a`-dire pour λN -presque tout x ∈ U , on a
h(x) = lim
r→0
1
λN (B(x, r))
∫
B(x,r)
h dλN = lim
r→0
λN (ϕ(B(x, r)))
λN (B(x, r))
.
Par le lemme 1.2.2, pour tout x point de de´rivabilite´ de ϕ, c’est-a`-dire pour λN -presque tout x ∈ U graˆce
au the´ore`me de Rademacher, cette dernie`re limite est |Jϕ(x)|. Ainsi h = |Jϕ| λN -presque partout sur
U , et on voit donc que, pour tout A bore´lien de U , λN (ϕ(A)) =
∫
U
1A|Jϕ| dλN .
Pour toute fonction f = 1B avec B bore´lien de V , en notant A = ϕ
−1(B), on a donc
∫
V
f dλN =∫
V
1ϕ(A) dλN = λN (ϕ(A)) =
∫
U
1A|Jϕ| dλN =
∫
U
f ◦ ϕ|Jϕ| dλN . Par combinaison line´aire, on a donc
encore
∫
V
f dλN =
∫
U
f ◦ ϕ|Jϕ| dλN lorsque f est une fonction simple sur V .
Soit f positive mesurable sur V . Prenons une suite (fn)n≥1 de fonctions simples positives qui converge
en croissant vers f ; puisque (fn ◦ ϕ|Jϕ|)n≥1 est une suite de fonctions positives mesurables qui converge
aussi en croissant vers f ◦ ϕ|Jϕ|, le the´ore`me de convergence monotone nous dit que∫
V
f dλN = lim
n→∞
∫
V
fn dλN = lim
n→∞
∫
U
fn ◦ ϕ|Jϕ| dλN =
∫
U
f ◦ ϕ|Jϕ| dλN .
Lorsque f est dans L1(V ), on e´crit f = f+ − f− et on applique le re´sultat pre´ce´dent a` f+ et f− pour
conclure que f ◦ ϕ|Jϕ| ∈ L1(U) et que l’on a bien la formule annonce´e dans le lemme.
The´ore`me 1.2.1 (Changement de variable lipschitzien) Soit U et V des ouverts de RN . Si ϕ : U → V
est un home´omorphisme localement lipschitzien alors, pour tout f positive ou dans L1(V ), on a∫
V
f dλN =
∫
U
f ◦ ϕ|Jϕ| dλN .
Remarque 1.2.3 Ici, Jϕ est dans L∞loc(U).
De´monstration:
On note, pour n ≥ 1, Un = B(0, n) ∩ {x ∈ RN | dist(x,RN\U) > 1/n}; les Un sont des ouverts borne´s
et U =
⋃
n≥1 Un, en union croissante. Comme Un est relativement compact dans U , ϕ est lipschitzienne
sur Un et Vn = ϕ(Un) est un ouvert borne´ de V ; de plus, ϕ est un home´omorphisme lipschitzien entre
Un et Vn; ϕ e´tant surjective, on a aussi V =
⋃
n≥1 Vn, en union croissante.
En utilisant le the´ore`me de convergence monotone, le lemme 1.2.3 nous donne, pour f positive et
mesurable sur V , ∫
V
f dλN = lim
n→∞
∫
V
f1Vn dλN
= lim
n→∞
∫
Vn
f dλN
= lim
n→∞
∫
Un
f ◦ ϕ|Jϕ| dλN
=
∫
U
f ◦ ϕ|Jϕ| dλN .
Lorsque f est dans L1(V ), on conclut en e´crivant f = f+ − f− et en appliquant le re´sultat pre´ce´dent a`
f+ et a` f−.
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1.3 Transport des Espaces de Lebesgue
The´ore`me 1.3.1 Soit p ∈ [1,+∞], Ω et Ω′ deux ouverts de RN et ϕ : Ω′ → Ω un home´omorphisme
bilipschitzien. L’application {
Lp(Ω) −→ Lp(Ω′)
f −→ f ◦ ϕ (1.3.1)
est bien de´finie et c’est un isomorphisme.
Remarque 1.3.1 Nous verrons, au cours de la de´monstration, que la norme de (1.3.1) est majore´e par
un re´el ne de´pendant que de N et Lip(ϕ−1) (pour p =∞, cette application est meˆme une isome´trie).
De´monstration:
♦ Etape 1: f ◦ ϕ est mesurable et ne de´pend pas du repre´sentant de f .
Si f : Ω → R est Borel-mesurable alors, ϕ : Ω′ → Ω e´tant bore´lienne car continue, f ◦ ϕ : Ω′ → R est
mesurable.
Supposons f = f∗ λN -presque partout sur Ω; alors f ◦ϕ = f∗ ◦ϕ sur Ω′\ϕ−1({f 6= f∗}); par le the´ore`me
de changement de variable lipschitzien, puisque ϕ−1 : Ω → Ω′ est un home´omorphisme lipschitzien,
λN (ϕ
−1({f 6= f∗})) = ∫{f 6=f∗} |Jϕ−1| dλN = 0. Ainsi, f ◦ ϕ = f∗ ◦ ϕ λN -presque partout sur Ω′.
♦ Etape 2: on suppose p <∞.
Si f ∈ Lp(Ω), le the´ore`me de changement de variable lipschitzien applique´ avec ϕ−1 nous permet d’e´crire∫
Ω′
|f ◦ ϕ|p dλN =
∫
Ω′
|f |p ◦ ϕdλN
=
∫
Ω
|f |p|Jϕ−1| dλN
≤ ||Jϕ−1||L∞(Ω)
∫
Ω
|f |p dλN ,
et, Jϕ−1 e´tant un polynoˆme en
(
∂(ϕ−1)i
∂xj
)
(i,j)∈[1,N ]
, ||Jϕ−1||L∞(Ω) est majore´ par un re´el C ne de´pendant
que de N et Lip(ϕ−1) (remarque 1.1.1). Ainsi, f ◦ ϕ ∈ Lp(Ω′) et
||f ◦ ϕ||Lp(Ω′) ≤ C1/p||f ||Lp(Ω) ≤ sup(C, 1)||f ||Lp(Ω). (1.3.2)
♦ Etape 3: on suppose p =∞.
Soit f ∈ L∞(Ω). Posons A = {x ∈ Ω | |f(x)| > ||f ||L∞(Ω)}; A est de mesure nulle, donc par le the´ore`me
de changement de variable lipschitzien, ϕ−1(A) est aussi de mesure nulle (λN (ϕ−1(A)) =
∫
A
|Jϕ−1| = 0).
Comme |f ◦ ϕ(x)| ≤ ||f ||L∞(Ω) pour tout x 6∈ ϕ−1(A), on en de´duit que f ◦ ϕ ∈ L∞(Ω′) avec
||f ◦ ϕ||L∞(Ω′) ≤ ||f ||L∞(Ω). (1.3.3)
L’ine´galite´ (1.3.2) (dans le cas p < ∞) ou (1.3.3) (dans le cas p = ∞) nous dit que l’application (1.3.1)
est bien de´finie et, e´tant trivialement line´aire, qu’elle est continue.
♦ Etape 4: caracte`re isomorphique de (1.3.1).
Le re´sultat ci-dessus applique´ avec ϕ−1 (home´omorphisme bilipschitzien entre Ω et Ω′) a` la place de ϕ
nous montre que g ∈ Lp(Ω′)→ g ◦ϕ−1 ∈ Lp(Ω) est bien de´finie et line´aire continue; cette application est
alors trivialement l’inverse de (1.3.1), ce qui prouve que (1.3.1) est un isomorphisme.
Remarque 1.3.2 Nous avons raisonne´ en supposant que les e´le´ments de Lp(Ω) e´taient des fonctions
Borel-mesurables. Mais, lorsque f : Ω → R est Lebesgue-mesurable, elle est e´gale presque partout a`
une fonction f˜ : Ω → R Borel-mesurable; comme ϕ−1 transporte les ensembles de mesure nulle sur des
ensembles de mesure nulle (c’est une conse´quence du the´ore`me de changement de variable lipschitzien
applique´ a` ϕ−1 home´omorphisme localement lipschitzien), on en de´duit que f ◦ϕ = f˜ ◦ϕ presque partout
sur Ω′ (ce qui prouve au passage que f ◦ϕ est Lebesgue-mesurable, ce qui n’avait rien d’e´vident et est faux
en ge´ne´ral si ϕ−1 n’est pas localement lipschitzien). On peut donc indiffe´remment conside´rer les e´le´ments
de Lp(Ω) comme des fonctions Borel- ou Lebesgue-mesurables.
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1.4 Transport des Espaces de Sobolev
Lorsque p ∈ [1,+∞] et Ω est un ouvert de RN , W 1,p(Ω) de´signe l’espace de Sobolev usuel, muni de la
norme
||u||W 1,p(Ω) = ||u||Lp(Ω) +
N∑
i=1
||Diu||Lp(Ω).
Lemme 1.4.1 Si p ∈ [1,+∞[ alors C∞c (RN ) est dense dans W 1,p(RN ).
Remarque 1.4.1 En fait, on prouve ci-apre`s le re´sultat suivant plus puissant: pour tout u, il existe une
suite (un)n≥1 de C∞c (RN ) telle que, si p ∈ [1,+∞[ ve´rifie u ∈ W 1,p(RN ), alors un → u dans W 1,p(RN );
autrement dit, la suite qui approche u est inde´pendante de p.
De´monstration:
♦ Etape 1: On tronque.
Soit γ ∈ C∞c (RN ), 0 ≤ γ ≤ 1, γ ≡ 1 sur B(0, 1) et γ ≡ 0 hors de B(0, 2); posons γn(x) = γ(x/n).
γn ∈ C∞c (RN ), γn ≡ 1 sur B(0, n) et γn ≡ 0 hors de B(0, 2n); on remarque aussi que ∇γn(x) = 1n∇γ(x/n)
donc || |∇γn| ||L∞(RN ) ≤
|| |∇γ| ||L∞(RN )
n → 0 lorsque n→∞.
Pour u ∈ W 1,p(RN ), on pose un = γnu ∈ W 1,p(RN ). un est a` support compact, un → u λN -presque
partout sur RN et |un| ≤ |u| ∈ Lp(RN ) donc, par convergence domine´e, un → u dans Lp(RN ). De plus,
pour tout i ∈ [1, N ], Diun = u∂iγn + γnDiu; or
i) ∂iγn → 0 dans L∞(RN ) donc u∂iγn → 0 dans Lp(RN ),
ii) γnDiu → Diu λN -presque partout sur RN en e´tant majore´e par |Diu| ∈ Lp(RN ), donc
γnDiu→ Diu dans Lp(RN ).
On a donc Diun → Diu dans Lp(RN ).
Ainsi, on a approche´ u par une suite de fonctions de W 1,p(RN ) a` supports compacts; si l’on peut approcher
toute fonction de W 1,p(RN ) a` support compact par une suite de C∞c (RN ), on aura prouve´ le the´ore`me.
♦ Etape 2: On re´gularise.
Prenons donc u ∈ W 1,p(RN ) a` support compact. Soit (ρn)n≥1 une approximation C∞c (RN ) de l’unite´.
En posant un = u ∗ ρn, on de´finit une suite de C∞c (RN ) qui converge vers u dans Lp(RN ); de plus,
∇un = (∇u) ∗ ρn → ∇u dans (Lp(RN ))N , puisque ∇u ∈ (Lp(RN ))N , et on a bien un → u dans
W 1,p(RN ).
Lemme 1.4.2 (Prolongement) Soit p ∈ [1,+∞], U et V deux ouverts de RN et u ∈ W 1,p(U ∩ V ). S’il
existe O ouvert de RN contenant ∂V tel que u = 0 sur U ∩ V ∩ O, alors la fonction u˜ de´finie sur U par
u˜ =
{
u sur U ∩ V,
0 sur U\(U ∩ V )
est dans W 1,p(U) et ∇u˜ est donne´ par
∇u˜ =
{ ∇u sur U ∩ V,
0 sur U\(U ∩ V ).
Remarque 1.4.1
1) On appliquera souvent ce re´sultat pour u ∈ W 1,p(V ) a` support compact dans V et U = RN : le
prolongement de u a` RN par 0 hors de V est alors dans W 1,p(RN ).
2) On a ||u˜||W 1,p(U) = ||u||W 1,p(U∩V ).
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De´monstration:
On sait bien e´videmment que u˜ ∈ Lp(U). Pour montrer que u˜ ∈ W 1,p(U), il suffit donc de montrer la
formule donne´e pour ∇u˜, i.e. que ∇u˜ = ∇˜u.
Notons F = V \O; c’est un sous-ensemble ferme´ de RN (si (xn)n≥1 ∈ F converge dans RN vers x, alors
x ∈ V ∩ RN\O = V \O puisque ∂V = V \V ⊂ O).
Soit ϕ ∈ C∞c (U) et K = supp(ϕ) (compact de U). K ∩ F est un compact inclus dans U ∩ V ; on peut
donc prendre γ ∈ C∞c (U ∩V ) telle que γ ≡ 1 sur un voisinage de K ∩F . On a alors, pour tout i ∈ [1, N ],
〈Diu˜, ϕ〉D′(U),D(U) = −
∫
U
u˜(x)∂iϕ(x) dx
= −
∫
K∩F
u(x)∂iϕ(x) dx
= −
∫
K∩F
u(x)∂i(γϕ)(x) dx
= −
∫
U∩V
u(x)∂i(γϕ)(x) dx,
l’avant dernie`re e´galite´ ayant lieu car γϕ = ϕ sur un voisinage de K ∩F , la dernie`re e´galite´ car u = 0 sur
U ∩ V hors de F et ∂i(γϕ) = 0 sur U ∩ V hors de K. Or γϕ ∈ C∞c (U ∩ V ) et u ∈W 1,p(U ∩ V ), donc par
de´finition de Diu ∈ Lp(U ∩ V ), on a
−
∫
U∩V
u(x)∂i(γϕ)(x) dx =
∫
U∩V
Diu(x)γ(x)ϕ(x) dx
=
∫
K∩F
Diu(x)γ(x)ϕ(x) dx,
car u, donc Diu, est nulle sur U ∩ V ∩ O. Enfin, puisque γ ≡ 1 au voisinage de K ∩ F ,∫
K∩F
Diu(x)γ(x)ϕ(x) dx =
∫
K∩F
Diu(x)ϕ(x) dx
=
∫
U∩V
Diu(x)ϕ(x) dx
=
∫
U
D˜iu(x)ϕ(x) dx.
Ces e´galite´s mises bout a` bout, et valables pour tout ϕ ∈ C∞c (U), donnent Diu˜ = D˜iu dans D′(U), ce qui
est le re´sultat voulu.
The´ore`me 1.4.1 (Composition de de´rive´es faibles) Soit p ∈ [1,+∞], Ω et Ω′ deux ouverts de RN et
ϕ = (ϕ1, . . . , ϕN )
T : Ω′ → Ω un home´omorphisme bilipschitzien. Si u ∈W 1,p(Ω) alors:
i) u ◦ ϕ ∈W 1,p(Ω′),
ii) ∀i ∈ [1, N ], Di(u ◦ ϕ) =
∑N
k=1Dku ◦ ϕDiϕk,
iii) ∃M > 0 ne de´pendant que de N , Lip(ϕ) et Lip(ϕ−1) telle que ||u ◦ ϕ||W 1,p(Ω′) ≤M ||u||W 1,p(Ω).
Remarque 1.4.2 La conclusion iii) nous dit que l’ope´ration de composition{
W 1,p(Ω) −→ W 1,p(Ω′)
u −→ u ◦ ϕ
est line´aire continue. Comme elle a un inverse line´aire continu (c’est v ∈W 1,p(Ω′)→ v◦ϕ−1 ∈W 1,p(Ω)),
cette application est en fait un isomorphisme. Ce the´ore`me est donc bien un re´sultat de transport des
espaces de Sobolev.
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De´monstration:
On sait de´ja` (the´ore`me 1.3.1) que, pour u ∈ W 1,p(Ω) ⊂ Lp(Ω), u ◦ ϕ est bien de´finie et appartient a`
Lp(Ω′).
Nous allons commencer par prouver ii). Cette e´galite´ e´tant locale, il suffit de montrer que, pour tout
ouvert U d’adhe´rence compacte dans Ω′, on a l’e´galite´ ii) sur U (i.e. dans D′(U)).
♦ Etape 1: on montre ii) pour p <∞.
Soit donc un tel U . On remarque que V = ϕ(U) est un ouvert de Ω (ϕ est un home´omorphisme) et que
V = ϕ(U) est un compact de Ω. Soit φ ∈ C∞c (Ω) telle que φ ≡ 1 au voisinage de V . Posons F = φu;
F ∈W 1,p(Ω) et est a` support compact dans Ω; ainsi, par le lemme de prolongement 1.4.2, l’extension de
F a` RN par 0 hors de Ω, encore note´e F , est dans W 1,p(RN ).
Soit une suite (Fn)n≥1 ∈ C∞c (RN ) qui converge vers F dans W 1,p(RN ). Posons Gn = Fn ◦ ϕ : Ω′ → R;
partout ou` ϕ est de´rivable au sens classique, i.e. λN -presque partout sur Ω
′, Gn est de´rivable et
∂Gn
∂xi
=
N∑
k=1
∂Fn
∂xk
◦ ϕ ∂ϕk
∂xi
.
De plus, Fn et ϕ e´tant lipschitziennes, Gn est lipschitzienne et toutes les de´rive´es classiques ci-dessus
coincident avec les de´rive´es au sens des distributions.
Comme Fn → F et (pour tout k ∈ [1, N ]) DkFn → DkF dans Lp(Ω), le the´ore`me 1.3.1 nous permet de
voir que que Fn ◦ ϕ→ F ◦ ϕ et DkFn ◦ ϕ→ DkF ◦ ϕ dans Lp(Ω′). Les fonctions (Diϕk)(i,k)∈[1,N ] e´tant
dans L∞(Ω′), on en de´duit
DiGn =
N∑
k=1
DkFn ◦ ϕDiϕk →
N∑
k=1
DkF ◦ ϕDiϕk dans Lp(Ω′), donc dans D′(Ω′).
Comme Gn = Fn ◦ ϕ→ F ◦ ϕ dans Lp(Ω′), donc dans D′(Ω′), on a DiGn → Di(F ◦ ϕ) dans D′(Ω′).
En passant a` la limite, on obtient finalement Di(F ◦ ϕ) =
∑N
k=1DkF ◦ ϕDiϕk dans D′(Ω′), donc aussi
dans D′(U). Sur V , puisque F = u, on a DkF = Dku; ainsi, sur U = ϕ−1(V ), F ◦ ϕ = u ◦ ϕ et
DkF ◦ ϕ = Dku ◦ ϕ. Le recollement de toutes ces e´galite´s donne Di(u ◦ ϕ) =
∑N
k=1Dku ◦ ϕDiϕk dans
D′(U), c’est-a`-dire ce que l’on souhaitait.
♦ Etape 2: on montre ii) pour p =∞.
Soit toujours U ouvert d’adhe´rence compacte dans Ω′ et V = ϕ(U).
V est un ouvert borne´ inclus dans Ω, donc u ∈W 1,∞(V ) ⊂W 1,1(V ). Par l’e´tape 1, puisque u ∈W 1,1(V )
et ϕ : U → V est un home´omorphisme bilipschitzien, on a, dans D′(U), Di(u ◦ϕ) =
∑N
k=1Dku ◦ϕDiϕk,
c’est-a`-dire ce que l’on voulait de´montrer.
♦ Etape 3: on conclut
La formule ii) e´tant e´tablie, il ne reste plus qu’a` prouver i) et iii). Or, par le the´ore`me 1.3.1, pour tout
k ∈ [1, N ], Dku ◦ϕ ∈ Lp(Ω′) (car Dku ∈ Lp(Ω)) donc, les fonctions (Diϕk)k∈[1,N ] e´tant dans L∞(Ω′), on
a bien, par ii), Di(u ◦ ϕ) ∈ Lp(Ω′) pour tout i ∈ [1, N ], donc u ◦ ϕ ∈W 1,p(Ω′).
En notant C un majorant de la norme de l’application (1.3.1) ne de´pendant que de N et Lip(ϕ−1) (cf
remarque 1.3.1), puisque ||Diϕk||L∞(Ω′) ≤ Lip(ϕk) ≤ Lip(ϕ), on a, par la formule ii),
||Di(u ◦ ϕ)||Lp(Ω′) ≤ Lip(ϕ)
N∑
k=1
||Dku ◦ ϕ||Lp(Ω′) ≤ CLip(ϕ)
N∑
k=1
||Dku||Lp(Ω),
ce qui implique
||u ◦ ϕ||W 1,p(Ω′) ≤ C||u||Lp(Ω) + CLip(ϕ)
N∑
k=1
||Dku||Lp(Ω) ≤ C sup(1,Lip(ϕ))||u||W 1,p(Ω)
et conclut cette de´monstration.
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Chapitre 2
Inte´grale sur des Bords d’Ouverts
Dans ce chapitre, || · || est une norme quelconque sur RN .
2.1 Ouverts Lipschitziens
2.1.1 Ouverts Faiblement Lipschitziens
De´finition 2.1.1 Un ouvert Ω de RN est faiblement lipschitzien si sa frontie`re ∂Ω est borne´e et si, pour
tout a ∈ ∂Ω, il existe un ouvert O de RN contenant a et un home´omorphisme bilipschitzien ϕ : O →
BN = {x ∈ RN | ||x|| ≤ 1} tels que
ϕ(O ∩ Ω) = BN+ = {(x′, xN ) ∈ BN | xN > 0},
ϕ(O ∩ ∂Ω) = BN−1 = {(x′, 0) ∈ BN}.
Remarque 2.1.1
1) Si Ω est faiblement lipschitzien pour une norme donne´e sur RN , il est faiblement lipschitzien pour
toutes les normes sur RN (si B est la boule unite´ pour une norme sur RN , il existe λ > 0 tel que
ϕ(a)+λB ⊂ BN ; on conside`re alors ϕ˜ : ϕ−1(ϕ(a)+λB)→ B de´finie par ϕ˜(x) = λ−1(ϕ(x)−ϕ(a)):
c’est un home´omorphisme bilipschitzien entre l’ouvert ϕ−1(ϕ(a) + λB) de RN qui contient a et B,
qui envoie ϕ−1(ϕ(a) + λB) ∩ Ω sur {x ∈ B | xN > 0} et ϕ−1(ϕ(a) + λB) ∩ ∂Ω sur {(x′, 0) ∈ B}).
La norme choisie sur RN n’importe donc pas.
2) Un couple (O,ϕ) comme dans cette de´finition est appele´ “carte locale”.
3) Dans la suite, nous confondrons BN−1 avec l’ouvert {x′ ∈ RN−1 | (x′, 0) ∈ BN} de RN−1 (qui,
lorsque l’on met sur RN−1 la norme induite par celle de RN = RN−1 × R, i.e. x′ → ||(x′, 0)||,
correspond effectivement a` la boule unite´ de RN−1 pour cette norme).
4) En fait, dans la suite, nous n’aurons pas vraiment besoin que ∂Ω soit borne´; il suffit que l’on puisse
trouver des cartes locales (Oi, ϕi)i∈N telles que ∂Ω ⊂ ∪i∈NOi en union localement finie (i.e. pour
tout compact K de RN , il existe un nombre fini d’ouverts (Oi)i∈N qui rencontrent K).
Une parame´trisation locale de ∂Ω est un couple (τ,O ∩ ∂Ω) avec O ouvert de RN et τ : BN−1 → O ∩ ∂Ω
un home´omorphisme bilipschitzien.
Lorsque Ω est faiblement lipschitzien, ∂Ω e´tant borne´ donc compact, il existe un nombre fini de cartes
locales (Oi, ϕi)i∈[1,k] telles que ∂Ω ⊂ ∪ki=1Oi; on dira que (Oi, ϕi)i∈[1,k] est un syste`me de cartes de Ω.
En de´finissant τi : B
N−1 → Oi ∩ ∂Ω par τi =
(
ϕi |Oi∩∂Ω
)−1
, on obtient des parame´trisations locales
(τi, Oi ∩ ∂Ω)i∈[1,k] telles que ∂Ω = ∪ki=1Oi ∩ ∂Ω; on dira que (τi, Oi ∩ ∂Ω)i∈[1,k] est un syste`me de
parame´trisations de ∂Ω.
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2.1.2 Ouverts Fortement Lipschitziens
Bien suˆr, si nous avons parle´ d’ouvert faiblement lipschitzien, c’est qu’il existe une notion d’ouvert
fortement lipschitzien. Tout ce que nous ferons dans la suite ne ne´cessitera que des ouverts faiblement
lipschitziens; cependant, la notion d’ouvert fortement lipschitzien e´tant assez pratique et la plus re´pandue
dans la litte´rature, il nous a semble´ utile de l’aborder.
De´finition 2.1.2 Un ouvert Ω de RN est fortement lipschitzien si sa frontie`re ∂Ω est borne´e et si, pour
tout a ∈ ∂Ω, il existe un repe`re orthonorme´ Ra de RN , un pave´ V =
∏N
i=1]αi, βi[= V
′×]α, β[ dans les
coordonne´es de Ra qui contient a et une application lipschitzienne η : V ′ →]α, β[ tels que
V ∩ Ω = {(y′, yN ) ∈ V | yN > η(y′)},
V ∩ ∂Ω = {(y′, η(y′)) , y′ ∈ V ′}.
Et comme la terminologie nous l’indique:
Proposition 2.1.1 Un ouvert fortement lipschitzien est faiblement lipschitzien.
De´monstration:
Soit a ∈ ∂Ω; prenons V = V ′×]α, β[ (dans de bonnes coordonne´es) et η : V ′ →]α, β[ donne´s par la
de´finition de Ω fortement lipschitzien, avec V voisinage de a. Nous allons exprimer ϕ dans les coordonne´es
adapte´es a` V .
Soit η˜ : RN−1 → R une extension lipschitzienne de η. Posons
ϕ˜
{
RN −→ RN
(y′, yN ) −→ (y′, yN − η˜(y′)).
ϕ˜ est un home´omorphisme bilipschitzien; en effet, son inverse est
ϕ˜−1
{
RN −→ RN
(z′, zN ) −→ (z′, zN + η˜(z′)).
Comme ϕ˜(a) ∈ ϕ˜(V ) ouvert, il existe une boule B de centre ϕ˜(a) et de rayon ε incluse dans ϕ˜(V );
O = ϕ˜−1(B) ⊂ V est un ouvert qui contient a. ϕ˜ : O → B est un home´omorphisme bilipschitzien et on a
ϕ˜(O ∩ Ω) = {(z′, zN ) ∈ B | zN > 0},
ϕ˜(O ∩ ∂Ω) = {(z′, 0) ∈ B}.
Ainsi, ϕ˜(a) = (z′a, 0) et, en remarquant que B est bilipschitziennement home´omorphe a` B
N par l’applica-
tion
ϕ
{
B −→ BN
z −→ 1ε (z − (z′a, 0))
qui envoie {(z′, zN ) ∈ B | zN > 0} sur BN+ et {(z′, 0) ∈ B} sur BN−1, la compose´e ϕ ◦ ϕ˜ : O → BN nous
donne l’application ϕ recherche´e.
La notion d’ouvert fortement lipschitzien est inte´ressante car elle est souvent plus facile a` ve´rifier di-
rectement que celle d’ouvert faiblement lipschitzien; comme le montre l’exemple suivant, des caracte`res
ge´ome´triques simples peuvent impliquer la proprie´te´ de forte lipschitziannite´.
Proposition 2.1.2 Si Ω est un ouvert convexe borne´, alors Ω est fortement lipschitzien.
De´monstration:
Soit a ∈ ∂Ω. Prenons b ∈ Ω et notons vN = (b − a)/|b − a|. On comple`te vN en une base orthonorme´
V = (v1, . . . , vN ) de RN et on note Ra le repe`re d’origine a et de base V. On note N la norme infinie
associe´e a` la base V (un hypercube dans le repe`re Ra est donc une boule ouverte pour la norme N ), et
y = (y′, yN ) les coordonne´es d’un point courant dans le repe`re Ra.
Soit δ > 0 tel que BN (b, δ) ⊂ Ω (Ω est ouvert) et notons
W =]− δ, δ[N−1×]ybN − diam(Ω)− 1, ybN [= W ′×]ybN − diam(Ω)− 1, ybN [,
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exprime´ en coordonne´es dans le repe`re Ra (ou a a pour coordonne´es (0, . . . , 0) et b a pour coordonne´es
(0, . . . , 0, ybN ), avec y
b
N = dist(a, b)).
Nous allons maintenant de´finir une application η : W ′ →]ybN − diam(Ω)− 1, ybN [ telle que
W ∩ Ω = {(y′, yN ) ∈W | yN > η(y′)}, (2.1.1)
W ∩ ∂Ω = {(y′, η(y′)) , y′ ∈W ′}. (2.1.2)
Pour cela, on pose simplement, pour tout y′ ∈ W ′, η(y′) = inf{yN ∈ R | (y′, yN ) ∈ ∂Ω}; ceci de´finit
a priori une application η : W ′ → [−∞,+∞] (la valeur +∞ e´tant prise aux points y′ ∈ W ′ tels que
{yN ∈ R | (y′, yN ) ∈ ∂Ω} = ∅).
Commenc¸ons par constater que η est en fait a` valeurs finies, et meˆme a` valeurs dans ]ybN−diam(Ω)−1, ybN [.
Soit y′ ∈ W ′. c1 = (y′, ybN ) ∈ BN (b, δ) ⊂ Ω (rappelons que les coordonne´es de b dans Ra sont (0, ybN ))
et, pour R > diam(Ω), c2 = (y
′, ybN − R) 6∈ Ω; ainsi, il existe c3 ∈ [c1, c2] ∩ ∂Ω, i.e. c3 = (y′, yc3N ) ∈ ∂Ω
avec yc3N ∈]ybN − R, ybN [; on en de´duit que {yN ∈ R | (y′, yN ) ∈ ∂Ω} est non vide et que sa borne
infe´rieure est dans [−∞, ybN [. Comme le diame`tre de Ω est aussi e´gal au diame`tre de Ω, on constate
que, pour tout R > diam(Ω), (y′, ybN − R) 6∈ Ω (puisque (y′, ybN ) ∈ Ω), et {yN ∈ R | (y′, yN ) ∈ ∂Ω}∩] −
∞, ybN − diam(Ω) − 1/2] = ∅; ainsi, la borne infe´rieure de {yN ∈ R | (y′, yN ) ∈ ∂Ω} est donc dans
[ybN − diam(Ω)− 1/2, ybN [⊂]ybN − diam(Ω)− 1, ybN [.
Ve´rifions ensuite la proprie´te´ (2.1.2). Pour tout y′ ∈ W ′, il existe (y(n)N )n≥1 tel que (y′, y(n)N ) ∈ ∂Ω
pour tout n ≥ 1 et y(n)N → η(y′) lorsque n → ∞; ∂Ω e´tant ferme´, on en de´duit que (y′, η(y′)) ∈ ∂Ω;
ainsi, comme η est a` valeurs dans ]ybN − diam(Ω) − 1, ybN [, on obtient bien (y′, η(y′)) ⊂ W ∩ ∂Ω pour
tout y′ ∈ W ′. Soit maintenant (y′, yN ) ∈ W ∩ ∂Ω; on sait que, puisque Ω est convexe et (y′, ybN ) ∈ Ω,
](y′, yN ), (y′, ybN )] ⊂ Ω et que, pour tout t < yN , (y′, t) 6∈ ∂Ω (sinon, (y′, yN ) ∈](y′, t), (y′, ybN )] ⊂ Ω);
ainsi, yN est le seul point s ∈] − ∞, ybN [ tel que (y′, s) ∈ ∂Ω; comme on a vu que η(y′) e´tait aussi un
e´le´ment de ]−∞, ybN [ tel que (y′, η(y′)) ∈ ∂Ω, on en de´duit que yN = η(y′), et que W ∩ ∂Ω est donc bien
inclus dans {(y′, η(y′)) , y′ ∈W ′}.
Ve´rifions maintenant la proprie´te´ (2.1.1). Soit (y′, yN ) ∈W tel que yN > η(y′); on constate que (y′, yN ) ∈
](y′, η(y′)), (y′, ybN )]; or, par ce qui pre´ce`de, (y
′, η(y′)) ∈ ∂Ω et, comme Ω est convexe, on en de´duit que
](y′, η(y′)), b] =](y′, η(y′)), (y′, ybN )] ⊂ Ω, ce qui nous permet de voir que (y′, yN ) ∈ Ω et que {(y′, yN ) ∈
W | yN > η(y′)} ⊂ W ∩ Ω. Soit maintenant (y′, yN ) ∈ W ∩ Ω; si yN ≤ η(y′), alors (y′, η(y′)) ∈
[(y′, yN ), (y′, ybN )] ⊂ Ω par convexite´ de Ω, ce qui est impossible puisque (y′, η(y′)) ∈ ∂Ω.
L’e´pigraphe W ∩Ω de la fonction η : W ′ →]ybN−diam(Ω)−1, ybN [ est donc convexe, en tant qu’intersection
de deux convexes. Ainsi, η est convexe et donc localement lipschitzienne sur W ′; en prenant un pave´
V = V ′×]ybN −diam(Ω)−1, ybN [ contenant a et tel que V ′ est relativement compact dans W ′, on constate
alors que η : V ′ →]ybN − diam(Ω)− 1, ybN [ est lipschitzienne et ve´rifie
V ∩ Ω = {(y′, yN ) ∈ V | yN > η(y′)},
V ∩ ∂Ω = {(y′, η(y′)) , y′ ∈ V ′},
ce qui conclut cette preuve.
2.1.3 Distinctions entre les deux notions
Ces deux notions (ouvert fortement lipschitzien, ouvert faiblement lipschitzien) sont cependant distinctes.
Il existe en effet des ouverts faiblement lipschitziens qui ne sont pas fortement lipschitziens. Nous en
donnons ici deux exemples: l’un en dimension N = 2, duˆ a` M. Zerner (voir [5]), l’autre en dimension
N = 3, inte´ressant car il s’agit d’un ouvert “polygonal”.
Contre-exemple de Zerner
On note, pour n ≥ 0, an = 1/2n. Soit f : R→ R de´finie par
f ≡ 0 sur ]−∞, 0] et sur [1,∞[ ,
∀n ≥ 0 , f est affine sur [an+1, (an + an+1)/2] et sur [(an + an+1)/2, an] ,
∀n ≥ 0 , f(an) = 0
∀n ≥ 0 , f((an + an+1)/2) = (an + an+1)/2.
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f est lipschitzienne: en effet, elle est continue, affine par morceaux et, sur chacun des intervalles ou` elle
est affine, sa pente est majore´e en valeur absolue par 3/2.
Soit Ω = {(x, y) ∈]0, 1[×R | f(x) < y < x + f(x)}; Ω est un ouvert de R2. L’application T : R2 → R2
de´finie par T (x, y) = y − f(x) est un home´omorphisme bilipschitzien qui transforme Ω en Ω′ = {(x, y) ∈
]0, 1[×R | 0 < y < x}. Ω′ e´tant convexe, il est fortement lipschitzien, donc faiblement lipschitzien. Puisque
Ω est tranforme´ par un home´omorphisme bilipschitzien de R2 en un ouvert faiblement lipschitzien, il est
aise´ de voir que Ω est faiblement lipschitzien.
Ω n’est cependant pas fortement lipschitzien; plus pre´cise´ment, nous allons voir que Ω ne posse`de pas la
proprie´te´ du segment.
Un ouvert U de RN posse`de la proprie´te´ du segment si, pour tout a ∈ ∂U , il existe un voisinage V
de a dans RN , d ∈ RN\{0} et t0 > 0 tel que, pour tout t ∈]0, t0[, (V ∩ U) + td ⊂ U ; clairement, un
ouvert fortement lipschitzien posse`de la proprie´te´ du segment (il suffit, en coordonne´es adapte´es a` a ∈ ∂U
donne´es par le caracte`re fortement lipschitzien de l’ouvert, de conside´rer d = (0, . . . , 0, 1)).
L’ouvert Ω que nous avons construit ci-dessus ne posse`de pas, en 0 ∈ ∂Ω, la proprie´te´ du segment. En
effet, supposons qu’un voisinage V de 0, un vecteur d ∈ R2\{0} et un t0 comme ci-dessus existent. On
note alors d = (d1, d2); pour tout t ∈]0, t0[, le point 0 + td = (td1, td2) ∈ V ∩ U + td devrait appartenir a`
Ω.
• Si d1 ≤ 0 ou d2 ≤ 0, alors soit td1 ou td2 est ne´gatif, donc (td1, td2) 6∈ Ω.
• Si 0 < d2 < d1, alors il existe n ≥ 0 tel que t = (an + an+1)/2d1 ∈]0, t0[, et td = ((an +
an+1)/2, d2(an + an+1)/2d1) 6∈ Ω, car f(td1) = f((an + an+1)/2) = (an + an+1)/2 = td1 > td2.
• Si d2 ≥ d1 > 0, alors il existe n ≥ 0 tel que t = an/d1 ∈]0, t0[, et td = (an, d2an/d1) 6∈ Ω car
f(td1) + td1 = f(an) + an = an = td1 ≤ td2.
Ainsi, Ω n’ayant pas la proprie´te´ du segment, il ne peut eˆtre fortement lipschitzien.
Ouvert “deux sucres”
Le deuxie`me exemple d’ouvert faiblement mais non fortement lipschitzien que nous pre´sentons est un
ouvert de R3. Cet ouvert est forme´ par la superposition en quinconce de deux “sucres” (pave´s rectangu-
laires); son expression analytique est
Ω = (]0, 2[×]0, 1[×]0, 1[) ∪ (]0, 1[×]− 1, 0[×]0, 2[) ∪ (]0, 1[×{0}×]0, 1[) .
Cet ouvert est, au sens le plus naturel que l’on puisse donner a` ce terme, “polygonal” (son bord est
re´union de parties planes) et “sans fissure” (il n’est nulle part des “deux cote´s” de son bord). Nous allons
cependant voir qu’il n’est que faiblement lipschitzien, et non fortement lipschitzien (en fait, comme dans
le contre-exemple pre´ce´dent, nous allons prouver que cet ouvert ne satisfait pas la proprie´te´ du segment).
Avant de prouver le caracte`re faiblement lipschitzien de Ω, nous avons besoin d’un petit lemme.
Lemme 2.1.1 Soit Q1, Q2, Q3 et Q4 les quadrants (ouverts) de´finis par deux droites orthogonales de
R2 (on nume´rote ces quadrants dans l’ordre trigonome´trique). Soit E le demi-espace ouvert de´fini par
les quadrants Q1 et Q4. Il existe un home´omorphisme bilipschitzien ϕ : R2 → R2 tel que ϕ|Q2 = Id et
ϕ(E) = Q1.
De´monstration:
Par une translation, une rotation et une e´ventuelle syme´trie, on se rame`ne au cas ou` Q1 = R∗+ × R∗+,
Q2 = R∗− × R∗+, Q3 = R∗− × R∗− et Q4 = R∗+ × R∗−; on a alors E = R∗+ × R. On raisonne ensuite en
coordonne´es polaires.
Soit f :] − pi, pi[→] − pi, pi[ la fonction continue qui vaut Id sur ] − pi,−3pi/4], qui envoie affinement
[−3pi/4,−pi/2] sur [−3pi/4, 0], qui envoie affinement [−pi/2, pi/4] sur [0, pi/4] et qui vaut Id sur [pi/4, pi[;
f est un home´omorphisme bilipschitzien (il est continu, strictement croissant, affine en 4 morceaux —
donc de de´rive´e borne´e — et son inverse, qui est calculable simplement, a la meˆme structure).
Nous de´finissons alors ϕ : R2 → R2 par ϕ(x, 0) = (x, 0) quand x ≤ 0 et, si (x, y) ∈ R2\(R− × {0}),
ϕ(x, y) = (r cos(f(θ)), r sin(f(θ)), ou` (r, θ) sont les coordonne´es polaires de (x, y), i.e. (r, θ) ∈]0,∞[×]−
pi, pi[ sont de´finis par (x, y) = (r cos(θ), r sin(θ)).
21
On ve´rifie aise´ment que ϕ est bijective, d’inverse ψ : R2 → R2 de´finie par ψ(x, 0) = (x, 0) lorsque x ≤ 0
et ψ(x, y) = (r cos(f−1(θ)), r sin(f−1(θ)) lorsque (x, y) ∈ R2\(R− × {0}).
Puisque Q2 est exactement l’ensemble des points dont la coordonne´e angulaire θ est dans ]pi/2, pi[, et
puisque f vaut l’identite´ sur cet intervalle, ϕ vaut l’identite´ sur Q2. E est l’ensemble des points dont la
coordonne´e angulaire θ est dans ]−pi/2, pi/2[ et Q1 est l’ensemble des points tels que θ ∈]0, pi/2[; puisque
f est une bijection entre ]− pi/2, pi/2[ et ]0, pi/2[, on a bien ϕ(E) = Q1.
Voyons maintenant que ϕ et ψ sont continues sur R2. En dehors de R− × {0}, la continuite´ de ces
applications est une conse´quence imme´diate de la continuite´ des coordonne´es polaires sur R2\(R−×{0})
et de la continuite´ de f et f−1. On a |ϕ(x, y)| ≤ r et |ψ(x, y)| ≤ r, de sorte que la continuite´ en (0, 0)
est e´vidente. Enfin, puisque f vaut l’identite´ au voisinage de −pi et pi, ϕ et ψ valent aussi l’identite´ au
voisinage de tout point de R−∗ × {0}, ce qui ache`ve de prouver la continuite´ de ces applications sur R2.
Il reste donc a` voir le caracte`re lipschitzien de ϕ et ψ. Le raisonnement e´tant identique pour les deux
fonctions, nous ne le ferons que pour ϕ.
Etant donne´ les proprie´te´s de f , ϕ est de classe C∞ en dehors des 4 demi-droites D1 = R− × {0},
D2 = {(x, y) ∈ R2 | θ = −3pi/4}, D3 = {(x, y) ∈ R2 | θ = −pi/2} et D4 = {(x, y) ∈ R2 | θ = pi/4}.
Prenons une composante ϕj (j = 1, 2) de ϕ et e´crivons, en dehors de D1, ϕj(x, y) = gj(r, θ); il est
bien connu que, lorsqu’il existe, le gradient de ϕj en (x, y) se de´compose, sur la base orthonorme´e
(u1, u2) = ((cos(θ), sin(θ))
T , (− sin(θ), cos(θ))T ), comme
∇ϕj(x, y) = ∂gj
∂r
(r, θ)u1 +
1
r
∂gj
∂θ
(r, θ)u2,
de sorte que |∇ϕj(x, y)|2 = (∂gj∂r (r, θ))2+( 1r ∂gj∂θ (r, θ))2. On a g1(r, θ) = r cos(f(θ)) et g2(r, θ) = r sin(f(θ)),
donc, lorsque ces quantite´s existent, |∂gj∂r (r, θ)| ≤ 1 et | 1r ∂gj∂θ (r, θ)| ≤ sup]−pi,pi[\{−3pi/4,−pi/2,pi/4} |f ′| = C <
∞ (j = 1, 2). Ainsi, pour tout (x, y) 6∈ D1 ∪ · · · ∪D4 et tout j ∈ {1, 2}, |∇ϕj(x, y)| ≤
√
1 + C2 avec C
inde´pendant de (x, y). Cela nous donne donc C ′ ≥ 1 tel que, pour tout (x, y) 6∈ D1∪· · ·∪D4, ||ϕ′(x, y)|| ≤
C ′. On de´duit de ceci que ϕ est lipschitzienne sur R2. En effet, pour tout (X,Y ) ∈ R2 × R2, il existe
(a1, . . . , am) ∈ [X,Y ] (ordonne´s sur ce segment) tels que a1 = X, am = Y et, pour tout i ∈ [1,m−1], soit
]ai, ai+1[ est entie`rement inclus dans une des demi-droitesD1, . . . , D4, soit ]ai, ai+1[∩(D1∪· · ·∪D4) = ∅. Si
i ∈ [0,m−1] est tel que ]ai, ai+1[⊂ Dj pour un certain j ∈ [1, 4], alors, comme l’action de ϕ est angulaire,
on a |ϕ(ai)−ϕ(ai+1)| = |ai−ai+1|. Si ]ai, ai+1[∩(D1∪· · ·∪D4) = ∅, alors ϕ est re´gulie`re sur ]ai, ai+1[ et,
e´tant continue sur [ai, ai+1], le the´ore`me des accroissements finis associe´ a` la majoration sur ||ϕ′(x, y)||
trouve´e pre´ce´demment donne |ϕ(ai)−ϕ(ai+1)| ≤ C ′|ai−ai+1|. En mettant ces ine´galite´s bout a` bout, et
en utilisant le fait que les (ai)i∈[1,m] sont ordonne´s sur [X,Y ], on en de´duit |ϕ(X)− ϕ(Y )| ≤ C ′|X − Y |.
On est maintenant e´quipe´ pour prouver que Ω est bien faiblement lipschitzien.
En tout point (x, y, z) du bord de Ω diffe´rent de (1, 0, 1), (1, 0, 0) et (0, 0, 1), on remarque que Ω ou R3\Ω
est localement convexe; la proposition 2.1.2 nous donne donc, au voisinage d’un tel point (x, y, z), des
coordonne´es dans lesquelles Ω ou R3\Ω est l’e´pigraphe d’une fonction lipschitzienne; le raisonnement de
la preuve de la proposition 2.1.1 nous fournit alors une transformation bilipschitzienne au voisinage de
(x, y, z) qui envoie Ω sur une demi-boule.
Il faut maintenant voir que l’on peut trouver une telle transformation au voisinage des points (1, 0, 1),
(1, 0, 0) et (0, 0, 1). Le cas de ces deux derniers points e´tant plus simple que celui du premier, nous
n’e´tudierons que le cas de (1, 0, 1) (en fait, pour traiter (1, 0, 0) ou (0, 0, 1), il suffit de faire la moitie´ du
raisonnement suivant).
Posons W =]0, 2[×]− 1, 1[×]0, 2[ voisinage ouvert de (1, 0, 1) dans R3. On remarque que, si
Ω′ =
(
R× R∗+×]−∞, 1[
) ∪ (]−∞, 1[×R∗− × R) ∪ (]−∞, 1[×{0}×]−∞, 1[) ,
on a Ω ∩W = Ω′ ∩W , ce qui implique en particulier ∂Ω ∩W = ∂Ω′ ∩W .
D’apre`s le lemme 2.1.1, il existe un home´omorphisme bilipschitzien ϕ sur R2 qui laisse inchange´ le
quadrant {x < 1 , y < 0} et qui envoie le demi-espace {y > 0} sur le quadrant {x < 1 , y > 0}.
L’application ϕ˜ : (x, y, z) → (ϕ(x, y), z) est donc un home´omorphisme bilipschitzien de R3 qui laisse
inchange´ {x < 1 , y < 0 , z ∈ R} (et donc le point (1, 0, 1)) et envoie l’ouvert Ω′ sur
U =
(
]−∞, 1[×R∗+×]−∞, 1[
) ∪ (]−∞, 1[×R∗− × R) ∪ (]−∞, 1[×{0}×]−∞, 1[)
= (]−∞, 1[×R×]−∞, 1[) ∪ (]−∞, 1[×R∗− × R) .
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Toujours par le lemme 2.1.1, on a un home´omorphisme bilipschitzien ψ de R2 qui laisse inchange´ le quad-
rant {y < 0 , z > 1} et envoie le demi-espace {z < 1} sur le quadrant {y < 0 , z < 1}. L’home´omorphisme
bilipschitzien ψ˜ de R3 de´fini par (x, y, z) → (x, ψ(y, z)) laisse inchange´ {x ∈ R , y < 0 , z > 1} (donc le
point (1, 0, 1)) et envoie l’ouvert U sur l’ouvert
V =
(
]−∞, 1[×R∗−×]−∞, 1[
) ∪ (]−∞, 1[×R∗− × R) =]−∞, 1[×R∗− × R.
Ce dernier ouvert e´tant convexe, donc fortement et faiblement lipschitzien, on peut trouver un home´o-
morphisme bilipschitzien h : O → B3, avec O voisinage de (1, 0, 1) dans R3, qui envoie V ∩O sur B3+ et
∂V ∩O sur B2. ψ˜ ◦ ϕ˜(W ) e´tant un voisinage de (1, 0, 1) dans R3, on peut supposer, quitte a` re´duire O,
que O ⊂ ψ˜ ◦ ϕ˜(W ) (1). Ainsi, il existe O′ = (ψ˜ ◦ ϕ˜)−1(O) voisinage de (1, 0, 1) et un home´omorphisme
bilipschitzien h ◦ ψ˜ ◦ ϕ˜ : O′ → B3 qui envoie Ω′ ∩ O′ sur B3+ et ∂Ω′ ∩ O′ sur B2. Comme O′ ⊂ W par
choix de O, on a en fait Ω′ ∩ O′ = Ω ∩ O′ et ∂Ω′ ∩ O′ = ∂Ω ∩ O′, ce qui conclut la preuve du caracte`re
faiblement lipschitzien de Ω au voisinage de (1, 0, 1).
Cependant, Ω n’est pas fortement lipschitzien. C’est bien suˆr au voisinage du point (1, 0, 1) que le
caracte`re fortement lipschitzien est mis en de´faut.
Pour voir cela, nous allons, comme dans le contre-exemple de Zerner, prouver que Ω ne ve´rifie pas la
proprie´te´ du segment au point (1, 0, 1) ∈ ∂Ω.
Supposons Ω ve´rifie cette proprie´te´ en (1, 0, 1). Alors il existerait d = (d1, d2, d3) ∈ R3 non nul, t0 > 0
et un voisinage W de (1, 0, 1) dans R3 tel que, pour tout t ∈]0, t0[ et tout X ∈ W ∩ Ω, X + td ∈ Ω.
Prenons pour commencer X = (1 + ε, 0, 1): pour ε assez petit, on a X ∈ W ∩ Ω; demander a` ce que
X + td = (1 + ε + td1, td2, 1 + td3) soit dans Ω pour tout t > 0 assez petit impose que td2 > 0 (car
1 + ε + td1 > 1), donc que d2 > 0. Prenons maintenant X = (1, 0, 1 + ε); encore une fois, pour ε assez
petit, X est dans W ∩ Ω et demander a` ce que que X + td = (1 + td1, td2, 1 + ε+ td3) soit dans Ω pour
un t > 0 impose d2 < 0, ce qui est une contradiction avec la condition pre´ce´demment obtenue sur d2.
Il est aussi inte´ressant de remarquer que les deux contre-exemples pre´ce´dents ne fournissent pas seule-
ment des ouverts faiblement lipschitziens qui ne sont pas fortement lispchitziens, mais aussi des ouverts
faiblement lipschitziens qui n’ont pas la proprie´te´ du segment.
Cette proprie´te´ est souvent conside´re´e comme une proprie´te´ assez faible qui donne, par exemple, la densite´
des fonctions re´gulie`res dans les espaces de Sobolev (voir [1]). Nous montrons, avec ces contre-exemples
et les re´sultats du chapitre 3, que le caracte`re faiblement lipschitzien d’un ouvert peut permettre de
prouver les principaux re´sultats sur les espaces de Sobolev (prolongement, densite´ de fonctions re´gulie`res,
injections de Sobolev) lorsque les techniques usuelles (proprie´te´ du segment, du coˆne, etc... voir [1]) sont
mises en de´faut.
2.2 Mesure et Inte´grale sur ∂Ω, Espaces Lp(∂Ω)
Dans tout ce qui suit, Ω est un ouvert faiblement lipschitzien de RN et (τi, Oi ∩ ∂Ω)i∈[1,k] est un syste`me
de parame´trisations de ∂Ω. On se donne aussi (θi)i∈[1,k] des fonctions mesurables RN → [0, 1] qui ve´rifient
θi = 0 hors de Oi et
∑
i∈[1,k] θi = 1 sur ∂Ω (on dira que (θi)i∈[1,k] est une partition mesurable de l’unite´
associe´e au syste`me de parame´trisations (τi, Oi ∩ ∂Ω)i∈[1,k]); une telle partition existe toujours: il suffit
de conside´rer θi = 1(Oi\(O1∪···∪Oi−1))∩∂Ω.
2.2.1 Mesure sur ∂Ω
De´finition
On de´finit, pour A bore´lien de ∂Ω,
σ(A) =
k∑
i=1
∫
BN−1
(θi1A) ◦ τi(y)
∣∣∣∣ ∂τi∂y1 ∧ · · · ∧ ∂τi∂yN−1
∣∣∣∣ (y) dy. (2.2.1)
Pour i ∈ [1, k], τi e´tant lipschitzienne sur l’ouvert BN−1 de RN−1, les fonctions ( ∂τi∂yj )j∈[1,N−1] sont
dans L∞(BN−1); puisque le produit vectoriel et la norme euclidienne sont continus, on en de´duit que
1Si l’on re´duit ainsi O, il faut bien suˆr dilater h a` l’arrive´e pour qu’il reste un home´omorphisme entre O et B3; voir la
preuve de la proposition 2.1.1 pour la technique de cette re´duction — qui se fait en fait en partant de B3.
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| ∂τi∂y1 ∧ · · · ∧ ∂τi∂yN−1 | est positive mesurable sur BN−1 (et meˆme dans L∞(BN−1)). Comme (θi1A) ◦ τi =
θi ◦ τi1τ−1i (A) est positive mesurable sur B
N−1 (τi : BN−1 → ∂Ω est continue et A est un bore´lien de
∂Ω), l’expression (2.2.1) est bien de´finie.
σ est une mesure sur les bore´liens de ∂Ω; en effet:
i) σ(∅) = 0, puisque 1∅ ◦ τi = 0,
ii) Si (An)n≥1 sont des bore´liens deux a` deux disjoints de ∂Ω, alors 1∪nAn ◦ τi = 1τ−1i (∪nAn) =
1∪nτ−1i (An) =
∑
n 1τ−1i (An)
(les (τ−1i (An))n≥1 sont deux a` deux disjoints), donc, par les proprie´te´s
de l’inte´grale des fonctions positives,
σ
⋃
n≥1
An
 = k∑
i=1
∫
BN−1
∑
n≥1
θi ◦ τi1τ−1i (An)(y)
∣∣∣∣ ∂τi∂y1 ∧ · · · ∧ ∂τi∂yN−1
∣∣∣∣ (y) dy
=
∑
n≥1
(
k∑
i=1
∫
BN−1
θi ◦ τi1τ−1i (An)(y)
∣∣∣∣ ∂τi∂y1 ∧ · · · ∧ ∂τi∂yN−1
∣∣∣∣ (y) dy
)
=
∑
n≥1
σ(An).
Comme, pour tout i ∈ [1, k], | ∂τi∂y1 ∧ · · · ∧ ∂τi∂yN−1 | ∈ L∞(BN−1), on voit imme´diatement que σ est une
mesure finie sur les bore´liens de ∂Ω.
Caracte`re Intrinse`que de σ
On veut une mesure sur les bore´liens de ∂Ω qui ne de´pende que de ∂Ω (meˆme pas de Ω), et il faut
donc ve´rifier que l’expression (2.2.1) est inde´pendante du syste`me de parame´trisations (τi, Oi ∩ ∂Ω)i∈[1,k]
et de la partition mesurable de l’unite´ associe´e (θi)i∈[1,k] choisis. Prenons donc (τ˜j , O˜j ∩ ∂Ω)j∈[1,l] un
autre syste`me de parame´trisations et (θ˜j)j∈[1,l] une partition mesurable de l’unite´ associe´e a` ce nouveau
syste`me de parame´trisations; on a alors
∑l
j=1 θ˜j ◦ τi = 1 sur BN−1, pour tout i ∈ [1, k], donc
σ(A) =
k∑
i=1
l∑
j=1
∫
BN−1
(θ˜jθi1A) ◦ τi(y)
∣∣∣∣ ∂τi∂y1 ∧ · · · ∧ ∂τi∂yN−1
∣∣∣∣ (y) dy. (2.2.2)
Mais, pour chaque (i, j) ∈ [1, k]×[1, l], l’inte´grale correspondante ne porte en fait que sur τ−1i (Oi∩O˜j∩∂Ω),
car θ˜j est nul hors de O˜j et θi est nulle hors de Oi; de plus, le changement de variable lipschitzien (entre
ouverts de RN−1)
τ−1i ◦ τ˜j : τ˜−1j (Oi ∩ O˜j ∩ ∂Ω)→ τ−1i (Oi ∩ O˜j ∩ ∂Ω)
nous permet de voir que ∫
τ−1i (Oi∩O˜j∩∂Ω)
(θiθ˜j1A) ◦ τi(y)
∣∣∣∣ ∂τi∂y1 ∧ · · · ∧ ∂τi∂yN−1
∣∣∣∣ (y) dy
=
∫
τ˜−1j (Oi∩O˜j∩∂Ω)
(θiθ˜j1A) ◦ τ˜j(y)∆i,j(y) dy (2.2.3)
ou` ∆i,j =
∣∣∣ ∂τi∂y1 ∧ · · · ∧ ∂τi∂yN−1 ∣∣∣ ◦ (τ−1i ◦ τ˜j)|det((τ−1i ◦ τ˜j)′)|.
Pour continuer, il nous faut le lemme suivant.
Lemme 2.2.1 Si M ∈ L(RN−1) et L ∈ L(RN−1;RN ) alors (LMe1)∧ · · · ∧ (LMeN−1) = det(M)(Le1 ∧
· · · ∧ LeN−1).
De´monstration:
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Pour tout x ∈ RN , detN (L·, · · · , L·, x) est une forme (N − 1)-line´aire alterne´e sur RN−1 et est donc
proportionnelle a` detN−1: il existe λx ∈ R tel que
detN (L·, · · · , L·, x) = λxdetN−1.
On a alors
LMe1 ∧ · · · ∧ LMeN−1 · x = detN (LMe1, · · · , LMeN−1, x)
= λxdetN−1(Me1, . . . ,MeN−1)
= det(M)(λxdetN−1(e1, . . . , eN−1))
= det(M)detN (Le1, · · · , LeN−1, x)
= det(M)Le1 ∧ · · · ∧ LeN−1 · x.
Ceci e´tant vrai pour tout x ∈ RN , on en de´duit le re´sultat du lemme.
Reprenons la de´monstration du caracte`re intrinse`que de σ.
Soit A l’ensemble des points de τ−1i (Oi ∩ O˜j ∩ ∂Ω) ⊂ BN−1 en lesquel τi n’est pas de´rivable; A est de
λN−1-mesure nulle donc, puisque τ˜−1j ◦τi : τ−1i (Oi∩O˜j∩∂Ω)→ τ˜−1j (Oi∩O˜j∩∂Ω) est un home´omorphisme
lipschitzien entre ouverts de RN−1, on a
λN−1(τ˜−1j ◦ τi(A)) =
∫
A
|J(τ˜−1j ◦ τi)| dλN−1 = 0.
Or, si y ∈ τ˜−1j (Oi∩ O˜j ∩∂Ω)\τ˜−1j ◦ τi(A), on a τ−1i ◦ τ˜j(y) ∈ τ−1i (Oi∩ O˜j ∩∂Ω)\A et τi est donc de´rivable
en τ−1i ◦ τ˜j(y); ainsi, pour λN−1-presque tout y ∈ τ˜−1j (Oi ∩ O˜j ∩∂Ω), τ−1i ◦ τ˜j est de´rivable en y (fonction
lipschitzienne sur l’ouvert τ˜−1j (Oi∩ O˜j ∩∂Ω) de RN−1), τi est de´rivable en τ−1i ◦ τ˜j(y) et, par composition
des de´rive´es, on a τ˜ ′j(y) = (τi ◦ (τ−1i ◦ τ˜j))′(y) = τ ′i((τ−1i ◦ τ˜j)(y)) ◦ (τ−1i ◦ τ˜j)′(y).
Ainsi, pour λN−1-presque tout y ∈ τ˜−1j (Oi∩O˜j∩∂Ω), en appliquant le lemme (2.2.1) a` M = (τ−1i ◦ τ˜j)′(y)
et L = τ ′i((τ
−1
i ◦ τ˜j)(y)), on obtient
∂τ˜j
∂y1
(y) ∧ · · · ∧ ∂τ˜j
∂yN−1
(y)
= τ˜ ′j(y)e1 ∧ · · · ∧ τ˜ ′j(y)eN−1
= LMe1 ∧ · · · ∧ LMeN−1
= det((τ−1i ◦ τ˜j)′(y))×
(
∂τi
∂y1
((τ−1i ◦ τ˜j)(y)) ∧ · · · ∧
∂τi
∂yN−1
((τ−1i ◦ τ˜j)(y))
)
,
et donc
∆i,j(y) =
∣∣∣∣ ∂τ˜j∂y1 ∧ · · · ∧ ∂τ˜j∂yN−1
∣∣∣∣ (y).
Lorsque l’on utilise cette e´galite´ et (2.2.3) dans (2.2.2), on trouve
σ(A) =
∑
(i,j)∈[1,k]×[1,l]
∫
τ˜−1j (Oi∩O˜j∩∂Ω)
(θ˜jθi1A) ◦ τ˜j(y)
∣∣∣∣ ∂τ˜j∂y1 ∧ · · · ∧ ∂τ˜j∂yN−1
∣∣∣∣ (y) dy
=
∑
(i,j)∈[1,k]×[1,l]
∫
BN−1
(θ˜jθi1A) ◦ τ˜j(y)
∣∣∣∣ ∂τ˜j∂y1 ∧ · · · ∧ ∂τ˜j∂yN−1
∣∣∣∣ (y) dy
=
l∑
j=1
∫
BN−1
((
k∑
i=1
θi
)
θ˜j1A
)
◦ τ˜j(y)
∣∣∣∣ ∂τ˜j∂y1 ∧ · · · ∧ ∂τ˜j∂yN−1
∣∣∣∣ (y) dy
=
l∑
j=1
∫
BN−1
(θ˜j1A) ◦ τ˜j(y)
∣∣∣∣ ∂τ˜j∂y1 ∧ · · · ∧ ∂τ˜j∂yN−1
∣∣∣∣ (y) dy,
c’est-a`-dire ce que l’on voulait.
A partir de maintenant, nous ne conside´rons plus, sur ∂Ω, que cette mesure σ; les espaces Lp(∂Ω)
(p ∈ [1,∞]) dont nous parlerons sont toujours ceux correspondants a` cette mesure.
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2.2.2 Expressions de l’Inte´grale sur ∂Ω
Nous allons ici nous attacher a de´montrer plusieurs expressions de l’inte´grale d’une fonction positive ou
inte´grable sur ∂Ω (ou sur une partie de ∂Ω), toute assez simples a` partir de (2.2.1).
Inte´grale sur ∂Ω en Entier
En faisant des combinaisons line´aires a` partir de (2.2.1), il est facile de trouver l’expression de l’inte´grale
d’une fonction simple f sur ∂Ω:∫
∂Ω
f dσ =
k∑
i=1
∫
BN−1
(θif) ◦ τi(y)
∣∣∣∣ ∂τi∂y1 ∧ · · · ∧ ∂τi∂yN−1
∣∣∣∣ (y) dy. (2.2.4)
Lorsque f : ∂Ω → [0,+∞] est mesurable, on prend une suite de fonctions simples positives fn sur ∂Ω
qui converge en croissant vers f ; comme, pour tout i ∈ [1, k], fn ◦ τi → f ◦ τi en croissant, on de´duit du
the´ore`me de convergence monotone que (2.2.4) est encore valable pour f positive mesurable. En e´crivant
toute fonction f inte´grable comme diffe´rence de ses parties positives et ne´gatives, on constate que (2.2.4)
est aussi valable lorsque f est inte´grable.
Inte´grale sur un ouvert de ∂Ω
Cette partie est tre`s intuitive, mais les justifications exactes sont longues a e´crire.
Soit V un ouvert de RN et (τi, Oi ∩ ∂Ω)i∈[1,k] des parame´trisations locales de ∂Ω telles que V ∩ ∂Ω =
∪ki=1Oi ∩ ∂Ω (nous dirons que (τi, Oi ∩ ∂Ω)i∈[1,k] est un syste`me de parame´trisations de V ∩ ∂Ω). On se
donne aussi (θi)i∈[1,k] une partition mesurable de l’unite´ associe´e a` ce syste`me de parame´trisations (i.e.
θi = 0 hors de Oi et
∑k
i=1 θi = 1 sur V ∩ ∂Ω). Nous allons voir que l’on peut calculer l’inte´grale d’une
fonction positive mesurable ou inte´grable sur V ∩ ∂Ω en ne faisant intervenir que ces parame´trisations
locales (τi, Oi ∩ ∂Ω)i∈[1,k].
Soit (τ˜j , O˜j ∩ ∂Ω)j∈[1,l] un syste`me de parame´trisations de ∂Ω et (θ˜j)j∈[1,l] une partition mesurable de
l’unite´ associe´e. ((τ1, O1 ∩ ∂Ω), . . . , (τk, Ok ∩ ∂Ω), (τ˜1, O˜1 ∩ ∂Ω), . . . , (τ˜l, O˜l ∩ ∂Ω)) est un syste`me de
parame´trisations de ∂Ω et, en notant Θ =
∑k
i=1 θi, (θ1, . . . , θk, (1−Θ)θ˜1, . . . , (1−Θ)θ˜l) est une partition
mesurable de l’unite´ associe´e a` ce syste`me.
Ainsi, par (2.2.4), pour f positive mesurable ou inte´grable sur ∂Ω, on a∫
∂Ω
f1V ∩∂Ω dσ =
k∑
i=1
∫
BN−1
(θif1V ∩∂Ω) ◦ τi(y)
∣∣∣∣ ∂τi∂y1 ∧ · · · ∧ ∂τi∂yN−1
∣∣∣∣ (y) dy
+
l∑
j=1
∫
BN−1
((1−Θ)θ˜jf1V ∩∂Ω) ◦ τ˜j(y)
∣∣∣∣ ∂τ˜j∂y1 ∧ · · · ∧ ∂τ˜j∂yN−1
∣∣∣∣ (y) dy.
Or (1 − Θ)1V ∩∂Ω = 0, et, pour i ∈ [1, k], comme τi(BN−1) = Oi ∩ ∂Ω ⊂ V ∩ ∂Ω, 1V ∩∂Ω ◦ τi = 1 sur
BN−1; on obtient donc finalement∫
V ∩∂Ω
f dσ =
k∑
i=1
∫
BN−1
(θif) ◦ τi(y)
∣∣∣∣ ∂τi∂y1 ∧ · · · ∧ ∂τi∂yN−1
∣∣∣∣ (y) dy. (2.2.5)
En re´sume´, on peut calculer l’inte´grale sur un ouvert de ∂Ω en n’utilisant que les e´le´ments d’un syste`me
de parame´trisations de cet ouvert.
Remarque 2.2.1 Lorsque les fonctions τi sont des home´omorphismes bilipschitziens entre ai + λiB
N−1
(avec ai ∈ RN−1 et λi ∈]0,∞[) et des ouverts Oi ∩ ∂Ω de ∂Ω, par un changement de variable trivial
dans RN−1 (la compose´e d’une translation et d’une homothe´tie), on constate que cette formule est encore
valable (en remplac¸ant, dans chaque terme de la somme, BN−1 par ai + λiBN−1).
Cas Fortement Lipschitzien: Inte´grale en Coordonne´es Adapte´es
Nous supposons ici que Ω est fortement lipschitzien, et nous allons donner l’expression de l’inte´grale d’une
fonction f positive mesurable ou inte´grable sur ∂Ω dans des coordonne´es locales adapte´es a` Ω.
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On se donne V ouvert de RN contenant une partie de ∂Ω, avec V = V ′×]α, β[ dans de bonnes coordonne´es,
et η : V ′ →]α, β[ lipschitzienne donne´es par le caracte`re lipschitzien fort de Ω.
En utilisant l’home´omorphisme ϕ construit dans la de´monstration de la proposition 2.1.1, la parame´-
trisation locale de ∂Ω associe´e est τ(y) = (ϕ|O∩∂Ω)−1(y) = (y, η(y)) (2); ainsi, ∂τ∂yj = ej + (0, . . . , 0,
∂η
∂yj
).
Le vecteur (−∇ηT , 1) = (− ∂η∂y1 , . . . ,−
∂η
∂yN−1
, 1) est donc orthogonal a` chaque ∂τ∂yj , ce qui signifie qu’il est
coline´aire au vecteur ∂τ∂y1 ∧ · · · ∧ ∂τ∂yN−1 . La dernie`re composante de ∂τ∂y1 ∧ · · · ∧ ∂τ∂yN−1 e´tant
∂τ
∂y1
∧ · · · ∧ ∂τ
∂yN−1
· eN =
∣∣∣∣∣∣∣∣∣∣∣∣
1 0 · · · · · · 0
0
. . .
. . .
...
...
. . .
. . .
. . .
...
0 · · · 0 1 0
∂η
∂y1
· · · · · · ∂η∂yN−1 1
∣∣∣∣∣∣∣∣∣∣∣∣
= 1,
on en de´duit
∂τ
∂y1
∧ · · · ∧ ∂τ
∂yN−1
= (−∇ηT , 1) (2.2.6)
(ces fonctions e´tant de´finies λN−1-presque partout sur V ′, toutes ces e´galite´s sont vraies λN−1-presque
partout sur V ′).
On a donc, en utilisant (2.2.5) ((τ, V ∩∂Ω) est un syste`me de parame´trisations de V ∩∂Ω, et (θ) = (1V ∩∂Ω)
est une partition mesurable de l’unite´ associe´e),∫
V ∩∂Ω
f dσ =
∫
V ′
f(y, η(y))
√
1 + |∇η(y)|2 dy (2.2.7)
(avec un le´ger abus: il faudrait changer l’appellation de f lorsqu’elle est exprime´e dans les coordonne´es
adapte´es a` V ).
2.2.3 Transport des Espaces Lp(∂Ω)
Lemme 2.2.2 Soit A ∈ L(RN−1,RN ). On suppose qu’il existe C > 0 tel que, pour tout z ∈ RN−1,
|Az| ≥ C|z|. Alors il existe K > 0 ne de´pendant que de N tel que |Ae1 ∧ · · · ∧AeN−1| ≥ KCN−1.
De´monstration:
♦ Etape 1: preuve d’un re´sultat alge´brique dont nous aurons besoin dans la suite.
Soit M ∈ GLN (R); on note c(M) la co-matrice de M (i.e. la matrice des mineurs de M).
Le re´sultat que nous souhaitons prouver est:
|Mv1 ∧ · · · ∧MvN−1| ≤ |c(M)T ||v1 ∧ · · · ∧ vN−1| (2.2.8)
pour tout (v1, . . . , vN−1) ∈ (RN )N−1 (| · | repre´sente aussi la norme induite sur l’espace des matrices par
la norme euclidienne canonique).
Notons z = Mv1 ∧ · · · ∧MvN−1; on a, par de´finition de la norme euclidienne et du produit vectoriel,
|z|2 = Mv1 ∧ · · · ∧MvN−1 · z = det(Mv1, . . . ,MvN−1,MM−1z)
= det(M)det(v1, . . . , vN−1,M−1z)
= det(M)v1 ∧ · · · ∧ vN−1 ·M−1z
≤ |det(M)| |M−1| |z| |v1 ∧ · · · ∧ vN−1|
≤ |c(M)T | |z| |v1 ∧ · · · ∧ vN−1|
car det(M)M−1 = c(M)T . En simplifiant par |z|, cela nous donne le re´sultat souhaite´.
Notez que, par une technique d’approximation, on peut aussi montrer ce re´sultat lorsque M n’est pas
inversible.
2Cette fonction n’est de´finie que sur V ′, mais comme il existe a ∈ RN−1, λ > 0 et une norme sur RN tels que
V ′ = a+ λBN−1, par la remarque 2.2.1, cela n’a pas d’importance.
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♦ Etape 2: de´monstration du lemme.
Posons B = 1CA. On a, pour tout z ∈ RN−1, |Bz| ≥ |z|; B est donc injective et V = Im(B) est de
dimension N − 1; soit v ∈ V ⊥ de norme euclidienne 1.
Soit B˜ ∈ L(RN ) de´finie par B˜x = Bx′+xNv; comme v⊥Bx′ (car Bx′ ∈ V ), on a |B˜x|2 = |Bx′|2 +x2N ≥
|x′|2 + x2N = |x|2; B˜ est donc inversible (car injective). De plus, pour tout y ∈ RN , |B˜−1y| ≤ |B˜B˜−1y| =
|y|; la norme de B˜−1 est donc majore´e par 1.
Par (2.2.8), on a
|B˜−1Be1 ∧ · · · ∧ B˜−1BeN−1| ≤ |c(B˜−1)T ||Be1 ∧ · · · ∧BeN−1|.
Or, pour tout i ∈ [1, N − 1], puisque B˜ei = Bei, on a B˜−1Bei = B˜−1B˜ei = ei, donc
|c(B˜−1)T ||Be1 ∧ · · · ∧BeN−1| ≥ |e1 ∧ · · · ∧ eN−1| = |eN | = 1.
Or la co-matrice est une fonction continue des coefficients et, comme la norme de B˜−1 est majore´e par
1, il existe donc C ′ <∞ ne de´pendant que de N tel que |c(B˜−1)T | ≤ C ′; on a donc, en posant K = 1/C ′
(qui ne de´pend que de N), K ≤ |Be1 ∧ · · · ∧ BeN−1|, ce qui donne, en se souvenant que B = 1CA, le
re´sultat du lemme.
Proposition 2.2.1 Soit Ω un ouvert faiblement lipschitzien de RN . Si (τ,O∩∂Ω) est une parame´trisa-
tion locale de ∂Ω, alors il existe K > 0 ne de´pendant que de N tel que, pour λN−1-presque tout y ∈ BN−1,∣∣∣∣ ∂τ∂y1 (y) ∧ · · · ∧ ∂τ∂yN−1 (y)
∣∣∣∣ ≥ KLip(τ−1)N−1 .
De´monstration:
Comme τ−1 : O ∩ ∂Ω → BN−1 est lipschitzienne, on a, pour tout y ∈ BN−1, z ∈ RN−1 et t assez petit,
|τ(y + tz) − τ(y)| ≥ Lip(τ−1)−1|tz|. Lorsque τ est de´rivable en y, en divisant l’ine´galite´ pre´ce´dente par
|t| et en faisant t→ 0, on trouve donc |τ ′(y)z| ≥ Lip(τ−1)−1|z|.
Par le lemme 2.2.2, il existe donc K > 0 ne de´pendant que de N tel que
|τ ′(y)e1 ∧ · · · ∧ τ ′(y)eN−1| ≥ KLip(τ−1)−(N−1).
Ceci e´tant ve´rifie´ pour tout y ∈ BN−1 point de de´rivabilite´ de τ , cela conclut la de´monstration de ce
lemme.
Proposition 2.2.2 Soit p ∈ [1,∞], Ω et Ω′ deux ouverts faiblement lipschitziens de RN et ϕ : U∩∂Ω′ →
V ∩ ∂Ω un home´omorphisme bilipschitzien entre deux ouverts de leurs bords. Alors l’application{
Lp(V ∩ ∂Ω) −→ Lp(U ∩ ∂Ω′)
f −→ f ◦ ϕ (2.2.9)
est bien de´finie et c’est un isomorphisme.
Remarque 2.2.2 1) Cette proposition est essentielle car elle permet de montrer que des fonctions sont
dans Lp(∂Ω) en montrant que leurs transporte´es par des home´omorphismes bilipschitziens sont dans
Lp(BN−1), et d’estimer leurs normes dans Lp(∂Ω) en fonction des normes de leurs transporte´es
dans Lp(BN−1) (cf, par exemple, la construction de la trace des fonctions de W 1,p(Ω)).
2) Nous verrons dans la de´monstration qu’il existe C ne de´pendant que de N tel que la norme de
cette application soit majore´e par supi∈[1,k](CLip(ϕ
−1)Lip(τi)Lip(τ−1i ))
(N−1)/p, ou` (τi)i∈[1,k] sont
des applications d’un syste`me de parame´trisations de V ∩ ∂Ω.
De´monstration:
Commenc¸ons par constater que la mesurabilite´ ne pose pas de proble`me: si f : V ∩∂Ω→ R est mesurable
alors, ϕ e´tant continue donc bore´lienne, f ◦ ϕ : U ∩ ∂Ω′ → R est mesurable.
♦ Etape 1: on se donne h : V ∩ ∂Ω→ [0,∞] mesurable.
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Soit (τi, Oi ∩ ∂Ω)i∈[1,k] un syste`me de parame´trisations de V ∩ ∂Ω et (θi)i∈[1,k] une partition mesurable
de l’unite´ associe´e a` ce syste`me.
ϕ : U ∩ ∂Ω′ → V ∩ ∂Ω e´tant un home´omorphisme bilipschitzien, (ϕ−1 ◦ τi, ϕ−1(Oi ∩ ∂Ω))i∈[1,k] est un
syste`me de parame´trisations de U ∩ ∂Ω′, et (θi ◦ ϕ)i∈[1,k] est une partition mesurable de l’unite´ associe´e
a` ce syste`me. On a donc∫
U∩∂Ω′
h ◦ ϕdσ
=
k∑
i=1
∫
BN−1
(θi ◦ ϕh ◦ ϕ) ◦ (ϕ−1 ◦ τi)(y)
∣∣∣∣∂(ϕ−1 ◦ τi)∂y1 ∧ · · · ∧ ∂(ϕ
−1 ◦ τi)
∂yN−1
∣∣∣∣ (y) dy. (2.2.10)
Soit i ∈ [1, k]. ϕ−1 ◦ τi : BN−1 → RN e´tant lipschitzienne de constante de lipschitz Lip(ϕ−1)Lip(τi), on
a |∂(ϕ−1◦τi)∂y1 ∧ · · · ∧
∂(ϕ−1◦τi)
∂yN−1
| ∈ L∞(BN−1) et∣∣∣∣∣∣∣∣ ∣∣∣∣∂(ϕ−1 ◦ τi)∂y1 ∧ · · · ∧ ∂(ϕ
−1 ◦ τi)
∂yN−1
∣∣∣∣ ∣∣∣∣∣∣∣∣
L∞(BN−1)
≤ C1
∣∣∣∣∣∣∣∣ ∣∣∣∣∂(ϕ−1 ◦ τi)∂y1
∣∣∣∣ ∣∣∣∣∣∣∣∣
L∞(BN−1)
× · · · ×
∣∣∣∣∣∣∣∣ ∣∣∣∣∂(ϕ−1 ◦ τi)∂yN−1
∣∣∣∣ ∣∣∣∣∣∣∣∣
L∞(BN−1)
≤ C2(Lip(ϕ−1)Lip(τi))N−1,
ou` C1 et C2 ne de´pendent que de N (voir la remarque 1.1.1). Ainsi,∫
BN−1
(θi ◦ ϕh ◦ ϕ) ◦ (ϕ−1 ◦ τi)(y)
∣∣∣∣∂(ϕ−1 ◦ τi)∂y1 ∧ · · · ∧ ∂(ϕ
−1 ◦ τi)
∂yN−1
∣∣∣∣ (y) dy
≤ C2(Lip(ϕ−1)Lip(τi))N−1
∫
BN−1
(θi h) ◦ τi(y) dy.
Or, par la proposition 2.2.1, il existe K > 0 ne de´pendant que de N tel que∣∣∣∣ ∂τi∂y1 ∧ · · · ∧ ∂τi∂yN−1
∣∣∣∣ ≥ KLip(τ−1i )N−1 λN−1-presque partout sur BN−1,
et on en de´duit donc que∫
BN−1
(θi ◦ ϕh ◦ ϕ) ◦ (ϕ−1 ◦ τi)(y)
∣∣∣∣∂(ϕ−1 ◦ τi)∂y1 ∧ · · · ∧ ∂(ϕ
−1 ◦ τi)
∂yN−1
∣∣∣∣ (y) dy
≤ C2(Lip(ϕ
−1)Lip(τi)Lip(τ−1i ))
N−1
K
∫
BN−1
(θi h) ◦ τi(y)
∣∣∣∣ ∂τi∂y1 ∧ · · · ∧ ∂τi∂yN−1
∣∣∣∣ (y) dy
≤ C3(Lip(ϕ−1)Lip(τi)Lip(τ−1i ))N−1
∫
BN−1
(θi h) ◦ τi(y)
∣∣∣∣ ∂τi∂y1 ∧ · · · ∧ ∂τi∂yN−1
∣∣∣∣ (y) dy, (2.2.11)
ou` C3 ne de´pend que de N .
De (2.2.10) et (2.2.11), on tire∫
U∩∂Ω′
h ◦ ϕdσ
≤ C3 sup
i∈[1,k]
(
(Lip(ϕ−1)Lip(τi)Lip(τ−1i ))
N−1) k∑
i=1
∫
BN−1
(θih) ◦ τi(y)
∣∣∣∣ ∂τi∂y1 ∧ · · · ∧ ∂τi∂yN−1
∣∣∣∣ (y) dy
= C3 sup
i∈[1,k]
(
(Lip(ϕ−1)Lip(τi)Lip(τ−1i ))
N−1) ∫
V ∩∂Ω
h dσ. (2.2.12)
On de´duit de ceci que, si A ⊂ V ∩ ∂Ω ve´rifie σ(A) = 0, alors ϕ−1(A) est de mesure nulle dans U ∩ ∂Ω′
(il suffit d’appliquer (2.2.12) a` h = 1A).
Ainsi, si f = f σ-presque partout sur V ∩ ∂Ω, f ◦ϕ = f ◦ϕ sauf sur ϕ−1({f 6= f}), de mesure nulle dans
U ∩ ∂Ω′, donc σ-presque partout sur U ∩ ∂Ω′. Lorsque f n’est de´finie que σ-presque partout sur V ∩ ∂Ω,
f ◦ ϕ est donc bien de´finie (ne de´pend pas du repre´sentant de f) σ-presque partout sur U ∩ ∂Ω′.
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♦ Etape 2: p =∞, continuite´ de (2.2.9)
Si f ∈ L∞(V ∩ ∂Ω), alors |f | ≤ ||f ||L∞(V ∩∂Ω) sauf sur A de mesure nulle dans V ∩ ∂Ω, donc |f ◦ ϕ| ≤
||f ||L∞(V ∩∂Ω) sauf sur ϕ−1(A) de mesure nulle dans U ∩ ∂Ω′.
f ◦ ϕ est donc bien dans L∞(U ∩ ∂Ω′) et on a ||f ◦ ϕ||L∞(U∩∂Ω′) ≤ ||f ||L∞(V ∩∂Ω), ce qui signifie que
(2.2.9) est bien de´finie et (e´tant trivialement line´aire) continue.
♦ Etape 3: p <∞, continuite´ de (2.2.9).
Si f ∈ Lp(V ∩ ∂Ω), en appliquant (2.2.12) a` h = |f |p, on trouve∫
U∩∂Ω′
|f ◦ ϕ|p dσ ≤ C3 sup
i∈[1,k]
(
(Lip(ϕ−1)Lip(τi)Lip(τ−1i ))
N−1) ∫
V ∩∂Ω
|f |p dσ,
ce qui signifie que (2.2.9) est bien de´finie et (e´tant trivialement line´aire) continue.
♦ Etape 4: caracte`re isomorphique de (2.2.9).
En appliquant les re´sultats des e´tapes 1, 2 et 3 avec ϕ−1 (home´omorphisme bilipschitzien entre V ∩ ∂Ω
et U ∩ ∂Ω′) a` la place de ϕ, on constate que g ∈ Lp(U ∩ ∂Ω′) → g ◦ ϕ−1 ∈ Lp(V ∩ ∂Ω) est bien de´finie
et line´aire continue. Cette fonction est l’inverse de (2.2.9), et on en de´duit donc le re´sultat de cette
proposition.
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Chapitre 3
Ope´rateur de Prolongement,
Injections
3.1 Prolongement
3.1.1 Cas du demi-espace
On note RN+ = {(x′, xN ) ∈ RN | xN > 0}. Lorsque Ω est un ouvert de RN , on note C∞c (Ω) l’espace des
restrictions a` Ω de fonctions de C∞c (RN ).
Proposition 3.1.1 Si p ∈ [1,+∞[, C∞c (RN+ ) est dense dans W 1,p(RN+ ).
Remarque 3.1.1 La suite que l’on va construire pour approcher u est inde´pendante de p, c’est-a`-dire
que l’on obtient le re´sultat suivant plus puissant: il existe (un)n≥1 ∈ C∞c (RN+ ) telle que, pour tout p < +∞
pour lequel u ∈W 1,p(RN+ ), on a un → u dans W 1,p(RN+ ).
De´monstration:
Soit (ρn)n≥1 une approximation de l’unite´ dans C∞c (RN ) telle que supp(ρn) ⊂ RN− = {x ∈ RN | xN < 0}.
Prenons u ∈ W 1,p(RN+ ) et notons u˜ le prolongement de u a` RN par 0 hors de RN+ ; u˜ ∈ Lp(RN ). Posons
un = u˜ ∗ ρn. On sait que un → u˜ dans Lp(RN ) donc, a fortiori, un → u dans Lp(RN+ ).
Calculons maintenant la de´rive´e faible de un sur RN+ ; pour ϕ ∈ C∞c (RN+ ), on a
〈Diun, ϕ〉D′(RN+ ),D(RN+ ) = −
∫
RN+
un(x)∂iϕ(x) dx
= −
∫
RN
un(x)∂iϕ(x) dx,
car ϕ ≡ 0 sur RN\RN+ . Ainsi,
〈Diun, ϕ〉D′(RN+ ),D(RN+ ) = −〈u˜ ∗ ρn, ∂iϕ〉D′(RN ),D(RN )
= −〈u˜, ρ∨n ∗ ∂iϕ〉D′(RN ),D(RN )
= −〈u˜, ∂i(ρ∨n ∗ ϕ)〉D′(RN ),D(RN )
= −
∫
RN
u˜(x)∂i(ρ
∨
n ∗ ϕ)(x) dx
= −
∫
RN+
u(x)∂i(ρ
∨
n ∗ ϕ)(x) dx.
Mais supp(ρ∨n ∗ϕ) ⊂ supp(ϕ) + supp(ρ∨n) est un compact de RN+ (supp(ρ∨n) est un compact de RN+ ), donc
ρ∨n ∗ ϕ ∈ C∞c (RN+ ) et
−
∫
RN+
u(x)∂i(ρ
∨
n ∗ ϕ)(x) dx = −〈u, ∂i(ρ∨n ∗ ϕ)〉D′(RN+ ),D(RN+ )
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= 〈Diu, ρ∨n ∗ ϕ〉D′(RN+ ),D(RN+ )
=
∫
RN+
Diu(x)ρ
∨
n ∗ ϕ(x) dx,
par de´finition de Diu ∈ Lp(RN+ ). En notant D˜iu ∈ Lp(RN ) le prolongement de Diu a` RN par 0 hors de
RN+ , on a ∫
RN+
Diu(x)ρ
∨
n ∗ ϕ(x) dx =
∫
RN
D˜iu(x)ρ
∨
n ∗ ϕ(x) dx
= 〈D˜iu, ρ∨n ∗ ϕ〉D′(RN ),D(RN )
= 〈ρn ∗ D˜iu, ϕ〉D′(RN ),D(RN )
(toutes ces e´tapes sont ne´cessaires car on ne peut jongler entre 〈f ∗ g, ϕ〉 et 〈f, g∨ ∗ ϕ〉 que lorsque la
dualite´ correspond a` celle de l’espace RN en entier, i.e D′(RN )/D(RN )).
En recollant les e´galite´s, valables pour tout ϕ ∈ C∞c (RN+ ), on obtient Diun = ρn ∗ D˜iu sur RN+ . Puisque
D˜iu ∈ Lp(RN ), on en de´duit Diun ∈ Lp(RN ) (donc un ∈ W 1,p(RN )) et Diun → D˜iu dans Lp(RN ),
donc en particulier Diun → Diu dans Lp(RN+ ). On a ainsi approche´ u dans W 1,p(RN+ ) par une suite
de W 1,p(RN ) ; comme on sait de´ja` que C∞c (RN ) est dense dans W 1,p(RN ), on en de´duit que l’on peut
approcher u dans W 1,p(RN+ ) par une suite de restrictions de fonctions dans C∞c (RN ), et le the´ore`me est
de´montre´.
The´ore`me 3.1.1 Soit p ∈ [1,∞]. L’application
P0
{
W 1,p(RN+ ) −→ W 1,p(RN )
u −→ P0u de´fini λN -presque partout par P0u(x) = u(x′, |xN |)
est bien de´finie et line´aire continue.
Remarque 3.1.1
1) L’ope´rateur P0 est un ope´rateur de prolongement: pour tout u ∈W 1,p(RN+ ), P0u = u sur RN+ .
2) P0 est inde´pendant de p, et on peut trouver M inde´pendante de p telle que, pour tout u ∈W 1,p(RN+ ),
||P0u||W 1,p(RN ) ≤M ||u||W 1,p(RN+ ).
De´monstration:
Pour u ∈ W 1,p(RN+ ), P0u est de´fini λN -presque partout sur RN et est clairement dans Lp(RN ) (on a
||P0u||Lp(RN ) = 21/p||u||Lp(RN+ )).
Calculons maintenant, pour tout u ∈W 1,p(RN+ ), les de´rive´es au sens des distributions dans RN de P0u.
♦ Etape 1: on suppose d’abord u ∈ C∞c (RN+ ).
Soit ϕ ∈ C∞c (RN ).
1) Si i < N , par Fubini, puisque xi → u(x1, . . . , xi−1, xi, xi+1, . . . , xN−1, |xN |) est dans C∞(R) pour
tout (x1, . . . , xi−1, xi+1, . . . , xN ) ∈ RN−1,∫
RN
P0u(x)∂iϕ(x) dx =
∫
RN−1
(∫
R
u(x′, |xN |)∂iϕ(x) dxi
)
dx1 . . . dxi−1dxi+1 . . . dxN
= −
∫
RN−1
(∫
R
∂iu(x
′, |xN |)ϕ(x) dxi
)
dx1 . . . dxi−1dxi+1 . . . dxN
= −
∫
RN
∂iu(x
′, |xN |)ϕ(x) dx.
Ainsi, lorsque i ∈ [1, N − 1], Di(P0u) ∈ Lp(RN ) et Di(P0u)(x′, xN ) = ∂iu(x′, |xN |).
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2) Si i = N , par Fubini, puisque xN → u(x′, xN ) et xN → u(x′,−xN ) sont dans C∞(R) pour tout
x′ ∈ RN−1,∫
RN
P0u(x)∂Nϕ(x) dx =
∫
RN−1
(∫
R
u(x′, |xN |)∂Nϕ(x) dxN
)
dx′
=
∫
RN−1
(∫ +∞
0
u(x′, xN )∂Nϕ(x) dxN
)
dx′
+
∫
RN−1
(∫ 0
−∞
u(x′,−xN )∂Nϕ(x) dxN
)
dx′
= −
∫
RN−1
(∫ +∞
0
∂Nu(x
′, xN )ϕ(x) dxN
)
dx′
−
∫
RN−1
u(x′, 0)ϕ(x′, 0) dx′ +
∫
RN−1
u(x′, 0)ϕ(x′, 0) dx′
−
∫
RN−1
(∫ 0
−∞
−∂Nu(x′,−xN )ϕ(x) dxN
)
dx′
= −
∫
RN−1
(∫
R
sgn(xN )∂Nu(x
′, |xN |)ϕ(x) dxN
)
dx′
= −
∫
RN
sgn(xN )∂Nu(x
′, |xN |)ϕ(x) dx.
On en de´duit donc DN (P0u) ∈ Lp(RN ) avec DN (P0u)(x′, xN ) = sgn(xN )∂Nu(x′, |xN |).
Ainsi, si u ∈ C∞c (RN+ ), P0u ∈W 1,p(RN ) et{
Di(P0u)(x
′, xN ) = Diu(x′, |xN |) si i ∈ [1, N − 1],
DN (P0u)(x
′, xN ) = sgn(xN )DNu(x′, |xN |). (3.1.1)
♦ Etape 2: lorsque u ∈ W 1,p(RN+ ) avec p < +∞, on sait qu’il existe (un)n≥1 ∈ C∞c (RN+ ) qui converge
vers u dans W 1,p(RN+ ), λN -presque partout sur RN+ et telle que ∇un → ∇u λN -presque partout sur RN+ .
On a alors clairement P0un → P0u dans Lp(RN ), donc ∇(P0un)→ ∇(P0u) dans (D′(RN ))N .
Graˆce a` (3.1.1) ve´rifie´ par chaque un, on voit que ∇(P0un) tend dans Lp(RN ) (et donc dans (D′(RN ))N )
vers la fonction x→ (D1u(x′, |xN |), . . . , DN−1u(x′, |xN |), sgn(xN )DNu(x′, xN ))T .
En identifiant des limites dans (D′(RN ))N de ∇(P0un), on en de´duit que P0u ∈ W 1,p(RN ) et satisfait
(3.1.1).
♦ Etape 3: lorsque u ∈W 1,∞(RN+ ), on prend, pour tout R > 0, θR ∈ C∞c (RN ) qui vaut 1 sur un voisinage
de B(0, R) et on pose uR = θRu. uR appartient a` W
1,1(RN+ ) et P0uR ve´rifie donc les formules (3.1.1).
Comme uR = u sur B(0, R)∩RN+ et P0uR = P0u sur B(0, R), on constate alors que P0u ∈W 1,∞(B(0, R))
et ve´rifie (3.1.1) dans B(0, R); ceci e´tant ve´rifie´ pour tout R > 0, on en de´duit que P0u ∈ W 1,∞(RN ) et
ve´rifie (3.1.1) sur RN .
♦ Etape 4: conclusion.
Dans tous les cas, on a donc, pour tout u ∈W 1,p(RN+ ), par (3.1.1),
P0u ∈W 1,p(RN ) et ||P0u||W 1,p(RN ) = 21/p||u||W 1,p(RN+ ).
P0 est donc bien de´finie et line´aire continue de W
1,p(RN+ ) dans W 1,p(RN ).
3.1.2 Cas d’un Ouvert Faiblement Lipschitzien
The´ore`me 3.1.2 Soit p ∈ [1,∞]. Si Ω est un ouvert de RN faiblement lipschitzien alors il existe un
ope´rateur de prolongement P : W 1,p(Ω)→W 1,p(RN ), c’est-a`-dire une application line´aire continue telle
que, pour tout u ∈W 1,p(Ω), Pu = u sur Ω.
Remarque 3.1.2 (habituelle maintenant) L’ope´rateur P que l’on construit est en fait inde´pendant de p
et sa norme L(W 1,p(Ω),W 1,p(RN )) peut aussi eˆtre majore´e inde´pendamment de p.
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De´monstration:
Prenons un syste`me de cartes (Oi, ϕi)i∈[1,k] de Ω (on a pris des cartes ϕi : Oi → B(0, 1), ou` B(0, 1) est
la boule unite´ pour la norme euclidienne) et (γi)i∈[1,k] une partition C∞(RN ) de l’unite´ sur un voisinage
de ∂Ω subordonne´e au recouvrement ∂Ω ⊂ ∪ki=1Oi (on dira qu’une telle partition de l’unite´ est associe´e
au syste`me de cartes (Oi, ϕi)i∈[1,k]).
Comme
∑k
i=1 γi ≡ 1 sur un ouvert O de RN qui contient ∂Ω, la fonction
γ0 =
{
1−∑ki=1 γi sur Ω,
0 sur RN\Ω
est dans C∞(RN ); en effet, γ0 est C∞ sur les ouverts Ω, RN\Ω et O (puisqu’elle est identiquement nulle
sur O) et RN est la re´union de ces trois ouverts (puisque O ⊃ ∂Ω).
Comme toutes les de´rive´es des fonctions (γi)i∈[1,k] ∈ C∞c (RN ) sont borne´es sur RN , il en est de meˆme
pour celles de γ0; ainsi, pour tout i ∈ [0, k] et en notant O0 = RN , l’application
Mi
{
W 1,p(Ω)−→W 1,p(Ω)−→W 1,p(Oi ∩ Ω)
u −→ γiu −→ (γiu)|Oi∩Ω
est line´aire continue.
Par le the´ore`me 1.4.1, pour tout i ∈ [1, k], les applications
Ti
{
W 1,p(Oi ∩ Ω) −→ W 1,p(B(0, 1) ∩ RN+ )
u −→ u ◦ ϕ−1i
et
T˜i
{
W 1,p(B(0, 1)) −→ W 1,p(Oi)
u −→ u ◦ ϕi
sont line´aires continues.
Pour U et V deux ouverts de RN , on note S(U, V ) l’ensemble des fonctions u ∈W 1,p(U ∩ V ) telles qu’il
existe O ouvert de RN contenant ∂V et ve´rifiant u = 0 sur U ∩ V ∩ O; S(U, V ) est muni de la meˆme
norme que W 1,p(U ∩ V ) (ce n’est pas un espace de Banach). Le lemme 1.4.2 nous dit que l’application
EU,V : S(U, V )→W 1,p(U) de prolongement par 0 sur U\(U ∩ V ) est line´aire continue.
On note R : W 1,p(RN ) → W 1,p(B(0, 1)) la restriction (Ru = u|B(0,1)); c’est une application line´aire
continue.
Nous de´finissons l’ope´rateur P : W 1,p(Ω)→W 1,p(RN ) par:
Pu = ERN ,Ω ◦M0 +
k∑
i=1
ERN ,Oi ◦ T˜i ◦R ◦ P0 ◦ ERN+ ,B(0,1) ◦ Ti ◦Mi
(ou` P0 : W
1,p(RN+ )→W 1,p(RN ) est l’ope´rateur de prolongement de´fini dans le the´ore`me 3.1.1).
♦ Etape 1: P est bien de´finie et line´aire continue.
M0 : W
1,p(Ω) → W 1,p(Ω) est line´aire continue, et a` valeurs dans S(RN ,Ω): en effet, pour tout u ∈
W 1,p(Ω), M0u = γ0u = 0 sur O ⊃ ∂Ω. Ainsi, ERN ,Ω ◦M0 : W 1,p(Ω) → W 1,p(RN ) est bien de´finie et
line´aire continue.
Soit i ∈ [1, k]; comme Mi : W 1,p(Ω) → W 1,p(Oi ∩ Ω) et Ti : W 1,p(Oi ∩ Ω) → W 1,p(B(0, 1) ∩ RN+ )
sont line´aires continues, Ti ◦ Mi est bien de´finie et line´aire continue. Pour tout u ∈ W 1,p(Ω), on a
Ti ◦Mi(u) = (γiu)|Oi∩Ω ◦ ϕ−1i = 0 sur B(0, 1) ∩ RN+ hors de ϕi(supp(γi)); supp(γi) e´tant un compact
de Oi, ϕi(supp(γi)) est un compact de B(0, 1), donc RN\ϕi(supp(γi)) est un ouvert de RN qui contient
∂B(0, 1) et tel que Ti ◦Mi(u) = 0 sur B(0, 1) ∩ RN+ ∩ (RN\ϕi(supp(γi))). Ti ◦Mi est donc a` valeurs
dans S(RN+ , B(0, 1)) et ERN+ ,B(0,1) ◦ Ti ◦Mi : W 1,p(Ω) → W 1,p(RN+ ) est bien de´finie et line´aire continue.
Puisque P0 : W
1,p(RN+ ) → W 1,p(RN ), R : W 1,p(RN ) → W 1,p(B(0, 1)) et T˜i : W 1,p(B(0, 1)) → W 1,p(Oi)
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sont line´aires continues, T˜i ◦Ri ◦P0 ◦ERN+ ,B(0,1) ◦Ti ◦Mi : W 1,p(Ω)→W 1,p(Oi) est bien de´finie et line´aire
continue.
On a vu que, pour tout u ∈W 1,p(Ω), Ti ◦Mi(u) = 0 sur B(0, 1)∩RN+ hors de ϕi(supp(γi)); on en de´duit
que ERN+ ,B(0,1) ◦Ti ◦Mi(u) = 0 sur RN+ hors de ϕi(supp(γi)) et, en notant r la re´flexion par rapport a` xN
(r(x) = (x′,−xN )) que P0 ◦ERN+ ,B(0,1) ◦Ti ◦Mi(u) = 0 sur RN en dehors de ϕi(supp(γi))∪r(ϕi(supp(γi))
(1). R ◦ P0 ◦ ERN+ ,B(0,1) ◦ Ti ◦ Mi(u) est donc nulle sur B(0, 1) en dehors de Ki = ϕi(supp(γi)) ∪
r(ϕi(supp(γi)); comme ϕi(supp(γi)) est un compact de B(0, 1) et r laisse B(0, 1) globalement invariante,
Ki est un compact de B(0, 1). On a finalement T˜i ◦ R ◦ P0 ◦ ERN+ ,B(0,1) ◦ Ti ◦ Mi(u) = 0 sur Oi en
dehors de ϕ−1i (Ki), compact de Oi; RN\ϕ−1i (Ki) est donc un ouvert de RN qui contient ∂Oi et tel que
T˜i ◦R ◦P0 ◦ERN+ ,B(0,1) ◦Ti ◦Mi(u) = 0 sur Oi ∩ (RN\ϕ
−1
i (Ki)); T˜i ◦R ◦P0 ◦ERN+ ,B(0,1) ◦Ti ◦Mi est donc
a` valeurs dans S(RN , Oi) et ERN ,Oi ◦ T˜i ◦ R ◦ P0 ◦ ERN+ ,B(0,1) ◦ Ti ◦Mi : W 1,p(Ω) → W 1,p(RN ) est bien
de´finie et line´aire continue.
♦ Etape 2: P est un ope´rateur de prolongement.
Sur Ω, on a ERN ,Ω ◦M0(u) = M0(u) = γ0u.
Soit i ∈ [1, k]. Par de´finition de ERN ,Oi , hors de Oi, on a ERN ,Oi ◦ T˜i ◦R◦P0 ◦ERN+ ,B(0,1) ◦Ti ◦Mi(u) = 0;
sur Oi, on trouve
ERN ,Oi ◦ T˜i ◦R ◦ P0 ◦ ERN+ ,B(0,1) ◦ Ti ◦Mi(u) = T˜i ◦R ◦ P0 ◦ ERN+ ,B(0,1) ◦ Ti ◦Mi(u)
= (R ◦ P0 ◦ ERN+ ,B(0,1) ◦ Ti ◦Mi(u)) ◦ ϕi
= (P0 ◦ ERN+ ,B(0,1) ◦ Ti ◦Mi(u)) ◦ ϕi
(car R est la restriction a` B(0, 1) et ϕi est a` valeurs dans B(0, 1)); or ϕi(Oi ∩ Ω) = B(0, 1) ∩ RN+ , donc,
sur Oi ∩ Ω, (P0 ◦ ERN+ ,B(0,1) ◦ Ti ◦Mi(u)) ◦ ϕi = (Ti ◦Mi(u)) ◦ ϕi = (Mi(u) ◦ ϕ
−1
i ) ◦ ϕi = (γiu)|Oi∩Ω.
Ainsi, ERN ,Oi ◦ T˜i ◦R ◦ P0 ◦ERN+ ,B(0,1) ◦ Ti ◦Mi(u) e´tant nulle, tout comme γiu, sur Ω\Oi et e´gale a` γiu
sur Oi ∩ Ω, on a ERN ,Oi ◦ T˜i ◦R ◦ P0 ◦ ERN+ ,B(0,1) ◦ Ti ◦Mi(u) = γiu sur Ω.
On en de´duit que, sur Ω, Pu =
∑k
i=0 γiu = (
∑k
i=0 γi)u = u, ce qui conclut la preuve de ce the´ore`me.
The´ore`me 3.1.3 Si Ω est un ouvert faiblement lipschitzien de RN et p ∈ [1,+∞[, alors C∞c (Ω) est
dense dans W 1,p(Ω).
Remarque 3.1.3 Ici aussi la suite qui approche u est inde´pendante de p.
De´monstration: Soit P : W 1,p(Ω)→W 1,p(RN ) un ope´rateur de prolongement donne´ par le the´ore`me
3.1.2; pour u ∈ W 1,p(Ω), on prend un ∈ C∞c (RN ) qui converge vers Pu dans W 1,p(RN ). A fortiori,
un |Ω ∈ C∞c (Ω) converge vers Pu|Ω = u dans W 1,p(Ω).
Proposition 3.1.2 Soit U un ouvert de RN et (p, q, r) ∈ [1,∞] tels que 1p + 1q = 1r . L’application{
W 1,p(U)×W 1,q(U) −→ W 1,r(U)
(u, v) −→ uv (3.1.1)
est bien de´finie, biline´aire continue et on a, pour tout (u, v) ∈ W 1,p(U) ×W 1,q(U) et tout i ∈ [1, N ],
Di(uv) = Diu v + uDiv.
De´monstration:
On sait que, lorsque (u, v) ∈W 1,p(U)×W 1,q(U) ⊂ Lp(U)× Lq(U), on a uv ∈ Lr(U).
♦ Etape 1: preuve de Di(uv) = Diu v + uDiv.
1Quitte a` de´finir P0 ◦ ERN+ ,B(0,1) ◦ Ti ◦Mi(u) par 0 sur R
N−1 × {0} — cette fonction n’ayant pas e´te´ de´finie sur cet
ensemble de mesure nulle.
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Cette formule e´tant locale, il suffit de la prouver sur toute boule B borne´e incluse dans U (i.e. dans
D′(B)).
Supposons dans un premier temps que p < ∞ (ou q < ∞, quitte a` inverser les roˆles de p et q). Comme
B est convexe, c’est un ouvert fortement lipschitzien, donc faiblement lipschitzien. Puisque u ∈W 1,p(B)
et p ∈ [1,∞[, il existe (un)n≥1 ∈ C∞c (B) qui converge vers u dans W 1,p(B).
Comme un ∈ C∞(B), on sait que Di(unv) = Diun v + unDiv (de´rive´e au sens des distributions d’une
distribution multiplie´e par une fonction C∞). Or un → u dans Lp(B) et v ∈ Lq(B), donc unv → uv dans
Lr(B) (donc dans D′(B)); ainsi, Di(unv)→ Di(uv) dans D′(B).
De plus, puisque (Diun, un)→ (Diu, u) dans (Lp(B))2 et (v,Div) ∈ (Lq(B))2, on a Di(unv) = Diun v+
unDiv → Diu v + uDiv dans Lr(B), donc dans D′(B).
En e´galant les limites de Di(unv) dans D′(B), on trouve Di(uv) = Diu v + uDiv dans D′(B).
Si p = q =∞, B e´tant borne´e, (u, v) ∈ W 1,∞(B) ⊂ W 1,2(B). Ainsi, en appliquant le re´sultat pre´ce´dent
a` p = q = 2 et r = 1, on trouve Di(uv) = Diu v + uDiv dans D′(B).
♦ Etape 2: conclusion.
La formule pour Di(uv) montre que uv ∈ W 1,r(Ω) et que l’application (3.1.1) est donc bien de´finie; elle
est trivialement biline´aire et, pour montrer sa continuite´, il suffit donc de montrer qu’il existe C tel que,
pour tout (u, v) ∈ W 1,p(Ω) ×W 1,q(Ω), on a ||uv||W 1,r(Ω) ≤ C||u||W 1,p(Ω)||v||W 1,q(Ω). Or, par la formule
de´ja` e´tablie, on a
||uv||W 1,r(Ω) = ||uv||Lr(Ω) +
N∑
i=1
||Diu v + uDiv||Lr(Ω)
≤ ||u||Lp(Ω)||v||Lq(Ω) +
N∑
i=1
||Diu||Lp(Ω)||v||Lq(Ω) + ||u||Lp(Ω)||Div||Lq(Ω)
≤ (1 + 2N)||u||W 1,p(Ω)||v||W 1,q(Ω),
ce qui conclut la de´monstration.
3.2 Injections de Sobolev
3.2.1 Cas de l’Espace Entier
Premie`re Injection: p < N
Lemme 3.2.1 Si u ∈ C1c (RN ), alors la fonction
v
 R
N−1 −→ R
x′ −→
∫
R
|u(x′, xN )| dxN
est dans W 1,1(RN−1) et on a
∇x′v(x′) =
∫
R
sgn(u(x′, xN ))∇x′u(x′, xN ) dxN .
De´monstration:
v est continue a` support compact dans RN−1 (le support de v est contenu dans la projection du support
de u sur le premier facteur de RN = RN−1 × R). Pour prouver que v ∈ W 1,1(RN−1), il suffit donc de
montrer la formule pour ∇x′v (car cette formule de´finit une fonction de L1(RN−1)).
La projection de supp(u) sur le deuxie`me facteur de RN = RN−1 × R e´tant compacte, on peut prendre
γ ∈ C∞c (R) qui vaut 1 sur cette projection; on remarque que v(x′) =
∫
R γ(xN )|u(x′, xN )| dxN . Pour
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calculer la de´rive´e de v au sens des distributions dans la direction i ∈ [1, N − 1], prenons ϕ ∈ D(RN−1)
et e´crivons, graˆce au the´ore`me de Fubini et en notant ψ(x′, xN ) = γ(xN )ϕ(x′),∫
RN−1
v(x′)∂iϕ(x′) dx′ =
∫
RN
|u(x′, xN )|∂iψ(x′, xN ) dx′dxN
= −
∫
RN
sgn(u(x′, xN ))Diu(x′, xN )γ(xN )ϕ(x′) dx′dxN
=
∫
RN−1
(∫
R
γ(xN )sgn(u(x
′, xN ))Diu(x′, xN ) dxN
)
ϕ(x′) dx′
(on a utilise´ le lemme de Stampacchia pour voir que Di(|u|) = sgn(u)Diu dans D′(RN )).
On en de´duit que
Div =
∫
R
γ(xN )sgn(u(·, xN ))Diu(·, xN ) dxN =
∫
R
sgn(u(·, xN ))Diu(·, xN ) dxN dans D′(RN−1)
(car supp(Diu) ⊂ supp(u) donc γ est aussi e´gal a` 1 sur la projection de supp(Diu) sur le deuxie`me facteur
de RN = RN−1 × R), c’est-a`-dire ce que l’on voulait.
The´ore`me 3.2.1 Si p ∈ [1, N [ et p∗ = Np/(N − p) alors W 1,p(RN ) s’injecte continuement dans
Lp
∗
(RN ). Plus pre´cise´ment: pour tout u ∈W 1,p(RN ), on a
||u||Lp∗ (RN ) ≤
(N − 1)p
N − p || |∇u| ||Lp(RN ).
De´monstration:
♦ Etape 1: Re´duction au cas re´gulier.
Supposons le re´sultat prouve´ pour les fonctions de C1c (RN ) et prenons u ∈W 1,p(RN ). Il existe (un)n≥1 ∈
C∞c (RN ) qui converge dans W 1,p(RN ) et λN -presque partout vers u; on trouve donc, graˆce au lemme de
Fatou, ∫
RN
|u(x)|p∗ dx ≤ lim inf
n→∞
∫
RN
|un(x)|p∗ dx
≤ lim inf
n→∞
(
(N − 1)p
N − p
)p∗ ∫
RN
|∇un(x)|p dx
≤
(
(N − 1)p
N − p
)p∗ ∫
RN
|∇u(x)|p dx.
Le re´sultat ge´ne´ral se de´duit donc du re´sultat pour les fonctions de C1c (RN ); nous supposons, a` partir de
maintenant, u ∈ C1c (RN ).
♦ Etape 2: Pour p = 1.
La de´monstration se fait par re´currence sur N .
♦♦N = 1 : C’est un cas un peu particulier (puisqu’alors N = p). On e´crit simplement
u(x) =
∫ x
−∞
u′(s) ds,
pour constater que ||u||L∞(R) ≤ ||u′||L1(R).
♦♦N = 2 : On a, pour tout (x1, x2) ∈ R2,
u(x1, x2) =
∫ x1
−∞
∂1u(t, x2) dt et u(x1, x2) =
∫ x2
−∞
∂2u(x1, t) dt.
On en de´duit
|u(x1, x2)|2 ≤
(∫
R
|∂1u(t, x2)| dt
)
×
(∫
R
|∂2u(x1, t)| dt
)
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et, apre`s inte´gration sur R2,∫
R2
|u(x1, x2)|2 dx1 dx2 ≤
(∫
R2
|∂1u(t, x2)| dt dx2
)
×
(∫
R2
|∂2u(x1, t)| dt dx1
)
≤ || |∇u| ||2L1(R2),
c’est-a`-dire le re´sultat dans le cas N = 2.
♦♦N ≥ 3 : Le cas N = 1, applique´ a` u(x′, ·) ∈ C1c (R), nous permet de voir que, pour tout (x′, xN ) ∈ RN ,
|u(x′, xN )| ≤
∫
R |∂Nu(x′, t)| dt; on en de´duit, en e´crivant |u|N/(N−1) = |u|1/(N−1)|u|,∫
RN
|u(x′, xN )|N/(N−1) dx′ dxN ≤
∫
RN−1
(∫
R
|∂Nu(x′, t)| dt
)1/(N−1)(∫
R
|u(x′, xN )| dxN
)
dx′,
soit, en utilisant l’ine´galite´ de Ho¨lder entre N − 1 et (N − 1)′ = N−1N−2 ,∫
RN
|u(x′, xN )|N/(N−1) dx′ dxN ≤
(∫
RN−1
∫
R
|∂Nu(x′, t)| dt dx′
) 1
N−1
×
(∫
RN−1
(∫
R
|u(x′, xN )| dxN
)N−1
N−2
dx′
)N−2
N−1
. (3.2.1)
Posons v(x′) =
∫
R |u(x′, xN )| dxN ; par le lemme 3.2.1, on sait que v ∈ W 1,1(RN−1). En utilisant
l’hypothe`se de re´currence au rang N − 1 et la formule pour ∇x′v, on a∫
RN−1
(∫
R
|u(x′, xN )| dxN
)N−1
N−2
dx′ =
∫
RN−1
|v(x′)|N−1N−2 dx′
≤
(∫
RN−1
∫
R
|∇x′u(x′, xN )| dxN dx′
)N−1
N−2
.
En injectant ceci dans (3.2.1), on trouve donc∫
RN
|u(x′, xN )|N/(N−1) dx′ dxN ≤
(∫
RN−1
∫
R
|∂Nu(x′, t)| dt dx′
) 1
N−1
×
(∫
RN−1
∫
R
|∇x′u(x′, xN )| dxN dx′
)
≤
(∫
RN
|∇u(x′, xN )| dxN dx′
) 1
N−1+1
,
i.e. ||u||LN/(N−1)(RN ) ≤ || |∇u| ||L1(RN ).
♦ Etape 3: Pour N > p > 1.
Posons s = (p(N − 1))/(N − p) ∈]1,∞[; on remarque alors que |u|s−1u ∈ C1c (RN ) de`s que u ∈ C1c (RN ),
et que l’on a ∂i(|u|s−1u) = s|u|s−1sgn(u)∂iu; on peut donc appliquer le re´sultat de la deuxie`me e´tape a`
cette fonction |u|s−1u pour obtenir
||u||sLsN/(N−1)(RN ) = || |u|s−1u ||LN/(N−1)(RN ) ≤ s|| |u|s−1sgn(u)|∇u| ||L1(RN ).
Puis, graˆce a` Ho¨lder applique´ entre p et p′ au second membre de cette ine´galite´,
||u||sLsN/(N−1)(RN ) ≤ s|| |u|s−1 ||Lp′ (RN )|| |∇u| ||Lp(RN ).
On remarque maintenant que, par le choix de s, sN/(N − 1) = (s − 1)p′ = p∗; on peut alors e´crire
|| |u|s−1 ||Lp′ (RN ) = ||u||s−1Lp∗ (RN ), ce qui donne ||u||sLp∗ (RN ) ≤ s||u||s−1Lp∗ (RN )|| |∇u| ||Lp(RN ), soit
||u||Lp∗ (RN ) ≤ s|| |∇u| ||Lp(RN ),
et conclut cette de´monstration.
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Deuxie`me Injection: p = N
Lemme 3.2.2 Si (an)n≥1 est une suite de re´el positifs et α ≥ 1, alors
∑
n≥1 a
α
n ≤
(∑
n≥1 an
)α
.
De´monstration:
Si
∑
n≥1 an = 0, alors chaque an est nul et le re´sultat est trivial. Sinon, on pose bn = an/(
∑
i≥1 ai), et
l’on note que bn ∈ [0, 1]. Comme α ≥ 1, bαn ≤ bn et, en sommant,
∑
n≥1
 aαn(∑
i≥1 ai
)α
 = ∑
n≥1
bαn
≤
∑
n≥1
bn
≤
(∑
n≥1 an
)
(∑
i≥1 ai
) = 1,
c’est-a`-dire l’ine´galite´ souhaite´e.
The´ore`me 3.2.2 Si p = N , alors pour tout q ∈ [N,+∞[, W 1,p(RN ) s’injecte continuement dans
Lq(RN ).
Remarque 3.2.1
1) Nous verrons que, dans le cas N = 1, W 1,1(R) s’injecte aussi continuement dans L∞(R).
2) La preuve montre que la constante d’injection de W 1,N (RN ) dans Lq(RN ) est un O(q).
De´monstration:
On suppose, pour commencer, que N ≥ 2. On remarque que l’on peut partitionner RN en pave´s Cn
translate´s de [0, 1[N : RN =
∐
α∈ZN (
∏N
i=1[αi, αi + 1[) =
∐
n∈N Cn (puisque ZN est de´nombrable); on note
Dn l’inte´rieur de Cn. Prenons u ∈W 1,p(RN ).
♦ Etape 1: traitement du pave´ de re´fe´rence.
Soit r ∈ [1, N [ et f ∈ W 1,p(]0, 1[N ) ↪→ W 1,r(]0, 1[N ). Comme ]0, 1[N est convexe, il est fortement
(donc faiblement) lipschitzien; soit P : W 1,r(]0, 1[N )→W 1,r(RN ) un ope´rateur de prolongement. Par la
premie`re injection de Sobolev, Pf ∈ Lr∗(RN ) et
||f ||Lr∗ (]0,1[N ) ≤ ||Pf ||Lr∗ (RN )
≤ (N − 1)r
N − r ||Pf ||W 1,r(RN )
≤ N − 1
N
r∗||P ||L(W 1,r(]0,1[N ),W 1,r(RN ))||f ||W 1,r(]0,1[N )
≤ Cr∗||f ||W 1,r(]0,1[N ),
ou` C ne de´pend que de N (par la remarque 3.1.2, ||P ||L(W 1,r(]0,1[N ),W 1,r(RN )) peut eˆtre majore´e inde´pen-
damment de r). Mais, puisque la mesure de ]0, 1[N est 1, ||f ||W 1,r(]0,1[N ) ≤ ||f ||W 1,p(]0,1[N ), et on obtient
donc ||f ||Lr∗ (]0,1[N ) ≤ Cr∗||f ||W 1,p(]0,1[N ).
Or, lorsque r de´crit [1, N [, r∗ de´crit [N/(N−1),+∞[⊃ [N,+∞[ (car N ≥ 2); ainsi, pour tout q ∈ [N,+∞[
et tout f ∈W 1,p(]0, 1[N ), on a
||f ||Lq([0,1[N ) ≤ Cq||f ||W 1,p(]0,1[N ) (3.2.2)
(la mesure de [0, 1[N\]0, 1[N est nulle).
♦ Etape 2: on recolle.
Pour tout n ∈ N, il existe zn ∈ ZN tel que Cn − zn = [0, 1[N . Comme u ∈ W 1,p(Dn), le the´ore`me 1.4.1
nous permet de voir que un = u(·+ zn) ∈W 1,p(]0, 1[N ) et que ∇un = ∇u(·+ zn).
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Soit q ≥ p = N . (3.2.2) applique´e a` un donne ||un||Lq([0,1[N ) ≤ Cq||un||W 1,p(]0,1[N ), soit ||u||Lq(Cn) ≤
Cq||u||W 1,p(Dn). Or, puisque (Cn)n∈N est une partition de RN , ||u||qLq(RN ) =
∑
n∈N ||u||qLq(Cn) et on peut
donc e´crire
||u||q
Lq(RN ) ≤
∑
n∈N
Cqqq||u||qW 1,p(Dn)
≤ Cqqq
∑
n∈N
(
||u||Lp(Dn) +
N∑
i=1
||Diu||Lp(Dn)
)q
≤ Cqqq
∑
n∈N
(
(1 +N) sup(||u||Lp(Dn), ||D1u||Lp(Dn), . . . , ||DNu||Lp(Dn))
)q
≤ Cqqq(1 +N)q
∑
n∈N
sup(||u||qLp(Dn), ||D1u||
q
Lp(Dn)
, . . . , ||DNu||qLp(Dn))
≤ Cqqq(1 +N)q
∑
n∈N
(
||u||qLp(Dn) +
N∑
i=1
||D1u||qLp(Dn)
)
≤ Cqqq(1 +N)q
∑
n∈N
||u||qLp(Dn) + Cqqq(1 +N)q
N∑
i=1
∑
n∈N
||Diu||qLp(Dn)
≤ Cqqq(1 +N)q
∑
n∈N
(
||u||pLp(Dn)
)q/p
+ Cqqq(1 +N)q
N∑
i=1
∑
n∈N
(
||Diu||pLp(Dn)
)q/p
.
Comme q ≥ p, on peut utiliser le lemme 3.2.2 avec an = ||u||pLp(Dn) ou an = ||Diu||
p
Lp(Dn)
et α = q/p ≥ 1;
on trouve alors
||u||q
Lq(RN ) ≤ Cqqq(1 +N)q
(∑
n∈N
||u||pLp(Dn)
)q/p
+ Cqqq(1 +N)q
N∑
i=1
(∑
n∈N
||Diu||pLp(Dn)
)q/p
≤ Cqqq(1 +N)q
(
||u||p
Lp(RN )
)q/p
+ Cqqq(1 +N)q
N∑
i=1
(
||Diu||pLp(RN )
)q/p
≤ Cqqq(1 +N)q+1||u||q
W 1,p(RN ),
ce qui conclut le the´ore`me dans le cas N ≥ 2.
♦ Etape 3: cas N = 1.
On sait que si u ∈ W 1,1(R), alors u(x) = ∫ x−∞ u′(s) ds; on a alors |u(x)| ≤ ||u′||L1(R), ce qui prouve
que W 1,1(R) s’injecte continuement dans L∞(R); comme W 1,1(R) s’injecte continuement dans L1(R), et
comme L1(R)∩L∞(R) s’injecte continuement dans Lq(R) pour tout q ∈ [1,∞], on en de´duit que W 1,1(R)
s’injecte continuement dans Lq(R) pour tout q ∈ [1,∞].
Troisie`me Injection: p > N
The´ore`me 3.2.3 Si p ∈]N,+∞[ alors W 1,p(RN ) s’injecte continuement dans C0,1−Np (RN ).
Remarque 3.2.1 Pour α ∈]0, 1] et A partie de RN , C0,α(A) est l’espace des fonctions α-ho¨lde´riennes
borne´es sur A, muni de la norme
||u||C0,α(A) = sup
A
|u|+ sup
(x,y)∈A2 , x 6=y
|u(x)− u(y)|
|x− y|α .
De´monstration:
♦ Etape 1: u ∈ C1c (RN ).
Soit Br une boule euclidienne de RN de rayon r (le diame`tre de Br est donc 2r). En notant V =
λN (B(0, 1)) le volume de la boule unite´ de RN , la mesure de Br est λN (Br) = V rN .
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On e´crit, pour tout a ∈ Br et tout z ∈ Br,
u(z)− u(a) =
∫ 1
0
d
dt
(u(z + t(a− z)) dt = (a− z) ·
∫ 1
0
∇u(z + t(a− z)) dt.
Or |a − z| ≤ 2r et on obtient donc, apre`s inte´gration sur z ∈ Br et division par la mesure de Br, en
notant uBr = (V rN )−1
∫
Br
u(z) dz,
|uBr − u(a)| ≤ 2r(V rN )−1
∫ 1
0
∫
Br
|∇u(z + t(a− z))| dz dt. (3.2.3)
Par le changement de variable ξ = z + t(a− z) = ta+ (1− t)z (pour t ∈ [0, 1[) et l’ine´galite´ de Ho¨lder,∫
Br
|∇u(z + t(a− z))| dz =
∫
ta+(1−t)Br
(1− t)−N |∇u(ξ)| dξ
≤ (1− t)−N
(∫
ta+(1−t)Br
|∇u(ξ)|p
)1/p
λN (ta+ (1− t)Br)1/p′
≤ (1− t)−N ((1− t)NV rN)1/p′ || |∇u| ||Lp(RN ).
Utilise´ dans (3.2.3), cela donne
|uBr − u(a)| ≤ 2V −1+1/p′r1−N+N/p′ || |∇u| ||Lp(RN )
∫ 1
0
(1− t)N/p′−N dt
≤ 2V
−1/p
1−N/p || |∇u| ||Lp(RN )r
1−N/p. (3.2.4)
Soit maintenant (x, y) ∈ RN × RN ; notons Br la boule de rayon r = |x− y|/2 dont l’adhe´rence contient
x et y. Graˆce a` (3.2.4) applique´ a` a = x et a` a = y, on obtient
|u(x)− u(y)| ≤ |u(x)− uBr |+ |u(y)− uBr |
≤ 4V
−1/p
1−N/p || |∇u| ||Lp(RN )
( |x− y|
2
)1−N/p
. (3.2.5)
♦ Etape 2: Toujours pour u ∈ C1c (RN ), on majore ||u||L∞(RN ).
Pour cela, on prend x0 ∈ RN tel que |u(x0)| = ||u||L∞(RN ); par (3.2.5), on voit que, lorsque y ∈ B(x0, 1),
|u(y)| ≥ |u(x0)| − 4V
−1/p
21−N/p(1−N/p) || |∇u| ||Lp(RN ) = ||u||L∞(RN ) −
4V −1/p
21−N/p(1−N/p) || |∇u| ||Lp(RN ),
soit, en inte´grant sur B(x0, 1) (rappelons que V est la mesure de B(0, 1), donc aussi celle de B(x0, 1)),∫
B(x0,1)
|u(y)| dy ≥ V ||u||L∞(RN ) − V ×
4V −1/p
21−N/p(1−N/p) || |∇u| ||Lp(RN ),
d’ou`
||u||Lp(RN ) ≥ ||u||Lp(B(x0,1))
≥ 1
V 1/p′
||u||L1(B(x0,1))
≥ V 1−1/p′ ||u||L∞(RN ) −
4
21−N/p(1−N/p) || |∇u| ||Lp(RN ).
Finalement, on a donc
||u||L∞(RN ) ≤ V −1/p||u||Lp(RN ) +
4V −1/p
21−N/p(1−N/p) || |∇u| ||Lp(RN ). (3.2.6)
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(3.2.5) et (3.2.6) nous donnent alors, pour tout u ∈ C1c (RN ),
||u||C0,1−N/p(RN ) ≤ V −1/p||u||Lp(RN ) +
8V −1/p
21−N/p(1−N/p) || |∇u| ||Lp(RN ) ≤ K||u||W 1,p(RN ), (3.2.7)
ou` K ne de´pend que de N et p.
♦ Etape 3: On conclut.
Prenons u ∈W 1,p(RN ) et (un)n≥1 ∈ C∞c (RN ) qui converge vers u dans W 1,p(RN ) et λN -presque partout.
Comme, pour tous (n,m) ∈ N∗, un − um ∈ C1c (RN ), on a, par (3.2.7),
||un − um||C0,1−N/p(RN ) ≤ K||un − um||W 1,p(RN ).
(un)n≥1 e´tant de Cauchy dans W 1,p(RN ), elle est donc aussi de Cauchy dans le Banach C0,1−N/p(RN ),
et converge dans ce dernier espace vers une fonction v; la convergence dans cet espace impliquant la
converge simple et (un)n≥1 convergeant λN -presque partout vers u, on en de´duit que u = v λN -presque
partout, i.e. que u ∈ C0,1−N/p(RN ) et que un → u dans C0,1−N/p(RN ).
On peut ensuite passer a` la limite n→∞ dans l’estimation (3.2.7) valable pour chaque un pour voir que
u ve´rifie aussi cette estimation, ce qui nous donne l’injection voulue (en fait, on constate aussi, en passant
a` la limite dans (3.2.5) et (3.2.6) applique´s a` chaque un, que u ve´rifie aussi ces deux estimations).
The´ore`me 3.2.4 W 1,∞(RN ) = C0,1(RN ) et les normes || · ||W 1,∞(RN ) et || · ||C0,1(RN ) sont e´quivalentes.
De´monstration:
♦ Etape 1: C0,1(RN ) ⊂W 1,∞(RN ) et || · ||W 1,∞(RN ) ≤ C|| · ||C0,1(RN ).
Soit u ∈ C0,1(RN ); par le corollaire 1.1.1 et la remarque 1.1.1, les de´rive´es de u sont dans L∞(RN ) et
borne´es par Lip(u).
Ainsi, u e´tant borne´e sur RN , elle est dans W 1,∞(RN ) et on a
||u||W 1,∞(RN ) ≤ ||u||L∞(RN ) +
N∑
i=1
Lip(u) ≤ N ||u||C0,1(RN ).
♦ Etape 2: W 1,∞(RN ) ⊂ C0,1(RN ) et || · ||C0,1(RN ) ≤ C|| · ||W 1,∞(RN ).
Soit u ∈ W 1,∞(RN ); on prend θ ∈ C∞c (RN ) telle que 0 ≤ θ ≤ 1 et θ(0) = 1; on note, pour n ≥ 1,
θn(x) = θ(x/n).
Soit un = θnu. un ∈ W 1,∞(RN ) et est a` support compact dans RN , donc un ∈ ∩p>NW 1,p(RN ); en
appliquant alors (3.2.5) a` un (on a remarque´, a` la fin de la de´monstration du the´ore`me 3.2.3, que (3.2.5)
e´tait ve´rifie´ par toute fonction de W 1,p(RN )), on trouve, pour tout p ∈]N,∞[, tout n ≥ 1 et tous
(x, y) ∈ RN × RN , en notant Kn le support (compact, donc de mesure finie) de θn
|un(x)− un(y)| ≤ 4V
−1/p
21−N/p(1−N/p) |x− y|
1−N/p|| |∇un| ||Lp(RN ) (3.2.8)
≤ 4V
−1/pλN (Kn)1/p
21−N/p(1−N/p) |x− y|
1−N/p|| |∇un| ||L∞(RN ). (3.2.9)
On constate que ∇un(x) = θ(x/n)∇u(x)+ 1n∇θ(x/n)u(x), donc que || |∇un| ||L∞(RN ) ≤ || |∇u| ||L∞(RN ) +
1
n || |∇θ| ||L∞(RN )||u||L∞(RN ). Ainsi, en faisant p→∞ dans (3.2.9), on en de´duit
|un(x)− un(y)| ≤ 2|x− y|
(
|| |∇u| ||L∞(RN ) +
1
n
|| |∇θ| ||L∞(RN )||u||L∞(RN )
)
.
Mais un → u simplement sur RN (car θ(x/n)→ θ(0) = 1 pour tout x ∈ RN ), donc en passant a` la limite
n→∞ dans l’ine´galite´ pre´ce´dente, on obtient
|u(x)− u(y)| ≤ 2|x− y| || |∇u| ||L∞(RN ),
ce qui nous montre bien que u est lipschitzienne. Comme on sait qu’elle est borne´e, u est donc dans
C0,1(RN ) et on a
||u||C0,1(RN ) ≤ ||u||L∞(RN ) + 2|| |∇u| ||L∞(RN ) ≤ 2||u||W 1,∞(RN ),
ce qui conclut cette de´monstration.
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3.2.2 Cas d’un Ouvert Faiblement Lipschitzien
The´ore`me 3.2.5 Soit Ω un ouvert faiblement lipschitzien de RN .
i) Si p ∈ [1, N [ et p∗ = NpN − p , alors W 1,p(Ω) s’injecte continuement dans Lp∗(Ω).
ii) Si p = N alors, pour tout q ∈ [N,+∞[, W 1,p(Ω) s’injecte continuement dans Lq(Ω).
iii) Si p ∈]N,+∞[, alors W 1,p(Ω) s’injecte continuement dans C0,1−Np (Ω).
iv) W 1,∞(Ω) = C0,1(Ω) et les normes || · ||W 1,∞(Ω) et || · ||C0,1(Ω) sont e´quivalentes.
Remarque 3.2.2
1) En fait, ce the´ore`me est ve´rifie´ pour tout ouvert Ω tel qu’il existe un ope´rateur de prolongement
P : W 1,p(Ω)→W 1,p(RN ).
2) La preuve montre que, puisqu’on a un ope´rateur de prolongement P inde´pendant de p avec une
borne (inde´pendante de p) sur ||P ||L(W 1,p(Ω),W 1,p(RN )), les constantes d’injection pour Ω de´pendent
de p de la meˆme manie`re que les constantes d’injection pour RN .
De´monstration:
On utilise le prolongement P : W 1,p(Ω)→W 1,p(RN ) donne´ par le the´ore`me 3.1.2.
Notons, pour U = Ω ou RN , X(U) l’espace
• Lp∗(U) dans le cas p ∈ [1, N [,
• Lq(U), pour un q ∈ [N,+∞[ quelconque, dans le cas p = N ,
• C0,1−N/p(U) dans le cas p ∈]N,∞].
Soit u ∈W 1,p(Ω). On constate (graˆce aux the´ore`mes 3.2.1, 3.2.2, 3.2.3 et 3.2.4) que Pu ∈ X(RN ); ainsi,
puisque Pu = u sur Ω, on a u ∈ X(Ω) avec ||u||X(Ω) ≤ ||Pu||X(RN ).
Les the´ore`mes sus-cite´s nous donnent de plus C ne de´pendant que de N et p (et de q dans le cas p = N)
tel que, pour tout u ∈W 1,p(Ω),
||u||X(Ω) ≤ ||Pu||X(RN )
≤ C||Pu||W 1,p(RN )
≤ C||P ||L(W 1,p(Ω),W 1,p(RN ))||u||W 1,p(Ω),
ce qui conclut la de´monstration des points i), ii), iii) et d’une partie (la partie W 1,∞(Ω) ↪→ C0,1(Ω)) du
point iv).
Il ne nous reste donc plus qu’a` voir que C0,1(Ω) ↪→ W 1,∞(Ω). Mais, si u ∈ C0,1(Ω), le lemme 1.1.1 et la
remarque 1.1.1 nous permettent de voir que les de´rive´es de u sont dans L∞(Ω) et borne´es par Lip(u); u
e´tant borne´e, on a bien u ∈W 1,∞(Ω) et ||u||W 1,∞(Ω) ≤ ||u||L∞(Ω) +
∑N
i=1 Lip(u) ≤ N ||u||C0,1(Ω).
3.3 The´ore`me de Rellich
The´ore`me 3.3.1 Soit p ∈ [1,+∞]. Si Ω est un ouvert borne´ faiblement lipschitzien de RN , alors
W 1,p(Ω) s’injecte compactement dans Lp(Ω).
Remarque 3.3.1
1) En fait, ce the´ore`me n’est utile que pour p ∈ [1, N ]; en effet, par le the´ore`me 3.2.5, on sait que,
lorsque p > N , W 1,p(Ω) s’injecte continuement dans un espace de fonctions ho¨lde´riennes et, par le
the´ore`me d’Ascoli-Arzela, les espaces de fonctions ho¨lde´riennes sur un ouvert borne´ Ω s’injectent
compactement dans C0(Ω), donc dans L∞(Ω).
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2) Lorsque p ∈ [1, N [, W 1,p(Ω) s’injectant continuement dans Lp∗(Ω) et compactement dans Lp(Ω),
W 1,p(Ω) s’injecte compactement dans Lq(Ω) pour tout q ∈ [1, p∗[; lorsque p = N , c’est la meˆme
chose pour tout q ∈ [1,∞[.
De´monstration:
Lorsque p = ∞, W 1,∞(Ω) = C0,1(Ω) (alge´briquement et topologiquement) et, par le the´ore`me d’Ascoli-
Arzela, C0,1(Ω) s’injecte compactement dans L∞(Ω).
On suppose donc, dans la suite, p ∈ [1,∞[.
♦ Etape 1: pre´liminaires.
Soit h ∈ RN . Si v ∈ C∞c (RN ), on a, pour tout x ∈ RN ,
|v(x+ h)− v(x)| =
∣∣∣∣∫ 1
0
∇v(x+ th) · h dt
∣∣∣∣ ≤ |h|∫ 1
0
|∇v(x+ th)| dt,
donc, par l’ine´galite´ de Ho¨lder et en inte´grant sur x ∈ RN ,∫
RN
|v(x+ h)− v(x)|p dx ≤ |h|p
∫ 1
0
∫
RN
|∇v(x+ th)|p dx dt.
En effectuant le changement de variable ξ = x + th dans l’inte´grale par rapport a` x, et en notant
τhv(x) = v(x+ h), on trouve donc
||τhv − v||Lp(RN ) ≤ |h| × || |∇v| ||Lp(RN ). (3.3.1)
Si v ∈ W 1,p(RN ), il existe (vn)n≥1 ∈ C∞c (RN ) qui converge vers v dans W 1,p(RN ); comme τhvn → τhv
dans Lp(RN ), on en de´duit alors, en appliquant (3.3.1) a` vn pour tout n puis en passant a` la limite
n→∞, que v satisfait aussi (3.3.1).
♦ Etape 2: preuve du the´ore`me.
Soit A un ensemble borne´ de W 1,p(Ω); nous souhaitons montrer que A est relativement compact dans
Lp(Ω). Comme p ∈ [1,∞[ et Ω est borne´, nous pouvons appliquer le crite`re de Kolmogorov.
Soit P : W 1,p(Ω) → W 1,p(RN ) un ope´rateur de prolongement. Comme A est borne´ dans W 1,p(RN ), et
P est line´aire continu, {Pu , u ∈ A} est borne´ (disons par M) dans W 1,p(RN ), donc dans Lp(RN ).
Pour tout u ∈ A, on a, en appliquant (3.3.1) a` v = Pu, ||τhPu− Pu||Lp(RN ) ≤ |h| × || |∇(Pu)| ||Lp(RN ) ≤
M |h|, donc
sup
u∈A
||τhPu− Pu||Lp(RN ) → 0 lorsque h→ 0.
Le the´ore`me de Kolmogorov nous dit alors que A est relativement compact dans Lp(Ω), ce qui conclut
cette preuve.
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Chapitre 4
Trace, Inte´gration par Parties
4.1 Trace
4.1.1 Trace dans le Demi-Espace
On se donne p ∈ [1,∞[. On note RN+ = {x ∈ RN | xN > 0}; RN−1 est vu comme le bord de RN+ .
The´ore`me 4.1.1 L’application line´aire{
(C∞c (RN+ ), ||.||W 1,p(RN+ )) −→ Lp(RN−1)
u −→ u|∂RN+
est line´aire continue et se prolonge donc en une unique application line´aire continue γ0 : W
1,p(RN+ ) −→
Lp(RN−1).
De´monstration:
♦ Etape 1: Lorsque p = 1.
On prend u ∈ C∞c (RN+ ) et on e´crit, pour x′ ∈ RN−1,
|u(x′, 0)| =
∣∣∣∣−∫ +∞
0
∂u
∂xN
(x′, t) dt
∣∣∣∣
≤
∫ +∞
0
∣∣∣∣ ∂u∂xN (x′, t)
∣∣∣∣ dt,
ce qui nous donne, apre`s inte´gration sur RN−1,
||u|∂RN+ ||L1(∂RN+ ) =
∫
RN−1
|u(x′, 0)| dx′
≤
∫
RN+
∣∣∣∣ ∂u∂xN (x′, t)
∣∣∣∣ dt dx′
≤ ||u||W 1,1(RN+ ),
c’est-a`-dire exactement la continuite´ de u ∈ (C∞c (RN+ ), ||.||W 1,1(RN+ )) −→ u|∂RN+ ∈ L1(∂RN+ ).
♦ Etape 2: Lorsque 1 < p < +∞.
Comme p > 1, ϕ : s ∈ R → |s|p est de´rivable sur R, de de´rive´e ϕ′(s) = p sgn(s)|s|p−1 (c’est e´vident sur
R∗ et, en 0, il suffit d’utiliser p > 1 pour remarquer que |h|p/h → 0 lorsque h → 0); ϕ est donc dans
C1(R).
On se donne u ∈ C∞c (RN+ ); on a, pour tout x′ ∈ RN−1, ϕ(u)(x′, 0) = −
∫∞
0
∂N (ϕ(u))(x
′, t) dt, soit
|u(x′, 0)|p = −p
∫ +∞
0
|u(x′, t)|p−1sgn(u(x′, t)) ∂u
∂xN
(x′, t) dt
≤ p
∫ +∞
0
∣∣∣∣ ∂u∂xN (x′, t)
∣∣∣∣ |u(x′, t)|p−1 dt,
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et, en utilisant l’ine´galite´ de Ho¨lder,
|u(x′, 0)|p ≤ p
(∫
R+
∣∣∣∣ ∂u∂xN (x′, t)
∣∣∣∣p dt)1/p(∫
R+
|u(x′, t)|p dt
)1/p′
.
On en de´duit, en inte´grant cette ine´galite´ sur RN−1 et en utilisant a nouveau l’ine´galite´ de Ho¨lder,
||u|∂RN+ ||
p
Lp(∂RN+ )
=
∫
RN−1
|u(x′, 0)|p dx′
≤ p
(∫
RN+
∣∣∣∣ ∂u∂xN (x′, t)
∣∣∣∣p dt dx′
)1/p(∫
RN+
|u(x′, t)|p dt dx′
)1/p′
≤ p||u||1+
p
p′
W 1,p(RN+ )
= p||u||p
W 1,p(RN ),
c’est-a`-dire la continuite´ de u ∈ (C∞c (RN+ ), ||.||W 1,p(RN+ )) −→ u|∂RN+ ∈ Lp(∂RN+ ).
Lemme 4.1.1 Si p ∈ [1, N [, γ0 est en fait line´aire continue W 1,p(RN+ )→ Lp(∂RN+ ) ∩ L
(N−1)p
N−p (∂RN+ )
Remarque 4.1.1 On a mis, sur Lp(∂RN+ )∩L
(N−1)p
N−p (∂RN+ ), la norme e´gale a` la somme des normes dans
Lp(∂RN+ ) et dans L
(N−1)p
N−p (∂RN+ ), ce qui en fait un espace de Banach.
De´monstration:
Il suffit de montrer que l’application line´aire{ (
C∞c (RN+ ), ||.||W 1,p(RN+ )
)
−→ L (N−1)pN−p (∂RN+ )
u −→ u|∂RN+
(4.1.1)
est continue. En effet, supposons ce re´sultat de´montre´: on saura alors, graˆce au the´ore`me pre´ce´dent, que{ (
C∞c (RN+ ), ||.||W 1,p(RN+ )
)
−→ Lp(∂RN+ ) ∩ L
(N−1)p
N−p (∂RN+ )
u −→ u|∂RN+
est line´aire continue et admet donc une unique extension line´aire continue
γ˜0 : W
1,p(RN+ ) −→ Lp(∂RN+ ) ∩ L
(N−1)p
N−p (∂RN+ ).
Or, pour tout u ∈ W 1,p(RN+ ), en prenant (un)n≥1 ∈ C∞c (RN+ ) qui converge vers u dans W 1,p(RN+ ) on a,
par de´finition de γ0 et de γ˜0,
un |∂RN+ → γ0(u) dans Lp(∂RN+ ) lorsque n→∞,
un |∂RN+ → γ˜0(u) dans Lp(∂RN+ ) ∩ L
(N−1)p
N−p (∂RN+ ),
donc en particulier dans Lp(∂RN+ ), lorsque n→∞,
ce qui nous donne γ0(u) = γ˜0(u) dans L
p(∂RN+ ), i.e. γ0 = γ˜0, et conclut le lemme.
Montrons donc que (4.1.1) de´finit bien une application line´aire continue.
On constate que, lorsque p = 1, (N − 1)p/(N − p) = 1 et il n’y a donc rien a` faire (c’est le resultat du
the´ore`me 4.1.1). Lorsque p > 1, on a r = (N − 1)p/(N − p) > 1 et φ : R → R de´finie par φ(s) = |s|r
est donc de classe C1, avec φ′(s) = r sgn(s)|s|r−1; ainsi, comme dans la de´monstration du the´ore`me
pre´ce´dent, on trouve, lorsque u ∈ C∞c (RN+ ),
|u(x′, 0)|r = −r
∫ +∞
0
|u(x′, t)|r−1sgn(u(x′, t)) ∂u
∂xN
(x′, t) dt
≤ r
(∫ +∞
0
∣∣∣∣ ∂u∂xN (x′, t)
∣∣∣∣p dt)1/p(∫ +∞
0
|u(x′, t)|p′(r−1) dt
)1/p′
.
46
Puisque (r − 1)p′ = N(p−1)N−p p′ = NpN−p , en inte´grant cette ine´galite´ sur RN−1, en utilisant a` nouveau
l’ine´galite´ de Ho¨lder puis l’injection de Sobolev W 1,p(RN+ ) ↪→ L
Np
N−p (RN+ ) (valide par le point 1) de la
remarque 3.2.2, puisqu’il existe un ope´rateur de prolongement W 1,p(RN+ )→W 1,p(RN )), on trouve C ne
de´pendant que de N et p tel que
||u|∂RN+ ||
(N−1)p
N−p
L
(N−1)p
N−p (∂RN+ )
=
∫
RN−1
|u(x′, 0)|r dx′
≤ r
(∫
RN+
∣∣∣∣ ∂u∂xN (x′, t)
∣∣∣∣p dt dx′
)1/p(∫
RN+
|u(x′, t)| NpN−p dt dx′
)1/p′
≤ Cr||u||1+
Np
p′(N−p)
W 1,p(RN+ )
≤ Cr||u||
(N−1)p
N−p
W 1,p(RN+ )
,
c’est-a`-dire la continuite´ de u ∈ (C∞c (RN+ ), ||.||W 1,p(RN+ )) −→ u|∂RN+ ∈ L
(N−1)p
N−p (∂RN+ ).
Lemme 4.1.2 Si u ∈ Cc(RN+ ) ∩W 1,p(RN+ ), alors γ0(u) = u|∂RN+ .
De´monstration:
Soit (ρn)n≥1 ∈ C∞c (RN ) une approximation de l’unite´ telle que supp(ρn) ⊂ RN− ; u est la restriction a` RN+
d’un v ∈ Cc(RN ). Soit un = (v ∗ ρn)|RN+ ∈ C∞c (RN+ ).
Comme v est continue a` support compact, v ∗ ρn → v uniforme´ment sur RN et un converge donc vers u
uniforme´ment sur RN+ . En particulier, un |∂RN+ → v|∂RN+ = u|∂RN+ uniforme´ment sur ∂RN+ .
Comme le support de ρn est de´centre´ sur RN− , un → u dans W 1,p(RN+ ) (cf preuve de la proposition 3.1.1);
ainsi, γ0(un) = un |∂RN+ → γ0(u) dans Lp(∂RN+ ) et λN−1-presque partout, quitte a` extraire une suite. On
en de´duit que γ0(u) = u|∂RN+ , et le lemme est donc de´montre´.
4.1.2 Trace dans BN+
p est toujours un re´el dans [1,∞[. On prend une norme quelconque sur RN ; BN repre´sente la boule unite´
pour cette norme, BN+ = B
N ∩ RN+ et BN−1 = BN ∩ (RN−1 × {0}) (cf de´finition 2.1.1).
Si u ∈W 1,p(BN+ ) est a` support compact dans BN , par le lemme 1.4.2, le prolongement u˜ de u a` RN+ par 0
hors de BN+ est dans W
1,p(RN+ ); on peut donc de´finir γ0(u˜) ∈ Lp(RN−1) (dans Lp(RN−1)∩L
(N−1)p
N−p (RN−1)
lorsque p ∈ [1, N [), dont la restriction a` BN−1 est dans Lp(BN−1) (dans Lp(BN−1) ∩ L (N−1)pN−p (BN−1)
lorsque p ∈ [1, N [). On a aussi
||γ0(u˜)|BN−1 ||Lp(BN−1) ≤ ||γ0(u˜)||Lp(RN−1)
≤ ||γ0||L(W 1,p(RN+ ),Lp(RN−1))||u˜||W 1,p(RN+ )
≤ ||γ0||L(W 1,p(RN+ ),Lp(RN−1))||u||W 1,p(BN+ )
(avec, en plus, lorsque p ∈ [1, N [, la meˆme chose en remplacant Lp(BN−1) par L (N−1)pN−p (BN−1) et
Lp(RN−1) par L
(N−1)p
N−p (RN−1)).
L’application
γ1
{ {
u ∈W 1,p(BN+ ) a` support compact dans BN
} −→ Lp(BN−1)
u −→ γ0(u˜)|BN−1
est donc line´aire continue. Lorsque p ∈ [1, N [, γ1 est aussi continue a` valeurs dans L
(N−1)p
N−p (BN−1).
Si u ∈ W 1,p(BN+ ) est a` support compact dans BN et continue sur BN+ , alors u˜ ∈ Cc(RN+ ) ∩W 1,p(RN+ ) et
on sait donc que γ0(u˜) = u˜|∂RN+ ; ainsi, pour u ∈ C(BN+ ) ∩W 1,p(BN+ ) a` support compact dans BN , on a
γ1(u) = u|BN−1 .
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4.1.3 Trace sur le Bord d’un Ouvert Faiblement Lipschitzien
Soit p ∈ [1,+∞[ et Ω un ouvert faiblement lipschitzien de RN ; on se donne C = (Oi, ϕi)i∈[1,k] un syste`me
de cartes de Ω et P = (θi)i∈[1,k] une partition de l’unite´ associe´e (i.e. une parition C∞(RN ) de l’unite´ sur
un voisinage de ∂Ω subordonne´e au recouvrement ∂Ω ⊂ ∪ki=1Oi).
On va commencer par de´finir une trace γC,P : W
1,p(Ω) −→ Lp(∂Ω) qui de´pend a priori du syste`me de
cartes et de la partition de l’unite´ associe´e choisis, puis on montrera que γC,P ne de´pend en fait ni de C
ni de P
On remarque que θiu ∈ W 1,p(Oi ∩ Ω) et, ϕ−1i : BN+ → Oi ∩ Ω e´tant un home´omorphisme bilipschitzien,
(θiu)◦ϕ−1i ∈W 1,p(BN+ ). De plus, θi e´tant a` support compact dans Oi, (θiu)◦ϕ−1i est a` support compact
dans BN ; on peut donc de´finir γ1
(
(θiu) ◦ ϕ−1i
) ∈ Lp(BN−1).
ϕi : Oi ∩ ∂Ω→ BN−1 e´tant un home´omorphisme bilipschitzien, on en de´duit que γ1
(
(θiu) ◦ ϕ−1i
) ◦ ϕi ∈
Lp(Oi ∩ ∂Ω) et que donc, en notant Pi : Lp(Oi ∩ ∂Ω)→ Lp(∂Ω) le prolongement par 0 hors de Oi ∩ ∂Ω,
Pi
(
γ1
(
(θiu) ◦ ϕ−1i
) ◦ ϕi) ∈ Lp(∂Ω).
On pose donc, pour u ∈W 1,p(Ω),
γC,P (u) =
k∑
i=1
Pi
(
γ1
(
(θiu)|Oi∩Ω ◦ ϕ−1i
) ◦ ϕi) ∈ Lp(∂Ω). (4.1.2)
Comme, pour tout i ∈ [1, k],
• la multiplication par θi de W 1,p(Ω) dans W 1,p(Ω),
• la restriction W 1,p(Ω)→W 1,p(Oi ∩ Ω),
• le transport par ϕ−1i de W 1,p(Oi ∩ Ω) dans W 1,p(BN+ ),
• la trace γ1 de W 1,p(BN+ ) dans Lp(BN−1),
• le transport par ϕi de Lp(BN−1) dans Lp(Oi ∩ ∂Ω) et
• le prolongement Pi de Lp(Oi ∩ ∂Ω) dans Lp(∂Ω)
sont line´aires continues, l’application γC,P : W
1,p(Ω)→ Lp(∂Ω) est line´aire continue.
Pour montrer que cette application γC,P ne de´pend en fait pas du syste`me de cartes C ni de la partition
de l’unite´ associe´e P que l’on a choisis, on a besoin du lemme suivant.
Lemme 4.1.3 Soit C un syste`me de cartes de ∂Ω et P une partition de l’unite´ associe´e. Si u ∈
C(Ω) ∩W 1,p(Ω) alors γC,P (u) = u|∂Ω.
De´monstration:
Pour tout i ∈ [1, k], (θiu)|Oi∩Ω ∈ W 1,p(Oi ∩ Ω) est continue sur Oi ∩ Ω et a` support compact dans
Oi; ainsi, (θiu)|Oi∩Ω ◦ ϕ−1i ∈ W 1,p(BN+ ) est continue sur BN+ et a` support compact dans BN , donc
γ1
(
(θiu)|Oi∩Ω ◦ ϕ−1i
)
= ((θiu)|Oi∩Ω ◦ ϕ−1i )|BN−1 et γ1
(
(θiu)|Oi∩Ω ◦ ϕ−1i
) ◦ ϕi = (θiu)|Oi∩∂Ω. Comme
θi est nul en dehors de Oi, on en de´duit que Pi
(
γ1
(
(θiu)|Oi∩Ω ◦ ϕ−1i
) ◦ ϕi) = (θiu)|∂Ω. On peut donc
conclure en e´crivant
γC,P (u) =
k∑
i=1
Pi
(
γ1
(
(θiu)|Oi∩Ω ◦ ϕ−1i
) ◦ ϕi)
=
(
k∑
i=1
θi |∂Ω
)
u|∂Ω = u|∂Ω,
puisque (θi)i∈[1,k] est une partition de l’unite´ sur ∂Ω.
On peut alors en de´duire que, si C et C ′ sont deux syste`mes de cartes de ∂Ω et P et P ′ sont deux
partitions de l’unite´ associe´es, respectivement, a` C et C ′, γC,P et γC′,P ′ sont e´gales. En effet, sur
C∞c (Ω) ⊂ C(Ω)∩W 1,p(Ω), γC,P et γC′,P ′ coincident (elles sont toutes deux e´gales a` la restriction sur ∂Ω,
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d’apre`s le lemme 4.1.3); mais C∞c (Ω) est dense dans W 1,p(Ω) et γC,P , γC′,P ′ sont continues sur W 1,p(Ω):
γC,P et γC′,P ′ sont donc e´gales sur W
1,p(Ω).
L’application line´aire continue γC,P , qui ne de´pend donc que de Ω, pas du syste`me de cartes ni de la
partition de l’unite´ associe´e choisis, est note´e γΩ : W
1,p(Ω) → Lp(∂Ω) (ou γ lorsqu’il n’y a pas de
confusion possible sur l’ouvert sur le bord duquel on prend la trace).
Remarque 4.1.2 Si u ∈ W 1,p(Ω) ∩W 1,q(Ω), on peut a priori de´finir deux traces γp(u) ∈ Lp(∂Ω) et
γq(u) ∈ Lq(∂Ω), chacune correspondant aux applications line´aires continues de trace dans W 1,p(Ω) et
dans W 1,q(Ω); en fait, en prenant (un)n≥1 ∈ C∞c (Ω) qui converge vers u dans W 1,p(Ω) et dans W 1,q(Ω)
(cf the´ore`me 3.1.3 avec la remarque 3.1.3) on constate que, puisque γp et γq sont continues et σ est une
mesure finie sur ∂Ω (donc Lp(∂Ω) ↪→ Lq(∂Ω)),
un |∂Ω → γp(u) dans Lp(∂Ω), donc dans Lq(∂Ω),
un |∂Ω → γq(u) dans Lq(∂Ω),
c’est-a`-dire que γp(u) = γq(u) dans L
q(∂Ω). C’est pour cela que l’on ne note jamais la de´pendance de γ
par rapport a` p.
Proposition 4.1.1 Si ϕ : Ω′ → Ω est un home´omorphisme bilipschitzien entre ouverts faiblement
lipschitziens de RN et u ∈W 1,p(Ω), alors γΩ′(u ◦ ϕ) = γΩ(u) ◦ ϕ.
Remarque 4.1.3 ϕ (respectivement ϕ−1) e´tant lipschitzien sur Ω′ (respectivement sur Ω), il se prolonge
de manie`re unique en une application lipschitzienne sur Ω′ (respectivement sur Ω). Comme ϕ◦ϕ−1 = IdΩ
et ϕ−1 ◦ ϕ = IdΩ′ , on a, par continuite´, ϕ ◦ ϕ−1 = IdΩ et ϕ−1 ◦ ϕ = IdΩ′ ; ϕ est donc aussi un
home´omorphisme bilipschitzien entre Ω′ et Ω, ainsi qu’entre ∂Ω′ et ∂Ω.
De´monstration:
Soit u ∈ W 1,p(Ω) et (un)n≥1 ∈ C∞c (Ω) qui converge vers u dans W 1,p(Ω). On voit alors que un ◦ ϕ ∈
C(Ω′)∩W 1,p(Ω′) converge vers u◦ϕ dansW 1,p(Ω′) (the´ore`me 1.4.1); en particulier, γΩ′(un◦ϕ)→ γΩ′(u◦ϕ)
dans Lp(∂Ω′).
De plus, par le lemme 4.1.3, γΩ′(un ◦ ϕ) = (un ◦ ϕ)|∂Ω′ = un |∂Ω ◦ ϕ|∂Ω′ = γΩ(un) ◦ ϕ|∂Ω′ ; mais γΩ(un)→
γΩ(u) dans L
p(∂Ω) et, ϕ e´tant un home´omorphisme bilipschitzien entre ∂Ω′ et ∂Ω, on en de´duit que
γΩ′(un ◦ ϕ) = γΩ(un) ◦ ϕ|∂Ω′ → γ(u) ◦ ϕ|∂Ω′ dans Lp(∂Ω′).
En e´galant les deux limites de (γΩ′(un ◦ ϕ))n≥1, on trouve γΩ′(u ◦ ϕ) = γΩ(u) ◦ ϕ.
4.1.4 Trace dans le cas p =∞
Lorsque p =∞, on sait que W 1,∞(Ω) est forme´ des fonctions lipschitziennes borne´es sur Ω (et la norme
W 1,∞ est e´quivalente a` la norme C0,1(Ω)), donc continues sur Ω. La trace de u ∈ W 1,∞(Ω) sur ∂Ω est
alors de´finie simplement en prenant la restriction de u a` ∂Ω, qui donne une fonction lipschitzienne sur
∂Ω. De plus, la trace ainsi de´finie est line´aire continue W 1,∞(Ω)→ C0,1(∂Ω).
La proposition 4.1.1 est aussi trivialement ve´rifie´e dans ce cas.
4.1.5 L’espace W 1,p0 (Ω)
The´ore`me 4.1.2 Si Ω est un ouvert faiblement lipschitzien de RN et p ∈ [1,+∞[, le noyau de la trace
γΩ : W
1,p(Ω)→ Lp(∂Ω) est l’adhe´rence, note´e W 1,p0 (Ω), de C∞c (Ω) dans W 1,p(Ω).
De´monstration:
La trace e´tant continue, son noyau est un sous-espace ferme´ de W 1,p(Ω); comme il contient C∞c (Ω) (pour
une fonction re´gulie`re, la trace est e´gale a` la restriction sur ∂Ω, laquelle restriction est nulle pour les
e´le´ments de C∞c (Ω)), il contient son adhe´rence dans W 1,p(Ω).
Il reste donc a montrer l’inclusion inverse: ker(γΩ) ⊂ W 1,p0 (Ω), c’est-a`-dire montrer que toute fonction
u ∈W 1,p(Ω) de trace nulle est limite dans W 1,p(Ω) d’une suite de C∞c (Ω).
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♦ Etape 1: approximation par des fonctions a` support borne´.
Soit β ∈ C∞c (RN ) telle que β(0) = 1 et supp(β) ⊂ B(0, 1); on note, pour n ≥ 1, βn = β(·/n).
Prenons u ∈ W 1,p(Ω) de trace nulle et posons un = βnu; en approchant u par des fonctions (fm)m≥1 ∈
C∞c (Ω) on constate que γ(un) = limm→∞(βnfm)|∂Ω = (βn)|∂Ω limm→∞(fm)|∂Ω = (βn)|∂Ωγ(u) = 0 (les
limites e´tant prises dans Lp(∂Ω)). un est donc de trace nulle et a` support dans B(0, n).
On a βn → 1 sur RN , en e´tant majore´e par ||β||L∞(RN ) donc, par convergence domine´e, un → u dans
Lp(Ω). ∇un = βn∇u + u∇βn; pour la meˆme raison que pre´ce´demment, βn∇u → ∇u dans (Lp(Ω))N ;
comme∇βn = 1n∇β(·/n), on a || |∇βn| ||L∞(RN ) ≤ || |∇β| ||L∞(RN )/n→ 0 donc u∇βn → 0 dans (Lp(Ω))N ;
ainsi, ∇un → ∇u dans (Lp(Ω))N , donc un → u dans W 1,p(Ω).
On a montre´ que toute fonction de W 1,p(Ω) de trace nulle peut s’approcher, dans W 1,p(Ω), par des
fonctions de trace nulle et a` supports borne´s. Pour conclure la de´monstration, il suffit de prouver que
toute fonction de W 1,p(Ω) de trace nulle et a` support borne´ peut s’approcher, dans W 1,p(Ω), par des
fonctions de C∞c (RN ).
♦ Etape 2: approximation par des fonctions a` supports compacts.
Soit u ∈W 1,p(Ω) a` support borne´ et telle que γ(u) = 0. Prenons une suite (θn)n≥1 ∈ C∞c (Ω) donne´e par
le lemme B.0.2 (voir Annexe B) et posons un = θnu. Puisque θn → 1 sur Ω en e´tant majore´e par 1, le
the´ore`me de convergence domine´e nous donne un → u dans Lp(Ω). On a ∇un = θn∇u + u∇θn; pour
la meˆme raison que pre´ce´demment, on a θn∇u → ∇u dans (Lp(Ω))N . θn ≡ 1 au voisinage de Kn, donc
∇θn = 0 sur Kn; comme le support de u est borne´, on a, pour n assez grand, (RN\Kn) ∩ supp(u) =
(Ω1/n ∪ (RN\B(0, n)) ∩ supp(u) = Ω1/n ∩ supp(u) ⊂ Ω1/n (avec les notations du corollaire B.0.1 et du
lemme B.0.2), donc
||u|∇θn| ||Lp(Ω) = ||u|∇θn| ||Lp(Ω1/n).
Ainsi, graˆce au corollaire B.0.1, il existe C > 0 et α ≥ 1 tel que, pour n assez grand,
||u|∇θn| ||Lp(Ω) ≤Mn||u||Lp(Ω1/n) ≤ CM || |∇u| ||Lp(Ωα/n).
Encore une fois par convergence domine´e, on constate que || |∇u| ||Lp(Ωα/n) → 0 (car, par de´finition
de Ωα/n, 1Ωα/n∇u → 0 en e´tant majore´e par |∇u| ∈ Lp(Ω)), ce qui donne ||u|∇θn| ||Lp(Ω) → 0 et la
convergence de ∇un vers ∇u dans (Lp(Ω))N .
On a donc montre´ que u est limite, dans W 1,p(Ω), de fonctions de W 1,p(Ω) a` supports compacts dans Ω;
il ne reste donc plus qu’a` montrer que toute fonction u ∈W 1,p(Ω) a` support compact dans Ω est limite,
dans W 1,p(Ω), de fonctions de C∞c (Ω).
♦ Etape 3: approximation par des fonctions re´gulie`res.
Soit u ∈ W 1,p(Ω) a` support compact dans Ω. Le lemme 1.4.2 nous dit que l’extension u˜ de u a` RN par
0 hors de Ω est dans W 1,p(RN ); si (ρn)n≥1 est une suite re´gularisante, on sait alors (cf la de´monstration
du lemme 1.4.1) que un = u˜ ∗ ρn converge vers u˜ dans W 1,p(RN ), donc que un |Ω → u dans W 1,p(Ω);
or un ∈ C∞(RN ) (convolution par une suite re´gularisante) et a son support dans supp(u˜) + supp(ρn),
c’est-a`-dire, pour n assez grand, un compact de Ω (car supp(u˜) = supp(u) est un compact de Ω et
supp(ρn) ⊂ B(0, 1/n)). Ainsi, pour n assez grand, un |Ω ∈ C∞c (Ω) et le the´ore`me est de´montre´.
4.1.6 Espaces de Traces
Dans toute cette partie, Ω est un ouvert faiblement lipschitzien de RN .
De´finition 4.1.1 Lorsque p ∈ [1,+∞], on de´finit l’espace vectoriel
W 1−
1
p ,p(∂Ω) = γ(W 1,p(Ω)) =
{
γ(u) , u ∈W 1,p(Ω)} ,
que l’on munit de la norme
||f ||W 1−1/p,p(∂Ω) = inf
{||u||W 1,p(Ω) | γ(u) = f} .
Remarque 4.1.1
1) W 1−1/p,p(∂Ω) est donc un sous-espace vectoriel de Lp(∂Ω).
2) En fait on a W 0,1(∂Ω) = L1(∂Ω), alge´briquement et topologiquement.
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3) Pour mieux comprendre pourquoi on note ainsi l’espace des traces, et faire le lien avec les espaces
de Sobolev fractionnaires, voir l’annexe C.
En fait, en notant E = W 1,p(Ω) et F = ker(γ) (sous-espace ferme´ de E, puisque γ : E → Lp(∂Ω)
est continue), l’application line´aire continue surjective γ : E → W 1−1/p,p(∂Ω) passe au quotient en une
application line´aire bijective γ : E/F → W 1−1/p,p(∂Ω). La norme ||.||W 1−1/p,p(∂Ω) ci-dessus est en fait
choisie de telle sorte que γ soit un isomorphisme isome´trique entre E/F et W 1−1/p,p(∂Ω) (cf. Annexe A
pour la de´finition de la norme sur E/F et les proprie´te´s de E/F ).
E/F et W 1−1/p,p(∂Ω) sont donc isomorphes et on de´duit, de l’Annexe A, les re´sultats suivants sur
W 1−1/p,p(∂Ω).
Proposition 4.1.2
i) Pour tout p ∈ [1,+∞], W 1−1/p,p(∂Ω) est un espace de Banach.
ii) Pour tout p ∈]1,+∞[, W 1−1/p,p(∂Ω) est re´flexif.
Remarque 4.1.4 On constate aussi aise´ment que γ : W 1,p(Ω)→ W 1−1/p,p(∂Ω) est continue de norme
infe´rieure a` 1.
Lemme 4.1.4 Lorsque 1 ≤ q < p ≤ +∞, W 1−1/p,p(∂Ω) s’injecte continuement et dense´ment dans
W 1−1/q,q(∂Ω).
De´monstration:
Comme ∂Ω est borne´, il existe θ ∈ C∞c (RN ) qui vaut 1 sur un voisinage de ∂Ω.
Soit f ∈ W 1−1/p,p(∂Ω). Il existe u ∈ W 1,p(Ω) tel que γ(u) = f et ||u||W 1,p(Ω) ≤ 2||f ||W 1−1/p,p(∂Ω); en
posant v = θu, on a aussi γ(v) = f (car θ ≡ 1 au voisinage de ∂Ω) et il existe C ne de´pendant que de θ
tel que ||v||W 1,p(Ω) ≤ C||u||W 1,p(Ω).
v ∈ W 1,p(Ω) est a` support de mesure fini (inclus dans le support de θ), donc, puisque q ≤ p, on a
v ∈W 1,q(Ω), de sorte que f = γ(v) ∈W 1−1/q,q(∂Ω). Enfin,
||f ||W 1−1/q,q(∂Ω) ≤ ||v||W 1,q(Ω)
≤ λN (supp(θ))1/q−1/p||v||W 1,p(Ω)
≤ CλN (supp(θ))1/q−1/p||u||W 1,p(Ω)
≤ 2CλN (supp(θ))1/q−1/p||f ||W 1−1/p,p(∂Ω).
L’injection de W 1−1/p,p(∂Ω) dans W 1−1/q,q(∂Ω) est donc bien continue.
Montrons maintenant qu’elle est dense. Soit f ∈ W 1−1/q,q(∂Ω) et u ∈ W 1,q(Ω) dont la trace sur ∂Ω
est f . En prenant (un)n≥1 ∈ C∞c (Ω) qui converge vers u dans W 1,q(Ω) (rappelons que q < ∞), comme
γ : W 1,q(Ω) → W 1−1/q,q(∂Ω) est continue, fn = γ(un) converge vers f dans W 1−1/q,q(∂Ω). Mais,
pour tout n ≥ 1, un ∈ W 1,p(Ω), de sorte que fn ∈ W 1−1/p,p(∂Ω) et f est donc bien la limite, dans
W 1−1/q,q(∂Ω), de fonctions de W 1−1/p,p(∂Ω).
Proposition 4.1.3 Soient (p, q, r) ∈ [1,∞] tels que 1p + 1q = 1r . Si u ∈ W 1,p(Ω) et v ∈ W 1,q(Ω), alors
γ(uv) = γ(u)γ(v); en particulier, la fonction{
W 1−1/p,p(∂Ω)×W 1−1/q,q(∂Ω) −→ W 1−1/r,r(∂Ω)
(f, g) −→ fg (4.1.3)
est bien de´finie et biline´aire continue.
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De´monstration:
On sait de´ja` (proposition 3.1.2) que uv ∈W 1,r(Ω) et γ(uv) est donc bien de´finie.
Supposons pour commencer (p, q) ∈]1,∞[. On peut alors approcher u dans W 1,p(Ω) par (un)n≥1 ∈
C∞c (Ω) et v dans W 1,q(Ω) par (vn)n≥1 ∈ C∞c (Ω); on a alors γ(unvn) = (unvn)|∂Ω = un|∂Ωvn|∂Ω =
γ(un)γ(vn). Or, par continuite´ de la trace, γ(un) → γ(u) dans Lp(∂Ω) et γ(vn) → γ(v) dans Lq(∂Ω),
donc γ(un)γ(vn) → γ(u)γ(v) dans Lr(∂Ω). De plus, par la proposition 3.1.2, unvn → uv dans W 1,r(Ω)
(le produit W 1,p(Ω)×W 1,q(Ω)→ W 1,r(Ω) est biline´aire continu), donc γ(unvn)→ γ(uv) dans Lr(∂Ω).
en passant a` la limite, on trouve donc γ(uv) = γ(u)γ(v).
Si p =∞ et q <∞ (ou l’inverse, quitte a` e´changer les roˆles de p et q), alors on approche v dans W 1,q(Ω)
par (vn)n≥1 ∈ C∞c (Ω); puisque u et vn sont continues sur Ω, γ(uvn) = (uvn)|∂Ω = u|∂Ωvn|∂Ω = γ(u)γ(vn);
or, par continuite´ de la trace, γ(vn)→ γ(v) dans Lq(∂Ω) et γ(uvn)→ γ(uv) dans Lr(∂Ω) (car uvn → uv
dans W 1,r(Ω)). On en de´duit donc, en passant a` la limite, γ(uv) = γ(u)γ(v).
Si p = q = ∞, alors u et v e´tant continues sur Ω, le re´sultat est trivial: γ(uv) = (uv)|∂Ω = u|∂Ωv|∂Ω =
γ(u)γ(v).
Soit (f, g) ∈ W 1−1/p,p(∂Ω) × W 1−1/q,q(∂Ω); par de´finition, il existe (u, v) ∈ W 1,p(Ω) × W 1,q(Ω) tels
que ||u||W 1,p(Ω) ≤ 2||f ||W 1−1/p,p(∂Ω), ||v||W 1,q(Ω) ≤ 2||g||W 1−1/q,q(∂Ω), γ(u) = f et γ(v) = g. Par le
re´sultat pre´ce´dent, fg = γ(uv) ∈ W 1−1/r,r(∂Ω) (puisque uv ∈ W 1,r(∂Ω)) et, en notant C la norme de
l’application bilineaire continue W 1,p(Ω)×W 1,q(Ω)→W 1,r(Ω), on a
||fg||W 1−1/r,r(∂Ω) ≤ ||uv||W 1,r(Ω)
≤ C||u||W 1,p(Ω)||v||W 1,q(Ω)
≤ 4C||f ||W 1−1/p,p(∂Ω)||g||W 1−1/q,q(∂Ω),
ce qui conclut cette de´monstration.
The´ore`me 4.1.3 (Injection de Sobolev) Soit Ω un ouvert faiblement lipschitzien de RN .
i) Si p ∈ [1, N [ alors W 1−1/p,p(∂Ω) s’injecte continuement dans L (N−1)pN−p (∂Ω).
ii) Si p = N alors W 1−1/p,p(∂Ω) s’injecte continuement dans Lq(∂Ω), pour tout q ∈ [1,+∞[.
iii) Si p ∈]N,+∞[ alors W 1−1/p,p(∂Ω) s’injecte continuement dans C0,1−Np (∂Ω).
iv) W 1,∞(∂Ω) = C0,1(∂Ω), et les normes || · ||W 1,∞(∂Ω) et || · ||C0,1(∂Ω) sont e´quivalentes.
De´monstration:
Commenc¸ons par le point iii): on sait que, puisque p > N , W 1,p(Ω) s’injecte continuement dans
C0,1−N/p(Ω); ainsi, les fonctions de W 1,p(Ω) e´tant toutes continues sur Ω, leur trace sur ∂Ω est sim-
plement leur restriction a` ∂Ω. Il suffit ensuite de constater (trivial) que la restriction a` ∂Ω d’une fonction
(1−N/p)-ho¨lde´rienne sur Ω est elle meˆme (1−N/p)-ho¨lderienne sur ∂Ω, avec une norme dans C0,1−N/p(∂Ω)
majore´e par la norme de la fonction dans C0,1−N/p(Ω).
Le point iv) est aussi facile a` voir. Par le raisonnement ci-dessus, valable aussi pour p = ∞, on a de´ja`
W 1,∞(∂Ω) ↪→ C0,1(∂Ω).
Il reste a` voir la re´ciproque. Soit f ∈ C0,1(∂Ω); par le lemme 1.1.2, f admet une extension lipschitzienne
f˜ : Ω→ R de meˆme constante de lipschitz que f et borne´e par ||f ||C0(∂Ω). Par le point iv) du the´ore`me
3.2.5, f˜ ∈ W 1,∞(Ω) avec ||f˜ ||W 1,∞(Ω) ≤ C||f˜ ||C0,1(Ω), ou` C ne de´pend que de Ω; ainsi, f = γ(f˜) ∈
W 1,∞(∂Ω) et on a ||f ||W 1,∞(∂Ω) ≤ C||f˜ ||C0,1(Ω) = C sup∂Ω |f | + CLip(f) = C||f ||C0,1(∂Ω), ce qui conclut
cette partie.
Le point ii) est une simple conse´quence du point i), puisque (par le lemme 4.1.4) W 1−1/N,N (∂Ω) s’injecte
continuement dans W 1−1/l,l(∂Ω) pour tout l ∈ [1, N [ et, lorsque l de´crit [1, N [, (N − 1)l/(N − l) de´crit
[1,+∞[.
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Il reste donc a voir le point i). Notons r = (N − 1)p/(N − p).
On revient a` la de´finition de la trace γ: en prenant un syste`me de cartes (Oi, ϕi)i∈[1,k] de Ω et une
partition de l’unite´ associe´e (θi)i∈[1,k], γ(u) est donne´ par (4.1.2).
Mais, pour tout i ∈ [1, k], les applications
• u ∈W 1,p(Ω)→ (θiu)|Oi∩Ω ◦ ϕ−1i ∈W 1,p(BN+ ),
• γ1 : W 1,p(BN+ )→ Lr(BN−1),
• f ∈ Lr(BN−1)→ f ◦ ϕi ∈ Lr(Oi ∩ ∂Ω),
• Pi : Lr(Oi ∩ ∂Ω)→ Lr(∂Ω)
sont line´aires continues. Ainsi, γ est en fait line´aire continue de W 1,p(Ω) dans Lr(∂Ω) ; on en de´duit que
tout f ∈ W 1−1/p,p(∂Ω) est dans Lr(∂Ω) (car f = γ(u) avec u ∈ W 1,p(Ω)) et, en notant C la norme de
γ : W 1,p(Ω) → Lr(∂Ω), on a, pour tout u ∈ W 1,p(Ω) tel que γ(u) = f , ||f ||Lr(∂Ω) ≤ C||u||W 1,p(Ω) soit,
en prenant la borne infe´rieure sur tous ces u,
||f ||Lr(∂Ω) ≤ C||f ||W 1−1/p,p(∂Ω),
et le the´ore`me est donc de´montre´.
The´ore`me 4.1.4 Soit Ω un ouvert faiblement lipschitzien de RN . Si p ∈]1,+∞], la trace γ : W 1,p(Ω)→
Lp(∂Ω) est compacte.
Remarque 4.1.5 Il revient au meˆme de dire que W 1−1/p,p(∂Ω) s’injecte compactement dans Lp(∂Ω).
De´monstration:
♦ Etape 1: p =∞.
Dans ce cas, par le the´ore`me 4.1.3, W 1,∞(∂Ω) = C0,1(∂Ω) alge´briquement et topologiquement; or, par
le the´ore`me d’Ascoli-Arzela, C0,1(∂Ω) s’injecte compactement dans C0(∂Ω), donc dans L∞(∂Ω), ce qui
conclut la preuve dans le cas p =∞.
♦ Etape 2: un re´sultat technique.
Pour h ∈ RN−1 et g : RN−1 → R ou g : RN → R (auquel cas on conside`re aussi h comme un vecteur de
RN−1 × {0} ⊂ RN ), on note τhg(·) = g(·+ h).
On prend p ∈]1,∞[ et on souhaite montrer que, pour tout h ∈ RN−1 et tout v ∈W 1,p(RN+ ), on a
||τh(γ0(v))− γ0(v)||Lp(RN−1) ≤ (2p)1/p|h|1−1/p||v||W 1,p(RN+ ). (4.1.4)
Cette ine´galite´ ne faisant intervenir que des expressions continues sur W 1,p(RN+ ), il suffit de la montrer
pour v dans un sous-ensemble dense de W 1,p(RN+ ), par exemple C∞c (RN+ ).
Soit v ∈ C∞c (RN+ ). Puisque p > 1, s ∈ R→ |s|p ∈ R est C1, donc
|v(x′ + h, 0)− v(x′, 0)|p = −
∫ +∞
0
p|v(x′ + h, xN )− v(x′, xN )|p−1sgn(v(x′ + h, xN )− v(x′, xN ))
(∂Nv(x
′ + h, xN )− ∂Nv(x′, xN )) dxN ,
soit, apre`s majoration et inte´gration sur x′ ∈ RN−1, graˆce a` l’ine´galite´ de Ho¨lder,
||τh(γ0(v))− γ0(v)||pLp(RN−1)
≤ p
∫
RN+
|τh(v)− v|p−1(x′, xN )|τh(∂Nv)− ∂Nv|(x′, xN ) dx′ dxN
≤ p||τh(v)− v||p−1Lp(RN+ )||τh(∂Nv)− ∂Nv||Lp(RN+ )
≤ 2p||∂Nv||Lp(RN+ )||τh(v)− v||
p−1
Lp(RN+ )
(4.1.5)
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(on a effectue´ le changement de variable y = x + h, de RN+ dans RN+ car h ∈ RN−1, pour trouver que la
norme de τh(∂Nv) dans L
p(RN+ ) est e´gale a` la norme de ∂Nv dans ce meˆme espace).
Or, toujours puisque v ∈ C∞c (RN+ ), on a
|v(x+ h)− v(x)|p =
∣∣∣∣∫ 1
0
∇v(x+ th) · h dt
∣∣∣∣p ≤ ∫ 1
0
|∇v(x+ th)|p|h|p dt,
soit, en inte´grant sur x ∈ RN+ et en utilisant le the´ore`me de Fubini-Tonelli,
||τh(v)− v||pLp(RN+ ) ≤ |h|
p
∫ 1
0
(∫
RN+
|∇v(x+ th)|p dx
)
dt.
Mais, pour tout t ∈ [0, 1], le changement de variable y = x + th (de RN+ dans RN+ , puisque h ∈ RN−1)
donne ∫
RN+
|∇v(x+ th)|p dx =
∫
RN+
|∇v(y)|p dy ≤ ||v||p
W 1,p(RN+ )
,
et on trouve donc
||τh(v)− v||Lp(RN+ ) ≤ |h| × ||v||W 1,p(RN+ ),
ce qui, associe´ a` (4.1.5), donne (4.1.4).
♦ Etape 3: conclusion pour p <∞.
Soit (un)n≥1 une suite borne´e dans W 1,p(Ω). On prend (Oi, ϕi)i∈[1,k] un syste`me de cartes de Ω et
(θi)i∈[1,k] une partition de l’unite´ associe´e; d’apre`s la de´finition (4.1.2) de γ, il suffit de montrer que l’on
peut, pour tout i ∈ [1, k], extraire une suite de (v(i)n )n≥1 = ((θiun)|Oi∩Ω ◦ ϕ−1)n≥1 ∈ W 1,p(BN+ ), encore
note´e (v
(i)
n )n≥1, telle que (γ1(v
(i)
n ))n≥1 converge dans Lp(BN−1) (car alors, par extraction diagonale, on
pourra choisir une suite extraite commune a` tous les i ∈ [1, k], ce qui nous donnera, la composition par
ϕi et l’extension Pi e´tant continues dans les espaces L
p, la convergence de (γ(un))n≥1).
Soit donc i ∈ [1, k] et notons fn = γ1(v(i)n ); nous voulons montrer que (fn)n≥1 est relativement compacte
dans Lp(BN−1) en utilisant le the´ore`me de Kolmogorov.
Comme (un)n≥1 est borne´e dans W 1,p(Ω) et comme la multiplication par θi et la composition par ϕ−1i
sont line´aires continues, (v
(i)
n )n≥1 est borne´e dans W 1,p(BN+ ); de plus, pour tout n ≥ 1, le support de v(i)n
est contenu dans ϕi(supp(θi)) = Ki compact de B
N . L’extension E(v
(i)
n ) de v
(i)
n a` RN+ par 0 hors de BN+
est donc dans W 1,p(RN+ ).
Soit P : Lp(BN−1) → Lp(RN−1) le prolongement par 0 hors de BN−1; comme (fn)n≥1 est borne´e dans
Lp(BN−1) ((v(i)n )n≥1 est borne´e dans W 1,p(BN+ )), {Pfn , n ≥ 1} est borne´ dans Lp(RN−1); il ne reste
donc plus qu’a` voir l’e´quicontinuite´ des translations.
On a Pfn = γ0(E(v
(i)
n )) (fn = γ1(v
(i)
n ) dans Lp(BN−1) et Pfn tout comme γ0(E(v
(i)
n )) sont nuls hors
de BN−1); puisque E(v(i)n ) ainsi que son gradient sont nuls hors de BN+ , par (4.1.4) applique´ a` E(v
(i)
n ) ∈
W 1,p(RN+ ), on obtient
||τh(Pfn)− Pfn||Lp(RN−1) ≤ (2p)1/p|h|1−1/p||v(i)n ||W 1,p(BN+ ),
soit, en notant M une borne de (v
(i)
n )n≥1 dans W 1,p(BN+ ),
||τh(Pfn)− Pfn||Lp(RN−1) ≤ (2p)1/pM |h|1−1/p.
p e´tant strictement supe´rieur a` 1, cela donne l’e´quicontinuite´ des translations sur {Pfn , n ≥ 1} et conclut
cette preuve.
4.2 Inte´gration par Parties
4.2.1 Normale Exte´rieure a` ∂Ω
Dans toute cette partie, Ω est un ouvert faiblement lipschitzien de RN .
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Construction
On de´finit, pour x ∈ ∂Ω, l’espace tangeant a` ∂Ω en x par
Tx∂Ω = {c′(0) ; c :]− ε, ε[→ ∂Ω lipschitzienne , c(0) = x , c de´rivable en 0}.
On remarque que cette de´finition ne de´pend que de ∂Ω (pas d’un syste`me de parame´trisations de ∂Ω).
Proposition 4.2.1 Pour σ-presque tout x ∈ ∂Ω, Tx∂Ω est un hyperplan de RN .
De´monstration:
Puisque ∂Ω peut eˆtre recouvert par un nombre fini de parame´trisations locales, il suffit de montrer que,
pour toute parame´trisation locale (τ,O ∩ ∂Ω) de ∂Ω, Tx∂Ω est un hyperplan de RN pour σ-presque tout
x ∈ O ∩ ∂Ω.
Par la proposition 2.2.1, on sait qu’il existe A ⊂ BN−1 de mesure nulle tel que, pour tout y ∈ BN−1\A, τ
est de´rivable en y et ∂τ∂y1 (y)∧ · · · ∧ ∂τ∂yN−1 (y) 6= 0, c’est-a`-dire que les vecteurs ( ∂τ∂y1 (y), . . . , ∂τ∂yN−1 (y)) sont
libres; l’espace vectoriel engendre´ par ces vecteurs, qui n’est autre que Im(τ ′(y)), est alors un hyperplan.
Nous allons voir que, pour tout y ∈ BN−1\A, Tτ(y)∂Ω = Im(τ ′(y)); comme
σ(τ(A)) =
∫
A
∣∣∣∣ ∂τ∂y1 (y) ∧ · · · ∧ ∂τ∂yN−1 (y)
∣∣∣∣ dy = 0,
on en de´duira bien que, pour σ-presque tout x ∈ O∩∂Ω (pour x ∈ O∩∂Ω\τ(A)), Tx∂Ω est un hyperplan.
Soit y ∈ BN−1\A et x = τ(y).
Prenons h ∈ RN−1 et posons, pour |t| < dist(y,RN−1\BN−1)/|h|, c(t) = τ(y + th) ∈ ∂Ω; τ e´tant
lipschitzienne et de´rivable en y, c est lipschitzienne et de´rivable en 0; ainsi, c′(0) = τ ′(y)h ∈ Tx∂Ω. Ceci
e´tant vrai pour tout h ∈ RN−1, on en de´duit Im(τ ′(y)) ⊂ Tx∂Ω.
Prenons maintenant c :] − ε, ε[→ ∂Ω lipschitzienne, valant x en 0 et de´rivable en 0; quitte a` re´duire ε,
on peut supposer que c(]− ε, ε[) ⊂ O ∩ ∂Ω; notons c = τ−1 ◦ c. Par de´finition, c(t) = x+ c′(0)t+ tη(t),
avec η(t) → 0 lorsque t → 0; par de´rivabilite´ de τ en y, on a τ(c(t)) = τ(y) + τ ′(y)(c(t) − y) + ||c(t) −
y||η˜(c(t) − y), ou` η˜(X) → 0 lorsque X → 0. Comme τ(y) = x et τ(c(t)) = c(t), on obtient donc
τ ′(y)(c(t)− y) + ||c(t)− y||η˜(c(t)− y) = tc′(0) + tη(t), soit, en divisant par t > 0,
c′(0) = τ ′(y)
(
c(t)− y
t
)
+
∣∣∣∣∣∣∣∣c(t)− yt
∣∣∣∣∣∣∣∣ η˜(c(t)− y)− η(t). (4.2.1)
Or c = τ−1 ◦ c est, comme τ−1 et c, lipschitzienne, donc ( c(t)−yt )t∈]0,ε[ est borne´ dans RN (rappelons que
c(0) = y); il existe donc tn → 0 tel que c(tn)−ytn → ζ ∈ RN . En appliquant (4.2.1) avec tn a` la place de
t puis en passant a` la limite n → ∞, on trouve donc c′(0) = τ ′(y)ζ ∈ Im(τ ′(y)). Ceci e´tant vrai pour
toute courbe lipschitzienne c passant par x en 0 et de´rivable en 0, on en de´duit Tx∂Ω ⊂ Im(τ ′(y)), ce qui
conclut la de´monstration.
On peut donc, pour σ-presque tout x ∈ ∂Ω, de´finir une normale unitaire (pour la norme euclidienne)
au bord de ∂Ω, i.e. un vecteur unitaire de (Tx∂Ω)
⊥. Il faut cependant faire un choix (on a deux tels
vecteurs possibles), de telle sorte que l’on obtienne une application x ∈ ∂Ω→ n(x) ∈ (Tx∂Ω)⊥ ⊂ RN qui
soit mesurable (et donc dans (L∞(∂Ω))N puisque, pour tout x ∈ ∂Ω, |n(x)| = 1).
Le choix que nous allons faire est intimement lie´ a` la formule d’inte´gration par parties, seule justification
de l’introduction de cette normale.
Pour de´finir cette normale, nous avons besoin du lemme suivant, qui sera aussi primordial pour de´montrer
la formule d’inte´gration par parties.
Lemme 4.2.1 Si ϕ : U → V est un home´omorphisme localement lipschitzien entre deux ouverts con-
nexes de RN , il existe ε ∈ {−1,+1} tel que, pour tout x ∈ U point de de´rivabilite´ de ϕ, on a εJϕ(x) ≥ 0.
Si de plus ϕ est bilipschitzien, il existe C > 0 tel que, pour tout x ∈ U point de de´rivabilite´ de ϕ, on a
εJϕ(x) ≥ C.
Remarque 4.2.1
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1) Le re´sultat de ce lemme (trivial dans le cas ou` ϕ est un diffe´omorphisme) est assez fort; en effet,
le jacobien de ϕ est tout au plus L∞, et il n’est donc pas du tout e´vident qu’il ait un signe.
2) En fait, seul le cas ou` ϕ est un home´omorphisme bilipschitzien entre deux ouverts borne´s de RN nous
inte´ressera. Cependant, nous citons ce lemme un peu plus ge´ne´ral car il nous semble inte´ressant
pour lui-meˆme.
De´monstration:
La de´monstration de ce lemme repose sur l’utilisation du degre´ topologique, que nous noterons d. Pour
utiliser cet outil, nous devons donc dans un premier temps supposer que U est borne´.
♦ Etape 1: on suppose que W et W ′ sont des ouverts connexes de RN , que W est borne´ et que ϕ est
un home´omorphisme localement lipschitzien entre W et W ′ ainsi qu’entre W et W ′ (en particulier, ϕ est
continue sur W et on peut parler du degre´ de ϕ sur W en un point y ∈ RN\ϕ(∂W )).
On a alors ϕ(∂W ) = ∂W ′.
Commenc¸ons par constater que, si (y0, y1) ∈ W ′, alors d(ϕ,W, y0) = d(ϕ,W, y1). En effet, W ′ e´tant un
ouvert connexe, il est connexe par arc, donc il existe une application continue y : [0, 1] → W ′ telle que
y(0) = y0 et y(1) = y1; pour tout t ∈ [0, 1], on a donc y(t) 6∈ ϕ(∂W ), puisque ϕ(∂W ) = ∂W ′. Ainsi, par
la proprie´te´ d’invariance du degre´ topologique par homotopie, d(ϕ,W, y(t)) est inde´pendant de t, ce qui
donne bien d(ϕ,W, y0) = d(ϕ,W, y1). Le degre´ de ϕ sur W en y ∈ W ′ ne de´pendant pas de y, nous le
noterons d(ϕ,W,W ′); c’est un entier relatif.
Soit x0 ∈ W point de de´rivabilite´ de ϕ. Si ϕ′(x0) 6∈ GLN (R), alors Jϕ(x0) = 0 et il n’y a rien a` prouver
(quel que soit le choix de ε que l’on fera dans {−1, 1}, on aura εJϕ(x0) ≥ 0).
On suppose donc que ϕ′(x0) est inversible. Dans ce cas, le lemme 1.2.1 nous dit que ϕ−1 est de´rivable
en ϕ(x0) (de de´rive´e (ϕ
′(x0))−1); en particulier, il existe M > 0 et O ⊂ W ′ voisinage de ϕ(x0) tels que,
pour tout z ∈ O,
|ϕ−1(z)− ϕ−1(ϕ(x0))− (ϕ′(x0))−1(z − ϕ(x0))| ≤M |z − ϕ(x0)|,
ce qui implique
|ϕ−1(z)− ϕ−1(ϕ(x0))| ≤ (M + ||(ϕ′(x0))−1||) |z − ϕ(x0)|.
Soit x ∈ ϕ−1(O); en appliquant cette dernie`re ine´galite´ a` z = ϕ(x), on trouve donc
|ϕ(x)− ϕ(x0)| ≥ K|x− x0|, (4.2.2)
avec K = 1/(M + ||(ϕ′(x0))−1||) > 0.
Par de´finition de la de´rivabilite´ de ϕ en x0, |ϕ(x) − ϕ(x0) − ϕ′(x0)(x − x0)| ≤ |x − x0|η(|x − x0|) avec
η(s)→ 0 lorsque s→ 0. ϕ−1(O) e´tant un voisinage de x0, on peut donc trouver α > 0 tel que η(α) < K
et B(x0, α) ⊂ ϕ−1(O).
Comme B(x0, α) et ∅ sont des ouverts disjoints de W et ϕ(x0) 6∈ ϕ(W\(B(x0, α)∪∅)) (ϕ : W →W ′ e´tant
un home´omorphisme, la seule solution x ∈ W de ϕ(x) = ϕ(x0) est x = x0), la proprie´te´ d’additivite´ du
degre´ nous permet de voir que d(ϕ,W,W ′) = d(ϕ,W,ϕ(x0)) = d(ϕ,B(x0, α), ϕ(x0)) + d(ϕ, ∅, ϕ(x0)) =
d(ϕ,B(x0, α), ϕ(x0)).
Soit h : [0, 1]×B(x0, α)→ RN de´finie par h(t, x) = ϕ(x)+t(ϕ(x0)+ϕ′(x0)(x−x0)−ϕ(x)). h est continue
et, pour tout t ∈ [0, 1], ϕ(x0) 6∈ h(t, ∂B(x0, α)); en effet, dans le cas contraire, on aurait x ∈ ∂B(x0, α) tel
que ϕ(x)− ϕ(x0) = t(ϕ(x)− ϕ(x0)− ϕ′(x0)(x− x0)), soit, en prenant les normes et en utilisant (4.2.2),
Kα = K|x− x0|
≤ |ϕ(x)− ϕ(x0)|
≤ |ϕ(x)− ϕ(x0)− ϕ′(x0)(x− x0)|
≤ |x− x0|η(|x− x0|) = αη(α).
En divisant par α > 0, on en de´duirait η(α) ≥ K, ce qui est une contradiction avec le choix de
α. L’invariance du degre´ par homotopie nous donne donc d(ϕ,W,W ′) = d(h(0, ·), B(x0, α), ϕ(x0)) =
d(h(1, ·), B(x0, α), ϕ(x0)) = d(ϕ(x0)+ϕ′(x0)(·−x0), B(x0, α), ϕ(x0)). Mais ψ = ϕ(x0)+ϕ′(x0)(·−x0) est
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C∞, n’a aucun point critique (car, pour tout x ∈ RN , ψ′(x) = ϕ′(x0) est inversible), et le seul ante´ce´dent
de ϕ(x0) par ψ est x0 (ψ est injective sur RN ); donc, par construction du degre´, d(ψ,B(x0, α), ϕ(x0)) =
sgn(Jψ(x0)) = sgn(det(ϕ
′(x0))) = sgn(Jϕ(x0)).
Ainsi, on a montre´ que, pour tout x ∈W point de de´rivabilite´ de ϕ, on a soit Jϕ(x) = 0, soit sgn(Jϕ(x)) =
d(ϕ,W,W ′); on en de´duit que, s’il existe x0 ∈ W tel que Jϕ(x0) 6= 0, alors ε = d(ϕ,W,W ′) est dans
{−1,+1} et ve´rifie, pour tout x ∈W point de de´rivabilite´ de ϕ, εJϕ(x) ≥ 0.
♦ Etape 2: on prouve la premie`re partie du lemme.
Si, pour tout x ∈ U point de de´rivabilite´ de ϕ, on a Jϕ(x) = 0, il n’y a rien a` prouver. Supposons donc
que ce n’est pas le cas et prenons x0 ∈ U un point de de´rivabilite´ de ϕ tel que Jϕ(x0) 6= 0. On note
ε = sgn(Jϕ(x0)) ∈ {−1, 1}. Nous allons montrer que ce ε convient, i.e. que pour tout x ∈ U point de
de´rivabilite´ de ϕ, on a εJϕ(x) ≥ 0.
Soit x ∈ U point de de´rivabilite´ de ϕ. U e´tant connexe, il est connexe par arc; il existe donc un arc C (donc
un ensemble compact) dans U qui relie x a` x0. Soit s < dist(C,RN\U)/2 et W = C +B(0, s); W est un
ouvert relativement compact dans U (en effet, W est borne´ puisque C est borne´ et W = C+B(0, s) ⊂ U
par choix de s); W est de plus connexe (en effet, si (a, b) ∈ W , alors il existe (a′, b′) ∈ C tels que
a ∈ a′ + B(0, s) et b ∈ b′ + B(0, s); les boules e´tant connexes par arc, on peut relier a a` a′ par un arc
dans a′ + B(0, s) ⊂ W , ainsi que b a` b′ par un arc dans b′ + B(0, s) ⊂ W ; puisque (a′, b′) ∈ C, ces deux
points sont reliables par un arc inclus dans W — cet arc est simplement un bout de C — , ce qui prouve
que l’on peut finalement relier a a` b par un arc dans W ).
W e´tant connexe relativement compact dans U , on constate que W ′ = ϕ(W ) est un ouvert connexe
dans V et que ϕ est un home´omorphisme entre W et W ainsi qu’entre W et W ′. Ainsi, par l’e´tape 1,
comme x0 ∈ W est un point non-singulier de ϕ, il existe εW ∈ {−1, 1} tel que, pour tout y ∈ W point
de de´rivabilite´ de ϕ, on a εWJϕ(y) ≥ 0. Puisque x0 ∈W est un point de de´rivabilite´ de ϕ, on en de´duit
εWJϕ(x0) = εW ε ≥ 0, donc εW = ε; et comme x ∈ W est un point de de´rivabilite´ de ϕ, on obtient
finalement εJϕ(x) = εWJϕ(x) ≥ 0, ce qui conclut la de´monstration de la premie`re partie du lemme.
♦ Etape 3: on suppose de plus que ϕ est bilipschitzienne.
Si ϕ est de´rivable en x alors, en utilisant le caracte`re lipschitzien de ϕ−1 nous avons, pour tout h ∈ RN
et t assez petit, |ϕ(x + th) − ϕ(x)| ≥ (Lip(ϕ−1))−1|th|, soit, en divisant par t et en faisant tendre t
vers 0, |ϕ′(x)h| ≥ (Lip(ϕ−1))−1|h|. Ainsi, ϕ′(x) est inversible (elle est injective), d’inverse Ax ∈ MN (R)
ve´rifiant, pour tout v ∈ RN , |Axv| ≤ Lip(ϕ−1)|v| (c’est l’ine´galite´ pre´ce´dente applique´e a` h = Axv),
donc |Ax| ≤ Lip(ϕ−1). On a Jϕ(x) = det(ϕ′(x)) = (det(Ax))−1; or le de´terminant est une fonction
polynomiale des coefficients de la matrice, donc puisque |Ax| ≤ Lip(ϕ−1), il existe C1 ne de´pendant que
de Lip(ϕ−1) (pas de x) tel que |det(Ax)| ≤ C1; on en de´duit donc, pour tout x point de de´rivabilite´ de
ϕ, |Jϕ(x)| ≥ C > 0, avec C = 1/C1, ce qui conclut la de´monstration du lemme.
Nous pouvons maintenant de´finir une normale unitaire a` ∂Ω, que nous dirons “exte´rieure” (voir la sous-
section suivante pour une justification de cette terminologie).
Soit C = (Oi, ϕi)i∈[1,k] un syste`me de cartes de Ω et P = (θi)i∈[1,k] une partition de l’unite´ associe´e a` C.
Puisque, pour tout i ∈ [1, k], ϕ−1i : BN → Oi est un home´omorphisme bilipschitzien, il existe, par le
lemme 4.2.1, εi ∈ {−1, 1} tel que, lorsque ϕ−1i est de´rivable en x ∈ BN , εiJϕ−1i (x) > 0.
En notant τi : B
N−1 → Oi ∩ ∂Ω la parame´trisation locale associe´e a` ϕi (i.e. τi = ϕ−1i |BN−1), on de´finit
σ-presque partout sur ∂Ω une normale exte´rieure par
nC,P (x) = −
k∑
i=1
εiθi(x)
 ∂τi∂y1 ∧ · · · ∧ ∂τi∂yN−1∣∣∣ ∂τi∂y1 ∧ · · · ∧ ∂τi∂yN−1 ∣∣∣
 ◦ τ−1i (x).
(on a bien suˆr e´tendu les fonctions θi
(
∂τi
∂y1
∧···∧ ∂τi∂yN−1∣∣∣ ∂τi∂y1 ∧···∧ ∂τi∂yN−1 ∣∣∣
)
◦ τ−1i par 0 hors de leur domaine de de´finition
Oi ∩ ∂Ω). Clairement, nC,P : ∂Ω→ RN est mesurable et essentiellement borne´e.
Comme, pour σ-presque tout x ∈ Oi ∩ ∂Ω,(
∂τi
∂y1
∧ · · · ∧ ∂τi
∂yN−1
)
(τ−1i (x))⊥Tx∂Ω
57
(cf la de´monstration de la proposition 4.2.1: on a montre´ que, pour λN−1-presque tout y ∈ BN−1,
Tτi(y)∂Ω = Vect(
∂τi
∂y1
(y), . . . , ∂τi∂yN−1 (y))), on a bien nC,P (x)⊥Tx∂Ω pour σ-presque tout x ∈ ∂Ω.
Pour l’instant, la normale que nous avons de´fini semble de´pendre du syste`me de cartes C et de la partition
de l’unite´ associe´e P choisis. Supposons un instant que cette normale ne de´pend pas de (C,P ), i.e. qu’il
existe n : ∂Ω→ RN telle que, pour tout syste`me de cartes C et toute partition de l’unite´ associe´e P , on ait
n = nC,P σ-presque partout sur ∂Ω. Soit alors C = (Oi, ϕi)i∈[1,k] un syste`me de cartes et P = (θi)i∈[1,k]
une partition de l’unite´ associe´e a` C. Soit i0 ∈ [1, k] et K un compact de Oi0 ; il existe Θ ∈ C∞c (Oi) telle
que 0 ≤ Θ ≤ 1 et Θ ≡ 1 sur K; C˜ = ((Oi0 , ϕi0), (O1, ϕ1), . . . , (Ok, ϕk)) (on re´pe`te la carte (Oi0 , ϕi0)
deux fois dans C˜) est un syste`me de cartes de Ω et P˜ = (Θ, (1 − Θ)θ1, · · · , (1 − Θ)θk) est une partition
de l’unite´ associe´e a` C˜; on sait donc que n = nC˜,P˜ σ-presque partout sur ∂Ω; or, σ-presque partout sur
K ∩ ∂Ω, on a
nC˜,P˜ = −εi0
 ∂τi0∂y1 ∧ · · · ∧ ∂τi0∂yN−1∣∣∣∂τi0∂y1 ∧ · · · ∧ ∂τi0∂yN−1 ∣∣∣
 ◦ τ−1i0 ,
ce qui signifie que |n| = |nC˜,P˜ | = 1 σ-presque partout sur K ∩ ∂Ω; ceci e´tant vrai pour tout i0 ∈ [1, k] et
tout compact K de Oi0 , on en de´duit |n| = 1 σ-presque partout sur ∪ki=1Oi ∩ ∂Ω = ∂Ω, i.e. que n est
unitaire.
Nous verrons, au cours de la de´monstration de la formule d’inte´gration par parties, que la normale ci-
dessus est bien inde´pendante de (C,P ). Modulo ce re´sultat, on a donc construit une normale unitaire
exte´rieure n ∈ (L∞(∂Ω))N , qui ne de´pend que de Ω.
Cas d’un Ouvert Fortement Lipschitzien
Lorsque Ω est fortement lipschitzien, les choses sont sensiblement plus simples; on peut en effet voir
imme´diatement le caracte`re intrinse`que de n et justifier le terme “exte´rieur”.
Le proble`me revient donc a` choisir de manie`re intrinse`que et mesurable, pour σ-presque tout x ∈ ∂Ω, un
vecteur unitaire n˜(x) de (Tx∂Ω)
⊥.
Pour faire un tel choix mesurable, nous prendrons la “normale exte´rieure a` ∂Ω” dans le sens
Pour σ-presque tout x ∈ ∂Ω, ∃εx > 0 tel que, ∀ε ∈]0, εx[ , x+ εn˜(x) 6∈ Ω. (4.2.3)
Si ceci a un sens (i.e. si (4.2.3) de´finit bien une unique normale mesurable), cette de´finition ne de´pend
que de Ω, pas d’un eventuel syste`me de cartes locales de ∂Ω.
Afin de montrer qu’une telle normale existe et donne un choix unique et mesurable, nous allons utiliser
un couple (V, η) donne´ par la de´finition de Ω fortement lipschitzien; prenons x ∈ V ∩ ∂Ω tel que Tx∂Ω =
Im(τ ′(yx)), ou` (τ, V ∩ ∂Ω) est la parame´trisation locale issue de (V, η) (i.e. τ(y) = (y, η(y))) et yx =
τ−1(x). Par la de´monstration de la proposition 4.2.1, on sait que σ-presque tout x ∈ V ∩ ∂Ω satisfait
cette e´galite´.
On a donc
Tx∂Ω = Im(τ
′(yx))
= Im(IdRN−1 , η
′(yx))
= Vect
((
ei +
(
0, . . . , 0,
∂η
∂yi
(yx)
))
i∈[1,N−1]
)
.
Les vecteurs normaux unitaires a` Tx∂Ω sont donc
n˜+(x) =
(∇η(τ−1(x)),−1)√
1 + |∇η(τ−1(x))|2 et n˜−(x) = −
(∇η(τ−1(x)),−1)√
1 + |∇η(τ−1(x))|2 .
Nous allons montrer que seul n˜+ ve´rifie la condition (4.2.3), ce qui nous permettra de voir que n est
de´finie de manie`re unique et est mesurable (car x→ n˜+(x) est mesurable sur V ∩ ∂Ω).
Par de´finition de ∇η, on a η(yx + r∇η(yx)) = η(yx) + r|∇η(yx)|2(1 + δ(r)), avec δ(r)→ 0 lorsque r → 0.
Donc, en prenant κ ∈ {−1,+1}, on a, pour ε > 0 tel que B(x, ε) ⊂ V ,
x+ εn˜κ(x) 6∈ Ω ⇐⇒
(
yx + κ
ε√
1 + |∇η(yx)|2
∇η(yx), η(yx) + κ −ε√
1 + |∇η(yx)|2
)
6∈ Ω
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⇐⇒ η
(
yx + κ
ε√
1 + |∇η(yx)|2
∇η(yx)
)
≥ η(yx) + κ −ε√
1 + |∇η(yx)|2
⇐⇒ κ |∇η(yx)|
2√
1 + |∇η(yx)|2
(1 + δ(ε)) ≥ κ −1√
1 + |∇η(yx)|2
(ou` δ(ε) → 0 lorsque ε → 0). La condition“x + εn˜κ(x) 6∈ Ω pour tout ε assez petit” n’est donc re´alise´e
que dans le cas κ = +1 (dans le cas κ = −1, la dernie`re ine´galite´ n’est pas re´alise´e lorsque ε → 0; dans
le cas κ = +1, elle est re´alise´e de`s que δ(ε) ≥ −1, i.e. pour tout ε assez petit).
La normale ainsi construite dans le cas fortement lipschitzien est bien suˆr la meˆme que celle que l’on
a construite dans la partie pre´ce´dente; en effet, une fois que l’on sait que nC,P construit dans la partie
pre´ce´dente ne de´pend pas de (C,P ), on peut calculer localement n = nC,P dans la parame´trisation
(τ, V ∩ ∂Ω) adapte´e a` (V, η).
On commence par constater que la carte locale (O,ϕ) adapte´e a` (V, η) est, a` une translation et une
homothe´tie pre`s, O = V et x→ (x′, xN − η(x′)); le jacobien de ϕ est donc du meˆme signe que∣∣∣∣ Id 0−η′ 1
∣∣∣∣ = 1,
c’est-a`-dire positif; le ε associe´ a` ϕ dans la de´finition de nC,P est donc +1.
De plus,
∂τ
∂y1
∧ · · · ∧ ∂τ
∂yN−1
= (e1 +

0
...
0
∂η
∂y1
) ∧ · · · ∧ (eN−1 +

0
...
0
∂η
∂yN−1
).
Or le vecteur (∇η,−1) est orthogonal a` chaque vecteur (ei + (0, . . . , 0, ∂η∂yi ))i∈[1,N−1], donc proportionnel
a` ∂τ∂y1 ∧ · · · ∧ ∂τ∂yN−1 ; de plus, la N -e`me composante de
(e1 +

0
...
0
∂η
∂y1
) ∧ · · · ∧ (eN−1 +

0
...
0
∂η
∂yN−1
)
est
(e1 +

0
...
0
∂η
∂y1
) ∧ · · · ∧ (eN−1 +

0
...
0
∂η
∂yN−1
) · eN =
∣∣∣∣∣∣∣∣∣∣∣∣
1 0 · · · · · · 0
0
. . .
. . .
...
...
. . .
. . .
. . .
...
0 · · · 0 1 0
∂η
∂y1
· · · · · · ∂η∂yN−1 1
∣∣∣∣∣∣∣∣∣∣∣∣
= 1,
et on peut donc en de´duire ∂τ∂y1 ∧· · ·∧ ∂τ∂yN−1 = −(∇η,−1), soit, σ-presque partout sur V ∩∂Ω, nC,P = n˜.
4.2.2 Inte´gration par Parties
Nous commenc¸ons par prouver quelques lemmes techniques pre´liminaires avant de citer et de´montrer le
the´ore`me principal.
Lemme 4.2.2 Soit ψ ∈ C∞(RN ;RN ); on note, pour (i, j) ∈ [1, N ]2 et x ∈ RN , ∆ψi,j(x) le mineur (i, j)
de ψ′(x), c’est-a`-dire
∆ψi,j(x) = (−1)i+j
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
∂ψ1
∂x1
(x) · · · ∂ψ1∂xj−1 (x)
∂ψ1
∂xj+1
(x) · · · ∂ψ1∂xN (x)
...
...
...
...
∂ψi−1
∂x1
(x) · · · ∂ψi−1∂xj−1 (x)
∂ψi−1
∂xj+1
(x) · · · ∂ψi−1∂xN (x)
∂ψi+1
∂x1
(x) · · · ∂ψi+1∂xj−1 (x)
∂ψi+1
∂xj+1
(x) · · · ∂ψi+1∂xN (x)
...
...
...
...
∂ψN
∂x1
(x) · · · ∂ψN∂xj−1 (x)
∂ψN
∂xj+1
(x) · · · ∂ψN∂xN (x)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.
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On a alors, pour tout (i, j) ∈ [1, N ]2 et x ∈ RN ,
i)
∑N
k=1
∂ψj
∂xk
(x)∆ψi,k(x) = δi,jJψ(x) (ou` δi,j est le symbole de Kro¨necker),
ii)
∑N
k=1
∂∆ψi,k
∂xk
(x) = 0.
De´monstration:
♦ Preuve du point i).
Lorsque i = j, la formule est simplement l’expression du de´veloppement du de´terminant Jψ(x) par
rapport a` la i-e`me ligne.
Lorsque i 6= j, le de´terminant D obtenu en remplacant la i-e`me ligne (∂ψi∂x1 (x), . . . ,
∂ψi
∂xN
(x)) de ψ′(x) par
la j-e`me ligne (
∂ψj
∂x1
(x), . . . ,
∂ψj
∂xN
(x)) est nul (les lignes i et j de D sont identiques); en de´veloppant D par
rapport a` sa i-e`me ligne, on trouve alors
∑N
k=1
∂ψj
∂xk
(x)∆ψi,k(x) = 0.
♦ Preuve du point ii).
Introduisons d’abord quelques notations pour simplifier les calculs. i e´tant fixe´, on note
f = (ψ1, . . . , ψi−1, ψi+1, . . . , ψN )T
et, lorsque l ∈ [1, N − 1],
pour l < k, Xk,l = ∂lf
pour l ≥ k, Xk,l = ∂l+1f,
de sorte que
(−1)i∆ψi,k = (−1)kdet(Xk,1, . . . , Xk,N−1).
On a alors, par multiline´arite´ du de´terminant,
(−1)i∂k∆ψi,k =
N−1∑
l=1
(−1)kdet(Xk,1, . . . , Xk,l−1, ∂kXk,l, Xk,l+1, . . . , Xk,N−1)
d’ou`, en notant ak,l = (−1)kdet(Xk,1, . . . , Xk,l−1, ∂kXk,l, Xk,l+1, . . . , Xk,N−1),
(−1)i
N∑
k=1
∂k∆
ψ
i,k =
N∑
k=1
N−1∑
l=1
ak,l
=
∑
(k,l)∈E
ak,l +
∑
(k,l)∈F
ak,l,
ou` E = {(k, l) ∈ [1, N ]× [1, N − 1] | k > l} et F = {(k, l) ∈ [1, N ]× [1, N − 1] | k ≤ l}.
Or l’application {
E −→ F
(a, b) −→ (b, a− 1)
est bien de´finie et c’est une bijection. En effet, si (a, b) ∈ E, alors a > 1 et a ≤ N , donc a−1 ∈ [1, N −1],
ce qui implique (b, a − 1) ∈ [1, N ] × [1, N − 1]; de plus, puisque a > b, on a bien b ≤ a − 1, donc
(b, a−1) ∈ F . L’inverse de cette application est (a, b)→ (b+1, a), qui va bien de F dans E: si (a, b) ∈ F ,
alors a ≤ b ≤ N −1, donc (b+ 1, a) ∈ [1, N ]× [1, N −1] et, puisque a ≤ b, on a bien b+ 1 > a, c’est-a`-dire
(b+ 1, a) ∈ E.
Ainsi,
∑
(k,l)∈F ak,l =
∑
(k,l)∈E al,k−1, ce qui nous donne
(−1)i
N∑
k=1
∂k∆
ψ
i,k =
∑
(k,l)∈E
(ak,l + al,k−1). (4.2.4)
Soit (k, l) ∈ E. On a alors al,k−1 = (−1)ldet(Xl,1, . . . , Xl,k−2, ∂lXl,k−1, Xl,k, . . . , Xl,N−1).
De plus:
• si b < l < k, alors Xl,b = ∂bf = Xk,b,
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• si l ≤ b < k − 1, alors Xl,b = ∂b+1f = Xk,b+1 (car b+ 1 < k),
• puisque k − 1 ≥ l, Xl,k−1 = ∂kf donc, par le the´ore`me de Schwarz, ∂lXl,k−1 = ∂k∂lf = ∂kXk,l
(toujours car k > l),
• si b ≥ k > l, alors Xl,b = ∂b+1f = Xk,b.
En utilisant ces proprie´te´s, on voit donc que
al,k−1 = (−1)ldet(Xk,1, . . . , Xk,l−1, Xk,l+1, . . . , Xk,k−1, ∂kXk,l, Xk,k, . . . , Xk,N−1). (4.2.5)
Lorsque l = k − 1, la partie Xk,l+1, . . . , Xk,k−1 de cette expression est vide, et on a alors ak−1,k−1 =
−(−1)kdet(Xk,1, . . . , Xk,k−2, ∂kXk,k−1, Xk,k, . . . , Xk,N−1) = −ak,k−1. Lorsque l < k − 1, en permutant,
dans le de´terminant de (4.2.5), les colonnes (k − 1, k − 2) (celles de Xk,k−1 et ∂kXk,l), puis les colonnes
(k − 2, k − 3) et ainsi de suite jusqu’aux colonnes (l + 1, l) (donc en effectuant k − l − 1 permutations),
on trouve
al,k−1 = (−1)l(−1)k−l−1det(Xk,1, . . . , Xk,l−1, ∂kXk,l, Xk,l+1, . . . , Xk,k−1, Xk,k, . . . , Xk,N−1)
= −ak,l.
On a donc, pour tout (k, l) ∈ E, al,k−1 = −ak,l, ce qui, graˆce a` (4.2.4), nous permet de conclure la
de´monstration.
Lemme 4.2.3 Soit ϕ : RN → RN une application lipschitzienne et f ∈ C∞c (RN ) tel que ϕ(∂BN ) ∩
supp(f) = ∅. On a alors, en notant τ = ϕ|RN−1 : RN−1 → RN , pour tout i ∈ [1, N ],∫
BN+
∂f
∂xi
◦ ϕ(x)Jϕ(x) dx = −
∫
BN−1
f ◦ τ(y)
(
∂τ
∂y1
(y) ∧ · · · ∧ ∂τ
∂yN−1
(y)
)
i
dy
(ou` Xi de´signe la i-e`me composante d’un vecteur X ∈ RN ).
De´monstration:
♦ Etape 1: on suppose pour commencer que ϕ est de classe C∞.
Par le point i) du lemme 4.2.2, on a
N∑
k=1
∆ϕi,k∂k(f ◦ ϕ) =
N∑
k=1
∆ϕi,k
N∑
j=1
∂jf ◦ ϕ∂kϕj
=
N∑
j=1
∂jf ◦ ϕ
N∑
k=1
∆ϕi,k∂kϕj
=
N∑
j=1
∂jf ◦ ϕδi,jJϕ
= ∂if ◦ ϕJϕ
Ainsi, ∫
BN+
∂if ◦ ϕJϕ =
N∑
k=1
∫
BN+
∆ϕi,k∂k(f ◦ ϕ)
Or, par hypothe`se, les compacts ϕ(∂BN ) et supp(f) sont disjoints, donc a` distance δ > 0 l’un de l’autre;
ainsi, pour tout x ∈ ∂BN + B(0, δ/2Lip(ϕ)), c’est-a`-dire x = x0 + h ou` x0 ∈ ∂BN et |h| < δ/2Lip(ϕ)
on a |ϕ(x)− ϕ(x0)| ≤ δ/2, ce qui implique ϕ(x) ∈ ϕ(∂BN ) +B(0, δ/2) donc ϕ(x) 6∈ supp(f); la fonction
f ◦ ϕ ∈ C∞(BN ) est donc nulle au voisinage de ∂BN , ce qui implique que son extension f˜ ◦ ϕ a` RN par
0 hors de BN est dans C∞c (RN ).
On a de plus ∫
BN+
∂if ◦ ϕJϕ =
N∑
k=1
∫
RN+
∆ϕi,k∂k(f˜ ◦ ϕ). (4.2.6)
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Soit k 6= N ; on a∫
RN+
∆ϕi,k∂k(f ◦ ϕ) =
∫
RN−2
∫
R+
(∫
R
∆ϕi,k(x)∂k(f˜ ◦ ϕ)(x) dxk
)
dxN dx1 · · · dxk−1dxk+1 · · · dxN−1.
Or, pour tout (x1, . . . , xk−1, xk+1, . . . , xN ) ∈ RN−1, f˜ ◦ ϕ(x1, . . . , xk−1, ·, xk+1, . . . , xN ) ∈ C∞c (R), et
∆ϕi,j(x1, . . . , xk−1, ·, xk+1, . . . , xN ) ∈ C∞(R); une inte´gration par parties dans R nous donne donc∫
BN+
∆ϕi,k∂k(f˜ ◦ ϕ) = −
∫
RN−2
∫
R+
(∫
R
(∂k∆
ϕ
i,k)(x)f˜ ◦ ϕ(x) dxk
)
dxN dx1 · · · dxk−1dxk+1 · · · dxN
= −
∫
RN+
(∂k∆
ϕ
i,k)f˜ ◦ ϕ
= −
∫
BN+
(∂k∆
ϕ
i,k)f ◦ ϕ. (4.2.7)
Etudions maintenant k = N . On a∫
RN+
∆ϕi,N∂N (f˜ ◦ ϕ) =
∫
RN−1
(∫
R+
∆ϕi,N (x)∂N (f˜ ◦ ϕ)(x) dxN
)
dx1 · · · · · · dxN−1.
Pour tout (x1, . . . , xN−1) ∈ RN−1, on a ∆ϕi,N (x1, . . . , xN−1, ·) ∈ C∞(R) et f˜ ◦ ϕ(x1, . . . , xN−1, ·) ∈ C∞c (R);
une inte´gration par parties dans R+ donne donc∫
RN+
∆ϕi,N∂N (f˜ ◦ ϕ) = −
∫
RN−1
∆ϕi,N (y, 0)f˜ ◦ ϕ(y, 0) dy
−
∫
RN−1
(∫
R+
(∂N∆
ϕ
i,N )(x)f˜ ◦ ϕ(x) dxN
)
dx1 · · · · · · dxN−1
= −
∫
BN−1
∆ϕi,N (y, 0)f ◦ τ(y) dy −
∫
BN+
(∂N∆
ϕ
i,N )f ◦ ϕ. (4.2.8)
(4.2.6), (4.2.7), (4.2.8) et le point ii) du lemme 4.2.2 donnent donc∫
BN+
∂if ◦ ϕJϕ = −
∫
BN−1
∆ϕi,N (y, 0)f ◦ τ(y).
Or
∆ϕi,N (y, 0) = (−1)i+N
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
∂1ϕ1(y, 0) · · · ∂N−1ϕ1(y, 0)
...
...
∂1ϕi−1(y, 0) · · · ∂N−1ϕi−1(y, 0)
∂1ϕi+1(y, 0) · · · ∂N−1ϕi+1(y, 0)
...
...
∂1ϕN (y, 0) · · · ∂N−1ϕN (y, 0)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
∂1ϕ1(y, 0) · · · ∂N−1ϕ1(y, 0) 0
...
...
...
∂1ϕi−1(y, 0) · · · ∂N−1ϕi−1(y, 0) 0
0 · · · 0 1
∂1ϕi+1(y, 0) · · · ∂N−1ϕi+1(y, 0) 0
...
...
...
∂1ϕN (y, 0) · · · ∂N−1ϕN (y, 0) 0
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
. (4.2.9)
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Par de´finition du produit vectoriel,
(∂1τ(y) ∧ · · · ∧ ∂N−1τ(y))i = ∂1τ(y) ∧ · · · ∧ ∂N−1τ(y) · ei
= det(∂1τ(y), · · · , ∂N−1τ(y), ei)
=
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
∂1τ1(y) · · · ∂N−1τ1(y) 0
...
...
...
∂1τi−1(y) · · · ∂N−1τi−1(y) 0
∂1τi(y) · · · ∂N−1τi(y) 1
∂1τi+1(y) · · · ∂N−1τi+1(y) 0
...
...
...
∂1τN (y) · · · ∂N−1τN (y) 0
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.
En retranchant, dans ce dernier de´terminant et pour tout j ∈ [1, N − 1], ∂jτi(y) fois la dernie`re colonne
a` la j-e`me colonne, on trouve donc
(∂1τ(y) ∧ · · · ∧ ∂N−1τ(y))i =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
∂1τ1(y) · · · ∂N−1τ1(y) 0
...
...
...
∂1τi−1(y) · · · ∂N−1τi−1(y) 0
0 · · · 0 1
∂1τi+1(y) · · · ∂N−1τi+1(y) 0
...
...
...
∂1τN (y) · · · ∂N−1τN (y) 0
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
. (4.2.10)
Or, pour j ∈ [1, N − 1], ∂jτ(y) = ∂jϕ(y, 0); ainsi on de´duit de (4.2.9) et (4.2.10) que ∆ϕi,N (y, 0) =
(∂1τ(y) ∧ · · · ∧ ∂N−1τ(y))i pour tout y ∈ BN−1, ce qui conclut la de´monstration lorsque ϕ est re´gulie`re.
♦ Etape 2: on suppose ϕ seulement lipschitzienne, mais ve´rifiant: il existe ε > 0 tel que, pour tout
x′ ∈ RN−1 et |xN | < ε, ϕ(x′, xN ) = ϕ(x′, 0) = τ(x′).
Soit (ρn)n≥1 une approximation de l’unite´ dans RN−1 et (%n)n≥1 une approximation de l’unite´ dans R,
dont le support est inclus dans ]− ε, ε[; on pose, pour x ∈ RN , ζn(x) = ρn(x′)%(xN ); la suite (ζn)n≥1 est
une approximation de l’unite´ dans RN .
Posons ϕn = ϕ ∗ ζn ∈ C∞(RN ;RN ). On a ϕn → ϕ uniforme´ment sur RN ; en effet, par le caracte`re
lipschitzien de ϕ, on a, pour tout x ∈ RN , |ϕn(x) − ϕ(x)| ≤
∫
RN |ϕ(x − t) − ϕ(x)|ζn(t) dt ≤ Lip(ϕ)εn,
avec εn =
∫
RN |t|ζn(t) ≤ sup{|t| , t ∈ supp(ζn)} inde´pendant de x qui converge vers 0 lorsque n→∞.
Comme ∂if est lipschitzienne, on en de´duit que (∂if) ◦ ϕn → (∂if) ◦ ϕ uniforme´ment sur BN+ ; en effet,
pour tout x ∈ BN+ , |∂if(ϕn(x)) − ∂if(ϕ(x))| ≤ Lip(∂if)|ϕn(x) − ϕ(x)| ≤ Lip(∂if) supRN |ϕn − ϕ| → 0
lorsque n→∞.
De plus, pour tout j ∈ [1, N ], ∂jϕn = ∂jϕ ∗ ζn, donc (∂jϕn)n≥1 est borne´ dans (L∞(RN ))N (par
|| |∂jϕ| ||L∞(RN )) et converge dans (L1loc(RN ))N vers ∂jϕ; quitte a` extraire une suite, encore note´e (ϕn)n≥1,
on peut donc supposer que les de´rive´es de ϕn convergent λN -presque partout sur RN vers les de´rive´es de
ϕ en restant borne´es dans L∞(RN ); le jacobien e´tant une fonction continue des de´rive´es, on en de´duit
que Jϕn → Jϕ λN -presque partout sur RN en restant borne´ dans L∞(RN ); par convergence domine´e,
on a donc Jϕn → Jϕ dans L1(BN+ ).
Puisque ∂if ◦ ϕn → ∂if ◦ ϕ uniforme´ment sur BN+ , on en de´duit∫
BN+
∂if ◦ ϕnJϕn →
∫
BN+
∂if ◦ ϕJϕ. (4.2.11)
On a aussi (et c’est ici que sert l’hypothe`se supple´mentaire de cette e´tape sur ϕ), pour tout n ≥ 1 et tout
y ∈ RN−1, comme ϕ(x′, ·) est constante sur ]− ε, ε[ pour tout x′ ∈ RN−1 et comme supp(%n) ⊂]− ε, ε[,
τn(y) = ϕn(y, 0) =
∫
RN−1
∫
R
ϕ(y − t′,−tN )ρn(t′)%n(tN ) dtN dt′
=
∫
RN−1
τ(y − t′)ρn(t′) dt′ ×
∫
R
%n(tN ) dtN
= τ ∗ ρn(y).
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Ainsi, comme pour ϕn (τ est lipschitzienne sur RN−1), on constate que τn → τ uniforme´ment sur RN−1
(ceci est aussi une conse´quence triviale de la convergence de ϕn vers ϕ), mais surtout que les de´rive´es de
τn convergent (a` une sous-suite pre`s) λN−1-presque partout sur RN−1 vers les de´rive´es de τ en restant
borne´es dans L∞(RN−1); ainsi, le produit vectoriel e´tant une fonction continue des de´rive´es, on en de´duit
que
(∂1τn(y) ∧ · · · ∧ ∂N−1τn(y))i → (∂1τ(y) ∧ · · · ∧ ∂N−1τ(y))i
λN−1-presque partout sur BN−1 en restant borne´ dans L∞(BN−1); la convergence a donc aussi lieu dans
L1(BN−1).
Puisque f est lipschitzienne, f ◦ τn → f ◦ τ uniforme´ment sur BN−1 et on a donc∫
BN−1
f ◦ τn(y)(∂1τn(y) ∧ · · · ∧ ∂N−1τn(y))i dy →
∫
BN−1
f ◦ τ(y)(∂1τ(y) ∧ · · · ∧ ∂N−1τ(y))i dy. (4.2.12)
Par hypothe`se, les compacts ϕ(∂BN ) et supp(f) sont disjoints, donc a` une distance δ strictement positive.
Soit n0 assez grand tel que, pour n ≥ n0, ||ϕn − ϕ||L∞(∂Ω) ≤ δ/2; on constate alors que, pour tout
x ∈ ∂BN , puisque |ϕn(x)− ϕ(x)| ≤ δ/2, ϕn(x) ∈ ϕ(∂BN ) +B(0, δ/2), ce qui implique ϕn(x) 6∈ supp(f).
Ainsi, pour n assez grand, on peut appliquer les re´sultats de l’e´tape 1 a` ϕn (fonction re´gulie`re qui ve´rifie
ϕn(∂B
N ) ∩ supp(f) = ∅), et on en de´duit donc∫
BN+
∂if ◦ ϕnJϕn = −
∫
BN−1
f ◦ τn(∂1τn ∧ · · · ∧ ∂N−1τn)i.
Graˆce a` (4.2.11) et (4.2.12), on peut passer a` la limite dans cette expression et on en de´duit le re´sultat
pour ϕ.
♦ Etape 3: ϕ est seulement lipschitzienne.
Soit, pour n ≥ 1 et x ∈ RN , γn(x) = (x′, xN − T1/n(xN )) = x − (0, T1/n(xN )), avec T1/n(xN ) =
sup(−1/n, inf(xN , 1/n)). Nous avons vu, dans la de´monstration du lemme 1.1.2, que T1/n : R → R est
1-lipschitzienne; γn : RN → RN est donc 2-lipschitzienne (en fait, il n’est pas dur de ve´rifier que γn est
aussi 1-lipschitzienne). On a aussi γn → Id uniforme´ment sur RN (car, pour tout s ∈ R, |T1/n(s)| ≤ 1/n).
Posons ϕn = ϕ ◦ γn. ϕn est une fonction lipschitzienne et ϕn → ϕ uniforme´ment sur RN (en effet,
pour tout x ∈ RN , |ϕn(x) − ϕ(x)| ≤ Lip(ϕ)|γn(x) − x| ≤ Lip(ϕ)|| |γn − Id| ||L∞(RN ) → 0). Comme
dans l’e´tape pre´ce´dente, cette convergence uniforme nous permet de voir que, pour n assez grand, on a
ϕn(∂B
N ) ∩ supp(f) = ∅.
De plus, pour tout x ∈ RN tel que |xN | < 1/n, on a ϕn(x) = ϕ(γn(x)) = ϕ(x′, 0) = ϕn(x′, 0).
On peut donc appliquer le re´sultat de la partie pre´ce´dente a` ϕn (pour n assez grand), et on a donc∫
BN+
∂if ◦ ϕnJϕn = −
∫
BN−1
f ◦ τn(∂1τn ∧ · · · ∧ ∂N−1τn)i.
Or τn = ϕn|RN−1 = ϕ|RN−1 = τ , donc on trouve finalement, pour n assez grand,∫
BN+
∂if ◦ ϕnJϕn = −
∫
BN−1
f ◦ τ(∂1τ ∧ · · · ∧ ∂N−1τ)i. (4.2.13)
Notons En = {x ∈ BN+ | xN > 1/n}. Pour tout j ∈ [1, N ] et tout x ∈ BN+ tel que ϕ soit de´rivable en
(x′, xN − 1/n), ∂jϕn(x)1En(x) = ∂jϕ(x′, xN − 1/n)1En(x) = (T−eN/n∂jϕ)(x)1En(x), ou`, pour h ∈ RN
et g : RN → RN , Thg de´signe la fonction x ∈ RN → g(x+ h).
On sait, puisque ∂jϕ ∈ (L∞(RN ))N ⊂ (L1loc(RN ))N , que Th∂jϕ→ ∂jϕ dans (L1loc(RN ))N lorsque h→ 0;
ainsi, T−eN/n∂jϕ→ ∂jϕ dans (L1loc(RN ))N , et donc, a` une sous-suite pre`s, λN -presque partout sur RN .
Or 1En → 1BN+ simplement, donc, a` une sous-suite pre`s, ∂jϕn1En → ∂jϕ1BN+ λN -presque partout sur
RN ; de plus, ϕn e´tant lipschitzienne de constante de lipschitz 2Lip(ϕ) (γn est 2-lipschitzienne), on sait
que (∂jϕn1En)n≥1 est borne´e, dans (L
∞(RN ))N , par 2Lip(ϕ).
Comme on a
Jϕn1En = det(∂1ϕn, . . . , ∂Nϕn)1En
= det(∂1ϕn1En , . . . , ∂Nϕn1En),
64
et comme le de´terminant est une fonction continue sur (RN )N , on en de´duit que Jϕn1En converge
λN -presque partout vers det(∂1ϕ1BN+ , . . . , ∂Nϕ1BN+ ) = Jϕ1BN+ en restant borne´e dans L
∞(RN ); par
convergence domine´e, on a donc Jϕn1En → Jϕ dans L1(BN+ ).
Or, comme dans l’e´tape pre´ce´dente, puisque ϕn → ϕ uniforme´ment sur RN et ∂if est lipschitzienne, on
a ∂if ◦ ϕn → ∂if ◦ ϕ uniforme´ment sur RN . Ainsi,∫
En
∂if ◦ ϕnJϕn =
∫
BN+
∂if ◦ ϕnJϕn1En →
∫
BN+
∂if ◦ ϕJϕ. (4.2.14)
(∂jϕn)n≥1 e´tant, pour tout j ∈ [1, N ], borne´e dans (L∞(RN ))N , Jϕn = det(∂1ϕn, . . . , ∂Nϕn) est borne´
(disons par M) dans L∞(R).
Ainsi, ∣∣∣∣∣
∫
BN+ \En
∂if ◦ ϕnJϕn
∣∣∣∣∣ ≤M ||∂if ||L∞(RN )λN (BN+ \En). (4.2.15)
Mais BN+ \En = {x ∈ BN+ | xN ≤ 1/n}, donc 1BN+ \En → 0 en e´tant majore´e par 1BN+ ∈ L1(RN ); par
convergence domine´e, on a donc
∫
RN 1BN+ \En = λN (B
N
+ \En)→ 0 lorsque n→∞.
De (4.2.14) et (4.2.15), on de´duit donc que∫
BN+
∂if ◦ ϕnJϕn =
∫
En
∂if ◦ ϕnJϕn +
∫
BN+ \En
∂if ◦ ϕnJϕn →
∫
BN+
∂if ◦ ϕJϕ.
Ainsi, en passant a` la limite dans (4.2.13), on trouve∫
BN+
∂if ◦ ϕJϕ = −
∫
BN−1
f ◦ τ(∂1τ ∧ · · · ∧ ∂N−1τ)i,
ce qui conclut cette de´monstration.
Corollaire 4.2.1 Soit Ω un ouvert faiblement lipschitzien de RN . Si f ∈ C∞c (RN ), alors, pour tout
i ∈ [1, N ], ∫
Ω
∂f
∂xi
=
∫
∂Ω
fni dσ.
Remarque 4.2.1 Nous verrons, dans la dernie`re partie de cette de´monstration, que la normale nC,P que
nous avons construite dans la sous-section 4.2.1 ne de´pend pas du syste`me de cartes C ni de la partition
de l’unite´ associe´e P choisis.
De´monstration:
Soit C = (Oj , ϕj)j∈[1,k] un syste`me de cartes de Ω et P = (θj)j∈[1,k] une partition de l’unite´ associe´e.
On a alors, en notant Θ = 1−∑kj=1 θj ,∫
Ω
∂if =
k∑
j=1
∫
Ω
∂i(θjf) +
∫
Ω
∂i(Θf)
=
k∑
j=1
∫
Oj∩Ω
∂i(θjf) +
∫
Ω
∂i(Θf). (4.2.16)
Comme Θf ≡ 0 au voisinage de ∂Ω, l’extension Θ˜f de Θf a` RN par 0 hors de Ω est dans C∞c (RN )
(rappelons que f est a` support compact) et on a donc∫
Ω
∂i(Θf) =
∫
RN
∂i(Θ˜f)
=
∫
RN−1
(∫
R
∂i(Θ˜f)(x) dxi
)
dx1 . . . dxi−1dxi+1 . . . dxN = 0 (4.2.17)
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(car, pour tout (x1, . . . , xi−1, xi+1, . . . , xN ) ∈ RN−1, (Θ˜f)(x1, . . . , xi−1, ·, xi+1, . . . , xN ) ∈ C∞c (R)).
Soit maintenant j ∈ [1, k]; par le lemme 4.2.1, on sait que Jϕ−1j a un signe εi sur BN ; par le the´ore`me
de changement de variable lipschitzien, on obtient donc∫
Oj∩Ω
∂i(θjf) =
∫
BN+
∂i(θjf) ◦ ϕ−1j |Jϕ−1j | = εj
∫
BN+
∂i(θjf) ◦ ϕ−1j Jϕ−1j
ϕ−1j : B
N → RN e´tant lipschitzienne, elle admet une extension lipschitzienne ψj : RN → RN ; de plus,
fj = θjf ∈ C∞c (RN ) et, comme ψj(∂BN ) = ∂Oj (cf remarque 4.1.3: ϕ−1j se´tend de manie`re unique en
une application continue qui envoie ∂BN sur ∂Oj), on a ψj(∂B
N ) ∩ supp(fj) = ∅ (le support de fj est
inclus dans celui de θj , compact de Oj). On peut donc appliquer le lemme 4.2.3:∫
Oj∩Ω
∂i(θjf) = εj
∫
BN+
∂fj ◦ ψjJψj
= −εj
∫
BN−1
(θjf) ◦ τ˜j(∂1τ˜j ∧ · · · ∧ ∂N−1τ˜j)i,
avec τ˜j |BN−1 = ψj |BN−1 = ϕ
−1
j |BN−1 = τj . Puisque |∂1τj∧· · ·∧∂N−1τj | est non-nul λN−1-presque partout
sur BN−1 (proposition 2.2.1), on obtient finalement∫
Oj∩Ω
∂i(θjf) = −εj
∫
BN−1
(θjf) ◦ τj
(
∂1τj ∧ · · · ∧ ∂N−1τj
|∂1τj ∧ · · · ∧ ∂N−1τj |
)
i
◦ τ−1j ◦ τj |∂1τj ∧ · · · ∧ ∂N−1τj |.
Or, par de´finition de l’inte´grale sur Oi ∩ ∂Ω, on a∫
BN−1
(θjf) ◦ τj
(
∂1τj ∧ · · · ∧ ∂N−1τj
|∂1τj ∧ · · · ∧ ∂N−1τj |
)
i
◦ τ−1j ◦ τj |∂1τj ∧ · · · ∧ ∂N−1τj |
=
∫
Oj∩∂Ω
θjf
(
∂1τj ∧ · · · ∧ ∂N−1τj
|∂1τj ∧ · · · ∧ ∂N−1τj |
)
i
◦ τ−1j dσ.
On en de´duit donc, en e´tendant θj
(
∂1τj∧···∧∂N−1τj
|∂1τj∧···∧∂N−1τj |
)
i
◦ τ−1j naturellement par 0 sur ∂Ω hors de Oi,∫
Oj∩Ω
∂i(θjf) = −εj
∫
∂Ω
θjf
(
∂1τj ∧ · · · ∧ ∂N−1τj
|∂1τj ∧ · · · ∧ ∂N−1τj |
)
i
◦ τ−1j dσ. (4.2.18)
(4.2.16), (4.2.17) et (4.2.18) nous donnent donc∫
Ω
∂if =
∫
∂Ω
f
k∑
j=1
−εjθj
(
∂1τj ∧ · · · ∧ ∂N−1τj
|∂1τj ∧ · · · ∧ ∂N−1τj |
)
i
◦ τ−1j dσ =
∫
∂Ω
f(nC,P )i dσ
par de´finition de nC,P .
Il ne reste plus qu’a` voir que nC,P ne de´pend pas de (C,P ) pour conclure la de´monstration.
Soit donc C ′ un autre syste`me de cartes et P ′ une partition de l’unite´ associe´e a` C ′. Le raisonnement
pre´ce´dent peut eˆtre effectue´ avec (C ′, P ′) a` la place de (C,P ), et on obtient donc, pour toute fonction
f ∈ C∞c (RN ) et tout i ∈ [1, N ], ∫
∂Ω
f(nC,P )i dσ =
∫
∂Ω
f(nC′,P ′)i dσ (4.2.19)
(car ces deux quantite´s sont e´gales a`
∫
Ω
∂if , qui ne de´pend ni du syste`me de cartes ni de la partition de
l’unite´ associe´e choisis).
Soit K un compact de ∂Ω; il existe une suite de fonctions (fn)n≥1 ∈ C∞c (RN ) telle que fn → 1K partout
sur RN et, pour tout n ≥ 1, 0 ≤ fn ≤ 1. Comme nC,P et nC′,P ′ sont dans (L∞(∂Ω))N , le the´ore`me de
convergence domine´e donne, en passant a` la limite n→∞ dans (4.2.19) applique´ a` fn,∫
K
(nC,P )i − (nC′,P ′)i dσ = 0. (4.2.20)
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Soit ε > 0, κ ∈ {−1,+1} et A = {x ∈ ∂Ω | κ((nC,P )i − (nC′,P ′)i) > ε}; pour tout compact K ⊂ A, en
multipliant (4.2.20) par κ on trouve alors εσ(K) = 0, donc σ(K) = 0; ceci e´tant vrai pour tout compact
K ⊂ A, et σ e´tant re´gulie`re, on en de´duit que σ(A) = 0; comme ε > 0 est quelconque, cela nous donne
donc σ({x ∈ ∂Ω | κ((nC,P )i − (nC′,P ′)i) > 0}) = 0; en appliquant ceci a` κ = −1 puis κ = +1, on en
de´duit σ({x ∈ ∂Ω | (nC,P )i − (nC′,P ′)i 6= 0}) = 0, c’est-a`-dire (nC,P )i = (nC′,P ′)i σ-presque partout sur
∂Ω, ce qui conclut la de´monstration de ce corollaire.
Nous pouvons maintenant citer et de´montrer le the´ore`me ge´ne´ral d’inte´gration par parties.
The´ore`me 4.2.1 Soit Ω un ouvert faiblement lipschitzien de RN et p ∈ [1,∞]. Si u ∈ W 1,p(Ω) et
v ∈W 1,p′(Ω) alors, pour tout i ∈ [1, N ], on a∫
Ω
uDiv =
∫
∂Ω
γ(u)γ(v)ni dσ −
∫
Ω
Diu v.
De´monstration:
Conside´rons f = uv; par la proposition 3.1.2, f ∈ W 1,1(Ω). Donc, par le the´ore`me 3.1.3, il existe
fn ∈ C∞c (Ω) qui converge vers f dans W 1,1(Ω).
En appliquant le corollaire 4.2.1 a` fn on a∫
Ω
Difn =
∫
∂Ω
γ(fn)ni dσ. (4.2.21)
Or Difn → Dif = Diu v + uDiv dans L1(Ω) et γ(fn) → γ(f) = γ(u)γ(v) dans L1(∂Ω) (proposition
4.1.3). Comme ni ∈ L∞(∂Ω), on peut passer a` la limite n→∞ dans (4.2.21) pour trouver∫
Ω
Diu v +
∫
Ω
uDiv =
∫
∂Ω
γ(u)γ(v)ni dσ,
ce qui conclut la de´monstration.
67
Re´fe´rences
[1] Adams R.A., “Sobolev Spaces”, Academic Press (1975).
[2] Aze D., “Ele´ments d’analyse convexe et variationnelle”, Ellipses, 1997.
[3] Deimling K., “Nonlinear functional analysis”, Springer (1985).
[4] Evans L.C., Gariepy R.F., “Measure Theory and Fine Properties of Functions”, CRC PRESS,
1992.
[5] Grisvard P., “Elliptic Problems in Nonsmooth Domain”, Pitman, Londre, 1985.
[6] Necˇas J., “Les me´thodes directes en the´orie des e´quations elliptiques”, Masson (1967).
68
Annexe A
Un peu d’Analyse Fonctionnelle
Lemme A.0.1 Si E et F sont deux espaces de Banach isomorphes et E est re´flexif, alors F est re´flexif.
De´monstration:
Soit φ : E → F un isomorphisme entre E et F ; l’application duale de φ, φ∗ : F ′ → E′ est aussi un
isomorphisme (d’inverse (φ−1)∗, car φ∗(l) = l ◦ φ), ainsi que l’application duale de φ∗, φ∗∗ : E′′ → F ′′.
En notant JE : E → E′′ et JF : F → F ′′ les injections naturelles de ces espaces dans leur biduaux, nous
allons montrer, de manie`re ge´ne´rale, que le diagramme suivant est commutatif:
E
φ−→ F
JE ↓ ↓ JF
E′′
φ∗∗−→ F ′′
(A.0.1)
On de´duira aise´ment de cette commutativite´ le re´sultat du lemme; en effet, si E est re´flexif, JE est
surjectif et, φ∗∗ e´tant un isomorphisme (donc surjectif), JF = φ∗∗ ◦ JE ◦ φ−1 est aussi surjectif, ce qui
donne la re´flexivite´ de F .
Pour montrer que (A.0.1) est commutatif, on prend x ∈ E et on cherche a` montrer que JF ◦ φ(x) =
φ∗∗ ◦ JE(x). Soit L ∈ F ′′; par de´finition, on a
〈JF (φ(x)), L〉F ′′,F ′ = 〈L, φ(x)〉F ′,F = 〈φ∗(L), x〉E′,E
= 〈JE(x), φ∗(L)〉E′′,E′
= 〈φ∗∗(JE(x)), L〉F ′′,F ′ .
Ceci e´tant vrai pour tout L ∈ F ′′, on en de´duit JF ◦ φ(x) = φ∗∗ ◦ JE(x), c’est-a`-dire la relation voulue.
Lemme A.0.2 Soit E un espace de Banach. E est re´flexif si et seulement si E′ est re´flexif.
De´monstration:
On note, comme pre´ce´demment, JE l’injection naturelle de E dans E
′′ et JE′ l’injection naturelle de E′
dans E′′′.
♦ Etape 1: on suppose E re´flexif et on veut montrer que E′ est re´flexif.
Pour cela, nous allons montrer que JE′ = (J
−1
E )
∗; E e´tant re´flexif, JE (donc J−1E ) est un isomorphisme,
ce qui implique que (J−1E )
∗ = JE′ est aussi un isomorphisme, c’est a` dire la re´flexivite´ de E′.
Soit l ∈ E′; pour tout T ∈ E′′, on a
〈(J−1E )∗(l), T 〉E′′′,E′′ = 〈l, J−1E (T )〉E′,E .
Or, par de´finition de JE et de JE′ , on a
〈l, J−1E (T )〉E′,E = 〈JE(J−1E (T )), l〉E′′,E = 〈T, l〉E′′,E = 〈JE′(l), T 〉E′′′,E′′ .
On en de´duit donc 〈(J−1E )∗(l), T 〉E′′′,E′′ = 〈JE′(l), T 〉E′′′,E′′ ; ceci e´tant vrai pour tout T ∈ E′′ et tout
l ∈ E′, on obtient bien JE′ = (J−1E )∗.
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♦ Etape 2: on suppose E′ re´flexif et on veut montrer que E est re´flexif.
JE : E → E′′ est une isome´trie (conse´quence classique de Hahn-Banach) et, E e´tant un Banach, JE(E)
est donc un sous-espace complet de E′′. Ainsi, JE(E) est ferme´ dans E′′.
Soit L ∈ E′′; si L 6∈ JE(E), comme ce sous-espace est ferme´, il existe T ∈ E′′′ qui se´pare L de JE(E),
i.e. T ≡ 0 sur JE(E) et 〈T, L〉(E′′)′,E′′ 6= 0; JE′ e´tant surjective, il existe l ∈ E′ tel que JE′(l) = T .
On a donc l ∈ E′ telle que 〈L, l〉E′′,E′ 6= 0 et, pour tout x ∈ E, 〈JE(x), l〉E′′,E′ = 〈l, x〉E′,E = 0. Cette
dernie`re proprie´te´ nous dit en fait que l ≡ 0 sur E, i.e. que l = 0 dans E′, ce qui est une contradiction
avec 〈L, l〉(E′)′,E′ 6= 0.
Lemme A.0.3 Soit E un espace re´flexif. Si F est un sous-espace ferme´ de E, alors F est re´flexif.
De´monstration:
On cherche encore une fois a` montrer la surjectivite´ de JF : F → F ′′.
Soit L ∈ F ′′, i.e. L : F ′ → R line´aire continue; L de´finit une forme line´aire continue L˜ : E′ → R de la
manie`re suivante: pour tout l ∈ E′,
〈L˜, l〉E′′,E′ = 〈L, l|F 〉F ′′,F ′
(cette de´finition est valide puisque, si l ∈ E′, l|F : F → R est aussi line´aire continue, donc un e´le´ment de
F ′, et L˜ ainsi de´finie est line´aire continue E′ → R puisque, si l ∈ E′, ||l|F ||F ′ ≤ ||l||E′).
E e´tant re´flexif, il existe x ∈ E tel que JE(x) = L˜, c’est-a`-dire, pour tout l ∈ E′,
〈L, l|F 〉F ′′,F ′ = 〈l, x〉E′,E .
Si l ∈ E′ est nulle sur F , on a donc 〈l, x〉E′,E = 0; ceci nous permet de voir que x ∈ F : en effet, si
x ∈ E\F , comme F est ferme´, il existerait l ∈ E′ tel que l ≡ 0 sur F et 〈l, x〉E′,E 6= 0, ce qui serait une
contradiction.
Nous pouvons enfin ve´rifier que JF (x) = L; en effet, pour tout φ ∈ F ′, par Hahn-Banach, il existe l ∈ E′
telle que l|F = φ et, x e´tant dans F , on en de´duit
〈L, φ〉F ′′,F ′ = 〈L, l|F 〉F ′′,F ′ = 〈l, x〉E′,E = 〈φ, x〉F ′,F = 〈JF (x), φ〉F ′′,F ′ ,
c’est-a`-dire exactement JF (x) = L.
Lorsque E est un espace de Banach et F est un sous-espace ferme´ de E, on munit E/F de la norme
||f ||E/F = inf {||u||E | pi(u) = f} ,
ou` pi : E → E/F est la projection canonique. Il est assez simple de voir que ceci de´finit une norme, dont
la topologie associe´e est la topologie quotient de E/F (la plus petite pour laquelle pi est continue, i.e.
dont les ouverts sont les ensembles U ⊂ E/F tels que pi−1(U) soit un ouvert de E).
pi : E → E/F est donc line´aire continue, de norme infe´rieure a` 1.
Proposition A.0.1 Si E est un espace de Banach et F est un sous-espace ferme´ de E alors E/F est
un espace de Banach.
De´monstration:
On utilise le crite`re des se´ries absolument convergentes.
Si (fn)n≥1 est une se´rie absolument convergente dans E/F alors, par de´finition de la norme dans cet
espace, il existe (un)n≥1 ∈ E tel que, pour tout n ≥ 1,
pi(un) = fn et ||un||E ≤ ||fn||E/F + 1
n2
.
La se´rie des (un)n≥1 est donc absolument convergente dans l’espace de Banach E et converge donc dans
cet espace vers u; comme pi : E → E/F est line´aire continue, on en de´duit que pi(u) = pi(∑n un) =∑
n pi(un) =
∑
n fn, i.e. que la se´rie des (fn)n≥1 converge vers pi(u) dans E/F .
De´finition A.0.1 Soit E un espace vectoriel norme´. Le polaire d’un sous-espace ferme´ F de E est
F ◦ = {l ∈ E′ | l ≡ 0 sur F} ⊂ E′.
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Lemme A.0.4 Soit E un espace vectoriel norme´. Si F est un sous-espace ferme´ de E, l’application
Φ
{
(E/F )′ −→ F ◦ ⊂ E
l −→ l ◦ pi
est un isomorphisme isome´trique.
De´monstration:
On constate tout d’abord que cette application est bien de´finie car pi : E → E/F est line´aire continue et
pi(u) = 0 pour tout u ∈ F .
Ve´rifions que Φ est une isome´trie (cela nous donnera en plus le caracte`re injectif de Φ). Soit l ∈ F ◦; pour
tout u ∈ E, on a
〈Φ(l), u〉E′,E = 〈l, pi(u)〉(E/F )′,E/F ≤ ||l||(E/F )′ ||pi(u)||E/F ≤ ||l||(E/F )′ ||u||E ,
ce qui nous donne ||Φ(l)||E′ ≤ ||l||(E/F )′ . De plus, pour tout f ∈ E/F et tout u ∈ E tel que pi(u) = f ,
on a
〈l, f〉(E/F )′,E/F = 〈Φ(l), u〉E′,E ≤ ||Φ(l)||E′ ||u||E ,
soit, en prenant la borne infe´rieure sur les u ∈ E tels que pi(u) = f , 〈l, f〉(E/F )′,E/F ≤ ||Φ(l)||E′ ||f ||E/F ,
c’est-a`-dire ||l||(E/F )′ ≤ ||Φ(l)||E′ et le caracte`re isome´trique de Φ est donc prouve´.
Montrons maintenant que Φ est surjective. Soit L ∈ F ◦: comme F ⊂ ker(L), L passe au quotient en une
application line´aire continue l : E/F → R, et on a exactement, par de´finition du passage au quotient,
l ◦ pi = Φ(l) = L.
Corollaire A.0.1 Si E est un espace de Banach re´flexif et F est un sous-espace ferme´ de E, alors E/F
est re´flexif.
De´monstration:
E e´tant re´flexif, E′ est re´flexif. En tant que sous-espace ferme´ de E′, F ◦ est donc aussi re´flexif. On en
de´duit alors la re´flexivite´ de (E/F )′, qui est isomorphe a` F ◦, et donc celle de E/F , en tant qu’espace de
Banach dont le dual est re´flexif.
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Annexe B
Quelques Lemmes Techniques pour
la Caracte´risation de W
1,p
0 (Ω)
Dans toute cette partie, la norme conside´re´e sur RN est la norme du supremum; ainsi, BN =] − 1, 1[N
(rappelons que les cartes locales qui caracte´risent les ouverts faiblement lipschitziens peuvent eˆtre e´crites
avec les boules de n’importe quelle norme sur RN ).
Lemme B.0.1 Si p ∈ [1,+∞[ et u ∈ W 1,p(BN+ ) est nulle (au sens de la trace) sur BN−1, alors on a,
pour tout ε ∈]0, 1[ et en notant Bε = {x ∈ BN | 0 < xN < ε} = BN−1×]0, ε[,(∫
Bε
|u|p
)1/p
≤ ε
(∫
Bε
|DNu|p
)1/p
.
De´monstration: On montre en fait quelque chose de plus ge´ne´ral.
Prenons, pour commencer, u ∈ C∞c (BN+ ). On e´crit, pour x ∈ Bε,
u(x)− u(x′, 0) =
∫ xN
0
DNu(x
′, s) ds,
soit, avec l’ine´galite´ de Ho¨lder,
|u(x)− u(x′, 0)| ≤
(∫ ε
0
|DNu(x′, s)|p ds
)1/p
ε1/p
′
.
On en de´duit ∫
BN−1
|u(x′, xN )− u(x′, 0)|p dx′ ≤ εp/p′
∫
BN−1
∫ ε
0
|DNu(x′, s)|p ds dx′
≤ εp/p′
∫
Bε
|DNu|p,
et, en inte´grant sur xN ∈]0, ε[,∫
Bε
|u(x)− γ˜(u)(x)|p dx ≤ ε1+p/p′
∫
Bε
|DNu|p = εp
∫
Bε
|DNu|p, (B.0.1)
ou` γ˜(u) : BN+ → R est la fonction γ˜(u)(x′, xN ) = γ(u)(x′) = u(x′, 0), γ repre´sentant la trace sur BN−1.
Si u ∈ W 1,p(BN+ ), on prend (un)n≥1 ∈ C∞c (BN+ ) qui approche u dans W 1,p(BN+ ); (γ(un))n≥1 approche
alors γ(u) dans Lp(BN−1), ce qui nous donne imme´diatement que (γ˜(un))n≥1 tend vers γ˜(u) (de´finie par
γ˜(u)(x′, xN ) = γ(u)(x′)) dans Lp(BN+ ); ainsi, en passant a` la limite n → ∞ dans (B.0.1) applique´e a`
un, on voit que cette e´quation est aussi ve´rifie´e par les fonctions de W
1,p(BN+ ). Lorsque u ∈ W 1,p(BN+ )
ve´rifie γ(u) = 0, alors γ˜(u) = 0 et le lemme est de´montre´.
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Corollaire B.0.1 Soit Ω un ouvert faiblement lipschitzien de RN et p ∈ [1,+∞[. Il existe C > 0,
α ≥ 1 et ε0 > 0 tels que, pour tout u ∈ W 1,p(Ω) ve´rifiant γΩ(u) = 0 et tout ε ∈]0, ε0[, en notant
Ωε = {x ∈ Ω | dist(x, ∂Ω) < ε}, on a(∫
Ωε
|u|p
)1/p
≤ Cε
(∫
Ωαε
|∇u|p
)1/p
.
De´monstration:
Soit (Oi, ϕi)i∈[1,k] un syste`me de cartes de Ω. On peut trouver, pour chaque i ∈ [1, k], un ouvert Ui
relativement compact dans Oi tel que (Ui)i∈[1,k] soit un recouvrement de ∂Ω (on e´crit ∂Ω ⊂ ∪ki=1∪h>0{x ∈
Oi | dist(x, ∂Oi) > h}, puis on extrait un recouvrement fini de ce recouvrement ouvert: en prenant h0
le plus petit h apparaissant dans ce recouvrement fini, on a ∂Ω ⊂ ∪ki=1{x ∈ Oi | dist(x, ∂Oi) > h0} et
{x ∈ Oi | dist(x, ∂Oi) > h0} est un ouvert relativement compact dans Oi).
Notons Ωi,ε = {x ∈ Ω | dist(x, Ui ∩ ∂Ω) < ε}; comme (Ui)i∈[1,k] recouvre ∂Ω, on a Ωε ⊂ ∪ki=1Ωi,ε. Soit
ε0 = infi∈[1,k] dist(Ui ∩ ∂Ω,RN\Oi) (ε0 est strictement positif car, pour tout i ∈ [1, k], Ui ∩ ∂Ω est un
compact de Oi); si ε < ε0, alors, pour tout i ∈ [1, k], on a Ωi,ε ⊂ Oi.
Par le the´ore`me de changement de variable lipschitzien, on peut donc e´crire∫
Ωi,ε
|u|p =
∫
ϕi(Ωi,ε)
|u ◦ ϕ−1i |p|Jϕ−1i |
≤ ||Jϕ−1i ||L∞(BN )
∫
ϕi(Ωi,ε)
|u ◦ ϕ−1i |p.
Mais, graˆce au caracte`re lipschitzien de ϕi et puisque (Oi, ϕi) est une carte locale, en notant Li = Lip(ϕi),
on a ϕi(Ωi,ε) ⊂ BLiε, ou` Bη est de´fini, pour η > 0, dans le lemme B.0.1. Comme γΩ(u) = 0, il n’est pas
dur de voir (par la meˆme technique que la dans preuve de la proposition 4.1.1) que u ◦ ϕ−1i ∈W 1,p(BN+ )
est nulle sur BN−1; on a alors, graˆce au lemme B.0.1 (et quitte a` re´duire ε0 de sorte que Liε0 < 1 pour
tout i ∈ [1, k]),∫
Ωi,ε
|u|p ≤ ||Jϕ−1i ||L∞(BN )(Liε)p
∫
BLiε
|DN (u ◦ ϕ−1i )|p
≤ ||Jϕ−1i ||L∞(BN )(Liε)p
∫
BLiε
∣∣∣∣∣∣
N∑
j=1
Dju ◦ ϕ−1i DN (ϕ−1i )j
∣∣∣∣∣∣
p
≤ Np||Jϕ−1i ||L∞(BN )(Liε)p sup
j∈[1,N ]
||DN (ϕ−1i )j ||L∞(BN )
∫
BLiε
N∑
j=1
∣∣Dju ◦ ϕ−1i ∣∣p
≤ Np||Jϕ−1i ||L∞(BN )(Liε)p sup
j∈[1,N ]
||DN (ϕ−1i )j ||L∞(BN )
∫
ϕ−1i (BLiε)
N∑
j=1
|Dju|p |Jϕi|
≤ Ciεp
∫
ϕ−1i (BLiε)
N∑
j=1
|Dju|p ,
ou` Ci ne de´pend que de ϕi, N et p.
Or, comme ϕ−1i est lipschitzienne, en notant L
′
i = Lip(ϕ
−1
i ), on a ϕ
−1
i (BLiε) ⊂ Oi ∩ ΩL′iLiε; ainsi, en
notant αi = LiL
′
i (qui ne de´pend que de ϕi), on a∫
Ωi,ε
|u|p ≤ Ciεp
∫
Ωαiε∩Oi
N |∇u|p ≤ C ′εp
∫
Ωαε
|∇u|p,
ou` C ′ = N supi∈[1,k] Ci et α = supi∈[1,k] αi (C
′ et α ne de´pendent donc que de Ω, N et p). Sommer
toutes ces ine´galite´s sur i ∈ [1, k] donne le re´sultat recherche´, avec C = (kC ′)1/p.
Lemme B.0.2 Soit Ω un ouvert de RN ; on note, pour n ≥ 1,
Kn = {x ∈ Ω | |x| ≤ n , dist(x, ∂Ω) ≥ 1/n}.
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Il existe M > 0 et (θn)n≥1 ∈ C∞c (Ω) tels que, pour tout n ≥ 1, on a: 0 ≤ θn ≤ 1, θn ≡ 1 au voisinage de
Kn, et || |∇θn |||L∞(Ω) ≤Mn.
De´monstration:
Soit ρ ∈ C∞c (RN ) positive, d’inte´grale e´gale a` 1 et de support inclus dans B(0, 1). On pose, pour n ≥ 1,
ρn(·) = nNρ(n·).
Posons θn = 1K2n ∗ ρ4n.
θn ∈ C∞(RN ) et a son support dans Cn = supp(1K2n) + supp(ρ4n) = K2n + supp(ρ4n) compact de RN .
Pour tout x ∈ K2n, on a B(x, 1/2n)∩∂Ω = ∅; comme x ∈ Ω, par connexite´, cela implique B(x, 1/2n) ⊂ Ω,
donc x+ supp(ρ4n) ⊂ B(x, 1/4n) ⊂ Ω; Cn est donc un compact de Ω, et on en de´duit que θn ∈ C∞c (Ω).
Le fait que 0 ≤ θn ≤ 1 sur RN est imme´diat a` partir de la de´finition de θn.
On a ∇θn = 1K2n ∗ ∇ρ4n = 4n1K2n ∗ ((4n)N∇ρ(4n·)), donc
|| |∇θn| ||L∞(RN ) ≤ 4n||(4n)N |∇ρ(4n·)| ||L1(RN ) = 4n|| |∇ρ| ||L1(RN ).
Il ne reste donc plus qu’a` ve´rifier que θn ≡ 1 sur un voisinage de Kn. Soit x ∈ Kn + B(0, 1/4n). On a
|x| ≤ n+ 1/4n et dist(x, ∂Ω) ≥ 1/n− 1/4n, donc
∀y ∈ B
(
x,
1
4n
)
, |y| ≤ n+ 1
4n
+
1
4n
≤ 2n et dist(y, ∂Ω) ≥ 1
n
− 1
4n
− 1
4n
=
1
2n
; (B.0.2)
on en de´duit que B(x, 1/4n) ∩ ∂Ω = ∅ et, par connexite´ (puisque x ∈ Ω), que B(x, 1/4n) ⊂ Ω. Cette
inclusion et (B.0.2) donnent donc B(x, 1/4n) ⊂ K2n. Comme supp(ρ4n(x− ·)) ⊂ B(x, 1/4n), on obtient
θn(x) =
∫
K2n
ρ4n(x− y) dy =
∫
RN
ρ4n(x− y) dy = 1,
soit θn ≡ 1 sur Kn +B(0, 1/4n), ce qui conclut cette de´monstration.
74
Annexe C
Une Autre De´finition de W 1−1/p,p(∂Ω)
Dans la litte´rature, W 1−1/p,p(∂Ω) n’est pas de´fini comme l’image par la trace de W 1,p(Ω), mais plutoˆt
de manie`re intrinse`que, a` l’aide de la the´orie des espaces de Sobolev fractionnaires.
Soit E un ouvert de RN−1 (N ≥ 2) ou bien un ouvert de ∂Ω avec Ω ouvert faiblement lipschitzien de
RN . On munit E de sa mesure naturelle (i.e. la mesure de Lebesgue sur RN−1 dans le premier cas, ou
la mesure σ construite pre´ce´demment dans le deuxie`me cas). Lorsque s ∈]0, 1[ et p ∈ [1,∞[, on de´finit
Ws,p(E) comme e´tant l’ensemble des fonctions f ∈ Lp(E) telles que∫
E
∫
E
|f(x)− f(y)|p
|x− y|N−1+sp dxdy <∞.
Cet espace est muni de la norme (1)
||f ||Ws,p(E) = ||f ||Lp(E) +
(∫
E
∫
E
|f(x)− f(y)|p
|x− y|N−1+sp dxdy
)1/p
.
Nous allons prouver dans cette annexe que, lorsque Ω est un ouvert faiblement lipschitzien de RN et
p ∈]1,∞[, alors, alge´briquement et topologiquement, on a W 1−1/p,p(∂Ω) =W1−1/p,p(∂Ω). Nous verrons
aussi que l’on peut construire un inverse a` droite pour la trace γ : W 1,p(Ω)→W 1−1/p,p(∂Ω).
C.1 Le cas du demi-espace
Proposition C.1.1 Soit p ∈]1,∞[. La trace γ0 : W 1,p(RN+ ) → Lp(RN−1) est en fait line´aire continue
W 1,p(RN+ )→W1−1/p,p(RN−1).
De´monstration:
Soit u ∈ C∞c (RN+ ). On a, pour tout x′ ∈ RN−1, ξ ∈ SN−2 et ρ > 0,
u(x′ + ρξ, 0)− u(x′, 0) = −
∫ ρ
0
(DNu(x
′ + ρξ, s)−DNu(x′, s)) ds+ u(x′ + ρξ, ρ)− u(x′, ρ)
= −
∫ ρ
0
(DNu(x
′ + ρξ, s)−DNu(x′, s)) ds+
∫ ρ
0
∇x′u(x′ + sξ, ρ) · ξ ds,
donc
|u(x′ + ρξ, 0)− u(x′, 0)| ≤
∫ ρ
0
|DNu(x′ + ρξ, s)−DNu(x′, s)| ds+
∫ ρ
0
|∇x′u(x′ + sξ, ρ)| ds
et
||u(·+ ρξ, 0)− u(·, 0)||Lp(RN−1)
≤
∣∣∣∣∣∣∣∣∫ ρ
0
|DNu(·+ ρξ, s)−DNu(·, s)| ds
∣∣∣∣∣∣∣∣
Lp(RN−1)
+
∣∣∣∣∣∣∣∣∫ ρ
0
|∇x′u(·+ sξ, ρ)| ds
∣∣∣∣∣∣∣∣
Lp(RN−1)
.
1Pour f ∈ Lp(E) et g : E×E → R de´finie presque partout par g(x, y) = (f(x)−f(y))/|x−y|(N−1)/p+s, cette expression
est ||f ||Lp(E) + ||g||Lp(E×E) et, comme f → g est line´aire, la de´finition de ||f ||Ws,p(E) donne bien une norme sur Ws,p(E).
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Mais, lorsque f : RN → R+ est dans Lp(RN ) = Lp(R;Lp(RN−1)) (2), on a, pour tout ρ > 0,∣∣∣∣∣∣∣∣∫ ρ
0
f(·, s) ds
∣∣∣∣∣∣∣∣
Lp(RN−1)
≤
∫ ρ
0
||f(·, s)||Lp(RN−1),
donc
||u(·+ ρξ, 0)− u(·, 0)||Lp(RN−1)
≤
∫ ρ
0
||DNu(·+ ρξ, s)−DNu(·, s)||Lp(RN−1) ds+
∫ ρ
0
|| |∇x′u(·+ sξ, ρ)| ||Lp(RN−1) ds
≤ 2
∫ ρ
0
||DNu(·, s)||Lp(RN−1) ds+ ρ|| |∇x′u(·, ρ)| ||Lp(RN−1)
≤ ρ(F1(ρ) + F2(ρ)) (C.1.1)
ou`
F1(ρ) =
2
ρ
∫ ρ
0
||DNu(·, s)||Lp(RN−1) ds et F2(ρ) = || |∇x′u(·, ρ)| ||Lp(RN−1).
Par un changement de variables en polaires, et en notant σ0 la mesure sur S
N−2,∫
RN−1
∫
RN−1
|u(x′, 0)− u(y′, 0)|p
|x′ − y′|N−1+(1−1/p)p dx
′ dy′
=
∫
RN−1
∫
RN−1
|u(x′ + h, 0)− u(x′, 0)|p
|h|N−1+(1−1/p)p dx
′ dh
=
∫ ∞
0
∫
SN−2
∫
RN−1
ρN−2|u(x′ + ρξ, 0)− u(x′, 0)|p
ρN−1+p−1
dx′dρdσ0(ξ)
=
∫ ∞
0
∫
SN−2
||u(·+ ρξ, 0)− u(·, 0)||p
Lp(RN−1)
ρp
dρdσ0(ξ)
≤
∫ ∞
0
∫
SN−2
(F1(ρ) + F2(ρ))
p dσ0(ξ) dρ
≤ σ0(SN−2)||F1 + F2||pLp(R+),
soit (∫
RN−1
∫
RN−1
|u(x′, 0)− u(y′, 0)|p
|x′ − y′|N−1+(1−1/p)p dx
′ dy′
)1/p
≤ σ0(SN−2)1/p||F1 + F2||Lp(R+)
≤ σ0(SN−2)1/p(||F1||Lp(R+) + ||F2||Lp(R+)).
Or
||F2||pLp(R+) =
∫ ∞
0
∫
RN−1
|∇x′u(x′, ρ)|p dx′ dρ = || |∇x′u| ||pLp(RN+ )
et, puisque ρ → ||DNu(·, ρ)||Lp(RN−1) est dans Lp(R+) (la norme dans Lp(R+) de cette fonction est
||DNu||Lp(RN+ )), par le lemme de Hardy (p ∈]1,∞[), on a
||F1||Lp(R+) ≤ 2p′||DNu||Lp(RN+ ).
Ainsi, on a montre´ que pour tout u ∈ C∞c (RN+ ),(∫
RN−1
∫
RN−1
|γ0(u)(x′)− γ0(u)(y′)|p
|x′ − y′|N−1+(1−1/p)p dx
′ dy′
)1/p
≤ (1 + 2p′)σ0(SN−2)1/p|| |∇u| ||Lp(RN+ ). (C.1.2)
Soit maintenant u ∈ W 1,p(RN+ ); on prend (un)n≥1 ∈ C∞c (RN+ ) qui converge vers u dans W 1,p(RN+ ).
On sait alors que γ0(un) → γ0(u) dans Lp(RN−1) donc, quitte a` extraire une suite, presque partout
2Voir la formule (1.2.3) dans le polycopie´ gm3-02 “Inte´gration et Espaces de Sobolev a` Valeurs Vectorielles”, disponible
a` l’adresse web http://www-gm3.univ-mrs.fr/polys/gm3-02.
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sur RN−1; en passant a` la limite n → ∞ dans (C.1.2) applique´ a` un, on en de´duit par le lemme de
Fatou que u ve´rifie aussi (C.1.2). Comme on sait de´ja` qu’il existe C > 0 inde´pendant de u tel que
||γ0(u)||Lp(RN−1) ≤ C||u||W 1,p(RN+ ), on obtient donc, pour tout u ∈W 1,p(RN+ ),
||γ0(u)||W1−1/p,p(RN−1) ≤ (C + (1 + 2p′)σ0(SN−2)1/p)||u||W 1,p(RN+ ),
ce qui conclut cette preuve.
On va maintenant montrer que la trace est surjective a` valeurs dans W1−1/p,p(RN−1), en exhibant
(the´ore`me C.1.1) un inverse a` droite de la trace; avant de citer et prouver ce re´sultat, nous e´tablissons
un petit lemme technique.
Lemme C.1.1 Soit p ∈]1,∞[, f ∈ W1−1/p,p(RN−1), g ∈ C0c (BN−1) et β ∈ C0c (] − 1, 1[). En posant,
pour x ∈ RN+ ,
F (x) =
|β(xN )|
xNN
∫
RN−1
|f(y)− f(x′)|
∣∣∣∣g(x′ − yxN
)∣∣∣∣ dy,
on a
||F ||p
Lp(RN+ )
≤
||g||p/p′
L1(RN−1)||β||pL∞(R)||g||L∞(RN−1)
N + p− 2 ||f ||
p
W1−1/p,p(RN−1).
De´monstration:
Par l’ine´galite´ de Ho¨lder, on a∫
RN+
|β(xN )|p
xNpN
(∫
RN−1
|f(y)− f(x′)|
∣∣∣∣g(x′ − yxN
)∣∣∣∣ dy)p dx
≤
∫
RN+
|β(xN )|p
xNpN
(∫
RN−1
|f(y)− f(x′)|
∣∣∣∣g(x′ − yxN
)∣∣∣∣1/p ∣∣∣∣g(x′ − yxN
)∣∣∣∣1/p′ dy
)p
dx
≤
∫
RN+
|β(xN )|p
xNpN
(∫
RN−1
|f(y)− f(x′)|p
∣∣∣∣g(x′ − yxN
)∣∣∣∣ dy)× (∫
RN−1
∣∣∣∣g(x′ − yxN
)∣∣∣∣ dy)p/p′ dx.
Or, par changement de variable,∫
RN−1
∣∣∣∣g(x′ − yxN
)∣∣∣∣ dy = xN−1N ∫
RN−1
|g(z)| dz
donc, puisque (N − 1)p/p′ = (N − 1)(p− 1) = Np−N − p+ 1,∫
RN+
|β(xN )|p
xNpN
(∫
RN−1
|f(y)− f(x′)|
∣∣∣∣g(x′ − yxN
)∣∣∣∣ dy)p dx
≤ ||g||p/p′
L1(RN−1)
∫
RN+
|β(xN )|p
xN+p−1N
(∫
RN−1
|f(y)− f(x′)|p
∣∣∣∣g(x′ − yxN
)∣∣∣∣ dy) dx
≤ ||g||p/p′
L1(RN−1)
∫
RN−1
∫
RN−1
|f(x′)− f(y)|p
∫ ∞
0
|β(xN )|p
xN+p−1N
∣∣∣∣g(x′ − yxN
)∣∣∣∣ dxN dx′dy. (C.1.3)
De plus, puisque g((x′ − y)/xN ) = 0 lorsque xN ≤ |x′ − y| et β(xN ) = 0 lorsque xN > 1, on a, lorsque
|x′ − y| > 1, ∫ ∞
0
|β(xN )|p
xN+p−1N
∣∣∣∣g(x′ − yxN
)∣∣∣∣ dxN = 0
et, lorsque |x′ − y| ≤ 1,∫ ∞
0
|β(xN )|p
xN+p−1N
∣∣∣∣g(x′ − yxN
)∣∣∣∣ dxN ≤ ||β||pL∞(R)||g||L∞(RN−1) ∫ 1|x′−y| x−N−p+1N
=
||β||pL∞(R)||g||L∞(RN−1)
N + p− 2
(
1
|x′ − y|N+p−2 − 1
)
.
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Ainsi, dans tous les cas,∫ ∞
0
|β(xN )|p
xN+p−1N
∣∣∣∣g(x′ − yxN
)∣∣∣∣ dxN dx′dy ≤ ||β||pL∞(R)||g||L∞(RN−1)N + p− 2 1|x′ − y|N+p−2
et on a donc, par (C.1.3),
∫
RN+
|F |p ≤
||g||p/p′
L1(RN−1)||β||pL∞(R)||g||L∞(RN−1)
N + p− 2
∫
RN−1
∫
RN−1
|f(x′)− f(y)|p
|x′ − y|N−1+(1−1/p)p
≤
||g||p/p′
L1(RN−1)||β||pL∞(R)||g||L∞(RN−1)
N + p− 2 ||f ||
p
W1−1/p,p(RN−1),
ce qui est bien la formule souhaite´e.
The´ore`me C.1.1 Soit p ∈]1,∞[. Il existe une application line´aire continue R0 : W1−1/p,p(RN−1) →
W 1,p(RN+ ) telle que γ0 ◦ R0 = IdW1−1/p,p(RN−1).
Remarque C.1.1
1) Cette application est appele´ un rele`vement de la trace.
2) En fait, nous verrons que, pour tout f ∈ W1−1/p,p(RN−1), la fonction R0f que l’on construit est
en fait dans C∞(RN+ ).
De´monstration:
Soit ρ ∈ C∞c (BN−1) positive telle que
∫
RN−1 ρ(x
′) dx′ = 1. On pose, pour t > 0, ρt(x′) = t−(N−1)ρ(x/t)
((ρt)t>0 est une approximation de l’unite´ dans RN−1). Prenons β ∈ C∞c (]− 1, 1[) telle que β(0) = 1.
Soit f ∈ W1−1/p,p(RN−1). Posons, pour x′ ∈ RN−1 et xN > 0, R0f(x′, xN ) = β(xN )(f ∗ ρxN )(x′); par le
the´ore`me de de´rivation sous l’inte´grale, on constate que R0f ∈ C∞(RN+ ). L’application f → R0f est de
plus line´aire.
Par l’ine´galite´ de Young, on a, pour xN > 0,
||R0f(·, xN )||Lp(RN−1) ≤ |β(xN )| ||f ||Lp(RN−1),
donc
||R0f ||Lp(RN+ ) =
(∫ ∞
0
||R0f(·, xN )||pLp(RN−1) dxN
)1/p
≤ ||β||Lp(R+)||f ||Lp(RN−1). (C.1.4)
Par de´rivation sous l’inte´grale, on remarque que, pour i ∈ [1, N − 1] et x ∈ RN+ ,
∂i(R0f)(x) = β(xN )
xNN
∫
RN−1
f(y)∂iρ
(
x′ − y
xN
)
dy.
Mais
∫
RN−1 ∂iρ((x
′ − y)/xN ) dy = xN−1N
∫
RN−1 ∂iρ(z) dz = 0 pour tout x ∈ RN+ , donc
∂i(R0f)(x) = β(xN )
xNN
∫
RN−1
(f(y)− f(x′))∂iρ
(
x′ − y
xN
)
dy
et on a alors, par le lemme C.1.1 applique´ a` g = |∂iρ|,∫
RN+
|∂i(R0f)(x)|p dx
≤
||∂iρ||p/p
′
L1(RN−1)||β||pL∞(R)||∂iρ||L∞(RN−1)
N + p− 2 ||f ||
p
W1−1/p,p(RN−1) <∞, (C.1.5)
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ce qui re`gle le cas des de´rive´es paralle`les a` RN−1.
Pour tout x ∈ RN+ , on a
∫
RN−1 ρxN (x
′ − y) dy = 1, donc
R0f(x)− β(xN )f(x′) = β(xN )
∫
RN−1
(f(y)− f(x′))ρxN (x′ − y) dy.
En de´rivant cette expression par rapport a` xN , on en de´duit
∂N (R0f)(x)− β′(xN )f(x′)
= β′(xN )
∫
RN−1
(f(y)− f(x′))ρxN (x′ − y) dy
+β(xN )
∫
RN−1
(f(y)− f(x′))
(
−(N − 1)
xNN
ρ
(
x′ − y
xN
)
+
1
xN−1N
N−1∑
i=1
yi − x′i
x2N
∂iρ
(
x′ − y
xN
))
dy
= β′(xN )f ∗ ρxN (x′)− β′(xN )f(x′)
+
β(xN )
xNN
∫
RN−1
(f(y)− f(x′))
(
−(N − 1)ρ
(
x′ − y
xN
)
+
N−1∑
i=1
yi − x′i
xN
∂iρ
(
x′ − y
xN
))
dy.
Mais, pour tout i ∈ [1, N − 1], si ∂iρ((x′ − y)/xN ) 6= 0, on a |x′ − y| ≤ xN , donc |x′i − yi| ≤ xN et on en
de´duit que, pour tout x ∈ RN+ et y ∈ RN−1,∣∣∣∣∣−(N − 1)ρ
(
x′ − y
xN
)
+
N−1∑
i=1
yi − x′i
xN
∂iρ
(
x′ − y
xN
)∣∣∣∣∣ ≤ (N − 1)
∣∣∣∣ρ(x′ − yxN
)∣∣∣∣+ N−1∑
i=1
∣∣∣∣∂iρ(x′ − yxN
)∣∣∣∣ .
En posant
g(z) = (N − 1)|ρ(z)|+
N−1∑
i=1
|∂iρ(z)| ∈ C0c (BN−1)
(qui ne de´pend pas de f), on obtient alors
|∂N (R0f)(x)| ≤ |h(x)|+ |β(xN )|
xNN
∫
RN−1
|f(y)− f(x′)|
∣∣∣∣g(x′ − yxN
)∣∣∣∣ dy,
ou` h(x) = β′(xN )f ∗ ρxN (x′).
En appliquant le lemme C.1.1, et puisque
||h||p
Lp(RN+ )
=
∫ ∞
0
|β′(xN )|p||f ∗ ρxN ||pLp(RN−1) ≤ ||f ||pLp(RN−1)||β′||pLp(R+),
on en de´duit
||∂N (R0f)||Lp(RN+ ) ≤ ||f ||Lp(RN−1)||β
′||Lp(R+)
+
 ||g||p/p′L1(RN−1)||β||pL∞(R)||g||L∞(RN−1)
N + p− 2
1/p ||f ||W1−1/p,p(RN−1)
≤ C||f ||W1−1/p,p(RN−1) <∞
ou` C ne de´pend pas de f . En rassemblant cette ine´galite´, (C.1.4) et (C.1.5), on constate que
R0 :W1−1/p,p(RN−1)→W 1,p(RN+ )
est bien de´finie et line´aire continue.
Il ne reste plus qu’a` montrer que, pour tout f ∈ W1−1/p,p(RN−1), on a γ0(R0f) = f .
Soit t > 0 et, pour x ∈ RN+ , τt(R0f)(x) = R0f(x′, xN + t); l’application τt(R0f) est bien de´finie et dans
C∞(RN+ ) (car R0f ∈ C∞(RN+ )). Puisque R0f ∈ Lp(RN+ ), il est bien connu que τt(R0f) → R0f dans
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Lp(RN+ ) lorsque t → 0; de plus, ∇(τt(R0f)) = τt(∇(R0f)) (ces de´rive´es sont des de´rive´es classiques, les
fonctions e´tant re´gulie`res) et, puisque ∇(R0f) ∈ (Lp(RN+ ))N , τt(∇(R0f)) → ∇(R0f) dans (Lp(RN+ ))N
lorsque t → 0. Ainsi, τt(R0f) → R0f dans W 1,p(RN+ ) et on a donc γ0(τt(R0f)) → γ0(R0f) dans
Lp(RN−1).
Mais τt(R0f) ∈ C∞(RN+ )∩W 1,p(RN+ ), donc γ0(τt(R0f))(x′) = τt(R0f)(x′, 0) = R0f(x′, t) = β(t)f∗ρt(x′);
comme f ∗ ρt → f dans Lp(RN−1) lorsque t→ 0 (car f ∈ Lp(RN−1) et (ρt)t>0 est une approximation de
l’unite´) et β(t)→ 1 lorsque t→ 0, on en de´duit que f = γ0(R0f) dans Lp(RN−1).
C.2 Cas d’un Bord d’Ouvert Faiblement Lipschitzien
C.2.1 Pre´liminaires
Nous e´tablissons tout d’abord quelques lemmes qui nous aideront a` prouver les re´sultats principaux de
cette annexe.
Lemme C.2.1 Soit p ∈]1,∞[, Ω et Ω′ deux ouverts faiblement lipschitziens de RN . On se donne
ϕ : U ∩ ∂Ω′ → V ∩ ∂Ω un home´omorphisme bilipschitzien entre deux ouverts de leur bords. Alors
l’application f ∈ W1−1/p,p(V ∩ ∂Ω)→ f ◦ϕ ∈ W1−1/p,p(U ∩ ∂Ω′) est bien de´finie et c’est un isomorphis-
me.
De´monstration:
On sait de´ja` que cette application est un isomorphisme Lp(V ∩ ∂Ω) → Lp(U ∩ ∂Ω′) (proposition 2.2.2).
Notons C la norme de cette application.
Prenons f ∈ W1−1/p,p(V ∩ ∂Ω), on de´finit F : V ∩ ∂Ω× V ∩ ∂Ω→ R σ-presque partout par
F (x, y) =
|f(x)− f(y)|
|x− y|(N−1)/p+(1−1/p) .
Par hypothe`se, F ∈ Lp(V ∩∂Ω×V ∩∂Ω) donc, par le the´ore`me de Fubini, pour σ-presque tout x ∈ V ∩∂Ω,
F (x, ·) ∈ Lp(V ∩ ∂Ω); on sait alors que
||F (x, ϕ(·))||pLp(U∩∂Ω′) =
∫
U∩∂Ω′
|f(x)− f ◦ ϕ(y)|p
|x− ϕ(y)|N−1+(1−1/p)p dσ(y) ≤ C
p||F (x, ·)||pLp(V ∩∂Ω).
Toujours par le the´ore`me de Fubini, la fonction G(x) = ||F (x, ϕ(·))||Lp(U∩∂Ω′) est dans Lp(V ∩ ∂Ω) (car
F (·, ϕ(·)) ∈ Lp(V ∩ ∂Ω× U ∩ ∂Ω′) par l’ine´galite´ pre´ce´dente) et on a∫
U∩∂Ω′
∫
U∩∂Ω′
|f ◦ ϕ(x)− f ◦ ϕ(y)|p
|ϕ(x)− ϕ(y)|N−1+(1−1/p)p dσ(y)dσ(x)
= ||G ◦ ϕ||pLp(U∩∂Ω′)
≤ Cp||G||pLp(V ∩∂Ω)
≤ (Cp)2||F ||pLp(V ∩∂Ω×V ∩Ω)
≤ C2p
∫
V ∩∂Ω
∫
V ∩∂Ω
|f(x)− f(y)|p
|x− y|N−1+(1−1/p)p dσ(y)dσ(x).
Or ϕ e´tant lipschitzienne, il existe D > 0 tel que |ϕ(x)− ϕ(y)| ≤ D|x− y| pour tous (x, y) ∈ (U ∩ ∂Ω′)2,
donc ∫
U∩∂Ω′
∫
U∩∂Ω′
|f ◦ ϕ(x)− f ◦ ϕ(y)|p
|x− y|N−1+(1−1/p)p dσ(y)dσ(x)
≤ DN−1+(1−1/p)p
∫
U∩∂Ω′
∫
U∩∂Ω′
|f ◦ ϕ(x)− f ◦ ϕ(y)|p
|ϕ(x)− ϕ(y)|N−1+(1−1/p)p dσ(y)dσ(x)
≤ DN−1+(1−1/p)pC2p||f ||pW1−1/p,p(V ∩∂Ω).
Cela prouve que l’application de transport par ϕ est line´aire continue
W1−1/p,p(V ∩ ∂Ω)→W1−1/p,p(U ∩ ∂Ω′).
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Son inverse e´vident e´tant l’application de transport par ϕ−1 qui est line´aire continue
W1−1/p,p(U ∩ ∂Ω′)→W1−1/p,p(V ∩ ∂Ω)
(ϕ−1 ve´rifie les meˆmes proprie´te´s que ϕ en intervertissant le role de V ∩ ∂Ω et U ∩ ∂Ω′), cela conclut le
lemme.
De manie`re ge´ne´rale, lorsque E est un espace de fonctions et K est un compact, EK de´signe l’ensemble
des fonctions de E qui sont nulles hors de K; cet espace est muni de la meˆme norme que E .
Lemme C.2.2 Soit E = RN−1 ou E = ∂Ω (avec Ω ouvert faiblement lipschitzien de RN ); on munit
E de sa mesure m naturelle (la mesure de Lebesgue sur RN−1 dans le premier cas, la mesure σ dans le
second cas). Soit O un ouvert de RN . Si K est un compact de O, alors l’extension sur E par 0 hors de
E ∩O est line´aire continue W1−1/p,p(E ∩O)K →W1−1/p,p(E).
De´monstration:
Cette extension est clairement line´aire continue W1−1/p,p(E ∩O)K → Lp(E).
Soit maintenant f ∈ W1−1/p,p(E ∩O)K et notons g son extension sur E par 0 hors de E ∩O. On a∫
E
∫
E
|g(x)− g(y)|p
|x− y|N−1+(1−1/p)p dm(x) dm(y)
=
∫
E∩O
∫
E∩O
|g(x)− g(y)|p
|x− y|N−1+(1−1/p)p dm(x) dm(y) +
∫
E∩O
∫
E\O
|g(x)− g(y)|p
|x− y|N−1+(1−1/p)p dm(x) dm(y)
+
∫
E\O
∫
E∩O
|g(x)− g(y)|p
|x− y|N−1+(1−1/p)p dm(x) dm(y) +
∫
E\O
∫
E\O
|g(x)− g(y)|p
|x− y|N−1+(1−1/p)p dm(x) dm(y)
=
∫
E∩O
∫
E∩O
|f(x)− f(y)|p
|x− y|N−1+(1−1/p)p dm(x) dm(y) + 2
∫
E∩O
∫
E\O
|f(x)|p
|x− y|N−1+(1−1/p)p dm(x) dm(y)
≤ ||f ||pW1−1/p,p(E∩O) + 2
∫
K
|f(x)|p
∫
E\O
1
|x− y|N−1+(1−1/p)p dm(y) dm(x). (C.2.1)
Or, lorsque x ∈ K et y 6∈ O, on a |x− y| ≥ dist(K,RN\O) > 0.
Supposons dans un premier temps que E = RN−1; on a alors, par changement de variable z = x − y et
pour tout x ∈ K,∫
E\O
1
|x− y|N−1+(1−1/p)p dm(y) ≤
∫
|z|≥dist(K,RN\O)
1
|z|N−1+(1−1/p)p dm(z) = C
ou` C <∞ (car N − 1 + (1− 1/p)p > N − 1) ne de´pend que de K, O, p et N .
Supposons maintenant que E = ∂Ω pour Ω ouvert faiblement lipschitzien de RN ; alors, pour tout x ∈ K,∫
E\O
1
|x− y|N−1+(1−1/p)p dm(y) ≤
σ(∂Ω)
dist(K,RN\O)N−1+(1−1/p)p = C
ou` C <∞ ne de´pend que de Ω, K, O, N et p.
En injectant ceci dans (C.2.1), on a C inde´pendant de f tel que∫
E
∫
E
|g(x)− g(y)|p
|x− y|N−1+(1−1/p)p dm(x) dm(y)
≤ ||f ||pW1−1/p,p(E∩O) + C||f ||
p
Lp(O∩E) ≤ sup(1, C)||f ||pW1−1/p,p(E∩O),
ce qui conclut cette preuve.
Lemme C.2.3 Soit Ω un ouvert faiblement lipschitzien de RN et p ∈]1,∞[. Si θ ∈ C∞c (RN ), alors la
multiplication par θ est line´aire continue W1−1/p,p(∂Ω)→W1−1/p,p(∂Ω).
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De´monstration:
Soit f ∈ W1−1/p,p(∂Ω). On a θf ∈ Lp(∂Ω) avec ||θf ||Lp(∂Ω) ≤ ||θ||L∞(RN )||f ||Lp(∂Ω).
On a de plus, par le caracte`re lipschitzien de θ,∫
∂Ω
∫
∂Ω
|θ(x)f(x)− θ(y)f(y)|p
|x− y|N−1+(1−1/p)p dσ(x) dσ(y)
≤
∫
∂Ω
∫
∂Ω
(|θ(x)− θ(y)||f(x)|+ |θ(y)||f(x)− f(y)|)p
|x− y|N−1+(1−1/p)p dσ(x) dσ(y)
≤ 2p
∫
∂Ω
∫
∂Ω
|θ(x)− θ(y)|p|f(x)|p
|x− y|N−1+(1−1/p)p dσ(x) dσ(y) + 2
p
∫
∂Ω
∫
∂Ω
|θ(y)|p|f(x)− f(y)|p
|x− y|N−1+(1−1/p)p dσ(x) dσ(y)
≤ 2pLip(θ)p
∫
∂Ω
|f(x)|p
∫
∂Ω
1
|x− y|N−2 dσ(y) dσ(x) + 2
p||θ||p
L∞(RN )||f ||pW1−1/p,p(∂Ω). (C.2.2)
Soit (τi, Oi∩∂Ω)i∈[1,k] un syste`me de parame´trisations de ∂Ω et (ζi)i∈[1,k] une partition de l’unite´ C∞c (RN )
associe´e. Fixons x ∈ ∂Ω.
Si x ∈ Oi alors, par le caracte`re bilipschitzien de τi, il existe Ci > 0 tel que∫
BN−1
ζi ◦ τi(z) 1|τi(τ−1i (x))− τi(z)|N−2
∣∣∣∣ ∂τi∂z1 ∧ · · · ∧ ∂τi∂zN−1
∣∣∣∣ (z) dz
≤ Ci
∫
BN−1
ζi ◦ τi(z) 1|τ−1i (x)− z|N−2
dz
≤ Ci||ζi||L∞(RN )
∫
2BN−1
1
|z|N−2 dz = Di <∞
(Di ne de´pend pas de x).
Si x 6∈ Oi, alors pour tout z ∈ BN−1 tel que ζi(τi(z)) 6= 0, on a |x − τi(z)| ≥ dist(supp(ζi),RN\Oi) > 0
donc, par le caracte`re lipschitzien de τi, il existe Ci tel que∫
BN−1
ζi ◦ τi(z) 1|x− τi(z)|N−2
∣∣∣∣ ∂τi∂z1 ∧ · · · ∧ ∂τi∂zN−1
∣∣∣∣ (z) dz
≤ Ci
dist(supp(ζi),RN\Oi)N−2 ||ζi||L∞(RN )|B
N−1| = Di <∞
(Di ne de´pend pas de x).
On a donc, pour tout x ∈ ∂Ω,∫
∂Ω
1
|x− y|N−2 dσ(y) =
k∑
i=1
∫
BN−1
ζi ◦ τi(z) 1|x− τi(z)|N−2
∣∣∣∣ ∂τi∂z1 ∧ · · · ∧ ∂τi∂zN−1
∣∣∣∣ (z) dz ≤ k∑
i=1
Di = D
avec D ne de´pendant pas de x. En injectant ceci dans (C.2.2), on en de´duit∫
∂Ω
∫
∂Ω
|θ(x)f(x)− θ(y)f(y)|p
|x− y|N−1+(1−1/p)p dσ(x) dσ(y) ≤ 2
pLip(θ)pD||f ||pLp(∂Ω) + 2p||θ||pL∞(RN )||f ||pW1−1/p,p(∂Ω),
ce qui implique le re´sultat du lemme.
C.2.2 Re´sultats Principaux
Proposition C.2.1 Si Ω est un ouvert faiblement lipschitzien de RN et p ∈]1,∞[, alors la trace γ :
W 1,p(Ω)→ Lp(Ω) est en fait line´aire continue W 1,p(Ω)→W1−1/p,p(∂Ω).
De´monstration:
On revient a` la de´finition de la trace. Rappelons que la trace d’une fonction u ∈W 1,p(Ω) est de´finie, en
prenant (Oi, ϕi)i∈[1,k] un syste`me de cartes de ∂Ω et (θi)i∈[1,k] une partition de l’unite´ sur ∂Ω associe´e,
comme
γ(u) =
k∑
i=1
Pi
(
γ0
(
E((θiu)|Oi∩Ω ◦ ϕ−1i )
)
|BN−1 ◦ ϕi
)
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ou` γ0 est la trace dans W
1,p(RN+ ), E est l’extension a` RN+ par 0 hors de BN+ d’une fonction de W 1,p(BN+ ) a`
support compact dans BN et Pi est l’extension a` ∂Ω par 0 hors de Oi ∩Ω d’une fonction de Lp(Oi ∩∂Ω).
On voit que
• La multiplication par θi est line´aire continue
W 1,p(Ω)→W 1,p(Ω)supp(θi),
• La restriction est line´aire continue
W 1,p(Ω)supp(θi) →W 1,p(Oi ∩ Ω)supp(θi),
• Le transport par ϕ−1i est line´aire continu (the´ore`me 1.4.1)
W 1,p(Oi ∩ Ω)supp(θi) →W 1,p(B+N )ϕi(supp(θi)),
• L’extension E est line´aire continue (lemme 1.4.2)
W 1,p(B+N )ϕi(supp(θi)) →W 1,p(RN+ )ϕi(supp(θi)),
• La trace γ0 est line´aire continue (proposition C.1.1),
W 1,p(RN+ )ϕi(supp(θi)) →W1−1/p,p(RN−1)ϕi(supp(θi)),
• La restriction a` BN−1 est line´aire continue
W1−1/p,p(RN−1)ϕi(supp(θi)) →W1−1/p,p(BN−1)ϕi(supp(θi)),
• Le transport par ϕi est line´aire continu (lemme C.2.1)
W1−1/p,p(BN−1)ϕi(supp(θi)) →W1−1/p,p(Oi ∩ ∂Ω)supp(θi),
• Le prolongement Pi est line´aire continu (lemme C.2.2)
W1−1/p,p(Oi ∩ ∂Ω)supp(θi) →W1−1/p,p(∂Ω).
Ainsi, la trace est effectivement line´aire continue W 1,p(Ω)→W1−1/p,p(∂Ω).
Proposition C.2.2 Soit Ω un ouvert faiblement lipschitzien de RN et p ∈]1,∞[. Il existe un rele`vement
de la trace γ : W 1,p(Ω)→W1−1/p,p(∂Ω), c’est a` dire une application line´aire continue
R :W1−1/p,p(∂Ω)→W 1,p(Ω)
telle que, pour tout f ∈ W1−1/p,p(∂Ω), γ(Rf) = f .
De´monstration:
Soit (Oi, ϕi)i∈[1,k] un syste`me de cartes de ∂Ω et (θi)i∈[1,k] une partition C∞c de l’unite´ associe´e.
On prend Θ ∈ C∞c (BN ) qui vaut 1 au voisinage de ∪ki=1ϕi(supp(θi)) (pour tout i ∈ [1, k], comme supp(θi)
est un compact de Oi, ϕi(supp(θi)) est un compact de B
N ).
Graˆce aux re´sultats pre´ce´dents, on constate que, pour tout i ∈ [1, k],
• La multiplication par θi est line´aire continue (lemme C.2.3)
W1−1/p,p(∂Ω)→W1−1/p,p(∂Ω)supp(θi),
• La restriction a` Oi ∩ ∂Ω est line´aire continue
W1−1/p,p(∂Ω)supp(θi) →W1−1/p,p(Oi ∩ ∂Ω)supp(θi),
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• Le transport par ϕ−1i est line´aire continu (lemme C.2.1)
W1−1/p,p(Oi ∩ ∂Ω)supp(θi) →W1−1/p,p(BN−1)ϕi(supp(θi)),
• L’extension P a` RN−1 par 0 hors de BN−1 est line´aire continue (lemme C.2.2)
W1−1/p,p(BN−1)ϕi(supp(θi)) →W1−1/p,p(RN−1),
• Il existe un rele`vement R0 line´aire continu (the´ore`me C.1.1)
W1−1/p,p(RN−1)→W 1,p(RN+ ),
• La multiplication par Θ est line´aire continue
W 1,p(RN+ )→W 1,p(RN+ )supp(Θ),
• La restriction a` BN+ est line´aire continue
W 1,p(RN+ )supp(Θ) →W 1,p(BN+ )supp(Θ),
• Le transport par ϕi est line´aire continu (the´ore`me 1.4.1)
W 1,p(BN+ )supp(Θ) →W 1,p(Oi ∩ Ω)ϕ−1i (supp(Θ))
• L’extension Ei a` Ω par 0 hors de Oi ∩Ω est line´aire continue (lemme 1.4.2, ϕ−1i (supp(Θ)) e´tant un
compact de Oi)
W 1,p(Oi ∩ Ω)ϕ−1i (supp(Θ)) →W
1,p(Ω).
Ainsi, lorsque f ∈ W1−1/p,p(∂Ω),
Rf =
k∑
i=1
Ei((ΘR0(P ((θif)|Oi∩∂Ω ◦ ϕ−1i )))|BN+ ◦ ϕi)
de´finit une application line´aire continue W1−1/p,p(∂Ω) → W 1,p(Ω). Il reste a` voir qu’il s’agit bien d’un
rele`vement de la trace.
Avant de faire cela, e´tablissons un petit re´sultat annexe: pour tout i ∈ [1, k], si v ∈ W 1,p(BN+ ) est a`
support compact dans BN , alors
γ(Ei(v ◦ ϕi)) = 0 hors de Oi et γ(Ei(v ◦ ϕi)) = (γ0(Ev))|BN−1 ◦ ϕi|Oi∩∂Ω sur Oi ∩ ∂Ω (C.2.3)
(ou` E est l’application de prolongement a` RN+ par 0 hors de BN+ d’une fonction de W 1,p(BN+ ) a` support
compact dans BN ).
Pour voir cela, on approche v par une suite de (vn)n≥1 ∈ C∞(BN+ ) a` supports dans un compact fixe´ de BN
(ce qui est possible: il suffit de convoler Ev ∈W 1,p(RN+ ) par des noyaux re´gularisants de´centre´s sur RN− ) et
on constate, graˆce aux proprie´te´s de continuite´ de Ei et du transport par ϕi, que Ei(vn ◦ϕi)→ Ei(v ◦ϕi)
dans W 1,p(Ω), donc que γ(Ei(vn ◦ϕi))→ γ(Ei(v ◦ϕi)) dans Lp(∂Ω). Or Ei(vn ◦ϕi) e´tant aussi continue
sur Ω (car vn est continue a` support compact dans B
N et ϕi : Oi → BN est un home´omorphisme, donc
vn ◦ϕi est continue a` support compact dans Oi: son extension a` RN par 0 hors de Oi est donc continue),
on a γ(Ei(vn ◦ ϕi)) = (Ei(vn ◦ ϕi))|∂Ω; ceci permet de´ja` de voir que γ(Ei(vn ◦ ϕi)) = 0 hors de Oi (car
Ei est l’extension par 0 hors de Oi) donc, en passant a` la limite, que γ(Ei(v ◦ ϕi)) = 0 hors de Oi.
Sur Oi ∩ ∂Ω, on a γ(Ei(vn ◦ ϕi)) = (vn ◦ ϕi)|Oi∩∂Ω = (vn)|BN−1 ◦ ϕi|Oi∩∂Ω = γ0(Evn)|BN−1 ◦ ϕi|Oi∩∂Ω
(vn e´tant continue a` support compact dans B
N , on a γ0(Evn)|BN−1 = (vn)|BN−1); or, par les proprie´te´s
de continuite´ de γ0 et E, γ0(Evn) → γ0(Ev) dans Lp(RN−1) donc γ0(Evn)|BN−1 → γ0(Ev)|BN−1 dans
Lp(BN−1) et ϕi|Oi∩∂Ω e´tant un home´omorphisme bilipschitzien entre Oi∩∂Ω et BN−1, on en de´duit que
γ0(Evn)|BN−1 ◦ ϕi|Oi∩∂Ω → γ0(Ev)|BN−1 ◦ ϕi|Oi∩∂Ω dans Lp(Oi ∩ ∂Ω). Cela donne donc bien le re´sultat
(C.2.3).
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Soit f ∈ W1−1/p,p(∂Ω) et i ∈ [1, k]. En appliquant (C.2.3) a` v = (ΘR0(P ((θif)|Oi∩∂Ω ◦ ϕ−1i )))|BN+ , on a,
hors de Oi,
γ(Ei((ΘR0(P ((θif)|Oi∩∂Ω ◦ ϕ−1i )))|BN+ ◦ ϕi)) = 0
et, puisque Ev = ΘR0(P ((θif)|Oi∩∂Ω ◦ ϕ−1i )) (car supp(Θ) ⊂ BN ), sur Oi ∩ ∂Ω,
γ(Ei((ΘR0(P ((θif)|Oi∩∂Ω ◦ ϕ−1i )))|BN+ ◦ ϕi)) = (γ0(ΘR0(P ((θif)|Oi∩∂Ω ◦ ϕ
−1
i ))))|BN−1 ◦ ϕi|Oi∩∂Ω.
Mais, Θ e´tant re´gulie`re, par la proposition 4.1.3 et la de´finition de R0,
γ0(ΘR0(P ((θif)|Oi∩∂Ω ◦ ϕ−1i ))) = Θ|RN−1γ0(R0(P ((θif)|Oi∩∂Ω ◦ ϕ−1i )))
= Θ|RN−1P ((θif)|Oi∩∂Ω ◦ ϕ−1i ),
donc par de´finition de P ,
(γ0(ΘR0(P ((θif)|Oi∩∂Ω ◦ ϕ−1i ))))|BN−1 = Θ|BN−1(θif)|Oi∩∂Ω ◦ ϕ−1i |BN−1
et on a donc, sur Oi ∩ ∂Ω,
γ(Ei((ΘR0(P ((θif)|Oi∩Ω ◦ ϕ−1i )))|BN+ ◦ ϕi)) = Θ|BN−1 ◦ ϕi|Oi∩∂Ωθif.
Comme Θ = 1 au voisinage de ϕi(supp(θi)), on en de´duit que, sur Oi ∩ ∂Ω,
γ(Ei((ΘR0(P ((θif)|Oi∩∂Ω ◦ ϕ−1i )))|BN+ ◦ ϕi)) = θif.
Comme θif = 0 sur ∂Ω hors de Oi, cette e´galite´ est en fait ve´rifie´e partout sur ∂Ω (i.e. dans L
p(∂Ω)).
Par line´arite´ de la trace et de´finition de Rf , on trouve finalement, puisque (θi)i∈[1,k] est une paritition
de l’unite´ sur ∂Ω,
γ(Rf) =
k∑
i=1
θif =
(
k∑
i=1
θi
)
f = f,
ce qui conclut cette preuve.
The´ore`me C.2.1 Soit Ω un ouvert faiblement lipschitzien de RN et p ∈]1,∞[. Alge´briquement et
topologiquement, on a W 1−1/p,p(∂Ω) =W1−1/p,p(∂Ω).
De´monstration:
L’injection continue de W 1−1/p,p(∂Ω) dans W1−1/p,p(∂Ω) se de´duit de la proposition C.2.1. En effet,
si f ∈ W 1−1/p,p(∂Ω) alors, en prenant u ∈ W 1,p(Ω) dont la trace sur ∂Ω est f , on a f = γ(u) ∈
W1−1/p,p(∂Ω) et, en notant C la norme de la trace W 1,p(Ω) → W1−1/p,p(∂Ω), ||f ||W1−1/p,p(∂Ω) ≤
C||u||W 1,p(Ω); cette ine´galite´ e´tant vraie pour tout u ∈ W 1,p(Ω) ayant pour trace f , on obtient, par
de´finition de la norme sur W 1−1/p,p(∂Ω), ||f ||W1−1/p,p(∂Ω) ≤ C||f ||W 1−1/p,p(∂Ω).
L’injection continue de W1−1/p,p(∂Ω) dans W 1−1/p,p(∂Ω) se de´duit de la proposition C.2.2. En effet, si
f ∈ W1−1/p,p(∂Ω), en notant R :W1−1/p,p(∂Ω)→W 1,p(Ω) un rele`vement de la trace, on a f = γ(Rf) ∈
W 1−1/p,p(∂Ω) et, par de´finition de la norme sur W 1−1/p,p(∂Ω),
||f ||W 1−1/p,p(∂Ω) ≤ ||Rf ||W 1,p(Ω) ≤ ||R||L(W1−1/p,p(∂Ω),W 1,p(Ω))||f ||W1−1/p,p(∂Ω),
ce qui conclut cette preuve.
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