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Abstract
Public places such as shopping centres and airports are monitored using closed
circuit television (CCTV) in order to ensure normal operating conditions. Human
operators are typically employed to perform this task, however as CCTV becomes
more common it is impossible to monitor all viewpoints due to the number of
cameras installed. In recent years, researchers have turned to computer vision in
order to monitor crowds automatically. This thesis presents original contributions
in four research areas: crowd counting, crowd flow monitoring, queue monitoring
and anomaly detection.
The first major contribution of this thesis is in the field of crowd counting. Crowd
size is a holistic description of a scene, therefore the majority of existing crowd
counting techniques have utilised holistic image features to estimate crowd size. In
this thesis, a novel approach is proposed which is based on local image features,
which are specific to individuals and groups within a scene, so that the total
crowd estimate is the sum of all group sizes. An extensive analysis shows that
local features consistently outperform holistic features.
Existing approaches to crowd counting are also scene specific, as they are designed
to operate in the same environment that was used to train the system. This the-
sis presents a novel algorithm which utilises camera calibration to achieve scene
invariance by scaling features appropriately between viewpoints. Additionally,
ii
multi camera crowd counting is achieved by using camera calibration to compen-
sate for regions of overlap within a multi camera network.
The second major contribution of this thesis is in the field of crowd flow moni-
toring. A novel ‘virtual gate’ is proposed which counts pedestrians as they pass
through a hypothetical line, or region of interest. Existing methods have typically
fallen into one of two categories: object detection, or regression of optical flow.
The virtual gate proposed in this thesis combines these two methods by detecting
salient keypoints in an image and accumulating the optical flow of these feature
points. Temporal windows and optical flow histograms are also proposed and
shown to improve performance.
The third major contribution of this thesis is in the field of queue monitoring.
There are currently very few methods for monitoring queue parameters such as
queue length, growth rate, arrival rate and service rate. This thesis proposes
a novel algorithm which combines crowd counting and virtual gates to monitor
queue parameters automatically.
The fourth major contribution of this thesis is in the field of anomaly detec-
tion. Abnormal motion patterns may be indicative of dangerous or disruptive
behaviour, and they may interfere with the operation of the aforementioned al-
gorithms, therefore we seek to detect such events. Existing approaches typically
reduce the optical flow field in some way (through quantisation, dimensionality re-
duction or histogram binning). This thesis proposes a novel visual representation
called textures of optical flow which captures the properties of motion patterns
in crowded environments by applying traditional textural features directly to an
optical flow field. Results demonstrate that the proposed approach outperforms
existing algorithms on benchmark anomaly detection sequences.
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Chapter 1
Introduction
1.1 Motivation and Overview
A crowd is a large collection of people within a public space. In public places such
as railway stations, airports and shopping centres, it is not possible to monitor
every individual person for suspicious behaviour. Instead, the problems posed in
crowded environments arise from the crowd’s collective properties: congestion,
excitement, fighting, rioting and mass panic. As Gustav Le Bon [25] wrote in his
classic book on social psychology, The Crowd: A Study of the Popular Mind :
Under certain given circumstances, and only under those circum-
stances, an agglomeration of men presents new characteristics very
different from those of the individuals composing it. The sentiments
and ideas of all the persons in the gathering take one and the same
direction, and their conscious personality vanishes. A collective mind
is formed, doubtless transitory, but presenting very clearly defined
characteristics. The gathering has thus become what, in the absence
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of a better expression, I will call an organized crowd, or, if the term is
considered preferable, a psychological crowd. It forms a single being
and is subject to the law of the mental unity of crowds.
The infectious nature of human emotions can lead to collective behaviours that
poses significant threats to safety and security. In short, “a crowd is something
other than the sum of its parts” [58].
Closed circuit television (CCTV) provides a means for security personnel to mon-
itor crowds, in order to prevent or minimise these problems. Crowd monitoring is
concerned with the holistic properties of pedestrians in a scene. These properties
include crowd size, density, growth rate and flow patterns, as well as the detection
of abnormal events.
Unfortunately, CCTV provides an incomplete picture of the world, one which is
“disjoint and fragmented” [118]. Security systems employing CCTV are managed
from a control room containing several monitors, which are observed by a human
operator. In public places such as railway stations and airports, the operator
is sensitive to specific events, suspicious behaviour and objects. Differentiating
such events from routine activities is not easy, and requires constant, focused
attention:
In undertaking their work, station staff... do no just passively monitor
the general scene for events to occur and then undertake actions, but
view the images, in detail, with regard to what may be organisation-
ally appropriate next actions to undertake. [118]
As CCTV becomes ubiquitous, however, it grows increasingly difficult for humans
to monitor all of the available data, due to the sheer number of cameras installed.
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For example, there are estimated to be between 1.85 million [77] and 4.2 million
[142] CCTV cameras installed in the United Kingdom alone.
Furthermore, crowd monitoring may be limited by the “short attention span
and lack of adequate training and experience of human operators” [24]. In most
cases, security footage is used to investigate events after they occur, rather than
to generate real-time alerts during an evolving situation.
In recent years, researchers have turned to computer vision based surveil-
lance technologies to monitor crowds automatically from closed-circuit television
footage. Automated visual surveillance is an active field of research, due to the
large number of problems which remain unsolved. Existing research into pedes-
trian tracking and human action recognition is well established [90, 137], however
the problems posed by crowded environments are even more challenging due to
the presence of occlusions and multiple agents. The techniques proposed in the
literature are generally evaluated in controlled environments over a short time
frame, whereas most practical applications will require long term surveillance
over a wide range of conditions. This introduces additional problems, such as
changing lighting conditions and changes in context over time.
Commercial surveillance companies advertise products which can perform pedes-
trian tracking, detect perimeter intrusions, and count people [5, 85]. However,
according to Boghossian [24]:
[T]he consistent and widespread message from end-users of imaging
systems has been that this technology is not yet sufficiently robust or
generically applicable to reach its full commercial potential. Either
systems do not work over a sufficiently wide range of environmen-
tal conditions and perturbing factors or they are not applicable in a
sufficiently broad range of scenarios without extensive retraining and
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customisation to each new application.
There is a trade-off between accuracy and practicality amongst these technologies.
A system that is tailored heavily to a specific environment will be more accurate
under those controlled conditions, for example, but the system’s ability to scale
between changing viewpoints and environmental conditions will be compromised,
diminishing its practicality. This is largely a symptom of using limited datasets
to evaluate algorithms, which can result in overfitting and poor generalisation.
This research is motivated by the need for more practical visual surveillance
solutions in crowded environments. This is particularly true in occluded crowds,
where traditional object tracking algorithms struggle, or fail, to operate.
1.2 Aims and Objectives
This research aims to expand the capabilities of current intelligent visual surveil-
lance systems to monitor crowds, and to improve their robustness when employed
in practical situations. Original contributions are made in the following areas.
1.2.1 Crowd Counting
In large public places, it is often not possible to monitor every person’s individual
behaviour due to crowd size. Instead, crowd properties can be monitored, such as
the distribution of people throughout the space and the total number of people
in the scene. Crowd size may be an indicator of security threats such as fighting,
rioting, violent protest, mass panic and excitement.
Even in peaceful crowds, size may be an indicator of congestion, delay or other
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abnormality. Crowd related information can also be used to provide important
business intelligence. For example, the distribution of crowds throughout a shop-
ping complex or large retail store may be used to analyse consumer shopping pat-
terns, while the overall crowd size may be monitored to assess store performance
over time. For these reasons, the estimation of crowd size is a very fundamental
task within the field of crowd monitoring.
As crowd size is a holistic description of the scene, the majority of crowd counting
techniques have utilised holistic image features to estimate crowd size. Due to
the wide variability in crowd behaviours, distribution, density and overall size, it
can be difficult to achieve proper generalisation using holistic approaches. This
thesis aims to improve the practicality of existing crowd counting algorithms by
incorporating local features, which are specific to individuals and groups within
an image, to estimate the crowd size and its distribution across a scene. While
existing techniques have used similar features such as foreground detection, they
are analysed at a holistic level. Local features are proposed to estimate the
number of people within each group, so that the total crowd estimate is the sum
of all group sizes.
Even though large-scale CCTV networks are becoming increasingly common, au-
tomated crowd counting is not widely deployed. One of the largest barriers to
full deployment of this technology is the requirement to train each camera in-
dependently, which is both time-consuming and expensive. Therefore this thesis
aims to use camera calibration to scale features between multiple viewpoints, by
taking into account the relative sizes of objects in these scenes. It would be highly
practical to have a scene invariant crowd counting system which may be trained
on one camera and then deployed for counting on another. A system could then
be trained on a large bank of data from various cameras, before counting per-
formed on a new viewpoint. In practice, a system which has been pre-trained
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on numerous camera viewpoints can operate as a turn-key solution for crowd
counting across a wide range of unseen environments.
1.2.2 Crowd Flow
Crowd flow monitoring pertains to the motion of a crowd rather than its total
size. For example, the number of pedestrians entering or exiting a location is a
useful metric for private and public organisations alike.
This thesis presents a crowd flow monitoring algorithm with an application to
queue monitoring. A novel virtual gate algorithm has been developed with the
purpose of detecting pedestrians as they pass through a region of interest. This
enables a system to estimate the number of pedestrians entering or exiting a
queue, as well as the rates of entrances and exits over time.
1.2.3 Queue Monitoring
Estimating queue parameters is an important part of many business operations,
including retail shops, public transport hubs and airports. When these queues are
particularly large, as at airport check-in counters with multiple service stations,
it is difficult for human operators to quantitatively assess queue parameters such
as wait time, throughput rate and overall queue size.
This thesis proposes a combination of crowd counting and virtual gate technolo-
gies in order to calculate the queue parameters. These include:
1. Queue length: the number of people waiting to be served.
2. Throughput rate: the number of people serviced per minute or hour at
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the front of the queue. Additionally, the system can monitor the number
of people arriving per minute/hour at the end of the queue.
3. Growth rate: the speed at which the queue is growing (or shrinking) in
size.
4. Wait time: the expected time that a person at the end of the queue will
wait to be serviced.
Successful queue management requires active monitoring of these properties in
order to determine whether additional service stations should be opened or closed,
and to plan for future events.
1.2.4 Anomaly Detection
The aforementioned algorithms are based on the assumption that the scene being
monitored is occupied by humans under normal circumstances. However when
these assumptions are violated the operation of the system may be compromised.
This might occur, for example, if a bicycle or vehicle enters a scene designed for
pedestrians only. In order to detect violations of these assumptions an anomaly
detection algorithm is proposed based on local motion features. A novel repre-
sentation of motion patterns is proposed, called textures of optical flow.
This feature is combined with location and velocity features in order to classify
local events as normal or abnormal. The proposed algorithm may also be used for
security or review purposes. Typically we seek to detect abnormal events such as
pedestrians moving with excessive speed (running or skateboarding), pedestrians
in forbidden or restricted areas (spatial anomalies) and non-human objects in a
pedestrian walkway (such as vehicles or bicycles).
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1.3 Scope of Thesis
The scope of this thesis is restricted to public spaces which are typical of those
monitored by security cameras, such as a pedestrian walkway or a shopping mall.
It is assumed that the scene being monitored contains pedestrians and not other
objects such as vehicles or animals.
The assumption of human-only crowds is applicable to Chapters 3-6, which cover
the topics of crowd counting, crowd flow monitoring and queue monitoring. In
some instances these assumptions may be violated, and we seek to identify those
events by means of an anomaly detection algorithm, as presented in Chapter 7.
Other visual media, such as movies and television, often contain crowds but
are beyond the scope of this thesis. Instead, we use data obtained from fixed
security cameras in real world environments, as is the intended application of the
technology.
This thesis builds upon existing research in the field of visual surveillance. For
example, motion detection and optical flow are used extensively in this research.
However, the focus of this thesis is not to improve upon the state of the art
in these specific fields. Instead, this research makes use of the most popular
or best performing implementations of these algorithms, where possible. This
thesis focuses on the bigger picture of crowd monitoring and its end results.
Future developments in these fields (motion detection and optical flow) can be
incorporated into the proposed algorithms by substituting the relevant modules,
without any change to the surrounding crowd monitoring framework.
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1.4 Original Contributions
This thesis presents a number of original contributions to the field of crowd moni-
toring using computer vision. The following contributions are made with regards
to crowd counting :
• A novel approach to crowd counting is presented, which replaces holistic
features with localised feature extraction. Instead of estimating a crowd
globally, the problem is broken down into groups detected using a fore-
ground detection algorithm, and features are extracted from each segment.
(Chapter 3)
• Prior to crowd counting, individuals must be annotated in sample images in
order to train a system. This thesis presents a unique method of applying
local annotations for each foreground segment, based only on simple ‘dot’
annotations which are easy to perform. A pedestrian template model is used
to estimate the region occupied by the person represented by each annota-
tion, and ground truth is apportioned to overlapping foreground segments
accordingly. (Chapter 3)
• A novel method of refining the estimates using group tracking is described.
Previous approaches have generally ignored the fact that consecutive frames
are likely to have similar pedestrian counts, although some have applied
smoothing on a holistic level. By identifying and tracking groups as they
move through an image, smoothing can be applied on a local level. The
confidence of the estimate provided by GPR can also be used to weight each
estimate. (Chapter 3)
• A comprehensive analysis of various crowd counting algorithms across five
datasets is performed. These capture various crowding properties such as
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indoor and outdoor scenes, as well as colour and greyscale images at various
resolutions.
• The crowd counting methodology is extended to multiple cameras by nor-
malising features across viewpoints. The system uses camera calibration
and real-world reference coordinates to determine this density map. This
approach enables scene invariant crowd counting, in which a system may be
trained on one or more viewpoints and then deployed on one or more other
viewpoints for counting, without any additional training required. (Chapter
4)
• Three new benchmark datasets for crowd counting are introduced, with
ground truth annotations and camera calibration parameters. These se-
quences feature challenging reflections, shadows and lighting fluctuations,
and are used to demonstrate the efficacy of the proposed methodology.
(Chapter 4)
• A comprehensive evaluation on seven calibrated datasets demonstrates the
scene invariance of the proposed algorithm. (Chapter 4)
• Two novel methods for compensating for camera overlap when counting
crowds in a multi-camera environment. These make use of a new concept
called the overlap map. (Chapter 5)
• The combination of scene invariance and multi camera crowd counting is
demonstrated using a three-camera setup. A mean relative error of 6-8%
was observed in this environment, using a crowd counting system which was
trained on a completely different environment. (Chapter 5)
The following contributions are made with regards to crowd flow monitoring:
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• A virtual gate algorithm is presented which makes use of feature points
passing through a region of interest. The accumulation of optical flow at
these points and the introduction of optical flow histograms are both demon-
strated to improve accuracy of the algorithm. The use of sub-sequences or
windows are also shown to improve performance, and this is analogous to
the use of local features within a crowd counting system. (Chapter 6)
The following contributions are made with regards to queue monitoring :
• The novel combination of crowd counting and virtual gate technologies to
monitor queue statistics such as arrival rate, service rate and queue length.
(Chapter 6)
• A queue monitoring framework which establishes the relationship between
queue statistics and allows these statistics to be derived from others in the
absence of adequate video coverage. Derived statistics such as growth rate
and wait time are also presented. (Chapter 6)
• An evaluation on real world queue data. Unlike existing crowd datasets
which are captured in unordered public spaces such as shopping malls and
outdoor walkways, the datasets used in this analysis were captured from
six cameras at the Brisbane International Airport. The queue analysis
was performed on surveillance footage obtained from the baggage check-in
counter. (Chapter 6)
The following contributions are made with regards to anomaly detection:
• A novel visual representation called textures of optical flow, which is specif-
ically formulated to detect anomalous motion patterns in crowded scenes.
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The proposed representation measures the uniformity of a flow field in or-
der to detect anomalous objects such as bicycles and vehicles; and can be
combined with spatial information to detect other forms of abnormality.
(Chapter 7)
• An investigation into optimal features and classification models to be used
in conjunction with the proposed system. It was demonstrated that the pro-
posed approach outperforms state-of-the-art anomaly detection algorithms
on two large, publicly-available datasets. (Chapter 7)
• A number of optimisations were proposed to speed up computation of the
proposed algorithm. These included the use of integral images to rapidly
calculate patch based features; the use of the K-Means++ algorithm to
improve pre-clustering; and foreground masking to reduce the number of
data samples without sacrificing relevant motion information. (Chapter 7)
1.5 List of Publications Arising from this PhD
Research
The journal articles that have been published as part of this research are as
follows:
1. David Ryan, Simon Denman, Clinton Fookes and Sridha Sridharan. Scene
invariant multi camera crowd counting. In Pattern Recognition Letters.
Elsevier, 2013. In Press. [166]
2. Hajananth Nallaivarothayan, David Ryan, Simon Denman, Sridha Sridha-
ran, Clinton Fookes and Andry Rakotonirainy. Detecting anomalous events
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at railway level crossings. Proceedings of the Institution of Mechanical Engi-
neers, Part F: Journal of Rail and Rapid Transit. 227(5):539-553, Septem-
ber 2013. [140]
The journal articles that have been submitted as part of this research are as
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1. David Ryan, Simon Denman, Sridha Sridharan and Clinton Fookes. An
evaluation of crowd counting methods, features and regression models. Sub-
mitted to Computer Vision and Image Understanding. Elsevier, 2013.
The book chapters that have been published as part of this research are as follows:
1. David Ryan, Simon Denman, Sridha Sridharan and Clinton Fookes. Scene
invariant crowd counting and crowd occupancy analysis. In Video Analytics
for Business Intelligence, pages 161-198. Springer-Verlag, 2012. [168]
The conference articles that have been published as part of this research are as
follows:
1. D. Ryan, S. Denman, C. Fookes, and S. Sridharan. Crowd counting us-
ing multiple local features. In Digital Image Computing: Techniques and
Applications, 2009. DICTA ’09., pages 81-88, December 2009. [163]
2. D. Ryan, S. Denman, C. Fookes, and S. Sridharan. Crowd counting
using group tracking and local features. In Advanced Video and Signal
Based Surveillance (AVSS), 2010 Seventh IEEE International Conference
on, pages 218-224, September 2010. [164]
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3. D. Ryan, S. Denman, S. Sridharan, and C. Fookes. Scene invariant
crowd counting. In Digital Image Computing Techniques and Applica-
tions (DICTA), 2011 International Conference on, pages 237-242, Decem-
ber 2011. [167]
4. D. Ryan, S. Denman, C. Fookes, and S. Sridharan. Textures of optical flow
for real-time anomaly detection in crowds. In Advanced Video and Signal-
Based Surveillance (AVSS), 2011 8th IEEE International Conference on,
pages 230-235, September 2011. [165]
5. H. Nallaivarothayan, D. Ryan, S. Denman, S. Sridharan and C. Fookes.
Anomalous event detection using a semi-two dimensional hidden markov
model. In Proceedings of the 2012 International Conference on Digital Im-
age Computing Techniques and Applications (DICTA 12), pages 1-7, De-
cember 2012. [139]
6. C. Fookes, S. Denman, R. Lakemond, D. Ryan, S. Sridharan, and M.
Piccardi. Semi-supervised intelligent surveillance system for secure envi-
ronments. In Industrial Electronics (ISIE), 2010 IEEE International Sym-
posium on, pages 2815-2820, July 2010. [69]
7. D. Ryan, S. Denman, C. Fookes, and S. Sridharan. Scene invariant crowd
counting for real-time surveillance. In Signal Processing and Communica-
tion Systems, 2008. ICSPCS 2008. 2nd International Conference on, pages
1-7, December 2008. [162]
Chapter 2
Literature Review
This chapter reviews the literature related to crowd monitoring using computer
vision. The review begins with a general overview of visual surveillance systems
in Section 2.1. A fundamental step in many visual surveillance systems is motion
detection, using for example background models or optical flow, and these low-
level algorithms which form the basis for many other visual surveillance tasks
are discussed in Section 2.2. With this groundwork, subsequent sections review
the literature directly related to this thesis: Section 2.3 covers crowd counting,
Section 2.4 discusses crowd flow monitoring, Section 2.5 reviews queue analysis,
and Section 2.6 discusses anomaly detection.
2.1 Visual Surveillance Overview
Traditional visual surveillance systems are comprised of a number of modules,
each performing a unique function. A highly generalised visual surveillance sys-
tem is depicted in Figure 2.1. This surveillance network consists of multiple
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cameras and a sequence of processing steps which are classified broadly into the
following categories:
• Environment modelling.
• Feature extraction and/or Object detection.
• Higher-level event and behaviour understanding.
• Fusion of information from multiple cameras.
The information from each camera is fused to acquire operationally meaningful
data. The terminology used here is very general: a surveillance system may be
designed to track the individual body parts of a single person; or to track the
position of multiple individuals in a scene; or to measure the holistic properties
of a crowd. Each of the stages in this framework are described briefly in the
following sections.
2.1.1 Environment modelling
Prior knowledge about the scene and camera orientation can be exploited using
2D or 3D models. For example, the background of a scene is usually static, with
variations in the image occurring due to signal noise and lighting fluctuations
over time. In order to model the 2D background image, adaptive approaches are
commonly used: each pixel is represented by a probability distribution, such as a
Gaussian Mixture Model (GMM), and this is incrementally adjusted over time.
The details of such background models are discussed in Section 2.2.
Another important component of environment modelling is camera calibration,
which describes the relationship between the image plane and the scene (typically
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Figure 2.1: General visual surveillance framework.
the ground plane). Homography matrices can be used to describe the transforma-
tion between these planes [4], while popular camera calibration techniques such
as Tsai’s camera model [188, 189] take into account non-linear factors such as
radial lens distortion. Camera calibration is discussed in greater detail in Section
4.2.1 (p. 207).
2.1.2 Feature extraction and/or Object detection
Feature extraction is a general term used to describe low level image processing,
whereby the pixels of an image are processed into a meaningful set of descriptors.
The low level features extracted from the surveillance video are subsequently
utilised for higher-level processing and understanding. Depending on the target
application, this module might include:
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• Motion segmentation. The first processing stage in many surveillance
applications is motion segmentation, which is used to segment foreground
objects from the background. The most commonly used method is Stauffer-
Grimson background subtraction [178]. An example of motion segmentation
is shown in Figure 2.2.
• Feature extraction. The features in an image can be extracted to create
a meaningful descriptor or set of descriptors which are then processed at
a higher level. For example, holistic image features such as texture have
been used for crowd density analysis [128, 153] while local image features
extracted from ‘spatio temporal patches’ have been used for anomaly de-
tection [106, 107, 108].
• Object classification. Foreground segments are commonly referred to
as ‘blobs’ when their underlying object is unknown. The purpose of object
classification is to determine the object class to which each segment belongs
(typically humans or cars). This may be performed using shape features,
such as blob area, or the aspect ratio of the bounding box [51]; or motion
features such as periodicity [56] and rigidity [114].
• Person detection. Humans can be detected in images using popular ap-
proaches such as Dalal’s histogram of oriented gradients [57] and Felzen-
szwalb’s part-based models [67, 68]. Face detection methods include Viola’s
cascade of simple image features [191].
• Trajectory extraction. Objects are tracked over time and their trajecto-
ries are used for subsequent analysis. A review of existing tracking research
is discussed in [199]. Similarly, trajectories of image keypoints can be ex-
tracted using methods such as the Kanade-Lucase-Tomasi (KLT) feature
tracker [174, 186].
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(a) Frame 1100 of the UCSD Pedestrian
Database [36, 37].
(b) Corresponding motion segmentation (or
foreground detection), obtained using an
adaptive background model [59, 60].
Figure 2.2: An example of motion segmentation.
This thesis is concerned with the properties of human crowds. The specific fea-
tures which have been used for crowd monitoring are discussed in Section 2.3
(crowd counting), Section 2.4 (crowd flow), Section 2.5 (queue monitoring) and
Section 2.6 (anomaly detection).
2.1.3 Higher-level event and behaviour understanding
Higher level understanding refers to information relevant to the end user, a human
operator. The system uses machine learning tools to perform its intended task,
by processing the low level features extracted in the previous modules. The target
application may include:
• Behaviour understanding. Tracking results are used to analyse trajec-
tories and recognise behaviour of individuals [92, 151, 179].
• Personal identification. Height, facial appearance and walking gait are
the main biometric features used for personal identification [90].
• Crowd monitoring. The focus of this thesis is on monitoring crowded
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environments, which includes estimation of crowd size [36, 103], crowd flow
analysis [98, 109] and anomaly detection [3, 125].
Machine learning techniques such as support vector machines (SVM), neural
networks (NN), hidden Markov models (HMM) and Gaussian mixture models
(GMM) are commonly used for classification and regression.
2.1.4 Fusion of information from multiple cameras
Fusion of information from multiple cameras is aided by the use of camera cal-
ibration as described in Section 2.1.1 which enables real-world positions to be
mapped across viewpoints. Correspondence between objects from multiple view-
points can improve the system’s understanding of the scene. It may be necessary
to account for blind spots or overlaps between the viewpoints.
2.2 Motion Detection
Before reviewing the crowd monitoring literature, this section describes some of
the fundamental visual surveillance tasks which underpin the existing research.
A fundamental step in most visual surveillance systems is motion detection [90],
as this allows subsequent tasks to be performed such as object classification or
crowd counting. This section reviews two types of motion detection: Section
2.2.1 discusses optical flow, and Section 2.2.2 discusses foreground detection using
adaptive background modelling.
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2.2.1 Optical Flow
Optical flow is the “distribution of apparent velocities of movement of brightness
patterns in an image” [86]. It refers to the motion occurring at each pixel with
respect to the image coordinate plane, and may be thought of as the distance a
pixel moves from one frame to the next.
The brightness of a point at coordinate (i, j) at time t is denoted I(i, j, t). The
brightness constraint is based on an assumption that the brightness of point
remains constant when moving by a displacement of (δi, δj, δt):
I(i, j, t) = I(i+ δi, j + δj, t+ δt) (2.1)
= I(i, j, t) + δi
∂I
∂i
+ δj
∂I
∂j
+ δt
∂I
∂t
+  (2.2)
where  represents second order and higher order terms. For reasonably small
(δi, δj, δt), the value of  is small and can be neglected. Therefore,
∂I
∂i
δi
δt
+
∂I
∂j
δj
δt
+
∂I
∂t
= 0 (2.3)
For brevity the left hand side of this equation may be written,
ξb = Iiu+ Ijv + It = 0 (2.4)
where u = δi
δt
and v = δj
δt
are the unknown values of the optical flow, and Ii,
Ij and It represent the horizontal, vertical and time derivatives of the image
respectively. These gradients are usually estimated using the difference between
adjacent pixels. As Equation 2.4 contains two unknown variables it cannot be
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solved locally; additional constraints are required. This is referred to as the
aperture problem because local motion information is ambiguous when viewed
through a small window (or aperture).
Optical flow algorithms apply additional constraints to solve this problem, al-
though these require certain assumptions which may or may not be valid in a
given circumstance. Lucas and Kanade [117] assume that the disparity (u, v) be-
tween two images is constant across a region of interest R, and seek to minimise
the L2 norm measure of difference between the images:
ξLK =
∑
(i,j)∈R
ξ2b (2.5)
=
∑
(i,j)∈R
[Iiu+ Ijv + It]
2 (2.6)
A minimum value of ξLK satisfies
∂ξLK
∂u
= 0 and ∂ξLK
∂v
= 0, yielding a system of
linear equations:
 ∑ I2i ∑ IiIj∑
IiIj
∑
I2j
 u
v
 =
 −∑ IiIt
−∑ IjIt
 (2.7)
Solving this system provides a least squares estimate of the displacement (u, v)
across the region R. Once this estimate is obtained, we can then move I by the
estimate of (u, v) and repeat the estimation procedure in an iterative manner.
The summations in Equation 2.7 are usually taken over a local region, (i, j) ∈ R,
and for this reason the Lucas-Kanade method is referred to as a local method
[28]. A dense flow field is not generated; rather, only a subset of image pixels are
usually selected for optical flow calculation using this method.
Horn and Schunck [86] introduced a global smoothness constraint based on the
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intuition that neighbouring points have a similar velocity. The smoothness con-
straint seeks to minimise the square magnitude of the gradient of the optical flow
field, with respect to i, j. Thus a smoothness term is introduced:
ξ2c = u
2
i + u
2
j + v
2
i + v
2
j (2.8)
where the terms on the right hand side are derivatives with respect to their
subscripts. The Horn and Schunck algorithm minimises a total error term, ξHS,
across an image:
ξHS =
∫∫
ξ2b + α
2ξ2c di dj (2.9)
where α2 denotes the relative weight of the smoothness term with respect to the
data term. Larger values of α lead to smoother flow estimates. The value of
the flow velocity (u, v) that minimises ξHS is found using calculus of variations,
yielding two equations and two unknown values [86]. Because the values of (u, v)
at each pixel are dependent on their neighbours, a direct solution cannot be
efficiently computed. Instead, an iterative scheme is used to repeatedly update
the estimates:
un+1 = u¯n − Ii (Iiu¯
n + Ij v¯
n + It)
α2 + I2i + I
2
j
(2.10)
vn+1 = v¯n − Ij (Iiu¯
n + Ij v¯
n + It)
α2 + I2i + I
2
j
(2.11)
where u¯n and v¯n represent local averages in the neighbourhood [86], after the nth
iteration step. The number of iterations will depend on the accuracy required,
and the quality of the initial guess. For video sequences, the initial guess is
typically the optical flow field from the previous frame.
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The fundamental assumptions of the Horn and Schunck algorithm are that a flat,
moving surface is being imaged under uniform illumination, and that there are
no spatial discontinuities in the reflectance of the surface. This latter assumption
particularly limits the applicability of the algorithm: “We exclude situations
where objects occlude one another, in part, because discontinuities in reflectance
are found at object boundaries.” [86]. These assumptions are not suitable for
human crowds where pedestrians move in conflicting directions.
Black and Anandan [22] proposed the use of robust estimators to handle occlu-
sions more effectively. They generalised the classical objective function ξ as,
ξ =
∑
(i,j)
ρb(Iiu+ Ijv + It) + λ [ρc(ui) + ρc(uj) + ρc(vi) + ρc(vj)] (2.12)
where ρb and ρc denote penalty functions on the data and spatial terms respec-
tively, and λ represents the relative weight given to the spatial terms compared
to the data term. In the classical optical flow methods the quadratic penalty
term, ρ(x) = x2 was used (Equation 2.9). This penalty function can be highly
susceptible to noisy outliers, therefore other functions have been used such as the
Lorentzian [22]:
ρ(x) = log(1 +
x2
2σ2
) (2.13)
The curve is plotted in Figure 2.3. Larger error values, as displayed on the x-axis,
are not penalised as heavily by the Lorentzian function.
The accuracy of various optical flow algorithms is difficult to assess, due to the
lack of ground truth available to compare to the algorithm’s output. In the past,
synthetic datasets such as the Yosemite sequence, as well as qualitative judge-
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Figure 2.3: Quadratic and Lorentzian penalty functions.
ments, have been used to compare algorithms. The Middlebury database [16]
was recently created by painting hidden fluorescent texture on a scene, and using
high-resolution imagery to construct the ground truth. The database consists of
four real-world sequences annotated in this manner, as well as three synthetic
sequences and one stereo sequence. Each sequence is 8 frames in length. Publica-
tions commonly report the performance of new algorithms on this database, for
example Sun [180] compares multiple methods. The full rankings are published
online [16] for an open comparison of optical flow algorithms.
In practice, the performance of high-ranking algorithms on the Middlebury
dataset may not necessarily be the best choice for crowd monitoring or other
computer vision applications. When applied to an object detection task, for
example, Geiger [76] concludes:
Results from state-of-the-art algorithms reveal that methods rank-
ing high on established datasets such as Middlebury perform below
average when being moved outside the laboratory to the real world.
26 2.2 Motion Detection
Algorithms which are optimised for performance on synthetic and controlled se-
quences may not be as generally applicable as other methods. Additionally, state
of the art algorithms are often very computationally expensive, requiring many
seconds or even minutes to process each frame. This is not suitable for real-time
surveillance applications.
Improving the performance of established optical flow algorithms is beyond the
scope of this thesis, as discussed in Section 1.3. Therefore the research presented
in this thesis uses well-established, broadly-applicable and computationally effi-
cient algorithms such as Horn and Schunck [86] and Black and Anandan [22].
Future improvements in optical flow technology and computational efficiency can
be incorporated into the algorithms discussed in this thesis by updating the rel-
evant optical flow modules.
2.2.2 Adaptive Background Models and Foreground De-
tection
While optical flow is an estimate of the motion occurring at each pixel, it is
not strictly a segmentation process. The results obtained from such methods
are in some cases too detailed, inaccurate in the presence of complex occlusions
and variable light sources, and computationally expensive, for real-time surveil-
lance purposes. More commonly, a motion detection algorithm is employed which
models the background of a scene in a probabilistic manner, in order to detect
anomalies belonging to foreground objects.
Stauffer and Grimson [178, 179] proposed a background subtraction algorithm
which has become one of the most popular methods in the literature. The tech-
nique models each pixel as a mixture of Gaussian distributions and uses an online
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K-means approximation to the Expectation-Maximisation algorithm to update
the model. The sequence of values observed at each pixel, {xt}, is considered to
be a non-stationary process whose recent history is modelled as a mixture of K
(3 to 5) Gaussian distributions. The Gaussian distribution is denoted:
N (x|µ,Σ) = 1
(2pi)
D
2 |Σ| 12
exp
(
−1
2
(x− µ)TΣ−1(x− µ)
)
(2.14)
where µ denotes the mean value of the distribution and Σ denotes the covariance
matrix. The dimensionality of xt is denoted D, and is typically equal to 1 for
greyscale images or 3 for colour images. For an incrementally updated Gaussian
Mixture Model (GMM), each Gaussian mixture i at time t is weighted by a
coefficient, ωi,t, so that the probability of observing pixel xt is:
p(xt) =
K∑
i=1
ωi,tN (xt|µi,t,Σi,t) (2.15)
For computational simplicity, a diagonal covariance matrix is used: Σi,t = σ
2
i,tI.
A pixel, xt, is matched to distribution k if its value lies within d = 2.5 standard
deviations of the kth distribution’s mean. If no match is found, the new value
replaces the least probable distribution with a new distribution. The weights are
updated with learning rate α:
ωk,t =
 (1− α)ωk,t + α if pixel xt belongs to distribution k(1− α)ωk,t otherwise (2.16)
and then renormalised. The parameters for the matching distribution are also
updated to incorporate xt:
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µk,t = (1− ρ)µk,t−1 + ρxt (2.17)
σ2k,t = (1− ρ)σ2k,t−1 + ρ(xt − µk,t)T (xt − µk,t) (2.18)
where
ρ = αN (xt,µk,t−1,Σk,t−1) (2.19)
The mixtures are ordered by the ratio ω
σ
, and the first B distributions in the
ordered list are assumed to belong to the background, where:
B = argmin
b
b∑
k=1
ωk > T (2.20)
The threshold T denotes the minimum fraction of the model’s data that should
be accounted for by background. Pixels that do not belong to these mixtures are
classified as foreground pixels.
Zivkovic [207, 209] extended Stauffer’s GMM-based background subtraction al-
gorithm, which included a model selection criterion to choose the appropriate
number of components for each pixel. A full covariance matrix is used to improve
generality. An efficient implementation is available online [208].
A background model similar to the GMM approach was proposed by Butler [30,
31] and Denman [60] in which each pixel is represented by a group of discrete
‘clusters’, also ordered by weight. Incoming pixels are matched to a cluster using
Manhattan distance and a fixed threshold (rather than Euclidean distance and
d standard deviations of each distribution). The purpose of this approach is to
minimise computation time for real-time operation. Weights are updated and
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Figure 2.4: Pixel pairs are grouped into clusters. The adaptive background model
[61] contains a group of clusters, each assigned a weight wk indicating its likeli-
hood, against which incoming clusters are compared.
renormalised in a similar manner to Stauffer-Grimson, while the cluster values
themselves are integers (which are incremented or decremented when sufficient
error accumulates in either direction).
This background segmentation routine operates in the YCbCr 4:2:2 colour space,
which provides some invariance to lighting changes through the separation of
colour and intensity. Each pixel in the incoming image, I, has two values: a
luminance and a single chrominance, which alternates between blue chrominance
and red chrominance in the horizontal direction (Figure 2.4). Pixels are paired
horizontally so that for each pair there are four values (two luminance, one blue
chrominance and one red chrominance):
P (i, j, t) = [y1, y2, cb, cr] (2.21)
where P (i, j, t) denotes a pixel pair, or ‘cluster’, formed by grouping the two
pixels, I(2i, j, t) and I(2i+ 1, j, t). This pairing results in motion detection being
effectively performed at half the horizontal resolution of the original image, with
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the benefit being increased speed.
A multi-modal background model is then constructed, for each pixel pair, by
storing a set of possible modes representing the distribution of colours at that
location (Figure 2.4). These are stored as a group of clusters, each accompanied
by a weight, wk, where k is used to denote the mode. The weight describes the
likelihood of the colour described by that cluster being observed at that position
in the image. Each cluster in the background model is represented by:
C(i, j, t, k) = [Y1k, Y2k, Cbk, Crk, wk] (2.22)
Clusters in the background model are stored in order of highest to lowest weight.
Incoming clusters, P (i, j, t), are compared to all possible modes, C(i, j, t, k), to
determine a match. A match is found by finding the highest-weighted mode which
satisfies:
|Y1k − y1|+ |Y2k − y2| < TLum (2.23)
|Cbk − cb|+ |Crk − cr| < TChr (2.24)
where TLum and TChr denote the luminance and chrominance thresholds, respec-
tively. Foreground motion is detected if the probability of the matching mode,
m, falls below a threshold, Tfg:
F (i, j, t) =
 1 if
∑m
k=0 wk < Tfg
0 otherwise
(2.25)
The matching cluster in the background model is adjusted to reflect the current
pixel colour, and the weights of all clusters in the model at this location are ad-
justed and normalised to reflect the new state [59]. If no match is found, then the
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lowest weighted cluster is replaced with a new cluster representing the incoming
pixels (and foreground is detected at this location). Clusters are gradually ad-
justed and removed as required, allowing the system to adapt to slow changes in
the background.
Denman [61] also proposed a lighting model which adjusts the thresholds across
the scene. In surveillance situations, particularly outdoor scenarios, lighting lev-
els can also change rapidly resulting in large amounts of erroneous motion. When
these levels fluctuate, it is the luminance values in an image which undergo signif-
icant change, whereas chrominance values remain relatively unchanged. There-
fore, to improve performance in real world lighting conditions, Denman adjusted
the luminance threshold TLum. As the luminance change is not constant across
a scene, images are divided into several small regions (typically a 5 × 5 grid of
sub-regions), and each is treated separately. Thresholds for detection are varied
within each region, according to the lighting conditions in that part of the scene.
We define the luminance difference, ∆Lum, at a cluster to be:
∆Lum = |Y1m − y1|+ |Y2m − y2| (2.26)
where Y1m and Y2m denote the luminance values of the matching mode m, and
y1 and y2 are the luminance values of the incoming cluster. Attaching coordinate
and time information, we use ∆Lum(i, j, t) to represent the luminance difference
at a specific frame and location. Thus the weighted average of luminance changes
is calculated across an image region, R:
OLum(R, t) =
∑
(i,j)∈R ∆Lum(i, j, t)× wm(i, j, t)∑
(i,j)∈R wm(i, j, t)
(2.27)
The use of weighted sum allows pixels that are only recently created, potentially
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under the present lighting conditions, to be weighted less relative to those that
have been present longer. An acceptable range for the luminance offset at time
t, with respect to the previous frame (t− 1), is defined:
χ ≤ OLum(R, t)
OLum(R, t− 1) ≤
1
χ
(2.28)
where χ ∈ [0, 1] is the change threshold for the luminance offset. If the change
in luminance offset falls outside of this acceptable range, a rapid fluctuation in
luminance has been detected across the region, and Equation 2.23 is modified as
follows:
|Y1k − y1|+ |Y2k − y2| < TLum +OLum (2.29)
where OLum is the luminance offset of the region to which the cluster being
matched belongs. Loosening the threshold enables improved performance when
dealing with both global lighting changes (such as changes in camera gain), or
local changes such as variable cloud cover. This approach is robust in various
environments, including both indoor and outdoor scenes. The full details of
Denman’s background model are presented in [59, 60, 61].
Following foreground detection, a morphological closing operation is commonly
applied to the binary mask in order to obtain ‘cleaner’ and less fragmented blob
segments. The foreground pixels are then grouped into segments or ‘blobs’ using
a connected components algorithm.
Recent advancements in background modelling have attempted to incorporate
periodic elements into the model, such as escalator motion, flashing warning lights
and scrolling advertisements [111]. These are modeled using a Markov process,
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which must be initialised from a training sequence.
As with optical flow, the focus of this thesis is not on improving the performance
of established foreground detection algorithms (see Section 1.3). Therefore the
research presented in this thesis uses popular existing algorithms such as Stauffer-
Grimson [178], Zivkovic [207, 209] and Denman [59, 60, 61]. Future improvements
in background modelling technology can be incorporated into the algorithms dis-
cussed in this thesis by replacing the relevant modules.
2.3 Crowd Counting
The task of crowd counting has been approached from a number of angles. Al-
though the specific techniques differ, these algorithms do share some common
elements. They typically involve image feature extraction followed by a classi-
fication or regression stage. The first step belongs to the ‘Feature extraction’
module described in Section 2.1.2, while the second is an example of ‘High level
understanding’ (Section 2.1.3). The quantity and complexity of the features ex-
tracted has a marked impact on the classification stage; specifically, on the com-
plexity of the classifier, on the computation time required, and on the required
size of the training data set. As each new feature introduces an additional level
of dimensionality (and therefore necessitates a wider set of training data), it is
important to use features which correspond accurately to the level of crowding
within a scene.
Optical flow, for example, may be considered as a measure of activity and move-
ment within a scene. Computed using algorithms such as Horn and Schunck [86]
and Lucas-Kanade [117], an optical flow field is a map of individual pixel veloci-
ties between one frame and the next (Section 2.2.1). Although this appears to be
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a useful indicator of crowd motion, further consideration suggests that velocity
is a poor feature for estimating crowd size, as optical flow is speed-dependent.
Therefore fast-moving pedestrians may contribute substantially to the total ve-
locity present in a scene, leading to over-estimation of crowd size. Conversely,
congested scenes might not be detected due to the relative lack of motion caused
by over-crowding, which, crucially, is one of the abnormal situations we may seek
to detect. Furthermore, the level of detail provided by optical flow is too specific
for the required task: a floating point value for each pixel in an image is overly
precise, and not required. Additionally, it is computationally expensive to obtain
such estimates.
By contrast, background subtraction has been used widely [33, 49, 58, 97, 103,
121, 131, 144, 164] to extract a boolean mask of foreground pixels, corresponding
to objects (such as humans) in a scene, independent of speed. The relationship
between the number of foreground pixels and the crowd size has been modelled
with varying degrees of complexity, from simple linear fitting [58, 103] to neural
network classifiers [49, 103] and Gaussian process regression [36].
A number of other features, such as textural information, have been used in
conjunction with machine learning techniques to measure crowd density [128,
129, 153, 157, 194]. The term “density” is used in those contexts where no
attempt is made to count the crowds in question. Rather, a scene may be simply
classified as either ‘very low’, ‘low’, ‘moderate’, ‘high’ or ‘very high’ density.
Regardless of the specific features extracted, or the classifier used, the end result
is a measure of crowding. This is a holistic description of the scene, and the
sole measure of accuracy is how closely the system’s estimate matches the real
value. The real value is referred to as the ground truth. Therefore it is logical to
design a system based upon those kinds of holistic features which are indicative of
larger crowds. Fewer attempts have been made to utilise local features which are
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specific to individuals within the scene, such as head detection [113]. As stated
by Davies [58],
Our objective for the models is that they should not involve actual
counting of individuals or tracking of the movements of individuals but
should be based on a collective description of crowds (e.g. analogous
to the ideal-gas theory which ignores individual molecules).
As with optical flow, specific localised features may have been perceived as too
detailed, computationally expensive, or prone to inaccuracy. Therefore holistic
features have dominated the research into crowd counting thus far. The following
literature review discusses crowd counting techniques in order from high-level
(holistic) to low-level (local) features:
1. Holistic approaches utilise global image features to obtain an estimate.
These can also be described as “mapping-based” approaches, because they
map directly between the feature space and the crowd size estimate. This
works best for large crowds, in which the analogy to the ideal-gas theory
holds. Holistic approaches are discussed in Section 2.3.1.
2. Local approaches utilise local image features. These may sometimes be
described as “detection-based” approaches, because they detect, track or
otherwise classify pedestrians on an individual or group level. Local ap-
proaches are discussed in Section 2.3.2.
A summary of the existing research and a discussion of limitations is presented
in Section 2.3.3.
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Author Year Perspective
Normalisation
Image Features Regression
Model
Comment
Regazzoni [157] 1993 Edge features EKF/BBN
Davies [58] 1995 Foreground pixels (static background) Linear
Marana [126, 127, 128, 130] 1997 Textural statistics (GLCM) NN Density class only.
Marana [129] 1999 Minkowski fractal dimension NN Density class only.
Paragios [144] 2001 4 Foreground pixels Linear Crowding ratio only.
Huang [93] 2002 Foreground pixels NN
Ma [121] 2004 4 Foreground pixels Linear
Kong [103, 104] 2005 4 Blob size histogram, edge histogram Linear/NN
Rahmalan [153] 2006 TIOCM NN
Xiaohua [197] 2006 Textural statistics (DWT) SVM tree Density class only.
Hou [87, 88] 2008 4 Foreground pixels NN
Chan [34, 35, 36, 38] 2008 4 Textures, fractal dimension, edge fea-
tures, foreground (bidirectional DTs),
perimeter features
GPR Count each direction.
Table 2.1: High level summary of holistic crowd counting systems. See the main text in Section 2.3.1 for a full description
of these algorithms and acronyms. The reader may also refer to the Acronyms section on page xxxvii.
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(a) Low density (b) Moderate-low density
(c) Moderate-high density (d) High density
Figure 2.5: Different levels of crowding density. Images from Xiaohua [197].
2.3.1 Holistic Approaches
Holistic crowd counting algorithms use global image features to estimate the size
of a crowd. They may also be described as “mapping-based” approaches because
they map directly between the feature space and the crowd size estimate. Features
used by these systems include textures [128], foreground pixels [58] and gradient
features [103], amongst others, while the classification and regression strategies
have included linear regression [58] and neural networks [103, 128]. The methods
discussed in this section are summarised briefly in Table 2.1.
An early system developed by Marana [126, 128] used holistic image features for
crowd density estimation, derived from the textures present in the image. As
depicted in Figure 2.5, the textures in images of low density crowds are coarse
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whereas those in high density crowds are fine. For this algorithm, it is assumed
that the scene’s background is relatively smooth compared to the human textures
in the foreground. When considered with this assumption in mind, textures are
helpful because the introduction of human crowding will disrupt those textures
of the background. While textural information will be altered by the presence of
crowding, it does not explicitly segment the foreground from the background.
The textural features used by Marana were first proposed by Haralick [79]. These
textural statistics are derived from the Grey Level Cooccurrence Matrix (GLCM),
also known as the Grey Level Dependency Matrix (GLDM). Given an image I,
whose grey levels are quantized into N levels, the GLCM, G, is an N ×N matrix
specifying the quantity of co-occuring pixel values at a given offset δ = (δi, δj):
G(r, c) =
∑
(i,j)∈I
 1 if I(i, j) = r and I(i+ δi, j + δj) = c0 otherwise (2.30)
That is, element G(r, c) specifies the frequency with which a pixel of grey level r
appears at an offset of (δi, δj) from a pixel of grey level c. The offset δ is adjusted
to compute the GLCM horizontally (0◦) when δ = (1, 0); vertically (90◦) when
δ = (0, 1); or diagonally (45◦ and 135◦) when δ = (1, 1) and δ = (−1, 1). For
each angle, a different GLCM is calculated.
A three dimensional illustration of the GLCM is depicted in Figure 2.6. It can
be seen here that the GLCM is a histogram of grey level cooccurrences, and that
for a low frequency image such as the background in Figure 2.6(a), the histogram
bins are greatest along the diagonal because grey levels of equal value frequently
occur beside one another. When normalized (by dividing by the number of pixels
in the image) the GLCM, G, becomes a second-order joint conditional probability
density function, f , such that f(r, c) is the probability of the grey levels r and c
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(a) Background image from the PETS 2006
database [148].
(b) Three dimensional representation of the
corresponding GLCM with δ = (1, 0), after the
image is quantized to N = 8 grey levels.
Figure 2.6: Three dimensional illustration of the GLCM.
occurring beside one another (at offset δ). This is calculated by:
f(r, c) =
G(r, c)∑N
r=1
∑N
c=1G(r, c)
(2.31)
From each of the four normalized Grey Level Cooccurrence Matrices (0◦, 45◦, 90◦,
135◦), holistic textural properties may be calculated. Those proposed by Haralick
[79] include, among others, contrast, homogeneity, energy and entropy:
Contrast =
N−1∑
r=0
N−1∑
c=0
(r − c)2f(r, c) (2.32)
Homogeneity =
N−1∑
r=0
N−1∑
c=0
f(r, c)
1 + (r − c)2 (2.33)
Energy =
N−1∑
r=0
N−1∑
c=0
f(r, c)2 (2.34)
Entropy = −
N−1∑
r=0
N−1∑
c=0
f(r, c) log f(r, c) (2.35)
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Marana [128] uses these four properties, for each of the four Grey Level Cooc-
currence Matrices, providing a total of sixteen holistic textual features describing
an image. The mapping from feature space to crowd density was performed us-
ing Kohonen’s self organising map (SOM) neural network [102]. Five levels of
crowd density were considered, from ‘very low’ to ‘very high’ density. Trained on
151 images taken at a railway station, a correct classification rate of 81.88% was
reported on a test set of 149 images.
Other texture-like holistic features include Minkowski fractal dimension [129],
wavelet transform features [197] and Translation Invariant Orthonormal Cheby-
shev Moments [153]. These approaches are discussed below.
The Minkowski fractal dimension is calculated by first performing edge detection
on an image, resulting in a binary image, to which morphological dilation is
applied using a circular structuring element of various sizes. These dilations are
shown in Figure 2.7. The log-log plot of disk size vs number of pixels after dilation
is shown in Figure 2.7(e). The fractal dimension is:
D = 2−m (2.36)
where m denotes the slope of the linear regression line. The presence of edges in
an image is assumed to be indicative of human crowding, with a greater density of
edge points increasing the fractal dimension D. A neural network classifier was
used to differentiate between images of different class densities on a five point
scale [129].
As with the use of textural features, this approach assumes that the background
is relatively smooth and free from significant edges. Consider a scene where these
assumptions are violated, such as that shown in Figure 2.8. The background
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(a) Images from PETS 2009 [149]
(b) Edge detection followed by dilation with disk (r = 1)
(c) Edge detection followed by dilation with disk (r = 5)
(d) Edge detection followed by dilation with disk (r = 11)
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(e) Log-log plot of disk size vs number of pixels after dilation. The fractal dimension is
derived from the gradient of the linear regression lines, m1 and m2 (Equation 2.36). These
lines correspond to the two different images.
Figure 2.7: Minkowski fractal dimension is calculated using edge detection fol-
lowed by dilation using successively larger structuring elements.
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of this scene contains numerous objects such as stalls, seats, plants and floor
patterns. Here the density of edge pixels across the image is relatively similar
regardless of crowd size (13 vs 53, including partially visible pedestrians). Con-
sequently the slopes of the linear regression lines in Figure 2.8(d) are almost
identical. Therefore the fractal dimension is unlikely to provide a robust mea-
surement of crowd size across a wide range of varying conditions. Indeed, Marana
[129] found that the Minkowski fractal dimension did not perform as well as the
GLCM-based textural features described above.
Xiaohua [197] proposed the use of the 2D discrete wavelet transform (DWT) as
a basis for extracting textural features. An image is first transformed into a
multi-scale format using the wavelet transform, and at each scale the first order
and second order statistical features are calculated. A tree structure classifier
was used to classify the crowd into four density categories, as shown in Figure
2.9. The tree is comprised of three SVM binary classifiers which divide incoming
images into higher or lower density categories. Equal performance was seen when
comparing the first order wavelet features to the GLCM features, with 89.3%
correct classification. When all textural features were combined into a larger
descriptor, an improved classification rate of 95.3% was observed.
Some of the images used by Xiaohua are shown in Figure 2.5. As with Marana’s
algorithms, Xiaohua’s approach is based on the observation that high density
crowds “are made up of fine (high frequency) texture patterns” whereas low
density crowds generally have “coarse (low frequency) texture patterns” [197].
These assumptions are not guaranteed to be true in all environments, such as the
Mall dataset shown in Figure 2.8.
Rahmalan [153, 154] proposed the use of Translation Invariant Orthonormal
Chebyshev Moments (TIOCM) to classify crowd density. Given an image I with
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(a) Images from the Mall dataset [42], with crowds of size 13 and
53 (including partially visible pedestrians).
(b) Edge detection followed by dilation with disk (r = 5)
(c) Edge detection followed by dilation with disk (r = 11)
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(d) Log-log plot of disk size vs number of pixels after dilation. The slopes m1 and m2 are very
similar. These regression lines correspond to the two different images.
Figure 2.8: Minkowski fractal dimension may not be reliable for crowd counting
when the background scene contains strong gradients and effects of perspective.
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Feature
vector
SVM1
SVM2
SVM3
(1) Low density
(2) Moderate-low density
(3) Moderate-high density
(4) High density
Figure 2.9: Tree structure classifier used by Xiaohua [197], comprised of binary
SVM classifiers.
centroid (ic, jc), the TIOCM of order m+ n is defined by:
Cmn =
∑
i
∑
j
tˆm(i− ic)tˆn(j − jc)I(i, j) (2.37)
where tˆm(·), tˆn(·) are the scaled Chebyshev polynomials, and are defined by the
recurrence relation:
tˆm(q) = α1qtˆm−1(q) + α2tˆm−1(q) + α3tˆm−2(q) (2.38)
whose polynomial coefficients α1, α2, α3 and initial conditions are defined in [153].
The six features used by Rahmalan for crowd density analysis are TIOCM mo-
ments of order (m,n) = (0, 0), (0, 1), (1, 0), (2, 0), (0, 2), (1, 1). Rahmalan likens
the behaviour of these features to texture:
In this study, moments can also be viewed as a texture descriptor. For
example, the zero order moments can be seen to be like the area of the
target object. A small area of edge points can be viewed as a coarse
texture which represents low crowd density while a huge quantity of
edge points can be viewed as a fine texture which indicates a high
crowd density.
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An SOM neural network classifier is used to distinguish between five categories
of crowd density, adhering to the same protocol used by Marana [128, 129]. Rah-
malan uses two crowd datasets captured at an outdoor reception: one set is
recorded in the morning, and the other in the afternoon. Three feature types were
compared: GLCM-based textures, Minkowski fractal dimension and Chebyshev
moments (TIOCM). In all cases the TIOCM features outperformed the GLCM
and Minkowski features, with a correct classification rate of 70% and 90% for the
morning and afternoon datasets respectively. All algorithms performed better on
the afternoon dataset, “because the afternoon data has smaller variation of illu-
mination when compared with morning data”. When the datasets were combined
to form a larger mixed set, performance of the TIOCM and Minkowski features
decreased compared to the afternoon dataset alone, again due to the illumination
changes over time.
These results indicate that holistic textural features are sensitive to external
changes such as lighting changes and alteration of the scene’s background. Results
presented in Section 3.2.3.1 of this thesis (p. 116) provide additional support for
this conclusion. Consequently a crowd monitoring system designed for long-term
usage would have to be re-trained after any significant changes in the environment
took place. For a complex environment, it may be desirable to position a large
number of cameras throughout the scene; using holistic textural features would
require that each camera be trained independently, perhaps on a hundred frames
or more. This would not be a practical solution for long term crowd management
over a wide range of conditions and backgrounds.
Holistic textural methods have also been confined to crowd density estimation
on a four or five point scale, rather than explicitly counting or estimating the
number of people in a scene. There is also ambiguity when the density of people
in the scene lies near the border of two neighbouring classes (e.g. ‘very low’
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and ‘moderately low’ density classes can be similar). Xiaohua [197] describes the
errors encountered in their experiments as follows:
The errors mainly occurred between the neighboring classes. Such
errors are excusable since there isnt usually distinct boundary between
neighboring two classes.
This lack of a distinct boundary causes the estimates to be inherently imprecise.
Although this may be suitable for some applications, it is generally more desirable
to have an exact estimate of the number of people visible in a scene. If an
approximate density classification is all that is required (for example, using a five
point scale), then the crowd size estimate can be used directly to perform this
as a subsequent step after counting has been performed (e.g. by designing tiers
based on pre-defined crowd ranges).
In contrast to those systems which use textural features, more recent crowd count-
ing algorithms have utilised features which are specifically indicative of human (or
foreground) crowding. While these features are still considered on a holistic level
(for example, the total number of foreground pixels or vertical edges detected in
an image), the features themselves are located at points of interest prior to their
aggregation.
Regazzoni [157, 158] proposed one of the earliest crowd size monitoring systems
which could be found in the available scientific literature. Due to computational
constraints, the features were selected based on CPU computation time as well
as estimation accuracy. The features used by Regazzoni were:
1. Number of edge points.
2. Vertical edges.
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3. The sum of amplitudes of the maxima detected in the histogram shape of
edge points.
The vertically oriented edges are used because these are considered “really impor-
tant for detecting the bodies (i.e. legs and arms)”. Additionally, the histogram
maxima are caused primarily by vertical edges [157]. The crowding estimation
is based on the Extended Kalman Filter (EKF), which is compared to the re-
sults obtained from a Bayesian Belief Network (BBN). The authors found that
the EKF provided a smoother and more accurate estimate than the BBN base-
line, due to its employment of temporal information. This is in contrast to other
methodologies (such as textural methods) that estimate crowding in single images
only; in those approaches, “information coming from temporal correlation is not
explicitly used inside the system.”
As computing power increased, a number of algorithms have attempted to seg-
ment the foreground using background modelling techniques. By accumulating
background statistics over time, temporal information is implicitly incorporated
into the system. These approaches comprise the majority of holistic crowd count-
ing algorithms in use today. The rationale for this approach is described by Cho
[48]:
It is clear that a human observer has absolutely no problem in distin-
guishing a very dense crowd from the background. It is believed that
human brain is well trained and would be likely to use the ratio of
“crowd area” to “background area” as an estimate for the crowd den-
sity. This idea could be applied quantitatively to computer-based den-
sity estimation if the image-pixels corresponding to the crowd could
be separated from those of the background.
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(a) An image after background subtraction
used by Davies [58].
(b) Frame 1280 of the UCSD crowd count-
ing database [36].
(c) Foreground detection on frame 1280
of the UCSD database, using an adaptive
background model [59, 60].
(d) Region of interest for UCSD database.
Figure 2.10: Foreground detection on two scenes.
Cho [48, 49, 50], Davies [58] and Huang [93] utilised a static “reference image”
of the background of the scene in which crowd levels were to be monitored.
The reference image, Iref , was subtracted from each frame, I, before applying a
threshold Tfg to extract a foreground boolean mask, F :
F (i, j) =
 1 if |I(i, j)− Iref (i, j)| < Tfg0 otherwise (2.39)
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This would yield a binary foreground image similar to those shown in Figure
2.10. Davies [58] found that the relationship between the number of people in
the scene and the total number of foreground pixels was approximately linear, and
that this relationship also held for edge pixels (although the correlation was not as
strong). The crowd estimate was therefore obtained by using linear regression to
model the relationship between foreground pixels and crowd size, and filtering the
output over time with a Kalman filter. The mean relative error of this approach
was less than 8% when applied to railway station footage. Cho [48, 49, 50] also
used edge and foreground pixel counts and proposed a fast training algorithm for
feedforward neural networks. Huang [93] calculated the percentage of foreground
pixels in each sub-region of the image, and these values were used to populate a
feature vector which served as inputs to a neural network for regression.
For the purposes of indoor crowd estimation over a short period of time, these ap-
proach are successful. However, the use of a static background image means that
the system is sensitive to lighting changes over longer periods of time, whether
sudden or gradual. Adaptive background models such as Stauffer-Grimson [178],
Zivkovic [207, 209] and Denman [59, 60, 61] (see Section 2.2.2) are robust against
such changes, and have been adopted in more recent crowd counting applications.
The analyses of Davies [58], Cho [48, 49, 50] and Huang [93] were based on scenes
with a relatively high camera angle (e.g. Figure 7.8(a)), in which the effects of
perspective were not apparent. When perspective distortion is significant, as seen
in Figures 2.8(a) and 7.8(b), the total number of foreground pixels is less likely
to be a reliable indicator of crowding, because objects in the distance appear
smaller and therefore contribute fewer pixels to the foreground mask. The effects
of perspective are also problematic for those algorithms that employ texture,
fractal dimension and image moments (Marana [128, 129], Rahmalan [153] and
Xiaohua [197], respectively).
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Paragios [144] introduced the use of a density estimator to account for perspective
in an image. Given a railway setting, the authors observe:
[T]he platform is planar and we can obtain quasi-calibration informa-
tion by using the images of the trains. This quasi-calibration informa-
tion that is sought is about the relative size variation of the projection
height and widths of a rigid object as the object translates in depth.
This size variation is a function of the row and column coordinates.
Therefore a pair of functions, H(r) and V (r), are employed to describe the relative
scale of widths and heights of a “unit box in the world projected to a given row r
in the image”. Consequently, the relative scale of an object at an image location
(i, j) is represented by the product, G(i, j) = H(j)× V (j), and each foreground
pixel is weighted by the inverse of this scale to compensate for perspective. The
weighted sum of foreground pixels is used by Paragios to obtain a “crowdedness
measure,” C, between 0 (representing an empty scene) and 1.0 (fully occupied).
Ma [121] also considered perspective in a similar manner, by computing a ‘density
map’ weighting each pixel according to the area it represents on the ground
plane. It was calculated based on the coordinates of four points in an image,
corresponding to two parallel lines in the real world, such as the edges of a
roadway. The camera is assumed to be oriented horizontally, so that the weight
assigned to every pixel in any given row of the image is equal. A reference row is
selected in the image, to which a density of 1.0 is assigned, and all other rows in
the image are scaled with respect to this. The approach is described in greater
detail in Section 3.2.2. The system described by Ma used a threshold to detect
excessive crowding from the weighted sum of pixels in the foreground mask.
Ma [121] and Celik [33] also investigated “whether the geometric correction de-
rived for the ground plane can be applied to human objects standing upright to
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the plane” [121]. That is, if weights are applied ‘blindly’ to a foreground mask,
those pixels corresponding to the human upper body and head will be weighted
as if they were located on the ground plane behind them. Consequently, those
pixels will be weighted by a higher value than they perhaps should be. One solu-
tion to this problem is to only weight a foreground segment (or blob) according
to the pixel at its base, as this is the part of the blob which makes contact with
the ground plane (i.e., those pixels corresponding to the human’s feet). Although
applying the weights in this manner will accurately compensate for perspective
on an individual person, the same cannot be said for larger blobs corresponding
to multiple people, because these people may not be standing near the same point
on the ground plane. An example of this is shown in Figures 2.2 and 2.10(c), in
which the largest blobs correspond to several widely-spaced pedestrians.
Celik [33] compared a number of pixel weighting strategies in practice, including
the following:
1. “[A]ll pixels of a blob are weighted equally, using the weight of the bottom
pixel in the blob.” (This pixel is assumed to correspond to the feet in
contact with the ground plane.)
2. A ‘blind’ pixel weighting approach using the density map, as proposed by
Paragios and Ma, in which they “assign linearly different weights to different
pixel rows in the blob.”
3. A combination of strategy 1 and 2, in which “blobs longer than the human
model... are linearly weighted. Pixels of other blobs are weighted equally”.
Celik’s results indicate that the first strategy performs slightly better than the
second, whereas the third strategy performs significantly worse than all others.
However, the evaluation was performed on a limited dataset containing crowds of
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size 0 to 10. The first weighting strategy would be unlikely to work accurately on
substantially larger crowds, in which a single blob may span a larger percentage
of the frame. The authors noted this, stating that it “will fail in the case of a large
blob containing several individuals positioned at different ordinates and occluding
each other in part”. Furthermore, when modelling a human as rectangular, Ma
assessed the ‘blind’ weighting (strategy 2) and derived mathematically [121]:
[I]f the scale found for the ground plane is applied blindly to fore-
ground pixels from human bodies, the difference between this and
the correct size is a constant, regardless of the location of the human
bodies in the image.
This is an important result because it allows foreground pixels to be weighted
directly using a density map, without the need for blob segmentation or any
consideration for the location of the feet.
Hou [87, 88] utilised a similar approach to Ma [121], using the density map to
accumulate a ‘blind’ weighted foreground pixel count, and performing regression
with a neural network to estimate the crowd size. Hussain [94] also drew upon
earlier work to build a holistic crowd counting algorithm which used weighted
foreground and edge pixels to count crowds using a neural network. After explicit
counting had been performed, the crowd density was determined on a five point
scale, based on the number of people present and the area of the ground plane.
Kong [103, 104] proposed the use of histograms to describe image features on a
holistic level. The blob size histogram and edge orientation histogram were used
to capture the range of object sizes and their appearance in a scene. With each
pixel weighted by its value in a density map, Kong calculates the size An of each
blob, enumerated by n. The blob size histogram is constructed as follows: if the
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value in the kth histogram bin is denoted H(k), and the blob size for that bin is
lower-bounded by ak, then:
H(k) =
∑
n
 An if ak ≤ An < ak+10 otherwise (2.40)
That is, each histogram bin accumulates the weighted sum of pixels belonging to
those blobs whose size falls within the predefined range established for that bin.
Kong uses six histogram bins (k ∈ [0, 5]) of width 500, such that:
ak =
 500k if k < 6∞ if k = 6 (2.41)
In general, the widths and number of these bins will have to be altered according
to the anticipated size and range of the blobs. This will also depend upon the
resolution of the images captured.
The blob size histogram serves to separate the blobs present in an image and to
place them into predefined categories. It would be expected that noise contributes
to the smallest histogram bin, while individual pedestrians and small groups
contribute to the second or third bins, respectively (for example). The exact
nature of the relationship shall be learned by the regression model, but the use of
blob size histogram bins as image features will enable it to distinguish between
groups of people and individuals.
It is necessary to distinguish between groups and individuals due to the occlusion
which occurs in a group setting, when one pedestrian partially blocks another
from view. Kong describes the reasoning for using histograms [104]:
This histogram serves two purposes. Firstly, it can model noise re-
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sulted from background subtraction. Secondly, the difference between
individual pedestrian and group of pedestrians can be captured. For
example, a single pedestrian may occupy 100 pixels. When two pedes-
trians are together, due to occlusion, there will be less than 200 pixels.
In other words, each pixel contributes less to the final counts when
the blob size is large.
This approach is based on the idea that the relationship between the number of
pedestrians and foreground pixels is a function of the group size itself: the larger
the group, the more occlusion is likely to be present. A crowd of twenty people
could be distributed as sparse individuals or as one large group, for example,
but the number of foreground pixels will be fewer in the latter scenario. By
separating the blobs into different classes and constructing a blob size histogram,
Kong compensates for occlusion while still performing regression at a holistic
level.
Kong also used the Canny edge detector [32] to extract edge pixels and their angle
of orientation. These pixels are masked by the foreground so that those edges in
the background are ignored. An edge angle histogram is constructed with eight
bins between 0◦ and 180◦. The edge orientation histogram “can distinguish edges
caused by pedestrians, which are usually vertical, with other scene structures
such as noise, shadows and cars” [103]. There is support for this statement in
other visual surveillance research. For example, Dalal [57] described a similar
descriptor called the histogram of oriented gradients (HOG), which uses edge
detection to populate a histogram of edge orientations for the explicit purpose of
human detection.
The edge angle histogram is computed as follows. Canny edge detection produces
a binary image C whose elements are denoted C(i, j) ∈ [0, 1], where 1 represents
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an edge. The orientation of this edge is denoted ∠C(i, j). If the value in the kth
histogram bin is denoted E(k), and the edge angle for that bin is lower-bounded
by θk, then for k ∈ [0, 7]:
E(k) =
∑
(i,j)∈C

√
S(i, j) if C(i, j) = 1 and θk ≤ ∠C(i, j) < θk+1
0 otherwise
(2.42)
where S represents the density map used to normalise for perspective. The square
root of S is used to normalise one dimensional features such as edges, whereas two
dimensional features (such as foreground area) are normalised using the density
map S directly.
The feature vector x used by Kong to represent an image is the concatenation of
the blob size histogram and the edge angle histogram:
x = [H(0), H(1), . . . , H(5), E(0), E(1), . . . , E(7)] (2.43)
Both linear regression and neural network regression were used to model the
crowd size as a function of x. Equal performance was observed on one dataset
while the neural network performed better on the second.
Chan [34, 35, 36, 38] proposed a holistic algorithm which extracted a very large
number of features from each image in order to account for occlusion and other
non-linearities such as segmentation error. Rather than use traditional back-
ground modelling techniques, a unique segmentation algorithm was used by Chan
[37] to identify foreground motion. The segmentation is based on dynamic tex-
tures (an extension of textures into the temporal domain), defined by Soatto
[177] as “sequences of images of moving scenes that exhibit certain stationarity
properties in time”. Examples of dynamic textures include fire, smoke and wave
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ripples. For the purpose of crowd counting, Chan considers an outdoor pathway
on which pedestrians were classified as walking either toward or away from the
camera. Treated as different instances of dynamic textures, these two classes of
pedestrian motion were segmented from the background and from one another.
This effectively yielded two “foreground” masks; one for each direction.
This approach requires some additional training to learn the dynamic textures,
however there is a clear advantage of using this method in some surveillance
applications. For example, an airport walkway in which the flow of traffic should
only be permitted in one direction would benefit from detecting abnormal motion
classes. Because the textures are considered over many frames using 3D spatio-
temporal ‘patches’, segmentation is achieved more accurately and with greater
efficiency than optical flow-based techniques [37].
Chan extracts a large number of holistic image features from the foreground mask
for each direction, including foreground area, perimeter pixel count, edge orien-
tation histogram and textural features. In total, 30 features are extracted and
Gaussian process regression (GPR) is used to predict the number of pedestrians
walking in each direction. The rationale for using this many features is described
by Chan [34]:
Ideally, features such as segmentation area or number of edges should
vary linearly with the number of people in the scene. However, local
non-linearities in the regression function arise from a variety of factors,
including occlusion, segmentation errors, and pedestrian configuration
(e.g. spacing within a segment). To model these non-linearities, we
extract a total of 30 features from each crowd segment.
The accuracy of this approach comes at the expense of additional training data
requirements. As stated previously, the quantity of features will affect the clas-
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sification or regression stage, including the required size of the training dataset.
The implementation described by Chan utilised 800 frames of training data, which
were manually annotated with ground truth (the number of pedestrians moving
in each direction). This would be a burdensome task to perform for every cam-
era in a large facility where crowd size monitoring was required. Additionally,
dynamic textures can only segment moving pedestrians, and not those who have
stopped in the middle of the scene. Pedestrians stop frequently in surveillance
footage, and this can even be caused by excessive congestion, which is often what
we primarily seek to detect. An adaptive background model such as Denman [59]
can continue to detect stationary objects for some time after they have come to a
stop. However, it cannot distinguish between pedestrians passing either direction.
Hsu [89] proposed the use of the Discrete Cosine Transform (DCT) to extract
frequency information from a downsampled foreground image, and uses SVMs
to classify the crowd density into five categories. The DCT contains frequency
information about the image, as well as a DC coefficient which represents the
average value of the image. This DC component is a measure of total foreground
pixels detected, while the frequency information behaves more like a gradient or
textural feature.
Dimensionality reduction techniques have been used by some authors. Zhang
[200] proposes high dimensionality holistic features followed by dimensionality
reduction using principal component analysis (PCA) and kernel dimension re-
duction (KDR). Tan [181] automatically selects a subset of 129 holistic features
and uses semi-supervised elastic net (SSEN) regression on this reduced feature
set.
In summary, holistic approaches are based on the intuition that a global metric
(crowd size) is best estimated from global image properties (holistic features).
The major algorithms discussed in this section have been summarised briefly in
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Local crowd
counting
Detection
based
Human
detection or
segmentation
Head
detection
Face
detection
Localisation
based
Keypoint
clustering
Blob
segmentation
Grid of
subregions
Figure 2.11: A high-level categorisation of local crowd counting algorithms.
Table 2.1. Crowd size is difficult to monitor due to the high variation in crowd
behaviours, distribution and density. In contrast to holistic techniques, local
approaches attempt to estimate crowd size by dividing the problem into a set
of smaller tasks: explicitly detecting and counting pedestrians, for example; or
dividing an image into a grid of sub-images. These methods are discussed in the
following section.
2.3.2 Local Approaches
Local approaches to crowd counting utilise detectors or features which are specific
to individuals or groups of people within an image. These groups are indepen-
dently analysed, so that the total crowd estimate is the sum of its parts. Generally
these methods can be categorised as follows (Figure 2.11):
1. Detection based approaches utilise head, face or human detectors and/or
segmentation algorithms to obtain the approximate location of each indi-
vidual within the scene. Crowd counting is then performed as a subsequent
step.
2. Localisation based methods divide an image into a number of subregions
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and then apply counting techniques locally.
In sparse crowds it is more appropriate to use individual pedestrian detection.
For example, Dalal [57] introduced the histogram of oriented gradients (HOG) to
represent images, using an SVM classifier to detect humans. Felzenszwalb [67, 68]
used deformable part models to detect a variety of object classes including humans
and vehicles. These kind of approaches are best suited for sparse environments
in which the detected object is fully visible. As this thesis is concerned with
crowded and occluded environments, these methods are not discussed in detail
here. A survey of existing pedestrian detection methods can be found in [62, 65].
An alternative to pedestrian detection is crowd segmentation into larger groups.
This methodology attempts to explain the observed image features by estimating
not just the number of people, but also their (approximate) spatial arrangement
in the scene. Zhao [203] suggests that this information can be inferred from the
foreground mask alone (Figure 2.12), and proposes a method for human segmen-
tation within a model-based Bayesian framework. The human 3D model consists
of four ellipsoids with adjustable parameters, including pose (Figure 2.12(c)), po-
sition, height and fatness. These parameters are denoted Mi = {li, xi, yi, hi, fi}
for person i, and the overall solution includes the number of people n with their
associated parameters: θ = {n, {M1,M2, . . . ,MN}}. In order to find the optimal
parameter set θ∗, the problem is formulated as a maximum a posteriori (MAP)
estimation:
θ∗ = argmax
θ
P (θ|F ) (2.44)
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(a) A sample input frame. (b) Foreground detection. (c) Discrete poses modeled
using ellipsoids.
Figure 2.12: Zhao [203] uses the foreground mask to segment individuals based
on a discrete set of pose models.
where F is the foreground mask. By Bayes’ rule,
P (θ|F ) ∝ P (F |θ)P (θ) (2.45)
where P (F |θ) is the likelihood function of the observed foreground, given the
parameter set θ, with prior probability P (θ). The prior probability term P (θ)
is formulated as the product of the priors on all individuals in the scene, which
penalises excessively large or small models, assumes a Gaussian distribution of
height and fatness, and uniform distribution of spatial position in the scene. The
likelihood term P (F |θ) is the probability of the observed foreground mask given
the parameter set θ. This is determined by generating an expected foreground
mask using the ellipsoid models and penalising incorrectly classified pixels.
Computing the optimal θ∗ is difficult due to the numerous permutations of pos-
sible solutions. The posterior probability contains many local extrema, and the
dimensionality of the solution space varies with the number of people present. In
order to efficiently arrive at a near-optimal solution, Zhao employs the Metropolis-
Hastings algorithm [82, 135], a popular Markov Chain Monte Carlo (MCMC)
method, to sample from the posterior probability distribution so as to search
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for the maximum. Each iteration of the algorithm utilises a Markov chain to
arrive at the next sample, by performing either a jump (adding or subtracting
a pedestrian from the proposed solution) or diffusion (stochastically altering a
pedestrian’s parameters). These jump-diffusion dynamics allow the MCMC al-
gorithm to traverse the solution space non-exhaustively, within regions of high
probability.
A weakness of this technique is the inability to perform real-time segmentation
in crowded situations containing more than 10-15 occupants, due to the higher
dimensionality of the solution space and its many possible permutations. The
utility of various pose models is also questionable in larger crowds where such
information is likely to be occluded from view, and in any event, blobs rarely
resemble the ellipsoid models of Figure 2.12(c). Although the MCMC approach
is faster than an exhaustive search, it still requires hundreds or thousands of
iterations to adequately sample the posterior probability distribution.
Reversible jump MCMC (RJMCMC) has also been used by other authors to per-
form crowd segmentation. For example, Ge [71, 73, 74, 75] proposes an example-
based approach, by constructing a mixture model of Bernoulli shapes to represent
foreground humans from a training dataset. Using these 2D models, RJMCMC is
employed in a similar manner to Zhao to estimate the crowd configuration which
best explains the foreground. Ge extends this to a multi-camera framework in
[72, 74].
Instead of using explicit shape models, Dong [63] utilised an example-based ap-
proach in which shape descriptors were used to represent blobs in compact form.
A blob’s approximate shape is encoded using Fourier descriptors, discarding high
frequency coefficients as these contribute little to the overall blob shape. It was
found that seven Fourier coefficients provided a sufficient representation (Figure
2.13). The training dataset contained groups of pedestrians arranged in various
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Figure 2.13: A synthetic blob shape sampled at 50 perimeter points, and its
reconstructed shape using 7 Fourier descriptor coefficients. Images from [63].
configurations, so that new data can be assessed by interpolating from the exam-
ples using K Nearest Neighbours (KNN) regression. On unseen test data, KNN
takes the sample mean among the closest K sample points (based on Euclidean
distance). Unfortunately this approach is limited by the amount of training data
available and cannot scale to arbitrarily large crowds. As group size increases,
it becomes increasingly difficult to obtain sufficient training data for all of the
various pedestrian configurations, and the example-based approach becomes in-
sufficient. Dong’s approach was demonstrated on groups of size 1-6.
Chen [43] detected regions of symmetry to identify humans, and used iterative
fitting to find human models in the foreground mask. It is only demonstrated
on sparse scenes with 6-8 people, and is not designed for crowded environments.
Rabaud [151] used a parallelised KLT tracker [174, 186] to determine partial
tracks of interesting feature points across an image. These trajectories are then
conditioned and clustered in order to estimate the number of pedestrians walking
in a scene. Masoud [131] applied object tracking to perform pedestrian counting
in relatively uncrowded environments.
A number of other crowd segmentation approaches have been proposed, using for
example 2D models and expectation maximisation [115, 159], however they are
not designed to operate in arbitrarily large crowds.
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Overhead cameras have also been proposed to simplify the counting problem.
Schofield [170, 171] utilised the foreground detection from an overhead camera in
a lift to perform a direct object count by region search. An iterative procedure was
used to eliminate human-sized regions from the foreground mask, incrementing
the person count with each removal, until no objects remained to be counted. The
approach is constrained to environments utilising an overhead camera. Teixeira
[183] proposed a similar approach for low power sensor nodes. Frame differencing
is used from an overhead camera to detect regions of motion. Person-sized motion
histogram bins are then used to compute a density estimation; local maxima are
computed to detect histogram peaks which correspond to humans.
Head detection has been proposed by a number of authors. Zhang [201] proposed
head detection from an overhead camera using a Model-specified Directional Fil-
ter (MDF). Lin [113] used the Haar wavelet transform (HWT) to extract features
of the head contour, which is processed by an SVM classifier. Merad [15, 134] seg-
mented the human body by means of a skeleton graph into head, torso and limbs.
From this decomposition head pose estimation was performed and the number
of individuals counted. Patzold [147] combined shape and motion information to
perform head localisation. Dalal’s histogram of oriented gradients (HOG) was
adapted to detect head contours only (rather than the entire body) and optical
flow is used to track these head detections as pedestrians pass through a scene.
Similarly, Chen [40, 41] proposed the use of face detection using SVMs to count
the number of people watching an electronic billboard advertisement. This setup
required subjects to be looking toward the camera and was demonstrated on
crowds of size 1-10 people. Zu [210] also uses face detection in a subway corridor
as people pass toward the camera. These approaches are useful in crowds where
the face of each individual is always visible to the camera, although they do not
provide a general solution to the crowd counting problem.
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(a) Moving feature point clustering, used by
Conte [53].
(b) Foreground localisation with elliptical
modelling, used by Kilambi [97].
(c) Grid of multi-resolution cells, used by Ma [123].
Figure 2.14: Localisation based approaches to crowd counting.
The aforementioned approaches are detection based algorithms and are gener-
ally based on the assumption of low crowd density or specific camera placement.
By contrast, localisation based strategies divide the image into a number of
subregions and attempt to count groups within the crowd locally. These ap-
proaches are categorised generally in Figure 2.11 and depicted visually in Figure
2.14.
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Conte [52, 53, 54, 55] proposed moving keypoint clustering to perform group lo-
calisation. In this approach, the Speeded-Up Robust Features (SURF) algorithm
proposed by Bay [18] was used to detect keypoints within an image. These points
are then masked by optical flow so that stationary points are ignored. The re-
maining moving points are clustered into groups using the K-means algorithm,
from which localised group size estimation is performed using -support vector
regression (-SVR). The localisation strategy is depicted in Figure 2.14(a). The
approach is built upon the work of Albiol [6], in which Harris corners [81] were
employed in conjunction with linear regression on a holistic level. Acampora
[2] extended the work of Conte by using adaptive neuro-fuzzy inference systems
(ANFIS) for regression. The authors concluded that “the neuro-fuzzy based esti-
mator obtains good performance when scenes are characterized by a high density
crowd, whereas the approach based on -SVR works in a better way when the
scenes are characterized by a low density crowd.” These approaches are limited
to moving pedestrians because the keypoints are masked by the optical flow field.
Foreground detection has also been used by a number of authors. Celik [33]
proposed a blob based algorithm which does not require training. It assumes a
direct linear relationship between the number of pixels within a blob segment and
the number of people represented by that segment, in order to obtain an estimate
for each group. The approach is tested in relatively unoccluded environments and
is based on an untrained linear model rather than machine learning approaches.
Kilambi [96, 97] and Fehr [66] modelled a group of pedestrians as an elliptical
cylinder, assuming a constant spacing between people within the group. Tracking
a large blob over several frames increases the robustness of the group size estimate.
However, the application to complex crowds in which blobs regularly split and
merge may be challenging. It is unclear how a cylinder model [66, 96, 97] or a
linear model [33] would hold up in larger crowds under various configurations,
such as that shown in Figure 2.10(c) (p. 48).
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A number of authors have used a grid of subregions, whereby an image is divided
into a number of smaller cells and analysed locally, or even on a pixelwise basis.
These approaches have been used to detect local abnormality with binary clas-
sifiers [194], to classify discrete density levels [64, 122, 123, 124] or to explicitly
count crowds within in each cell [42, 110].
Wu [194] applied texture analysis to a number of small ‘multi-resolution density
cells’, which are spaced across an image at various locations. The resolution of
the cell is dependent upon the location in the image, to compensate for the effects
of perspective. Within each cell, the textural features used previously by Marana
[128] were calculated from the GLCM, enabling the system to estimate crowding
for that particular region of the scene. The purpose of this system was to detect
local abnormality due to overcrowding or undercrowding. These conditions were
detected using a support vector machine (SVM) classifier, with binary output.
Dong [64] also used multi-scale patches within an image to extract texture features
from the grey-gradient dependence matrix (GGDM). The GGDM is similar to
Haralick’s GLCM [79], however it incorporates both grey levels and gradients.
Similarly, Ma performed local texture analysis based on the GLCM [123] or local
binary patterns (LBP) [122, 124]. The localisation strategy is shown in Figure
2.14(c). In these approaches, density estimation was performed using four classes,
similar to the approach of Xiaohua (Figure 2.5, p. 37) and others.
Chen [42] also used local feature mining to count crowds directly (rather than to
perform density level estimation). Features are extracted from equally sized cells
in a rectangular grid. Perspective normalisation is performed using a density map,
as introduced by Paragios [144] and Ma [121]. Multiple output ridge regression
is used to capture both global and local trends in the image. Lempitsky [110]
takes this a step further and estimates the fractional crowd density at each pixel,
so that integrating the density over any region would yield the number of people
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in that region. Each pixel p is represented by a feature vector xp, containing
local foreground and gradient information. A linear model is used to obtain the
density at each pixel,
F (p) = wTxp (2.46)
so that the count is obtained across a region of interest R by integrating over F
as follows:
∑
p∈R
F (p) (2.47)
In this approach ground truth annotation is performed by assigning fractional
targets to each pixel. Each pedestrian in the training dataset is annotated with a
central ‘dot’ and this is dispersed across a neighbourhood using a Gaussian kernel
whose elements sum to 1. Each frame in the training dataset contains a very large
number of samples (one for each pixel), which provides much more training data
than holistic methods (one sample per frame), minimising the number of training
frames required. A sample for every pixel could make training problematic for
large datasets, however, due to the very large quantity of samples.
2.3.3 Summary
Existing crowd counting algorithms are predominantly holistic in nature, employ-
ing machine learning techniques to perform regression between image features and
crowd size. In recent years a number of local systems have been proposed, al-
though many of these algorithms are detection based and rely on assumptions
about camera placement or visibility of human features such as head, face or
68 2.4 Crowd Flow Monitoring
body parts. Other local approaches are restricted by assumptions about crowd
configuration, such as the elliptical model or linear model, or rely upon optical
flow which can only detect moving pedestrians.
Moreover, a lack of testing across multiple datasets has made it difficult to com-
pare and contrast different methodologies. Popular datasets include the PETS
2009 database [149] and the UCSD dataset [36]. In recent years a number of
newer datasets have also been introduced, and these are discussed in Section
3.3.2 and Section 4.3.1. A comprehensive analysis across multiple datasets is
required to compare local and holistic methods, and to compare image features
such as foreground pixels and edges.
Existing methods are largely restricted to single camera viewpoints: the crowd
counting system must be trained using the same scene in which it will be deployed.
This necessitates that the system be re-trained for every new viewpoint. The ex-
ceptions to this rule are those algorithms using pedestrian detection or head/face
detection. Existing methods are also unable to count crowds across multiple
overlapping viewpoints and to compensate for this overlap. These limitations
motivate the design of a new algorithm which incorporates camera parameters to
improve the generality and practicality of crowd counting systems.
2.4 Crowd Flow Monitoring
Crowd flow monitoring is related to the problem of crowd counting. Crowd count-
ing (Section 2.3) is concerned with pedestrian occupancy over a wide region of
interest (at any instant in time). By contrast, crowd flow monitoring is con-
cerned with crowd movement over a wide period of time at a specific location in
the scene. For example, the number of people entering or exiting a doorway is a
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(a) Overhead camera used to monitor a gate [99].
(b) Virtual gate defined by Kim [98]. (c) Virtual gate defined by Lin [109].
Figure 2.15: Current approaches to crowd flow monitoring.
measure of crowd flow.
Many techniques in the literature have employed overhead cameras [6, 17, 39,
44, 45, 46, 99, 184, 190] as depicted in Figure 2.15(a). Zenithal camera angles
are advantageous because occlusion between pedestrians is much less severe than
with oblique mounted cameras. This makes object and feature tracking much
easier to perform. However, this kind of solution is not very flexible as it cannot
be employed for the vast majority of security cameras already in place.
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For more general camera angles, a variety of methods have been proposed. Ex-
isting algorithms have typically fallen into one of two categories:
1. Detection and tracking. These approaches utilise object or feature track-
ing [7, 39, 173, 198]. In crowded scenes where the camera is sufficiently close
to the scene, face detection has been used to track incoming pedestrians
[47, 205] as well as head and shoulder contours [175].
2. Regression of optical flow. These approaches adopt a statistical ap-
proach more suitable for crowded scenes. They typically calculate the op-
tical flow fields within a gate and accumulate the motion vectors over time
[20, 27, 98]. A regression function is learned to estimate the number of
people entering based on the optical flow.
For example, Kim [98, 109] has approached the problem by defining a ‘virtual
gate’ in the scene as a single line (Figure 2.15(b)). In order to estimate the pedes-
trian count, optical flow perpendicular to the gate is integrated over time, scaled
by a learned coefficient, and rounded to the nearest integer during stationary
periods. By contrast, Lin [112] presents a method for segmenting entry and exit
events of pedestrians using a 2D virtual gate rather than a single line (Figure
2.15(c)). Motion is detected using optical flow and events are segmented in time.
As such, the definition of a virtual gate is somewhat flexible, as it may refer to
either a counting line or a region of interest.
These existing methods are currently evaluated on different datasets, making
comparison between algorithms difficult or impossible. Current crowd datasets,
such as the PETS 2009 [149] database, do not contain sufficient data to adequately
test and compare pedestrian flow algorithms. This is due to the fact that, unlike
crowd counting (which is performed on individual frames), crowd flow monitoring
is performed across an entire sequence. In order to evaluate performance over
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multiple sequences, a very large quantity of annotated crowd data is needed. A
direct comparison of features and system parameters is currently unavailable for
these reasons, and this motivates the research presented in this thesis.
2.5 Queue Analysis
A queue is a specific type of crowd arranged in an orderly manner, and is common
in public spaces such as airports and shopping centres. It is characterised by its
spatial arrangement, length, arrival rate, service rate and wait time. Successful
queue management requires active monitoring of these properties, in order to
determine whether additional service stations should be opened or closed, and to
plan for queues in the future.
There is a substantial body of literature on queueing theory. A queueing system
can be fully described by six characteristics [78]:
1. Arrival pattern. Typically the arrival process is stochastic, and a proba-
bility distribution describes the time between successive arrivals.
2. Service pattern. The service pattern may be a stochastic or deterministic
process depending on the queueing system.
3. Queue discipline. In human queues this is typically first-in-first-out
(FIFO).
4. System capacity. This pertains to the physical limitations of the queueing
space.
5. Number of service channels. The number of parallel service stations in
operation at the front of the queue.
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6. Stages of service. The number of stages through which a customer must
progress while being serviced (typically one counter).
Common practice is to describe a queue by the arrivals process, service pro-
cess and the number of service channels. For example, the notation M/D/1 is
commonly used to describe a queueing system with a Poisson arrival process1,
a deterministic (fixed) service time and 1 service counter. Gross [78] describes
three responses of interest of the system:
1. Wait time. The time spent in the queue by a customer.
2. Customer accumulation. The number of customers in the queue.
3. Idle time of the servers. The percentage of time that any server is idle,
or alternatively the entire system is devoid of customers.
Of these, “what we most often desire in solving queueing models is to find the
probability distribution for the total number of customers in the system” [78, p.
10]. A direct observation of queue length, arrival rate and service rate will there-
fore assist the queueing analyst “to determine the optimum number of channels
to maintain and the service rates at which to operate these channels” [78, p. 9].
Computer vision provides a possible avenue for observing these queue parameters
directly. Currently, there are very few methods in the computer vision literature
for detecting or analysing queues. Aubert [13] proposed a method for estimating
queue length in single images based on the level lines image representation. The
algorithm was applied to images of a single subway station, as shown in Figure
2.16(a). Queue length was assessed in terms of pixels, rather than the number of
people, and the system did not measure throughput rate or growth rate.
1The M stands for Markovian, or memoryless [78].
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(a) Queue length measured in terms
of pixels by Aubert [13].
(b) Queue and counter zones used by
Parameswaran [145].
Figure 2.16: Current approaches to queue monitoring.
Parameswaran [145] has proposed a queue monitoring system that incorporates
recent advances in crowd counting. The approach is based on adaptive back-
ground modelling techniques to detect foreground pixels belonging to people in
the scene. It is assumed that the number of foreground pixels is related to the
number of people in the scene. Their crowd counting algorithm is based on the
work of Paragios [144].
Parameswaran’s system also makes use of ‘counter zones’ which are established at
each service desk in the scene. These are depicted in Figure 2.16(b). Pedestrian
detection techniques [63, 204] are used to detect whether or not a service desk
is occupied. The length of time taken to be serviced at each desk is recorded
by the system, and the average service time is denoted S¯N . When the queue is
comprised of N people, the estimated wait time is:
Tavg = NS¯N (2.48)
The system does not estimate throughput rates explicitly at either end of the
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queue, although these could be derived at the front of the queue from the various
counter zones.
No other approaches to queue analysis in human crowds were found in the current
literature. Despite a lack of studies on queue analysis specifically, there has been
substantial research into crowd counting (Section 2.3) and crowd flow analysis
(Section 2.4) in recent years, both of which are relevant and can be adapted to
queues, as described in Chapter 6.
2.6 Anomaly Detection
Anomalous events are those which do not fit the statistical pattern of motions
within a scene, or those events which violate our assumptions about the scene.
For example, the presence of vehicles in a pedestrian space (or vice versa) indicate
an abnormality which ought to be detected and flagged by the visual surveillance
system. Anomaly detection algorithms can generally be organised into two cate-
gories:
1. Object detection and trajectory analysis. These systems operate in
relatively uncrowded scenes by tracking individuals, detecting object cate-
gories and/or detecting abnormal trajectories.
2. Motion analysis. These systems analyse motion patterns in a video se-
quence rather than attempting to distinguish objects. These approaches
are better suited for crowded scenes.
Although the focus of this research is on crowded environments, the techniques
used to monitor individuals are of interest because they may be applicable or
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extendible to situations involving groups of people and crowds. This section
reviews both types of anomaly detection: object detection and trajectory analysis
is discussed in Section 2.6.1 and motion analysis is discussed in Section 2.6.2.
2.6.1 Object Detection and Trajectory Analysis
Analysis of single person behaviours can be performed in low-density crowds. In
a typical application, a tracking algorithm is used to obtain a person’s trajectory,
which may be classified as normal or abnormal.
An early system was presented by Collins [51] called ‘Video Surveillance and
Monitoring’ (VSAM). Foreground objects are classified into object classes such
as human or truck using a neural network. Humans are skeletonized to form a
‘star’ with five points (4 limbs and head). Frequency information obtained from
the legs can be used to distinguish running from walking.
Stauffer and Grimson [179] tracked individuals in a scene, recording the silhou-
ette’s position, velocity and size over the full trajectory. Vector quantisation was
applied to a very large training database of trajectories to generate a codebook
of protoypes. Co-occurrence statistics were then used to classify the trajectories.
Haritaoglu [80] presented the W4 surveillance system in which humans are tracked
individually and as groups. The system estimates posture of individuals (as
either standing, sitting, bending or lying down) using the horizontal and vertical
projection histograms of the foreground blob or silhouette in question. Persons
carrying luggage are detected by analysing silhouette symmetry. Groups of people
were counted by attempting to locate the heads of each person, using corner
detection and the vertical projection histogram.
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Ayers [14] used a Finite State Machine (FSM) to monitor behaviour in an office
environment. People are detected using skin colour and tracked by their head.
A state model is used to follow their activities, however it is highly specific to
the scene. (States include ‘near cabinet’ and ‘near phone’, for example). This
system requires significant prior knowledge of the scene, and only recognises a
small number of hardcoded activities.
Lou [116] analysed trajectories in training data and clusters them into distinct
classes. Trajectories are compared using a spatial similarity measure similar to
the Hausdorff distance. Activities are classified online by dividing the trajectory
into smaller segments, with 4 basic types of action: ‘move forward’, ‘turn right’,
‘turn left’, and ‘stop’. A Bayesian classifier is implemented to do the classification,
and if no existing class provides a match, the activity is detected as abnormal.
Nair [138] used Hidden Markov Models to recognise an individual person’s activ-
ity. The trajectory of a person in a corridor is obtained from a tracking module,
which is utilised by the HMMs, each trained to recognise one activity. The activ-
ity is classified depending on which HMM returns the highest likelihood. If the
activity cannot be recognised by any model, it is treated as suspicious. Behaviours
tested included ‘enter room’ and ‘exit room’. The Abstract HMM (AHMM) is
employed in [29] to model more complicated behaviours. Hu [92] uses a self-
organising neural network model to assess normal and abnormal trajectories.
Nguyen [141] uses the Hierarchical Hidden Markov Model (HHMM) for activity
recognition. This is an extension of the HMM, allowing sub-HMM’s with specific
activities. In this example, the activity ‘have snack’ consists of sub-behaviours
such as enter, go to fridge, go to chair (to eat), then leave room. These behaviours
in turn consist of state transitions as the person moves about the space.
Jung [95] proposed a system for detecting abnormal trajectories using two cues:
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‘spatial occupancy’ and ‘trajectory consistency’. Spatial occupancy assesses
whether the locations of a pedestrian are consistent with normal behaviour. Even
if the pedestrian is within the normal regions, trajectory consistency then assesses
whether the trajectory itself is abnormal. Based on training data, a ‘spatial occu-
pancy map’ is calculated which specifies the probability of a pedestrian occupying
each region in an area under normal circumstances. This map is used to calculate
the spatial occupancy and trajectory consistency as a pedestrian passes through
a scene.
Xiang and Gong [196] proposed an unsupervised approach to behaviour mod-
elling and abnormality detection. The system learns the behavioural models
incrementally and adaptively given a small training data set. Each foreground
blob segment is represented by a feature vector (including centroid, bounding
box dimensions, and direction of motion). The feature vector is assumed to be-
long to one of Ke event classes, and a Gaussian Mixture Model (GMM) is used
to calculate the probability of each class. Thus each frame is represented by a
Ke-dimensional vector of probabilities, and a sequence of frames constitutes a
behaviour.
The training data set is split into a number of small video segments, each modeled
by a Dynamic Bayesian Network (DBN) such as a Multi-Observation Hidden
Markov Model (MOHMM). The Multi-Observation HMM is used because each
event frame is represented by aKe-dimensional vector (i.e. multiple observations).
Each training segment’s MOHMM is compared to one another by computing an
affinity matrix. This is used to cluster the behaviour patterns into Kc similar
groups using a spectral clustering algorithm. Those clusters containing fewer
members are deemed abnormal. Two models, Mn andMa (normal and abnormal),
are constructed as mixtures of MOHMMs.
Online video segments are classified using the Likelihood Ratio Test (LRT) to
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determine whether they belong to Mn or Ma. This is done for behaviour Pnew
by comparing the ratio P (Pnew|Mn)
P (Pnew|Ma) to a predetermined threshold. Pnew is then
incorporated into either Mn or Ma accordingly. Testing was performed on a
corridor scene featuring 1-2 people.
Interactions between multiple persons have also been analysed using pedestrian
trajectories. Oliver [143] compared the HMM and the Coupled HMM (CHMM)
for detecting three types of human interactions (between two people): ‘meet and
continue together’, ‘meet and split’, and ‘follow’. A feature vector is computed
for each pair of nearby persons, containing their relative distance, the velocity of
each person, and the degree of trajectory alignment. The CHMM is an extension
of the HMM, incorporating multiple state variables. The CHMM used in [143]
contains 2 state variables, corresponding to each person.
Park [146] proposed a system for the recognition of two-person interactions us-
ing a hierarchical Bayesian Network (BN). Body-part features are extracted and
represented by ellipses and convex hulls. The Bayesian network accurately esti-
mates body poses and recognises actions such as pointing, punching and pushing.
However the system requires a side-on view and can only analyse two interacting
people.
Wu and Ou [195] detect abnormal poses of individuals. A blob is tracked over
several frames. The distance from the centroid to each point on the silhouette
border is calculated and the Discrete Fourier Transform (DFT) is applied to
the sequence. Twenty primary DFT coefficients from four consecutive blobs (80
total) are selected. Principal component analysis (PCA) is applied to reduce
dimensionality. A support vector machine is used to classify the blob sequence as
normal or abnormal. Abnormal behaviours such as ‘carrying a bar’, ‘running’ and
‘bending down’ were detected (as opposed to the normal behaviour, walking).
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These approaches are generally based on foreground detection and object track-
ing, with subsequent analysis being performed on the foreground blobs or their
trajectories. The most popular method for detecting behaviour classes is the
Hidden Markov Model, which provides a statistical model of a temporal sequence
of observations. The HMM is discussed in greater detail in Section 7.3.4.2 (p.
340). Although pedestrian detection and trajectory analysis is not feasible for
arbitrarily large crowds, the use of statistical models such as GMMs and HMMs
have informed the design of motion analysis algorithms.
2.6.2 Motion Analysis
Motion analysis is typically based on the optical flow patterns extracted from a
video sequence, which are subsequently classified as normal or abnormal. The
statistical models used to detect such anomalies include bag of words [133, 193],
hidden Markov models [11, 106], Markov random fields [100] and other models
as discussed below.
2.6.2.1 Bag of Words
Wang [193] used hierarchical Bayesian models to perform anomaly detection in
crowded scenes. The approach uses three levels, as depicted in Figure 2.17.
Activities are modelled as probability distributions over low-level motion features,
while interactions are modelled as distributions over these atomic activities.
Their approach builds upon two hierarchical models, Latent Dirichlet Alloca-
tion (LDA) [23] and the Hierarchical Dirichlet Process (HDP) [182]. LDA is a
generative probabilistic model composed of words from a discrite, finite vocabu-
lary; latent topics, modeled as probability distributions over words; documents,
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Figure 2.17: The analogy between event detection and language processing.
containing a sequence of words; and a corpus of such documents.
As with other document modeling and clustering techniques, LDA assumes that
the words contained within a document are exchangeable (their order is unim-
portant). A document under this assumption is often described as a “bag of
words”.
In a visual surveillance context, low-level pixel motion corresponds to the “words”
within a video clip, the “document”. The latent topics may describe atomic activ-
ities such as “car turning left” or “pedestrian crossing the street”, although these
are automatically learned by the system and might not be defined so explicitly.
As the standard LDA model does not model clusters of documents, Wang extends
this model so that each document belongs to a cluster c. As such, each cluster rep-
resents an interaction containing similar sets of atomic activities (topics). These
might represent “vehicles from road g make a right turn to road a while there is
not much other traffic” or “pedestrians walk on the crosswalks while there is not
much traffic” [193].
Wang also proposes the use of HDP, which automatically decides the number
of topics, and proposes a dual-HDP model which also decides the number of
document clusters automatically.
The low-level features are extracted using simple image processing techniques.
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Basic frame differencing is used to detect moving pixels, and the features of these
pixels constitute the ‘words’ in the document. Two kinds of information are
extracted from each moving pixel: location and motion direction. The motion
direction is obtained from Lucas-Kanade optical flow [117].
Because the Bayesian model is based on words from a discrete, finite vocabulary,
these low-level features must be quantised according to a codebook. The location
information is quantised by assigning each pixel to a 10 × 10 cell, and direction
information is quantised into four directions. Therefore moving pixels are assigned
a word from the codebook based on position and motion direction. This results in
a substantial loss of information, although this representation is ideal for modeling
scenes with hierarchical Bayesian models.
This approach is most useful for detecting events which are anomalous within a
given spatiotemporal context, for example pedestrians crossing the road outside
of the designated crossing, or jaywalking. However, due to quantisation in the
feature extraction process, this approach cannot be used for detecting anomalous
low-level motion patterns themselves. This is acknowledged by the authors:
For example, if a pedestrian is walking along the path of vehicles,
just based on positions and moving detections, his motions cannot be
distinguished as abnormality. If a car drives extremely fast, it will
not be detected as abnormal either.
The “bag of words” approach is suitable for detecting abnormal combinations
of normal events, particularly in complicated scenes containing various classes
of objects and events, such as an outdoor traffic scene. However, in a scene
containing only pedestrians, Wang observes that the system did not appear to
detect any “interesting interactions”.
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Mehran [133] also used LDA to model normal behaviour with a different underly-
ing visual representation, the social force model [83]. The social force model was
used to model human movement as a function of forces, comprised of a ‘personal
desire’ force as well as interaction forces imposed by the surrounding environ-
ment. The magnitude of the interaction force is extracted at each pixel, based
on the detected optical flow fields, and behaviour is modelled as a collection of
patches (bag of words) within an image.
2.6.2.2 Hidden Markov Models
A Markov model is a stochastic model consisting of a series of states which are
visited in a sequential order. In a hidden Markov model, the states themselves
are not observed, and instead a sequence of outputs corresponding to each state
are observed. Typically these outputs belong to a statistical distribution such as
a Gaussian function or a GMM. Section 7.3.4.2 describes HMMs in greater detail.
HMMs have been used by several authors for anomaly detection in crowded scenes
[8, 9, 10, 11, 106, 107, 108].
Andrade proposed a number of methods using HMMs for anomaly detection and
event detection [8, 9, 10, 11]. In [8], Andrade used a HMM to model optical
flow patterns within each local block of an image. The algorithm was used to
detect a falling person in simulated test sequences. In [9, 10, 11], PCA was used
to reduce the dimensionality of the optical flow field on a holistic level, and this
reduced feature vector was modelled by a HMM. The video segments within a
training dataset were grouped using spectral clustering, and each cluster is used
to train a different HMM. This bank of HMMs was then used to detect sequences
of various classes, enabling event classification as well as anomaly detection when
the likelihood of a sequence falls below the detection threshold.
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Kratz [106, 107] extracted information from local spatio-temporal patches in a
video sequence. Each ‘patch’ is a 3D volume, represented by a distribution of
gradients in (i, j, t). For each pixel p in patch P ,
∇Pp =
[
∂P
∂i
∂P
∂j
∂P
∂t
]T
(2.49)
The distribution of these spatio-temporal gradients is modeled as a 3D Gaussian
function, with:
µ =
1
N
∑
p∈P
∇Pp (2.50)
Σ =
1
N
∑
p∈P
(∇Pp − µ)(∇Pp − µ)T (2.51)
where N denotes the number of pixels in the patch. To discriminate between
patch representations, the symmetric Kullback-Leibler (KL) divergence is used.
Generally, the KL-divergence between the probability density functions f(x) and
g(x) is defined:
DKL(f ||g) =
∫
x
f(x) log
f(x)
g(x)
dx (2.52)
For two Gaussians, it has the closed-form expression:
DKL(f ||g) = 1
2
[
log
|Σg|
|Σf | + Tr(Σ
−1
g Σf )− d+ (µf − µg)TΣ−1g (µf − µg)
]
(2.53)
The symmetric KL-divergence is DKL(f ||g)+DKL(g||f). Kratz associates similar
patches with a small distance between them in an online manner. Each patch is
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Figure 2.18: Summary of Kim and Grauman’s system. Images from [100].
compared to a bank of prototypes {Ps|s = 1 . . . S} and if the distance is greater
than a threshold ∀s then a new prototype is formed. Otherwise the prototypes
are updated as in [106]. A different set of prototypes is used for each region in
the scene.
In order to capture the relationship between motion occurrences, a HMM is cre-
ated for each location in the scene. Each state is associated with a prototype S.
A coupled HMM structure is used to model neighbouring patches simultaneously
and to capture their relationships.
2.6.2.3 Markov Random Fields
The Markov random field (MRF) is used by Kim [100] to obtain a labelling at
each site in a grid. Each location in an image is classified as normal or abnormal,
as depicted in Figure 2.18.
Their approach extracts optical flow using a multi-scale block matching algorithm.
The region associated with each MRF node is broken down into a u×v grid of sub-
regions, from each of which a 9D optical flow vector is computed (8 orientations
and 1 speed). These feature vectors are concatenated to form a 9uv-dimensional
descriptor of the region.
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The dimensionality of the feature vector is reduced using the mixture of proba-
bilistic principal component analysers (MPPCA). A common dimensionality re-
duction technique is Principal Components Analysis (PCA), and this has been
applied to large optical flow previously for crowded event detection [11]. How-
ever, a limitation of PCA is that it defines only a single linear projection of the
data into the lower-dimensional space. Tipping [185] proposed MPPCA, which
models a high-dimensional observation t ∈ Rd as a noisy function of a latent
variable x ∈ Rq (q < d) using a generative model:
t = y(x) +  (2.54)
where  represents the Gaussian noise model,  ∼ N (0, σ2I), and y is a linear
function of x:
y(x) = Wx+ µ (2.55)
This implies a probability:
p(t|x) = 1
(2piσ2)d/2
exp (− 1
2σ2
||t−Wx− µ||2) (2.56)
And assuming a Gaussian prior over the latent variables, namely,
p(x) = 1
(2pi)q/2
exp (−1
2
xTx) (2.57)
then the marginal distribution is:
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p(t) =
∫
x
p(t|x)p(x) dx (2.58)
=
1
(2pi)d/2|C|1/2 exp (−
1
2
(t− µ)TC−1(t− µ)) (2.59)
where C = σ2I + WW T. The maximum-likelihood estimate of µ is µML =
1
N
∑
n tn, while an iterative EM algorithm for obtaining the ML estimates of the
other parameters (W and σ2) is given in [185].
A mixture of M probabilistic principal component analysers then gives rise to the
distribution,
p(t) =
M∑
i=1
piip(t|i) (2.60)
where the mixing coefficients {pii}, and each mixture’s parameters {µi,W i, σi}
are estimated via the EM algorithm in [185]. This expresses a higher-dimensional
feature vector as a mixture probability density over the latent subspace. Finally,
p(`|t) denotes the posterior probability that MPPCA component ` generated
observation t:
p(`|t) = pi`p(t|`)∑M
i=1 piip(t|i)
(2.61)
Letting ti,k denote the 9uv-dimensional vector at node i in the kth frame, Kim de-
fines the frequency and co-occurrence histograms over a sequence, k = 1, 2, ..., n,
respectively:
Hi(`) =
n∑
k=1
p(`|ti,k) (2.62)
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Hi,j(`,m) =
n∑
k=1
p(`|ti,k)p(m|tj,k) (2.63)
A node evidence function, n(xi), and a pair-wise potential function, ρ(xi, ji), are
defined in terms of the histograms Hi(`) and Hi,j(`,m) (as described in [100]).
These are used to formulate the MRF as follows. Each node i is labeled normal
(xi = 0) or abnormal (xi = 1). The objective is to infer the labeling which
maximises:
E(x) = λ
∑
i
n(xi) +
∑
(i,j)∈neighbour
ρ(xi, xj) (2.64)
where λ is a relative weighting. Given the MRF parameters in the node evidence
and pairwise potential functions, MAP inference is used to maximise E(x), by
labelling each node as normal or abnormal.
2.6.2.4 Other Models
Adam [3] extracted optical flow from fixed spatial locations in an image in a simi-
lar manner to block-matching, however rather than obtaining a point estimate for
the flow, a probability distribution is generated by considering the sum of squared
differences (SSD) error corresponding to various discrete shifts in a window sur-
rounding a pixel. These flow probabilities are aggregated into magnitude-based
and angle-based histogram bins. A cyclic buffer is used to determine the likeli-
hood of new observations, and when this likelihood falls below a threshold the
scene is deemed to be abnormal.
Mahadevan [125] proposed a system which does not make use of optical flow
or gradients, but rather a mixture of dynamic textures [37]. Existing methods
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“focus uniquely on motion information, ignoring abnormality information due
to variations of object appearance”. Mahadevan jointly models appearance and
dynamics using a generative model for each component in the mixture. Patches of
low likelihood are detected as outliers. Their approach outperformed the visual
representations used by Mehran [133], Kim [100] and Adam [3] on the UCSD
anomaly detection dataset [125].
2.6.2.5 Summary
Existing approaches to anomaly detection using motion analysis generally re-
quire the computation of dense optical flow at full resolution, which is difficult
to perform in real time with substantial accuracy. They also do not capture the
motion patterns present in a scene, but instead reduce the optical flow in some
way (through quantisation, dimensionality reduction, or histogram binning). For
example, the “bag of words” approach requires quantisation of features accord-
ing to a codebook [133, 193], and other methods have reduced the optical flow
field using PCA [9, 10, 11] or other dimensionality reduction techniques such as
MPPCA [100]. In the system proposed by Adam [3], optical flow is aggregated
into histograms.
These type of approaches may not always capture interesting interactions from
a surveillance perspective, and novelty detection is performed as a subsequent
process on this reduced data. However, if a visual representation is insufficient,
an abnormal event will not be detected at a later stage of the algorithm, regard-
less of the statistical model used. This observation motivates the design of new
visual representations to capture the meaningful properties of motion patterns in
crowded environments.
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2.7 Machine Learning
Computer vision algorithms make use of a variety of machine learning techniques.
In this section three specific methods are reviewed, as they are used in subsequent
chapters of this thesis. Section 2.7.1 reviews Gaussian mixture models; Section
2.7.2 review hidden Markov models; and Section 2.7.3 reviews Gaussian process
regression.
2.7.1 Gaussian Mixture Model
The Gaussian mixture model (GMM) is a probabilistic model obtained from a
mixture of Gaussian distributions. The Gaussian distribution has the density
function:
N (x|µ,Σ) = 1
(2pi)
D
2 |Σ| 12
exp
(
−1
2
(x− µ)TΣ−1(x− µ)
)
(2.65)
where µ denotes the mean value of the distribution, Σ denotes the covariance
matrix and D represents the dimensionality of the feature vector x. A mixture
model is therefore constructed as a mixture of K such distributions:
p (x|Θ) =
K∑
k=1
αkN (x|µk,Σk) (2.66)
where Θ represents the entire set of parameters; αk, µk, Σk denote the mix-
ture weight, mean and covariance of component k respectively. For brevity Θ is
omitted from the notation henceforth.
Let us suppose that a set of N data samples, {xi}Ni=1, are observed from an
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unknown distribution and we seek to build a GMM to model the data. The
parameters of the GMM are learned using the expectation-maximisation (EM)
algorithm [21]. The procedure is summarised briefly below.
First, the probability of data sample xi having been generated by mixture com-
ponent ` is calculated using Bayes’ rule:
p(`|xi) = p(`)p(xi|`)
p(xi)
(2.67)
=
α`N (xi|µ`,Σ`)∑K
k=1 αkN (xi|µk,Σk)
(2.68)
The model parameters {αk,µk,Σk} are then updated using the re-estimation
equations:
α` =
1
N
N∑
i=1
p(`|xi) (2.69)
µ` =
∑N
i=1 xip(`|xi)∑N
i=1 p(`|xi)
(2.70)
Σ` =
∑N
i=1 p(`|xi)(xi − µ`)(xi − µ`)T∑N
i=1 p(`|xi)
(2.71)
Training a GMM requires alternately computing Equation 2.68 and Equations
2.69-2.71. The procedure may be initialised randomly, or by using a pre-clustering
algorithm such as K-means.
2.7.2 Hidden Markov Model
A Markov model is a stochastic model in which a series of states are visited in
a sequential order. In a hidden Markov model the state sequence is not known
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directly, and instead, a sequence of outputs are observed [21, 152]. A Markov
chain is the simplest type of Markov model, consisting of states qt ∈ [1, N ] which
are visited in the sequence Q = {qt}Tt=1 for which the probability of observing a
state is dependent only on the previous state:
ai,j = p(qt+1 = j|qt = i) (2.72)
where the transition probability ai,j is a constant (independent of t). The initial
probability of observing state i is denoted:
pii = p(q1 = i) (2.73)
In a hidden Markov model, the state sequence is hidden and the set of observations
O = {ot}Tt=1 is a probabilistic function of the hidden states, such as a Gaussian
mixture model:
p(ot|qt = j) =
M∑
`=1
cj`N (ot|µj`,Σj`) (2.74)
where cj`,µj`,Σj` denote the mixture coefficient, mean and covariance of mixture
` in state j, respectively.
The full set of parameters for the HMM is therefore:
λ = {pi,A,B} (2.75)
= {{pii}, {aij}, {cj`,µj`,Σj`}} (2.76)
The likelihood of an observation given the current state, j, is denoted:
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bj(t) = p(ot|qt = j) (2.77)
=
M∑
`=1
cj`bj`(t) (2.78)
where
bj`(t) = p(ot|qt = j,Xt = `) (2.79)
= N (ot|µj`,Σj`) (2.80)
where Xt denotes the mixture component that generated observation ot. The
likelihood of observing an output sequence is:
p(O|λ) =
∑
all Q
(
piq1bq1(1)
T∏
t=2
aqt−1qtbqt(t)
)
(2.81)
where
∑
all Q denotes summation across all possible state sequences. This is com-
putationally intractable, so a forward procedure is used to compute p(O|λ) more
efficiently using the forward variable:
αi(t) = p({o1,o2, . . . ,ot}, qt = i|λ) (2.82)
This is the probability of observing the partial output sequence up until time t,
with qt = i. This is computed by way of induction:
1. Initialisation:
αi(1) = piibi(1) (2.83)
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2. Induction:
αj(t+ 1) =
[
N∑
i=1
αi(t)aij
]
bj(t+ 1) (2.84)
3. Termination:
p(O|λ) =
N∑
i=1
αi(T ) (2.85)
A similar backward procedure is defined using the backward variable:
βi(t) = p({ot+1,ot+2, . . . ,oT}|qt = i, λ) (2.86)
1. Initialisation:
βi(T ) = 1 (2.87)
2. Induction:
βi(t) =
N∑
j=1
aijbj(t+ 1)βj(t+ 1) (2.88)
3. Termination:
p(O|λ) =
N∑
i=1
βi(1)piibi(1) (2.89)
In order to train a HMM, we wish to choose the parameters λ so as to maximise
the likelihood p(O|λ) of the observed sequence2. The Baum-Welch procedure
for training a HMM is a specific example of expectation-maximisation (EM), in
which p(O|λ) is locally maximised by re-estimating the parameters in an iterative
manner [21, 152]. This re-estimation makes use of the following variables.
• The probability of being in state i at time t is denoted:
2In practice, the training dataset will comprise multiple observation sequences. Appendix
C.2 describes how the training procedure described in this section is extended to multiple
observation sequences.
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γi(t) = p(qt = i|O, λ) (2.90)
=
p(qt = i, O|λ)
p(O|λ) (2.91)
=
αi(t)βi(t)∑N
j=1 αj(t)βj(t)
(2.92)
• The probability of being in state i at time t, and of the observation ot
having been generated by mixture component `, is denoted:
γi`(t) = p(qt = i,Xt = `|O, λ) (2.93)
= γi(t)
ci`bi`(t)
bi(t)
(2.94)
• The probability of being in states i and j at times t and t+ 1 is denoted:
ξi,j(t) = p(qt = i, qt+1 = j|O, λ) (2.95)
=
αi(t)aijbj(t+ 1)βj(t+ 1)∑N
i=1
∑N
j=1 αi(t)aijbj(t+ 1)βj(t+ 1)
(2.96)
From these we can deduce that
∑T−1
t=1 γi(t) is the expected number of time steps
spent in state i, and thus the number of time transitions from state i (including
self transitions); and
∑T−1
t=1 ξi,j(t) is the expected number of transitions from
state i to state j. With this in mind the Baum-Welch algorithm’s re-estimation
equations are:
pii = γi(1) (2.97)
aij =
∑T−1
t=1 ξi,j(t)∑T−1
t=1 γi(t)
(2.98)
ci` =
∑T
t=1 γi`(t)∑T
t=1 γi(t)
(2.99)
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µi` =
∑T
t=1 γi`(t)ot∑T
t=1 γi`(t)
(2.100)
Σi` =
∑T
t=1 γi`(t)(ot − µi`)(ot − µi`)T∑T
t=1 γi`(t)
(2.101)
Training a HMM requires alternately computing Equations (2.92, 2.94, 2.96) and
Equations 2.97-2.101.
In practice the computation of the forward and reverse variables α, β tend ex-
ponentially toward zero, and for long sequences this can exceed the machine’s
precision. Appendix C.1 describes how to maintain numerical stability in this
calculation. Furthermore, Appendix C.2 describes how to estimate the HMM pa-
rameters when there are multiple observation sequences in the training dataset;
it is a straightforward extension of the procedure described above.
2.7.3 Gaussian Process Regression
The Gaussian Process is defined as a collection of random variables, any finite
subset of which have a joint Gaussian distribution. In regression problems, we
observe N samples from a training set, consisting of feature vectors X = {xn}
and targets f = {fn}. In Gaussian process regression (GPR) these targets are
imagined as a sample from some multivariate Gaussian distribution, whose mean
is typically taken to be zero:
f |X ∼ N (0,K) (2.102)
The covariance matrix, K ∈ RN×N , is obtained from the covariance function
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k(xm,xn), such that
Kmn = k(xm,xn) (2.103)
A Gaussian process is fully specified by its covariance function, k(xm,xn), and
the mean function m(x) = 0. The covariance function expresses the covariance
of outputs as a function of inputs. For example, a typical covariance function is
the squared exponential:
kSE(xm,xn) = σ
2
SE exp
(
− 1
2`2
|xm − xn|2
)
(2.104)
The closer the inputs, xm and xn, are to one another, the more correlated their
outputs will be. The hyperparameter ` is a characteristic length scale which
represents the distance one would expect to move in the input space to produce
a significant change in the output space.
Given N∗ test inputs, X∗ = {x∗n}, we wish to obtain the predictive outputs
f ∗ = {f ∗n}. Let K∗ denote the N × N∗ train-test covariance matrix, whose
elements are calculated by:
K∗mn = k(xm,x
∗
n) (2.105)
Similarly, let K∗∗ denote the N∗ ×N∗ test set covariance, with:
K∗∗mn = k(x
∗
m,x
∗
n) (2.106)
As all variables in a Gaussian Process are normally distributed, the training and
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testing data sets are jointly Gaussian [156], with the following distribution:
 f
f ∗
 ∼ N
0,
 K K∗
K∗T K∗∗
 (2.107)
Each subset of these random variables also follows a joint Gaussian distribution:
f ∼ N (0,K) (2.108)
f ∗ ∼ N (0,K∗∗) (2.109)
Prediction using Gaussian process regression is performed by conditioning the
predictive outputs on the training data, with the following posterior distribution
obtained for f ∗:
f ∗|f ,X,X∗∗ ∼ N (µ,Σ) (2.110)
where:
µ = K∗TK−1f (2.111)
Σ = K∗∗ −K∗TK−1K∗ (2.112)
This method provides not only point estimates, µ, but also a matrix Σ of co-
variances for the test outputs. The diagonal elements of Σ can thus be used to
obtain pointwise error bars.
σ2n = Σnn (2.113)
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For example, setting a 95% confidence interval, the estimate for test sample n
would be µn± 1.96σn. If we only wish to use the diagonal elements of Σ it is not
necessary to calculate the full covariance matrix as described in Equation 2.112.
Instead, let K∗n denote the nth column of K
∗, and the diagonal elements of Σ
are evaluated by:
Σnn = K
∗∗
nn −K∗nTK−1K∗n (2.114)
The GPR model is ‘trained’ by choosing the hyperparameters in the covariance
function (e.g. σSE and ` in Equation 2.104) so as to maximise the likelihood of
the observed training data p(f |X). (Good predictive performance can still be
achieved with reasonable estimates for these hyperparameters.) Following from
Equation 2.102,
log p(f |X) = −1
2
fTK−1f − 1
2
log |K| − N
2
log 2pi (2.115)
This term is maximised using an optimisation algorithm such as conjugate-
gradients, provided that k(xm,xn) is differentiable with respect to each of the
hyperparameters. Once optimised, prediction is then performed using Equations
2.110-2.112.
Chapter 3
Crowd Counting using Local
Features
3.1 Introduction
Crowd size may be an indicator of security threats such as rioting, violent protest
and mass panic. In some circumstances overcrowding may pose a threat in and
of itself, as occurred at a German music festival in 2010 [84]:
An extreme and fluctuating pressure builds up, when the densities
become so high that they cause contact forces between bodies to add
up. This ultimately implies a sudden onset of ‘crowd turbulence’.
Under such conditions, the sizes and directions of forces acting on
the bodies of visitors move them around in an uncontrolled way, and
people have difficulties keeping their balance; when people stumble
and fall, this can be the nucleus of a crowd disaster.
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Crowd size can also indicate congestion and other abnormal events within peaceful
crowds. Crowd information can also be used to provide operational analytics for
business intelligence. Therefore automated crowd counting has become an active
field of computer vision research in recent years.
Crowd size is a holistic description of a scene. Therefore the majority of crowd
counting techniques have utilised holistic image features to estimate crowd size.
However, due to the wide variability in crowd behaviours, distribution, density
and overall size, holistic features may not necessarily be the best approach for
monitoring the crowd size. A major drawback of the holistic approach is the
large amount of training data required to train a system; it becomes necessary to
annotate a very large number of frames in order to achieve proper generalisation
across these various conditions. In a facility containing numerous cameras, for
example, it would not be practical to supply hundreds of frames of ground truth
for every viewpoint.
In this chapter, a novel algorithm is proposed that uses local features, specific
to individuals and groups within an image, to estimate the crowd size and its
distribution across a scene. While existing techniques have used similar features
such as foreground pixels, they are analysed at a holistic level. In this chapter,
local features are used to estimate the number of people within each group, so
that the total crowd estimate is the sum of all group sizes. Because local features
are used, training data must also be annotated with local information. A unique
method of localised ground truth annotation is therefore proposed, which allows
the system to be trained rapidly, and greatly reduces the required training data.
The rationale for using local features is that crowding arrangement can alter the
holistic features of an image, despite the total crowd size remaining constant.
As Kong [104] observes, “a single pedestrian may occupy 100 pixels. When two
pedestrians are together, due to occlusion, there will be less than 200 pixels.” In
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other words, the relationship between crowd size and holistic features is modu-
lated by the crowd’s arrangement, and in particular, the size of its groups. The
larger a group, the more occlusion is likely to be present, compared to a sparsely
populated scene of individuals. Viewed from a holistic perspective, these various
crowd distributions can give rise to vastly different image features. Existing tech-
niques cope by extracting a larger quantity of holistic features (for example, 29
features are used by Chan [36] and 129 features are used by Tan [181]), necessitat-
ing more training data and more complicated classification strategies. However,
it will be shown in this chapter that the relationship between image features and
group size is more reliable and consistent when analysed on a local scale. Results
comparing the local and holistic approaches are presented in Section 3.3.4.
A localised approach also enables the estimation of crowd densities at different
locations within the scene (unlike holistic systems, which can only provide a
density for the whole scene), and allows for a direct extension to a multi-camera
environment as described in Chapter 5. The ability to determine local crowd
densities greatly improves the systems ability to detect abnormalities in a scene.
While the overall number of people in a scene may be considered normal, there
may be an abnormally high concentration of people in a small area. Holistic
systems are unable to detect such an abnormality, however the proposed local
approach can detect such an occurrence.
The proposed system is tested on five datasets: UCSD [36], PETS 2009 [149],
the Mall Dataset [42], the Fudan dataset [181] and the New York Grand Central
Station dataset [206]. These datasets feature crowds of size 1 to 245 people, and
capture a wide variation in scene properties. The proposed algorithm is compared
to several holistic techniques, and is shown to outperform holistic techniques in
terms of accuracy, scalability and practicality. The system is shown to be highly
scalable, as it is capable of extrapolating to crowd sizes which are smaller or
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Figure 3.1: Block diagram of the proposed system.
larger than those encountered during training; and highly practical, as it can
count crowds when trained on as few as 1 to 10 frames of training data.
The remainder of the chapter is structured as follows: Section 3.2 outlines the
proposed algorithm, Section 3.3 presents the datasets and experimental results,
Section 3.4 describes the visualisation strategy used to present results to the
end-user of the system, and Section 3.5 presents conclusions of this research.
3.2 Crowd Counting using Local Features
The algorithm presented in this chapter is comprised of several modules. These
are shown in the block diagram of Figure 3.1. Section 3.2.1 describes the back-
ground model and group segmentation algorithm; Section 3.2.2 discusses per-
spective normalisation; Section 3.2.3 describes the feature extraction process;
Section 3.2.4 presents a ground truth annotation strategy that greatly simplifies
the training process; Section 3.2.5 discusses crowd modelling and the chosen re-
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gression model; and Section 3.2.6 proposes an extension to the system which uses
group tracking to refine and improve the group size estimates.
3.2.1 Foreground Detection and Group Segmentation
Background modelling is a fundamental step in many surveillance systems, and
it forms the backbone of the proposed algorithm. The background model allows
subsequent tasks to be performed, such as foreground detection, group segmen-
tation and feature extraction.
Denman’s cluster based algorithm [59, 60, 61] is chosen for this purpose because
it incorporates a lighting model to compensate for illumination changes in a
scene. It is an extension of the work of Butler [30, 31], which is an efficient
discretised version of Stauffer and Grimson’s popular multimodal background
model [178, 179]. The details of these algorithms are discussed in Section 2.2.2.
Following foreground detection, a morphological closing operation is applied to
the binary mask in order to obtain cleaner and less fragmented blob segments.
Closing consists of a morphological dilation operation, followed by erosion. A
3 × 3 structuring element kernel is used for these operations on small images
(up to 320 × 240 pixels) while a larger 6 × 6 structuring element is used for
larger images. The use of morphology is motivated by the fact that the proposed
algorithm uses these segmentation results as a basis for local feature extraction.
A connected components algorithm is run to identify the locations of each blob
in an image.
In the proposed crowd counting algorithm, a crowd estimate is obtained for each
blob in an image, so that the total estimate for the scene is the sum of the es-
timates for each individual blob. In order to train the system, ground truth
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annotation is performed after the first stage of image processing, once the fore-
ground is extracted. The group size is explicitly labeled for each blob in an image,
therefore each frame provides several instances of ground truth. The details of
this annotation process are discussed in Section 3.2.4.
The advantages of foreground localisation include:
1. Relevant localisation. The proposed approach is based on foreground
detection, which is directly relevant to the objects of interest in the scene.
2. Inclusion of stationary pedestrians. Background models can continue
to detect foreground pixels corresponding to pedestrians even after the
pedestrian has come to a halt for some time. By contrast, many other lo-
calisation strategies only detect pedestrians in motion. For example, these
strategies include clusters of moving SURF points [52], KLT tracking of
moving corners [151], and dynamic textures [36] which are based on active
motion.
3. Small training requirements. The quantity of training data required
is relatively small: each frame is likely to provide 1-30 foreground blobs
with corresponding annotations, depending upon crowd distribution and
noise. Holistic methods only yield one training sample per frame, necessi-
tating a larger number of frames to be annotated. By contrast, other lo-
calisation strategies may produce excessively large training datasets which
can be problematic. For example, the pixel-level localisation strategy used
by Lempitsky [110] and the block-based approach of Chen [42] produce a
very large quantity of training data (one sample per pixel or block) for
every frame. Samples taken from empty parts of the scene may contain
redundant information whereas foreground segmentation provides relevant
localisation.
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Unlike other foreground localisation strategies, the algorithm proposed in this
thesis does not place any assumptions on the foreground blob segments, such as
an elliptical model [66, 96, 97] or an untrained linear model [33] which would be
best suited for sparse crowds. Instead, the machine learning techniques which
have typically been used on a holistic level are applied here at the local level,
using foreground segmentation as the basis for localisation.
For the remainder of this chapter, the following notation is used in regards to
foreground detection and segmentation. The foreground image F , of the same
dimensions as the input image I, is defined as follows:
F (i, j) =
 0 if pixel (i, j) belongs to the background1 if pixel (i, j) belongs to the foreground (3.1)
The set of foreground pixels in an image is denoted B:
B = {(i, j) : F (i, j) = 1} (3.2)
The letter B is used as it represents the set of all blobs in the foreground mask.
A connected components label image, C, is used to label each pixel, C(i, j), with
the ID of the blob to which it belongs. The variable n is used to enumerate the
blobs, so that the set of pixels belonging to the nth foreground segment is denoted
Bn:
Bn = {(i, j) : C(i, j) = n} (3.3)
In set terminology, the collection of blobs {Bn} is a partition of the set B. This
means that the blobs are collectively exhaustive, B = ∪nBn, and pairwise disjoint:
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Bn ∩Bm = ∅, ∀n 6= m.
Before image features can be extracted from the blobs, each pixel is normalised
in order to compensate for the effects of perspective. This is discussed in Section
3.2.2.
3.2.2 Perspective Normalisation
As shown in Figure 3.1, feature extraction is performed as a subsequent step
to group segmentation, and perspective normalisation is used to compensate for
the effects of perspective in the image plane. This is necessary because distant
objects appear smaller in an image and thus contribute fewer features than closer
objects.
It is therefore necessary that features are normalised appropriately so that the
trained system can count objects across the scene accurately. A typical method
for perspective normalisation is to construct a density map, S, which assigns to
each pixel a relative weight: pixels corresponding to distant objects are given
a higher weight. This weighting is applied to any features extracted at that
location, such as foreground pixels.
Ma [121] introduced a density map which weighted each pixel according to the
area it represented on the ground plane. It was calculated based on the coordi-
nates of four points in an image, corresponding to two parallel lines in the real
world. Figure 3.2 illustrates the scenario considered by Ma. A roadway is com-
prised of two lines, P1P2 and P3P4, parallel in the real world, which converge on
the vanishing point Pv in the image plane at (iv, jv).
The camera is assumed to be oriented horizontally, so that any horizontal line
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Figure 3.2: Reference lines used by Ma [121] for calculating a density map. P1P2
and P3P4 correspond to parallel lines on the ground plane.
in the image plane intersects the reference lines at right angles on the ground
plane. Therefore the weight assigned to every pixel in any given row of the image
is equal.
A reference row is selected at jr, such as the bottom row in the image, to which
a density of 1.0 is assigned. The width of the roadway along this reference row is
denoted ∆ir, as shown in Figure 3.2, and the vertical distance from the vanishing
point is denoted ∆jr.
All other rows of pixels in the image are scaled with respect to this reference
row. Consider generally the row j, which is described as a ‘scaled row’ in Figure
3.2. The width of the roadway along this row is denoted ∆i, and the vertical
distance from the vanishing point is ∆j. The scale used by Ma to compensate
for perspective is the ratio of the roadway width at the reference row to that of
the current row, namely:
s(j) =
∆ir
∆i
(3.4)
Therefore an object positioned at row jr appears to be s(j) times wider in the
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image plane than an equivalent object positioned at row j. By triangular simi-
larity,
s(j) =
∆ir
∆i
(3.5)
=
∆jr
∆j
(3.6)
=
jr − jv
j − jv (3.7)
This scaling factor is used to compensate for perspective in both dimensions,
horizontal and vertical, therefore the full scaling factor is:
S(i, j) = s(j)2 =
(
jr − jv
j − jv
)2
(3.8)
The value of S(i, j) is calculated once for each row in the image, and is used to
weight pixels belonging to that row. The calculation of S(i, j) is dependent on
the vanishing point’s vertical coordinate, jv. The position of this vanishing point
can be calculated from the parallel lines, P1P2 and P3P4, annotated by the user
during initialisation of the system. The calculation of jv is straightforward and
as described in Appendix A.1.
A similar methodology is employed by Chan [36], who also approximates a density
map by linearly interpolating object sizes in the j dimension of the image plane.
The width of a walkway, w(j), is interpolated as a function of j, as is the height
of a reference person, h(j).
Two horizontal reference lines, ab and cd, at a height of j = j1 and j = j2
respectively, are chosen in the image plane (Figure 3.3), with reference widths
w1 = |ab| and w2 = |cd|. These lines correspond to an equal distance in the real
world (in this case, the width of a walkway). At any height j in the image plane,
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Figure 3.3: Reference lines and pedestrians used by Chan [36] for calculating a
density map.
the width of the walkway is denoted w(j), and is linearly interpolated from w1
and w2.
Pixels along ab are given a reference density of 1.0, and all other pixels are
weighted relative to this. The scaling factor for object width is therefore defined:
sw(j) =
w1
w(j)
(3.9)
Thus an object positioned at row j1 appears to be sw(j) times wider in the image
plane than an equivalent object positioned at row j.
Similarly, a reference pedestrian is selected, with heights h1 and h2 when the
person is at ab and cd (j1 and j2), respectively. The height of the reference
person at any height j is denoted h(j), and is linearly interpolated from h1 and
h2. As before, pixels along ab are given a reference density of 1.0. The scaling
factor for object height is therefore defined:
sh(j) =
h1
h(j)
(3.10)
Thus an object positioned at row y1 appears to be sh(j) times higher in the image
plane than an equivalent object positioned at row j.
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This scaling factor is used to compensate for perspective in two dimensions, both
horizontal and vertical, so that the full scaling factor using Chan’s method [36]
is:
S(i, j) = sh(j)sw(j) (3.11)
=
h1w1
h(j)w(j)
(3.12)
(Note that this is an alternative to the density map proposed by Ma [121], as
described in Equation 3.8.) This calculation of S(i, j) is dependent on w(j) and
h(j), which is the interpolated width of the walkway and interpolated height of
the reference pedestrian. These values can be easily calculated from the user-
annotated reference values, w1, w2, h1 and h2, as described in Appendix A.2.
Both Ma and Chan use linear interpolation in the j coordinate to approximate
object sizes, so that the weight assigned to a pixel is inversely proportional to the
estimated object size at this location. These approaches rest on the assumption
that the camera is oriented horizontally, and are based on simple annotations
such as pedestrian height, which can vary from person to person or even frame to
frame depending on that person’s position, posture and orientation. Additionally,
the use of a road or walkway with parallel edges may not be available in all scenes.
Consider for example the PETS 2009 dataset introduced at [149], as shown in
Figure 3.4. There are no parallel lines in this scene of sufficient length to calcu-
late a calibration. There are, however, a large number of pedestrian instances in
the dataset which could be detected automatically using a pedestrian detector
such as Dalal’s histogram of oriented gradients [57] or Felzenszwalb’s part-based
models [67, 68]. Although not all humans will be detected with this approach, es-
pecially when the scene becomes crowded, a subsample of pedestrian annotations
is sufficient to ascertain the typical variation of object sizes in the image. This
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could then be used to calculate an density map, in a manner similar to Ma or
Chan, using the dimensions of the pedestrian detections as a basis. Additionally,
this approach does not require any manual annotations to be performed by the
user or for any real-world measurements to be taken from the scene.
An alternative method for computing a density map is proposed based on these
automatic pedestrian detections. A pedestrian template, Ri,j, is used to represent
the set of pixels occupied by a pedestrian centered at pixel (i, j). The simplest
model of a pedestrian is a rectangle in the image plane, however alternative
templates can also be used such as a 3D cylinder model.
Pedestrians are detected automatically from a set of training images using dis-
criminatively trained part-based models [68]. These detections are each repre-
sented by a rectangular bounding box, which we can use as our template. The
pth detection is of width wp and height hp, centered around pixel (ip, jp). A large
set of detections from the PETS 2009 dataset [149] are overlaid on a single image
in Figure 3.4(a).
A linear model is used to model the dimensions of the pedestrian template, w×h,
as a function of its centroid’s position in the image plane (i, j). The set of
detections enumerated by p, namely {ip, jp, wp, hp}, is used as training data for
this model. Due to the approximate nature of an object detector’s output, a
robust linear fitting algorithm is used to reduce the influence of outliers. The
iteratively reweighted least squares (IRLS) regression algorithm is used to fit the
linear model, as described in Appendix A.3. This model is described by:
w = bwj + cw (3.13)
h = bhj + ch (3.14)
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where {bw, cw, bh, ch} denote the linear weights, j is the vertical coordinate of the
point around which the template model is to be positioned, and {w, h} denote
the dimensions of the template model (as a function of j). Note that this model
is independent of i, in keeping with the assumptions of Chan and Ma. Figure
3.4(b) depicts the pedestrian templates positioned at various locations in the
image plane, for illustrative purposes, which are projected using Equations 3.13
and 3.14, at fixed intervals.
Alternatively, we may relax the assumption that the camera is positioned hori-
zontally, and instead use a linear model dependent upon both i and j:
w = awi+ bwj + cw (3.15)
h = ahi+ bhj + ch (3.16)
Given that most pedestrian detection algorithms assume that pedestrians in an
image appear vertical, however, this model is most suitable when a camera is
oriented on only a slight angle.
Note that this approach is based on pedestrian detection, which requires at least
a few sparse (unoccluded) individuals to be present in a video sequence. Even
in crowded environments there are usually a number of individuals who appear
unoccluded at various points in the sequence, and this is sufficient for detec-
tion. Alternatively, it is straightforward to manually annotate a set of pedestrian
bounding boxes and use this set of {ip, jp, wp, hp} instead.
Another pedestrian template that can be considered is the 3D cylinder model
[34]. This template is a 2D projection of a cylinder onto the image plane, with the
center of the model coinciding roughly with the center of a pedestrian standing
at that location. This approach requires camera calibration parameters to be
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(a) All pedestrian detection bounding boxes from a video sequence overlaid
on a single image from the PETS 2009 dataset [149].
(b) Projected pedestrian templates overlaid at fixed intervals on a single
image using IRLS linear regression.
Figure 3.4: Pedestrian detections from the PETS 2009 dataset [149] and pedes-
trian template models.
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known or estimated from real world measurements, and is discussed further in
Section 4.2.2.
Given the pedestrian template Ri,j centered around pixel (i, j), the area of the
template is denoted:
A = |Ri,j| (3.17)
which is equal to w × h in the case of a rectangular model. The values in the
density map can then be computed in a similar manner as Chan [36]. A reference
pixel (ir, jr) is selected near the bottom of the image, whose pedestrian template
is of area Ar = wrhr. The value of the density map at any location in the image
is then taken to be inversely proportional to the area of the template:
S(i, j) =
Ar
A
(3.18)
which, for a rectangular model, is equal to:
S(i, j) =
wrhr
w(j)h(j)
(3.19)
The value of the density map at the reference pixel is 1.0 (although this designa-
tion is arbitrary).
The proposed approach is similar to Ma [121] and Chan [36], although the fol-
lowing differences are noted:
1. The proposed method is automated and does not require any manual an-
notations from the user.
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2. This method does not require a roadway or a set of parallel lines to be
readily apparent in the image.
3. The estimation of a pedestrian template Ri,j, and its size at any position
(i, j) in the image, is based on the aggregate of a large number of pedestrian
bounding boxes, which are obtained using a pedestrian detector [68], rather
than a single instance of a pedestrian moving through the scene who might
be subject to incidental variations in size from one frame to the next due
to limb movement and orientation.
Furthermore, the pedestrian template Ri,j is also used for ground truth annota-
tion and system training, as described in Section 3.2.4. In fact, the use of the
pedestrian template is an important part of the annotation process and simplifies
training greatly. It is therefore intuitive to use it for constructing the density
map as well.
3.2.3 Feature Selection
The density map described in Section 3.2.2 is used to weight the features extracted
at each pixel in an image. The features may include foreground pixels, edge pixels
and other keypoints of interest which may be indicative of crowding.
The number and quality of features extracted has a direct impact on the sub-
sequent regression or classification stage. For example, higher dimensionality of
the feature vector leads to a more complex classifier and an increased training
data requirement. Depending on the classifier or regression model, computation
time may also be increased. Consequently it is important to use accurate features
which capture the level of crowding within a scene.
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In this section, image feature selection is discussed and a range of features are
proposed for crowd counting. The empirical performance of these features is
assessed quantitatively in Section 3.3.3. In general, the features used for crowd
counting can be categorised under the following headings:
1. Texture refers to the holistic descriptors of an image such as contrast and
homogeneity. (Section 3.2.3.1).
2. Size refers to the magnitude of any interesting segments extracted from an
image which are deemed to be relevant, such as the foreground pixel count.
(Section 3.2.3.2).
3. Shape pertains to the orientation and shape descriptors of these areas,
segments or objects detected in an image. (Section 3.2.3.3).
4. Edge refers to the relative change in pixel intensities across an image, and
this is typically measured by means of a binary edge detector. (Section
3.2.3.4).
5. Keypoints are any other points of interest, such as corners, that are de-
tected in an image. (Section 3.2.3.5).
These features and their value for predicting crowd size are discussed in subse-
quent sections. Finally, Section 3.2.3.6 discusses the full proposed feature vectors
to be used in this system.
3.2.3.1 Texture
Texture is a holistic description of a scene, and therefore cannot intuitively be
weighted pixelwise by a density map to compensate for perspective. Textural
features which have been used in the literature include:
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1. GLCM based features (Marana [128]).
2. Minkowski fractal dimension (Marana [129]).
3. Image moments (Rahmalan [153]).
4. Wavelet transform based features (Xiaohua [197]).
These features are primarily used for density classification, where crowd densities
are measured using a four or five point scale. Less commonly, these features
have also been used for direct counting via regression. For example, Chan [36]
has proposed the use of holistic image features, including textures, for regression.
However, there are two important considerations to take into account with regard
to this approach:
1. Chan proposed a total of 29 features, including motion segmentation and
edge detection, in addition to the textures. These additional features have
been shown by numerous studies to play a significant role in the success
of crowd counting systems [58, 103, 121]. The system proposed by Chan
did not exclusively use textures and it is therefore unclear what role they
played in the counting accuracy.
2. The testing protocol used by Chan did not evaluate the long term perfor-
mance of the algorithm over a significant period of time containing a wide
range of conditions, such as illumination changes, which have been shown
to impact texture-based crowd counting negatively (Section 2.3.1; [153]).
This latter point is significant because holistic textures can be affected by light-
ing and environmental changes, whereas an adaptive background model can in-
corporate such changes, within reason, in order to achieve accurate foreground
segmentation.
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The UCSD dataset introduced by Chan [36] consisted of 33000 video frames, the
first 2000 of which are annotated with ground truth information (i.e. the location
of each pedestrian and the total count for each frame); and Chan’s analysis was
performed exclusively on these 2000 frames. At a frame rate of 10 fps, these
annotated frames cover only 200 seconds of crowd movements and fluctuations.
This is unlikely to be of sufficient length to observe small environmental changes
in the scene.
However, the full UCSD dataset covers a total period of almost one hour. As
such, the full dataset may be used to quantitatively analyse the performance of
textural features over time by using frames at each extreme end of the dataset.
In this section, long term performance of textural features are evaluated using
the UCSD dataset. More information about this dataset is provided in Section
3.3.2.
Frames 601-1400 are used for training, and testing is performed on three frame
ranges at various times as specified in Table 3.1. For these testing ranges, a
subset of frames were selected and annotated with ground truth (crowd size).
The following textural features were considered:
1. Contrast at 0◦, 45◦, 90◦ and 135◦ (Equation 2.32, p. 39).
2. Homogeneity at 0◦, 45◦, 90◦ and 135◦ (Equation 2.33, p. 39).
3. Energy at 0◦, 45◦, 90◦ and 135◦ (Equation 2.34, p. 39).
These twelve features provide holistic description of the textures present in an
image. A linear regression model is used to learn the relationship between this
feature space and holistic crowd size, and performance is evaluated on each of
the testing ranges. Table 3.1 shows the accuracy of this approach in terms of
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Frame range Description MAE MSE MRE
601 : 1400 Training range 1.60 4.80 6.78%
1401 : 2000 Testing range 1 2.88 11.59 10.97%
23000 : 24000 Testing range 2 4.79 25.24 62.70%
30000 : 32000 Testing range 3 3.65 15.35 136.03%
Table 3.1: Frame ranges used in this analysis, on the UCSD dataset [36], and
corresponding performance using holistic textures only.
mean absolute error (‘MAE’), mean square error (‘MSE’) and mean relative error
(‘MRE’) for each time period. (More information about these metrics can be
found in Section 3.3.1). This approach performs well when tested on the frames
in the training range, as one would expect. It also performs reasonably well
on ‘Testing range 1’ which immediately follows the training range in the video
sequence. However, testing ranges 2 and 3 occur some duration after the training
range, after which sufficient time has passed for subtle changes in the environment
to affect the relationship between crowd size and image texture. Consequently
the accuracy of the method is poor in these ranges.
In particular, the brightness of the image is decreased slightly between frames 1
and 30000 (Figure 3.5). Although difficult to perceive to the human eye, these
subtle environmental changes are often significant and alter the statistical prop-
erties of the image. For example, Figure 3.5(b) depicts the histogram of pixel
intensities of a small subregion in Frame 1 of the UCSD dataset. The mean and
variance of the intensity is µ = 163.8 and σ2 = 82.5, respectively. The equivalent
subregion in frame 30000 has mean µ = 152.1 and variance σ2 = 43.2 (Figure
3.5(d)). These statistical alterations are indicative of an environmental change.
Figure 3.6 plots the estimated crowd size against the ground truth for each frame
range. These plots indicate that the estimate has ‘drifted’ dramatically from the
ground truth after some time has passed (testing ranges 2-3).
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(a) Frame 1 with subregion indi-
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(b) Histogram of pixel intensities within subre-
gion (Frame 1)
(c) Frame 30000 with subregion
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(d) Histogram of pixel intensities within subre-
gion (Frame 30000)
Figure 3.5: Comparison of frames 1 and 30 000. A subregion of interest is selected
on the walkway and a histogram of pixel brightness for each frame is shown.
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Figure 3.6: Performance of a texture-based holistic crowd counting system over
time. These plots indicate a ‘drift’ between estimate and ground truth.
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Figure 3.7: Relationship between crowd size and textural features at different time
periods. Trend lines are plotted for each group of points to aid interpretation.
3.2 Crowd Counting using Local Features 123
0 10 20 30 40
1200
1400
1600
1800
Crowd Size
N
u
m
b
er
of
B
in
ar
y
E
d
ge
P
ix
el
s
Binary Edges vs. Crowd Size
Frames 601-1400
Frames 1401-2000
Frames 23000-24000
Frames 30000-32000
(a)
0 10 20 30 40
0
0.5
1
1.5
2
·106
Crowd Size
N
u
m
b
er
of
F
or
eg
ro
u
n
d
P
ix
el
s
Foreground Pixels vs. Crowd Size
Frames 601-1400
Frames 1401-2000
Frames 23000-24000
Frames 30000-32000
(b)
Figure 3.8: Relationship between crowd size and edge/foreground pixels.
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The relationship between crowd size and textural features are shown in Figure
3.7. The points on these scatter plots are grouped by time period to provide
a clear indication of how the relationship has changed over time. For example,
the black and red points in Figure 3.7(a), corresponding to frames 601-1400 and
1401-2000 respectively, occupy a similar region of the plot. This indicates that the
relationship between crowd size and homogeneity remains relatively unchanged
after a short period of time. It is also noteworthy that the relationship appears
to be approximately linear, validating the use of a linear regression model in
this analysis. However, the green points corresponding to frames 23000-24000
indicate that relationship has changed over time. This is also true for the magenta
points in Figure 3.7(b) which correspond to frames 30000-32000, indicating that
the relationship between crowd size and energy has changed (in this case, quite
significantly).
For comparison, Figure 3.8 displays the equivalent scatter plots for binary edge
detection using a Sobel operator and foreground detection using Denman’s adap-
tive background model [59, 60, 61]. These plots suggest that the relationship
remains relatively unchanged over time for edge and foreground pixel counts.
We conclude that the use of image textures is unlikely to be reliable for crowd
counting over the long term due to subtle environmental fluctuations.
3.2.3.2 Size
Size refers to the magnitude of any detected regions, such as motion segments,
in an image. Davies [58] proposed the use of the foreground pixel count as a
measure of the holistic crowd size, while Ma [121] introduced the density map to
weight each pixel to compensate for perspective.
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The set of foreground pixels within the region of interest is denoted B, such that
the number of foreground pixels is |B|. The weighted area of the foreground is
denoted A. This is calculated using the density map, S, as defined in Section
3.2.2:
A =
∑
(i,j)∈B
S(i, j) (3.20)
This area directly captures the size of the foreground normalised for perspective.
In practice, the presence of occlusions will lead to non-linearities in the relation-
ship between crowd size and weighted foreground. This is shown in Figure 3.8:
while the relationship is approximately linear, there are deviations from the re-
gression line when the foreground is more or less than expected. This is usually
due to occlusion or segmentation errors. Other features such as gradients (Section
3.2.3.4) and keypoints (Section 3.2.3.5) are also employed to improve prediction
in the presence of occlusion, as these features are more prominent in regions of
object overlap.
Another strategy proposed in this thesis is to segment the foreground into a set
of connected components, which are individually labelled, and enumerated by n.
The notation Bn is used to represent the set of pixels which belong to the nth
blob. In set terminology, the collection of blobs {Bn} is a partition of the set B.
The weighted area of each blob, An, is:
An =
∑
(i,j)∈Bn
S(i, j) (3.21)
Note that A =
∑
nAn because the holistic foreground area is the sum of its
segmented parts. The proposed advantages of local features were described in
the introduction to this chapter (Section 3.1), and with regards to blob size
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specifically, localisation enables the system to differentiate between small and
large groups, as well as noise, whereas the holistic area A merely aggregates the
group sizes.
Another size feature is perimeter length. The set of perimeter pixels Pn is ob-
tained by tracing along the boundary of the nth blob, and the set of all perimeter
pixels in an image is denoted P = ∪nPn. Perimeter pixels are a one-dimensional
feature, and are thus weighted using the square root of the density map S. The
weighted perimeter of the nth blob segment is therefore calculated as follows:
Ln =
∑
(i,j)∈Pn
√
S(i, j) (3.22)
And the holistic perimeter length feature is:
L =
∑
(i,j)∈P
√
S(i, j) (3.23)
=
∑
n
Ln (3.24)
The perimeter length may provide valuable size information when the foreground
segments erroneously contains ‘holes’. It also supplements the area feature to
provide a more complete description of group size.
3.2.3.3 Shape
Perimeter pixels provide valuable shape information about an object. Aside
from the perimeter length, which measures the object size, the orientation of
the perimeter pixels also contain important shape information.
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Figure 3.9: Four directions used for computing perimeter orientation histogram.
For example, Dong [63] encoded a blob’s approximate shape using Fourier de-
scriptors, discarding high frequency coefficients as these contribute little to the
overall blob shape (Figure 2.13, p. 62). Dong found that M = 7 Fourier co-
efficients provided a sufficient representation of object shape, and these seven
coefficients formed the feature vector describing the blob. K Nearest Neighbours
(KNN) regression was used to estimate the group size, based on a training dataset
of examples; however, this approach quickly became impractical for groups larger
than 1-6 people.
Chan [35, 36] uses several features including a perimeter orientation histogram
with 6 bins. The perimeter orientation is determined by filtering the image with
six Gaussian kernels (oriented at evenly spaced angles), and selecting the filter
which produces the maximum response at each perimeter pixel. Every perimeter
pixel contributes a vote to a histogram bin depending on its orientation.
Perimeter pixels are easily detected by tracing around the boundary of an object
given an initial seed point on the perimeter. It is therefore intuitive and computa-
tionally efficient to use an orientation histogram with 4 bins, each corresponding
to the direction of an adjacent pixel (0◦, 45◦, 90◦, 135◦), as shown in Figure 3.9.
When tracing the perimeter from one boundary pixel to the next, the direction
of movement determines which histogram bin receives the pixel’s vote.
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The vote weight is the square root of the density map,
√
S(i, j), as perimeter
pixels are a one dimensional feature. Vertical edges in the absence of horizontal
features are more likely to indicate individuals in a scene, whereas a combination
of many perimeter pixels at all orientations may indicate larger crowds.
The value stored in each histogram bin h constitutes a feature, and the four shape
features are denoted Vn(h), for h ∈ [0, 3]. The equivalent holistic features are:
V (h) =
∑
n
Vn(h) (3.25)
This is simply the sum of the local perimeter orientation features, taken at a
holistic level.
3.2.3.4 Edges
Edge features are calculated from the relative change in pixel intensities across an
image. A horizontal kernel, Lx, and vertical kernel, Ly, are used to calculate the
gradients using convolution with an image, I. Common kernels include central
differences, Lx = [−1, 0, 1] and Ly = [−1, 0, 1]T , or the Sobel kernels:
Lx =

−1 0 +1
−2 0 +2
−1 0 +1
 (3.26)
Ly =

−1 −2 −1
0 0 0
+1 +2 +1
 (3.27)
The gradients are calculated by convolving the image I with the kernels:
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Gx = Lx ∗ I (3.28)
Gy = Ly ∗ I (3.29)
where ∗ denotes convolution, and the the horizontal and vertical components of
the gradient are stored in Gx and Gy respectively. The gradient G(i, j) may
therefore be considered a vector. The magnitude of the gradient at pixel (i, j) is
denoted |G(i, j)|, and is calculated as follows:
|G(i, j)| =
√
Gx(i, j)2 +Gy(i, j)2 (3.30)
The gradient is oriented at an angle of ∠G(i, j), which is calculated as follows:
∠G(i, j) = arctan
(
Gy(i, j)
Gx(i, j)
)
(3.31)
The atan2 function is used to return angles in the range (−pi, pi], which constitutes
the full range of 2pi radians. However, the only difference between a gradient
oriented at θ and θ + pi is whether the pixel intensity has changed from light to
dark or vice versa. In practice we are uninterested in this; it only matters that the
value has changed. (Whether a person is lighter or darker than the background
is irrelevant, but in any event, they tend to produce vertical edges in the image.)
Consequently, we consider orientations of θ and θ+ pi to be equivalent, as shown
in Figure 3.9. Therefore negative angles are mapped to the range (0, pi] by adding
pi, resulting in a final range of ∠G(i, j) ∈ [0, pi].
Binary edge detection usually involves applying a threshold to the gradient mag-
130 3.2 Crowd Counting using Local Features
nitude, for example:
E(i, j) =
 1 |G(i, j)| > Tedge0 otherwise (3.32)
This is often followed by thinning or linking as in the Canny edge detection
algorithm [32]. Canny edge detection is used in the proposed method due to its
use of non-maximum suppression and hysteresis thresholding which results in a
cleaner output. The resulting binary image E labels edges with the value 1, and
all other pixels 0.
Edges have been commonly used in crowd counting systems. For example, Kong
[103] introduced the use of an edge angle histogram on a holistic scale, while Dalal
[57] introduced the histogram of oriented gradients (HOG) for person detection.
Davies [58], Chan [37] and many others have used the total number of edge pixels
on a holistic level, regardless of orientation.
In the proposed algorithm, an edge orientation histogram is constructed for each
foreground segment in an image using the following procedure. For the nth blob
segment, a histogram of edge orientations En is constructed by allocating each
edge pixel to a histogram channel, based on the pixel’s orientation ∠G(i, j). The
orientation bins are evenly divided over the range [0, pi], and a total of 6 bins are
used. Each edge pixel within the blob contributes a weighted vote to a histogram
bin. This contribution (or vote) is equal to the square root of the density map,√
S(i, j), to normalise for perspective. If the value of the hth histogram bin is
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denoted Hn(h), and the orientation angle for that bin is lower-bounded by θh:
Hn(h) =
∑
(i,j)∈Bn

√
S(i, j) if θh ≤ ∠G(i, j) < θh+1 and E(i, j) = 1
0 otherwise
(3.33)
The edge orientation histogram is used to help distinguish between humans and
other structures in the scene [103]. Strong vertical edges tend to be most in-
dicative of human crowding, while horizontal edges are indicative of it to a lesser
extent. Edges also help to identify occlusions when multiple pedestrians partially
block one another from view. Although the blob’s size features are reduced by
occlusions, the edge features become stronger due to the overlapping body parts,
differing skin tones and conflicting clothing.
At the holistic level, the edge orientation histogram is calculated as follows:
H(h) =
∑
n
Hn(h) (3.34)
3.2.3.5 Keypoints
Keypoints refer to specific pixels of interest, such as corners, which are detected
in an image. Keypoints are useful for detecting salient points of interest in a
scene, and these are often indicative of human crowding. For example, Conte
[55] used speeded-up robust features (SURF), as introduced by Bay [18, 19], to
detect keypoints within an image. These points were masked by optical flow so
that stationary points were ignored. The number of moving keypoints was used
to predict crowding. Similarly, Albiol [6] utilised Harris corners [81] to estimate
crowd size on a holistic level.
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(a) New York grand central station. (b) PETS 2009 dataset, view 1.
Figure 3.10: Keypoint feature extraction using Speeded-Up Robust Features
(SURF) [18]. Keypoints are indicated with red dots.
Two types of feature detectors are considered for the proposed algorithm. Firstly,
corners are detected using the ‘FAST’ algorithm recently proposed by Rosten
[160], and the set of keypoints detected within the foreground blob segment n
is denoted κFASTn . Secondly, SURF keypoints [18] are extracted and this set of
keypoints is denoted κSURFn .
Figure 3.10 shows the features detected using SURF on the New York grand
central station and PETS 2009 datasets. In the proposed algorithm, these key-
points are masked by the foreground detection result (the summation only takes
place across each foreground segment), so that keypoints belonging to background
objects and surrounding structures are not included in the feature vector.
The two keypoint features are calculated as follows:
KFASTn =
∑
(i,j)∈κFASTn
√
S(i, j) (3.35)
KSURFn =
∑
(i,j)∈κSURFn
√
S(i, j) (3.36)
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Note that the notation κFASTn is used to refer to a set of FAST keypoints, while
KFASTn represents the scalar keypoint feature that is calculated from this set.
(Similarly, κSURFn and K
SURF
n represent the set of SURF keypoints and the scalar
keypoint feature, respectively.)
In Equations 3.35 and 3.36, keypoints are weighted by
√
S(i, j) rather than
S(i, j). This is motivated by the observation that keypoints behave more like
sparse 1D features (edges and perimeter pixels) than 2D features (area). To vali-
date the use of
√
S(i, j), both weighting strategies were compared using the first
2000 frames of the UCSD crowd counting dataset [36]. Figure 3.11 depicts the
relationship between the group size and each keypoint feature (using both weight-
ing strategies). The Pearson correlation coefficient ρ is calculated to measure the
strength of the linear correlation between group size and each feature.
For the FAST keypoint feature, the correlation coefficient was ρ = 0.9889 with
the
√
S(i, j) weighting strategy, and ρ = 0.9813 with S(i, j). There is negligible
difference between the two strategies, with a slightly stronger linear correlation
observed when
√
S(i, j) is used. This is also true for the SURF keypoint features,
with ρ = 0.9661 and ρ = 0.9563 for the two strategies (
√
S(i, j) and S(i, j),
respectively). Therefore
√
S(i, j) is adopted as the keypoint weighting strategy
in Equations 3.35 and 3.36.
3.2.3.6 Proposed Features
In order to determine the best types of features for crowd counting, various fea-
ture vectors are evaluated. The features are categorised under four different labels
(size, shape, edges and keypoints), as shown in Table 3.2, and different combina-
tions of these labels are tested in Section 3.3.3. Note that textures are not used
due to evaluation presented in Section 3.2.3.1. The full feature vector for the nth
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Figure 3.11: Relationship between keypoint features and group size using two
different weighting strategies:
√
S(i, j) and S(i, j).
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Category Local Features Holistic Features Description
Size An, Ln A,L Area and perimeter length
Shape Vn(0) · · ·Vn(3) V (0) · · ·V (3) Perimeter orientation histogram
Edges Hn(0) · · ·Hn(5) H(0) · · ·H(5) Edge orientation histogram
Keypoints KSURFn ,K
FAST
n K
SURF ,KFAST SURF and FAST keypoint features
Table 3.2: Feature categories used for crowd counting in this thesis. The subscript
n indicates the index of the blob under consideration, although an equivalent
holistic feature is represented by omitting the subscript, as shown in Equation
3.24 (p. 126), for example.
blob is denoted:
xn =
[
An, Ln, Vn(0), . . . , Vn(3), Hn(0), . . . , Hn(5), K
SURF
n , K
FAST
n
]
(3.37)
The value of each feature is evident in Figure 3.12, which shows the relationship
between each normalised feature and the corresponding group size within the
UCSD dataset.
Before the system can be tested, however, it must first be trained, and this
procedure is described in the subsequent section.
3.2.4 System Training
The proposed algorithm is designed to count the number of people in each fore-
ground segment. Feature extraction and regression is therefore performed at the
local level. The system is trained by annotating the number of people occupy-
ing each blob in a training dataset. A straightforward implementation of this
procedure is as follows:
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Figure 3.12: Relationship between normalised features and group size on the
UCSD dataset [36].
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1. Foreground detection. The system processes the training dataset us-
ing an adaptive background model, and performs foreground detection and
group segmentation.
2. Annotation. The user annotates each blob in the image using a graphical
user interface (GUI) or text input. The ground truth for the nth blob is
denoted fn.
3. Feature extraction. The system extracts features from each user-
annotated blob. The feature vector for the nth blob is denoted xn.
4. Regression. The system uses the training dataset {xn, fn} to train the
regression model.
Due to imperfect foreground segmentation, some blobs are prone to error such
as splitting, fading and noise (Figure 3.13). This raises the question of whether
fractional counts should be assigned to these imperfect segments, which would
be a tedious task for a human user to perform. In such a scenario it would be
desirable for a computer to automate this process.
Another problem with the aforementioned annotation strategy is that the ground
truth is inherently tied to the foreground detection results. If the background
model used by the system is modified at a future date (for example, if a different
algorithm is used, or if the parameters are changed), then the nature of the
algorithm’s output will be different, and therefore the previous annotations will
be invalid as they were tied to the results of a different model.
It is desirable for the ground truth to be annotated independently of the processing
stage. Ideally this would be done in a more conventional manner: by simply
identifying the image coordinates of each person in the scene. This process is
referred to as ‘dotting’ by Lempitsky [110] because it only requires the user to
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(a) Person is fragmented into two blobs (left). (b) Person is fragmented into two parts
(top, centre), one of which is merged
with a nearby blob.
(c) Correct extraction of individuals,
with additional noise (i.e. small bar
near centre).
Figure 3.13: Typical errors in foreground extraction.
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(a) Annotations on the PETS 2009 dataset, View 1 [149].
(b) Annotations on the UCSD dataset [36], demonstrat-
ing how incorrect foreground segmentation is handled.
Figure 3.14: The ground truth annotation process. Manual annotations (left)
are overlayed on the foreground segmentation results (centre), and the region
overlaps are used to automatically determine ground truth counts for each blob
(right). Tiny blobs resulting from noise are assigned zero.
click once on the centre of each object in the scene, thereby providing a ‘dot’
annotation. The surrounding region of a person can then approximated by the
outline of a pedestrian template, such as a rectangle or a cylinder model (Figure
3.14).
The local blob-level annotations are then performed automatically by the sys-
tem, by assigning the annotated pedestrians to their corresponding foreground
segments. This is done by considering the overlap between foreground blobs and
the pedestrian templates. For example, in the case of large groups, multiple
pedestrian templates will overlap the same blob (Figure 3.14(a)). On the other
hand, when blob fragmentation occurs, a single pedestrian template may span
multiple blobs (Figure 3.14(b)).
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Notation Description
M Mask of scene (region of interest).
B Foreground pixels within the ROI mask. Consists of
blobs {Bn}. (Equation 3.2)
Bn Blob n within B, where B =
⋃
nBn. (Equation 3.3)
Rp Pedestrian template for person p.
Rp ∩M The portion of the pedestrian template Rp that lies
within the ROI, M .
Rp ∩Bn The foreground pixels inside Rp belonging to blob Bn,
of which there are |Rp ∩Bn|.
Rp ∩B The foreground pixels inside Ri, of which there are |Rp∩
B| = ∑n |Rp ∩Bn|.
Table 3.3: Various regions in an image. These regions are defined as sets of pixels.
In order to handle these various scenarios, the following automated annotation
procedure is followed. First we define a number of regions using set notation
(Table 3.3). The set of pixels belonging to the region of interest mask is denoted
M , while set of foreground pixels detected within the region of interest is denoted
B (Equation 3.2). This is partitioned into the set of blobs {Bn} (Equation 3.3).
Each annotated person p is approximated by the pedestrian template Rp, which
is the set of pixels belonging to the rectangular model or a cylinder model which
has been projected onto the image plane. Rectangular pedestrian templates were
introduced in Section 3.2.2, and the cylinder models are described Section 4.2.2.
The outline of these templates are shown in Figure 3.14.
A template may not necessarily be fully inside the ROI; for example, when pedes-
trians are entering or exiting a scene and are only partially visible (Figure 3.15,
template R2). In this case a partial blob should receive a fractional annotation.
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Figure 3.15: Example usage of the notation described in Table 3.3.
Let Qp define the quantity of person p within the scene’s ROI:
Qp =
|Rp ∩M |
|Rp| (3.38)
where 0 ≤ Qp ≤ 1. For example, in Figure 3.15, Q0 = 1 and Q2 ≈ 0.9 (corre-
sponding to regions R0 and R1 respectively).
The contribution of person p to blob n is denoted Cp,n, and is calculated as follows:
Cp,n =
|Rp ∩Bn|
|Rp ∩B| ×Qp (3.39)
Here the numerator represents the overlap between the pedestrian template and
the nth blob, while the denominator represents the total overlap between Rp and
any foreground pixels. An example of this is shown in Figure 3.15, where:
C0,0 =
|R0 ∩B0|
|R0 ∩B| ×Q0 =
|R0 ∩B0|
|R0 ∩B0|+ |R0 ∩B1| × 1 ≈ 0.6 (3.40)
C0,1 ≈ 0.4 (3.41)
C1,0 = 1 (3.42)
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C2,2 =
|R2 ∩B2|
|R2 ∩B| ×Q1 ≈ 1× 0.9 = 0.9 (3.43)
C3,2 = 1 (3.44)
Finally, the total number of people represented by blob n is the summation of all
contributions from all pedestrians:
fn =
∑
p
Cp,n (3.45)
In Figure 3.15, for example:
f0 =
∑
p
Cp,0 = C0,0 + C1,0 + C2,0 + C3,0 = 0.6 + 1 + 0 + 0 = 1.6 (3.46)
f1 =
∑
p
Cp,1 = 0.4 (3.47)
f2 =
∑
p
Cp,2 = 1.9 (3.48)
Thus {fn} are the target counts for the blobs in the scene, which have been
computed automatically from the ‘dot’ annotations of pedestrian coordinates.
This procedure simplifies the annotation process (as the user merely need click
once on each person using a GUI); and separates the annotation stage from the
segmentation stage. A graphical depiction of this ground truth annotation process
from start to finish is displayed in Figure 3.14.
An advantage of this methodology is that small blobs generated by noise are
assigned an annotation of zero, while fragmented blobs are assigned fractional
counts in proportion to their size. This allows some tolerance for errors in the
foreground segmentation algorithm. In other words, we do not assume that an
adaptive background model can give perfect results, as this is unrealistic.
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(a) Ground truth. (b) Frame 1280.
Figure 3.16: Ground truth for the UCSD dataset (frames 1270-1310).
So far we have described a methodology for local ground truth. The holistic
ground truth can be measured in two ways. We consider ‘hard’ and ‘soft’ values.
Hard ground truth is the number of pedestrians whose central dot annotations lie
within the region of interest. This measurement introduces an ambiguity when
classifying a pedestrian as either ‘in’ or ‘out’ of a region. The exact point in time
at which a person is deemed to have entered or exited a frame is never clearly
defined. It may take several seconds between a pedestrian reaching the border of
the region of interest, and being fully inside or outside of it. Figure 3.16(a) shows
the number of people inside the region of interest for the UCSD dataset, over 40
frames (4.0 seconds). As suggested by the number of increments and decrements
in this graph, there are at least 12 instances of pedestrians either entering or
exiting the scene in this time.
An example frame from this sequence is shown in Figure 3.16(b). The pedestrian
at the bottom left in this sequence takes more than 30 frames to fully enter the
scene. With groups entering and exiting the scene at this frequency, yet taking
several frames to do so, it would be difficult even for a human to estimate the exact
crowd size, and impossible for them to remain consistent in their definition of what
constitutes being ‘in’ or ‘out’ of the scene. For this reason an alternative definition
to ‘hard’ ground truth is proposed, which may be described as ‘soft’ ground truth.
In contrast to hard ground truth, soft ground truth assigns fractional values to
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those pedestrians lying on the perimeter of the region of interest:
Q =
∑
p
Qp (3.49)
where Qp denotes the quantity of person p within the ROI. This allows the holistic
ground truth to be temporarily fractional as pedestrians enter or exit the scene’s
boundary. Both measures are considered when presenting results in Section 3.3.
If hard ground truth is provided with a dataset, this is used to allow a fair and
direct comparison with the results reported by other authors. However, when
hard ground truth is unavailable, manual annotations are used to generate soft
ground truth.
3.2.5 Regression
Section 3.2.3 outlines the feature extraction process used to generate a vector
of features, xn, to describe the crowding within a group, n; while Section 3.2.4
outlines an annotation methodology for obtaining the localised ground truth, fn.
In order to train the proposed system, a regression function must be learned using
the set of training examples, {xn, fn}, to count the number of people present in
each group.
Existing approaches use linear regression [58, 103, 164], neural networks [103,
128, 163] and Gaussian process regression [36]. Although the linear model has
demonstrated acceptable performance on single datasets, it is not clear that the
relationship between the image features and crowd size is indeed linear across all
operating conditions and viewpoints.
We adopt Gaussian process regression (GPR) because it does not place any prior
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assumptions on the functional relationship between the features and the crowd
size. Instead, GPR may be thought of as defining a distribution over functions,
where inference takes place in the space of functions [155, 156]. GPR is reviewed
in Section 2.7.3.
The Gaussian Process is defined by the covariance function, k(xm,xn), which ex-
presses the covariance of outputs as a function of inputs. The covariance function
used in this system is designed to capture both short-range and long-range trends
in the data. For example, the squared exponential (Equation 2.104) captures the
intuitive notion that similar inputs should produce similar outputs:
kSE(xm,xn) = σ
2
SE exp
(
− 1
2`2
|xm − xn|2
)
(3.50)
In order to extrapolate the longer trends beyond the training range, the dot
product covariance function [156] is also used:
kDP(xm,xn) = σ
2
DP
(
1 + xTmxn
)
(3.51)
Combining these terms results in a regression model that preserves the non-
linearities within the training range while extrapolating outside of the training
range in a predominantly linear fashion. Finally, independent Gaussian noise is
modeled using the term:
kGN(xm,xn) = σ
2
GNδ(m,n) (3.52)
where δ denotes Kronecker’s delta function, and contributes only to the diagonals
of K and K∗∗ (Section 2.7.3). The final covariance function is therefore:
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k(xm,xn) = kSE(xm,xn) + kDP(xm,xn) + kGN(xm,xn) (3.53)
= σ2SE exp
(
− 1
2`2
|xm − xn|2
)
+ σ2DP
(
1 + xTmxn
)
+ σ2GNδ(m,n)
(3.54)
The GPR is ‘trained’ by choosing the hyperparameters, {σSE, `, σDP, σGN}, so as
to maximise the likelihood of the observed training data (Section 2.7.3). Op-
timisation is performed using the conjugate gradient method. Once optimised,
prediction is then performed using Equations 2.110-2.114 (p. 97).
For each group of people, the crowd size estimate is a predictive distribution,
N (µn, σ2n). To obtain a holistic estimate, these distributions must be combined
to get the total number of people in the scene. By calculating the sum of N∗
Gaussian random variables, an overall prediction and variance is obtained for the
scene:
µ =
N∗∑
n=1
µn (3.55)
σ2 =
N∗∑
n=1
σ2n (3.56)
Thus the holistic crowd size estimate is µ, with variance σ2 and 95% confidence
interval (µ− 1.96σ, µ+ 1.96σ).
3.2.6 Tracking Module
Crowd counting algorithms have typically analysed each frame independently of
one another, estimating the crowd size based on the features extracted from that
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frame alone. Although a temporal smoothing may be applied to the holistic count
to reduce outliers [58, 163], we propose a local method which employs blob-level
tracking to improve each group’s estimate.
When two or more groups merge to form a larger group, for example, occlusions
often occur that obscure the crowd size estimate. By tracking and counting these
groups before they merge, their prior estimates can be used to anticipate the size
of the newly formed group. Because occlusions are usually temporary (consider
two pedestrians passing by one another on a walkway), this prior information can
be used to prevent the estimate from being diminished.
Blobs are tracked as they move through a scene by detecting direct correspon-
dences, splits and merges. This is formulated as an optimisation problem by
Masoud [131], however in this section we describe an efficient set of heuristics
based on blob overlap criteria. As we are not concerned with ensuring consistent
labeling of objects throughout the sequence, as is required in object tracking, a
heuristic based approach that can model the merges and splits of blobs is ade-
quate.
Denoting the mth blob in frame t as Bt,m, we define the overlap of two blobs in
consecutive frames as the number of pixels belonging to both:
Ot(m,n) = |Bt,m ∩Bt+1,n| (3.57)
Using this notation we track groups throughout a sequence by determining direct
matches, merges and splits as follows.
1. Direct Match: The first step in comparing consecutive frames is to detect
direct matches between overlapping blobs. Any blob pair, Bt,m and Bt+1,n,
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which satisfies the following conditions is deemed a match:
Ot(m,n) > 0 (3.58)
Ot(i, n) = 0 ∀i 6= m (3.59)
Ot(m, j) = 0 ∀j 6= n (3.60)
These criteria simply require both blobs to overlap one another exclusively.
2. Merging: After direct matches have been determined, the matched blobs
are removed from consideration. The system then detects P:1 merges and
1:Q splits by combining the remaining blobs as follows. A set of P blobs,
{Bt,M1 , Bt,M2 , . . ., Bt,MP }, are deemed to have merged to form the blob,
Bt+1,n, when the following conditions are met:
Ot(Mp, n) > 0 ∀p ∈ [1, P ] (3.61)
Ot(i, n) = 0 ∀i 6∈ {M0,M1, . . . ,MP} (3.62)
Ot(Mp, j) = 0 ∀p ∈ [1, P ], ∀j 6= n (3.63)
3. Splitting: Similarly, a split occurs when blob Bt,m is divided into the set
of blobs: {Bt+1,S1 , Bt+1,S2 , . . ., Bt+1,SQ}. A split is determined when the
following conditions are met:
Ot(m,Sj) > 0 ∀j ∈ [1, Q] (3.64)
Ot(i, Sj) = 0 ∀j ∈ [1, Q], ∀i 6= m (3.65)
Ot(m, j) = 0 ∀j 6∈ {S0, S1, . . . SQ} (3.66)
The crowd counting estimates obtained for each blob can then be improved by
taking advantage of the detected tracks. The splitting and merging of blobs may
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Figure 3.17: Visualisation of blob tracking results. Groups of constant size are
circled.
be visualised using a graph structure as shown in Figure 3.17. As blobs enter and
exit the scene, the number of persons that they represent may change while in
contact with the perimeter of the scene. Once fully inside the region of interest,
however, we assume that directly-matched blobs represent a constant number of
people, while merged blobs represent the sum of their constituents’ group sizes.
The estimate for the mth blob in frame t is denoted µt,m with variance σ
2
t,m.
Estimates are obtained using Equations 2.110-2.113. A group which has been
tracked across N frames, from time t = t1 to t = tN , and containing the blobs with
indices {mt}tNt=t1 , has an associated set of group size predictions:
{
µt,mt , σ
2
t,mt
}tN
t=t1
.
It is reasonable to expect that the number of people contained in this group is
constant, if it is fully contained within the region of interest. We therefore seek
to obtain an improved estimate for this group size, µ′tN ,mtN , by incorporating the
tracking history.
Previous experiments [164] used the mean or median value of the group’s historical
list of estimates, while Kilambi [97] rounded each to an integer and then took the
mode. These approaches assume each estimate to be equally valid, and therefore
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assign an equal weighting to each. However, in practice some frames may be less
reliable due to changing environmental conditions or noise, which contribute to
uncertainty in the predicted group size.
The variance provides a measurement of the system’s uncertainty in the group
size prediction, therefore each estimate within a track is weighted by the inverse
of its variance. The improved estimate for the most recent blob in a track is thus
the weighted average:
µ′tN ,mtN =
∑tN
t=t1
µt,mt/σ
2
t,mt∑tN
i=t1
1/σ2t,mt
(3.67)
When two or more groups merge to form a new group, each contains a historical
list of estimates and variances. A new list is formed by summing their corre-
sponding elements and truncating the new list’s length to the shortest of those
being merged. The merged group adopts this list and then appends to it any
subsequent estimates while it continues to be tracked. Consequently, a tracked
person who is temporarily occluded from view by another group may still be
represented in the crowd size estimate due to the weight of its prior history.
Note that when a blob {t, n} does not correspond to a match or merge from the
previous frame, its estimate is not modified in any way, i.e. µ′t,n = µt,n for these
blobs.
Given the improved estimates in a frame at time t, denoted by
{
µ′t,n
}
, we obtain
an improved holistic estimate:
µ′t =
∑
n
µ′t,n (3.68)
The tracking procedure described in this section effectively filters the group size
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estimates over time as the blobs are tracked. As such, it may be expected to
produce a modest improvement over the underlying ‘raw’ estimates obtained using
the procedure in Section 3.2.5. Experimental results for the tracking module are
presented in Section 3.3.5.
3.3 Experimental Results
This section presents experimental results of the proposed crowd counting algo-
rithm. Section 3.3.1 describes the operational requirements of a crowd counting
system in practice. Section 3.3.2 introduces the benchmark datasets used in these
experiments. Section 3.3.3 uses cross validation to compare the various features
and regression models in the proposed algorithm. A comparison of local and
holistic features is also presented. Section 3.3.4 compares the proposed approach
to other algorithms found in the literature. Section 3.3.5 evaluates the tracking
module of the proposed algorithm. Section 3.3.6 evaluates long-term performance
of the algorithm.
3.3.1 Operational Requirements
The accuracy of a system is a measure of how closely the estimate follows the
ground truth. The predictive performance of a crowd counting system can be
evaluated using the following criteria. For testing purposes we consider the mean
absolute error (MAE), the mean square error (MSE) and mean relative error
(MRE). Letting µ′t and Qt denote the system’s estimate and the ground truth
respectively (Equations 3.49 and 3.68), these metrics are calculated across a set
of testing frames, T , as follows:
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Mean absolute error (MAE):
mae =
1
|T |
∑
t∈T
|µ′t −Qt| (3.69)
Mean square error (MSE):
mse =
1
|T |
∑
t∈T
(µ′t −Qt)2 (3.70)
Mean relative error (MRE):
mre =
1
|T |
∑
t∈T∧Qt 6=0
∣∣∣∣µ′t −QtQt
∣∣∣∣× 100% (3.71)
Note that the calculation of MRE ignores frames whose ground truth is zero
because the relative error is undefined for these cases. There are few instances of
this in our datasets.
According to an internal study cited by Regazzoni [157], “End users accept a mean
error of 20% with respect to the real number of people present in a controlled
area.” This means that a system should achieve mre < 20% to meet the minimum
accuracy requirements of system operators.
In these Equations, µ′t can be replaced with µt to omit the tracking and refinement
procedure of Section 3.2.6. The ground truth Qt can be defined as hard or soft,
as discussed in Section 3.2.4.
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3.3.2 Benchmark Datasets
Five benchmark datasets were used to evaluate the performance of the proposed
algorithm.
1. The UCSD dataset introduced by Chan [36].
2. The PETS 2009 dataset introduced at the Eleventh IEEE International
Workshop on Performance Evaluation of Tracking and Surveillance [149].
3. The Mall dataset introduced by Chen [42].
4. The Fudan dataset introduced by Tan [181].
5. The Grand Central dataset introduced by Zhou [206].
So far in the literature, testing has focused heavily on single datasets such as
UCSD and PETS 2009. The use of limited datasets can result in overfitting
due to the lack of varying crowding conditions. For example, both the UCSD
and PETS 2009 databases contain only moving pedestrians, allowing methods
based on optical flow [52] or dynamic textures [35] to obtain good results that
may not translate to other scenes in which pedestrians come to a stop, which is
particularly likely in overcrowded environments. It is especially important for a
crowd counting algorithm to work under these conditions, because overcrowding
is an anomalous condition that may require intervention from security personnel.
Furthermore, the sequences in the PETS 2009 dataset are very short (less than
35 seconds), while the UCSD dataset is annotated for only slightly longer (less
than four minutes) making long term performance difficult to assess.
Eventually, the optimisation of algorithms and parameters can achieve excellent
results on these datasets, but at the expense of generalisation. Ideally, system
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parameters are selected to optimise performance on a validation set during the
training procedure, in the hope that performance will also be optimised for an
unseen test set. In practice, these test sets are not unseen, and over time they
effectively become part of the validation set (i.e. training procedure). A similar
observation is made by Geiger [76] regarding the popular Middlebury database
[16] which is used for evaluating optical flow:
Perhaps not surprisingly, many algorithms that do well on established
datasets such as Middlebury [16, 169] struggle on our benchmark.
We conjecture that this might be due to their assumptions which are
violated in our scenarios, as well as overfitting to a small set of training
(test) images.
As Geiger notes, the differentiation between the “training (test)” sets has become
ambiguous. Of course, this is not the intent of the researchers who use the
datasets, but it is true nonetheless: beyond a certain point, a single short sequence
can not be used to distinguish between true improvements in technology and
overfitting. This is difficult to avoid because some data must be used to evaluate
performance. Nevertheless, there are a number of steps which can be taken to
reduce the problem:
1. Use as few manual parameters as possible in the design of a system.
2. Hold manual parameters constant across all experiments and datasets. This
avoids unrealistic overfitting designed to optimise performance for each se-
quence.
3. Use as many datasets as possible to avoid overfitting to any individual scene
or sequence.
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4. Use a sequence whose duration is as long as possible, or at least use numer-
ous sequences captured at different times, in order to test across sufficiently
broad conditions.
5. Follow a cross validation procedure such as K-fold cross validation to assess
the generality of an algorithm.
With regards to the experiments used in this thesis, the following points are
noted:
1. The proposed system uses very few parameters. The perspective map is cal-
culated once when calibrating the system. The procedure in Section 3.2.2 is
followed once without any additional tweaking. The features defined in Sec-
tion 3.2.3 are defined explicitly without any tunable parameters. Training
and regression (Sections 3.2.4 and 3.2.5) have no parameters, aside from the
GPR hyperparameters which are automatically selected by maximising the
likelihood on the training data (Equation 2.115). This is an automated pro-
cess. The tracking procedure in Section 3.2.6 does not use any parameters
either1.
The adaptive background model does use some thresholds, which are held
constant for each scene. It is appropriate to vary these thresholds between
different datasets because some scenes are prone to greater lighting fluctu-
ations than others, and these parameters would be established once during
the setup of a system. However, it is not appropriate to vary thresholds be-
tween different sequences/timestamps within a dataset, because this would
not occur in practice while a system is running. Therefore these parameters
are held constant across all experiments for a dataset.
1Although the memory length of the tracker could be considered a parameter, it is set to a
large value so that groups are rarely tracked for this duration of time.
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2. Five datasets are used to assess performance. The UCSD and PETS 2009
datasets are used to compare the proposed algorithm with other published
research, and in addition to this, some very recent datasets have also been
included: the Fudan, Mall and Grand Central datasets. This is the first
analysis of an algorithm over such a broad range of data.
3. The datasets, taken together, contain various conditions and crowd distri-
butions. The UCSD dataset is annotated for the first 2000 frames. The
PETS 2009 dataset contains short sequences, although we select five of
them to incorporate some variation in crowd properties. The Mall dataset
contains 2000 frames at 2fps, which covers more than 16 minutes of footage
containing both moving and stationary pedestrians. The Fudan dataset
contains five sequences, each of length 300 frames taken at different times,
in an outdoor setting. Finally, the Grand Central dataset features very
large crowds which vary quite significantly, containing between 125 and 245
people over 33 minutes.
The datasets are summarised in Table 3.4 and Table 3.5.
The PETS 2009 database was released prior to the Eleventh IEEE International
Workshop on Performance Evaluation of Tracking and Surveillance [149] in order
to test a multitude of visual surveillance tasks: object tracking, crowd counting
and event recognition. Two sequences were designated for counting the number of
people in the image, labelled 13-57 and 13-59, and a region of interest is specified
for View 1. Additionally, sequences 12-34, 12-43 and 14-06 are used. The video
is provided at a resolution of 768× 576 pixels and ∼7 fps in RGB colour format.
An example frame from View 1 is shown in Figure 3.18(a). Annotations for these
datasets were obtained from Milan [136].
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The Fudan dataset was introduced by Tan [181] and contains five sequences each
of length 300 frames. The greyscale images are provided at a resolution of 320×
240. Holistic ground truth for each frame is provided with the dataset, and
additional local annotations were added manually to train the system. These
manual annotations were performed on frames 10:20:290 from each sequence, as
indicated in Table 3.4. An image from this dataset is shown in Figure 3.18(b).
The Grand Central dataset was introduced by Zhou [206] to model the collective
behaviour of crowds. The footage is obtained in greyscale from New York’s Grand
Central station, and the resolution is 720× 480. Due to the extremely large size
of this crowd, annotation of each frame is not feasible, therefore a sparse subset of
frames has been selected over a long period of time (33 minutes) and annotated
individually. The dataset is shown in Figure 3.18(c).
The UCSD pedestrian database was introduced by Chan [36] and contains 2000
annotated frames of pedestrian traffic moving in two directions along a walkway.
The video has been distributed at a down-sampled resolution of 238× 158 pixels
and 10 fps, in greyscale. An example frame is shown in Figure 3.18(d).
The Mall pedestrian database was introduced by Chen [42]. This database con-
tains 2000 annotated frames of pedestrian traffic moving and stopping inside a
cluttered indoor shopping centre. The video is provided at a resolution of 640×480
pixels and 2 fps, in colour format. An example frame is shown in Figure 3.18(e).
3.3.3 Cross Validation Experiments
In this section the performance of the proposed algorithm is evaluated using the
feature sets described in Section 3.2.3 and summarised in Table 3.2. A cross
validation procedure is used to evaluate the model parameters, including the
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(a) PETS 2009 [149] (b) Fudan [181]
(c) Grand Central [206]
(d) UCSD [36] (e) Mall [42]
Figure 3.18: Images from each of the five benchmark datasets used to evaluate
the proposed crowd counting algorithm.
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Dataset Sequence Test Set Training Subset Crowd Size
PETS 2009 12-34 0:794 20:40:780 2 to 8
12-43 0:106 5:10:105 1 to 7
13-57 0:220 5:10:215 5 to 34
13-59 0:240 5:10:235 3 to 25
14-06 0:200 5:10:195 0 to 42
Fudan 1 1:300 10:20:290 3 to 15
2 1:300 10:20:290 2 to 15
3 1:300 10:20:290 1 to 14
4 1:300 10:20:290 2 to 11
5 1:300 10:20:290 0 to 12
Grand Central 1 1000, 6000 1000, 6000 132 to 152
2 11000, 16000 11000, 16000 151 to 160
3 21000, 26000 21000, 26000 125 to 138
4 31000, 36000 31000, 36000 141 to 176
5 41000, 46000 41000, 46000 200 to 245
UCSD 1 1:400 10:20:390 12 to 27
2 401:800 410:20:790 11 to 25
3 801:1200 810:20:1190 11 to 40
4 1201:1600 1210:20:1590 29 to 45
5 1601:2000 1610:20:1990 17 to 31
Mall 1 1:400 20:40:380 13 to 50
2 401:800 420:40:780 20 to 50
3 801:1200 820:40:1180 20 to 53
4 1201:1600 1220:40:1580 17 to 48
5 1601:2000 1620:40:1980 20 to 48
Table 3.4: The benchmark datasets used to evaluate the proposed crowd counting
algorithm. The total number of frames is listed, and a subset of these frames have
been annotated at regular intervals with ground truth, indicated using MATLAB
notation (p. xxxiii). (The frames of the UCSD and Mall datasets are 1-indexed,
while the remaining datasets are 0-indexed. We retain the indexing used by the
original authors to avoid confusion.) Note that training and testing is performed
on different sequences using K-fold cross validation (Section 3.3.3)
.
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PETS 2009 Fudan Grand Central UCSD Mall
Length (frames) 1565 1500 46009 2000 2000
Frame Rate (fps) ∼7 10 23 10 <2
Resolution 768× 576 320× 240 720× 480 236× 158 640× 480
Colour RGB Grey Grey Grey RGB
Location Outdoor Outdoor Indoor Outdoor Indoor
Shadows Yes Yes No No Yes
Reflections No No Yes No Yes
Loitering No Yes Yes No Yes
Crowd Size 0 to 42 0 to 15 125 to 245 13 to 53 11 to 45
Table 3.5: Summary of the various conditions in the benchmark datasets.
feature selection and regression models.
K-fold cross validation is a procedure used to evaluate a model by rotating the
training and testing datasets. The data is divided into K subsets, and the model
is trained using (K − 1) subsets. Testing is then performed on the remaining set.
This procedure is repeated, as shown in Figure 3.19, until each subset has been
used exactly once for testing. The average performance across all of the testing
subsets is then taken as a measure of the system’s performance, and it is used as
an indicator of a model’s ability to generalise across all conditions. K-fold cross
validation has been shown to be most effective for accuracy estimation and model
selection on real world datasets [101].
The Fudan dataset lends itself to 5-fold cross validation as it is already divided
into five sequences of length 300 frames. The UCSD and Mall datasets are each
2000 frames, which are divided into 5 × 400 frame sequences. The PETS 2009
dataset contains numerous sequences designed for various challenges (tracking,
crowd counting and event detection). Five of these are selected: crowd counting
sequences (13-57 and 13-59), sparse crowd sequences (12-34 and 12-43) and a very
densely crowded sequence (14-06). These sequences capture a good variation in
crowd properties at different times. Finally, the Grand Central dataset contains
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Figure 3.19: K-fold cross validation procedure (with K = 5). The data is divided
into K sets, and one set is witheld for testing during each experiment. The
training and testing sets are rotated to test the model’s capacity for generalisation.
extremely large crowds of up to 245 people. In order to capture different crowd
properties over time, the frames are annotated at extremely sparse intervals and
then divided into five contiguous subsets.
In each experiment, one sequence is witheld for testing, while the remaining four
sequences are used to train the system. From these four training sequences, a
subset of frames is selected to train the system. It is not necessary to use all of
the frames within the training sequences for the following reasons:
1. Samples are not independent due to temporal correlation between consec-
utive frames. In fact, two consecutive frames will be nearly identical, both
on a holistic level and in terms of the foreground segments contained within
the image. In order to avoid redundant training data the samples should
be selected at sparse intervals (from within the training set).
2. Excessive redundant data results in slower computation of the covariance
matrix K (Equation 2.103). The training procedure is particularly slowed
because Equation 2.115 must be calculated during each iteration of max-
imum likelihood optimisation. This involves the calculation of |K| and
K−1f , which requires computation of the inverse (or pseudoinverse) of K.
These terms do not need to be recalculated during testing, however their size
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still has a negative impact on computation time (Equations 2.111-2.112).
3. Each frame actually yields multiple training samples. This is due to the
annotation strategy described in Section 3.2.4, in which each foreground
segment is automatically labelled with a local crowd count. Therefore it
is not necessary to use hundreds [58, 103] or thousands [38] of training
frames, as has been used by some methods in the literature. In the proposed
system, for example, a single frame may yield between 0 and 40 samples
of training data (depending on crowd distribution and noise levels), and
for the Grand Central dataset [206] more than 150 blobs are detected per
frame. This suggests that far fewer frames of annotated data are required
for the proposed system than holistic methods.
4. Consecutive frames appear in different subsets because the datasets have
been partitioned into contiguous subsets. For example, the UCSD dataset
has been divided into subsets containing frames 1-400, 401-800, and so on.
It is not appropriate for frame 400 to appear in the training dataset if
frame 401 will be used for testing, as this may result in overfitting to a
specific set of conditions rather than proper generalisation. Therefore a
sparse subset of the training frames are used, and those occuring at the
‘edge’ of each sequence are avoided. For example, if frames 1:400 are set
aside for testing, then the system will be trained on frames 410:20:1990
(rather than 401:2000).
In the literature, ‘dense’ frame annotations have been commonly used: Chan
[36] used frames 600-1399 of the UCSD dataset for training, while the remaining
frames (1-599, 1400-2000) were used for testing. Similarly, Chen [42] used frames
1-800 of the Mall dataset for training and frames 801-2000 for testing.
Sparse frame annotations were employed by Tan [181], however the training
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frames were mixed in amongst the testing frames. Tan used K-means clustering
to divide the Fudan dataset into K = 400 clusters, and the desired number of
training frames were selected at random from different clusters to achieve maxi-
mum variability in the training data. The remaining frames were used for testing.
Since consecutive frames were used for training and testing, excellent accuracy
was observed because many of the images in the training and testing sets were
nearly identical. It is evident that this approach is particularly susceptible to
overfitting.
In addition to sparse frame annotations, a sparse subset of blobs may be selected
from within the training dataset, in order to remove redundant data and hence
reduce the size of the covariance matrix K. Redundancy is introduced into the
training data when the foreground detection result includes small instances of
noise, such as that shown in Figure 3.20. Although the larger blobs correspond
to human groups of various sizes, small blobs usually do not, and therefore have a
target value of 0. While it is important for the regression model to learn that these
small blobs correspond to a null target, an excessive number of such instances
will inflate the size of K needlessly. Table 3.6 outlines the parameters used for
blob subsampling on the benchmark datasets: samples whose target falls within
the specified range are identified, and a random subset of these are chosen for
inclusion in the regression model; the number of instances used in each case is
chosen so as to keep the size of K smaller than 1000× 1000.
In summary, K-fold cross validation is a more appropriate evaluation procedure
compared to using a designated training and test set because all samples are used
for testing at some point during the rotation. Furthermore, by avoiding frames at
the ‘edges’ of consecutive sequences, the training and test sets are not allowed to
bleed into one another due to temporal correlations, and therefore overfitting is
avoided. Finally, sparse annotations are used to avoid excessive redundant data.
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Figure 3.20: Foreground detection result from frame 60 of the Mall dataset [42].
Note that the foreground includes small instances of noise in addition to the larger
blobs which correspond to humans.
Dataset Target Range Samples
PETS 2009 [0.0, 0.1] 100
Fudan [0.0, 0.1] 100
Grand Central [0.0, 0.1] 100
(0.1, 1.0) 100
[1.0, 2.0] 100
UCSD [0.0, 0.1] 100
Mall [0.0, 0.1] 400
Table 3.6: Parameters used for blob subsampling on the benchmark datasets. Any
samples whose target falls within the specified range are subsampled at random,
and the number of samples selected is specified by the ‘Samples’ column.
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The sparse training subsets used for each sequence are shown in Table 3.4.
The remainder of this section is structured as follows. Section 3.3.3.1 evaluates the
performance of various image features; Section 3.3.3.2 evaluates several regression
models; and Section 3.3.3.3 compares the performance of local features to holistic
features.
3.3.3.1 Feature Evaluation
Features are categorised into size, shape, edge and keypoint types (Table 3.2).
Fifteen different combinations of these features are assessed, as shown in Table
3.7. Using the 5-fold cross validation procedure as described in Section 3.3.3,
error rates are averaged across all frames for each dataset, and reported in terms
of mean absolute error (MAE), mean relative error (MRE) and mean square error
(MSE).
The algorithm proposed in this thesis is described as ‘Local Features’ (in contrast
to ‘Holistic Features’, whereby equivalent features are analysed at the holistic
level). Both local and holistic features will be evaluated in this section, however
a more detailed comparison of the two approaches is presented in section 3.3.3.3.
Table 3.7 summarises the results for the UCSD dataset. Average error rates
are reported under their respective columns, as well as a ranking from 1 to 15
indicating the relative performance of each feature set. For example, the lowest
error rate is observed when size, shape and edge features are used, whereas the
highest error rate is observed from shape features alone. These feature sets are
ranked 1 and 15 respectively.
In each column, the top three results (ranked 1-3) are highlighted in bold. The
best performing feature sets for the UCSD dataset are:
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1. Size, Shape, Edges
2. Shape, Edges, Keypoints
3. Size, Shape, Edges, Keypoints (all features)
In general, it can be seen that performance improves on this dataset as more fea-
tures are included. Poor performance is particularly seen when only one feature
type is used (size, shape or keypoints alone). The exception to this is edge fea-
tures, which perform quite well when taken alone, perhaps because ‘edges’ refers
to the 6-bin orientation histogram, which constitutes a total of six features. In
fact, local edge features alone outperform any of the holistic feature combinations
(shown on the right hand side of the table).
The mean relative error of the proposed system is less than 6% for the top three
results. This is well below the 20% requirement suggested by Regazzoni [157].
Table 3.8 summarises the results for the PETS 2009 dataset. As before, individ-
ual features (particularly size and shape features taken alone) exhibit relatively
poor performance, with mean relative errors falling above the 20% threshold of
acceptability. However, more features tend to perform better in general, and a
mean relative error of 13-14% is observed for the best feature sets. As indicated
in bold, the best performing features were: “Size, Keypoints”, “Shape, Edges”,
“Size, Shape, Edges”, “Shape, Edges, Keypoints”, and all features.
Interestingly, the size and keypoints feature vector achieved a MSE of 7.536
(ranked 3rd), while its MRE failed at 21.45% (ranked 13 out of 15). This is
due to errors occurring when the crowd size is small (for example, estimating the
crowd size to be 2 when the true value is 1; a 100% error). This suggests that
the MRE requirement may not be reasonable for small crowds, or that all three
metrics should be taken into account collectively when analysing a system.
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The Fudan dataset is summarised in Table 3.9. The best performance is observed
when all features are used, and the worst performance is seen when individual
feature types are used (particularly size and shape). This is consistent with the
results for the UCSD and PETS 2009 datasets. Edges and keypoints perform
significantly better on the Fudan dataset, even though one might expect blob
size and shape to be the most direct indicators of crowd size.
The Mall dataset is summarised in Table 3.10. Due to the cluttered nature of
this scene, as well as the many shadows and reflective surfaces, it is a particularly
difficult dataset, and this is reflected in the MAE and MSE values reported in
the table. However, because the crowds are relatively large (13-53), the relative
error (MRE) is not as significant as in the other datasets (less than 10%). As
before, size and shape features alone perform quite poorly. The best feature sets
are:
1. Keypoints
2. Edges, Keypoints
3. Size, Edges, Keypoints
Suboptimal performance is seen when all features are used. This is due to the
inclusion of the shape feature, which performs relatively poorly on this dataset;
note that the shape feature appears in 5 out of the 6 worst-performing feature sets.
Due to the reflective surfaces and complicated structure of this scene, foreground
segmentation is particularly poor, resulting in substantial noise and unusually-
shaped blobs. It is not surprising, therefore, than blob-shape features perform
relatively poorly under these conditions. (Note, however, that performance is still
quite good compared to the equivalent holistic system shown on the right-hand
side of Table 3.10; 12 out of 15 local feature sets outperform the best holistic
feature set.)
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Finally, Table 3.11 presents results on the Grand Central dataset. Due to the
small number of annotated frames in this dataset, it was not possible to obtain a
trained model for the equivalent holistic system, but the results for local features
are shown. These results confirm that single features perform poorly, with more
stable performance obtained by larger feature sets. The best feature sets were:
1. Size, Keypoints
2. Shape, Keypoints
3. Size, Edges, Keypoints
Although the absolute error and squared error are quite high for this dataset,
the crowd size ranges from 125 to 245 people, so this is understandable; the
mean relative error is less than 5%, which is the most accurate MRE observed
in these experiments, and well within the threshold of acceptability. The “Size,
Keypoints” feature achieved a mean relative error of just 3.49%.
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Local Features Holistic Features
Features MAE MSE MRE MAE MSE MRE
Size 1.970 (13) 6.218 (13) 8.14% (13) 6.640 (11) 152.954 (11) 31.97% (11)
Shape 2.991 (15) 14.804 (15) 11.85% (15) 3.306 (10) 17.870 (10) 13.71% (10)
Edges 1.486 (7) 3.505 (5) 6.60% (8) 14.679 (15) 918.143 (15) 41.67% (15)
Keypoints 2.006 (14) 6.570 (14) 8.24% (14) 1.970 (9) 6.010 (9) 8.57% (9)
Size, Shape 1.950 (12) 6.102 (12) 7.93% (12) 7.865 (14) 211.021 (14) 34.43% (13)
Size, Edges 1.470 (6) 3.522 (6) 6.40% (5) 1.597 (2) 3.975 (2) 7.18% (3)
Size, Keypoints 1.763 (9) 5.069 (9) 7.31% (9) 1.731 (7) 4.720 (7) 7.75% (8)
Shape, Edges 1.437 (4) 3.409 (4) 6.13% (4) 1.647 (5) 4.242 (5) 7.28% (4)
Shape, Keypoints 1.798 (10) 5.319 (10) 7.37% (10) 7.403 (12) 164.653 (12) 36.77% (14)
Edges, Keypoints 1.456 (5) 3.580 (7) 6.41% (6) 7.513 (13) 195.668 (13) 32.72% (12)
Size, Shape, Edges 1.377 (1) 3.145 (1) 5.83% (1) 1.580 (1) 3.911 (1) 6.95% (1)
Size, Shape, Keypoints 1.827 (11) 5.453 (11) 7.45% (11) 1.757 (8) 4.891 (8) 7.66% (7)
Size, Edges, Keypoints 1.499 (8) 3.754 (8) 6.46% (7) 1.637 (4) 4.180 (4) 7.29% (5)
Shape, Edges, Keypoints 1.412 (3) 3.369 (3) 5.98% (3) 1.711 (6) 4.523 (6) 7.55% (6)
Size, Shape, Edges, Keypoints 1.387 (2) 3.225 (2) 5.85% (2) 1.620 (3) 4.127 (3) 7.13% (2)
Table 3.7: Comparison of features on the UCSD dataset.
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Local Features Holistic Features
Features MAE MSE MRE MAE MSE MRE
Size 2.134 (14) 8.312 (9) 22.18% (14) 2.061 (4) 7.899 (2) 21.21% (9)
Shape 3.336 (15) 33.803 (15) 26.02% (15) 3.339 (15) 33.642 (15) 27.11% (15)
Edges 1.754 (5) 8.102 (6) 15.81% (5) 2.599 (10) 14.174 (9) 22.85% (13)
Keypoints 1.876 (9) 9.184 (13) 17.33% (9) 2.105 (5) 9.572 (5) 20.54% (8)
Size, Shape 1.793 (6) 7.723 (5) 17.21% (8) 1.841 (2) 8.645 (3) 18.76% (6)
Size, Edges 1.898 (10) 8.640 (10) 18.37% (10) 2.690 (14) 17.245 (13) 21.50% (10)
Size, Keypoints 2.012 (13) 7.536 (3) 21.45% (13) 2.214 (8) 10.031 (6) 21.92% (11)
Shape, Edges 1.607 (2) 8.171 (7) 13.47% (2) 2.677 (13) 27.843 (14) 18.95% (7)
Shape, Keypoints 1.806 (7) 8.792 (12) 16.97% (7) 1.875 (3) 8.776 (4) 17.72% (3)
Edges, Keypoints 1.910 (11) 9.841 (14) 16.16% (6) 2.645 (11) 14.560 (10) 23.84% (14)
Size, Shape, Edges 1.618 (3) 7.172 (1) 15.03% (4) 2.149 (7) 12.824 (7) 17.59% (2)
Size, Shape, Keypoints 1.835 (8) 7.602 (4) 18.85% (12) 1.833 (1) 7.629 (1) 18.40% (5)
Size, Edges, Keypoints 1.916 (12) 8.758 (11) 18.81% (11) 2.655 (12) 16.458 (12) 22.33% (12)
Shape, Edges, Keypoints 1.584 (1) 8.217 (8) 13.16% (1) 2.122 (6) 12.912 (8) 17.24% (1)
Size, Shape, Edges, Keypoints 1.645 (4) 7.437 (2) 14.95% (3) 2.283 (9) 14.699 (11) 18.15% (4)
Table 3.8: Comparison of features on the PETS 2009 dataset.
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Local Features Holistic Features
Features MAE MSE MRE MAE MSE MRE
Size 1.094 (14) 2.079 (14) 18.05% (14) 1.125 (14) 2.124 (14) 18.86% (14)
Shape 1.223 (15) 2.670 (15) 20.34% (15) 1.449 (15) 3.664 (15) 24.88% (15)
Edges 0.941 (8) 1.535 (9) 15.39% (5) 0.928 (1) 1.402 (1) 15.98% (3)
Keypoints 1.001 (12) 1.711 (12) 16.58% (11) 0.986 (7) 1.602 (7) 16.44% (6)
Size, Shape 0.980 (11) 1.655 (11) 16.81% (12) 1.083 (13) 2.062 (13) 18.05% (13)
Size, Edges 0.950 (10) 1.557 (10) 15.41% (7) 0.958 (5) 1.513 (4) 16.02% (4)
Size, Keypoints 1.014 (13) 1.748 (13) 17.01% (13) 1.005 (10) 1.738 (12) 16.81% (9)
Shape, Edges 0.939 (7) 1.486 (5) 15.82% (9) 1.013 (11) 1.721 (10) 17.00% (11)
Shape, Keypoints 0.911 (2) 1.413 (2) 15.14% (1) 0.933 (2) 1.496 (3) 15.82% (1)
Edges, Keypoints 0.931 (5) 1.486 (6) 15.39% (6) 0.954 (4) 1.475 (2) 16.30% (5)
Size, Shape, Edges 0.943 (9) 1.496 (7) 15.89% (10) 1.017 (12) 1.737 (11) 17.09% (12)
Size, Shape, Keypoints 0.912 (4) 1.427 (4) 15.29% (4) 0.944 (3) 1.525 (5) 15.93% (2)
Size, Edges, Keypoints 0.936 (6) 1.508 (8) 15.44% (8) 0.976 (6) 1.560 (6) 16.49% (7)
Shape, Edges, Keypoints 0.911 (3) 1.426 (3) 15.21% (3) 1.002 (9) 1.693 (9) 16.83% (10)
Size, Shape, Edges, Keypoints 0.899 (1) 1.373 (1) 15.17% (2) 0.998 (8) 1.674 (8) 16.80% (8)
Table 3.9: Comparison of features on the Fudan dataset.
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Local Features Holistic Features
Features MAE MSE MRE MAE MSE MRE
Size 2.959 (13) 13.631 (13) 9.85% (13) 3.047 (10) 14.410 (10) 10.09% (10)
Shape 3.912 (15) 24.856 (15) 12.64% (15) 4.317 (12) 31.496 (12) 13.31% (12)
Edges 2.519 (5) 10.404 (5) 8.26% (5) 15.853 (14) 516.369 (14) 50.25% (15)
Keypoints 2.448 (2) 9.593 (1) 8.12% (3) 2.803 (1) 12.796 (1) 8.80% (1)
Size, Shape 3.028 (14) 14.621 (14) 9.97% (14) 9.636 (13) 266.395 (13) 30.34% (13)
Size, Edges 2.610 (9) 11.004 (9) 8.43% (8) 15.922 (15) 518.101 (15) 49.68% (14)
Size, Keypoints 2.498 (4) 9.940 (3) 8.20% (4) 2.872 (3) 12.816 (2) 9.33% (5)
Shape, Edges 2.659 (11) 11.510 (11) 8.60% (11) 2.887 (4) 13.316 (5) 9.18% (3)
Shape, Keypoints 2.581 (7) 10.995 (8) 8.48% (9) 2.811 (2) 12.929 (4) 8.85% (2)
Edges, Keypoints 2.436 (1) 9.629 (2) 8.08% (1) 2.940 (8) 13.510 (8) 9.39% (8)
Size, Shape, Edges 2.693 (12) 11.861 (12) 8.74% (12) 3.113 (11) 14.842 (11) 10.21% (11)
Size, Shape, Keypoints 2.614 (10) 11.187 (10) 8.53% (10) 2.925 (7) 13.452 (7) 9.34% (6)
Size, Edges, Keypoints 2.479 (3) 10.109 (4) 8.08% (2) 2.970 (9) 13.400 (6) 9.71% (9)
Shape, Edges, Keypoints 2.555 (6) 10.639 (6) 8.27% (6) 2.917 (6) 13.561 (9) 9.30% (4)
Size, Shape, Edges, Keypoints 2.584 (8) 10.965 (7) 8.34% (7) 2.893 (5) 12.919 (3) 9.38% (7)
Table 3.10: Comparison of features on the Mall dataset.
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Local Features
Features MAE MSE MRE
Size 9.046 (9) 130.667 (9) 5.91% (10)
Shape 12.129 (14) 261.593 (14) 8.09% (14)
Edges 14.428 (15) 318.831 (15) 9.27% (15)
Keypoints 9.693 (11) 158.345 (12) 5.92% (11)
Size, Shape 9.042 (8) 133.305 (10) 5.40% (9)
Size, Edges 8.705 (7) 118.288 (8) 5.21% (7)
Size, Keypoints 5.454 (1) 68.025 (1) 3.49% (1)
Shape, Edges 10.490 (13) 139.443 (11) 6.53% (13)
Shape, Keypoints 6.756 (2) 85.028 (4) 4.48% (3)
Edges, Keypoints 10.473 (12) 205.206 (13) 6.39% (12)
Size, Shape, Edges 9.103 (10) 115.980 (7) 5.38% (8)
Size, Shape, Keypoints 7.916 (6) 90.316 (6) 4.94% (6)
Size, Edges, Keypoints 7.213 (3) 80.558 (2) 4.40% (2)
Shape, Edges, Keypoints 7.880 (5) 84.444 (3) 4.76% (5)
Size, Shape, Edges, Keypoints 7.833 (4) 85.056 (5) 4.75% (4)
Table 3.11: Comparison of features on the Grand Central dataset using local
features. Holistic features are omitted as training failed due to insufficient data.
In order to pool results across five datasets, mean error rates are not appropriate
because some datasets have greater fluctuations in their error rates than others.
For example, the Grand Central dataset has massive variability in terms of MSE,
and therefore the feature set which performs best on the Grand Central dataset
will dominate the average MSE across all datasets.
Instead, features are ranked from 1 to 15 on each dataset, as shown in Tables
3.7-3.11, and the average rank across all datasets is reported in Table 3.12 for
each feature set. For example, “Shape” alone obtains an average ranking of 14.8
out of 15, indicating a consistently poor performance for this feature across all
five datasets. By contrast, when all features are used, an average rank of 3.80 is
observed for MAE, 3.40 for MSE and 3.60 for MRE.
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Average Rank
Local Features Holistic Features
Features MAE MSE MRE MAE MSE MRE
Size 12.60 11.60 12.80 9.75 9.25 11.00
Shape 14.80 14.80 14.80 13.00 13.00 13.00
Edges 8.00 8.00 7.60 10.00 9.75 11.50
Keypoints 9.60 10.40 9.60 5.50 5.50 6.00
Size, Shape 10.20 10.40 11.00 10.50 10.75 11.25
Size, Edges 8.40 8.60 7.40 9.00 8.50 7.75
Size, Keypoints 8.00 5.80 8.00 7.00 6.75 8.25
Shape, Edges 7.40 7.60 7.80 8.25 8.50 6.25
Shape, Keypoints 5.60 7.20 6.00 4.75 5.75 5.00
Edges, Keypoints 6.80 8.40 6.20 9.00 8.25 9.75
Size, Shape, Edges 7.00 5.60 7.00 7.75 7.50 6.50
Size, Shape, Keypoints 7.80 7.00 8.60 4.75 5.25 5.00
Size, Edges, Keypoints 6.40 6.60 6.00 7.75 7.00 8.25
Shape, Edges, Keypoints 3.60 4.60 3.60 6.75 8.00 5.25
Size, Shape, Edges, Keypoints 3.80 3.40 3.60 6.25 6.25 5.25
Table 3.12: Average rank across all datasets, when features are ranked from
1 to 15 on each dataset. Values shown are not actual error rates, but rather
an average ranking. (Note that the average rank for holistic features does not
include the Grand Central dataset.)
Average ranking provides a much clearer picture than any individual dataset
taken alone. It becomes particularly clear that when more features are used, the
average ranking across all datasets is improved. There is a significantly higher
ranking observed for these feature sets:
• Shape, Edges, Keypoints
• Size, Shape, Edges, Keypoints (all features)
The ranking of these feature sets are noticeably better than all of the other fea-
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ture sets, and there is little difference between them. The full feature vector (size,
shape, edges, keypoints) suffers a reduction in performance if any feature is omit-
ted, except for size. As the omission of size does not detract from performance,
this suggests that it may not be as crucial in achieving optimal performance as
previously expected.
This is a surprising result because the size feature is a direct measure of foreground
pixels, and foreground pixel counting has formed the basis of most traditional
algorithms in the literature. It suggests that foreground detection provides a
means for segmenting an image (for the purpose of localisation), but the actual
size of these segments is not a critical feature for crowd counting. In occluded
and complicated crowd scenes, the presence of edges, keypoints and shape cues
within those segments appear to be the most important features.
Nevertheless, segment size does provide an intuitive measurement of the physical
space occupied by a group, even if it is not a critical feature in these experiments.
Size does not detract from optimal performance, and therefore it is included in
the full feature vector for the subsequent analyses.
Figure 3.21 plots the estimate of the proposed algorithm (using the full feature
vector) against the ground truth for the UCSD dataset. The equivalent holistic
system is also plotted. Each of the subsets from the 5-fold cross validation proce-
dure are shown (these subsets were summarised in Table 3.4). Similarly, Figure
3.22 plots the PETS 2009 dataset, Figure 3.23 plots the Fudan dataset, Fig-
ure 3.24 plots the Mall dataset and Figure 3.25 plots the Grand Central dataset.
These figures indicate that the proposed algorithm provides accurate crowd count-
ing results across a wide range of conditions.
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Figure 3.21: Cross validation results on the UCSD dataset.
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Figure 3.22: Cross validation results on the PETS 2009 dataset.
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Figure 3.23: Cross validation results on the Fudan dataset.
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Figure 3.24: Cross validation results on the Mall dataset.
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Figure 3.25: Cross validation results on the Grand Central dataset. Sequences
are concatenated into a single plot due to their short length.
3.3.3.2 Regression Models
In this section, K-fold cross validation is used to evaluate a number of regression
models used to perform the crowd estimation. For comparison we use Gaussian
process regression (GPR), ordinary least squares linear regression (Linear), K-
Nearest Neighbours (KNN) with K = 1, 2, 4, 8, 16, 32, and a neural network (NN)
with a Sigmoid activation function and one hidden input layer (containing 4, 8, 16
or 32 neurons). In total there are 12 regression models with various parameters.
Note that in some cases training fails with the neural network model and large
error values are reported in these instances.
Table 3.13 summarises the results for the UCSD dataset. Error rates are ranked
from 1 to 12 in each column, with 1 corresponding to the most accurate re-
gression model and 12 the least accurate. The GPR and linear models provide
most accurate performance on the UCSD dataset (for both the local and holistic
features).
Table 3.14 presents the results for the PETS 2009 datasets. Once again the GPR
model provides superior performance, followed by linear regression. This is also
seen for the Fudan dataset (Table 3.15) and Mall dataset (Table 3.16). While
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the neural network and K-nearest neighbours approaches provide good results
in some instances, their performance is sporadic and less reliable than the GPR
model.
The Grand Central dataset is summarised in Table 3.17 for local features only.
Best results are seen from KNN with K = 2, followed by GPR.
Results across all datasets are pooled in Table 3.18 and the average rank is re-
ported. As expected, Gaussian process regression outperforms the other models
with an average ranking of 1.4 out of 12 for MAE, and 1.2 for both MSE and
MRE. Similarly for holistic features, GPR achieves an average rank of 1.75 for
all error metrics.
These results provide very strong support for the use of Gaussian process regres-
sion in both local and holistic crowd counting systems.
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Local Features Holistic Features
Regression Model MAE MSE MRE MAE MSE MRE
GPR 1.387 (1) 3.225 (1) 5.85% (1) 1.620 (2) 4.127 (2) 7.13% (2)
Linear 1.525 (2) 3.921 (2) 6.38% (2) 1.582 (1) 3.999 (1) 6.98% (1)
KNN (K=1) 2.769 (5) 17.415 (3) 10.16% (6) 2.287 (7) 7.999 (6) 9.68% (7)
KNN (K=2) 2.710 (4) 17.852 (4) 9.73% (4) 2.096 (4) 6.707 (4) 8.89% (4)
KNN (K=4) 2.672 (3) 18.667 (5) 9.42% (3) 2.229 (5) 8.623 (7) 8.93% (5)
KNN (K=8) 2.856 (6) 22.569 (6) 9.84% (5) 2.762 (9) 15.752 (9) 10.12% (8)
KNN (K=16) 3.096 (7) 27.260 (7) 10.43% (7) 3.460 (11) 26.085 (11) 12.81% (10)
KNN (K=32) 3.734 (8) 38.680 (9) 12.27% (8) 4.326 (12) 39.046 (12) 16.87% (12)
NN (4) 5.969 (10) 61.329 (10) 25.99% (10) 2.295 (8) 8.896 (8) 9.46% (6)
NN (8) 4.280 (9) 29.963 (8) 17.78% (9) 1.676 (3) 4.517 (3) 7.34% (3)
NN (16) 10.677 (11) 222.225 (11) 54.46% (11) 3.110 (10) 15.968 (10) 14.54% (11)
NN (32) 12.812 (12) 594.049 (12) 66.76% (12) 2.240 (6) 7.814 (5) 10.37% (9)
Table 3.13: Comparison of regression models on the UCSD dataset.
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Local Features Holistic Features
Regression Model MAE MSE MRE MAE MSE MRE
GPR 1.645 (1) 7.437 (2) 14.95% (1) 2.283 (1) 14.699 (2) 18.15% (1)
Linear 1.703 (2) 6.835 (1) 16.82% (2) 2.289 (2) 14.714 (3) 19.48% (2)
KNN (K=1) 2.862 (3) 34.719 (4) 18.47% (5) 2.724 (8) 20.612 (10) 22.28% (4)
KNN (K=2) 2.913 (4) 39.647 (5) 18.33% (4) 2.625 (6) 19.043 (7) 22.10% (3)
KNN (K=4) 2.922 (5) 42.815 (6) 18.01% (3) 2.730 (9) 20.126 (8) 23.85% (5)
KNN (K=8) 3.150 (6) 50.862 (7) 18.83% (6) 2.836 (10) 20.440 (9) 26.39% (7)
KNN (K=16) 3.488 (8) 59.794 (9) 20.31% (7) 3.202 (11) 22.495 (11) 35.15% (11)
KNN (K=32) 3.790 (9) 67.094 (10) 21.83% (8) 4.095 (12) 32.038 (12) 52.40% (12)
NN (4) 10.911 (12) 171.639 (12) 126.42% (11) 2.722 (7) 17.552 (6) 28.83% (9)
NN (8) 4.345 (10) 54.256 (8) 32.22% (9) 2.614 (5) 15.857 (4) 33.07% (10)
NN (16) 3.481 (7) 25.803 (3) 34.60% (10) 2.433 (4) 17.076 (5) 24.70% (6)
NN (32) 10.581 (11) 145.978 (11) 146.64% (12) 2.390 (3) 11.410 (1) 26.76% (8)
Table 3.14: Comparison of regression models on the PETS 2009 dataset.
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Local Features Holistic Features
Regression Model MAE MSE MRE MAE MSE MRE
GPR 0.899 (1) 1.373 (1) 15.17% (1) 0.998 (1) 1.674 (1) 16.80% (1)
Linear 0.925 (2) 1.433 (2) 15.79% (2) 1.010 (2) 1.743 (4) 17.16% (2)
KNN (K=1) 1.144 (7) 2.214 (6) 18.96% (7) 1.155 (9) 2.337 (9) 19.69% (9)
KNN (K=2) 1.046 (5) 1.890 (5) 17.10% (6) 1.044 (6) 1.860 (8) 17.95% (4)
KNN (K=4) 0.992 (3) 1.755 (3) 15.99% (4) 1.018 (3) 1.735 (3) 17.33% (3)
KNN (K=8) 1.002 (4) 1.832 (4) 15.90% (3) 1.043 (5) 1.798 (5) 18.16% (5)
KNN (K=16) 1.117 (6) 2.456 (7) 16.60% (5) 1.258 (10) 2.666 (10) 23.59% (10)
KNN (K=32) 1.410 (8) 4.176 (9) 19.22% (8) 1.693 (12) 5.177 (12) 32.55% (12)
NN (4) 4.733 (12) 49.853 (12) 76.75% (12) 1.072 (8) 1.810 (7) 19.10% (6)
NN (8) 1.627 (10) 4.598 (10) 27.70% (9) 1.065 (7) 1.807 (6) 19.46% (7)
NN (16) 2.208 (11) 8.627 (11) 43.21% (11) 1.391 (11) 2.902 (11) 28.19% (11)
NN (32) 1.497 (9) 3.661 (8) 30.24% (10) 1.042 (4) 1.734 (2) 19.46% (8)
Table 3.15: Comparison of regression models on the Fudan dataset.
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Local Features Holistic Features
Regression Model MAE MSE MRE MAE MSE MRE
GPR 2.584 (2) 10.965 (1) 8.34% (1) 2.893 (3) 12.919 (2) 9.38% (3)
Linear 2.579 (1) 11.062 (2) 8.52% (2) 3.565 (9) 19.278 (9) 12.03% (9)
KNN (K=1) 3.449 (7) 19.496 (7) 11.22% (7) 3.265 (8) 17.189 (7) 10.30% (7)
KNN (K=2) 3.048 (5) 15.165 (5) 9.94% (5) 3.003 (6) 14.916 (6) 9.51% (5)
KNN (K=4) 2.886 (3) 13.506 (3) 9.28% (4) 2.968 (5) 14.223 (5) 9.47% (4)
KNN (K=8) 2.917 (4) 14.056 (4) 9.20% (3) 3.241 (7) 17.473 (8) 10.40% (8)
KNN (K=16) 3.249 (6) 18.322 (6) 9.96% (6) 3.757 (10) 23.343 (10) 12.31% (10)
KNN (K=32) 4.190 (8) 30.479 (8) 12.51% (8) 4.832 (12) 39.388 (12) 15.95% (12)
NN (4) 11.874 (9) 280.169 (9) 38.88% (9) 2.950 (4) 13.449 (4) 9.62% (6)
NN (8) 35.470 (12) 4497.871 (12) 113.47% (11) 2.859 (2) 12.734 (1) 9.28% (2)
NN (16) 35.032 (11) 1693.499 (11) 114.92% (12) 2.840 (1) 13.162 (3) 8.99% (1)
NN (32) 21.339 (10) 637.392 (10) 71.75% (10) 4.008 (11) 26.848 (11) 14.28% (11)
Table 3.16: Comparison of regression models on the Mall dataset.
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Local Features
Regression Model MAE MSE MRE
GPR 7.833 (2) 85.056 (1) 4.75% (2)
Linear 28.647 (8) 845.320 (8) 18.10% (8)
KNN (K=1) 9.909 (4) 127.275 (3) 5.97% (5)
KNN (K=2) 7.356 (1) 107.895 (2) 3.89% (1)
KNN (K=4) 9.766 (3) 198.653 (4) 5.08% (3)
KNN (K=8) 10.670 (5) 214.643 (5) 5.53% (4)
KNN (K=16) 11.972 (6) 302.815 (6) 6.05% (6)
KNN (K=32) 21.865 (7) 786.671 (7) 11.92% (7)
NN (4) 237.877 (12) 92758.839 (12) 149.90% (12)
NN (8) 111.790 (9) 37767.287 (10) 82.61% (9)
NN (16) 173.443 (10) 37287.121 (9) 105.08% (10)
NN (32) 177.374 (11) 56524.009 (11) 107.98% (11)
Table 3.17: Comparison of regression on the Grand Central dataset using local
features. Holistic features are omitted as training failed due to insufficient data.
3.3.3.3 Holistic Features
So far only local features have been discussed. This section evaluates holistic
features and compares them to the use of local features which are proposed in
this thesis.
Table 3.18 lists the average ranking for each regression model, averaged across
all datasets. As discussed in Section 3.3.3.2, the results provide strong support
for the use of Gaussian process regression for both local and holistic features.
Therefore we continue to use GPR in the following analysis.
Table 3.12 (p. 174) lists the average ranking for each feature set, averaged across
all datasets. The GPR model was used for these experiments. As indicated in
bold, the best feature sets on a holistic level were:
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Local Features Holistic Features
Regression Model MAE MSE MRE MAE MSE MRE
GPR 1.40 1.20 1.20 1.75 1.75 1.75
Linear 3.00 3.00 3.20 3.50 4.25 3.50
KNN (K=1) 5.20 4.60 6.00 8.00 8.00 6.75
KNN (K=2) 3.80 4.20 4.00 5.50 6.25 4.00
KNN (K=4) 3.40 4.20 3.40 5.50 5.75 4.25
KNN (K=8) 5.00 5.20 4.20 7.75 7.75 7.00
KNN (K=16) 6.60 7.00 6.20 10.50 10.50 10.25
KNN (K=32) 8.00 8.60 7.80 12.00 12.00 12.00
NN (4) 11.00 11.00 10.80 6.75 6.25 6.75
NN (8) 10.00 9.60 9.40 4.25 3.50 5.50
NN (16) 10.00 9.00 10.80 6.50 7.25 7.25
NN (32) 10.60 10.40 11.00 6.00 4.75 9.00
Table 3.18: Average rank across all datasets, when regression models are ranked
from 1 to 12 on each dataset. Values shown are not actual error rates, but rather
an average ranking. (Note that the average rank for holistic features does not
include the Grand Central dataset.)
• Shape, Keypoints
• Size, Shape, Keypoints
The average ranking for these feature sets was 4.75 out of 15 for MAE, 5.75 and
5.25 each for MSE, and 5.0 for MRE. Unlike local features, the use of all features
does not provide improved accuracy. There is no clear trend between the number
of features used and overall performance. For example, the use of keypoints alone
achieves a similar rank to using all features.
It is also worth noting that edges do not perform as well on a holistic level, despite
their wide usage within the literature.
In order to compare local and holistic features, we select the best-performing
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feature sets across both systems, namely:
• Shape, Keypoints
• Size, Shape, Keypoints
• Shape, Edges, Keypoints
• Size, Shape, Edges, Keypoints
The first two feature sets are optimal for holistic systems, while the last two are
optimal for local systems. For ease of comparison, the results for these features
are taken from Tables 3.7-3.11 and presented concisely in Table 3.19 across all
datasets. Each row lists results for a given feature set, and the best result (local
vs holistic) is highlighted in bold.
For the Fudan and Mall datasets, local features outperform holistic features in
every experiment, including those feature sets which were found to be optimal
on a holistic level. For the UCSD and PETS 2009 datasets, results favour local
features in 6 of the 8 experiments. There are no experiments in which holistic
features outperform local features across all three error metrics.
In each dataset, the best performance is underlined (out of local and holistic
systems). In every case the lowest error is observed with local features.
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Local Features Holistic Features
Dataset Features MAE MSE MRE MAE MSE MRE
UCSD Shape, Keypoints 1.798 5.319 7.37% 7.403 164.653 36.77%
Size, Shape, Keypoints 1.827 5.453 7.45% 1.757 4.891 7.66%
Shape, Edges, Keypoints 1.412 3.369 5.98% 1.711 4.523 7.55%
Size, Shape, Edges, Keypoints 1.387 3.225 5.85% 1.620 4.127 7.13%
PETS 2009 Shape, Keypoints 1.806 8.792 16.97% 1.875 8.776 17.72%
Size, Shape, Keypoints 1.835 7.602 18.85% 1.833 7.629 18.40%
Shape, Edges, Keypoints 1.584 8.217 13.16% 2.122 12.912 17.24%
Size, Shape, Edges, Keypoints 1.645 7.437 14.95% 2.283 14.699 18.15%
Fudan Shape, Keypoints 0.911 1.413 15.14% 0.933 1.496 15.82%
Size, Shape, Keypoints 0.912 1.427 15.29% 0.944 1.525 15.93%
Shape, Edges, Keypoints 0.911 1.426 15.21% 1.002 1.693 16.83%
Size, Shape, Edges, Keypoints 0.899 1.373 15.17% 0.998 1.674 16.80%
Mall Shape, Keypoints 2.581 10.995 8.48% 2.811 12.929 8.85%
Size, Shape, Keypoints 2.614 11.187 8.53% 2.925 13.452 9.34%
Shape, Edges, Keypoints 2.555 10.639 8.27% 2.917 13.561 9.30%
Size, Shape, Edges, Keypoints 2.584 10.965 8.34% 2.893 12.919 9.38%
Table 3.19: Comparison of local and holistic features on all datasets using GPR. Each row represents a different feature
set, and the best result (local or holistic) is indicated in bold, in terms of MAE, MSE and MRE.
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3.3.4 Comparison To Other Algorithms
In this section the performance of the proposed system using local features is
assessed in comparison to other algorithms in the literature. The vast majority
of existing systems are combinations of holistic features and various regression
models, and these algorithms are well represented by the ‘Holistic Features’ sys-
tem described in Section 3.3.3. Additional systems are evaluated in this section,
and we compare results with the following systems:
1. Kong - blob size histograms and edge angle histograms (holistic) [103, 104].
2. Chan - segmentation using dynamic textures (holistic features) [36, 38].
3. Lempitsky - pixel-level features (local) [110].
4. Conte - moving SURF points, clustered (local) [55].
5. Albiol - moving corner points (holistic) [6, 55].
6. Chen - block-level features (local) [39].
Kong [103, 104] has proposed the use of blob size histograms, as described in
Equations 2.40-2.42 (pp. 53-55). The use of histogram bins is somewhat different
from the ‘local’ and ‘holistic’ systems tested in Section 3.3.3, because the blob
segments are detected locally and the histogram features are accumulated holis-
tically. As Kong’s algorithm is one of the most widely cited articles in the crowd
counting literature, it is tested directly against the proposed algorithm using the
cross validation procedure of Section 3.3.3.
Kong’s algorithm was implemented as faithfully as possible to [103, 104], however
some assumptions were necessary. Although Kong used a bin width of 500 for the
blob size histogram, this value is not be suitable for all datasets due to differences
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in image resolution and camera distance with respect to the scene. Instead, the
bin width is set to roughly 2
3
of the size of a person in the scene, so that smaller
blobs (noise) are assigned to the first histogram bin and larger groups occupy
the other bins. This provides good separation between different blob sizes, as
is the intent of the algorithm. The bin width is calculated by positioning a
pedestrian template at the centre of an image and taking the sum of weighted
pixels belonging to the template, the result of which is multiplied by 2
3
. Six bins
are used for the blob size histogram, and eight blobs are used for the edge angle
histogram, as proposed by the author in [103, 104].
Kong proposes the use of neural networks and linear regression. For completeness
we also evaluate GPR and KNN regression on Kong’s feature set. The 5-fold
cross validation procedure of Section 3.3.3 is followed and regression models are
ranked from 1 to 12 for each dataset. The average rankings across all datasets
are reported in Table 3.20. The best performance was seen with the linear model,
which ranked 3.0 out of 12 for MAE, 2.5 for MSE, and 4.25 for MRE. The neural
networks also ranked very highly when 8 or 16 neurons were used in the hidden
layer. These results confirm that linear regression and neural networks are the
most appropriate regression models to be used in conjunction with Kong’s feature
set, as proposed by the author.
Table 3.21 presents the error rates of Kong’s system, using linear and NN re-
gression, for each dataset. For comparison the results of the proposed system
are shown in Table 3.19 under the heading ‘Local Features’. Although Kong’s
approach performs well for most datasets, the error rates are significantly higher
than the proposed system. The mean relative error is less than 20% for the
UCSD, Fudan and Mall datasets, and is therefore deemed to be acceptable by
Regazzoni’s standard [157], however it exceeds this threshold for the PETS 2009
dataset.
192 3.3 Experimental Results
Regression Model MAE MSE MRE
GPR 5.00 5.25 5.25
Linear 3.00 2.50 4.25
KNN (K=1) 9.75 10.00 8.00
KNN (K=2) 7.25 7.50 5.75
KNN (K=4) 5.50 6.25 4.25
KNN (K=8) 7.25 8.25 7.75
KNN (K=16) 9.50 10.25 10.00
KNN (K=32) 11.75 11.75 11.75
NN (4) 3.75 2.75 4.75
NN (8) 3.75 2.50 4.50
NN (16) 4.00 4.75 4.00
NN (32) 7.50 6.25 7.75
Table 3.20: Average rank of Kong’s system across UCSD, PETS 2009, Fudan
and Mall datasets, when regression models are ranked from 1 to 12 on each
dataset. Values shown are not actual error rates, but rather an average ranking.
Dataset Regression Model MAE MSE MRE
UCSD Linear 1.534 3.837 6.82%
NN (8) 1.805 5.331 7.73%
NN (16) 2.549 10.683 10.55%
PETS 2009 Linear 2.379 11.840 23.95%
NN (8) 2.618 10.040 32.26%
NN (16) 2.350 13.397 20.92%
Fudan Linear 1.019 1.721 17.44%
NN (8) 1.049 1.783 18.16%
NN (16) 1.052 1.792 19.04%
Mall Linear 3.417 17.673 11.49%
NN (8) 3.168 15.673 10.08%
NN (16) 3.186 15.932 10.25%
Table 3.21: Results of Kong’s system across UCSD, PETS 2009, Fudan and
Mall datasets. The best-performing regression models are shown (Linear, NN).
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Chan [36] proposed the use of holistic features in conjunction with a mixture
model of dynamic textures [37]. Segmentation was performed using a mixture
of dynamic textures, and Gaussian process regression was used to predict the
crowd size moving in each direction (away or towards the camera). A large set
of 29 holistic features were used including foreground pixels, edges and textures.
The number of pedestrians moving in each direction was then summed to get the
overall count. This system is referred to as ‘Chan: away + towards’. Additionally,
the segmentation result for each moving class can be combined to obtain a full
foreground mask (rather than one for each direction), which is then used to train
the system to obtain the overall crowd count directly. This system is referred to
as ‘Chan: all’.
For a direct comparison with Chan’s results, the training and testing protocol
described in [36] was followed. Adhering to this protocol, frames 600:1399 of the
UCSD dataset were used for training the system, while the remaining 1200 frames
(1:599 and 1400:2000) were set aside for testing. For reasons discussed in Section
3.3.3, a subset of frames from this training range are selected. Two training sets
are used, namely 605:5:1395 (‘Dense’) and 640:80:1360 (‘Sparse’), in accordance
with Lempitsky [110].
In contrast to Chan’s holistic system, Lempitsky [110] proposed a highly localised
algorithm in which every pixel was represented by a feature vector, a local density
function was learned so that integrating the density over any region would yield
the number of objects in the region.
Table 3.22 presents the results of this protocol on the UCSD dataset, for a num-
ber of crowd counting algorithms. Although not as rigorous as cross validation,
Chan’s protocol has been used by a number of authors to report their results on
this dataset, and therefore the proposed algorithm is evaluated with this proce-
dure to enable a direct comparison. The best performance is observed for the
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Algorithm Details Training Frames MAE MSE MRE
Kong Linear 600:1399 1.622 4.094 7.57%
NN (8) 600:1399 1.412 3.177 6.09%
NN (16) 600:1399 1.661 4.321 7.72%
Chan away+towards 600:1399 1.953 5.753 -
all 600:1399 1.945 6.057 -
Lempitsky 605:5:1400 1.70 - -
640:80:1360 2.02 - -
Chen RR 601:1400 2.25 7.82 11.01%
GPR 601:1400 2.24 7.97 11.26%
MLR 601:1400 2.60 10.1 12.49%
MORR 601:1400 2.29 8.08 10.88%
Local Features 605:5:1395 1.466 3.339 6.64%
640:80:1360 1.379 3.210 5.85%
Holistic Features 605:5:1395 1.806 4.879 8.48%
640:80:1360 1.481 3.661 6.66%
Table 3.22: Results of various systems on the UCSD dataset, following the ex-
perimental protocol of Chan [36]. Frames 600:1399 were designated for training
and the remaining frames were set aside for testing (1:599, 1400:2000).
proposed algorithm (using all local features and GPR) as well as Kong’s algo-
rithm (using a neural network with 8 neurons in the hidden layer). These are
indicated in bold.
Chan also evaluated his algorithm on the PETS 2009 dataset in [38], the results
of which are summarised in Table 3.23 for sequences 13-57, 13-59 and 14-06. For
comparison, the results of the proposed algorithm (local features), the equiva-
lent holistic features and Kong’s algorithm are also reported in Table 3.23. The
proposed algorithm performs best on sequence 13-57, Chan’s algorithm performs
best on sequence 13-59 and Kong’s algorithm performs best on sequence 14-06.
When averaged across all frames in these sequences, the proposed algorithm per-
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forms best in terms of MAE and MRE, while Kong’s algorithm performs best in
terms of MSE. These results indicate that the proposed methodology performs
competitively with existing methods when assessed on individual sequences of
the PETS 2009 dataset.
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13-57 13-59 14-06 All frames
Algorithm MAE MSE MRE MAE MSE MRE MAE MSE MRE MAE MSE MRE
Chan 2.308 8.362 - 1.647 4.087 - 4.328 44.159 - 2.680 17.661 -
Conte 1.920 - 8.70% 2.240 - 17.30% 4.660 - 20.50% 2.867 - 15.40%
Albiol 2.800 - 12.60% 3.860 - 24.90% 5.140 - 26.10% 3.895 - 21.16%
Kong, Linear 4.003 24.344 17.21% 1.746 5.223 12.68% 4.873 41.032 22.90% 3.446 22.453 17.29%
Kong, NN (8) 2.750 10.520 14.09% 2.088 7.665 14.49% 4.120 24.559 22.27% 2.925 13.738 16.72%
Kong, NN (16) 2.655 12.603 11.60% 3.055 12.806 21.74% 6.235 65.358 23.51% 3.886 28.671 18.89%
Local Features 1.327 3.081 6.26% 1.684 4.591 12.19% 4.963 41.449 20.89% 2.559 15.262 12.85%
Holistic Features 4.080 27.168 15.52% 1.678 4.599 11.76% 6.696 71.943 27.16% 4.000 32.539 17.68%
Table 3.23: Results of various systems on the PETS 2009 dataset (sequences 13-57, 13-59 and 14-06). The average
performance across all frames of these sequences is also reported.
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Algorithm Details Training Frames MAE MSE MRE
Kong Linear 1:800 3.088 13.844 9.58%
NN (8) 1:800 2.994 13.344 9.46%
NN (16) 1:800 4.869 30.183 15.11%
Chen RR 1:800 3.59 19.0 11.09%
GPR 1:800 3.72 20.1 11.59%
MLR 1:800 3.90 23.9 11.96%
MORR 1:800 3.15 15.7 9.86%
Local Features 5:10:795 2.552 10.417 7.90%
40:80:760 2.645 11.078 8.33%
Holistic Features 5:10:795 3.011 13.933 9.33%
40:80:760 2.683 11.360 8.24%
Table 3.24: Results of various systems on the Mall dataset, following the experi-
mental protocol of Chen [42]. Frames 1:800 were designated for training and the
remaining frames were set aside for testing (801:2000).
Chen [42] proposed block-level local features which were assessed on the Mall
dataset; these results are shown in Table 3.24. Frames 1:800 are designated for
training while frames 801:2000 are used for testing. This protocol was adopted
and the results for the proposed system, equivalent holistic system and Kong’s
algorithm are also reported in Table 3.24 for comparison. All of these algorithms
outperform Chen’s system, and local features exhibit the lowest error rate across
all metrics (MAE, MSE and MRE).
In conclusion, it is evident that the proposed algorithm outperforms existing local
and holistic methods across a variety of datasets and testing protocols.
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Tracking No tracking
Dataset MAE MSE MRE MAE MSE MRE
UCSD 1.387 3.225 5.85% 1.459 3.528 6.23%
PETS 2009 1.645 7.437 14.95% 1.781 7.932 16.97%
Fudan 0.899 1.373 15.17% 0.916 1.416 15.51%
Mall 2.604 11.133 8.38% 2.584 10.965 8.34%
Grand Central 7.833 85.056 4.75% 8.120 91.064 4.93%
Table 3.25: Evaluation of the proposed algorithm with and without the tracking
module. For each dataset the best result (Tracking vs. No tracking) is indicated
in bold.
3.3.5 Tracking Algorithm
In this section the tracking algorithm described in Section 3.2.6 is assessed. The
cross-validation procedure of Section 3.3.3 is followed using all local features and
Gaussian process regression. The procedure is repeated with the tracking module
turned on and off, and the results are summarised in Table 3.25.
For the UCSD, PETS 2009, Fudan and Grand Central datasets, the tracking
module provides a consistent improvement in performance across all error metrics.
For the Mall dataset, however, a decrease in performance is seen. This is due to
the lower frame rate of this dataset, which is less than 2 fps (Table 3.5, p. 160).
Low frame rates such as this are unsuitable for tracking.
It is concluded that tracking module described in Section 3.2.6 improves perfor-
mance, provided that the frame rate is sufficiently high (at least 7-10 fps).
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Frame range Description MAE MSE MRE
601 : 1400 Training range 1.14 2.39 4.81%
1401 : 2000 Testing range 1 1.35 2.97 4.76%
23000 : 24000 Testing range 2 0.80 1.38 8.03%
30000 : 32000 Testing range 3 0.48 0.46 13.94%
Table 3.26: Long term performance of the proposed algorithm on the UCSD
dataset [36]. Performance is stable over the long term compared to textural
features (Table 3.1, p. 119).
3.3.6 Long Term Performance
In this section, long term performance of the proposed algorithm is evaluated.
A limitation of texture-based algorithms was identified in Section 3.2.3.1 when
subtle environmental changes occur over time. The experimental protocol of
Section 3.2.3.1 is repeated here using the proposed algorithm. Local features,
GPR and group tracking are used.
Frames 601-1400 of the UCSD dataset were used for training, with testing being
performed on frame ranges 1401-2000, 23000-24000 and 30000-32000. Table 3.26
presents the results of this analysis. Performance on the training range and testing
range 1 are similar, with a MAE of 1.14 and 1.35, respectively. Testing ranges 2
and 3 occur later in the video sequence, and performance is not reduced, with a
MAE of 0.80 and 0.48 observed, respectively. The reduction in MAE is due to
smaller crowds in these ranges; note that the MRE increases slightly to 8.03% and
13.94% respectively, although this is still acceptable (less than 20%). By contrast,
the texture-based system evaluated in Section 3.2.3.1 (Table 3.1, p. 119) has a
MRE of 62.70% and 136.03% for these test ranges, which is unacceptably high.
It is concluded that the proposed algorithm does not suffer a significant reduction
in performance over the long term comapred to the texture-based method. This is
200 3.4 Visualisation
due to the use of the adaptive background model, which can incorporate gradual
environmental changes over time (Section 3.2.1).
3.4 Visualisation
The results of the crowd counting algorithm must be presented to the user in
an intuitive manner. This section describes the visual output of the proposed
algorithm, as well as a method for calculating pixelwise ‘crowding density’ which
is later applied to multi camera environments in Chapter 5.
All foreground segments in an image are highlighted to the end user by setting
their perimeter pixels to red. The group estimate for each segment is rounded
to the nearest integer, and non-zero counts are drawn at the centroid of the
corresponding segment. The holistic estimate is shown at the top of the image,
and this may be updated at a regular interval (e.g. every 50th frame) to avoid
rapid changes in the estimate and therefore improve readability as part of a video
stream. An example is shown in Figure 3.26.
One benefit of the proposed algorithm is the ability to provide local counts within
an image compared to holistic systems, which only provide a total estimate. One
possible application of this is a ‘heat map’, which indicates the relative level of
crowding at each location in an image.
The crowd density of each pixel is calculated as follows. Firstly, the foreground
detection result at pixel (i, j) is denoted F (i, j) ∈ {0, 1} and the identity of the
blob to which this pixel belongs is denoted C(i, j) (Section 3.2.1). The set of
pixels belonging to blob C(i, j) is denoted BC(i,j) and the crowd estimate for this
blob is denoted µ′C(i,j) (Section 3.2.6). Finally, the density map for the viewpoint
in question is denoted S (Section 3.2.2). Thus the ‘crowding density’ at pixel
3.4 Visualisation 201
(a) Grand Central.
(b) PETS 2009.
Figure 3.26: Visualisation of the proposed algorithm. Local counts are displayed
on each blob, and the holistic count is shown at the top of the image.
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(i, j) is estimated to be:
d(i, j) = F (i, j)× S(i, j)∑
(i′,j′)∈BC(i,j) S(i
′, j′)
× µ′C(i,j) (3.72)
This equation effectively ‘spreads’ the crowd estimate µ′C(i,j) for blob C(i, j) across
all of its pixels, each weighted by the value of the density map S at that pixel.
The purpose of this approach is to provide an approximate level of crowding for
each pixel within an image. This is utilised within multi camera environments as
described in Chapter 5.
3.5 Summary
This chapter proposed a novel crowd counting algorithm based on local features,
which are specific to groups and individuals in an image, to estimate the crowd
size and its distribution across a scene. Unlike previous systems that have typi-
cally employed holistic features, the proposed approach is annotated, trained and
tested at a local level. A tracking algorithm was described to further improve the
system’s performance. An investigation was conducted to determine the best fea-
tures and regression models to use for crowd counting. Results demonstrate that
the proposed approach consistently outperforms holistic algorithms and existing
algorithms in the literature.
The following contributions are noted:
• A new method of calculating the density map (to compensate for perspec-
tive) which does not require any manual annotations on the part of the
human operator. Instead, the system receives a sequence of images and
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uses pedestrian detection to learn the relative sizes of objects at different
locations in the image. The density map S is computed automatically.
• A novel approach to crowd counting which replaces holistic features with
local features. Instead of counting a crowd globally, the problem is bro-
ken down into groups detected using a foreground mask and features are
extracted from each segment.
• A unique method of providing local annotations for each foreground seg-
ment, based only on simple ‘dot’ annotations which are easy to perform. A
pedestrian template model is used to estimate the region occupied by the
person represented by each annotation, and ground truth is apportioned to
overlapping foreground segments accordingly. This is an automated proce-
dure that separates the annotation stage from the segmentation and pro-
cessing stage.
• Gaussian process regression was identified as an appropriate regression tool
due to its flexibility and ability to provide confidence intervals, and this
enables weighted smoothing to be performed as a subsequent step on tracked
groups.
• A novel method of refining the estimates using group tracking. Previous
approaches have generally ignored the fact that consecutive frames are likely
to have similar pedestrian counts, while some have applied smoothing on
a holistic level. By identifying groups and tracking them as they move
through an image, smoothing can be applied on a local level. The confidence
of the estimate provided by GPR is also used to weight each estimate.
• A comprehensive analysis of a crowd counting system across five datasets,
capturing various crowding properties: indoor and outdoor, colour and
greyscale, high and low resolution images. This is the most comprehensive
and rigorous crowd counting analysis performed in the available literature.
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The following conclusions were reached as a result of this analysis:
• The use of local features consistently outperformed holistic features.
• A greater quantity of local features generally improved performance com-
pared to fewer features. The best performance was observed with the fol-
lowing feature vectors: ‘size, shape, edges, keypoints’ (all features) and
‘shape, edges, keypoints’. (The omission of size did not improve or detract
from the overall performance.)
• The use of Gaussian process regression consistently outperformed linear
regression, K-nearest neighbours and neural networks.
• The proposed tracking algorithm improved crowd counting accuracy, except
on sequences with low frame rates, such as the Mall dataset (2 fps).
The proposed approach outperforms the baseline equivalent holistic system and
the methods of Kong [103], Chan [36], Lempitsky [110], Conte [55], Albiol [6, 55]
and Chen [42] on a variety of datasets. The proposed system was demonstrated
to be highly accurate, scalable and practical, with very minimal training require-
ments.
Chapter 4
Scene Invariant Crowd Counting
4.1 Introduction
Existing approaches to crowd counting are scene specific, as they are designed to
operate in the same environment that was used to train the system. In a facility
containing numerous cameras, this requires each viewpoint to be trained inde-
pendently, which can be an arduous and time consuming task (it is not practical
to supply hundreds of frames of ground truth for every viewpoint).
Existing crowd counting methods often require a large number of frames to be
annotated in order to operate successfully. In Chapter 3, an algorithm was de-
scribed which greatly reduces the number of frames required to train a system
by making use of local features, however this algorithm is still scene specific. In
this chapter, a novel algorithm is proposed which utilises camera calibration to
achieve scene invariance by scaling features appropriately between viewpoints.
This enables the system to be deployed on different training and testing sets,
including those captured at different locations.
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In practice, this means that a system can be trained on a bank of ‘reference
viewpoints’, and then deployed on any number of new viewpoints without any
additional ground truth annotations being required. This would greatly reduce
the time and cost of a crowd counting system’s setup procedure in real-world
circumstances. A depiction of this configuration is shown in Figure 4.1.
The proposed algorithm is tested on seven datasets which utilise camera calibra-
tion: PETS 2009, Views 1 and 2 [149]; PETS 2006, Views 3 and 4 [148]; and
QUT, Cameras 3, 5 and 8 (Section 4.3.1). These datasets feature crowds of size
1 to 43 people in various lighting conditions and differing camera angles. The
system is demonstrated to be scene invariant and capable of supporting multiple
cameras, with accurate crowd counting results.
The remainder of this chapter is structured as follows: Section 4.2 outlines the
proposed scene invariant crowd counting algorithm, Section 4.3 presents the
datasets and experimental results, and Section 4.4 presents conclusions of this
research.
4.2 Scene Invariant Crowd Counting
Existing approaches to crowd counting are scene-specific, as they are designed
to operate in the same environment that was used to train the system. In this
section, the use of camera calibration is proposed to achieve scene invariance by
scaling features appropriately between viewpoints. This enables the system to be
deployed on different training and testing sets.
The section is structured as follows: Section 4.2.1 describes the camera calibration
technique; Section 4.2.2 describes the 3D pedestrian template used to model
humans; Section 4.2.3 discusses scene invariant feature normalisation; and Section
4.2 Scene Invariant Crowd Counting 207
Training Sequence
(Viewpoint 1)
Training Sequence
(Viewpoint 2)
Training Sequence
(Viewpoint 3)
Scene Invariant
Model
Testing Sequence
(any viewpoint)
Testing Sequence
(any viewpoint)
...
Figure 4.1: A scene invariant crowd counting system is trained on a bank of ref-
erence viewpoints, so that it may be deployed on any number of novel viewpoints
without additional training being required.
4.2.4 summarises the operation of the algorithm using these components.
4.2.1 Camera Calibration
In order to scale features between viewpoints it is necessary to calibrate each
camera so that it is possible to work in real world measurements rather than
image pixels.
A number of camera calibration methods have been described in the literature
[1, 189, 202], although the most popular of these is Tsai’s model [188, 189],
which is frequently used on visual surveillance databases such as PETS 2006 and
PETS 2009 [148, 149]. Tsai’s model incorporates camera position, rotation angle,
focal length and radial lens distortion parameters to map between the real world
coordinate system and the image plane.
As shown in Figure 4.2, the real world’s 3D coordinate system is denoted
(Xw, Yw, Zw) with origin Ow. The (Xw, Yw) plane usually represents the ground
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Camera
World
Image
Pc(xc, yc, zc) = Pw(xw, yw, zw)
Xc
Oc
Yc
Zc
Is
Is(is, js)
Zw
Yw
Xw
Ow
Figure 4.2: The camera calibration model includes the real world’s 3D coordinate
system, the camera’s 3D coordinate system and the 2D sensor plane. Tsai’s model
also includes radial lens distortion as a subsequent step [189].
plane, with the Zw axis pointing in the vertical direction, indicating height. The
camera’s 3D coordinate system is denoted (Xc, Yc, Zc), with the Zc axis indicating
the direction of the camera.
The camera is located at position Oc which is the origin of the camera’s coordinate
system (Xc, Yc, Zc). An arbitrary point in the real-world coordinate system is
denoted as Pw(xw, yw, zw), which is equivalent to the point Pc(xc, yc, zc) in the
camera’s coordinate system. The relation between the coordinate systems is
defined by the rigid body transformation:

xc
yc
zc
 = R

xw
yw
zw
+ T (4.1)
where R denotes a 3×3 rotation matrix and T denotes a translation. The rotation
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matrix is defined by:
R =

cosψ cos θ sinψ cos θ − sin θ
− sinψ cosφ+ cosψ sin θ cosφ cosψ cosφ+ sinψ sin θ sinφ cos θ sinφ
sinψ sinφ+ cosψ sin θ cosφ − cosψ sinφ+ sinψ sin θ cosφ cos θ cosφ
 (4.2)
where θ, φ and ψ denote the yaw, pitch and tilt of the camera respectively.
The point (xc, yc, zc) is then mapped to the 2D coordinate (is, js) on the sensor
plane using a perspective projection with pinhole geometry, as shown in Figure
4.2:
is = f
xc
zc
(4.3)
js = f
yc
zc
(4.4)
where f denotes the effective focal length of the camera. (It should be noted that
is and js refer to physical distances in these equations, rather than pixel indices.)
Radial lens distortion is responsible for mapping the point (is, js) in the sensor
plane to the distorted point (i′s, j
′
s). Radial lens distortion is approximated by the
following equations:
i′s + i
′
sκr
2 = is (4.5)
j′s + j
′
sκr
2 = js (4.6)
where r =
√
i2s + j
2
s . These points are then mapped to the final image coordinate
system (i, j) using a linear scaling and offset which effectively moves the origin
to the corner of the image.
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The extrinsic camera parameters are the camera rotation matrix R and trans-
lation T , while the intrinsic camera parameters are f , κ and the linear scaling
coefficients used in the final alignment step. These parameters are estimated
from a manually-specified set of point correspondences between image pixels and
real-world locations on the ground plane [189].
The above procedure can be reversed by inverting these equations, allowing a
pixel (i, j) to be mapped back to a real world coordinate (xw, yw, zw), provided
that one of the real world coordinates is known. Typically the zw coordinate is
fixed, for example at zw = 0, which represents a point on the ground plane.
In addition to Tsai’s calibration model, a number of automated procedures
exist for estimating camera calibration based on human or object tracking
[26, 105, 119]. For example, Lv [119, 120] proposes a camera calibration model
using vanishing points, and describes a self-calibration method based on moving
humans where the head and feet positions can be located in multiple frames. Sim-
ilarly, Krahnstoever [105] presents a Bayesian autocalibration algorithm which
includes uncertainty estimates for each of the camera parameters. These ap-
proaches could readily be incorporated into the proposed framework. However,
as Tsai calibration parameters are already available for public visual surveillance
datasets, and the method is widely used and well understood, Tsai’s model has
been used in this thesis.
4.2.2 3D Pedestrian Template
Section 3.2.2 described the 2D pedestrian template, a rectangle representing the
approximate size of a human at any location in an image. In order to scale
features between viewpoints accurately it is necessary to use a more accurate
pedestrian template based on camera calibration.
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(a) QUT, Camera 3.
(b) QUT, Camera 5.
Figure 4.3: Ground truth annotations on the QUT camera network. A camera
calibration technique [189] is used to project a human-sized cylindrical object
into the scene.
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Cylinder
position
(px, py)
(x1, y1)
(x2, y2)
Camera position (cx, cy)
Figure 4.4: Overhead view of the camera position relative to the centre of the
cylindrical pedestrian template. Real world coordinates are shown in the (Xw, Yw)
plane.
In the proposed system, a 3D cylinder model of a fixed size is used to approximate
the size of a human. The cylinder has a radius of r = 0.25 and a height of h = 1.7
metres. As depicted in Figure 4.3, this cylinder may be projected into a scene
centred around any pixel (i, j).
The cylinder is projected into the scene as follows. Firstly the image coordinate
(i, j) is selected, corresponding to the centre of a person (or a cylinder model
representing them). This is converted to the real world position (px, py, pz) with
pz =
h
2
= 0.85 at the centre of the model. The top and bottom circles are
positioned at a height of Zw = h and Zw = 0, respectively. Each circle is approxi-
mated using a 20-sided polygon, whose vertices are projected back into the image
plane and joined together using a number of straight lines, imitating curvature.
The sides of the cylinder model are also drawn using straight lines in the im-
age plane. The start and end points of these lines are determined using basic
geometry: Figure 4.4 depicts an overhead view of the camera’s position relative
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to the cylinder model. When viewed from the camera’s perspective, the ‘sides’
of the cylinder model are located at a distance of r = 0.25m either side of the
cylinder’s position (px, py), perpendicular to the Zc axis in the (Xw, Yw) plane.
The sides of the cylinder are denoted (x1, y1) and (x2, y2), so that the left side
spans from (x1, y1, 0) to (x1, y1, h) and similarly for the right side. These points
are projected into the image plane and then connected, forming the sides of the
cylinder which connect to the top and bottom circles. A number of examples are
shown in Figure 4.3.
As in Section 3.2.2, the notation Ri,j is used to represent the pedestrian template
centred around pixel (i, j), and |Ri,j| represents the area of this template in the
image plane.
4.2.3 Feature Normalisation
As described in Section 3.2.2, the effects of perspective are taken into account by
use of a density map which supplies a weight to each pixel. The algorithm pre-
sented in this chapter is designed to operate over multiple viewpoints, therefore
the features selected to represent a person or group should be invariant to camera
position, distance and distortion properties. It is therefore important that fea-
tures are normalised appropriately so that the trained system can count objects
within the scene as well as objects in other scenes. This chapter proposes the use
of camera calibration to achieve this normalisation.
A common approach to perspective normalisation is to calculate a density map
which assigns to each pixel a weight to compensates for perspective [36, 38, 121,
144]. Typically, a reference pixel near the bottom of the image is assigned the
value 1.0 and all other pixels are weighted with respect to this reference. For
example, pixels higher in the image will be given a larger value because they
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represent a greater area in the scene.
In this chapter, a cylinder model is proposed to approximate the size of a human,
with radius r = 0.25 and height h = 1.7 metres. This pedestrian template may
be projected into a scene centred around any pixel (i, j), as described in Section
4.2.2. The area of this projected shape in the image plane is denoted:
A(i, j) = |Ri,j| (4.7)
The density map is constructed using the inverse of this cylinder model’s projected
area, at every location within the image:
S(i, j) =
1
A(i, j)
(4.8)
Therefore the value of the density map at any location is based on the size of
a fixed real world object, centred at that location. This density map provides a
weight to each pixel so that an object occupying a set of pixels, B, has a weighted
area of
∑
(i,j)∈B S(i, j). Consequently distant objects occupying fewer pixels are
compensated by their larger weights in the density map.
The use of camera calibration in constructing the density map, rather than an
arbitrary ‘reference’ pixel or shape, is advantageous because it is defined in terms
of a fixed real-world object; this approach can scale readily between different
camera angles and is inherently scene invariant.
It does not matter that the cylinder model does not match a human size or shape
precisely, as its role is only to normalise features across viewpoints. A number
of such features are described in Section 3.2.3, including the weighted area of
each blob. The density map S is suitable for such two-dimensional features as
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area. However, one-dimensional features such as perimeter and edge pixels are
also considered, for which the square root of the density map is used instead.
4.2.4 Operation of the Algorithm
The proposed scene invariant algorithm is trained on multiple viewpoints, which
serve as a bank of examples, so that future crowd counting can be performed on
a new (unseen) dataset.
The image features and ground truth are obtained as described in Sections 3.2.3
and 3.2.4 respectively, using the cylindrical pedestrian template in place of the
rectangular template and the density map described in Section 4.2.3.
The regression model and tracking procedure described in Sections 3.2.5 and
3.2.6 respectively remain unchanged. Once trained, the algorithm is tested on an
unseen viewpoint without any additional training data being provided for that
viewpoint.
Aside from size and shape based features, it is unclear how well other types of
features (edges and keypoints) will scale between viewpoints. Consequently these
features are re-assessed in Section 4.3 to determine the optimal feature sets for
scene invariant crowd counting.
4.3 Experimental Results
This section presents experimental results of the proposed algorithm for scene
invariant crowd counting. Section 4.3.1 outlines the datasets used to evaluate the
algorithm, and introduces a new crowd counting dataset that has been created
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as part of this research; and Section 4.3.2 presents the scene invariant crowd
counting results of the proposed system.
4.3.1 Benchmark Datasets
Seven viewpoints were used to evaluate the performance of the proposed algo-
rithm.
1. View 1 from the PETS 2009 dataset introduced at the Eleventh IEEE In-
ternational Workshop on Performance Evaluation of Tracking and Surveil-
lance [149].
2. View 2 from the PETS 2009 dataset.
3. View 3 from the PETS 2006 dataset introduced at the Ninth IEEE Inter-
national Workshop on Performance Evaluation of Tracking and Surveillance
[148].
4. View 4 from the PETS 2006 dataset.
5. Camera 3 from the QUT camera network.
6. Camera 5 from the QUT camera network.
7. Camera 8 from the QUT camera network.
The PETS 2009 database, as described in Section 3.3.2, was a benchmark dataset
for the Eleventh IEEE International Workshop on Performance Evaluation of
Tracking and Surveillance [149]. Sequences from cameras 1 and 2 are used for
crowd counting. The video is provided at a resolution of 768 × 576 pixels and
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(a) PETS 2006, View 3. (b) PETS 2006, View 4. (c) PETS 2009, View 1.
(d) PETS 2009, View 2. (e) QUT, Camera 3.
(f) QUT, Camera 5. (g) QUT, Camera 8.
Figure 4.5: Images from each of the seven viewpoints used the assess the perfor-
mance of the proposed algorithm.
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∼7 fps in RGB colour format. An example frame from each camera is shown in
Figure 4.5.
The PETS 2006 database was released prior to the Ninth IEEE International
Workshop on Performance Evaluation of Tracking and Surveillance [148] in order
to test object tracking and abandoned luggage detection. As the sequences show
pedestrians passing through the scene it is suitable for person counting. Two
camera viewpoints are suitable for performing automated counting: View 3 and
View 4. The video is provided at a resolution of 720 × 576 pixels and 25 fps in
RGB colour format. An example frame from each camera is shown in Figure 4.5.
To supplement the existing public data sets, a new database has been developed
containing footage obtained from the Queensland University of Technology’s cam-
pus. This database is referred to as ‘QUT’ and contains data selected from a
camera network installed on a single floor of a building.
This database contains three challenging viewpoints, which are referred to as
Camera 3 (Figure 4.5(e)), Camera 5 (Figure 4.5(f)) and Camera 8 (Figure 4.5(g)).
The sequences contain reflections, shadows and difficult lighting fluctuations,
which makes crowd counting difficult.
Previous crowd counting datasets have been substantially shorter in length than
those included in the QUT database. For example, PETS 2009 contains crowd
counting sequences just over 200 frames in length, while the UCSD dataset (Sec-
tion 3.3.2) contains 2000 consecutively annotated frames. Although these re-
sources are extremely valuable for testing crowd counting algorithms, they do
not adequately capture the long-term performance of a system over varying con-
ditions. For example, if a system performs poorly on one particular frame, it is
likely that the preceding and subsequent frames will suffer from the same vul-
nerability. On shorter sequences such as the PETS 2009 datasets, this may lead
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to biased results that do not adequately describe a system’s true performance
capabilities.
In order to combat this potential problem, the QUT datasets are annotated at
more sparse intervals: typically 100-400 frames apart depending on crowd vari-
ation and sequence length. Testing is then performed by comparing the crowd
size estimate to the ground truth at these sparse intervals, rather than at every
frame. This closely resembles the intended real-world application of this technol-
ogy, where an operator may periodically ‘query’ the system for a crowd count.
Although the human operator does not require this information from every frame,
the system should provide accurate results whenever it is requested.
Due to the difficulty of the environmental conditions in these scenes, the first 400-
500 frames of each sequence is set aside for learning the background model. This
is a requirement for proper operation of many multi-modal algorithms such as
Stauffer-Grimson [178], Zivkovic [207, 209] and Denman [59, 60], which are used
widely in the computer vision field. Existing databases generally do not provide
time to learn the background, and although PETS 2009 provides some detached
background sequences, they do not immediately precede the crowd counting se-
quences to be tested, limiting their usefulness.
The seven datasets are summarised in Tables 4.1-4.3.
4.3.2 Cross Validation Experiments
In this section scene invariance is tested using the seven calibrated datasets from
Table 4.3. In each experiment one viewpoint was withheld for testing, and the
remaining six viewpoints were used for training. A subset of annotated frames
from each viewpoint was selected for training. Testing was then performed on the
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PETS-09, V1 PETS-09, V2 PETS-06, V3 PETS-06, V4
Length (frames) 1565 221 6422 6422
Frame Rate (fps) ∼7 ∼7 25 25
Resolution 768× 576 768× 576 720× 576 720× 576
Colour RGB RGB RGB RGB
Location Outdoor Outdoor Indoor Indoor
Shadows Yes Yes Yes Yes
Reflections No No No No
Loitering No No Yes Yes
Crowd Size 0 to 42 0 to 43 0 to 5 0 to 7
Table 4.1: Summary of the various conditions in the PETS benchmark datasets
[148, 149].
QUT, Camera 3 QUT, Camera 5 QUT, Camera 8
Length (frames) 3100 10000 6100
Frame Rate (fps) 25 25 25
Resolution 704× 576 352× 288 704× 576
Colour RGB RGB RGB
Location Indoor Indoor Indoor
Shadows Yes Yes Yes
Reflections No No Yes
Loitering Yes Yes Yes
Crowd Size 4 to 21 3 to 23 2 to 20
Table 4.2: Summary of the various conditions in the QUT benchmark datasets.
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Dataset Sequence Crowd Size
PETS 2009, View 1 12-34 2 to 8
12-43 1 to 7
13-57 5 to 34
13-59 3 to 25
14-06 0 to 42
PETS 2009, View 2 13-57 9 to 43
PETS 2006, View 3 S1 0 to 5
S5 0 to 4
PETS 2006, View 4 S1 0 to 6
S5 0 to 7
QUT, Camera 3 10-49 4 to 21
QUT, Camera 5 17-51 3 to 23
QUT, Camera 8 17-26 7 to 20
19-43 2 to 10
Table 4.3: The benchmark datasets used to evaluate the proposed scene invariant
crowd counting algorithm.
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remaining viewpoint, using all of the annotated ground truth frames to calculate
the error metrics described in Section 3.3.1 (p. 151).
Because the number of people in each scene was often fractional, we use the
‘soft’ ground truth defined in Equation 3.49 (p. 144). This makes sense when
evaluating our algorithm because it makes use of local features and has been
annotated with occasionally fractional counts (Section 3.2.4). A blob’s ground
truth does not jump directly from 0 to 1 (or vice versa) when entering or exiting
a scene, for example.
The remainder of this section is structured as follows. Section 4.3.2.1 evaluates
the performance of various image features and Section 4.3.2.2 evaluates several
regression models. As there were no scene invariant crowd counting algorithms
found in the available literature it is not possible to compare with existing algo-
rithms.
4.3.2.1 Feature Evaluation
In Section 3.3.3.1, various feature types were evaluated for crowd counting using
local features within a single viewpoint. In this section the analysis is repeated
across different viewpoints in order to determine which features are suitable for
scene invariant crowd counting.
As summarised in Table 3.2 (p. 135), features are divided into size, shape, edge
and keypoint types. Various combinations of features are assessed in order to de-
termine the most accurate feature types. The following cross validation procedure
is used:
1. Seven datasets are annotated with ground truth data.
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2. One dataset is selected and set aside for testing. The proposed crowd
counting system is trained using ground truth from the other six datasets.
Testing is then performed on the selected test dataset. Error metrics are
averaged across all frames: mean absolute error (MAE), mean square error
(MSE) and mean relative error (MRE) are reported.
3. This procedure is repeated for all datasets, by rotating the training and
testing sets as depicted in Figure 3.19 (p. 161). Error metrics are then
combined across all datasets using average rank and average error, with
equal weighting given to each dataset.
The results for View 1 of the PETS 2009 dataset are presented in Table 4.4. The
best performance is observed when a greater number of features are used, which
is consistent with the observations made previously in Chapter 3. It is noted that
performance on this dataset is actually better here than in the previous chapter
(see Table 3.8, p. 170), even though the system is being trained on different
viewpoints. For example, when all features are used (size, shape, edges and
keypoints), the mean absolute error has been reduced from 1.645 to 1.321 and
the mean relative error is reduced from 14.95% to 10.32% (when comparing Table
3.8 and Table 4.4). This is most likely due to the greater quantity of training data
and wider variety in the group samples which are available in this experiment.
The results for View 2 of the PETS 2009 dataset are also presented in Table
4.4. Good performance is generally seen with more features, except when ‘size’ is
omitted from the feature vector, suggesting that object size is a key feature when
performing scene invariant crowd counting. Once again, the use of all features
ranks amongst the top three feature vectors, as indicated in bold. When all
features are used the mean relative error is 9.55%.
Table 4.5 presents the results for Views 3 and 4 of the PETS 2006 dataset. Due
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to the relatively small crowds observed in these sequences, the mean relative error
is somewhat higher than usual, although the mean absolute error is very small.
Some shadows are misclassified as foreground in View 3, resulting in ‘size’ being
a less reliable feature for this dataset. In view 4, good performance is seen when
more features (including size) are used.
Finally, the results for the QUT datasets are shown in Tables 4.6-4.8. Generally
2-4 feature types outperform 1 feature, confirming the observation that more
features provide more accurate crowd counting performance. Size appears to be
a critical feature on these datasets. Note, for example, that it has been included
in all of the top-performing feature vectors in these QUT datasets. This is in
contrast to our conclusions reached in Chapter 3 (Section 3.3.3.1), in which size
was not a critical feature.
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PETS 2009, View 1 PETS 2009, View 2
Features MAE MSE MRE MAE MSE MRE
Size 2.283 (14) 13.963 (14) 13.91% (8) 5.892 (7) 40.460 (7) 18.89% (7)
Shape 3.350 (15) 35.118 (15) 19.01% (15) 10.187 (12) 164.431 (13) 26.68% (12)
Edges 1.786 (7) 12.044 (11) 11.43% (4) 11.307 (15) 173.414 (15) 30.20% (14)
Keypoints 2.092 (10) 12.926 (12) 15.52% (14) 10.836 (13) 159.178 (12) 30.76% (15)
Size, Shape 2.281 (13) 13.701 (13) 15.18% (11) 6.333 (8) 45.590 (8) 20.37% (9)
Size, Edges 1.426 (3) 5.456 (4) 10.18% (2) 3.701 (5) 21.669 (5) 9.93% (5)
Size, Keypoints 1.792 (8) 8.048 (6) 12.08% (7) 1.765 (1) 4.795 (1) 6.76% (1)
Shape, Edges 2.168 (11) 11.843 (10) 14.69% (9) 9.035 (11) 119.654 (11) 23.57% (10)
Shape, Keypoints 1.782 (6) 7.486 (5) 15.51% (13) 7.405 (9) 88.570 (9) 18.91% (8)
Edges, Keypoints 1.669 (5) 9.744 (8) 11.74% (6) 11.041 (14) 164.800 (14) 29.56% (13)
Size, Shape, Edges 1.307 (1) 4.301 (2) 9.83% (1) 3.944 (6) 23.786 (6) 11.06% (6)
Size, Shape, Keypoints 1.966 (9) 9.357 (7) 15.38% (12) 2.095 (2) 6.289 (2) 7.72% (2)
Size, Edges, Keypoints 1.450 (4) 5.207 (3) 11.60% (5) 3.595 (4) 19.851 (4) 9.68% (4)
Shape, Edges, Keypoints 2.176 (12) 11.783 (9) 14.96% (10) 9.029 (10) 117.467 (10) 23.63% (11)
Size, Shape, Edges, Keypoints 1.321 (2) 4.250 (1) 10.32% (3) 3.365 (3) 17.514 (3) 9.55% (3)
Table 4.4: Comparison of features on the PETS 2009 datasets, View 1 and View 2. In each case the system is trained
on the six other viewpoints.
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PETS 2006, View 3 PETS 2006, View 4
Features MAE MSE MRE MAE MSE MRE
Size 0.580 (12) 0.886 (13) 33.44% (12) 0.766 (9) 1.190 (8) 27.65% (7)
Shape 0.604 (14) 0.926 (14) 34.53% (13) 0.737 (7) 1.248 (9) 27.47% (6)
Edges 0.299 (2) 0.205 (2) 21.70% (3) 0.712 (6) 1.137 (7) 28.88% (8)
Keypoints 0.595 (13) 0.847 (12) 39.60% (14) 2.108 (15) 8.526 (15) 86.19% (15)
Size, Shape 0.687 (15) 1.318 (15) 40.45% (15) 0.608 (5) 0.780 (5) 23.03% (5)
Size, Edges 0.493 (11) 0.615 (10) 32.41% (11) 0.746 (8) 0.891 (6) 33.89% (9)
Size, Keypoints 0.381 (5) 0.343 (4) 23.18% (4) 1.208 (12) 2.217 (12) 50.87% (12)
Shape, Edges 0.333 (3) 0.287 (3) 20.73% (2) 0.476 (2) 0.412 (2) 22.37% (4)
Shape, Keypoints 0.478 (10) 0.680 (11) 25.98% (7) 1.429 (14) 3.854 (14) 58.63% (14)
Edges, Keypoints 0.391 (6) 0.505 (7) 26.13% (8) 1.214 (13) 2.621 (13) 53.64% (13)
Size, Shape, Edges 0.463 (9) 0.602 (9) 28.51% (10) 0.467 (1) 0.364 (1) 21.56% (2)
Size, Shape, Keypoints 0.374 (4) 0.453 (5) 23.89% (5) 1.136 (11) 2.171 (11) 47.51% (10)
Size, Edges, Keypoints 0.418 (8) 0.537 (8) 26.79% (9) 1.109 (10) 1.780 (10) 49.73% (11)
Shape, Edges, Keypoints 0.263 (1) 0.180 (1) 16.35% (1) 0.487 (4) 0.488 (4) 20.92% (1)
Size, Shape, Edges, Keypoints 0.405 (7) 0.495 (6) 24.98% (6) 0.487 (3) 0.441 (3) 22.20% (3)
Table 4.5: Comparison of features on the PETS 2006 datasets, View 3 and View 4. In each case the system is trained
on the six other viewpoints.
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Features MAE MSE MRE
Size 2.176 (8) 7.065 (8) 17.60% (8)
Shape 2.469 (9) 9.948 (9) 20.20% (9)
Edges 4.300 (13) 23.409 (13) 38.48% (14)
Keypoints 4.573 (15) 33.165 (15) 39.24% (15)
Size, Shape 1.630 (6) 4.244 (6) 13.11% (5)
Size, Edges 1.074 (3) 1.944 (3) 10.00% (3)
Size, Keypoints 1.260 (4) 2.574 (4) 10.58% (4)
Shape, Edges 4.318 (14) 25.562 (14) 36.22% (12)
Shape, Keypoints 3.341 (10) 17.932 (10) 26.75% (10)
Edges, Keypoints 3.942 (11) 19.744 (11) 36.41% (13)
Size, Shape, Edges 1.811 (7) 4.694 (7) 16.35% (7)
Size, Shape, Keypoints 1.067 (2) 1.831 (2) 9.42% (1)
Size, Edges, Keypoints 1.026 (1) 1.712 (1) 9.82% (2)
Shape, Edges, Keypoints 4.026 (12) 22.769 (12) 33.58% (11)
Size, Shape, Edges, Keypoints 1.547 (5) 3.506 (5) 14.03% (6)
Table 4.6: Comparison of features on the QUT dataset, Camera 3. The system
is trained on the six other viewpoints.
In order to pool these results across all seven datasets, features have been ranked
from 1 to 15 on each dataset (as indicated parentheses in Tables 4.4-4.8). The
average rank for each feature across all datasets is reported in Table 4.9. Consis-
tently poor performance is seen by ‘shape’ features and ‘keypoints’ taken alone,
whereas a better ranking is observed when multiple features (including size) are
used. Best performance is seen when all features are used. This supports the
conclusions reached in Chapter 3, and confirms that these features can be used
for scene invariant crowd counting.
Table 4.10 lists the average error rates across all datasets, weighted equally, when
all features are used. The mean absolute error is 1.351 and the mean relative error
is 15.92%. This falls within the 20% threshold suggested by Regazzoni [157]. The
PETS 2006 datasets do exceed this threshold, although this is due primarily to
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Features MAE MSE MRE
Size 1.058 (5) 2.022 (5) 14.27% (5)
Shape 3.200 (15) 21.264 (15) 43.84% (15)
Edges 1.583 (11) 5.475 (13) 19.71% (10)
Keypoints 2.305 (14) 10.867 (14) 27.68% (14)
Size, Shape 1.309 (9) 3.010 (8) 17.21% (8)
Size, Edges 0.964 (3) 1.592 (3) 13.27% (3)
Size, Keypoints 1.242 (7) 2.560 (6) 17.27% (9)
Shape, Edges 1.295 (8) 3.187 (9) 16.97% (7)
Shape, Keypoints 1.675 (12) 4.908 (12) 20.02% (11)
Edges, Keypoints 1.697 (13) 4.803 (11) 22.18% (13)
Size, Shape, Edges 0.906 (2) 1.584 (2) 12.32% (2)
Size, Shape, Keypoints 1.511 (10) 3.964 (10) 20.14% (12)
Size, Edges, Keypoints 0.966 (4) 1.610 (4) 13.81% (4)
Shape, Edges, Keypoints 1.179 (6) 2.660 (7) 15.52% (6)
Size, Shape, Edges, Keypoints 0.886 (1) 1.524 (1) 12.17% (1)
Table 4.7: Comparison of features on the QUT dataset, Camera 5. The system
is trained on the six other viewpoints.
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Features MAE MSE MRE
Size 1.228 (2) 3.105 (4) 13.45% (1)
Shape 3.417 (15) 20.715 (15) 43.17% (15)
Edges 2.008 (13) 7.184 (14) 25.53% (13)
Keypoints 1.784 (11) 7.050 (13) 22.44% (10)
Size, Shape 1.311 (4) 3.005 (2) 17.66% (5)
Size, Edges 1.633 (10) 4.487 (10) 19.68% (7)
Size, Keypoints 1.281 (3) 3.091 (3) 14.70% (2)
Shape, Edges 1.476 (7) 3.972 (8) 22.39% (9)
Shape, Keypoints 2.041 (14) 6.780 (12) 27.74% (14)
Edges, Keypoints 1.988 (12) 6.626 (11) 24.81% (12)
Size, Shape, Edges 1.542 (8) 3.925 (7) 19.88% (8)
Size, Shape, Keypoints 1.216 (1) 2.563 (1) 16.16% (3)
Size, Edges, Keypoints 1.433 (5) 3.504 (5) 17.52% (4)
Shape, Edges, Keypoints 1.597 (9) 4.485 (9) 23.93% (11)
Size, Shape, Edges, Keypoints 1.448 (6) 3.625 (6) 18.20% (6)
Table 4.8: Comparison of features on the QUT dataset, Camera 8. The system
is trained on the six other viewpoints.
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Average Rank
Features MAE MSE MRE
Size 8.14 8.43 6.86
Shape 12.43 12.86 12.14
Edges 9.57 10.71 9.43
Keypoints 13.00 13.29 13.86
Size, Shape 8.57 8.14 8.29
Size, Edges 6.14 5.86 5.71
Size, Keypoints 5.71 5.14 5.57
Shape, Edges 8.00 8.14 7.57
Shape, Keypoints 10.71 10.43 11.00
Edges, Keypoints 10.57 10.71 11.14
Size, Shape, Edges 4.86 4.86 5.14
Size, Shape, Keypoints 5.57 5.43 6.43
Size, Edges, Keypoints 5.14 5.00 5.57
Shape, Edges, Keypoints 7.71 7.43 7.29
Size, Shape, Edges, Keypoints 3.86 3.57 4.00
Table 4.9: Average rank across all seven datasets, when features are ranked
from 1 to 15 on each dataset. Values shown are not actual error rates, but rather
an average ranking.
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Dataset MAE MSE MRE
PETS 2009, View 1 1.321 4.250 10.32%
PETS 2009, View 2 3.365 17.514 9.55%
PETS 2006, View 3 0.405 0.495 24.98%
PETS 2006, View 4 0.487 0.441 22.20%
QUT, Camera 3 1.574 3.506 14.03%
QUT, Camera 5 0.886 1.524 12.17%
QUT, Camera 8 1.448 3.625 18.20%
Average 1.351 4.479 15.92%
Table 4.10: Error rates for all datasets when all features are used. The average
error rate across all datasets is also shown. Each dataset is weighted equally.
their small crowds of only 1-7 people, rather than inaccurate counting results;
the mean absolute error rate is less than 0.5 for these datasets.
Figures 4.6 and 4.7 plot the estimate of the proposed algorithm (using all features)
against the ground truth for Views 1 and 2 of the PETS 2009 dataset; Figures
4.8 and 4.9 plot Views 3 and 4 of the PETS 2006 dataset; and Figures 4.10-4.12
plot the results for the QUT datasets.
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Figure 4.6: Scene invariant crowd counting results on PETS 2009, View 1.
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Figure 4.7: Scene invariant crowd counting results on PETS 2009, View 2.
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Figure 4.8: Scene invariant crowd counting results on PETS 2006, View 3.
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Figure 4.9: Scene invariant crowd counting results on PETS 2006, View 4.
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Figure 4.10: Scene invariant crowd counting results on QUT, Camera 3.
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
·104
0
10
20
Sequence 17-51
Ground truth
Estimate
Figure 4.11: Scene invariant crowd counting results on QUT, Camera 5.
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Figure 4.12: Scene invariant crowd counting results on QUT, Camera 8.
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4.3.2.2 Regression Models
In this section, various regression models for scene invariant crowd counting are
evaluated. These include: Gaussian process regression (GPR), linear regression
(Linear), K-Nearest Neighbours (KNN) and neural networks (NN). Twelve dif-
ferent configurations are considered as described in Section 3.3.3.2.
The cross validation procedure of Section 4.3.2.1 is repeated using each of these
regression models. For each dataset, these models are ranked from 1 to 12 for each
error metric, and the average ranking is calculated across all seven datasets. Ap-
pendix B.1 presents the error rates and corresponding rankings for the regression
models across each of the seven datasets.
Table 4.11 presents the average ranking across all of the seven datasets: average
rank is tabulated for each regression model. Gaussian process regression consis-
tently ranks highest, with an average rank of 2.43 (out of 12) in terms of MAE.
This is followed by linear regression (average rank 4.57 in terms of MAE) and
K-nearest neighbours.
These results are consistent with those presented in Section 3.3.3.2 of the previous
chapter. It confirms that Gaussian process regression continues to outperform
other regression models for scene invariant crowd counting. This provides strong
support for the use of GPR in crowd monitoring applications.
4.4 Summary
This chapter proposed a novel scene-invariant crowd counting algorithm built
upon local features. Camera calibration is incorporated into the system to scale
features between viewpoints. Scene invariance was demonstrated by training
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Regression Model MAE MSE MRE
GPR 2.43 2.71 2.43
Linear 4.57 4.43 4.71
KNN (K=1) 6.14 7.00 6.14
KNN (K=2) 5.43 5.43 5.00
KNN (K=4) 4.57 5.00 4.57
KNN (K=8) 5.29 4.86 5.14
KNN (K=16) 5.14 5.00 5.43
KNN (K=32) 4.71 4.86 4.57
NN (4) 10.29 9.86 10.29
NN (8) 9.71 9.71 9.86
NN (16) 9.14 8.71 9.43
NN (32) 10.57 10.43 10.43
Table 4.11: Average rank across all datasets, when regression models are ranked
from 1 to 12 on each dataset. Values shown are not actual error rates, but rather
an average ranking.
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the system on multiple cameras and then testing it on a new, unseen viewpoint.
Accurate crowd counting results were obtained for the seven calibrated sequences,
including a new QUT dataset designed to help evaluate the performance of crowd
counting systems in difficult real-world conditions.
The following contributions were made in this chapter:
• A new method of calculating the density map to normalise features across
viewpoints (not just within). The system uses camera calibration and a
real world reference object, namely a human sized 3D cylinder model, to
determine this density map.
• Three new benchmark datasets for crowd counting (QUT), with ground
truth annotations and camera calibration parameters. These sequences
feature challenging reflections, shadows and lighting fluctuations.
• A comprehensive evaluation on seven calibrated datasets, demonstrating
scene invariance of the proposed algorithm.
The following conclusions were reached as a result of this evaluation:
• The proposed algorithm can successfully scale features across viewpoints
and achieve accurate scene invariant crowd counting results.
• The use of multiple image features (size, shape, edges, keypoints) outper-
forms the use of fewer features across a wide range of datasets.
• The use of Gaussian process regression consistently outperforms the use of
linear regression, neural networks and K-nearest neighbours.
Once trained, the proposed system does not require any additional training when
deployed for crowd counting on a new camera. This brings the computer vision
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field one step closer toward a ‘plug-and-play’ system which is pre-trained on a
large bank of data from a variety of cameras. This technology has many potential
applications, including automatic gathering of business intelligence, crowd safety
monitoring and abnormality detection.

Chapter 5
Multi Camera Crowd Counting
5.1 Introduction
Crowd counting algorithms are typically designed to operate within a single cam-
era viewpoint. This means that a crowd counting system is designed to estimate
the number of people within an image, rather than a facility or a designated space
in the real world.
Camera networks span multiple viewpoints within a facility, including some re-
gions of overlap for redundancy. Since some individuals will be detected across
multiple cameras, it is necessary to compensate for this overlap to avoid over-
estimation of the total number of people. The algorithm described in Chapters 3
and 4 is extended in this chapter to count crowds across multiple cameras. This is
done by making use of camera calibration parameters to compensate for regions
of overlap.
The proposed algorithm is tested on two multi-camera datasets, comprising five
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cameras totals: Views 1, 2 and 3 from the PETS 2009 database [149]; and Views
3 and 4 from the PETS 2006 database [148]. These datasets feature crowds of
size 1 to 43 people in various lighting conditions and differing camera angles. The
system is demonstrated to be capable of supporting multiple cameras, in addition
to being scene invariant, while achieving accurate crowd counting results.
The remainder of this chapter is structured as follows: Section 5.2 extends the
algorithm of Chapter 4 to operate across multiple cameras, Section 5.3 presents
the datasets and experimental results and Section 5.4 presents conclusions of this
research.
5.2 Multi Camera Crowd Counting
The algorithm proposed in Chapter 4 is scene invariant, and therefore lends itself
naturally to crowd counting across multiple cameras in a single environment. In
this scenario, the same area is monitored using two or more cameras, with some
potential overlap between the views. It is this overlap which presents a challenge
in reconciling the crowd counts across all viewpoints.
A naive approach to multi camera crowd counting would be to take the sum of
the crowd counts from each viewpoint. However, some pedestrians will appear in
two or more cameras and will therefore be counted multiple times. One approach
to deal with this scenario is to attempt to match groups between viewpoints and
perhaps to identify individuals within groups. A complication with this approach
is that groups segmented in one viewpoint will not necessarily correspond to those
groups segmented in another. Figure 5.1 illustrates this point; the ‘groups’ that
will be segmented from one angle are significantly different from another.
We seek to avoid the difficult problem of detecting individuals or matching blobs
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(a) PETS 2009, View 1 (b) PETS 2009, View 2
Figure 5.1: There are not always direct correspondences between groups from
different camera angles.
of various configurations. Two simple modifications to the existing algorithm of
Chapter 4 are proposed which take into account the overlap between the view-
points:
1. Density Map Modification: This approach modifies the density map, S
(Equation 4.8, p. 214) in regions of overlap so as to effectively compensate
for the ‘double-up’ that occurs when a person is visible in more than one
camera. This is done by reducing the density assigned to pixels in over-
lap regions. Counting is then performed as a subsequent step using this
modified density map.
2. Pixel Density Assignment: This approach leaves the density map un-
altered, so that the system described in Chapter 4 operates unchanged.
Instead, crowd densities are modified after counting has been performed,
on a pixelwise basis. This makes use of the crowding density described in
Section 3.4, and modifications are made to this crowding density in the
regions of overlap.
Both approaches rely on the construction of an overlap map, which provides a
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measure of how much of an object centred around a pixel is visible within other
viewpoints.
The section is structured as follows: Section 5.2.1 describes the overlap map;
Section 5.2.2 discusses the first approach, density map modification; Section 5.2.3
discusses the second approach, pixel density assignment; Section 5.2.4 discusses
other baseline approaches; and Section 5.2.5 explains the procedure for ground
truth annotation in a multi camera environment.
5.2.1 The Overlap Map
In a multi camera network there will be several video streams corresponding
to the various cameras in the facility. Let the cameras monitoring a space be
enumerated by v. This notation will be used as a superscript on the existing
notation of Chapters 3 and 4. For example, Iv(i, j) refers to pixel (i, j) in the
image plane of camera v.
First we consider the pixel coordinates (i, j) in the image plane of camera v,
around which a hypothetical object is centred. The cylinder model described in
Section 4.2.2 is used for this purpose, with radius r = 0.25m and height h = 1.7m
in real world measurements.
Using the camera calibration described in Section 4.2.1, let (i, j)v→u denote this
object’s center in the image plane of camera u. That is, (i, j)v→u denotes the
conversion of an object’s center in image plane v to its center in image plane u.
This is done by first converting (i, j) from the image plane of camera v, into real
world coordinates (x, y, z) where z = h
2
, and then converting this position back
into the image plane of camera u. This conversion and its implementation are
described in Section 4.2.1 and in Tsai [189].
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Let us also define Rvi,j as the region occupied by a cylinder model centred at (i, j)
in the image plane of camera v. The magnitude |Rvi,j| represents the area of the
cylinder model when projected into image plane v. We also use M v to denote
the region of interest mask for viewpoint v. The intersection of these regions in
the image plane is Rvi,j ∩M v, and this represents the portion of the model which
lies within the region of interest. The fraction of the model within the ROI is
therefore:
|Rvi,j ∩M v|
|Rvi,j|
(5.1)
The cylinder model Rvi,j can be projected into another viewpoint, u, and this is
denoted Ru(i,j)v→u . The overlap map provides a measure for how much of this
cylinder, Rvi,j, is projected into other views. The overlap map for viewpoint v is
therefore:
Ovi,j =
∑
∀u6=v
∣∣∣Ru(i,j)v→u ∩Mu∣∣∣∣∣∣Ru(i,j)v→u∣∣∣ (5.2)
This is the value of the overlap map at pixel (i, j) in view v. The summation
is taken across all other viewpoints, enumerated by u (where u 6= v), and the
summand is the fraction of the cylinder model (centred around pixel (i, j) in
view v) projected into the other viewpoints, u.
For example, if an object centred at (i, j) in viewpoint v is not projected into any
other viewpoints, there is no overlap and hence Ovi,j = 0. However, if 50% of the
object is projected into another viewpoint, then Ovi,j = 0.5. Figure 5.2(a) illus-
trates this. The person on the left is represented by a yellow cylinder model, 95%
of which is projected into the region of interest of another viewpoint. Therefore
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(a) Overlap example in the PETS 2006 dataset.
(b) Overlap example in the PETS 2009 dataset.
Figure 5.2: Examples of the overlap map at two points in the PETS 2006 and
PETS 2009 datasets.
the value of the overlap map is 0.95 at this cylinder’s center (i.e. the large yellow
dot).
In some cases there may be more than two viewpoints. Equation 5.2 is taken as
a summation across all other viewpoints, so that the total number of projections
of the cylinder model into other viewpoints is included in the calculation. Figure
5.2(b) illustrates this. A red cylinder model representing a person in View 1 is
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projected 100% into view 2 and 50% into view 3; therefore the value of the overlap
map in View 1 is 1.5 at this person’s centroid.
The overlap map provides a measure of how much of an object centred at a
particular pixel is visible in the other viewpoints. This enables us to compensate
for over-estimation of the crowd in regions of overlap, as described in Sections
5.2.2 and 5.2.3.
5.2.2 Density Map Modification
Given a fully trained crowd counting system, as described in Chapters 3 and 4,
we seek to perform counting across multiple viewpoints. The method proposed
in this section is called density map modification because it modifies the density
map, S (Equation 4.8, p. 214) in regions of overlap.
The density map is used to modify features to compensate for the effects of
perspective, and to achieve scene invariance (Section 4.2.3). The value of the
density map S(i, j) is used to weight features extracted from the pixel (i, j).
The following modification is proposed to reduce the value of the density map
in regions of significant overlap. Let ∆v to denote the modified version of the
original density map, Sv, as follows:
∆v(i, j) =
Sv(i, j)
1 +Ovi,j
(5.3)
The denominator contains two terms, Ovi,j, which represents the projection of an
object into other viewpoints, and ‘1’, which represents the object’s presence in
the current viewpoint, v.
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If an object centred at (i, j) in viewpoint v is 100% visible in another viewpoint
u, then the value of the overlap map will be Ovi,j = 1, so that the denominator
of Equation 5.3 is exactly 2, resulting in a halving of the original density map’s
value. This compensates for the ‘double-up’ which would otherwise have occurred
by counting the object twice. A smaller compensation will be applied when an
object is only partially visible in another viewpoint, and no compensation is
applied when the overlap is zero.
The density map modification described in Equation 5.3 is only applied after the
system has been fully trained on individual viewpoints, but prior to the system
being deployed across a multi camera environment. Once the density map has
been modified, the crowd estimate for viewpoint v is denoted µˆv so that the
holistic estimate across all viewpoints can be summed directly:
µ =
∑
v
µˆv (5.4)
This is the global count for the number of pedestrians in the scene. The value
of µˆv no longer provides a meaningful representation of the number of people in
viewpoint v due to the modification of the density map.
5.2.3 Pixel Density Assignment
This method does not alter the density map, and instead allows the system to op-
erate as intended, performing overlap compensation as a subsequent step. Crowd-
ing density, introduced in Section 3.4, is utilised to modify the crowd count in a
pixelwise manner.
The ‘crowding density’ at a pixel is calculated as follows. Let µvn denote the crowd
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estimate for blob n in viewpoint v. The set of pixels belonging to this blob is
denoted Bvn; and the density map for the viewpoint in question is denoted S
v.
Finally, the ‘crowding density’ at pixel (i, j) is calculated by:
dv(i, j) = F v(i, j)× S
v(i, j)∑
(i′,j′)∈Bv
Cv(i,j)
Sv(i′, j′)
× µvCv(i,j) (5.5)
where F v denotes the foreground detection result (with 0 and 1 representing the
background and foreground pixels, respectively); and Cv(i, j) denotes the identity
of the blob to which pixel (i, j) belongs. In this way, the crowd count for blob
Cv(i, j) is split between its constituent pixels, weighted by the density map Sv
to assign higher crowd density to more distant points in the scene to account for
perspective.
Given this pixelwise crowd density, the overlap map is subsequently used to mod-
ify the crowd density in order to compensate for overlap between cameras and to
avoid counting people multiple times. Let us use δv(i, j) to denote the modified
version of the original crowding density, dv(i, j), as follows:
δv(i, j) =
dv(i, j)
1 +Ovi,j
(5.6)
The denominator in Equation 5.6 serves the same purpose as in Equation 5.3.
The holistic count across all viewpoints is therefore the summation of all of the
modified crowding densities across all viewpoints:
µ =
∑
v
∑
(i,j)
δv(i, j) (5.7)
This is the global count for the number of pedestrians in the scene.
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5.2.4 Other Approaches
This section describes some additional approaches for crowd counting across mul-
tiple viewpoints, against which the proposed methods in Section 5.2.2 and 5.2.3
may be compared.
The first approach is referred to as the ‘naive’ method, in which the crowd count-
ing algorithm of Chapter 4 operates unchanged, and the total crowd count is
defined as the sum of the crowd counts µv from each individual camera:
µ =
∑
v
µv (5.8)
It is expected that this approach will overestimate the true crowd size due to
camera overlap. An example of camera overlap in a three-camera setup is shown
in Figure 5.3. The labelled annotations of four pedestrians indicate the regions
which are unique to each viewpoint, as well as an overlap region.
The second approach is referred to as the ‘cutoff’ method, in which the ROI
for each viewpoint is intentionally cut off to avoid any overlap between the view-
points. This is based on a hypothetical straight line along the ground plane which
is used to separate the views, as shown in Figure 5.4. A three-camera setup is
also depicted in Figure 5.5.
Although the cutoff method is straightforward for two cameras, it may not be as
easy to segment an arbitrary number of viewpoints from multiple angles using
this technique.
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(a) PETS 2009, View 1
(b) PETS 2009, View 2
(c) PETS 2009, View 3
Figure 5.3: The PETS 2009 database with ROIs highlighted and a sample of
labelled pedestrian annotations. Pedestrians 1-3 indicate unique coverage areas,
while pedestrian 4 indicates an overlap region.
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(a) PETS 2009, View 1 (b) PETS 2009, View 2
Figure 5.4: ROI cutoff for a two-camera setup.
(a) PETS 2009, View 1 (b) PETS 2009, View 3
Figure 5.5: ROI cutoff for a three-camera setup. Views 1 and 3 shown; View 2
remains unchanged from Figure 5.4(b).
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5.2.5 Ground Truth Annotation
In a single camera environment, the definition of ground truth is relatively
straightforward: the number of pedestrians within the region of interest is taken
as the ground truth, with fractional counts being assigned to pedestrians who are
partially within the ROI (Section 3.2.4, p. 135). In the case of multiple cameras,
a pedestrian may be partially visible in more than one camera, complicating the
definition of ground truth.
This section defines holistic ground truth in a multi camera environment to be the
maximum fraction of person to be visible within any camera in the environment.
Each person, enumerated by p, is annotated with a real world coordinate, (x, y, z)
with z = h
2
, located at approximately the center of their body. A cylindrical
pedestrian template is projected around this point into each of the camera view-
points, occupying a region in image plane v which we denote Rvp. (The notation
Rvp in this section is used to represent the template of person p projected into im-
age plane v, whereas the use of Rvi,j in the previous section was used to represent
a template centred around pixel (i, j) in image plane v.)
The boundary of the pedestrian template, Rvp, roughly covers the person in each
viewpoint (Figures 5.2 and 5.3). We calculate the ‘quantity’ of person p within
each region of interest mask M v:
Qvp =
|M v ∩Rvp|
|Rvp|
(5.9)
This is similar to Equation 3.38 (p. 141), except that the cylinder model is
projected into each viewpoint v. We can then determine the maximum quantity
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of person p within the scene (across all viewpoints):
Qp = max
v
Qvp (5.10)
Thus the holistic ground truth for the scene is taken to be:
Qs =
∑
p
Qp (5.11)
as in Equation 3.49 (p. 144). This definition of ground truth is used for evaluating
the performance of the proposed algorithm in Section 5.3.
5.3 Experimental Results
This section presents experimental results of the proposed crowd counting al-
gorithm on multi camera networks. Section 5.3.1 evaluates the algorithm on
two-camera environments, using both the PETS 2006 and PETS 2009 datasets.
Section 5.3.2 combines scene invariance and multi camera crowd counting, and
evaluates these algorithms on a three-camera environment using the PETS 2009
database.
5.3.1 Crowd Counting Across Two Cameras
In this section the multi camera crowd counting algorithm is evaluated on two-
camera environments using the PETS 2006 and PETS 2009 datasets. The system
is trained using the procedure described in Section 3.2.4 (p. 135), and then testing
is performed using the algorithms presented in Section 5.2. The performance of
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these algorithms is evaluated against the definition of ground truth described in
Section 5.2.5.
The density map modification of Section 5.2.2 is referred to as the ‘Map’ method,
and the pixel density assignment of Section 5.2.3 is referred to as the ‘Pixel’
method.
5.3.1.1 PETS 2006 Results
The PETS 2006 database provides camera calibration for each of its viewpoints,
and Views 3 and 4 were selected because they provide the best coverage of the
scene with some overlap. Two sequences from these cameras, S1 and S5, were
chosen because they contain the largest crowds. Frames were annotated at regular
intervals (every 100 frames) with the location of pedestrians in the scene.
A two-fold cross validation procedure was used to assess performance on this
database. The system was first trained on sequence S5 and tested on sequence
S1, and then vice versa. Average results across all frames in both sequences are
then reported. Results are displayed in Table 5.1 for all four algorithms.
The proposed algorithms operate with a mean absolute error of 0.446 and 0.388
for the map and pixel methods, respectively. The mean relative error does not
exceed 20% for either algorithm. By comparison, the naive and cutoff methods
operate with a mean absolute error of 0.678 and 0.722 respectively.
The results are also plotted in Figure 5.6. As expected, the naive method over-
estimates the crowd size when pedestrians pass through the overlap region. By
contrast the cutoff methods tends to underestimate the crowd during this time.
Both the map and pixel methods give suitable results.
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Figure 5.6: Results of multi camera crowd counting using Views 3 and 4 of the
PETS 2006 dataset.
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Map Method Pixel Method Naive Method Cutoff Method
Training Testing MAE MSE MRE MAE MSE MRE MAE MSE MRE MAE MSE MRE
S5 S1 0.343 0.217 18.74% 0.269 0.145 14.34% 0.663 1.166 31.40% 0.545 0.780 26.23%
S1 S5 0.542 0.472 19.00% 0.500 0.472 16.03% 0.691 0.963 26.47% 0.888 1.739 28.82%
All frames 0.446 0.349 18.88% 0.388 0.314 15.21% 0.678 1.061 28.86% 0.722 1.275 27.57%
Table 5.1: Results of multi camera crowd counting using Views 3 and 4 of the PETS 2006 dataset.
Map Method Pixel Method Naive Method Cutoff Method
Training Testing MAE MSE MRE MAE MSE MRE MAE MSE MRE MAE MSE MRE
13-59 13-57 0.879 1.715 3.65% 2.313 8.438 8.60% 7.378 66.919 31.51% 2.262 8.959 8.81%
13-57 13-59 1.443 3.526 8.27% 1.132 1.940 7.53% 5.953 50.568 32.00% 1.054 1.573 6.94%
All frames 1.173 2.660 6.06% 1.697 5.048 8.04% 6.635 58.388 31.77% 1.631 5.105 7.84%
Table 5.2: Results of multi camera crowd counting using Views 1 and 2 of the PETS 2009 dataset.
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5.3.1.2 PETS 2009 Results
Camera calibration is provided for multiple viewpoints of the PETS 2009
database, and Views 1 and 2 were selected due to the wide coverage and overlap
that they provide. Sequences 13-57 and 13-59 were selected for evaluation because
these were specifically captured for the purpose of evaluating crowd counting algo-
rithms. These datasets contain much larger crowds than the PETS 2006 database,
and two frames from this database are shown in Figure 5.1. Frames were anno-
tated at regular intervals (every 20 frames) with the locations of pedestrians in
the scene for evaluation purposes.
Cross validation with two folds is performed using the 13-57 and 13-59 sequences,
and the results of this analysis are shown in Table 5.2. The proposed algorithms
achieve a mean absolute error of 1.173 and 1.697 for the map and pixel methods,
respectively. By comparison the naive method reports a MAE of 6.635 due to
severe overestimation of the crowd size due to overlap regions. The cutoff method
achieves a MAE of 1.631 which is comparable to the pixel method. The best
performance across all three error metrics is observed for the Map method.
The results are plotted in Figure 5.7. The naive method overestimates the crowd
size severely, while good performance (MRE < 10%) is observed for the other
methods.
5.3.2 Scene Invariant Crowd Counting Across a Multi-
Camera Network
In this section, scene invariance is combined with multi camera crowd counting,
and the proposed algorithm is evaluated on a three-camera environment using
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Figure 5.7: Results of multi camera crowd counting using Views 1 and 2 of the
PETS 2009 dataset.
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the PETS 2009 database.
Training is performed using three QUT datasets (Cameras 3, 5 and 8) described
in Section 4.3.1 (p. 216). Feature normalisation is performed as described in
Section 4.2.3 to achieve scene invariance.
Testing is performed on Views 1, 2 and 3 of the PETS 2009 database, for sequences
13-57 and 13-59. The ROIs used for this evaluation are shown in Figure 5.3. A
selection of pedestrians have been annotated to aid the reader in interpreting
the relationship between the camera viewpoints. The ROIs used for the cutoff
method are also shown in Figures 5.4(b) and 5.5.
Table 5.3 presents the results of this evaluation. The proposed Map and Pixel
methods achieve mean absolute error rates of 1.756 and 2.665 respectively. Both
approaches report a MRE < 10% indicating highly accurate performance. These
approaches both outperform the cutoff method which achieved a MRE of 14.34%.
This is due to imperfect separation provided by the ROI cutoff: humans are 3D
objects and therefore it is difficult to achieve true separation using a hypothetical
line on the ground plane. The compensation provided by the overlap map (Section
5.2.1) appears to provide superior crowd counting performance in a complicated
three-camera environment such as this.
Results for this experiment are plotted in Figure 5.8. These results provide strong
support for both the scene invariant and the multi camera crowd counting algo-
rithms proposed in this thesis.
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Figure 5.8: Results of multi camera crowd counting using Views 1, 2 and 3 of
the PETS 2009 dataset.
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Map Method Pixel Method Naive Method Cutoff Method
Training Testing MAE MSE MRE MAE MSE MRE MAE MSE MRE MAE MSE MRE
QUT 13-57 1.977 5.533 6.95% 2.732 8.952 8.89% 21.739 532.523 74.37% 5.207 44.034 24.63%
QUT 13-59 1.554 4.717 5.81% 2.603 7.878 10.25% 16.477 335.754 56.98% 1.236 2.262 4.91%
All frames 1.756 5.107 6.36% 2.665 8.392 9.60% 18.993 429.861 65.30% 3.135 22.240 14.34%
Table 5.3: Results of multi camera crowd counting using Views 1 2, and 3 of the PETS 2009 dataset.
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5.3.3 Conclusions
Both of the proposed approaches demonstrate the ability to count crowds in
a multi camera environment. The map method (‘Density Map Modification’)
alters the density map in regions of overlap, which modifies the values of the
image features prior to regression. By contrast, the pixel method (Pixel Density
Assignment) performs compensation on a pixelwise basis after regression has been
performed.
These algorithms demonstrate accurate crowd counting results, with the pixel
method performing slightly better on the PETS 2006 database, while the map
method performs better on the PETS 2009 database. Both algorithms outperform
the naive approach and provide similar or better performance than the ROI cutoff
method (described in Section 5.2.4).
As noted in Section 5.2.2, the map method results in a modified crowd estimate
for each viewpoint, µˆv, the summation of which over all viewpoints yields the
total number of pedestrians in the scene (Equation 5.4). These estimates {µˆv}
do not provide an accurate indication of the number of people in each individual
viewpoint, due to the modification of the density map prior to regression. If
the number of people in a particular viewpoint is required, feature extraction
and regression would need to be repeated using the unmodified density map S.
The redundancy of this computation makes the map method less intuitive and
attractive than the pixel method, which only modifies the crowding density after
feature extraction and regression have been performed.
Both approaches require some additional computational overhead compared to
the naive and cutoff methods. However, the accuracy is improved by doing so.
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5.4 Summary
This chapter proposed a novel multi camera crowd counting algorithm built upon
local features and scene invariant crowd counting. Camera calibration is incor-
porated into the system to compensate for people in regions of overlap and to
scale features between viewpoints. Accurate crowd counting results were obtained
using two datasets comprising five calibrated cameras.
The following contributions were made in this chapter:
• The construction of an overlap map which enables a system to quantify the
amount of overlap in any given region of an image. This is based on a real
world object of fixed dimensions, a cylinder model which is the approximate
size of a human. This approach serves to estimate the overlap specifically
for humans or objects of similar size.
• Two novel methods for compensating for camera overlap when counting
crowds. Density Map Modification alters the density map in regions of
overlap, while Pixel Density Assignment determines the crowding density
at each pixel and then modifies it for multi camera environments. Both
approaches make use of the overlap map.
• The ROI cutoff method is also described as an alternative method, which
is computationally more efficient but slightly less accurate.
• Crowd counting experiments in multi camera environments demonstrate
highly accurate crowd counting results on the PETS 2006 and PETS 2009
databases using the proposed algorithms.
• The combination of scene invariance and multi camera crowd counting
demonstrates the efficacy of the algorithms proposed in this thesis. A mean
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relative error of 6-8% was observed using a three-camera setup.
The proposed multi camera crowd counting algorithm has been demonstrated to
be effective in counting crowds across multiple viewpoints, and can be deployed
in large surveillance environments where a single camera is insufficient to observe
the entire crowd.

Chapter 6
Queue Monitoring
6.1 Introduction
Estimating queue parameters is an important part of many business operations,
including retail shops, public transport hubs and airports. When these queues are
particularly large, as at airport check-in counters with multiple service stations,
it is difficult for human operators to quantitatively assess queue parameters such
as throughput rate, overall queue size, growth rate and wait time.
This chapter presents a queue monitoring algorithm which combines crowd count-
ing and crowd flow monitoring in order to calculate the required parameters.
There has been very little research in the computer vision field targeting the
monitoring of queues. Although crowd counting and crowd flow monitoring have
been actively researched in recent years, they have not previously been combined
for the purpose of queue monitoring.
In developing this queue monitoring algorithm, a novel crowd flow monitoring
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algorithm (virtual gate) has been developed, which monitors crowd flow auto-
matically at a specified region within an image. Feature points corresponding
to pedestrians are detected and accumulated as they pass through the virtual
gate. During each window of time, the number of people who entered the gate
is estimated. The queue monitoring system also makes use of the novel crowd
counting algorithm discussed in Chapters 3-5 of this thesis.
The underlying algorithms used in this system can be applied to complex scenes
and multi camera environments, resulting in a very flexible and powerful queue
monitoring system. This chapter is structured as follows: Section 6.2 presents
the proposed queue monitoring framework which is based on the combination of
virtual gates and crowd counting; Section 6.3 describes the proposed virtual gate
algorithm; Section 6.4 evaluates the queue monitoring framework on real world
data from an international airport; and Section 6.5 presents the conclusions of
this research.
6.2 Queue Monitoring Framework
The queue monitoring system developed for this project is comprised of two core
components:
1. Crowd Counting. This module covers a holistic view of the scene (in-
cluding support for multiple cameras) and enables the system to estimate
the number of people waiting in a queue. This algorithm is described in
Chapters 3-5.
2. Virtual Gates. Positioned at the entry and/or exit points of a queue, the
purpose of a virtual gate is to detect the pedestrians as they pass across a
line (or through a region of interest). This enables the system to estimate
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(a) Theoretical design.
(b) A practical application.
Figure 6.1: Design of the proposed queue monitoring system.
the number of pedestrians entering or exiting a queue, as well as the rates
of entrances/exits over time. This algorithm is described in Section 6.3.
These components are illustrated in Figure 6.1. The counting region is placed
over the queueing zone, with a virtual gate positioned at either end of the queue.
The fusion of these modules is used to estimate queue parameters.
Let the size or length of a queue at time t be denoted Qt, which represents the
number of people waiting to be serviced. The rate of change of this queue length,
qt, is the growth rate:
qt =
∆Qt
∆t
=
Qt −Q(t−∆t)
∆t
(6.1)
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A typical value for ∆t might be 3-5 minutes, as this will give a reasonable indica-
tion of how the queue size has changed in the short term, although any length of
time can be used to estimate the growth rate depending on the target application.
The total number of arrivals at the end of a queue is denoted At, and this repre-
sents the cumulative count of pedestrians who have entered the queue since time
t = 0. Its rate of change, at, is the arrival rate:
at =
∆At
∆t
=
At − A(t−∆t)
∆t
(6.2)
Similarly, the total number of people who have been serviced at the front of the
queue is denoted St, and its rate of change, st, is the service rate (or throughput
rate):
st =
∆St
∆t
=
St − S(t−∆t)
∆t
(6.3)
From an operational standpoint, the values of at and st are more interesting
than At and St because they provide instantaneous data about the current state
of the queue. By contrast, the measurements of At and St include the total
number of people counted by the system since its inception (or an arbitrary
reference point which we refer to as t = 0). Both Qt and qt provide instantaneous
information about the crowd size and its growth rate respectively, and therefore
contain operationally meaningful information.
Finally, the wait time is the average time expected for a person at the end of the
queue to be serviced. The current service rate st can be used to estimate the wait
time, Tw:
6.2 Queue Monitoring Framework 271
st =
∆St
∆t
(6.4)
≈ Qt
Tw
(6.5)
Thus, given the current estimate of queue length Qt and service rate st, the wait
time is expected to be:
Tw =
Qt
st
(6.6)
For example, a queue of length Qt = 50 people serviced at a rate of st = 5 people
per minute will take Tw =
50
5
= 10 minutes to process.
When all queue parameters (Qt, At, St) are monitored, there is a redundancy of
information because any parameter may be derived from the other two. This is
because queue size is the difference between the total number of arrivals and the
total number of people who have been serviced thus far:
Qt = At − St (6.7)
Equivalently, the growth rate is equal to the difference between arrival rate and
service rate:
qt = at − st (6.8)
Therefore it is only strictly necessary to monitor two out of the following three
parameters:
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1. Queue length, Qt (using crowd counting techniques)
2. Number of arrivals, At (using a virtual gate)
3. Number of people serviced, St (using a virtual gate)
This gives rise to three possible scenarios:
1. When arrivals are not monitored, they may be estimated from:
At = St +Qt (6.9)
This is the total number of people serviced plus those remaining to be
serviced. Similarly, the arrival rate is:
at = st + qt (6.10)
2. When the number of people who have been serviced are not monitored,
they may be estimated from:
St = At −Qt (6.11)
This is the total number of people who have arrived minus those still re-
maining in the queue to be serviced. Similarly, the service rate is:
st = at − qt (6.12)
3. When queue size is not monitored, the estimates obtained from Equations
6.7 and 6.8 may be used. However, the use of two virtual gates may prove
problematic as historical errors in At, St are accumulated and this may
affect the value of Qt. This may be described as a gradual ‘drift’ over time
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due to small inaccuracies in the virtual gates (or due to people who enter
or exit the queue from unusual locations).
It is recommended that a crowd counting algorithm is used to directly
count the crowd in order to avoid this drift. Alternatively, if the crowd size
is derived from At, St (Equation 6.7) then it should be reset to 0 during
periods of inactivity to mitigate the effects of drift.
The individual modules that comprise the queue monitoring algorithm operate
independently of one another. The crowd counting algorithm is described in
Chapters 3-5 and the virtual gate algorithm is presented in Section 6.3.
6.3 The Virtual Gate
The virtual gate is designed to count pedestrians passing through a region of
interest or ‘gate’ over time. This may take place at the entrance or exit to
a queue, for example. By comparion, ‘crowd counting’ is concerned with the
number of pedestrians within a ROI at a single point in time. The similarities
and differences between the two algortihms are summarised in Table 6.1.
The crowd counting algorithm employs background modelling to detect both mov-
ing and stationary pedestrians, while the virtual gate uses optical flow to measure
moving pedestrians only. Crowd counting is performed in a single frame, while
the virtual gate measures crowd flow across an entire video sequence. Therefore,
while crowd counting is evaluated over multiple frames, the virtual gate algorithm
is evaluated over multiple sequences. For each sequence, the number of pedestri-
ans entering the gate is annotated, and the system’s estimate is compared to this
ground truth.
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Crowd Counting Virtual Gate
Counts the number of people located
within a wide ROI.
Counts the number of people passing
through a small ROI.
Measured at a single point in time. Measured over a longer period of time.
Counts both moving and stationary
pedestrians.
Counts moving pedestrians only.
Detected using adaptive background
modelling (motion detection).
Detected using optical flow.
Error is measured by comparing esti-
mate to ground truth in a single frame.
Error is measured by comparing esti-
mate to ground truth across a sequence.
Evaluation is performed across multiple
frames.
Evaluation is performed across multiple
sequences.
Local features are extracted by dividing
an image into foreground segments.
Local features are extracted by dividing
a sequence into sub-sequences, or win-
dows.
Holistic features are extracted from the
entire image.
Holistic features are extracted from the
entire sequence.
Table 6.1: The comparison between crowd counting and virtual gate algorithms
presented in this thesis.
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As discussed in Section 2.4, existing crowd flow monitoring algorithms have typ-
ically fallen into two categories:
1. Detection and tracking. These approaches utilise object or feature track-
ing [7, 39, 173, 198]. In crowded scenes where the camera is sufficiently close
to the scene, face detection has been used to track incoming pedestrians
[47, 205] as well as head and shoulder contours [175].
2. Regression of optical flow. These approaches adopt a statistical ap-
proach more suitable for crowded scenes. They typically calculate the op-
tical flow fields within a gate and accumulate the motion vectors over time
[20, 27, 98]. A regression function is learned to estimate the number of
people entering based on the optical flow.
In a crowded environment such as a queue, human detection, face detection and
object tracking are challenging due to the size of the crowd and the distance of
the camera from the scene (Figure 6.1(b)). In many cases these algorithms are
also computationally expensive. Regression based approaches are therefore most
applicable to crowded environments.
This chapter draws upon both methods and proposes a combined approach: fea-
ture points are detected in an image (such as corners and edges) and their motion
is accumulated over time. This accumulated motion serves as input to a regres-
sion model. The proposed algorithm is based on the intuition that the number of
people passing through a gate is related to the number of feature points crossing
a counting line, although the relationship may not necessarily be linear. The
proposed system establishes a region of interest (ROI) around the counting line
(Figure 6.2) and calculates the summation of optical flow of these feature points.
Therefore a combination of feature detection and regression is used to obtain the
estimated count.
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Figure 6.2: The components of a virtual gate.
This section is structured as follows: Section 6.3.1 presents an overview of the
proposed virtual gate algorithm; Section 6.3.2 introduces the use of optical flow
histograms to separate noise from meaningful flow information; Section 6.3.3
describes the feature selection process used in this evaluation; and Section 6.3.4
describes the ground truth annotation method used to train the system.
6.3.1 Virtual Gate Overview
The virtual gate is depicted in Figure 6.2. It is comprised of a counting line
surrounded by a region of interest (ROI), and a direction of interest (DOI) in
which pedestrians move. The set of pixels belonging to the ROI is denoted R,
and the unit vector pointing in the DOI is denoted d.
The proposed algorithm accumulates optical flow in the direction of interest at a
discrete set of detected feature points. Each video sequence is divided into a set
of sub-sequences, or windows, in which the optical flow is accumulated (Figure
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Figure 6.3: Visual representation of frames and windows. Optical flow based
features are computed between frame pairs and accumulated across each window.
6.3). Regression is then applied to each window independently to estimate the
number of people passing through the virtual gate. This approach is analogous to
the use of local features within a crowd counting algorithm (Chapter 3), whereby
an image is divided into a set of segments and the number of people within each
segment is estimated.
The features within each window are calculated as follows. The optical flow field
at time t is denoted vt, and the optical flow at a pixel p is denoted vt(p). The
component of this flow which points in the direction of interest d is referred to
as the aligned optical flow, and is computed using the dot product:
vˆt(p) = vt(p) · d (6.13)
The set of feature points detected within the ROI at time t is denoted Ft,f , where
the subscript f represents the type of feature under consideration (such as corners
or edges). At each frame in the video we calculate the total aligned flow as follows:
at,f =
∑
p∈Ft,f
vˆt(p) (6.14)
The video sequence is split into a series of time windows enumerated by n. The
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set of frames belonging to the nth window is denoted Wn, and each window is
taken to be the same length. Across each time window Wn the total aligned flow
is accumulated:
αn,f =
∑
t∈Wn
at,f (6.15)
Although feature points are not explicitly tracked, this summation will be roughly
proportional to the number of feature points crossing the counting line. This is
because the summation of aligned flow for each feature point is equal to the dis-
tance it travels through the gate (i.e. the width of the ROI). Figure 6.4 illustrates
this: a feature point passing through the gate is described by a series of optical
flow vectors (displacements), the aligned components of which sum to the width
w of the ROI.
Consequently each feature passing through the gate contributes approximately
the same quantity of aligned flow, so that the total aligned flow over a time
window, αn,f , is proportional to the number of features crossing the gate (with
proportionality constant w). Thus the summation of aligned flow over a time
window is a measure of the number of passing feature points. Furthermore,
the use of flow accumulation rather than explicit feature tracking reduces the
computational overhead involved with tracking.
6.3.2 Optical Flow Histograms
This section describes how optical flow histograms can be used to further improve
system performance by separating the effects of potential noise and true motion.
In practice the values of optical flow are not always accurate and may be subject
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v1 · d v1
v2 · d v2
v3 · d v3
w d
Figure 6.4: A feature point passes through the ROI. Optical flow vectors de-
scribe its displacement between consecutive frames. The component of the flow
in direction d contributes to the aligned flow. These components sum to w ap-
proximately.
to error or noise. Consider a feature point belonging to a background object
which does not move. The true value of optical flow is 0 but in practice may be
assigned a small fractional value such as 0.02. In order to separate the effects of
noise and true motion, a histogram based on flow magnitude is proposed. Aligned
optical flow (Equations 6.13-6.14) is calculated within different histogram bins as
follows:
1. Each pixel p is assigned to a histogram bin b based on the magnitude of
vˆt(p). Typical bin ranges are [0, 0.05), [0.05, 0.25) and [0.25,∞) and these
values are used in this thesis. The set of pixels belonging to bin b is denoted
Hb.
2. The total aligned flow for bin b and for feature f is denoted:
at,f,b =
∑
p∈Ft,f∩Hb
vˆt(p) (6.16)
3. The total aligned flow across a time window Wn for bin b and feature f is
then calculated as follows:
αn,f,b =
∑
t∈Wn
at,f,b (6.17)
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The set of all features and histogram bins, {αn,f,b}f,b, are collected into a feature
vector xn which describes the time window Wn. Note that when multiple fea-
tures and histogram bins are used, these features are concatenated to form the
larger feature vector. A regression model is then trained to learn the relation-
ship between the feature vectors {xn} and the ground truth values {gn}. This is
described in Section 6.3.4.
6.3.3 Feature Selection
In this section a number of features are proposed for use with the virtual gate
algorithm. A number of image features were previously used for crowd count-
ing (Chapter 3) and these were categorised into size, shape, edge and keypoint
features. A similar selection of features is adopted for the virtual gate algorithm.
The following features are used in this chapter:
1. All Pixels. The use of all pixels treats every pixel within the ROI as
if it is a feature point. Consequently, all pixels within the ROI are used
to accumulate the total aligned flow in Equation 6.14. This approach is
similar to existing methods in the literature which use regression of optical
flow [98].
This feature is analogous to the ‘size’ feature in the crowd counting algo-
rithm, because all pixels within a segment are used, and all pixels contribute
to the value of the feature.
2. Edges. As described in Section 3.2.3.4, edges have been commonly used in
crowd counting systems. Canny edge detection [32] is used to detect edges
within the ROI and these pixels are used to accumulate the total aligned
optical flow.
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3. Corners. As discussed in Section 3.2.3.5, keypoints are often indicative of
human crowding. Corners are chosen here because of their use in popular
feature trackers, such as the Kanade-Lucas-Tomasi (KLT) tracker [117, 186].
In order to achieve rapid processing speed, Rosten’s FAST algorithm [160,
161] is used for corner detection within the proposed framework.
The above features are analogous to the size, edge and keypoint features which
were used within the crowd counting algorithm of Chapter 3. Shape based fea-
tures (Section 3.2.3.3) were also used for crowd counting; these features are de-
rived from the perimeter pixels of each foreground segment. Foreground segmen-
tation was achieved using adaptive background modelling techniques, which is
not employed within the proposed virtual gate. Instead, the virtual gate makes
use of optical flow, for which there is no equivalent shape feature. Consequently,
three types of feature are evaluated in this chapter: all pixels, edges and corners.
Figure 6.5 depicts the relationship between these features and the number of
people passing through the gate within each window of time. Although the re-
lationship is approximately linear, the presence of noise and local non-linearities
warrants the use of multiple features and non-linear regression techniques such
as GPR.
6.3.4 Ground Truth Annotation and System Training
Ground truth is annotated via a graphical user interface to identify the time
stamp of each pedestrian passing through the gate. These annotations are then
assigned automatically to windows so that the number of people passing through
the gate during each window is obtained automatically. A window length of 30
seconds was used for the proposed system.
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Figure 6.5: Relationship between features and number of people passing through
the gate for Camera C (as described in Section 6.4.1). The lower histogram bin
with range [0, 0.05) is shown in the left hand column; the middle histogram bin
with range [0.05, 0.25) is shown in the middle column; and the upper histogram
bin with range [0.25,∞) is shown in the right hand column.
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Let the number of annotated people passing through the gate during time window
Wn be denoted gn. A corresponding set of features, concatenated into the feature
vector xn, is extracted for each window. These features and targets form the
training data set, {xn, gn}, and a regression model is used to learn the relationship
between the two.
As described in Section 3.2.5, Gaussian process regression (GPR) does not place
any prior assumptions on the relationship between the feature space and target
values, and is therefore ideal for crowd monitoring applications such as this.
GPR was shown to achieve consistently superior performance for crowd counting
(Sections 3.3.3.2 and 4.3.2.2) compared to linear regression, neural networks and
K-nearest neighbours.
For comparison, all of the above regression models are used within the virtual
gate framework, and the results of this analysis are presented in Section 6.4.2.2.
6.4 Experimental Results
In this section the proposed virtual gate algorithm and queue monitoring frame-
work are evaluated using a number of datasets obtained from the Brisbane Inter-
national Airport. Section 6.4.1 presents these benchmark datasets, Section 6.4.2
evaluates the performance of the proposed virtual gate algorithm on a variety of
viewpoints and Section 6.4.3 evaluates the proposed queue monitoring framework
specifically on queue footage.
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Camera A Camera B Camera C Camera D Camera E
Camera ID 2122 2341 2355 2365 2729
Sequences 10× 3:00 8× 3:00 8× 3:00 8× 3:00 20× 3:00
Throughput 323 419 574 503 401
Resolution 600× 800 720× 576 600× 800 720× 576 600× 800
Frame Rate
Original 30 30 30 30 30
Downsampled 6 6 6 6 6
Table 6.2: The benchmark datasets used to evaluate the proposed virtual gate
algorithm. The total number of sequences and their duration is listed, as well as
the throughput across all sequences (number of pedestrians passing through the
gate).
6.4.1 Benchmark Datasets
Existing crowd flow monitoring algorithms have been evaluated on a variety of
different datasets which are not publicly available, making a comprehensive com-
parison difficult. Those datasets which are publicly available such as PETS 2009
[149] do not contain sufficient data to evaluate the virtual gate across multiple
sequences, as is required for a rigorous analysis.
To evaluate the proposed virtual gate algorithm, five benchmark datasets were
collected and annotated from the Brisbane International Airport. These datasets
are summarised in Table 6.2, and are referred to as Cameras A-E for brevity.
The datasets are divided into a number of individual sequences, each of length
3 minutes. The algorithm is evaluated using a cross validation procedure as
described in Section 6.4.2.
Camera A is positioned at the exit to the secondary examination (customs bag
search) as shown in Figure 6.6. Cameras B, C and D are located above airport
concourses and capture free flowing pedestrian traffic, as shown in Figures 6.7-
6.9. Finally, Camera E is positioned above the arrival exit on the public side as
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(a) ROI (b) Image
Figure 6.6: Camera A
(a) ROI (b) Image
Figure 6.7: Camera B
shown in Figure 6.10.
To evaluate the proposed queue monitoring framework, surveillance footage was
obtained from the airport’s baggage check-in counter. This dataset is referred to
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(a) ROI (b) Image
Figure 6.8: Camera C
(a) ROI (b) Image
Figure 6.9: Camera D
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(a) ROI (b) Image
Figure 6.10: Camera E
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Sequence A Sequence B
Length 12:00 20:00
Frames 9000 15000
Queue Length 26 to 32 19 to 28
Arrivals 35 37
Services 27 57
Resolution 704× 576 704× 576
Frame Rate
Original 12.5 12.5
Downsampled 4.17 4.17
Table 6.3: The benchmark datasets used to evaluate the proposed queue moni-
toring algorithm.
as the ‘Queue dataset’ and is comprised of two sequences called ‘Sequence A’ and
‘Sequence B’, as summarised in Table 6.3. Sequence A is of length 12 minutes,
containing 35 passenger arrivals, 27 passengers serviced and 26-32 people in the
queue. Sequence B is of length 20 minutes, containing 37 passenger arrivals, 57
passengers services and 19-28 people in the queue.
The footage contains queues located at the baggage check-in counter, containing
both human and non-human objects (i.e. luggage). This makes crowd counting
and crowd flow monitoring particularly challenging. For each experiment, a cross
validation procedure was followed, as described in Section 3.3.3.
6.4.2 Virtual Gate
In this section the performance of the virtual gate is assessed. A cross valida-
tion procedure is followed, as described in Section 3.3.3. For each dataset, this
procedure can be summarised as follows:
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(a) Image (b) ROI for crowd counting
(c) ROI for arrivals (d) ROI for services
Figure 6.11: Queue dataset
290 6.4 Experimental Results
1. The dataset is annotated with ground truth data: the number of pedestrians
passing through the gate during each 3 minute sequence is annotated, as
well as the number of pedestrians passing through the gate during each 30
second window.
2. One sequence is set aside for testing. The proposed virtual gate algorithm
is trained using ground truth from the other sequences. Testing is then
performed on the selected test sequence.
3. This procedure is repeated for all sequences within the dataset, by rotating
the training and testing sets as depicted in Figure 3.19 (p. 161). Error
metrics are averaged across all sequences: mean absolute error (MAE),
mean square error (MSE) and mean relative error (MRE) are reported.
Each dataset is evaluated separately using the above procedure. Error metrics
are then combined across all sequences using average rank, with equal weighting
given to each dataset. This procedure is used to evaluate feature selection in
Section 6.4.2.1 and regression models in Section 6.4.2.2.
6.4.2.1 Feature Evaluation
The features used in this evaluation are referred to as ‘All’ (all pixels), ‘Edges’
and ‘Corners’, as explained in Section 6.3.3. Seven different combinations of these
features are assessed, as shown in Tables 6.4-6.8. Furthermore, the following
system parameters are evaluated in this section:
1. Optical Flow Histograms, as described in Section 6.3.2, are indicated
under the ‘Histogram’ heading. The ‘4’ symbol indicates the use of three
histogram bins, with ranges [0, 0.05), [0.05, 0.25) and [0.25,∞). The omis-
6.4 Experimental Results 291
sion of this symbol indicates the absence of optical flow histograms, or
equivalently, a single histogram bin with range [0,∞).
2. Windows, as described in Section 6.3.1, are indicated under the ‘Win-
dows’ heading. The ‘4’ symbol indicates that each 3 minute sequence has
been divided into six windows of length 30 seconds, which are evaluated
separately (during both training and testing). The omission of this symbol
indicates that each sequence is analysed holistically. The use of windows is
analogous to the use of local features in Chapter 3.
This gives rise to 28 different combinations of features and parameters, as listed
in Tables 6.4-6.8. For each cross validation experiment, the feature-parameter
combinations are ranked from 1 (best) to 28 (worst) in terms of MAE, MSE and
MRE. The regression model used in these experiments is GPR.
The results for Camera A are tabulated in Table 6.4. The top-ranking feature
vector is ‘Corners, All’ with histograms and windows being used. The omission of
histograms causes the ranking to fall from 1 to 13, and the omission of windows
causes it to fall to 21. The mean relative error is between 9.86% and 12.30% for
the best performing feature sets. These are indicated in bold.
The results for Camera B are tabulated in Table 6.5. The top-ranking feature
vectors include ‘Edges’ and ‘Edges, All’. Once again, the omission of histograms
or windows reduce performance significantly. The mean relative error is less than
10% for these sequences.
Camera C is summarised in Table 6.6, with ‘All’ pixels attaining the highest
ranking in terms of MAE and MSE; and ‘Corners, Edges’ attaining the highest
ranking in terms of MRE. For these sequences the mean relative error is less than
10% and the use of histograms and windows are crucial for good performance.
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Camera D is summarised in Table 6.7. ‘Corners, Edges’ (with histograms and
windows) achieved the top ranking by all three error metrics, with a MRE of
10.79%. Finally, Camera E is presented in Table 6.8, for which ‘All’ pixels (with
histograms and windows) achieved top ranking and a MRE of 10.94%.
These results demonstrate that the use of time windows and optical flow his-
tograms improve the performance of the virtual gate on every dataset tested, and
in some cases their inclusion is critical to good performance. In order to com-
pare feature vectors across all datasets, the results are pooled by comparing the
average rank in Table 6.9. The top-ranking feature in each column is underlined,
and the top three features are indicated in bold.
The best performing feature vector is ‘Edges, All’. This feature vector achieves an
average rank of 3.20 (out of 28) in terms of MAE, 4.20 in terms of MSE and 4.00
in terms of MRE. Table 6.9 also presents results using linear regression on the
right hand side, for completeness. Once again the top-ranking feature is ‘Edges,
All’. Due to the consistently good performance of this feature vector across all
datasets, it is selected for use in the subsequent analyses.
The inclusion of ‘Corners’ does not confer any additional advantage. This is
most likely due to the sparseness of these keypoints in an image: relatively few
corners are detected inside the narrow ROI compared to edges (or all pixels).
Nonetheless, relatively good performance is still observed with the ‘Corners, All’
feature vector as well as ‘Corners, Edges, All’.
Figure 6.12 plots the estimate of the proposed algorithm (using the ‘Edges, All’
feature vector) against the ground truth for each sequence in Camera A. Both
the GPR and linear regression estimates are shown. Similarly, Figure 6.13 plots
the Camera B sequences. Note that a negative value occurs because a pedestrian
passes in the opposite direction, and the system estimates a negative value by
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extrapolating beyond the training range as desired. Figure 6.14 plots the se-
quences from Camera C, Figure 6.15 plots the sequences from Camera D and
Figure 6.16 plots the sequences from Camera E. These figures indicate that the
proposed algorithm can perform accurate crowd flow monitoring across a wide
range of conditions. The underestimation in some sequences (such as Figure 6.15,
Sequence 6) is due to greater level of occlusion than the other sequences. This is
depicted in Figure 6.17.
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Features MAE MSE MRE
Corners 4 4 4.832 (5) 33.524 (5) 15.07% (7)
4 31.487 (28) 1260.211 (28) 95.81% (28)
4 5.034 (7) 38.696 (6) 15.67% (9)
5.414 (10) 42.003 (10) 16.16% (16)
Edges 4 4 5.985 (19) 45.724 (14) 19.42% (19)
4 22.626 (26) 807.727 (26) 71.01% (25)
4 5.012 (6) 40.918 (8) 14.80% (5)
5.462 (12) 42.176 (11) 16.07% (15)
All 4 4 3.332 (2) 19.728 (3) 9.86% (1)
4 16.718 (23) 561.187 (23) 59.02% (24)
4 5.432 (11) 46.956 (17) 15.56% (8)
5.696 (18) 51.317 (19) 15.83% (12)
Corners, Edges 4 4 5.684 (17) 42.557 (12) 18.77% (18)
4 21.950 (25) 707.936 (24) 76.44% (26)
4 5.053 (8) 40.866 (7) 15.07% (6)
5.366 (9) 40.920 (9) 15.76% (10)
Corners, All 4 4 3.288 (1) 17.076 (1) 10.56% (2)
4 12.805 (21) 291.772 (21) 55.75% (22)
4 5.466 (13) 44.979 (13) 15.90% (13)
7.454 (20) 134.117 (20) 21.96% (20)
Edges, All 4 4 3.583 (4) 20.126 (4) 13.31% (4)
4 24.668 (27) 897.832 (27) 76.57% (27)
4 5.571 (16) 48.149 (18) 16.33% (17)
5.546 (15) 46.037 (15) 15.81% (11)
Corners, Edges, All 4 4 3.384 (3) 18.111 (2) 12.30% (3)
4 19.524 (24) 724.837 (25) 57.13% (23)
4 5.477 (14) 46.520 (16) 16.03% (14)
13.308 (22) 518.226 (22) 35.39% (21)
Table 6.4: Comparison of features, histograms and windows on Camera A.
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Corners 4 4 3.912 (3) 27.612 (2) 11.83% (6)
4 36.422 (20) 2259.019 (20) 78.90% (20)
4 11.314 (14) 194.692 (17) 69.00% (18)
12.755 (17) 185.069 (16) 60.68% (16)
Edges 4 4 3.684 (2) 22.065 (1) 7.43% (1)
4 47.967 (22) 3418.854 (22) 87.82% (25)
4 10.303 (13) 153.620 (13) 66.06% (17)
11.743 (15) 158.119 (14) 50.33% (13)
All 4 4 5.970 (7) 55.347 (11) 20.13% (7)
4 51.631 (25) 3782.209 (24) 87.25% (23)
4 6.626 (11) 52.762 (10) 38.82% (12)
23.398 (18) 1552.223 (18) 37.68% (11)
Corners, Edges 4 4 4.232 (5) 29.135 (3) 8.47% (3)
4 50.065 (24) 4340.804 (28) 87.06% (22)
4 9.414 (12) 132.737 (12) 59.29% (15)
12.143 (16) 168.183 (15) 54.05% (14)
Corners, All 4 4 4.175 (4) 42.920 (6) 10.40% (5)
4 53.948 (27) 3796.523 (25) 96.31% (27)
4 6.145 (9) 50.808 (8) 35.60% (9)
45.666 (21) 3149.742 (21) 87.69% (24)
Edges, All 4 4 3.666 (1) 31.582 (4) 8.27% (2)
4 48.166 (23) 3433.225 (23) 85.38% (21)
4 6.292 (10) 52.113 (9) 37.29% (10)
53.932 (26) 3800.052 (26) 98.18% (28)
Corners, Edges, All 4 4 4.414 (6) 42.909 (5) 8.87% (4)
4 32.740 (19) 1890.042 (19) 76.57% (19)
4 5.999 (8) 47.644 (7) 34.97% (8)
54.440 (28) 3854.808 (27) 94.23% (26)
Table 6.5: Comparison of features, histograms and windows on Camera B.
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Features MAE MSE MRE
Corners 4 4 8.293 (13) 108.367 (13) 12.34% (8)
4 58.385 (22) 4868.251 (23) 105.32% (26)
4 9.007 (14) 125.663 (14) 17.66% (14)
46.652 (18) 2734.472 (17) 77.15% (16)
Edges 4 4 5.721 (2) 61.257 (2) 9.68% (4)
4 49.587 (20) 3541.611 (20) 78.85% (18)
4 7.629 (10) 91.381 (7) 13.33% (12)
75.696 (28) 6784.929 (28) 107.42% (27)
All 4 4 5.271 (1) 36.085 (1) 12.28% (7)
4 60.262 (23) 4569.810 (21) 93.64% (22)
4 7.903 (12) 90.795 (5) 13.93% (13)
71.498 (25) 6582.336 (27) 102.77% (25)
Corners, Edges 4 4 6.380 (4) 91.795 (8) 8.12% (1)
4 39.785 (16) 2221.816 (15) 84.84% (21)
4 7.503 (8) 98.267 (11) 11.52% (6)
69.811 (24) 5788.151 (24) 152.63% (28)
Corners, All 4 4 6.778 (5) 67.552 (3) 13.32% (11)
4 45.543 (17) 2836.234 (18) 77.64% (17)
4 7.616 (9) 98.211 (10) 13.15% (10)
73.413 (27) 6433.622 (26) 102.22% (24)
Edges, All 4 4 6.255 (3) 68.505 (4) 8.94% (3)
4 38.859 (15) 2335.429 (16) 72.19% (15)
4 7.862 (11) 90.977 (6) 13.05% (9)
72.252 (26) 6210.541 (25) 101.53% (23)
Corners, Edges, All 4 4 7.420 (6) 103.781 (12) 8.59% (2)
4 48.559 (19) 3278.461 (19) 82.69% (20)
4 7.493 (7) 96.528 (9) 11.49% (5)
54.247 (21) 4581.324 (22) 79.00% (19)
Table 6.6: Comparison of features, histograms and windows on Camera C.
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Corners 4 4 6.542 (4) 85.055 (2) 10.97% (3)
4 55.851 (22) 5027.973 (22) 77.43% (22)
4 11.488 (18) 160.775 (19) 47.64% (20)
10.301 (13) 161.975 (20) 24.33% (12)
Edges 4 4 7.693 (5) 106.050 (6) 11.93% (4)
4 73.995 (28) 6575.781 (28) 172.85% (27)
4 11.634 (20) 156.863 (16) 46.14% (19)
9.986 (11) 155.758 (15) 23.45% (9)
All 4 4 8.468 (8) 114.825 (8) 14.80% (7)
4 57.612 (23) 5401.593 (23) 81.13% (23)
4 10.953 (14) 128.484 (10) 41.14% (16)
8.193 (7) 101.138 (4) 23.25% (8)
Corners, Edges 4 4 6.100 (1) 75.708 (1) 10.79% (1)
4 66.114 (24) 5807.248 (26) 131.49% (25)
4 11.630 (19) 158.523 (17) 45.87% (18)
10.174 (12) 159.511 (18) 23.94% (11)
Corners, All 4 4 6.448 (2) 101.223 (5) 10.86% (2)
4 68.447 (26) 6134.276 (27) 124.84% (24)
4 11.278 (17) 141.976 (14) 40.35% (15)
9.509 (10) 133.242 (11) 24.49% (13)
Edges, All 4 4 7.975 (6) 109.793 (7) 14.36% (6)
4 66.988 (25) 5771.340 (24) 133.40% (26)
4 11.041 (15) 136.842 (12) 40.27% (14)
9.128 (9) 126.469 (9) 23.71% (10)
Corners, Edges, All 4 4 6.538 (3) 92.903 (3) 12.14% (5)
4 69.613 (27) 5772.124 (25) 189.59% (28)
4 11.150 (16) 138.926 (13) 41.16% (17)
52.713 (21) 4892.769 (21) 73.54% (21)
Table 6.7: Comparison of features, histograms and windows on Camera D.
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Corners 4 4 2.168 (14) 8.306 (11) 19.54% (16)
4 7.873 (24) 154.855 (21) 63.86% (26)
4 2.026 (9) 9.054 (16) 12.63% (3)
11.678 (28) 292.062 (24) 80.61% (28)
Edges 4 4 2.144 (12) 8.979 (15) 19.17% (15)
4 9.410 (26) 428.534 (27) 34.86% (24)
4 1.956 (8) 8.916 (14) 14.11% (7)
11.090 (27) 579.415 (28) 46.75% (25)
All 4 4 1.354 (1) 2.874 (1) 10.94% (1)
4 3.253 (18) 66.527 (19) 18.87% (14)
4 1.872 (6) 6.441 (8) 15.37% (9)
6.992 (23) 397.834 (26) 26.28% (19)
Corners, Edges 4 4 2.312 (16) 8.696 (13) 33.44% (23)
4 3.482 (19) 74.315 (20) 18.01% (13)
4 1.905 (7) 6.642 (9) 13.08% (4)
6.253 (21) 252.641 (23) 30.33% (21)
Corners, All 4 4 2.169 (15) 6.104 (7) 27.87% (20)
4 2.154 (13) 8.670 (12) 13.45% (6)
4 1.803 (5) 5.157 (4) 17.80% (12)
8.983 (25) 228.191 (22) 66.65% (27)
Edges, All 4 4 1.390 (2) 3.433 (2) 13.40% (5)
4 1.480 (3) 3.727 (3) 11.10% (2)
4 2.034 (10) 7.106 (10) 14.63% (8)
6.950 (22) 298.441 (25) 32.23% (22)
Corners, Edges, All 4 4 2.060 (11) 5.887 (6) 24.64% (18)
4 3.133 (17) 35.581 (17) 16.05% (10)
4 1.795 (4) 5.238 (5) 16.59% (11)
3.645 (20) 52.533 (18) 23.84% (17)
Table 6.8: Comparison of features, histograms and windows on Camera E.
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GPR Linear
Features MAE MSE MRE MAE MSE MRE
Corners 4 4 7.80 6.60 8.00 9.40 10.60 9.40
4 23.20 22.80 24.40 18.80 19.00 17.00
4 12.40 14.40 12.80 19.40 19.60 21.80
17.20 17.40 17.60 20.20 20.40 21.40
Edges 4 4 8.00 7.60 8.60 8.40 8.20 7.60
4 24.40 24.60 23.80 19.20 18.40 17.40
4 11.40 11.60 12.00 17.00 15.20 18.60
18.60 19.20 17.80 17.20 16.80 17.80
All 4 4 3.80 4.80 4.60 5.60 7.00 6.20
4 22.40 22.00 21.20 11.60 11.00 11.40
4 10.80 10.00 11.60 11.00 10.40 16.40
18.20 18.80 15.00 11.80 11.60 15.20
Corners, Edges 4 4 8.60 7.40 9.20 9.80 10.80 8.20
4 21.60 22.60 21.40 24.40 24.00 24.40
4 10.80 11.20 9.80 17.00 16.00 16.60
16.40 17.80 16.80 18.40 18.00 16.00
Corners, All 4 4 5.40 4.40 8.00 6.20 7.20 6.60
4 20.80 20.60 19.20 21.40 21.80 17.80
4 10.60 9.80 11.80 10.80 10.80 13.60
20.60 20.00 21.60 16.40 16.00 16.60
Edges, All 4 4 3.20 4.20 4.00 5.00 5.60 5.60
4 18.60 18.60 18.20 15.40 16.00 12.80
4 12.40 11.00 11.60 13.00 12.60 13.00
19.60 20.00 18.80 14.80 14.80 15.80
Corners, Edges, All 4 4 5.80 5.60 6.40 7.20 8.40 5.20
4 21.20 21.00 20.00 24.40 25.80 23.20
4 9.80 10.00 11.00 14.00 12.60 11.80
22.40 22.00 20.80 18.20 17.40 18.60
Table 6.9: Average rank across all datasets, when all combinations of features,
histograms and windows are ranked from 1 to 28 on each dataset. Values shown
are not actual error rates, but rather an average ranking.
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Figure 6.12: Cross validation results on Camera A.
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Figure 6.13: Cross validation results on Camera B.
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Figure 6.14: Cross validation results on Camera C.
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Figure 6.15: Cross validation results on Camera D.
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Figure 6.16: Cross validation results on Camera E.
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Figure 6.17: Sequence 6, Frame 4200 from Camera D. A higher level of occlusion
is observed for this sequence.
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6.4.2.2 Regression Models
In this section, the K-fold cross validation experiments are repeated to evalu-
ate a number of regression models within the context of the proposed virtual
gate algorithm. For comparison, we use Gaussian process regression (GPR),
least squares linear regression (Linear), K-Nearest Neighbours (KNN) with
K = 1, 2, 4, 8, 16, 32, and a neural network (NN) with Sigmoid activation function
and one hidden input layer (containing 4, 8, 16 or 32 neurons). In total there are
12 regression models with various parameters. The ‘Edges, All’ feature vector is
used in conjunction with histograms and windows, due to the consistently good
performance of this configuration in Section 6.4.2.1.
Table 6.10 summarises the results for Camera A for various regression models.
Error rates are ranked from 1 to 12 in each column. The linear and GPR mod-
els provide the most accurate performance. Table 6.11 presents the results for
Camera B, for which GPR and linear regression again offer best performance.
The linear model performs best on Camera C (Table 6.12); K-nearest neighbours
(with K = 4) performs best on Camera D (Table 6.13) and GPR performs best on
Camera E (6.14). Across all viewpoints, GPR and linear regression are included
in the top three ranking regression models in every case.
Results across all datasets are pooled in Table 6.15 and the average rank is
reported. The linear model outperforms the other models with an average rank
of 1.60 (out of 12) in terms of both MAE and MRE. The GPR model follows
closely with an average rank of 2.00 in terms of MAE and 1.80 in terms of MRE.
These results indicate that the linear model provides the most accurate per-
formance within the proposed virtual gate algorithm, followed very closely by
Gaussian process regression. For this reason the linear regression model adopted
in the subsequent analyses.
6.4 Experimental Results 307
Error
Regression Model MAE MSE MRE
GPR 3.583 (2) 20.126 (2) 13.31% (2)
Linear 2.375 (1) 12.811 (1) 7.03% (1)
KNN (K=1) 5.200 (6) 38.400 (6) 17.02% (9)
KNN (K=2) 5.100 (5) 34.650 (5) 15.40% (4)
KNN (K=4) 5.475 (8) 43.481 (7) 16.44% (6)
KNN (K=8) 5.763 (9) 52.058 (9) 16.89% (8)
KNN (K=16) 6.537 (10) 63.844 (10) 21.80% (10)
KNN (K=32) 8.566 (12) 115.437 (12) 27.50% (12)
NN (4) 4.580 (4) 30.169 (4) 14.14% (3)
NN (8) 6.596 (11) 81.107 (11) 23.16% (11)
NN (16) 4.533 (3) 26.994 (3) 16.84% (7)
NN (32) 5.345 (7) 48.745 (8) 15.83% (5)
Table 6.10: Comparison of regression models on Camera A.
Error
Regression Model MAE MSE MRE
GPR 3.666 (1) 31.582 (1) 8.27% (1)
Linear 4.087 (2) 36.491 (3) 10.06% (2)
KNN (K=1) 6.750 (8) 74.250 (8) 30.84% (4)
KNN (K=2) 7.500 (10) 77.813 (9) 39.46% (6)
KNN (K=4) 5.188 (3) 48.297 (4) 53.24% (8)
KNN (K=8) 7.078 (9) 80.771 (10) 83.32% (10)
KNN (K=16) 11.891 (11) 186.320 (11) 123.90% (11)
KNN (K=32) 20.844 (12) 574.365 (12) 206.81% (12)
NN (4) 6.201 (6) 61.512 (6) 24.14% (3)
NN (8) 5.671 (5) 64.468 (7) 63.15% (9)
NN (16) 5.403 (4) 34.615 (2) 43.96% (7)
NN (32) 6.534 (7) 55.272 (5) 32.35% (5)
Table 6.11: Comparison of regression models on Camera B.
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Error
Regression Model MAE MSE MRE
GPR 6.255 (3) 68.505 (4) 8.94% (2)
Linear 5.638 (1) 55.576 (1) 8.80% (1)
KNN (K=1) 8.000 (6) 85.500 (5) 10.69% (3)
KNN (K=2) 8.625 (9) 113.563 (8) 13.10% (5)
KNN (K=4) 7.594 (5) 97.758 (6) 13.64% (6)
KNN (K=8) 8.328 (7) 156.201 (10) 22.90% (9)
KNN (K=16) 12.734 (11) 337.364 (11) 40.04% (11)
KNN (K=32) 20.336 (12) 853.446 (12) 66.81% (12)
NN (4) 10.029 (10) 155.991 (9) 32.72% (10)
NN (8) 8.590 (8) 102.301 (7) 18.32% (7)
NN (16) 7.038 (4) 62.649 (3) 13.03% (4)
NN (32) 6.067 (2) 61.641 (2) 21.11% (8)
Table 6.12: Comparison of regression models on Camera C.
Error
Regression Model MAE MSE MRE
GPR 7.975 (3) 109.793 (3) 14.36% (2)
Linear 7.837 (2) 105.357 (2) 13.15% (1)
KNN (K=1) 9.375 (8) 123.625 (8) 29.50% (7)
KNN (K=2) 8.500 (5) 110.000 (4) 27.47% (5)
KNN (K=4) 7.688 (1) 91.438 (1) 24.92% (4)
KNN (K=8) 9.719 (9) 127.398 (9) 30.34% (8)
KNN (K=16) 14.828 (11) 237.719 (11) 66.54% (10)
KNN (K=32) 32.074 (12) 1083.641 (12) 170.92% (12)
NN (4) 8.293 (4) 117.780 (7) 49.00% (9)
NN (8) 12.506 (10) 231.953 (10) 97.89% (11)
NN (16) 8.664 (7) 110.673 (5) 20.44% (3)
NN (32) 8.636 (6) 114.843 (6) 28.52% (6)
Table 6.13: Comparison of regression models on Camera D.
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Error
Regression Model MAE MSE MRE
GPR 1.390 (1) 3.433 (1) 13.40% (2)
Linear 1.563 (2) 4.009 (2) 14.05% (3)
KNN (K=1) 2.850 (5) 14.250 (5) 17.30% (5)
KNN (K=2) 1.975 (3) 8.463 (3) 12.99% (1)
KNN (K=4) 2.325 (4) 13.488 (4) 16.88% (4)
KNN (K=8) 3.031 (8) 23.741 (9) 19.34% (7)
KNN (K=16) 3.450 (10) 36.440 (10) 18.26% (6)
KNN (K=32) 4.734 (11) 79.228 (12) 20.47% (8)
NN (4) 2.870 (6) 14.816 (6) 35.23% (11)
NN (8) 5.289 (12) 71.887 (11) 56.36% (12)
NN (16) 3.153 (9) 19.129 (7) 27.12% (10)
NN (32) 2.933 (7) 21.350 (8) 25.50% (9)
Table 6.14: Comparison of regression models on Camera E.
Average Rank
Regression Model MAE MSE MRE
GPR 2.00 2.20 1.80
Linear 1.60 1.80 1.60
KNN (K=1) 6.60 6.40 5.60
KNN (K=2) 6.40 5.80 4.20
KNN (K=4) 4.20 4.40 5.60
KNN (K=8) 8.40 9.40 8.40
KNN (K=16) 10.60 10.60 9.60
KNN (K=32) 11.80 12.00 11.20
NN (4) 6.00 6.40 7.20
NN (8) 9.20 9.20 10.00
NN (16) 5.40 4.00 6.20
NN (32) 5.80 5.80 6.60
Table 6.15: Average rank across all datasets, when regression models are ranked
from 1 to 12 on each dataset. Values shown are not actual error rates, but rather
an average ranking.
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Sequence MAE MSE MRE
A 2.969 12.059 10.38%
B 4.015 21.795 13.93%
Average 3.492 16.927 12.15%
Table 6.16: Results of queue length estimation using the crowd counting module.
6.4.3 Queue Monitoring
In this section the proposed queue monitoring algorithm is evaluated using the
queue dataset described in Section 6.4.1. This dataset is depicted in Figure
6.11. It is comprised of two sequences, as summarised in Table 6.3. The footage
contains queues located at the baggage check-in counter, containing both human
and non-human objects.
In order to verify the operation of the crowd counting system in a queueing en-
vironment, cross validation is performed by training the system on Sequence A
and testing it on Sequence B; and then training the system on Sequence B and
testing it on Sequence A. Table 6.16 reports the performance of the algorithm
on this dataset. Mean relative errors of 10.38% and 13.93% were observed for
Sequences A and B respectively. This is consistent with the operational require-
ments established in Section 3.3.1 (p. 151).
Screenshots of the system operating on this dataset are shown in Figure 6.18. The
counting module operates by segmenting a crowd into groups and estimating the
number of pedestrians in each group, as shown in Figure 6.18(b). When the queue
forms a large group, the system identifies it and estimates its size on a holistic
level (Figure 6.18(c)).
The virtual gate algorithm is evaluated by monitoring arrivals at the end of the
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(a) Training annotations.
(b) Small crowd. (c) Large crowd.
Figure 6.18: Queue length monitoring using the crowd counting module.
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Error
Virtual Gate MAE MSE MRE
Arrivals 1.296 3.115 23.69%
Services 1.368 2.891 32.04%
Table 6.17: Results of cross validation on the Queue dataset.
queue (Figure 6.11(c)) and services at the front of the queue (Figure 6.11(d)).
The feature vector ‘Edges, All’ was selected; time windows of length 30 seconds
were used; and three histogram bins were used as described in Section 6.3.2.
The linear regression model was used due to its superior performance in Section
6.4.2.2.
The dataset is divided into 11 sequences of length 3 minutes, and the cross vali-
dation procedure of Section 6.4.2 was adopted. Table 6.17 reports the error rates
for each of the virtual gates (arrivals and services) across these 11 sequences.
Although the MRE is higher on this dataset than those reported in Section 6.4.2,
this is due to the smaller crowds observed in these sequences; the mean absolute
error across all sequences was only 1.296 for arrivals and 1.368 for services. The
sequences are plotted in Figure 6.19.
Figure 6.20 depicts the long term performance of the proposed virtual gate algo-
rithm. The 3 minute sequences are concatenated to show cumulative performance
across sequences A and B for each virtual gate.
Finally, Figures 6.21 and 6.22 depict all three modules working together. The
number of arrivals (At) and services (St) were estimated directly using the virtual
gate algorithm while the queue length was estimated using the crowd counting
module. The relationship between each of these modules can be seen in Sequence
B (Figure 6.22); the queue length (Qt) decreases as the number of services sur-
passes the number of arrivals.
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Figure 6.19: Cross validation results on the Queue Dataset using the virtual
gate.
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Figure 6.20: Cumulative performance of the virtual gate algorithm across Se-
quences A and B. Both arrivals and services are shown.
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Figure 6.21: Results of the proposed queue monitoring algorithm operating on Sequence A. Queue length (Qt) is estimated
using the crowd counting module; arrivals (At) and services (St) are estimated using the virtual gate modules.
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Figure 6.22: Results of the proposed queue monitoring algorithm operating on Sequence B. Queue length (Qt) is estimated
using the crowd counting module; arrivals (At) and services (St) are estimated using the virtual gate modules.
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These experiments demonstrate that the proposed crowd counting system and
virtual gate algorithm can be used to accurately monitor queue properties in a
crowded environment. Some errors are observed in the crowd counting module,
due primarily to the difficulty of counting crowds with large items of baggage.
Because of the camera distance and the size of the crowd, prior approaches to
abandoned luggage detection via object tracking or foreground analysis [176] are
unsuitable in this environment. Instead we rely on the extracted features to
provide an approximation of crowding levels: since the mean error is 12.15%, it is
sufficiently accurate to correctly notify an operator of an excessively large queue
or an abnormally empty scene.
Errors are also observed in the virtual gate module, due to variations in the
amount of baggage carried by each passenger, occlusions between people entering
the queue, and the distance of the camera from the scene. These problems could
be mitigated by using a second camera positioned closer to the scene, specifically
dedicated to queue monitoring rather than general surveillance. An overhead
camera would be ideal for this analysis as it removes occlusions. These approaches
are easily integrated with the framework proposed in this chapter.
6.5 Summary
This chapter has proposed a novel queue monitoring algorithm by combining the
existing technologies of crowd counting and virtual gates. These modules are
combined to calculate queue statistics such as arrival rate, service rate and queue
size, as described in Section 6.2.
The following contributions are noted:
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• The novel combination of crowd counting and virtual gate technologies to
monitor queue statistics such as arrival rate, service rate, queue size and
growth rate.
• A queue monitoring framework which establishes the relationship between
queue statistics and allows these statistics to be derived from others in the
absence of adequate video coverage. Derived statistics such as growth rate
and wait time are also included in this framework.
• A virtual gate algorithm which makes use of feature points passing through
a region of interest. The accumulation of optical flow at these points and the
introduction of optical flow histograms are both demonstrated to improve
accuracy.
• An evaluation on real world queue data. Unlike existing crowd datasets
which are captured in unordered public spaces such as shopping malls and
outdoor walkways, the datasets used in this analysis were captured from
six cameras at Brisbane International Airport. The queue analysis was per-
formed on surveillance footage obtained from the baggage check-in counter.
The evaluation of this system indicates that the proposed algorithm can accu-
rately monitor queue statistics over time with a high level of accuracy. This
technology has many applications for business operators, such as airports and
supermarkets, in which queue management plays an important role.
Chapter 7
Anomaly Detection
7.1 Introduction
Automated visual surveillance in public environments is a rapidly growing area of
research. As many CCTV cameras are not actively monitored, it is desirable to
automatically detect abnormal events for security or review purposes. In ordered
and public environments such as airports, shops, train stations and other public
spaces, abnormal events are of interest to security personnel as they may be
indicative of dangerous or disruptive events.
Anomalous events may also have a negative impact on the operation of the crowd
monitoring algorithms described in Chapters 3-6. These crowd monitoring algo-
rithms are designed to monitor human crowds under relatively normal circum-
stances, however when these assumptions are violated the operation of the system
may be compromised. This might occur, for example, if a bicycle or vehicle enters
a scene designed for pedestrians only.
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This chapter proposes an anomaly detection algorithm designed to detect viola-
tions of these assumptions, as well as unusual situations which may be of interest
to security personnel. The proposed algorithm is based on a novel representation
of local motion patterns, called textures of optical flow.
In ordered and public environments such as airports, shops, train stations and
public spaces, the abnormal events which we typically seek to detect include:
1. Pedestrians moving with excessive speed, for example running or skate-
boarding (Figure 7.1(a)).
2. Spatial abnormalities, such as intruders in restricted areas or unusual loca-
tions (Figure 7.1(b))
3. Non-human objects, e.g. vehicles or bikes (Figure 7.1(c)).
Current approaches to abnormality detection in uncrowded scenes usually involve
object tracking followed by trajectory analysis [91, 138, 179], while in crowded
scenes research has focused more generally on motion analysis at a local level
[106, 125] or holistic level [11, 192].
In this chapter, the focus is placed on motion representation for the purpose
of localised abnormality detection, rather than global detection schemes such
as LDA [133, 192] or MRF [106]. These approaches may improve a system’s
performance, but also tend to “mask the limitations of the underlying visual
representation” [125].
Existing approaches to anomaly detection using motion analysis generally require
the computation of dense optical flow at full resolution, which is difficult to per-
form in real time with substantial accuracy. They also do not capture the motion
patterns present in a scene, but instead reduce the optical flow in some way
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(a) A pedestrian moving with excessive
speed (skateboarder, left).
(b) Spatial abnormality (right).
(c) Non-human objects (vehicle, bicycle).
Figure 7.1: Typical abnormalities in crowded pedestrian scenes.
(through quantisation, dimensionality reduction, or histogram binning). This
type of approach does not necessarily capture interesting interactions from a
surveillance perspective, and novelty detection is performed as a subsequent pro-
cess on the reduced data. However, if a visual representation is insufficient, an
abnormal event will not be detected at a later stage of the algorithm, regardless
of the statistical model used.
In this chapter, a novel visual representation called textures of optical flow is
proposed, for the detection of anomalous objects and events in crowded scenes.
The proposed technique is based on robust dense optical flow extracted from a
subsampled image sequence. Textural features are then applied to these vector
fields. The proposed technique is based on the extension of traditional greyscale
textural features to robust dense optical flow fields.
322 7.2 Textures of Optical Flow
While humans in surveillance footage exhibit a combination of various flow vec-
tors due to the independent movement of their limbs, abnormal objects tend to
generate consistently anomalous flow patterns across their entire surface, which
may be detected using textures of optical flow.
Traditionally, textures have been applied only to discrete image data rather than
to real-valued optical flow vector fields. This chapter describes a novel class of
textural features applicable to such fields for the purpose of anomaly detection
in crowded scenes. A statistical model of normal motion patterns is built so that
anomalies are detected as outliers from this model. The approach is based on 3D
volumes called spatio-temporal patches, and anomalies are detected as volumes
of insufficient likelihood.
The remainder of this chapter is structured as follows: Section 7.2 describes the
proposed visual representation called textures of optical flow (ToF); Section 7.3
outlines the proposed anomaly detection algorithm which utilises ToF; Section
7.4 presents experimental results on a publicly-available dataset; and Section 7.5
presents the conclusions from this research.
7.2 Textures of Optical Flow
Existing approaches to anomaly detection have used gradients or optical flow to
detect abnormal events in crowded scenes. However, these approaches are gen-
erally best suited to detecting regions of unusually high velocity (i.e. running, a
vehicle in a pedestrian area), as substantial information is lost through quanti-
sation, dimensionality reduction, or histogram binning. In many cases, however,
the objects to be detected do not necessarily travel at a substantially faster speed
than regular pedestrians. For example, a skateboarder, cyclist or a slow-moving
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vehicle should be detected regardless of their velocity.
Even an average pedestrian generates motion of a high velocity, due to the pe-
riodic movement of their limbs, although this is restricted to small regions near
their extremities at any one time. By contrast, abnormal objects often generate
these anomalous flow patterns across their entire surface. For example, the flow
field of a cyclist or vehicle passing through a pedestrian scene is relatively smooth
and laminar.
In determining a robust set of features to detect such flow patterns, we draw on
the well known textural statistics of Haralick [79] which measure image properties
such as homogeneity and contrast; and devise a similar set of features applicable
to optical flow fields. The classic textural features are based on the grey level
co-occurrence matrix (GLCM), which mesaures the quantity of cooccuring pixel
values in a discrete-valued greyscale image I, at a specified offset δ = (δx, δy).
For generality let us consider the textural features of 3D volumes, rather than
2D images, in order to detect abnormalities. Therefore we extend the standard
GLCM from two dimensions to an arbitrary number of dimensions. The GLCM
for 3D data was recently considered by Tsai [187] for a hyperspectral remote
imaging applicaton. More generally, if we let p denote a discrete point in n-
dimensional space (pixel, voxel, etc.), and δ denote an offset such that p′ = p+δ,
the values of the GLCM are calculated by [79]:
G(x, y) =
∑
p∈I
 1 if I(p) = x and I(p′) = y0 otherwise (7.1)
where I is an n-dimensional volume containing discrete-valued greyscale data.
The normalised GLCM, analogous to a pdf, measures the frequency of such co-
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occurrences:
P (x, y) =
1
K
G(x, y) (7.2)
where K is a normalisation constant:
K =
∑
x,y
G(x, y) (7.3)
Haralick defines a number of textural statistics based on this distribution, of
which homogeneity, fH , and contrast, fC , are most relevant here because they
pertain to the smoothness (or roughness) of a field:
fC =
1
K
∑
x,y
(x− y)2G(x, y) (7.4)
fH =
1
K
∑
x,y
1
1 + (x− y)2G(x, y) (7.5)
As G(x, y) is defined for discrete-valued fields only (see Equation 7.1), these fea-
tures cannot be applied directly to a continuous optical flow field. By substituting
Equation 7.1 into Equations 7.4-7.5, they may be rewritten:
fC =
1
K
∑
x,y
(x− y)2
∑
p∈I
 1 if I(p) = x and I(p′) = y0 otherwise (7.6)
=
1
K
∑
p∈I
∑
x,y
 (x− y)2 if I(p) = x and I(p′) = y0 otherwise (7.7)
=
1
K
∑
p∈I
[I(p)− I(p′)]2 (7.8)
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And, similarly:
fH =
1
K
∑
p∈I
1
1 + [I(p)− I(p′)]2 (7.9)
Both Equations 7.8 and 7.9 are the summation of some quantity of interest: a
difference measure in the case of contrast, and a similarity measure in the case of
homogeneity. More generally, these belong to a class of features described by:
f =
∑
p∈I
ρ(I(p), I(p′)) (7.10)
where ρ is the quantity of interest, and is expressed as a function of I(p) and
I(p′). In this form these equations are applicable to continuous fields.
When considering optical flow fields in real-world scenes, low values of contrast
(fC) and high values of homogeneity (fH) are the normal state of being when
zero motion is present across a region. But these properties are also generated
by abnormal objects moving smoothly, particularly wheeled objects. Therefore
a feature which captures both the smoothness of the flow and the presence of
motion is most desirable for a surveillance application. As we are dealing with
a vector field v, we propose a quantity of interest ρ that captures smoothness in
terms of both magnitude and direction. A natural measure of similarity between
two vectors is the dot product,
ρ(v(p),v(p′)) = v(p) · v(p′) (7.11)
= |v(p)| |v(p′)| cos θ (7.12)
as this incorporates both the magnitude and the angle, θ, between the vectors.
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Therefore we define uniformity across a real vector field v:
φδ =
∑
p∈v
ρ(v(p),v(p′)) (7.13)
=
∑
p∈v
v(p) · v(p+ δ) (7.14)
=
∑
p∈v
u(p)u(p+ δ) + v(p)v(p+ δ) (7.15)
where u and v represent the horizontal and vertical components of v, respectively.
Although it is common in normal pedestrian scenes for neighboring pixels to have
similar values of optical flow, this is not necessarily true for pixels at a larger fixed
relative distance from one another due to the non-rigid movement of the human
body. Therefore δ can be set to any given offset, and need not be restricted to
small or unit values (as is commonly used; see, for example, Marana [130]).
7.3 Anomaly Detection Algorithm
The anomaly detection algorithm proposed in this chapter makes use of textures
of optical flow (ToF), as described in Section 7.2. An overview of the algorithm
is depicted in Figure 7.2. Robust optical flow forms the basis of the approach,
and this is described in Section 7.3.1. A video sequence is then divided into 3D
volumes, or spatio temporal patches, which are described in Section 7.3.2. From
each volume, local features are extracted based on motion information, spatial
information and textures of optical flow, using the procedure outlined in Section
7.3.3. A statistical model of normal behaviour patterns is used to jointly model
this data, so that anomalies are detected as statistical outliers. The classification
stage is detailed in Section 7.3.4.
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Figure 7.2: Overview of the anomaly detection system.
7.3.1 Robust Optical Flow
The calculation of uniformity (Section 7.2) is based on spatially-related optical
flow vectors. In order to achieve a meaningful result, these vectors need to be
sufficiently accurate. Optical flow estimation is a noisy process and traditional
methods such as Horn and Schunck [86] and Lucas and Kanade [117] are unlikely
to compute the flow with sufficient robustness for our purpose.
Various robust flow methods [180] have been proposed that produce more accurate
optical flow fields. However, without GPU acceleration these state-of-the-art
algorithms are generally not capable of real-time performance, typically taking
several seconds or minutes per frame (Section 2.2.1).
A popular method for robust estimation of optical flow, proposed by Black and
Anandan [22], has been used previously in crowd monitoring research [11]. We
adopt this algorithm here, as it provides sufficient accuracy on our datasets.
However, another algorithm could also be used in its place with this system as
the technology continues to improve.
Black and Anandan’s optical flow algorithm does not fulfill real-time requirements
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for larger images, but full resolution is not required for the detection of abnormal
flow patterns. This is because such anomalies are usually generated at the object
level (humans, bikes, cars) and not at the pixel-level. Such objects are still visible
in smaller images, therefore each image is downsampled to a lower resolution prior
to processing.
For the experiments presented in this chapter all images are standardised to
180× 120 pixels. This approach places higher value on an accurate flow field at
low resolution than it does on a noisier approximation at high resolution. This
is an appropriate methodology as the proposed algorithm requires accurate flow
for the calculation of uniformity.
7.3.2 Spatio-Temporal Patches
The normal frames in a training dataset are used to train a model of normal
behaviours. This is done in local regions of the image using low-level features
extracted from 3D volumes, or ‘spatio-temporal patches’. The features are used
to classify the patch as either normal or abnormal.
Two types of classification models are considered in this chapter: the Gaussian
Mixture Model (GMM) which is used to evaluate the spatio-temporal patch as a
single unit, and the Hidden Markov Model (HMM) which is used to evaluate the
patch as a temporal sequence of ‘slices’, as depicted in Figure 7.3. Correspond-
ingly, two types of spatio temporal patches are considered in this research:
1. A cuboid, or rectangular prism, as depicted in Figure 7.3(a). This patch is
treated as a single unit with one feature vector describing the whole volume.
This vector is used for GMM classification.
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i
j
t
(a) Rectangular prism.
Slice t− 1
Central pixel
Slice t
Slice t+ 1
(b) Visualised as a set of slices.
Figure 7.3: Spatio temporal patches may be visualised as a rectangular prism for
GMM classification, or as a set of connected slices for HMM classification.
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2. A temporal sequence of slices as depicted in Figure 7.3(b). A central
pixel is tracked using optical flow as it moves through the scene, and a rect-
angular slice is constructed around this pixel in each frame. A feature vector
is extracted from each temporal slice, so that the patch is described by a
sequence of feature vectors. This sequence is used for HMM classification.
For GMM classification, the spatio-temporal patch P is constructed around a cen-
tral pixel (i, j, t), forming a rectangular prism. Low level statistics are extracted
across the patch to populate a single feature vector f . This feature vector is then
used to determine the likelihood of the patch using a statistical model (GMM),
and to subsequently classify the pixel at the center of the patch as either normal
or abnormal.
For HMM classification, the spatio temporal patch is visualised as a temporal
sequence of ‘slices’. A feature vector is extracted from each slice. The observation
sequence is then classified as a normal or abnormal sequence using the Hidden
Markov Model.
This procedure generates an abnormality mask, in which every pixel is marked
as either normal or abnormal based on its surrounding patch, to which further
analysis may be applied. For example, binary morphology and connected com-
ponent labelling may be used to localise anomalous objects, or to initialise object
tracking of anomalous objects.
The size of the spatio-temporal patch is determined by the pedestrian template
introduced in Section 3.2.2 (p. 106). The pedestrian template is a rectangular
model which approximates the size of person at each location in an image. The
dimensions of the rectangle, w × h, vary as a function of the vertical image
coordinate, j, around which it is constructed. This is described in Equations
3.13-3.14 (p. 111), and repeated here for reference:
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(a) Ped1 dataset. (b) Ped2 dataset.
Figure 7.4: Patches of variable size are used based on the size of the pedestrian
template centred at each location in the scene. Various patch sizes are shown on
each image.
w = bwj + cw (7.16)
h = bhj + ch (7.17)
where {bw, cw, bh, ch} represent the linear coefficients. Figure 7.4 depicts the vari-
able patch sizes for two benchmark datasets, Ped1 and Ped2.
Therefore at any location within the scene, the width and height of the spatio
temporal patch is equal to the pedestrian template width w and height h. The
‘depth’ of the patch is set to 21 frames (which corresponds to 2.1 seconds at 10
fps) as this is sufficient to capture the motion patterns present in a scene. For
the cuboid model, this is the length or depth of the rectangular prism; whereas
for the temporal sequence, this is the number of slices used.
7.3.3 Feature Extraction
A spatio temporal patch is centred around every pixel in a video sequence, from
which a number of features are extracted. The feature extraction procedure used
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for cuboids is detailed in Section 7.3.3.1, and the procedure for temporal sequences
is described in Section 7.3.3.2. Section 7.3.3.3 describes an efficient method for
extracting these features which makes use of integral images.
7.3.3.1 Feature Extraction for Cuboids
From each patch P a feature vector f is extracted, containing spatial coordinates,
motion information and textures of optical flow (Section 7.2).
Spatial abnormalities occur when a motion pattern is observed in an unusual
region of the scene. A typical approach is to train a model for each location
in the image [3, 8, 106], although this requires sufficient training data for every
location. It is unlikely that all of the normal possible behaviours will be observed
in all locations during training, leaving this approach susceptible to improper
generalisation.
Alternatively, a global model assumes that normal behaviour has a constant defi-
nition across the whole scene, effectively neglecting spatial information [11]. This
is inadequate because the patterns of motion expected to occur in one region
cannot necessarily be expected to occur in another.
In order to address these problems, we model the motion, location and textu-
ral information using a joint distribution. Location information is encoded by
including the i and j coordinates of the patch center in the feature vector.
Velocity information across a patch, P , is directly incorporated using a summation
of optical flow in each of the horizontal and vertical directions:
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su =
∑
p∈P
u(p) (7.18)
sv =
∑
p∈P
v(p) (7.19)
This motion feature, in conjunction with spatial information (patch coordinates),
serve to model the expected velocities in each region of the scene.
Lastly we consider the uniformity φδ as defined in Section 7.2, across the patch
P . The offset parameter δ dictates the relative offset when computing the dot
product in Equation 7.14. Varying the offset parameter provides a powerful set of
descriptors of motion uniformity at various scales. Using multiple values within
the same feature vector achieves a ‘multi-scale analysis’ whereby uniformity is
considered using both small and large offsets at the same time. This is useful for
detecting objects of various sizes. For example, a skateboarder who is relatively
small will have a high uniformity at fine scales (1-2 pixels in any direction); while
the optical flow of a large vehicle will exhibit a correlation at both small and large
offsets.
In order to achieve this multi-scale analysis, a combination of multiple offsets
are used. The offsets are expressed as a fraction of the pedestrian template (a
rectangle of size w × h, whose dimensions are a linear function of the vertical
image coordinate j). A number of example feature vectors are listed in Table 7.1
with diagrams depicting the uniformity offsets.
The offset is only applied in the i and j directions (horizontal and vertical). A
temporal offset is not used because a moving object changes its position over
time, therefore uniformity in this dimension is of little interest.
Finally, the uniformity feature and velocity features are normalised by dividing
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by the area of the patch, wh. This achieves normalisation at any location in the
scene so that the features are not patch-size-dependent.
7.3.3.2 Feature Extraction for Temporal Sequences
A temporal sequence of slices is depicted in Figure 7.3(b). The central pixel is
tracked using optical flow as it moves through a scene, and a feature vector is
extracted from the rectangular ‘slice’ surrounding this pixel in every frame1.
The location of the central pixel, (i, j), is used as the location feature. This may
change from frame to frame, depending on the magnitude of the optical flow at
this location in the image. A rapidly moving object will see substantial change
in position, for example.
The velocity feature is calculated by applying Equations 7.18-7.19 to each slice,
S:
su =
∑
p∈S
u(p) (7.20)
sv =
∑
p∈S
v(p) (7.21)
Finally the uniformity feature is calculated for each slice using the offsets listed
in Table 7.1. The feature is divided by the area of the slice, wh, to achieve
normalisation across the scene. An efficient method for calculating patch based
features is described in the following section.
1The pixel is tracked by displacing it by the value of the optical flow from one frame to the
next.
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i, j su, sv (−w8 , h8 ), (−w4 , h4 ), (−w2 , h2 )
−w2 iˆ + w2 jˆ
−w4 iˆ + w4 jˆ
−w8 iˆ + w8 jˆ
Table 7.1: Feature vectors used with the proposed system. The notation iˆ and
jˆ represent unit vectors in the i and j dimensions respectively. The width and
height of the pedestrian template (w, h) vary linearly as a function of j.
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P
(a) The integral image at point P is the
sum of all elements above and to the left
of that point (inclusive).
(i1, j1)
(i2, j2)
(b) Summing features across a patch can
be performed efficiently using the integral
image.
Figure 7.5: The integral image can be used to efficiently extract features from
spatio temporal patches.
7.3.3.3 Efficient Implementation of Feature Extraction
Exhaustively extracting features from spatio temporal patches (centred around
every pixel in a video sequence) is inefficient with iterative methods. In order
to speed computation we can make use of summed area tables (SAT) or integral
images, as popularised by Viola and Jones [191] for face detection using simple
rectangular features.
Consider, for example, the uniformity feature φδ with offset parameter δ =
(δi, δj). The first step is to calculate a dot product image D:
D(i, j) = v(i, j) · v(i+ δi, j + δj) (7.22)
The uniformity across a slice S which spans from (i1, j1) to (i2, j2), as depicted
in Figure 7.5(b), can be calculated exhaustively using Equation 7.14:
φδ =
∑
(i,j)∈S
v(i, j) · v(i+ δi, j + δj) (7.23)
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=
∑
(i,j)∈S
D(i, j) (7.24)
=
i2∑
i=i1
j2∑
j=j1
D(i, j) (7.25)
However this iteration is costly to implement across all spatio temporal patches
in a video sequence. Therefore we make use of the integral image of D, which is
denoted ID. Each pixel in ID is the summation of pixels above and to the left
of that pixel in image D (inclusive), as depicted in Figure 7.5(a). The integral
image is defined by:
ID(i, j) =
i∑
i′=0
j∑
j′=0
D(i′, j′) (7.26)
Which can be efficiently calculated in a single pass:
ID(i, j) = D(i, j) + ID(i− 1, j) + ID(i, j − 1)− ID(i− 1, j − 1) (7.27)
The summation across a patch spanning from (i1, j1) to (i2, j2), as shown in Figure
7.5(b), can be easily computed as:
φδ =
i2∑
i=i1
j2∑
j=j1
D(i, j) (7.28)
= ID(i2, j2)− ID(i1 − 1, j2)− ID(i2, j1 − 1) + ID(i1 − 1, j1 − 1) (7.29)
This avoids the costly procedure of iterating across all pixels between (i1, j1) and
(j1, j2). It is straightforward to extend this approach from a 2D slice to a 3D
cuboid (since the cuboid is simply a set of connected slices; the summation is
simply extended into the third dimension).
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7.3.4 Classification
A statistical model of normal behaviours is learned from a large database of
regular surveillance footage under normal circumstances. The features from each
patch in the training dataset are used to train the system. Two models are
considered in this work:
1. A Gaussian Mixture Model (GMM) is used to classify a cuboid as a
single entity.
2. A Hidden Markov Model (HMM) is used to classify a temporal se-
quence of slices.
Anomalies are detected as statistical outliers using a fixed threshold, LT . If the
likelihood of any patch falls below this threshold then the region is classified
as abnormal. The frame is labelled abnormal on a holistic level if one or more
patches in the frame is abnormal.
Section 7.3.4.1 discusses the Gaussian Mixture Model, and Section 7.3.4.2 dis-
cusses the Hidden Markov Model. Section 7.3.4.3 describes some methods for
making the classification procedure more efficient during both training and test-
ing.
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7.3.4.1 Gaussian Mixture Model
The Gaussian mixture model (GMM) is a probabilistic model obtained from a
mixture of Gaussian distributions. The GMM has the density function:
p(x) =
K∑
k=1
αkN (x|µk,Σk) (7.30)
where αk, µk and Σk denote the mixture weight, mean and covariance of compo-
nent k respectively.
In some applications a diagonal covariance matrix is sometimes used for simplic-
ity or efficiency. A full covariance matrix is used here to properly model the
relationship between the features. This is because the feature vector contains a
variety of unrelated information (such as location and motion) which we wish to
jointly model as accurately as possible.
The training data set consists of N data samples, {xi}Ni=1, which are used to
build the model. The parameters of the GMM are learned using the expectation-
maximisation (EM) algorithm [21]. This procedure is summarised in Section
2.7.1.
The procedure must be initialised with an approximate pre-clustering of the data
as described in Section 7.3.4.3.
When testing the algorithm, the likelihood of each input is calculated (Equation
7.30) and compared to a threshold of acceptability LT . When the likelihood falls
below this threshold the patch is classified as abnormal.
The number of mixture components is determined automatically using the
Bayesian Information Criterion (BIC), as described in Section 7.3.4.3.
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7.3.4.2 Hidden Markov Model
A hidden Markov model (HMM) is a stochastic model in which a series of un-
observed states, Q = {qt}Tt=1 (qt ∈ [1, N ]), are visited in a sequential order, for
which a corresponding sequence of outputs O = {ot}Tt=1 are observed [21, 152].
The observations are a probabilistic function of the hidden states. In the proposed
system, a Gaussian mixture model output distribution is used:
p(ot|qt = j) =
M∑
`=1
cj`N (ot|µj`,Σj`) (7.31)
where cj`,µj`,Σj` denote the mixture coefficient, mean and covariance of mixture
` in state j, respectively. The full set of HMM parameters is collectively denoted
λ, and this includes the output distribution parameters
{
cj`,µj`,Σj`
}
, the initial
state probabilities pi = {pii} and the state transition probabilities A = {ai,j},
which are described in Section 2.7.2.
In order to train the HMM, the parameters λ are chosen so as to maximise the
likelihood of the observed sequences, p(O|λ). This Baum-Welch procedure is
described in Section 2.7.2 and additional details are provided in Appendix C.
When performing anomaly detection, the likelihood of each input sequence is
calculated (Equations 2.83-2.85, p. 93) and compared to a threshold of accept-
ability LT . When the likelihood falls below this threshold the patch is classified
as abnormal.
In this research, M = 1 mixtures are used, and the number of states N is deter-
mined automatically using the Bayesian Information Criterion (BIC) as described
in Section 7.3.4.3.
7.3 Anomaly Detection Algorithm 341
7.3.4.3 Efficient Implementation of Classification
During testing, spatio temporal patches are constructed around every pixel in
the video sequence. To avoid redundancy during training, however, only non-
overlapping patches are used. This reduces the number of data points that need
to be modelled.
The mixture model is learned using the expectation-maximisation (EM) algo-
rithm, as summarised in Section 7.3.4.1 for GMMs and 7.3.4.2 for HMMs. Some
common problems with EM include:
1. A strong reliance on the initial clustering parameters;
2. Slow convergence of the algorithm; and
3. An ambiguity in the appropriate number of mixture components to use.
To address these issues, the following steps are taken:
1. K-Means++
The K-Means++ algorithm is used as an initial ‘hard clustering’ to seed
the EM algorithm, as this achieves better speed and accuracy than regular
K-Means [12].
(a) GMM:
In the case of the GMM, the feature vectors are assigned to clusters
which represent the initial mixture component to which they belong.
(b) HMM:
In the case of the HMM, the feature vectors for each slice (observations)
are assigned to clusters which represent the initial state to which they
belong.
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2. Foreground Masking
Faster convergence is achieved by only considering patches with sufficient
motion to be of interest; thus a patch is only considered if it contains
foreground pixels which are detected using an adaptive background model
[209]. This is also done during testing for consistency and to mask out
uninteresting regions.
(a) Cuboid:
If a cuboid contains a foreground pixel anywhere within the prism
(Figure 7.3(a)) it is included in the training dataset; otherwise, it is
discarded.
(b) Temporal Sequence:
If a temporal sequence of slices contains a foreground pixel at any of
its central pixels (Figure 7.3(b)) then it is included in the training
dataset; otherwise, it is discarded.
This substantially reduces the number of data samples and allows training
to occur within a reasonable time frame.
3. Automatic Model Selection
The EM algorithm is run several times using an increasing number of mix-
ture components (GMM) or states (HMM). The final number is selected
automatically by using the Bayesian Information Criterion (BIC) [172].
The BIC is based on the log likelihood of the training data, with a penalty
for the number of free parameters in the model (which increases as the
number of states or mixtures increases). This penalty avoids overfitting to
a training dataset at the expense of generality. The BIC is calculated as
follows:
BIC = − logL+ k logN (7.32)
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where L is the maximised likelihood, k is the number of free parameters in
the model and N is the number of training data points. Whichever model
configuration (i.e. number of states or mixtures) yields the lowest BIC is
selected.
The above procedure automates the selection of training samples to reduce the
size of the training dataset without sacrificing important information. This im-
proves the efficiency of the algorithm. The above procedure also automates the
selection of the model configuration (number of states or mixtures).
7.4 Experimental Results
The proposed algorithm is evaluated using two large publicly available bench-
mark datasets introduced by Mahadevan [125]. This section presents experimen-
tal results on these datasets and compares the proposed algorithm to existing
approaches. Section 7.4.1 introduces the benchmark datasets and testing proto-
col used to evaluate the algorithm; Section 7.4.2 presents results for the proposed
algorithm using various configurations; and Section 7.4.3 compares these results
to other algorithms.
7.4.1 Benchmark Datasets and Testing Protocol
To assess the performance of the proposed algorithm it is evaluated on the UCSD
anomaly detection datasets [125], ‘Ped1’ and ‘Ped2’. These datasets feature bidi-
rectional pedestrian traffic from two different camera viewpoints. An image from
dataset Ped1 is shown in Figure 7.4(a), and Ped2 is shown in Figure 7.4(b). The
abnormalities include non-human objects, anomalous pedestrian motions, and
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Ped1 Ped2
Original Resolution 360× 240 238× 158
Down-sampled Resolution 180× 120 180× 120
Training Sequences 34 16
Testing Sequences 36 14
Table 7.2: The benchmark datasets used to evaluate the proposed anomaly de-
tection algorithm. The total number of sequences is listed, and every frame has
been annotated with ground truth (normal or abnormal).
spatial abnormalities (people moving off the main walkway, which does not occur
during the training sequences).
Several short clips of 200 frames are used for training and testing the algorithm.
In total there are 100 sequences and 30 minutes of footage. The frame rate of all
sequences is 10 fps. Clips in the training set contain normal pedestrian activity,
while the testing set has been annotated with frame-level ground truth (a binary
flag indicating whether an anomaly is present). The threshold LT is used to
detect abnormal patches, and a frame is classified as abnormal if it contains any
abnormal patches. The computer detection is compared to ground truth at each
frame, and LT is varied to generate an ROC curve; the equal-error rate (EER)
and area under curve (AUC) are reported.
Table 7.2 provides a summary of the benchmark datasets.
7.4.2 Evaluation of Proposed Algorithm
The proposed algorithm is evaluated using the Ped1 and Ped2 datasets. Both
types of spatio temporal patch are evaluated: the cuboid (with GMM classifica-
tion) and temporal sequence (with HMM classification), as described in Section
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7.3. The patch size is equal to the pedestrian template at any location in the
image; the offsets used for calculating uniformity are expressed as a fraction of
this template. Table 7.1 lists the full feature vectors used in testing the system.
The results of the proposed algorithm are presented in Table 7.3 for both the
Ped1 and Ped2 datasets. The uniformity offsets are stated in each row, while the
location and motion features are omitted for brevity (see Table 7.1 for the full
feature vectors). The performance is also averaged across both datasets and this
is reported under the heading ‘Average’.
On the Ped1 dataset, GMM classification achieves an EER of 18.9-23.0% while
HMM classification achieves an EER of 18.1-21.6% (depending on the offsets
used). These results indicate that performance is very similar for the two classi-
fiers, with a small improvement seen with HMMs.
On the Ped2 dataset, GMM classification achieves an EER of 13.2-18.1% while
the HMM achieves 16.4-21.6%. In this case, GMM classification outperforms the
HMM noticeably.
In order to compare feature sets, results are averaged across both datasets and
reported. The best two feature sets are indicated in bold for each column (Table
7.3). The most consistent performance is observed when the uniformity offsets
(w
4
, 0), (0, h
4
) are used. This feature set does not provide the best performance
in any one experiment, but it does provide the most consistent results. Using
this feature set, the ROC curve for each dataset is depicted in Figures 7.6(a) and
7.6(b).
Although some individual frames were not detected correctly, most abnormal
events were identified, with the erroneous frames occurring at the start and end of
each event. This is depicted in Figure 7.7. These frames are somewhat ambiguous
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because it is not always clear when an event starts and finishes. In practice it
is more important that the event is correctly detected than it is for a precise
timestamp to be identified. The longest error occurs during sequence 10, when
a very slow-moving bicycle is not initially detected. However, the bicycle is
eventually detected at the end of the sequence (Figure 7.8).
Representative frames from the system are shown in Figure 7.1. Anomalous
pixels are indicated in red when the pixel’s surrounding patch is detected to be
abnormal.
To provide further insight into the contribution of each feature type, these exper-
iments were repeated using reduced feature sets in which a single type of feature
was omitted for each experiment. Table 7.4 presents these results. The unifor-
mity offsets (w
4
, 0), (0, h
4
) were selected with a GMM classifier, and each feature
type (location, motion, uniformity) was omitted in turn. This is indicated by the
table’s empty cells.
For comparison, the full feature vector is shown in the final row of Table 7.4
and the numbers are duplicated from Table 7.3. On the Ped1 dataset, these
results indicate that the omission of any feature degrades the EER of the system
by 3.1-6.0%. It is concluded that all features (location, motion and uniformity)
contribute to the performance of the algorithm on this dataset.
On the Ped2 dataset, the performance of the system is significantly degraded when
either motion or uniformity are omitted, confirming the value of these features.
However, the omission of location improves the EER slightly by 1.1%. This is
because the Ped2 dataset contains fewer instances of spatial anomalies compared
to Ped1. If the detection of spatial anomalies is not required or desired, then the
location feature may be optionally omitted.
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Ped 1 Ped 2 Average
GMM HMM GMM HMM GMM HMM
Uniformity Offsets EER AUC EER AUC EER AUC EER AUC EER AUC EER AUC
(w8 , 0), (0,
h
8 ) 19.6% 0.875 18.5% 0.875 16.1% 0.895 18.7% 0.884 17.8% 0.885 18.6% 0.879
(w4 , 0), (0,
h
4 ) 20.1% 0.864 18.7% 0.874 14.0% 0.921 17.6% 0.907 17.0% 0.892 18.2% 0.891
(w2 , 0), (0,
h
2 ) 21.3% 0.858 18.8% 0.874 17.1% 0.901 18.5% 0.865 19.2% 0.879 18.7% 0.869
(w8 , 0), (
w
4 , 0), (
w
2 , 0) 18.9% 0.873 21.6% 0.852 15.9% 0.896 21.0% 0.835 17.4% 0.884 21.3% 0.844
(w8 ,
h
8 ), (
w
4 ,
h
4 ), (
w
2 ,
h
2 ) 22.5% 0.841 18.1% 0.874 18.1% 0.883 14.6% 0.924 20.3% 0.862 16.3% 0.899
(0, h8 ), (0,
h
4 ), (0,
h
2 ) 22.1% 0.846 19.6% 0.855 13.2% 0.913 21.6% 0.879 17.6% 0.879 20.6% 0.867
(−w8 , h8 ), (−w4 , h4 ), (−w2 , h2 ) 23.0% 0.830 18.8% 0.863 13.8% 0.907 19.5% 0.893 18.4% 0.868 19.1% 0.878
Table 7.3: Anomaly detection results of the proposed system on the UCSD anomaly detection datasets [125]. Equal error
rate (EER) and area under curve (AUC) of the ROC are reported. Average performance across both datasets is also
reported, and the best two results in each column are indicated in bold.
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Features Ped 1 Ped 2
Location Motion Uniformity Offsets EER AUC EER AUC
su, sv (
w
4 , 0), (0,
h
4 ) 26.1% 0.814 12.9% 0.942
i, j (w4 , 0), (0,
h
4 ) 23.2% 0.833 18.9% 0.889
i, j su, sv 25.9% 0.810 24.5% 0.830
i, j su, sv (
w
4 , 0), (0,
h
4 ) 20.1% 0.864 14.0% 0.921
Table 7.4: Anomaly detection results with reduced feature sets. In each exper-
iment a different type of feature is omitted. The full feature vector is shown in
the bottom row. The uniformity offsets (w
4
, 0), (0, h
4
) were selected, with a GMM
classifier.
7.4.3 Comparison to Other Algorithms
In this section the performance of the proposed algorithm is compared to several
other visual representations: the social force model ‘SF’ [133], the MPPCA model
of optical flow [100], the normalised combination SF-MPPCA [125], the pixel
monitoring approach of Adam [3], and the mixture of dynamic textures ‘MDT’
[125]. Results using these visual representations are presented in Table 7.5. The
equal error rate (EER) lies between 25-40% for dataset ‘Ped1’ and 25-42% for
‘Ped2’ using these approaches, as reported by Mahadevan [125].
Table 7.5 also includes the results from the proposed algorithm with uniformity
offsets (w
4
, 0), (0, h
4
) and GMM classification. These show a significant improve-
ment in EER, with 20.1% and 14.0% for the Ped1 and Ped2 datasets respectively.
More comprehensive results for the proposed system were presented in Table 7.3
(Section 7.4.2); in these experiment, the EER lies between 18.1-23.0% for Ped1
and 13.2-21.6% for Ped2, indicating improved performance (compared to these
other methods) regardless of the uniformity offset used.
The proposed algorithm also achieves reasonable processing speeds when oper-
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Figure 7.6: ROC curves for the UCSD anomaly detection datasets.
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Figure 7.7: Detection results for the Ped2 dataset (14 sequences) at the equal
error rate. Normal frames are represented by the value 0, abnormal frames are
represented by the value 1.
EER
Visual Representation Ped 1 Ped 2
Social Force (SF) [133] 31% 42%
MPPCA [100] 40% 30%
SF + MPPCA [125] 32% 36%
Adam [3] 38% 42%
Mixture of Dynamic Textures (MDT) [125] 25% 25%
Proposed, (w
4
, 0), (0, h
4
), GMM 20.1% 14.0%
Table 7.5: Anomaly detection results on the UCSD datasets for various algorithms
[125]. Equal error rate (EER) and area under curve (AUC) of the ROC are
reported.
7.5 Summary 351
(a) Slow bicycle not detected at the begin-
ning of the sequence.
(b) Slow bicycle detected at the end of the
sequence.
Figure 7.8: Partial detection of a slow-moving bicycle in sequence 10 of the Ped2
dataset [125].
ating on a desktop PC. When both GMM and HMM classification are used at
the same time, the system operates at approximately 4-5 fps depending on the
number of mixtures and states selected. When the GMM is used on its own, the
system operates at an average speed of 9.4 fps. This is very close to the source
video frame rate of 10 fps. The code has not been fully optimised, as it runs on a
single core and does not make use of the GPU, which can be used to significantly
improve processing speed.
The processing rates of competing techniques are generally not stated, although
many of them (such as [11]) rely on high-resolution optical flow algorithms which
are known to be slow. Mahadevan [125] reported a processing speed of 0.04 fps
on the UCSD anomaly detection datasets.
7.5 Summary
This chapter proposed a novel anomaly detection algorithm based on local fea-
tures which are extracted from spatio temporal patches in a video sequence.
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Unlike previous methods which use feature discretisation, histogram binning or
dimensionality reduction, the proposed approach uses textures of optical flow
which are specifically formulated to detect anomalous motion patterns in video
sequences.
An investigation was conducted to determine the best features and classification
models for anomaly detection. Results demonstrate that the proposed approach
consistently outperforms existing algorithms on two benchmark datasets.
The following contributions are noted:
• A novel visual representation called textures of optical flow or uniformity,
which is specifically formulated to detect anomalous motion patterns in
crowded scenes. The proposed representation measures the uniformity of a
flow field in order to detect anomalous objects such as bicycles and vehicles;
and can be combined with spatial information to detect other forms of
abnormality.
• An investigation into optimal features and classification models to be used
in conjunction with the proposed system. It was demonstrated that the pro-
posed approach outperforms state-of-the-art anomaly detection algorithms
on two large, publicly-available datasets.
• A number of optimisations were proposed to speed up computation of the
proposed algorithm. These included the use of integral images to rapidly
calculate patch based features; the use of the K-Means++ algorithm to
improve pre-clustering; and foreground masking to reduce the number of
data samples without sacrificing relevant motion information.
The proposed approach outperforms the baseline methods introduced by Mahade-
van [125]. The proposed algorithm may be indicative of abnormal events which
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violate the assumptions behind other crowd monitoring algorithms, as discussed
in Chapters 3-6. It can also be used to detect anomalous motion patterns which
may be indicative of dangerous or disruptive events.

Chapter 8
Conclusion
8.1 Introduction
This thesis has presented a number of novel algorithms to automatically monitor
human crowds using computer vision techniques. Contributions have been made
in the fields of crowd counting, crowd flow monitoring, queue monitoring and
anomaly detection. These contributions are summarised as follows:
1. Crowd Counting.
This thesis presented a novel approach to crowd counting based on local fea-
tures, which were demonstrated to outperform traditional holistic features.
Camera calibration was utilised to achieve scene invariance by scaling fea-
tures appropriately between viewpoints. Additionally, multi camera crowd
counting was achieved by using camera calibration to compensate for re-
gions of overlap within a multi camera network.
2. Crowd Flow Monitoring.
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This thesis proposed a novel algorithm which combines salient keypoint de-
tection and regression of optical flow to count the number of people passing
through a ‘virtual gate’. Temporal windows and optical flow histograms
were also shown to improve performance.
3. Queue Monitoring.
This thesis proposed a novel algorithm which combines crowd counting and
virtual gates to monitor queue parameters automatically. The proposed
framework can monitor parameters such as queue length, growth rate, ar-
rival rate and service rate.
4. Anomaly Detection.
This thesis proposed a novel visual representation called textures of optical
flow which captures the properties of motion patterns in crowded environ-
ments by applying traditional textural features directly to an optical flow
field. Results demonstrated that the proposed approach outperforms exist-
ing algorithms on benchmark anomaly detection sequences.
The original contributions of this thesis are discussed in further detail in Section
8.2. Directions for future research are discussed in Section 8.3.
8.2 Summary of Contribution
In Chapter 3, a novel approach to crowd counting was presented, which replaced
holistic features with localised feature extraction. Instead of estimating a crowd
globally, the problem was broken down into groups detected using a foreground
detection algorithm, and features were extracted from each segment.
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The concept of a pedestrian template was introduced to model the approximate
size of a pedestrian located at each position in an image. The pedestrian template
served two functions:
1. It enabled feature normalisation across an image to account for the effects
of perspective. Each pixel was weighted by the inverse of the area of the
pedestrian template centred at that pixel
2. It simplified the ground truth annotation process. Given a set of ‘dot’
annotations at each pedestrian’s centre, the bounding box of each pedestrian
can be approximated by the pedestrian template at that location in the
image plane. This enables localised blob annotations to be performed by
the system automatically, and therefore expedites the training process.
An automated procedure for constructing the pedestrian template model was
proposed: the system used a pedestrian detection algorithm to learn the relative
sizes of objects at different locations in the image.
A novel method of refining the estimates using group tracking was also described.
Unlike previous approaches which ignore temporal correlations, or apply holistic
smoothing, the proposed approach identified groups as they moved through a
scene and tracked them over time. This enabled smoothing to be applied on a
local level.
A comprehensive analysis of various crowd counting algorithms across five
datasets was performed, and the following conclusions were reached:
• The use of local features consistently outperformed holistic features.
• A greater quantity of local features generally improved performance com-
pared to fewer features. The best performance was observed with the fol-
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lowing feature vectors: ‘size, shape, edges, keypoints’ (all features) and
‘shape, edges, keypoints’. (The omission of size did not improve or detract
from the overall performance.)
• The use of Gaussian process regression consistently outperformed the other
regression models tested (linear regression, K-nearest neighbours and neural
networks).
• The proposed tracking algorithm improved crowd counting accuracy, except
on the Mall dataset, due to its low frame rate of 2 fps.
• The proposed crowd counting system outperformed a number of existing
approaches, both local and holistic. These included Kong [103], Chan [36],
Lempitsky [110], Conte [55], Albiol [6] and Chen [42].
In Chapter 4, a novel scene invariant crowd counting algorithm was proposed,
to overcome the limitations of existing single-camera methods. The system uses
camera calibration to construct a 3D cylindrical pedestrian template which can
be projected into the image plane around any pixel. The method uses real-world
reference coordinates, and therefore enables scene invariant crowd counting to be
performed by normalising features across viewpoints. This allows the system to
be trained on one or more viewpoints and then deployed on one or more other
viewpoints for counting, without any additional training required.
Three new benchmark datasets for crowd counting were introduced, collected
from the Queensland University of Technology (QUT), with ground truth anno-
tations and camera calibration parameters. These sequences feature challenging
reflections, shadows and lighting fluctuations, and were used to demonstrate the
efficacy of the proposed methodology. In total, seven calibrated datasets were
used to demonstrate the scene invariance of the proposed algorithm. The follow-
ing conclusions were reached:
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• The proposed algorithm can successfully scale features across viewpoints
and achieve accurate scene invariant crowd counting results.
• The use of multiple image features (size, shape, edges, keypoints) outper-
formed the use of fewer features across a wide range of datasets.
• The use of Gaussian process regression consistently outperformed the use
of linear regression, neural networks and K-nearest neighbours.
In Chapter 5, two novel methods for multi camera crowd counting were proposed.
These algorithms makes use of a new concept called the overlap map which is
constructed using camera calibration parameters, and provides an estimate for
the amount of overlap at each region of an image.
The combination of scene invariance and multi camera crowd counting was
demonstrated using a three-camera environment. In this experiment, the system
was trained on a completely different environment (QUT database, Cameras 3,
5 and 8) and then deployed for testing on the PETS 2009 database [149] (Views
1, 2 and 3). A mean relative error of 6-8% was observed in this environment,
demonstrating highly accurate crowd counting which was both scene invariant
and spanned multiple cameras.
In Chapter 6, a novel crowd flow monitoring algorithm called the virtual gate was
proposed. The proposed algorithm combines feature detection and regression of
optical flow techniques to estimate the number of pedestrians passing through a
region of interest. Optical flow histograms were shown to improve performance by
separating the effects of small motion (potentially noise) and large motion. Local
temporal windows (analogous to local crowd counting features) were proposed.
This approach breaks a video sequence into a set of subsequences, so that counting
can be performed locally in time.
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A comprehensive evaluation was performed on five datasets collected from the
Brisbane International Airport, and the following conclusions were reached:
• The proposed algorithm can successfully count pedestrians passing through
a virtual gate.
• The use of edges as well as all pixels within the ROI provide the best
performance (compared to various combinations of all pixels, edges and
corners).
• The use of linear regression and GPR provide the best performance (com-
pared to K-nearest neighbours and neural networks).
• The use of optical flow histograms improves performance.
• The use of local temporal windows improves performance.
Chapter 6 also presented a novel queue monitoring algorithm which combined
crowd counting and virtual gate technologies within the same framework. This
novel combination enables queue statistics such as arrival rate, service rate, queue
size and growth rate to be monitored. The framework also enables these param-
eters to be estimated in the absence of adequate video coverage: for example, if
the entry or exit to the queue is not monitored, the arrival or service rate can be
estimated using the other statistics.
An evaluation on real world queue data demonstrated the efficacy of the proposed
algorithm. Unlike existing crowd datasets which are captured in unordered public
spaces such as shopping malls and outdoor walkways, the dataset used in this
analysis was captured at the Brisbane International Airport.
Chapter 7 proposed a novel anomaly detection algorithm based on local image
features extracted from spatio-temporal patches in a video sequence. While exist-
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ing methods have used reduction techniques such as quantisation, histogram bins
or dimensionality reduction, the proposed approach is based on a novel feature
called textures of optical flow which is formulated to detect anomalous motion
patterns in video sequences. The proposed feature measures the uniformity of
an optical flow field in order to detect anomalous objects such as bicycles and
vehicles in human crowds.
An evaluation across two large, publicly available anomaly detection datasets
demonstrated the efficacy of the proposed algorithm compared to existing meth-
ods. The following conclusions were reached:
• The proposed algorithm based on textures of optical flow outperformed
existing methods based on traditional visual representations.
• The optimal uniformity offset for the datasets used in this analysis was
(w
4
, 0), (0, h
4
).
• The HMM classifier did not confer any additional benefit compared to the
GMM (when classifying the patch-based features used in this thesis). Ad-
ditionally, the GMM based approach operated at a higher frame rate of
9.4 fps (approximately real time). This is significantly faster than other
methods; for example, Mahadevan [125] reported a frame rate of 0.04 fps.
A number of optimisations were proposed to speed up computation of the pro-
posed algorithm. These included the use of integral images to rapidly calcu-
late patch based features; the use of the K-Means++ algorithm to improve pre-
clustering; and foreground masking to reduce the number of data samples without
sacrificing relevant motion information.
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8.3 Future Research
This thesis has provided a number of novel contributions to the field of crowd
monitoring using computer vision. Avenues for additional future research are
listed below.
• Exploration of auto-calibration methods could potentially simplify the con-
struction of the pedestrian template and the overlap map, which underpin
the scene invariant and multi camera crowd counting algorithms respec-
tively.
• The use of bidirectional segmentation methods, such as the mixture of dy-
namic textures [37], could be used to extend the current virtual gate into a
bidirectional system.
• In addition to anomaly detection, textures of optical flow may be consid-
ered for event modelling and event recognition purposes. Exploration of
additional textural features, which may be applied to optical flow fields, is
also warranted.
Appendix A
Related to Chapter 3
A.1 Vanishing Point Calculation
This section refers to Figure 3.2 (p. 107). The first reference line P1P2 is defined
by the linear equation:
yA = mAx+ cA (A.1)
where
mA =
y2 − y1
x2 − x1 (A.2)
cA = y2 −mAx2 (A.3)
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Similarly, the line P3P4 is described by:
yB = mBx+ cB (A.4)
where
mB =
y4 − y3
x4 − x3 (A.5)
cB = y4 −mBx4 (A.6)
The vanishing point therefore occurs at:
yA = yB (A.7)
mAxv + cA = mBxv + cB (A.8)
xv =
cB − cA
mA −mB (A.9)
yv = mAxv + cA (A.10)
This value of yv is used in the computation of S(y) in Equation 3.8 (p. 108).
A.2 Object Size Interpolation
This section refers to Figure 3.3 (p. 109). The interpolated person height h is
defined by the linear equation:
h = mhy + ch (A.11)
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where
mh =
h2 − h1
y2 − y1 (A.12)
ch = h1 −mhy1 (A.13)
and y2 and y1 are the y-coordinates of line ab and cd in the image plane, respec-
tively. Similarly, the interpolated width of the walkway is described by:
w = mwy + cw (A.14)
where
mw =
w2 − w1
y2 − y1 (A.15)
cw = w1 −mwy1 (A.16)
These interpolated values of h and w are used in the computation of S(y) in
Equation 3.12 (p. 110).
A.3 Robust Regression using IRLS
This section describes robust regression using iteratively reweighted least squares
(IRLS). Consider a linear model described by,
yi = x
T
i b+ i (A.17)
366 A.3 Robust Regression using IRLS
where {xi}mi=1 denotes the independent variables, b denotes the unknown vector
of parameters (linear weights) applied to these variables, {yi}mi=1 denotes the
observed values and i denotes the observation error or residual. M -Estimation
seeks to minimise the sum of a function of residuals:
bˆ = argmin
b
m∑
i=1
ρ(i) (A.18)
= argmin
b
m∑
i=1
ρ(yi − xTi b) (A.19)
where ρ is an error function. For ordinary least squares regression a quadratic
penalty is used,
ρLS(z) = z
2 (A.20)
while other functions are used to reduce the influence of outliers. For example,
the Tukey bisquare function is:
ρB(z) =

k2
6
[
1−
(
1− ( z
k
)2)3] |z| ≤ k
k2
6
|z| > k
(A.21)
where k is a tuning constant. These functions and their derivatives are plotted
in Figure A.1. Let the first derivative of ρ(z) be denoted:
ψ(z) = ρ′(z) (A.22)
The minimum value of Equation A.19 is found by setting the partial derivatives
to zero:
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Figure A.1: Least squares and Tukey bisquare penalty functions, their derivatives
and weight functions [70].
0 =
∂
∂b
m∑
i=1
ρ(yi − xTi b) (A.23)
=
m∑
i=1
ψ(yi − xTi b)xTi (A.24)
A weight function is defined,
wi = w(i) =
ψ(i)
i
(A.25)
and these are plotted in Figure A.1. Equation A.24 may then be rewritten:
0 =
m∑
i=1
wi(yi − xTi b)xTi (A.26)
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This is solved iteratively using the following procedure:
1. Select initial estimates for b0 such as the ordinary least squares regression
estimate. Then iteratively repeat steps 2 and 3 as follows.
2. Calculate the residuals t+1i = yi − xTbt and weights wt+1i = w(t+1i ).
3. Solve for the new weighted least squares estimates:
bt+1 =
[
XTW tX
]−1
XTW ty (A.27)
where X is the model matrix whose ith row is xT and W t is a diagonal
matrix containing the current weights.
The iteratively reweighted least squares (IRLS) procedure repeats steps 2 and 3
until convergence of bˆ is achieved. The algorithm is implemented by MATLAB’s
robustfit function [132], and the bisquare penalty function ρB is used to reduce
the influence of outliers compared to the ordinary least squares function ρLS.
Appendix B
Related to Chapter 4
B.1 Regression Model Comparison Tables
The following tables provide supplementary information to Section 4.3.2.2 (p.
236). The error rates and corresponding rankings for each regression model across
each of the seven datasets is listed.
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Regression Model MAE MSE MRE
GPR 1.321 (1) 4.250 (1) 10.32% (1)
Linear 1.474 (2) 5.167 (2) 12.38% (2)
KNN (K=1) 1.973 (5) 10.594 (6) 13.63% (5)
KNN (K=2) 1.840 (4) 9.128 (4) 13.21% (4)
KNN (K=4) 1.808 (3) 8.430 (3) 13.16% (3)
KNN (K=8) 2.059 (6) 10.429 (5) 13.89% (6)
KNN (K=16) 2.876 (7) 25.401 (8) 16.54% (7)
KNN (K=32) 3.827 (9) 51.536 (10) 20.20% (8)
NN (4) 8.810 (12) 103.788 (12) 96.58% (12)
NN (8) 3.124 (8) 16.585 (7) 33.64% (9)
NN (16) 7.867 (11) 100.878 (11) 82.52% (11)
NN (32) 5.453 (10) 40.214 (9) 74.45% (10)
Table B.1: Comparison of regression on PETS 2009, View 1.
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Regression Model MAE MSE MRE
GPR 3.365 (2) 17.514 (2) 9.55% (2)
Linear 2.911 (1) 12.897 (1) 8.98% (1)
KNN (K=1) 7.779 (3) 136.999 (5) 21.79% (3)
KNN (K=2) 9.872 (6) 153.337 (6) 25.70% (5)
KNN (K=4) 13.000 (7) 250.579 (8) 33.14% (6)
KNN (K=8) 15.592 (9) 347.145 (9) 39.73% (9)
KNN (K=16) 18.980 (10) 490.416 (10) 49.77% (10)
KNN (K=32) 21.800 (11) 622.059 (11) 58.40% (11)
NN (4) 13.604 (8) 242.907 (7) 37.64% (8)
NN (8) 8.659 (4) 127.045 (4) 23.71% (4)
NN (16) 9.534 (5) 125.898 (3) 35.34% (7)
NN (32) 32.485 (12) 1336.771 (12) 88.27% (12)
Table B.2: Comparison of regression on PETS 2009, View 2.
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Regression Model MAE MSE MRE
GPR 0.405 (6) 0.495 (6) 24.98% (6)
Linear 0.551 (10) 0.714 (9) 38.45% (11)
KNN (K=1) 0.459 (7) 0.850 (10) 25.63% (7)
KNN (K=2) 0.366 (5) 0.448 (5) 21.39% (3)
KNN (K=4) 0.338 (2) 0.379 (4) 21.34% (2)
KNN (K=8) 0.349 (4) 0.353 (3) 22.28% (4)
KNN (K=16) 0.341 (3) 0.319 (2) 22.41% (5)
KNN (K=32) 0.316 (1) 0.245 (1) 20.93% (1)
NN (4) 0.468 (9) 0.575 (8) 27.74% (9)
NN (8) 1.996 (12) 6.390 (12) 129.74% (12)
NN (16) 0.465 (8) 0.517 (7) 27.03% (8)
NN (32) 0.626 (11) 1.275 (11) 31.55% (10)
Table B.3: Comparison of regression on PETS 2006, View 3.
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Regression Model MAE MSE MRE
GPR 0.487 (2) 0.441 (4) 22.20% (2)
Linear 0.852 (8) 1.077 (8) 39.76% (8)
KNN (K=1) 0.562 (6) 0.648 (6) 23.38% (7)
KNN (K=2) 0.574 (7) 0.659 (7) 23.00% (6)
KNN (K=4) 0.519 (5) 0.483 (5) 22.50% (4)
KNN (K=8) 0.513 (4) 0.436 (3) 22.81% (5)
KNN (K=16) 0.495 (3) 0.421 (2) 22.49% (3)
KNN (K=32) 0.457 (1) 0.363 (1) 21.18% (1)
NN (4) 5.422 (11) 52.948 (11) 252.33% (11)
NN (8) 4.092 (10) 37.418 (10) 199.34% (10)
NN (16) 6.508 (12) 70.978 (12) 297.69% (12)
NN (32) 3.542 (9) 21.317 (9) 177.61% (9)
Table B.4: Comparison of regression on PETS 2006, View 4.
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Regression Model MAE MSE MRE
GPR 1.547 (3) 3.506 (3) 14.03% (3)
Linear 1.202 (1) 2.365 (1) 11.38% (1)
KNN (K=1) 3.541 (8) 18.097 (8) 30.12% (8)
KNN (K=2) 3.261 (7) 16.139 (7) 28.10% (7)
KNN (K=4) 2.900 (6) 10.783 (6) 25.08% (6)
KNN (K=8) 2.483 (5) 7.978 (5) 22.69% (5)
KNN (K=16) 1.744 (4) 4.132 (4) 16.56% (4)
KNN (K=32) 1.275 (2) 2.392 (2) 12.54% (2)
NN (4) 12.947 (11) 194.591 (10) 119.64% (11)
NN (8) 11.864 (10) 198.944 (11) 119.29% (10)
NN (16) 8.423 (9) 94.449 (9) 72.98% (9)
NN (32) 17.169 (12) 430.348 (12) 171.31% (12)
Table B.5: Comparison of regression on QUT, Camera 3.
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Regression Model MAE MSE MRE
GPR 0.886 (1) 1.524 (1) 12.17% (1)
Linear 1.097 (2) 2.193 (2) 14.90% (2)
KNN (K=1) 1.543 (7) 5.016 (7) 17.91% (7)
KNN (K=2) 1.271 (5) 3.002 (4) 16.06% (5)
KNN (K=4) 1.193 (3) 2.792 (3) 15.34% (4)
KNN (K=8) 1.265 (4) 3.238 (5) 15.23% (3)
KNN (K=16) 1.399 (6) 4.151 (6) 16.18% (6)
KNN (K=32) 1.638 (8) 5.808 (8) 18.04% (8)
NN (4) 7.333 (11) 66.930 (11) 112.04% (11)
NN (8) 11.483 (12) 180.752 (12) 189.94% (12)
NN (16) 3.858 (10) 24.775 (10) 60.69% (10)
NN (32) 2.403 (9) 11.269 (9) 29.22% (9)
Table B.6: Comparison of regression on QUT, Camera 5.
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Regression Model MAE MSE MRE
GPR 1.448 (2) 3.625 (2) 18.20% (2)
Linear 2.306 (8) 7.451 (8) 27.53% (8)
KNN (K=1) 1.860 (7) 6.365 (7) 26.34% (6)
KNN (K=2) 1.770 (4) 5.196 (5) 26.00% (5)
KNN (K=4) 1.854 (6) 5.553 (6) 26.82% (7)
KNN (K=8) 1.818 (5) 4.997 (4) 24.29% (4)
KNN (K=16) 1.579 (3) 3.985 (3) 20.98% (3)
KNN (K=32) 1.160 (1) 1.941 (1) 16.78% (1)
NN (4) 9.671 (10) 159.586 (10) 124.49% (10)
NN (8) 35.432 (12) 1669.462 (12) 443.49% (12)
NN (16) 6.840 (9) 60.679 (9) 87.43% (9)
NN (32) 16.948 (11) 462.636 (11) 197.25% (11)
Table B.7: Comparison of regression on QUT, Camera 8.
Appendix C
Hidden Markov Models
The information in this appendix is supplementary to Section 2.7.2 (p. 90) re-
garding HMMs.
C.1 Implementation
In practice the computation of the forward and reverse variables α, β tend ex-
ponentially toward zero, and for long sequences this can exceed the machine’s
precision. Thus the iterative procedures can be updated using a scaling factor
s(t) at each time step:
1. Initialisation:
αˆi(1) =
piibi(1)
s(1)
(C.1)
where
s(1) =
N∑
i=1
piibi(1) (C.2)
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2. Induction:
αˆj(t+ 1) =
[∑N
i=1 αˆi(t)aij
]
bj(t+ 1)
s(t+ 1)
(C.3)
where
s(t+ 1) =
N∑
j=1
([
N∑
i=1
αˆi(t)aij
]
bj(t+ 1)
)
(C.4)
Note that this means:
αˆi(t) =
αi(t)∏t
τ=1 s(τ)
(C.5)
3. Termination:
p(O|λ) =
N∑
i=1
αi(T ) (C.6)
=
(
T∏
t=1
s(t)
)(
N∑
i=1
αˆi(T )
)
(C.7)
=
T∏
t=1
s(t) (C.8)
log p(O|λ) =
T∑
t=1
log s(t) (C.9)
The reverse procedure is also modified using the same scaling factors:
1. Initialisation:
βˆi(T ) =
1
s(T )
(C.10)
2. Induction:
βˆi(t) =
∑N
j=1 aijbj(t+ 1)βˆj(t+ 1)
s(t)
(C.11)
Note that this means:
βˆi(t) =
βi(t)∏T
τ=t s(τ)
(C.12)
From Equations C.5 and C.12 it follows:
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αˆi(t)βˆi(t) = αi(t)βi(t)
[(
t∏
τ=1
s(τ)
)(
T∏
τ=t
s(τ)
)]−1
(C.13)
= αi(t)βi(t)κ(t) (C.14)
Thus the product αˆi(t)βˆi(t) can be used in place of αi(t)βi(t) in Equation 2.92 (p.
94), because the κ term will cancel in the numerator and denominator. Similarly,
αˆi(t)βˆj(t+ 1) = αi(t)βi(t+ 1)
[(
t∏
τ=1
s(τ)
)(
T∏
τ=t+1
s(τ)
)]−1
(C.15)
= αi(t)βj(t+ 1)ψ (C.16)
Thus the product αˆi(t)βˆj(t+ 1) can be used in place of αi(t)βj(t+ 1) in Equation
2.96 (p. 94) as the ψ term will cancel out.
C.2 Multiple Observation Sequences
When there are multiple observation sequences, O = {Oe}Ee=1 with Oe = {oet}Tet=1,
and hidden state sequences, Q = {Qe}Ee=1 with Qe = {qet }Tet=1, the likelihood
becomes:
p(O|λ) =
E∏
e=1
p(Oe|λ) (C.17)
log p(O|λ) =
E∑
e=1
log p(Oe|λ) (C.18)
Forward procedure:
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se(1) =
N∑
i=1
piib
e
i (1) (C.19)
αˆei (1) =
piib
e
i (1)
se(1)
(C.20)
se(t+ 1) =
N∑
j=1
([
N∑
i=1
αˆei (t)aij
]
bej(t+ 1)
)
(C.21)
αˆej(t+ 1) =
[∑N
i=1 αˆ
e
i (t)aij
]
bej(t+ 1)
se(t+ 1)
(C.22)
log p(Oe|λ) =
Te∑
t=1
log se(t) (C.23)
(C.24)
Backward procedure:
βˆei (T ) =
1
se(T )
(C.25)
βˆei (t) =
∑N
j=1 aijb
e
j(t+ 1)βˆ
e
j (t+ 1)
se(t)
(C.26)
The expectation equations are:
γei (t) =
αˆei (t)βˆ
e
i (t)∑N
j=1 αˆ
e
j(t)βˆ
e
j (t)
(C.27)
γei`(t) = γ
e
i (t)
ci`b
e
i`(t)
bei (t)
(C.28)
ξei,j(t) =
αˆei (t)aijb
e
j(t+ 1)βˆ
e
j (t+ 1)∑N
i=1
∑N
j=1 αˆ
e
i (t)aijb
e
j(t+ 1)βˆ
e
j (t+ 1)
(C.29)
The re-estimation equations are:
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pii =
∑E
e=1 γ
e
i (1)
E
(C.30)
aij =
∑E
e=1
∑Te−1
t=1 ξ
e
i,j(t)∑E
e=1
∑Te−1
t=1 γ
e
i (t)
(C.31)
ci` =
∑E
e=1
∑Te
t=1 γ
e
i`(t)∑E
e=1
∑Te
t=1 γ
e
i (t)
(C.32)
µi` =
∑E
e=1
∑Te
t=1 γ
e
i`(t)o
e
t∑E
e=1
∑Te
t=1 γ
e
i`(t)
(C.33)
Σi` =
∑E
e=1
∑Te
t=1 γ
e
i`(t)(o
e
t − µi`)(oet − µi`)T∑E
e=1
∑Te
t=1 γ
e
i`(t)
(C.34)
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