Given the limited channel capacity in wireless LANs, it is important to achieve high throughput and good fairness through medium access control (MAC) schemes. Although many schemes have been proposed to enhance throughput or fairness of the original IEEE 802.11 standard, they either fail to consider both throughput and fairness, or to do so with complicated algorithms. In this paper, we propose a new MAC scheme that dynamically optimizes each active node's backoff process. The key idea is to enable each node to adjust its Contention Window (CW) to approach the optimal one that will maximize the throughput. Meanwhile, when the network enters into steady state in saturated case, i.e., under heavy traffic load, all the nodes will maintain approximately identical CWs, which guarantees fair share of the channel among all nodes. A distinguishing feature of this scheme is the use of an index called average channel idle interval for optimizing the backoff process without estimating the number of active nodes in networks. We show through theoretical analysis that the average channel ideal interval can represent current network traffic load and indicate the optimal CW. Moreover, since it can be obtained through direct measurement, our scheme eliminates the need for complicated estimation of the number of active nodes as required in previous schemes, which makes our schemes simpler and more reliable when network traffic changes frequently. Through simulation comparison with previous schemes, we show that our scheme can greatly improve the throughput no matter the network is in saturated or non-saturated case, while maintaining good fairness.
Introduction
Wireless local area networks (WLANs) have become increasingly popular and widely deployed in recent years. Currently, the IEEE 802.11 MAC [1] - [3] standard includes two channel access methods: a mandatory contention-based one called Distributed Coordination Function (DCF) and an optional centralized one called Point Coordination Function (PCF). Due to its inherent simplicity and flexibility, the DCF mode is preferred and has attracted most research attention. At the same time, PCF is not supported in most current wireless cards and may result in poor performance when working alone or together with DCF, as shown in [17] , [23] . In this paper, we focus on DCF.
Since all the nodes share a common wireless channel with limited bandwidth in the WLAN, it is highly desirable that an efficient and fair medium access control (MAC) scheme is employed. However, for the 802.11 DCF, there is much room for improvement in terms of both efficiency and fairness. Cali et al. pointed out in [8] that depending on the network configuration, DCF may deliver a much lower throughput compared to the theoretical throughput limit. Meanwhile, as demonstrated in [5] , the fairness as well as throughput of the IEEE 802.11 DCF could significantly deteriorate when the number of nodes increases. Although extensive research has been conducted to improve throughput [4] , [6] - [12] or fairness [8] , [15] , except in [9] , these two performance indexes are rarely considered together (more comments on these works are given in Sect. 2.2). In this paper, we aim to enhance both throughput and fairness for DCF at the same time by proposing a novel MAC scheme that Dynamically Optimizes the Backoff process. Henceforth, we call it DOB. Compared to the original 802.11 DCF and previous enhancement approaches, this scheme has the following distinguishing features:
• Unlike [8] that relies on the complicated on-line estimation of the number of active nodes, we use a simple and accurate measure called average idle interval, which is easily obtained and reflects network traffic load, to dynamically optimize the backoff with more sophistically algorithm. In [8] , though average idle interval is proposed to be observed, it is used for estimating the number of active nodes in a network instead of optimizing CW directly and the number of active nodes has a complicated relation to average idle interval.
• It is known that in the 802.11 DCF, each node exponentially increases its contention window (CW) in case of collisions and resets it after successful transmissions. Although this is designed to avoid collisions, the fact that the CWs change drastically lead to neither fast collision resolution nor high throughput [9] . In contrast, DOB enables each node to keep a quasi-stable CW that oscillates around an optimal value that leads to a throughput close to the maximum. More specifically, the current CW will be decreased if it is greater than the optimal CW and be increased otherwise.
• Since each node in the network maintains its CW around the optimal value, all nodes will have equal opportunities to seize the channel. As a result, the fairness is improved compared to the original DCF.
The remainder of this paper is organized as follows. In Sect. 2, we describe the IEEE 802.11 MAC protocol and Copyright c 2005 The Institute of Electronics, Information and Communication Engineers then discuss the related work. We elaborate on our key idea and the theoretical analysis for improvement in Sect. 3. Then, we present in detail our proposed DOB scheme in Sect. 4. Section 5 gives performance evaluation and the discussions on the simulation results. Finally, concluding remarks are given in Sect. 6.
Preliminaries
To better understand our scheme, in this section we first briefly introduce the IEEE 802.11 DCF, a distributed contention-based medium access control protocol. Then, we discuss the related work. Especially, we focus on Cali's work [8] and FCR (Fast Collision Resolution, [9] ), as these two schemes resolve MAC collisions through dynamically adjusting the contention window.
Operations of the IEEE 802.11 MAC
The IEEE 802.11 DCF is based on a mechanism called carrier sense multiple access with collision avoidance (CSMA/CA). As shown in Fig. 1 , in DCF mode, a node with a packet to transmit initializes a backoff timer with a random value selected uniformly from the range [0, CW − 1], where CW is the contention window in terms of time slots. After a node senses that the channel is idle for an interval called DIFS (DCF interframe space), it begins to decrease the backoff timer by one for each idle time slot. When the channel becomes busy due to other nodes' transmissions, the node freezes its backoff timer until the channel is sensed idle for another DIFS. When the backoff timer reaches zero, the node begins to transmit. If the transmission is successful, the receiver sends back an acknowledgment (ACK) after an interval called SIFS (short inter-frame space). Then, the transmitter resets its CW to CW min . In case of collisions, the transmitter fail to receive the ACK from its intended receiver within a specified period, it doubles its CW subject to a maximum value CW max , chooses a new backoff timer, and start the above process again. When the transmission of a packet fails for a maximum number of times, the packet is dropped.
To improve channel efficiency for long packet transmissions, the IEEE 802.11 protocol can also use a short Request To Send (RTS) control frame and a short Clear To Send (CTS) frame to reserve access to the channel. In this case, collisions only happen to the transmission of RTS. Since the length of RTS is fixed, this case can be treated as a special case of where variable data packet size exists. Furthermore, if the probability that the transmission of RTS is successful is known, the throughput for different data packet sizes can be readily derived. Hereafter, we thus mainly focus on MAC protocol with comparatively short packet size without the RTS/CTS handshake.
Related Work
Considerable research efforts have been expended on either theoretical analysis or throughput improvement [4] - [12] , [20] . In [5] , Bianchi used a Markov chain to model the binary exponential backoff procedure. By assuming the collision probability of each node's transmission is constant and independent of the number of retransmission, he derived the saturated throughput for the IEEE 802.11 DCF. In [4] , Bharghvan analyzed and improved the performance of the IEEE 802.11 MAC. Although the contention information appended to the transmitted packets can help in collision resolution, its transmission increases the traffic load and the delay results in insensitivity to the traffic changes. Kim and Hou developed a model-based frame scheduling algorithm to improve the protocol capacity of the 802.11 [20] . In this scheme, each node sets its backoff timer in the same way as in the IEEE 802.11; however, when the backoff timer reaches zero, it waits for an additional amount of time before accessing the medium. Though this scheme improves the efficiency of medium access, the calculation of the additional time is complicated since the number of active nodes must be accurately estimated.
Cali et al. [8] studied the 802.11 protocol capacity by using a p-persistent backoff strategy to approximate the original backoff in the protocol. In addition, they showed that given a certain number of active nodes and average frame length, there exists an average contention window that maximizes throughput. Based on this analysis, they proposed a dynamic backoff tuning algorithm to approach the maximum throughput. It is important to note that the performance of the tuning algorithm depends largely on the accurate estimation of the number of active nodes. However, in practice, there is no simple and effective run-time estimation algorithm due to the distributed nature of the IEEE 802.11 DCF. And proposed algorithm cannot guarantee that every node has the same CW, which may result in a poor fairness. This is because that there is no control node for DCF, every node tunes its CW according to its own view of situation of network, and after some nodes changed their CWs, which leads to changes of network traffic, the other nodes may tune with different values of CW. Meanwhile, a complicated algorithm [8] , [13] would impose a significant computation burden on each node and be insensitive to the changes in traffic load.
In our previous study, a fast collision resolution (FCR) MAC algorithm was proposed [9] , which actively redistributes the backoff timers for all competing nodes. Specifically, not only do transmitting nodes increase their CW in case of collisions, but also nodes in the backoff process increase their CWs and reset their backoff timer when detecting a new channel busy period. When a node success-fully finishes a transmission, it restores its CW as a small contention window. To reduce the waste of time, unlike IEEE 802.11, FCR decreases backoff timers much faster (i.e., exponentially) in the case that the number of consecutive idle slots exceeds a certain threshold. In this way, FCR allows a successful node to transmit again with a high probability and thus enhances channel efficiency. The downside of FCR is that it may excessively increases CW in order to avoid collision, resulting in some wasted time slots under low-to-medium network traffic load. Moreover, FCR alone could adversely affect fairness, thereby necessitating an additional fair scheduling mechanism as shown in [9] .
Fairness is another important issue in MAC protocol design for WLANs [14] . In a shared channel wireless network, throughput and fairness essentially conflict with each other as shown in [22] . The analysis in [5] demonstrated that the fairness as well as the throughput of IEEE 802.11 DCF could significantly deteriorate when the number of nodes increases. Several research works addressed this issue [8] , [15] , [21] . In [8] , the number of active nodes needs to be estimated as mentioned and in [15] , only initial contention window is adjusted and thus the contention window is not optimized.
As will be shown later, our proposed DOB preserves the advantages and overcomes the deficiencies of the work [8] and FCR. While relying on dynamic tuning of CW, it avoids complicated estimating of the number of active nodes, as is the case in [8] . Compared to the original IEEE 802.11 or FCR, since each node, without initializing its CW with the minimum value, keeps its CW close to the same optimal value, DOB can maintain fairness and keep the network operating with less fluctuation. Consequently, the network always works in a quasi-stable state. In other words, the nodes with a smaller CW than the optimal CW will increase CW and the nodes with a greater CW will decrease CW.
Design Motivation and Analysis

Motivation
In the IEEE 802.11 MAC, an appropriate CW is the key to providing throughput and fairness. A small CW results in high collision probability, whereas a large CW results in wasted idle time slots. In [8] , Cali et al. showed that given the number of active nodes, there exists an optimal CW that leads to the theoretical throughput limit and when the number of active nodes changes, so does this optimal CW. Since in practice, the number of active nodes always changes, to let each node attain and keep using the corresponding optimal CW requires the estimation of the number of active node. However, this is not an easy task in the network environment where a contention-based MAC protocol is used. To get around this difficulty, we are thus motivated to find other effective measures that also lead us to the optimal CW and hence the maximal throughput. Therefore, we focuses on the average idle interval in the channel between two consecutive busy periods (due to transmissions or collisions) that each node locally observes. It has two merits. One is that without complex computation, each node can obtain the average idle interval online by observation, which is quite simple since the DCF is in fact built on the basis of physical and virtual carrier sensing mechanisms. The other merit is that, as shown below, the optimal average idle interval has a very simple relationship with the optimal CW that leads to the maximal throughput. It is important to note that since we believe that DOB will enable each node to use the optimal CW, we do not use the original DCF backoff algorithm. Details on DOB will be given in Sect. 4 .
In the following, we derive the relationship between average idle interval and throughput through analysis. For the purpose of simplicity, we assume the frame length is constant. Later on, we will show that the performance is not sensitive to a variable frame length.
Analytical Study
In [8] , the IEEE 802.11 DCF is analyzed based on an assumption that, in each time slot, each node contends for the medium with the same probability p subject to p =
1/(E[B] + 1), where E[B]
is the average backoff timer and equals (E[CW] − 1)/2 for DCF. Since our DOB would enable all the nodes to settle on a quasi-stable CW shortly after the network is put into operation, for simplicity we assume that all the nodes use the same and fixed CW. Consequently, we have
as all the expectation signs E can be removed. Figure 2 shows the analytical model of channel (single wireless channel), which includes 3 types of events, successful transmission, collision, ilde. Suppose every node is an active one, i.e., always having packets to transmit. For every packet transmission, the initial backoff timer is uniformly selected from [0, CW − 1]. For each virtual backoff time slot, it may be idle, busy due to a successful transmission, busy due to collision. Accordingly, we denote by t slt , T s , and T col the time durations of the three types of virtual slots, respectively, and denote by p idl , p s , and p col the associated probabilities, respectively. Thus, we can express the above probabilities as follows. 
where n is the number of active nodes. Thus, the throughput is expressed as
where T is the transmission time of one packet, which can be obtained by subtracting overhead from T tx = T + 2τ + S IFS + ACK + DIFS . τ expresses the maximum propagation delay between two nodes. In the above equation, the term p idl /p s can be thought of as the average number of idle slots for every successful transmission and the term p col /p s the average number of collisions for every successful transmission. If we denote by L idl the average idle interval, it can be expressed as
With Eq. (1) and (2), this equation can be further written as
In Eq. (5), we can see that when CW is large enough, L idl = (CW − 1)/(2n). As a matter of fact, this is the case when the network traffic load is heavy. In this case, to effectively avoid collisions, the optimal CW is large enough for the approximation L idl = (CW −1)/(2n) in our DOB, which is also verified through simulations. With Eqs. (2), (3), and (5), we can express the throughput as a function of L idl with SIFS=10 µs, DIFS=50 µs, ACK=304 bit, data rate=1 Mbps and time slot=20 µs, as shown in Fig. 3 . Several important observations are made. First, we find that every curve follows the same pattern; namely, as the average idle interval L idl increases, the throughput first rises quickly, and then decreases relatively slowly after reaching its peak. Second, although the optimal value of L idl that maximizes throughput is different in cases of different frame lengths, it varies in a very small range, which hereafter is called the optimal range of L idl corresponding to different framelengths. Finally, this optimal value is almost independent of the number of active nodes. Therefore, L idl is a suitable measure that indicates the network throughput. Figure 4 shows the relationship between L idl and the contention window CW, as revealed in Eq. (5). It can be observed that L idl is almost a linear function of CW when CW is larger than a certain value. Specifically, in the optimal 
where α is a constant. Since we are interested in tuning the network to work with maximal throughput, given the nice linear relationship, we can achieve this goal by adjusting the size of CW. In other words, each node can observe the average idle interval locally and adjust its backoff window accordingly such that the network throughput is maximized. Clearly, the above results hold when all nodes have the same CW. In reality, different nodes may have different CWs that fluctuates around the optimal CW. Next, we prove that given the average idle interval, i.e., given the idle probability p idl , the achieved throughput is no less than the throughput obtained under the condition that all nodes have the same CW.
T heorem 1: Given the probability that a slot is idle is P and the number of active nodes n, the throughput is minimal in the case of p 1 = p 2 = ... = p i = ... = p n . Due to the fact that CW = 2 p i − 1, it follows that each node has the same CW.
Proo f : The proof is done by mathematical induction. We first prove the case of n = 2. In this case, it is found that the throughput reaches minimum in case of p 1 = p 2 = 1 − P 1 2 . Next, we assume Theorem 1 holds when the number of active nodes is n, then we just need to prove Theorem 1 holds when the node number is n + 1.
Divide the active nodes into two sets: one includes only one node, namely node n + 1, and the other set includes the remaining n nodes. For the set of n nodes, in any time slot, assume the success probability is S n , and the idle probability I n . We have
since P = (1 − p n+1 )I n , we rewrite the above formula as
We can find from the above equation that only when S n reaches minimum the S n+1 reaches the minimum. The condition that S n reaches minimum is
Take the derivative of S n+1 with respect to p n+1 and let it equal 0, i.e., let S n+1 = 0, we obtain p n+1 = 1 − P 1 n+1 and also p = 1 − P 1 n+1 . Theorem 1 is proved. Theorem 1 reveals two important points. First, if we keep the average idle interval as the one corresponding to the peak throughput shown in Fig. 3 , the achieved throughput will not be less than the peak throughput, as the peak throughput is derived under the condition that all nodes have the same CW. Second, it shows that there is a tradeoff between throughput and fairness. If all nodes keep the same CW, which means the channel is fairly shared among all nodes, the achieved throughput is sacrificed.
By detecting the average idle interval, each node can adjust its current CW around the optimal CW at runtime. Assume the observed current average idle interval is l idl , the optimal CW is CW o , and the corresponding optimal average channel idle interval is L io , given Eq. (6), we can estimate CW o as
where CW c is the current CW. Clearly, we obtain the optimal CW while avoiding the difficult task of estimating the number of active nodes. Then, we can adjust the current CW based on Eq. (10) so as to approach the optimal CW and hence tune the network to deliver high throughput. In the following, we give the tuning algorithm in detail.
DOB Scheme
In this section, we describe the DOB scheme in which each node adapts its backoff process according to the observed average idle interval l idl , which reflects the network traffic load. The goal is that each node always uses a contention window close to the optimal CW. Unlike the IEEE 802.11, DOB divides a node's backoff process into three stages, namely stage 0, 1, and 2. When an arbitrary node starts backoff, depending on the initially chosen backoff timer (BT ), it may enter stage 1 or 2. After a collision, it may enter into stage 0. At each stage, the node decrements its backoff timer when an idle time slot is detected. It starts transmission only when its BT reaches 0 and it is at stage 1 or 2. At the end of stage 0 and stage 1, it refreshes its CW based on the average idle interval l idl observed in previous stages according to Eq. (14), a revised version of Eq. (10), so that a high aggregate throughput can be achieved. We introduce two parameters K h and K l as thresholds for the observed channel idle interval l idl . Specifically, K h is the threshold corresponding to high traffic load and K l the threshold corresponding to low traffic load. When observed l idl is lower than K h , the node increases its CW; when l idl is larger than K l , the node decreases its CW. K h and K l are defined as follows:
where the range defined by [K h , K l ] corresponds to the optimal range around L io , CW i is the current CW of node i, and CW ct is a constant that is the same for each node. Ideally, each node should have the same CW when the network enters into steady state in saturated case; in reality, however, this is not the case. When a new active node initializes its CW as CW min , it may be different from the CWs used in other nodes; or when traffic load changes, CWs of different nodes may change accordingly and differ from each other in a short term. As a result, fairness is impaired. We thus introduce the term (CW i −1)/CW ct to enhance the shortterm fairness, as noticed in Eqs. (11) and (12) . Its role can be better understood as follows. Since (CW i − 1)/CW ct is independent of the average idle interval, it forces nodes with larger CWs to decrease their CW and nodes with smaller CWs to increase their CW. More specifically, when a node obtains the average idle interval as l idl , it will compare it with K h and K l and then adapt its CW according to the algorithm presented below. When l idl < K h , it will increase its CW, and when l idl > K l , it will decrease its CW. According to Eq. (11), it can be seen that the smaller the CW of a node, the larger K h because of the term (CW i − 1)/CW ct and hence the higher probability that l idl < K h . This leads to the higher probability for the node to increase its CW. On the other hand, according to Eq. (12), the larger the CW of a node, the smaller K l and hence the higher probability that l idl > K l . This leads to the higher probability for the node to decrease its CW. In this way, the CW of each node always converges to the same value even in a short term.
For L io in Eq. (10), we also introduce the term (
Replacing L io in Eq. (10) with L c , we have
where we approximate α in Eq. (10) with 0.5. Obviously, we have K h < L io < K l and K h < L c < K l . Since each node adjusts its CW to approach the same value, we assume that finally every node has almost the same and quasi-stable CW in steady state, which means the observed average idle interval l idl is in the range K h < L c < K l . In the steady state, we thus can assume l idl = L c . Combining Eqs. (6) and (13), in which CW i = CW, we obtain the value of the quasi-stable CW as
As a matter of fact, it is also verified by the average CW obtained from the simulations in Sect. 5.2. Note that the CW in Eq. (15) is slightly different from the optimal value in Eq. (6) because of the introduction of CW ct , which is a tradeoff between fairness and aggregate throughput. When the maximum number of nodes is less than or equal to 100, we can set CW ct = 250 as shown in our simulation. When the number of active nodes in the network is more than 100, as far as throughput is concerned, we can set a larger CW ct to keep the CW in Eq. (15) closer to the optimal value in order to increase throughput ; however, this could lead to a little degradation in fairness as each node adapts its CW in a slower pace. To avoid measuring the average channel idle interval in a short term, a node calculates the average idle interval only if has observed at least a certain number of idle slots, with the number specified by Observation Window (OW). DOB adopts different backoff processes for new transmissions and retransmissions after a collision. In the case of new transmission, a node, say node A, follows the following algorithm (Algorithm I):
1. Node A uses its current CW if it has one; otherwise it selects CW min as its current CW and set its backoff timer (BT ) to uni f orm[0, CW − 1]. Node A enters into backoff stage 2 if BT < OW or stage 1 otherwise.
2. Node A in stage 2 decreases its BT by 1 whenever it detects an idle time slot. If BT = 0, it begins transmission. If node A is in stage 1, it counts the number of consecutive idle slots while decreasing BT by 1 for each idle slot. When BT reaches zero, it calculates l idl . Then, it compares l idl with K l and K h . If l idl is in the range between K h and K l , i.e., K h < l idl < K l , node A begins transmission immediately without changing CW; otherwise it acts as follows. In the case of collision, node A follows the following algorithm (Algorithm II):
1. Node A sets its BT as BT = uni f orm[0, 2CW + 1] without changing its CW.
2. If BT < OW, node A enters into backoff stage 2 and begins decreasing BT by 1 for every idle slot until BT = 0; then it starts transmission. If BT ≥ OW, node A enters into backoff stage 0; while decreasing BT by 1 for each idle slot, it starts the calculation process of l idl as stated previously. After OW idle slots, node A calculates l idl . If l idl is in the range between K h and K l , i.e., K h < l idl < K l , node A enters into backoff stage 2 without any other adjustment. Otherwise, node A acts as follows.
i) if l idl > K l , node A still uses the current CW and resets BT as
Then node A enters into stage 1 and follows step 2 in Algorithm I.
Performance Evaluation
In this section, we focus on evaluating the performance of our DOB through simulations, which are carried out on OPNET Modeler [24] . For comparison purpose, we also present the simulation results for the IEEE 802.11 DCF and FCR. In all the simulations, we consider the basic MAC scheme. In other words, the RTS/CTS mechanism is not used. The DCF-related parameters are shown in Table 1 and the DOB-specific parameters in Table 2 . Though simulation parameters are set on the basis of IEEE 802.11b and the bit rate is lower than IEEE 802.11 a/g/e, DOB will also work with them. We will discuss this item in the next section. Suppose that nodes can distinguish collision and failure resulted from error, then they can ignore the case of error to adjust their CWs. So, we assume the channel without error. We assume each node generates traffic according to a Poisson process with the same arrival rate. The arrival rate is kept increasing until the network is saturated. As shown below, DOB exhibits a better performance than the IEEE 802.11 and FCR in terms of throughput and fairness.
Throughput
Firstly, we present the throughput obtained for the three schemes, i.e., DOB, FCR and the IEEE 802.11, under differ- ent offered load. Figures 5, 6, 7, 8, 9, 10 show the throughput results when the number of nodes is 10, 50, and 100, and the packet sizes are 2048 bits and 5120 bits, respectively. Note that the packet size is the size of payload data and does not include MAC overhead, which is the reason that the simulation results are lower than the theoretical values.
It can be observed that when the traffic load is low, say lower than 0.6, the throughputs of DOB and the IEEE 802.11 are almost the same and equal to the offered load, whereas the throughput of FCR is lower. It can be explained as follows. For both DOB and the 802.11, since the offered load is low, the MAC collisions are slight and all the offered traffic can get through. Conversely, each node in FCR always aggressively increases its CW even when collisions are not severe. As a result, it leads to wasted idle slots and hence inefficiency in the case of nonsaturation. This observation is more pronounced as the number of nodes increases. When the traffic load becomes heavy and the network enters into saturation, we see that the throughput of the 802.11 first increases with the traffic load, then slightly decreases after reaching the peak, and finally stabilizes at a certain value. This phenomenon is due to the fact that the maximum throughput of the 802.11 is larger than its saturated throughput. For both DOB and FCR, their throughputs first increase with the traffic load and then becomes stable. In the stable state, it can be seen that the 802.11 yields the lowest throughput among the three schemes. FCR is much better than the 802.11 because it can resolve the collisions in saturated case faster and more efficiently; and when a node seizes the channel, it will continuously transmit with a very high probability, resulting in high channel utilization. Even so, our DOB outperforms FCR, though the difference in the throughput dwindles as the number of nodes become large.
We also compare the throughputs of these three schemes as a function of the average packet size in saturated case, where each node always has packets in its buffer waiting for transmission. Figure 11 , Fig. 12 and Fig. 13 present the throughputs corresponding to the cases where the number of nodes is 10, 50, and 100, respectively. In all cases, we find that the throughput increases along with the average packet size. This is because in the saturated case, given the number of nodes, the probabilities p idl , p s , and p col are constant. Accordingly, according to Eq. (3), the throughput gets larger if T gets larger while the overhead is the same. We also find that in all cases, our DOB achieves the highest throughput; as the number of nodes increases, the difference between in the throughputs of DOB and FCR tends to diminish, which is consistent with Fig. 5 to Fig. 10 . Comparing with theoretical results in Fig. 12 and Fig. 13 , we can find that the simulation results of DOB consist well with the theoretical value in the cases of 50 nodes and 100 nodes, but there is a difference in the case of 10 nodes. Observing   Fig. 11 Simulation results of throughput with 10 nodes. the simulation, we find that when one node changes its CW, the system with less nodes is affected more remarkably and CW cannot be kept close to the optimum. As a method to overcome this problem, we can introduce a smoothing factor ( [25] ) to avoid sharp changes with a cost of decrease in sensitivity to traffic changes.
To sum up, the throughput performance of DOB is the best among the three schemes either in non-saturated case or saturated case. This is attributed to the fact that our DOB uses the average idle interval to adapt CW to approach the optimal CW, which can efficiently resolve collisions and lead to high throughput. Compared to FCR, DOB overcomes FCR's inefficiency in non-saturated case while being slightly more efficient in dealing with collisions in saturated case.
Fairness
To evaluate the fairness of DOB, we adopt the following Fairness Index (FI) [16] that is commonly accepted:
where T i is throughput of flow i, φ i is the weight of flow i (normalized throughput requested by each node). Here, we assume all nodes have the same weight in simulation. According to Eq. (16), FI ≤ 1, where the equation holds only when all T i /φ i are equal. Normally, a higher FI means a better fairness. Before comparing the fairness indexes between DOB and the IEEE 802.11 † , we show how each node's CW changes in the course of simulation. Figure 14 shows the instantaneous change of the CW for three nodes that are randomly selected from a tatol of 50 nodes. We see that while the CWs fluctuate from time to time, they have close average values, which are illustrated in Fig. 15 . In Fig. 15 , the average CW is about 450, close to the value 464.286 obtained by Eq. (15) . As the number of nodes increases, say 100, we have similar results as shown in Figs. 16 and 17 .
The fairness index of DOB and the IEEE 802.11 are shown in Fig. 18 . It can be observed that the fairness of DOB within 10s and 20s periods are significantly improved over that of the IEEE 802.11. It can also be seen that as the number of nodes rises, the fairness drops quickly for the 802.11, whereas for DOB, the fairness only slightly decreases. This is because DOB ensures that all the nodes use about the same CW that is around the optimal value, as shown in Figs. 14, 15, 16 and 17. Therefore, it can achieve a better fairness. 
Discussion
The results of simulation based on IEEE 802.11b show DOB works well. Generally, DOB will also work with IEEE 802.11 a/g. The main difference of 802.11a/b/g is † Note we do not include FCR since it depends on an additional scheduling algorithm to achieve good fairness. As a matter of fact, FCR itself negatively affects fairness as whichever node seizes the channel always has a high probability of seizing the channel again.
in the PHY layer. And they face the common problem of contention resolution for distributed contention-based MAC protocols.
Since higher data transmission rate just means shorter transmission time for the frame with a certain framelength, it is reasonable to think that the DOB will achieve better outcomes with 11a/g by dynamically changing threshold of optimal value of idle length corresponding to different proportion of overhead and payload in the cases of different data transmission rates. As for the 802.11e, it supports QoS in the way of allowing request with high priority to contend media with a short backoff time parameter. But, in this way, there is a problem remained that backoff algorithm will not work effectively if the number of nodes with high priority increases over a certain value and the aggregate throughput will decrease dramatically. DOB can be utilized to improve IEEE 802.11e. It is an interesting subject to adopt DOB to achieve both of high throughput and good QoS, for example, setting different idle lengths for different priorities, and it should be carried out continually.
When nodes with DOB coexist with legacy devices without DOB, DOB has to cooperate with them. In the case of low traffic load, nodes with DOB keep their CWs smaller than that of nodes without DOB, then nodes with DOB will be prior to those without DOB to access media and nodes without DOB almost have no dramatic difference. In this case, higher aggregate throughput can be achieved. On the other hands, in the case of high traffic load, nodes with DOB keep big CWs awaring of high traffic load. In this case, nodes without DOB will be prior to access to the media and make aggregate throughput lower. One way to alleviate the problem is that nodes with DOB decrease their CWs on purposes. Certainly, this will lower the effect of enhancement of aggregate throughput.
Conclusion
In this paper, we first show that under the assumption that all the nodes use the same and fixed contention window, an index called average channel idle interval can approximately indicate network traffic and has a simple relationship with the optimal contention window CW that leads to the maximal throughput. DOB is more meaningful for RTS/CTS network since RTS and CTS can be thought as packets with fixed length and DOB will not be affected by packet size. In DOB, nodes just need to confirm if media is busy or idle to obtain average idle interval without distinguishing between successful transmission and collision which is difficult in some cases. Meanwhile, if all the nodes use the same CW, they will fairly share the common wireless channel. We also prove that if each node uses different CW, the obtained throughput will not be less than the maximal throughput mentioned above. Based on the analysis, we propose a MAC scheme called DOB to approach this ideal case. In DOB, each node dynamically adjusts its backoff process according to the observed channel average idle interval. The goal is to approach the optimal CW and thus achieve high throughput. At the same time, when the network becomes steady, all the nodes will use a CW that oscillates around the same optimal value, leading to good fairness.
Through both analysis and simulation, our scheme has the following advantages. First, as shown in the analysis, the average idle interval of channel is a suitable index for each node to grasp the network traffic situation and is insensitive to the change in packet length or the number of active nodes. Each node only needs to adjust its backoff process based on the observed average channel idle interval, avoiding the difficult task of estimating the number of active nodes in a changing network environment as required in [8] . Second, compared with the original IEEE 802.11, DOB achieves much higher throughput in saturated case; compared with FCR, DOB overcomes its inefficiency in non-saturated case. This is attributed to the fact that in DOB, each node always adjust its backoff to approach the optimal CW and thus leads to high throughput. Finally, DOB achieves good fairness since when the network becomes stable, all the nodes maintain almost identical average CW. Farthermore, DOB can be used to improve IEEE 802.11e and we will continue to work on it.
