In this paper, we extend the results of Orey and Taylor [S. Orey and S.J. Taylor, How often on a Brownian path does the law of the iterated logarithm fail? Proc. London Math. Soc. 28 (1974) 174-192] relative to random fractals generated by oscillations of Wiener processes to a multivariate framework. We consider a setup where Gaussian processes are indexed by classes of functions.
Introduction
Let {W (t), t ∈ [0, 1]} denote a Wiener process. Lévy [8] Orey and Taylor [11] introduced the random sets defined, for Λ ∈ [0, 1], by
For each Λ > 0 E Λ collects the exceptional points in [0, 1] where the law of the iterated logarithm (1.2) fails. Orey and Taylor [11] showed that, with probability 1, E Λ is a random fractal with Hausdorff dimension, given by
3)
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Recall (see, e.g., Falconer [7] ) that the Hausdorff dimension of E ⊂ [0, 1] is defined by dim E = inf{c > 0 : s c − mes(E) = 0} = sup{c > 0 : s c − mes(E) = ∞}, where s c − mes(E) denotes the Hausdorff measure of E, given by
We denote by |U i | the diameter of U i , namely, the supremum of the Euclidean distance between two elements of U i . The infimum in (1.4) is taken over all collections {U i : i ≥ 1} of subsets with diameter |U i | < δ for all i ≥ 1 and such that E ⊆ i≥1 U i . The identity (1.3) was extended in various directions. In particular, Deheuvels and Mason [4] and Deheuvels and Lifshits [3] established functional versions of (1.3). Dindar [6] extended this result to Wiener processes on R 2 . Our work will rely in part on the approach of Mason [10] where processes are indexed by class of functions.
The aim of this paper is to provide a largely extended version of (1.1) and (1.3) in the framework of multiparameter Gaussian processes, indexed by classes of functions. We start by giving some notation which is needed for the statement of our results.
We consider a class F of bounded functions on
We denote by f the sup-norm of the function f ∈ F. Let | · | 2 denote the usual Euclidean norm on R d . Assume that the class F satisfies : 
A collection of measurable functions F on a sample space X is called a VC-subgraph class if the collection of all subgraphs of the functions in F forms a VC-class of sets in X × R. For a definition of a VC-class or Vapnik-Cernonenkis class, we refer to p. 141 in Van der Vaart and Wellner [14] . A VC-class satisfies an entropy condition, of the following type. For each ε > 0, the covering number N (ε, F , · ) is the minimal number of balls {g : g − f < ε} of radius ε needed to cover the set F . For some A > 0, the covering number N (ε, F , · ) of a VC-class F grows polynomially in A/ε as ε ↓ 0.
The multivariate local Gaussian process at z ∈ R d , indexed by f ∈ F, is defined by 5) where
We define an inner product of f 1 , f 2 ∈ F by setting
Let ∞ (F ) denote the class of bounded functions on F , endowed with the sup-norm · F . For any ϑ ∈ H 1 and ε > 0, set
Finally, for any ε > 0, we set H
The following result gives a uniform functional law of the logarithm for local Gaussian processes indexed by a class of functions. 
Then, with probability 1,
Proof. The proof of this theorem is given in Mason [9] . Now for each ϕ ∈ G 2 (F ), following the lines of Orey and Taylor [11] , we consider the set of points defined by
This set collects the points of
(1.10)
Our main result, stated in the following theorem, evaluates the Hausdorff dimensions of L(Θ ϕ ) and L Λ .
Theorem 1.1. Assume that F fulfills F.i-v, and let
The proof of Theorem 1.1 is based on an adaptation of the arguments of Deheuvels and Mason [5] and Deheuvels and Lifshits [3] and is given in Section 2.
Proof of Theorem 1.1
Let the assumptions of Theorem 1.1 be in force. The proof of (1.11) reduces to show that with probability 1,
To establish (2.1) and (2.2) we will need the preliminary facts given in the next section. In Section 2.2 we will establish (2.1) and in Section 2.3 we will provide a proof for (2.2).
Preliminary facts
Fact 2.1 below is a generalization of the well-known result of Schilder [12] relative to large deviations. For any ψ ∈ ∞ (F ), we set
Also, for any subset B ⊂ ∞ (F ), we set 
Proof. It follows readily from Theorem 5.2 in Arcones [1] . (This same method is used for the proof of Prop. 1 in Mason [10] .)
The next fact will be instrumental in the proof of (2.2).
Fact 2.2. Let
Then, whenever there exist two constants Δ > 0 and δ > 0 such that, for every hypercube
Proof. See, e.g., Lemma 2.2 of Orey and Taylor [11] .
The next fact gives a useful property of the binomial distribution. 6) and for all r ∈ [0, 1],
where h is the Chernoff function associated with the standard Poisson process and defined by
Proof. The proof of (2.6) and (2.7) is based on Markov inequalities (See, e.g., Chernoff [2] ). This result is in Lemma 3.8 of Deheuvels and Mason [5] ).
Upper bounds
In this part, we establish (2.1). Actually, it is sufficient to show the result for 0
, and so, it is enough to prove (2.1) for 0 < Λ < 1. In order to establish (2.1), we must first fix some notation. Set
Remember that for every set G, the neighborhood of G in ∞ (F ) is defined by
We can see that for all Λ > 0 and for all integer m 0 ≥ 1, we have
Therefore, in order to establish (2.1), it is enough to show that for all 0 < Λ < 1 and ε > 0,
The following lemma will be crucial to control the oscillations between two points. For f ∈ F, consider the process
Notice that for f 1 , f 2 ∈ F, the usual pseudo metric between f 1 and f 2 is defined by
Lemma 2.4.
There exists a function ψ(δ) of δ > 0, fulfilling ψ(δ) → 0 as δ ↓ 0, and such that
Proof. See, e.g., Mason [9] .
Remember that | · | 2 stands for the Euclidean norm. By F.i-ii, there exists a function A(δ), δ > 0, such that
14)
The following lemma will be needed to apply Lemma 2.4 in our proofs.
Lemma 2.5. For all 0 < δ < 1, and t, t ∈ I
Proof. We start with (2.15). Observe that
Since
we infer (2.15) from (2.13). The proof of (2.16) is very similar, since
Given this relation, we infer (2.16) from (2.14) in order to obtain (2.16).
Denote by x ≤ x < x + 1 the integer part of x. For γ > 0, set
and for some integer K ≥ 1 and for every k ≥ 1, set
In the multivariate framework, we use the notation i = (i 1 , . . . , i d ) and we set
Finally, we also set
. Therefore, by triangular inequality,
By applying Lemma 2.5 to δ = 2/K, we get
Notice that the function b(h) = 2h log(1/h) is increasing for 0 < h < e −1 . We infer from Lemma 2.4 that for some 1/ν
Then, for all K ≥ 1 large enough, there exists almost surely an N < ∞ such that for all k ≥ N ,
We next provide an upper bound for
Next, we infer from (2.21), (2.22) and (2.23) that
Finally, (2.18) and (2.24) jointly imply (2.20).
We now turn to the proof of (2.1). For all Λ ∈ (0, 1) we have
and so
To establish (2.1), it is enough to show that
Observe that
with 0 = (0, . . . , 0). We now use Fact 2.1,
We therefore obtain
We have shown that (2.25), and hence (2.1), holds.
Lower bounds
In this section, we will establish that for every Θ ϕ ∈ H 1 associated with a function ϕ ∈ G 2 (F ) such that 0 < λ
First we will discuss some consequences of this property. Let Λ ∈ (0, 1). By choosing λ = Λ ∈ (0, 1) and taking
We next suppose that (2.27) holds. It is obvious that dim L 1 ≥ 0 and according to the properties of the Hausdorff dimension,
Thus, to prove that (1.11) holds for each Λ ∈ [0, 1], it is enough to efstablish (2.26), for all 0 < λ < 1.
For this purpose, we will apply Fact 2.2, taking for A a suitable subset of L(Θ ϕ ) and c = d(1 − λ 2 − η) with η > 0 small enough. In the following, our attention will be devoted to the construction of A. We will require some additional notation. Let {h k : k ≥ 1} be a sequence of constants verifying
and
The ε-neighborhood of a measurable set V ⊆ I d , for ε > 0, is defined by
For any t ∈ I d , we can choose i in order to minimize |t k (i) − t|. Before the construction of A, we show a few lemmas.
Lemma 2.7. For any ε ∈ (0, 1) and θ = θ(ε) < 1 satisfying ψ(dθ) ≤ ε, there exists almost surely a
k . The triangle inequality entails that
Using Lemmas 2.4 and 2.5, we conclude that for any ε > 0, there exists k 0 (ε) such that for every k ≥ k 0 (ε)
So, Θ h k ,t − Θ ϕ F ≤ 2ε. The conclusion of the lemma is therefore immediate.
For every measurable set E
and, remembering (1.6)
Observe that these variables are independent and identically distributed Bernouilli random variables with probability of success
36) The following lemma provides an evaluation of this probability.
Lemma 2.8. For all
(2.37)
which is an open set of ∞ (F ), we apply Fact 2.1 (ii), with k = h k . We obtain then for all k large enough,
Thus, for any fixed δ > 0, there exists an ε 0 (δ) > 0 such that for each
Let E be an union of disjoint hypercubes of Lebesgue measure vol(E) greater than a k 2 (ε, σ, δ) ≥ 1 such that, for all k ≥ k 2 (ε, σ, δ) , we have
where E is an union of disjoint hypercubes of Lebesgue measure vol(E) greater than h
Proof. Since N k,ϕ (ε, .) and m k (.) are additive set functions, it suffices to prove (2.40) when E is a hypercube of I d with Lebesgue measure greater than h
Fix σ and δ such that 0 < σ < σ and 0 < δ < δ. We next prove that it is enough to prove the lemma when E = J is a hypercube of the form
For all k ≥ 1, we have
Given the form of the hypercubes J , we see that vol(
. Moreover, we have the following inequalities.
(
Hence, applying (2.39) and Lemma 2.9 for E = J , it follows that, for all k large enough,
A similar argument shows that
(2.46)
We obtain that it suffices to show the lemma when E is a hypercube J of the form
Note here that the total number of hypercubes of this form is bounded above by h
and r = (1 + σ ). We obtain for k sufficiently large,
Moreover, for k large enough, we have
Thus, applying Lemma 2.8, we see that for k large enough,
We use (H2) to obtain
Therefore, the Borel-Cantelli lemma implies that with probability 1, for all k sufficiently large, we have
. By a similar argument, we show that with probability 1, for all k sufficiently large,
Finally, (2.40) is proved for any hypercube of the form (2.47). This concludes the proof of Lemma 2.9.
We shall now prove the existence of a sequence of sets E 1 , E 2 , . . . fulfilling the assumptions of Fact 2.2 and such
. Let see the steps needed for the construction of these sets. In a first step, we establish the existence of this sequence via an induction argument. In a second step, we show that {E m : m ≥ 1} satisfies (2.5). Finally, in a last step, we apply the Fact 2.2 to establish (2.2).
Step 1 : Existence of E m . We choose two sequences of nonnegative constants {σ m : m ≥ 1} and
We select two decreasing sequences of positive constants {ε m : m ≥ 1} and {θ m : m ≥ 1} such that (
By (H1), we can choose k m such that (3i-3vii) hold. Now, for every m ≥ 1, given k m and {M m−1 , k m−1 , E * m−1 }, we define the sets E m , E * m , and the positive integer M m . We set
)
Recalling (2.34), we set M 0 = 1 and for all m ≥ 1 
Proof. (2.48) and (3ii) imply that These inequalities when combined with (3iii) imply that 
