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ABSTRACT 
The convergence theorem of asynchronous iteration for solving a system of linear 
equations, presented by D. Chazm and W. Miranker, is proved with a new method 
and generalized to splitting iteration with arbitrary form. 
1. INTRODUCTION 
In recent years, with the development of multiprocessors, traditional 
numerical methods have undergone a severe chahenge. Asynchronous itera- 
tive methods have rapidly become an active area of research. 
In 1969, Chazan and Miianker [l] discussed the convergence of asyn- 
chronous iterative methods for solving a system of linear equations with 
Jacobi form and Gauss-Seidel form. Baudet [2] and Tarazi [3] have separately 
generalized it to solve no&near equations and problems in general abstract 
spaces. 
In this paper, the convergence theorem presented in [l] will be proved by 
using a new method, and be generalized to splitting iteration with arbitrary 
form. 
2. A NEW PROOF FOR THE CONVERGENCE THEOREM 
The system considered here is 
x,=f;(x,,r,,...,~“), i = 1,2 ,...,n. 
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When we solved it by the asynchronous iterative method, the kth iteration of 
xi was carried out during the period [pik, 9J. If xit is the value of xi at time 
t, then 
xy if t=o, 
&(X1,pik,...,Xn,p,k) if t=9ikp k=192y”e* 
‘i,qik if 9ik<t<9i,k+l, k=O,l,%..., 
where 910=9u,= ... =QnO=O, and for aLl i=l,2,..., n and k=l,2,..., 
and pik+m, 9ik+00 as k-co. 
The efficiency of this asynchronous iterative methods depends upon 
whether xit is convergent to xi or not (i = 1,2,..., n) as t + CO, where xi is 
the solution of the system. 
LEMMA 1 [4]. tit 
xi = i aijxj + bi, i=1,2 n ,***, (1) 
j-l 
be the system to be considered. Suppose, without loss of generality, that t is 
integer and 
(a) fori=1,2,..., n, the integm sequm%?s { pik} and { qik} satisfy 
O = 9iO < pi1 < 9il Q pi2 < ’ . ’ 9 
(b) for integer t > 0 and i = 1,2,. . . , n 
I 
x; if t=O, 
Xit= i aijxj,P,k+bi if t=qik, k=1,2,.**, (2) 
j-l 
‘i. q,k if 9ikct<9i,k+l* k=0,1,2 ,..., 
(c) X=max{~~_,~ai,~, i=1,2 ,..., n} Kl. 
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Thenxi,isconvergenttor,(i=1,2,..., n), the unique solution of the system (1). 
Let M be a real n x n matrix, p(M) denote its spectral radius, and IMI 
denote the nonnegative n x n matrix obtained by replacing the elements of 
M with their absolute values. We have the following theorem. 
THEOREM 1. suppose that for the system (l), 
(a) con&ions (a) and (b) in Lemma 1 hold, 
(b) &Al) < 1. 
Then xit converges to xi, the unique soZution of the system (1) for all integer 
isuchthut l<ign. 
Proof. From condition (b) 
It is well known that Z - A is nonsingular, so there exists a unique solution xi 
(i = 1,2,..., n) of the system (1). 
According to the theory of nonnegative matrices [5], I - I Al is a M-matrix 
and satisfies the generalized diagonal dominance condition. This implies that 
there exist n positive numbers cZi, i = 1,2,. . . , n, which satisfy 
(l- laiilJdi> f: laijldj> i=l,2 n, >*a*, 
j-l 
j#i 
or 
max 
i 
i y,i=l,2 ,..., n} <l. 
j-l 8 
If we make the homeomorphism 
(3) 
xi = diYi, i=1,2 ,..., n, 
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then the system (1) becomes 
d,y, = 2 aiidiyi + bi, 
j - 1 
or 
yi = f ‘iidiyi I : 
j-1 di t 
n 
2 C aiiyi + b(, i=1,2 n, 9..-, 
j-1 
(4 
where 
, a ‘iidi 
‘ij 
-- 
di ’ 
b,!=;. 
I 
From (3), the system (4) satisfies the following condition: 
A=max 
i 
ila;il,i=1,2 ,..., n Cl. 
j-1 I 
According to the conclusion of Lemma 1, the asynchronous iteration for the 
system (4) is convergent. It folbws that if yo = $‘/di, i = 1,2,. . . , n, then we 
have 
lim Yit=Yi, i = 1,2 ,...,fl, 
t-m 
where,forintegers t>O,and i=l,2 ,..., n, 
I 
YO if t=o, 
yit= ia;jyj,.e+b: if t=qik, k=1,2 ,..., 
j-1 
Yi.q,, if qikct<qi,k+l, 
k=0,1,2 ,.... (5) 
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Finally, we wilI prove by induction that the asynchronous iterations (2) for xi 
and (5) for y, satisfy 
xit = 4Yit 9 t>,o, i=1,2 n. ,***, 
Because of the assumptions, if t = 0, then X: = dig:, i = 1,2,. . . , n. NOW, by 
the inductive assumption, we have rit = diyi, if t Q qikr and when 9ik < t < 
9i,&+lr we have 
xi.q,k 'it 
Y{t = Yi,q,k= - = - dt dt ’ 
When t = Q~, k+ i, because Pi, k+ i < 9i, k+ 1, we still have 
So xit=diyit (i=1,2,..., n) is demonstrated to all t >, 0. From rit = diyit, 
we have 
b xit = h dtytt =dtyt= Xi* 
t-co t+m 
n 
3. GENERALIZATION OF THE CONVERGENCE THEOREM 
So far we have proved the convergence of the Jacobi asynchronous 
iterative scheme for the system (1). In fact, we also have a conclusion similar 
to Theorem 1 for the arbitrary splitting of a matrix A (the Jacobi form and 
GaussSeidel form are two special cases). 
Now, we suppose that the arbitrary strict splitting form of the matrix A is 
a$a$) = 0 forany i,j=1,2 ,..., 12. 
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Let us consider the convergence of following asynchronous iterative scheme 
(assuming Z - A, nonsingular): 
x=(Z-A,)-‘A,x+(Z-A,)-% 
AL&+&. (6) 
Usually, the scheme (6) isn’t included in the scheme (2). For example, let 
Then B = (I - A,) - ’ can be solved by fast Fourier transformation, and the 
synchronous iteration scheme of (6) 
X@+i) = BA,X@’ + Bb, 
is equivalent to an implicit scheme: 
x$k+l)=aOxfk+l)+ a&+‘)+ b,#)+ b, 
#+l)= b&j+ aoxik+‘)+ a,~(,~+‘)+ b, 
rLk+l) = al~(,k+‘) + b,idk’ + u~x$~+‘) + b,. 
It is obvious that (7) is not included in (2). 
THEOREM 2. Fur the system (1) if 
(a) cundition (a) in Lemma 1 hcZd.9, 
03) fmintegerta0, i=l,2 ,..., n, 
(7) 
0 if t=o, 
Xi Zij~j,~,,+bi if t=q(k, k=‘,2,.*.> 
j = 1 
if qik <t < qi,k+lp k=0,1,2 ,..., 
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and 
(4 PWI) < 1, 
then for any i = 1,2,. . . , n, xit is convergent to xi, the unique solution of the 
system (1). 
Proof. From Theorem 1, it is sufficient to prove that &(A() < 1 when 
&]A()< 1. In fact it h as been proved [S] that p( ]A]) < 1 if and only if 
(I - ]A])- ’ exists and is nonnegative. Because 
z - PI = (I- IAll) - &I 
is a regular splitting, (I - ]A])-’ exists and is nonnegative if and only if the 
spectral radius p(G) < 1, where G =(I - ]A,])-‘IAs]. We will then prove 
that 
Since 
and (I - ]A,])-’ is nonnegative, p(A,) < p(JA,]) < 1, and 
Q k$411k = (I- IAll) - ‘> 
< (I - IAil) - ‘1 As] = G. 
From the monotonicity of the spectral radius of a nonnegative matrix, we 
have 
P( 1x1) d P(G) < 1. n 
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Let A = A, + A, be an arbitrary strict splitting. We will consider the 
following iterative schemp with relaxation parameter w: 
X=((1-w)Z+w(Z-A,)-‘A,)X+w(Z-Al)-’bA&X+&o. 
THEOREM 3. Zf 
(a) the system (1) sati.9jZe.s condition (a) in Lama 1; 
(b) fmazztZO,i=1,2 ,...) n, 
I 
0 
Xit = xi a;jxj,,ik+z; if t=o, if t=qik, k=1,2 ,..., 
j=l 
‘i,q,k if 9ikct<9i,k+lp k=0,1,2 ,..., 
(c) Adefined by (6) suti.sjh 
2 
OCO< 1+&q) ’ 
then, for any i = 1,2,. . . , n, xit is convergent to xi, the unique solution of the 
system (1). 
Proof. From condition (c) and 
I&,1 d II- olZ + wl(Z - A,) -IA,1 
= )l- WlZ + C.&l, 
P( I&l) G I1 - aI+ w(l4) 
we get 
P( l-u < la 
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