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In the spatial theory of voting, m candidates are each represented by a point 
in a p-dimensional Euclidean “attribute” space. The hyperplanes bisecting the 
line segments joining pairs of these points divide the space into regions, and 
each region corresponds to a definite ranking of the distances to the candidates. 
This paper discusses the combinatorics of such a structure and shows that the 
Stirling numbers have a geometrical significance. 
1. INTRODUCTION 
This paper is concerned with a geometric structure that arises out of 
spatial theories of voting (e.g., [4, lo]), and we shall begin by describing a 
little of this background to give extra motivation for considering the 
geometrical problem. 
We suppose that there are m candidates that can be represented by m 
points C, , C, ,..., C, in completely general position in a p-dimensional 
Euclidean space R, known as attribute space. We shall clarify later what 
we mean by “completely general position.” We call the m points candidates. 
Each voter has an ideal point V, in the same space, where he would most like 
a candidate to be. We assume that each voter knows where C, , Cz ,..., C, 
are located. A voter’s ranking of the candidates is assumed to be the same 
as his ranking of the distances VC, , VC, ,..., VC, , short distances being 
preferable to him. For example, if VC, < VC2, then this voter prefers C1 
to Cz . Thus, whether he prefers Ci to Cj depends on whether V is located on 
one side or the other of the right bisecting hyperplane rTTij of the line joining 
Cf t0 Cj . 
The m(m - 1)/2 hyperplanes xij (i f j) subdivide R, into a certain number 
of mutually exclusive convex p-dimensional regions of which some are 
(bounded) polytopes and some extend to infinity. The interiors of these 
regions do not overlap. We call these regions p-panes, though “p-faces” 
would be a more familiar term. The boundaries of these panes are convex 
(p ~- I)-dimensional sets, called (p .- I)-panes, and their boundaries are 
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called (p - 2)-panes and so on. The collection of the panes of dimensions 
P,P - l,..., 1, 0, and the incidence relationships among them, will be called 
a (p, m) structure. Denote the number of r-panes in a (p, m) structure by 
N(r,p, m), of which B(r,p, m) are bounded and U(r, p, m) unbounded, 
where of course B(r,p, m) + U(r,p, m) = N(r,p, m). These integers 
N(r,p, m), etc., as so far defined, are functions of the positions of the m 
candidates because the number of panes may be reduced (with “zero 
probability”) by parallelisms and coincidences. Tf the candidates are in 
positions at which these functions are continuous and are therefore locally 
constant we say that the candidates are in completely general position, 
and we now supplement our definitions of N(r, p, m), etc., by taking this 
for granted. Thus N(r, p, m), etc., are absolute functions of r, p, and IIT alone. 
Our main results are 
m=I 
m=2 
m=3 
m=4 
m=5 
m=6 
FIG. 1. Values of N(r, p, m) for 1 < m Q 6. The numerals in small type, on the left 
and under each subtable, are the values of p and r, respectively. The entries to the right 
of the first column, and below the main diagonal, are each the product of one entry in the 
fist column and the number obtained by moving up a thin ruled line as far as possible. 
For example, 1170 = 65 x 18. 
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and 
while U(r,p, m) can be obtained by subtraction and is even. Here Sg) and 
Tg’ are Stirling numbers defined in the next section. 
Figure 1, which displays N(r, p, m), can be compiled from (1), and a similar 
arrangement for B(r,p, m) can be compiled from (2). Tn each subtable of 
Fig. 1 the first column consists of Stirling numbers of the second kind. 
The bottom row of each of the subtables consists of differences of powers at 
zero, and the main diagonals consist of cumulative sums of Stirling numbers 
of the first kind. 
Another way to generate Fig. 1, once the first columns of the subtables 
are obtained, is to generate the entries as products, as described in the 
caption to the figure. 
When V is in the interior of a fixed p-pane, the ranking of the distances 
VP, ) VP2 )...) VP, is fixed, so clearly N(p, p, m) < m! We shall see, among 
other things, that this inequality reduces to an equality when p = m ~-- 1. 
For example, the six planes that are the right bisectors of the edges of a 
tetrahedron divide R, into 24 3-panes. 
Another simple example is the (2,4) structure illustrated in Fig. 2, where 
the four candidates are A, B, C, and D. Here, for example, DABC denotes 
the 2-pane where the preference order is D >- A > B > C. Ties are denoted 
FIG. 2. A (2,4) structure (see Section 1). 
GEOMETRY OF STIRLING NUMBERS 37 
by parentheses, so that, for example, @@(AC) denotes the point where 
B = D > A = C, which is of course the intersection of the lines (BD) and 
(AC). An example of a l-pane is DB(AC), where D > B > A = C. There 
are 7 O-panes (all bounded of course), 24 l-panes (12 bounded), and 18 2-panes 
(6 bounded). The structure is a complete quadrangle. 
When V belongs to the interior of a fixed r-pane, and r < p, then the 
voter’s ranking, and the ranking of the distances VC, ,..., VC, , is fixed and 
contains ties, and in fact these m distances contain just m - p + r distinct 
distances. It therefore follows from [15, Proposition XXII], or from [8, p. 121 
that 
N(r, p, m) < (r + 1) ! 7$-‘-l) = Llr+lOm. 
It will turn out that this inequality is an equality when p = m - 1. 
(3) 
As far as we know, the (p, m) structures have not been studied in the 
literature dealing with arrangements of hyperplanes; for example, Griinbaum 
[I l] and Zaslavsky [16]. It is, however, possible to deduce our results from 
Zaslavsky [16], as he has pointed out in correspondence [17]. Since the 
deduction is not very short and involves some fairly difficult abstract ideas, 
such as matroids, Mobius functions on lattices, and semilattices, we believe 
it appropriate to give only our elementary proof which will be more easily 
understood. 
2. STIRLING NUMBERS 
We mention only those properties of the ubiquitous Stirling numbers 
that are required in our proofs of (1) and (2). 
We write Sz) for Stirling numbers of the first kind, where Ginsburg [7] 
writes n-,Sn , Jordan [12. p. 1421 writes (-1)” Sz-“, while Riordan [13] and 
Comtet [2] write (-1)” s(m, m - n). Jordan and Comtet cite yet other 
notations. Then, for m = 1, 2, 3 ,... we have 
and there is a recurrence relation 
S,ll = mSkF1’ + Sk’ (n = . ..) -2, -1, 0, 1, 2 )... ). (5) 
We denote Stirling numbers of the second kind by Tg’ (m > n, 
IZ = 0, 1, 2,...) where Jordan writes G;,“-“. One definition of T$’ (e.g., 
[2, p. 204; 13, p. 911) is 
Tz’ = the number of partitions of m distinguishable objects 
into m - n indistinguishable parcels. (6) 
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3. PR~~F OF THE FORMULA FOR N(r,p,m) 
We prove formula (1) by means of several theorems. We assume throughout 
this section and the next that the candidates are in completely general 
positions, and that m > 2, which we may do because the results are trivial 
for m = 1. We first formulate two definitions: 
DEFINITION 1. Given m candidates in Euclidean space, R, , of p dimen- 
sions, where p < m - 1, then if every subset of q candidates (q < p + 1) 
spans q - 1 dimensions, for each q, we say that the m candidates are 
nondegenerate. The fact that the candidates are in completely general position 
implies their nondegeneracy. 
DEFINITION 2. Suppose we have q nondegenerate candidates in p 
dimensions (where p 3 q - 1). Then the set of points each of which is 
equidistant from the q candidates is called their circumcentral flat or 
circumflat. A circumcenter is the special case where the flat is a point, and a 
bisecting hyperplane corresponds to the case q = 2. 
THEOREM 1. 
N(m-l,m-l,m)=m! (7) 
Proof. The notation implies that we are considering m candidates in 
completely general positions in (m - 1) dimensions, and therefore the candi- 
dates are nondegenerate. We have already pointed out that the interior of 
each fixed (m - I)-pane consists of ideal points V for which the candidates 
have a fixed ranking. We only need to prove that there is a pane corresponding 
to each of the m! possible rankings. 
Consider then any one of the rankings of the candidates and relabel the 
candidates so that the ranking is C, > C, > -.* > C, , in a self-explanatory 
notation. Now consider just the m - 1 hyperplanes r12, 7~~~ ,..., rrTm--l,m . 
The vectors C,C, , C,C, ,..., C,,-,C, span the whole space because the 
candidates are nondegenerate. Let us describe the “positive” side of rrTTi,i+I 
as the set of points closer to Ci than to Ci+l . If we can prove that the positive 
sides of the hyperplanes intersect in a nonnull region, then this region consists 
of points V for which the distances VC, , VC, ,..., VC, are in the required 
order, and our result would be proved. 
The m - 1 hyperplanes r12 , rrz3 ,..., x,-~,~ cannot have more than one 
point in common (namely, the circumcenter of the candidate simplex) 
for, if they had a line in common, ,the directions of their normals (which are 
the directions of the m - 1 segments mentioned) would be orthogonal to 
this line and so would lie in an (m - 2)-dimensional manifold, and this 
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would imply that the candidates were degenerate. Thus the m - 1 hyperplanes 
form a structure topologically equivalent to a set of m - 1 coordinate 
hyperplanes. Hence they divide space into 2”-l orthants, one of which is the 
“positive” one, as required. 
COROLLARY. 
NP, P, m) = m! whenever p>m-1. (8) 
ProoJ Consider the (m - 1)-dimensional bisecting hyperplanes in the 
(m - I)-dimensional space R,,+, spanned by C, , C, ,..., C,,, . Take the 
Cartesian product of these hyperplanes with the orthogonal complement of 
R,-, in the whole space of p dimensions. We clearly obtain the set of p- 
dimensional bisecting hyperplanes. The (m - 1)-panes are the orthogonal 
projections upon R,-, of the p-panes, and are therefore in one-to-one corre- 
spondence with them. 
The same argument shows that 
N(r,m-l++,m)=N(r-k,m-1,m) (k = 1, 2,...), 
but we shall not be preoccupied with the case of p b m. 
THEOREM 2 (The collapsing of a structure). Let n denote the circumj7at ofq 
candidates selected from m candidates in completely general position in R, , 
where p > q. Then rr intersects the (p, m) structure in a (p - q + 1, 
m - q + 1) structure. 
Proof. Suppose, for example, that the q candidates are C, , C, ,..., C, . 
Then each point in rr is equidistant from these candidates so they act as a 
single candidate, as far as their rankings are concerned, in relation to the 
substructure of panes lying in n. In other words the effect of slicing the 
(p, m) structure by VT is to coalesce C, , C, ,..., C, and to collapse the structure 
by q - 1 candidates and q - 1 dimensions. The m - q + 1 “collapsed” 
candidates are again in completely general position. 
THEOREM 3. If m > p + 1, we have 
N(p,p,m)=(m-l)N(p-Lp-l,m-l)+N(p,p,m-1). (9) 
Proof. When m = p + 1, the result follows from Theorem 1 combined 
with its corollary, so we assume that m > p + 2. Think of (m - 1) of the 
candidates as placed in p dimensions, giving N(p, p, m - 1) p-panes Pi 
(i = 1, 2,..., N(p,p, m - 1)). Now introduce the mth candidate and so 
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m - 1 new bisecting hyperplanes. By Theorem 2, each of these “new” 
hyperplanes cuts the (p, m) structure in a (p - 1, m - 1) structure which 
has N(p - 1, p - 1, m - 1) (p - 1)-panes in it. Each of the (p - l)- 
panes cuts through one of the p-panes, Pi , and thereby gives rise to a new 
p-pane in the (p, m) structure. So, altogether, the introduction of the mth 
candidate adds (m - 1) N(p - 1, p - 1, m - 1) p-panes. This proves (9) 
provided that the mutual intersections of the “new” hyperplanes add nothing 
new to the structure. And indeed they do add nothing new. For the inter- 
section of the hyperplanes rrmi and 7~~~ is the circumflat of Ci , Cj , and C, 
and so is the same as the intersection of rmi and nTTii . Thus all (p - l)- 
panes in rrmi are fully accounted for by its intersection with the structure 
determined by the first m - 1 candidates alone, as we needed to show to 
complete the proof of the theorem. 
THEOREM 4. The number of r-pats in a (p, m) structure is Tz-” 
(0 < r < p < m - 1). 
COROLLARY. 
N(0, p, m) = Tkp). (10) 
Proof of Theorem 4. Imagine the m candidates broken up into vi indistin- 
guishable parcels of i candidates (i = 1, 2,3,..., p + 1) (that is v1 indistin- 
guishable parcels each containing one candidate, v2 indistinguishable parcels 
each containing two candidates, and so on). Of course v1 + 2v, + 
3v, + ... = m. Each parcel containing i candidates has a circumflat of 
dimensionality p - i + 1. Every flat in the (p, m) structure is the intersection 
of circumflats, and the intersection of all the circumflats just mentioned is a 
flat of dimensionality p - (vZ + 2v, + *se). This is an r-flat if and only if 
v2 + 2v, + ... = p - r. But vr + 2v, + 3v, + a** = m, so this condition 
can be expressed as v1 + v2 + vQ + *** = m - p + r. The theorem then 
follows from the fact that T$‘-” is equal to the number of partitions of m 
objects into precisely m - p + r indistinguishable parcels (see (6)). 
THEOREM 5. 
N(r, p, m) = T$T) Wr, r, 112 - P + r> (O<r<p<m-1) 
(11) 
= N(0, p - r, m) N(r, r, m - p + r). 
The equivalence of these two results follows from the corollary of Theorem 4. 
COROLLARY. Equation (3) is an equality when p = m - 1. (Proof from 
(11) and (8).) 
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THEOREM 5B. 
B(r, p, m) = TJf+‘B(r, r, m - p + r> (O<r<p<m-I) 
(1W 
= N(0, p - r, m) B(r, r, m - p + r). 
Proof of Theorems 5 and 5B. A fixed r-flat belonging to the (p, m) 
structure arises as an intersection of a certain number of circumflats related 
to mutually exclusive subsets of candidates. Imagine these circumflats 
introduced one at a time. Each one of them causes the coalescence of a 
certain number of candidates and reduces the dimensionality of the inter- 
section by this number, in virtue of Theorem 2. The total reduction in 
dimensionality must be p - r, since we finish up with an r-flat. Hence the 
intersection of our fixed r-flat with the (p, m) structure is an (r, m - p + r) 
structure by Theorem 2, so it contains N(r, r, m - p + r) r-panes of which 
B(r, r, m - p + r) are bounded. But there are Tzpr) r-flats, by Theorem 4, 
so the total numbers of r-panes and bounded r-panes are given by (11) and 
(11B) as we claimed. 
THEOREM 6. 
N(p, p, m) = Sj$ + S$-l) + *.. + S$ (p 2 O,m 3 1). (12) 
B(p,p, m) = Sk’ - S$+l) + -1. + (-1)‘. WB) 
qp p m) = qs’“-1’ + $P-3) + . . . + S(t+Q(-q 
, 9 973 wa m WJ) 
Proof. If p > m, we have N(p, p, m) = N(m - 1, m - 1, m), and 
SW) = sc$+l’ = . . . wl = 0, so it is sufficient to assume that p < m - 1. 
The result (12) is certainly true when m = 2 (and when m = 1 in fact). 
Assume that it is true for some specified value of m. Then, when p < m, 
we have by Theorem 3, 
N(p,p,m+l)=mN(p--,~-l,m)+N(p,p,m) 
= m[S$ + . . . + sjf--l)] + [$$ + . . . + SJ$] 
= s2;, + s$L1 + *-- + s:$, 
by p applications of the recurrence relation (5) for the Stirling numbers of 
the first kind. This completes the proof of (12) by induction. 
Formula (1) now follows at once from Theorems 5 and 6. 
Equation (12B) will be proved in Section 4. Of course (12U) follows from 
(12) and (12B). 
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4. PROOF OF THE FORMULA FOR B(r,p,m) 
The proof of (2) is easier to understand after examining Fig. 2, described 
earlier. 
Consider the intersection of a (p, m) structure with a hypersphere (or 
“sphere” for short) large enough to surround the bounded p-panes entirely. 
(In the case p = m - 1, the circumsphere of the candidate simplex C, , 
c 2 ,.‘., C, would do.) This sphere will therefore intersect only the U(p, p, m) 
unbounded p-panes. Choose an open hemisphere H (hemihypersphere) so 
that its perimeter (boundary) is parallel to no panes and contains no O-panes. 
Project H from the center of the hyperball upon a hyperplane n parallel to 
the perimeter of H and lying outside the hyperball. This hyperplane is the 
right bisector of a segment Cn,Cm+l , where C,,, is a new candidate, namely, 
Cm’s reflection in 7~. Since C, , C, ,..., C, are already in completely general 
position, the conditions on H imply the complete generality of the positions 
of Cl 9 G ,..*, cm,, * The intersection of rr with the (p, m) structure is the 
same as its intersection with the (p, m + 1) structure generated by the 
m + 1 candidates C, , C, ,..., C,, , C,,, because C, and C,,., are coalesced 
as far as the structure in 7~ is concerned (see the proof of Theorem 2). 
Therefore, by Theorem 2, the structure in 7r is a (p -- 1, m) structure. Thus 
the intersection of the (p, m) structure with H is topologically the same as a 
(p - 1, m) structure. 
Now consider the relationship between the structure on Hand the structure 
on the whole sphere. The curved (p - l)-panes that reach the perimeter of H 
(and there are U(p - 1, p - 1, m) of these) appear also on the comple- 
mentary hemisphere, and corresponding to the other (p - I)-panes in H (of 
which there are B(p - 1, p - 1, m)) there is another duplicate set on the 
complementary hemisphere. So the total number of (p --- I)-panes on the 
whole sphere is U(p - 1,p - 1, m) + 2B(p - I, p - 1, m). But the total 
number is also equal to U(p, p, m). By equating these two numbers we obtain 
B(p,p,m)+B(p-~,p-~],m)=~(p,p,m)-~(p-ll,p-ll,m). (13) 
By applying Theorem 6 we therefore have: 
THEOREM 8. 
S’“‘=B(p,p,m)+B(p- l,p- l,m), VL (14) 
which gives a geometrical interpretation for Stirling numbers Of the first kind. 
In particular, 
B(m - 2, m 2, m) = St-l) := (m - l)!. (1% 
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Formula (12B) is at once derivable from Theorem 8 and then (2) follows 
from Theorem 5B. 
5. FURTHER RESULTS 
We here mention a few additional properties of (p, m) structures. 
(a) When m is a prime, N(r,p, m), B(r,p, m), and U(r, p, m) (0 < r, 
1 < p < m - 1) are divisible byp except when (i) p = Y = 0; (ii) r = 0 and 
p = m - 1; or (iii) 1 < r = p < m - 2. This follows from Theorem 5 
combined with [2, p. 2191. 
(b) N(p, p, m), for fixed m, has the generating function 
m-1 m-1 77-l 
z. NP, P, ml xp = z. ~1 x" rG+l (1 + ~4. (16) 
Hence the sum of the main diagonal elements of a subtable of Fig. 1 is 
m-1 
1 N(p,p, m) = m! (1 + 4 + 3 + ..* + (l/m)) = L&7-‘) (17) 
p=” 
(see [2, p. 2171) and 
z. (--l)’ WPj P, m) = (-1)“’ m!,2. 
Another almost equivalent generating function for N(p, p, m) is 
jTo WA P, m> xp = (1 - x)-l fj (1 + pi). 
(18) 
(19) 
(c) The sums of the first columns of the subtables of Fig. 1 are the 
exponential numbers 1, 2, 5, 15, 52 ,...; and the sums of the last rows are 
1, 3, 13, 75, 541)...) which are the numbers of rankings of m candidates 
when ties are permitted (see [8; 9; 14, p. 1091). The numbers iV(1, 1, m) and 
the sums of the second rows are both equal to numbers known as “central 
polygonal numbers” [14, pp. 59, 1001. 
(d) There is a formula due to Ettinghausen [5], 
Sk’ = c [m!/(a! b! c! *-. la2b3c . ..)I. (20) 
summed over all sets of nonnegative integers a, b, c,... for which 
a+b+c+-...=m-~n, 
a + 2b f 3c + ... = m. 
(21) 
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(Ginsburg [7] has an error or misprint in these constraints.) If this formula 
is combined with (12) we obtain 
N(p, p, m) = c [m!/(a! b! c! ... la2b3c -..)I 
summed over all sets of nonnegative integers a, b, c,... for which 
(22) 
b + 2c + 3d + ... < p, 
a f 2b + 3c + a** = m. 
(23) 
One might expect an interpretation of this result in terms of a partition of 
the set of m candidates into a groups of size I, b of size 2, c of size 3,..., since 
the number of such partitions is m!/(a! b! c! *.e), and the dimensionality of the 
intersection of the corresponding circumflats isp - (b + 2c + 3d + me.); but 
we have not succeeded in finding such an interpretation. 
(e) One of the properties of Stirling numbers is 
m! T!,o’ - (m - I)! ?Y;:lt’ + **. + (-I)“-1 7$7-l) = 1. (24) 
This can be written 
N(m - I, m - I, m) - N(m - 2, m - 1, m) + *** 
+ (-I)“-l N(0, m - I, m) = 1 (25) 
and this can be interpreted as the Euler-Schlafli-Poincare formula for the 
numbers of vertices, edges, faces,... of a polytope (e.g., [3, p. 1651). The 
polytope in question is a (p, m) structure combined with a single point at 
infinity and projected stereographically upon a p-sphere. More generally, 
we have 
N(p,p, m) - N(p - l,p, m) + e-0 + (--1Y’N(U,p, m) = 1. (26) 
This identity was used for checking Fig. 1. It is again an example of the 
ESP formula for polytopes. 
The analog of (26) for the bounded panes, which can also be deduced 
from the ESP formula, is 
Wp,p,m) -@P - l,p,m) + .*. + (-1)~ B(O,p, m) = (-l)“, (26B) 
so that 
U(p,p,m) - U(p - l,p - 1,m) + ..* 
+ (-1)P U(O,p, m) = 1 - (-I)“. WV 
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(f) Zaslavsky [17] has pointed out that our (p, m) structure can be 
greatly generalized by associating a structure with an arbitrary graph 
represented by m points in p dimensions. The corresponding structure is 
generated by the hyperplanes that bisect orthogonally each edge of the 
graph. The (p, m) structure is the special case where the graph is the complete 
graph of m vertices in p dimensions. The structure is a kind of dual of the 
graph. 
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