1. Introduction 1.1. Main Theorems. For k, l ≥ 2, let L := (L 1 , . . . , L k ) be a vector of k (affine) linear forms L j : R l → R with non-negative integer coefficients, i.e., L j (n) = α j,0 + 1≤r≤l α j,r n r , where (α j,r ) 0≤r≤l ∈ N l+1 0 . We will call such a vector an integral system. Assume moreover that (α j,1 , . . . , α j,l ) = 1, for each j, and that the forms are pairwise linearly independent. We will say that a system of forms that satisfies these properties is primitive. We will concern ourselves throughout this paper with primitive integral systems of affine linear forms. We remark that this primitivity assumption is merely technical and can be removed with more effort. Let U denote the closed unit disc. We say that a function f : N → C is 1-bounded if f (n) ∈ U for all n. For a vector f := (f 1 , . . . , f k ) of 1-bounded multiplicative functions, a vector x := (x 1 , . . . , x l ) ∈ (0, ∞) l and a system of primitive integral affine linear forms
where B(x) denotes the box 1≤j≤k (0, x j ], and x = x 1 · · · x l is its volume. When x = (x, . . . , x) for some x ≥ 1 then we will write M(x; f , L) instead.
The main purpose of the present paper is to establish an asymptotic formula for M(x; f , L) with explicit main and error terms using analytic techniques in the spirit of Halász' mean value theorem. In contrast, results in this direction have thus far been obtained by either using ergodic theoretic machinery, as in the works of Frantzikinakis and Host [5] , [6] , or, more recently, by using the nilpotent Hardy-Littlewood method of Green and Tao (see the recent paper of Matthiesen [11] for details). Neither of these papers give quantitative error terms. . We also put
For Q, X ≥ 1, we shall write D(g; X, Q) := inf |t|≤X;q≤Q,χ(q)
where the infimum in q is over all Dirichlet characters χ modulo q, for all q ≤ Q. Recently, using their deep structural theorem for multiplicative functions (see Theorem 2.1 in [6] ), Frantzikinakis and Host proved that for a vector of 1-bounded multiplicative functions f and a system of integral, affine linear forms,
M(x; f , L) = cx iT e(ω(x)) + o x→∞ (1),
where ω : R → R is a slowly-oscillating function and c = 0 unless all of the functions f j are pretentious in the sense that for each 1 ≤ j ≤ k there is a primitive Dirichlet character χ j with modulus q j , and t j ∈ R such that D(f j , χ j n it j ; ∞) < ∞. In the latter case, they show that the parameter T in (1) depends in some way on t 1 , . . . , t k (for instance, when the system is primitive they prove that T = t 1 + · · · + t k ). However, they do not give an explicit expression for c. Our first result is a quantitative version of (1), with explicit main and error terms, in the case that all of the functions f j are pretentious in the above sense. To state it, we need to introduce some notation and conventions. Given a vector x ∈ (0, ∞) l we write ℓ(x) := 1≤j≤l |x j |.
We will also write x − and x + to denote, respectively, the minimum and maximum components of x. Given A ≥ 1 and B > 0, we will say that a vector x ∈ (0, ∞) l is (A, B)-appropriate if x − ≥ 3 and x − > l log 2 ((l + 1)Ax + ) 2 (log x + ) B .
This condition ensures that x is not too skew. For a system of linear forms L, we write L(0) to be the vector with components L j (0), for 1 ≤ j ≤ k. We also say that the height of the system L of affine linear forms is the maximum of the coefficients of all linear forms in L.
For any multiplicative function f : N → U and any prime p, we define the multiplicative function f p by
We then define the p-adic local average of f on L by
For an integral vector a = (a 1 , . . . , a k ) and primitive Dirichlet characters χ 1 , . . . , χ k to respective moduli q 1 , . . . , q k , we set I(x, L, t) := Finally, we recall that the radical of a positive integer n is rad(n) := p|n p. We begin by stating one corollary of our main theorem. Corollary 1.1. Let A, q ≥ 2, B > 0, and let x ∈ (0, ∞) l be (A, B)-appropriate. Let f = (f 1 , . . . , f k ) be a vector of 1-bounded multiplicative functions. Let L be a primitive integral system of k affine linear forms in l variables with height at most A. Suppose that there are primitive Dirichlet characters χ 1 , . . . , χ k modulo q and t 1 , . . . , t k ∈ R such that D(f j (n), χ j n it j ) < ∞ for all 1 ≤ j ≤ k. Let F j (n) := f j (n)χ j (n)n −it j . Put X := ℓ(x) + 1. Then
More generally we have the following fully explicit result.
Theorem 1.2. Let A ≥ 2, B > 0, and let x ∈ (0, ∞) l be (A, B)-appropriate. Let f = (f 1 , . . . , f k ) be a vector of 1-bounded multiplicative functions. Let L be a primitive integral system of k affine linear forms in l variables with height at most A. Fix a set of primitive Dirichlet characters χ 1 , . . . , χ k to respective moduli q 1 , . . . , q k , and t 1 , . . . , t k ∈ R. Let F j (n) := f j (n)χ j (n)n −it j . Put X := ℓ(x) + 1 and let max 1≤j≤k q j < y ≤ X. If q j = q for all j then
where B ′ := min{1, B/2}. More generally, for any collection of moduli q j ,
Theorem 1.2 shows that a local-to-global phenomenon occurs for correlations of multiplicative functions, i.e., the global average correlation is the product of the local average correlations, determined by the functions f j,p and the characters χ j and n → n it j . Our proof of Theorem 1.2 generalizes and extends the ideas from [8] .
Remark 1.3. Note that when x j = x for all j, we have I(x, L, t) = x iT I(L, t), where T := 1≤j≤k t j and
This is consistent with the result in [5] mentioned above.
Remark 1.4.
The distinction between the case in which the q j are all equal and the case in which they are not stems from the fact that the Chinese Remainder Theorem implies that R(m 1 , . . . , m k ) is only multiplicative, and not firmly multiplicative (see Section 3.2 of [18] ). That is, R satisfies the identity
is not sufficient that (m j , n j ) = 1 for all j. This nuance concerning multiplicative functions in several variables (which is manifest in (36) below) prevents us from getting a conclusion that is uniform over all fixed moduli q j .
Remark 1.5. The error term in 1.2 can be improved in a number of ways when the functions f j satisfy certain natural restrictions. For example, it follows from the proof of Theorem 1.2 that the term
can be replaced by y −1+o(1) when each f j is supported on squarefree integers, and when the f j are all completely multiplicative we can replace
When at least one of the functions f j is non-pretentious, we are able to recover quantitative versions of the results from [5] whenever k ≤ 3 or the linear forms L j , 1 ≤ j ≤ k are sufficiently linearly independent. This independence is measured by Cauchy-Schwarz complexity (see the end of Section 2 for a definition).
Let L be a primitive integral system of affine linear forms in l variables with height at most A and Cauchy-Schwarz complexity at most 1. Then there are absolute constants c 1 , c 2 > 0 such that if, for some 1 ≤ j 0 ≤ k, we have
This result is a consequence of the recent work of Matomaki, Radziwi l l and Tao on the averaged Elliott conjecture (see Theorem 1.6 of [9] ).
Application: Gowers Norms of 1-Bounded Multiplicative Functions.
One motivation for investigations regarding affine linear averages of multiplicative functions comes from the study of Gowers norms. Let (G, +) be a finite Abelian group, and let f : G → C be a map. Write
and
where, given a vector s ∈ {0, 1} k we write |s| = 1≤j≤k s j , and C :
is the conjugation operator C(g) = g. Gowers norms are fundamental in Additive Combinatorics as they provide a Fourier analytic framework for counting arithmetic progressions in groups. For background information regarding Gowers norms, see [15] . We can extend Gowers norms to maps on intervals [1, x] ⊂ N as follows: let N > x be a sufficiently large prime and let G = Z/NZ. Then the Gowers norm of a map f :
where 1 [1,x] is the characteristic function of the interval [1, x] as a subset of Z/NZ. Definition 1.7. Let k ≥ 2 and K := 2 k . The Gowers system (of order k) is the system L k := {L j } 1≤j≤K of k-ary homogeneous linear forms such that if the binary expansion of j is 0≤l≤k
Note that for f multiplicative, if j = 0≤l≤k−1 α l 2 l and d j := 0≤l≤k−1 α l then with
2 thus indeed furnishes estimates for Gowers norms of multiplicative functions. Consider the U k (x) norm of a multiplicative function f such that for some primitive character χ with conductor q and a real number t we have D(f, χn it ; ∞) < ∞. With the notation above, our correlation has the form
and Theorem 1.2 applies. The Dirichlet character factor takes the form
while the Archimedean character factor is
for Archimedean characters.
The local-to-global principle for Gowers norms is thus as follows.
it χ, ∞) = ∞ for all Dirichlet characters χ and all t ∈ R, then
ii) If there exists a primitive Dirichlet character χ of conductor q and t ∈ R such that
where d j is the sum of the binary digits of j.
1.3. Application: Sign Changes of Multiplicative Functions in 3-and 4-term Arithmetic Progressions. Let λ denote the Liouville function λ(n) := (−1) Ω(n) , where Ω(n) is the number of prime factors of n, counted with multiplicity. Chowla [2] conjectured the following regarding sign patterns of λ. Conjecture 1.9 (Chowla for Sign Patterns). Let k ≥ 2, let {h 1 , . . . , h k } be a sequence of distinct non-negative integers, and let ǫ ∈ {−1, 1} k be a vector of signs. Then
In other words, it is expected that the vectors (λ(n + h 1 ), . . . , λ(n + h k )) are uniformly distributed among the 2 k possible patterns of + and − signs. Of particular interest is the case in which the forms n → n + h j constitute an arithmetic progression. This case requires that one understands the behaviour of a function sensitive to multiplicative structure on sets with additive structure. Recently, lower density estimates for sign patterns of λ of length 3 were given by Matomäki, Radziwi l l and Tao [10] , and the exact logarithmic density of the set of n yielding any fixed sign pattern of length 2 for λ was obtained by Tao [14] . One may ask about the frequency of sign patterns for arbitrary multiplicative functions f : N → {−1, 1} in place of λ, and on arithmetic progressions of length 3 or more. Such questions have interest, for instance, because of their relationship with the distribution of quadratic non-residues modulo primes. As an example of such investigations, Buttkewitz and Elsholtz [1] recently classified those multiplicative sign functions that only yield a fixed length four sign pattern finitely often on certain 4-term APs. We shall study several questions in this direction. We first consider fixed arithmetic progressions, giving explicit lower bounds for the upper logarithmic density of sign patterns of length 3 and 4 when f is non-pretentious. In particular, we show the following.
3 , the upper density of the set of integers n such that
. ii) Given ǫ ∈ {−1, 1} 4 , the upper density of the set of integers n such that
.
We remark that the bound in [10] on the lower density of length 3 sign patterns of λ was inexplicit, due to the use of nonstandard analysis there. Suppose f is, in addition, completely multiplicative. As a consequence of Proposition 1.10, we can determine an upper bound, uniform over all sign patterns, for the least d required to find infinitely many 4-term AP's (n, n + d, n + 2d, n + 3d) such that (f (n), f (n + d), f (n + 2d), f (n + 3d)). In the case of non-pretentious completely multiplicative functions, this improves on the work of Buttkewitz and Elsholtz (see Corollary 2.4 in [1] ).
Corollary 1.11. Let f be a non-pretentious, completely multiplicative function, and let p 0 be the least prime for which f (p 0 ) = −1. Let ǫ ∈ {−1, 1} 4 be a length 4 sign pattern, and let d(ǫ) denote the least d such that for infinitely many n we have
We also consider corresponding questions about the natural density of sign patterns in almost all progressions. We will establish the following equidistribution-type results for sign patterns of non-pretentious functions on almost all 3-term APs in a suitable sense. In particular, we have an averaged analogue of Conjecture 1.9 in this context. For c 1 , c 2 > 0 the constants in Proposition 1.6, define
x.
Finally, we establish an analogue of Theorem 1.12 when f is pretentious and investigate to what extent this average density can be biased away from the density predicted by equidistribution. In so doing, we establish a quantitative refinement of the results of Buttkewitz and Elsholtz [1] . See Remark 1.18 for a discussion of the connection between our results and those of [1] . It turns out that when f is pretentious to a real primitive character χ with conductor q, f behaves well on arithmetic progressions with difference d not divisible by q.
. Let χ be a real primitive character with conductor q, where q is coprime to 6. Let f : N → {−1, 1} be a multiplicative function with D(f, χ; ∞) < ∞, and ǫ ∈ {−1, 1}
4 . Then for all but o(z) integers d ≤ z not divisible by q, we have
In particular, if q ≥ 5 and coprime to 6 then a positive proportion of the length 4 arithmetic progressions in
We note that the restriction (q, 6) = 1 is merely technical, and could be removed with more effort. With additional effort we could also quantify the size of the exceptional set in Theorem 1.13; we have chosen not to do this in order to avoid making this paper even longer. On the other hand, when the shifts d are divisible by q, the behaviour is much more erratic. In fact, for such arithmetic progressions there can be a bias, as is evident from the following theorems. To state them, we require additional notation.
, we write
and for each pair of sets S, T ⊆ [r] we associate the system of forms
For each λ ∈ Z and p|q, define E λ /F p to be the elliptic curve over F p with Legendre model
Let b denote a reduced element of the residue class inverse to 2 modulo q, and set
Theorem 1.14. Let δ > 0 and let 2 ≤ (log x) δ ≤ z ≤ x, and z = o(x). Let χ be a real primitive character with modulus q, with q coprime to 6. Let f :
2 , where b is as above. The role that the elliptic curve E λ plays in this problem stems from the complete character sum yielded by the character local factor in Corollary 1.1, taking account of the compatibility conditions imposed on its summands. Note that q is necessarily squarefree, being the odd conductor of a real character. By the Chinese Remainder Theorem, the complete sum over Z/qZ splits as a product of complete sums of Legendre symbols of cubic polynomials over Z/pZ, which is then easily related to point counts for elliptic curves over F p . The quantity ∆ p , which is the trace of the Frobenius element of E λ over F p , is non-zero if, and only if, the curve E λ is not supersingular over F p (see Exercise V.5.10 of [13] ). Since the set of primes at which an elliptic curve is supersingular is typically small (e.g., for non-CM elliptic curves, see Theorem V.4.7) we expect that if E λ is generic with respect to each of the primes dividing q then the product in (8) is non-vanishing, and a bias exists according to the sign of ǫ 0 ǫ 1 ǫ 2 ǫ 3 . For concreteness, we may note that if q is composed solely of primes p ≡ 1(4) (i.e., q is an odd sum of two squares) then the product is non-zero. Indeed, note that the points (1, 0) and (λ, 0) are both trivially 2-torsion on E λ (F p ). As such, E λ (F p ) contains a subgroup of order 4. Hence,
We also compute the mean-squared deviation. For a discussion regarding the size of the deviation in (9), including an heuristic for why it should generally be Ω(1), see Remark 6.6 below. Theorem 1.16. With the hypotheses in Theorem 1.14,
where we have set
Remark 1.17. When d is a multiple of q, the contribution to the sign given by χ on (n, n+d, n+2d, n+3d) is completely determined by n, and since f χ is 1-pretentious this means that f χ should only change sign infrequently on 4-term arithmetic progressions with difference d. As such, we heuristically expect that certain sign patterns (depending on χ) occur more often than others among the vectors (f (n), f (n + d), f (n + 2d), f (n + 3d)), an intuition that is confirmed by Theorems 1.14 and 1.16.
Remark 1.18. It is worthwhile mentioning how the results of this paper relate to the results in [1] . In the latter paper, it is shown that, except for two explicit collections of multiplicative functions f : N → {−1, 1}, any f takes on each length 4 sign pattern on infinitely many 4-term arithmetic progressions. The counterexamples are of one of the following two types:
for all (n, 3) = 1, where χ 3 is the primitive real character modulo 3. In each of these two cases, certain sign patterns can never be exhibited on length 4 arithmetic progressions. For functions of the first type, for example, the sign patterns (1, 1, 1, −1) and (1, −1, −1, −1) only occur on finitely many length 4 arithmetic progressions. Note that the functions of both of these types are necessarily pretentious. In the first case, they are pretentious to the trivial character, with conductor q = 1, while in the second they are pretentious to χ 3 . This latter example is excluded from the above analysis, so consider instead the 1-pretentious examples. In this case, all common differences d are divisible by the conductor. Hence, Theorem 1.13 does not apply to any d, and the irregularity of distribution in Theorem 1.16 is necessary (notice that the examples of sign patterns given above are both such that ǫ 0 ǫ 1 ǫ 2 ǫ 3 = −1, as we should expect from Theorem 1.14). Conversely, if a function is pretentious to a real character with conductor strictly greater than 1 then it follows from Theorem 1.13 that for any given sign pattern we can find infinitely many arithmetic progressions giving an instance of this sign pattern. Thus, the theorems of this section are consistent with, and quantitatively refine, the results of Buttkewitz and Elsholtz.
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Auxiliary Results
In this section we collect some lemmata to be used in the remainder of the paper.
Technical Results for Theorem 1.2.
For the proof of Theorem 1.2, we will need several technical results. The first is a version of the Turán-Kubilius inequality applicable to additive functions whose arguments are integral affine linear forms in several variables. While the proof of this result is fairly routine, the authors could not find it in the literature. We therefore give a full proof here for completeness. We first require some definitions. For a primitive, integral affine linear form L :
Furthermore, given an additive function h :
Remark 2.1. Note that we can lift a solution to the congruence
Let h : N → C be an additive function satisfying |h(p k )| ≪ 1 uniformly on prime powers p k , and suppose that L is a primitive integral affine linear form in l variables with height at most A. Then
Thus, if f is a 1-bounded multiplicative function and h is the additive function defined by h(p
Proof. Observe first that
Expanding the square in (12), we thus get
The first term in (14) can be rewritten as
The second term in (14) can be expressed as
Subtracting these two expressions gives
Hence, by Cauchy-Schwarz and (10),
This prove (12) . For (13) , note that by (11)
and that (10) together with the (A, B)-appropriateness condition imply that
and write P(f j ; x) := P(f j ; 1, x). The first representation for P(f j ; y, x) will be useful later; the second one follows from Remark 2.1.
The following lemma allows us to conveniently decompose multilinear averages of products of arithmetic functions with good error, provided that one of the sequences is multiplicative and 1-pretentious.
Lemma 2.3. Let A ≥ 2, q ≥ 1 and let x be (A, B)-appropriate. Let g : N l → U be any sequence and let f : N → U be a multiplicative function such that f (n) = 1 whenever (n, q) > 1. Also, let L : R l → R be a primitive, integral form with height at most A. Then
where
it follows by induction that
Note that e z−1 = z + O(|z − 1| 2 ) for |z| ≤ 1. Therefore,
Define h : N → C to be the additive function satisfying h(p k ) = f (p k ) − 1 for each prime p and k ≥ 1. Note that h(p k ) = 1 whenever p|q. Hence,
Since |e a − e b | ≪ |a − b| for Re (a), Re (b) ≤ 0, Cauchy-Schwarz together with Lemma 2.2 imply
For each p ≤ AX, put
where we applied the Cauchy-Schwarz inequality to the first error term.
Thus, applying (15) and the Cauchy-Schwarz inequality once again,
This implies that
, and the claim follows.
Next, we show how the factors P(f j ; X) relate to the p-adic local factors M p (f , L).
Lemma 2.4. Let X ≥ y ≥ 2. Let L be a primitive integral system of size k, and let f be a vector of k 1-bounded multiplicative functions that are supported on prime powers
Proof. Let x be large positive real number. We have
(18)
By the Chinese remainder theorem, for each j there is a unique solution modulo p max 1≤t≤k νt to the k simultaneous congruences in the inner sum of (18) if, and only if, b
j (p min(νr,νs) ) for each 1 ≤ r < s ≤ k. Hence, the right side of (18) is
Now, consider the product of the factors P(f j ; X), i.e.,
By the prime number theorem, the contribution from p ≤ y is (20)
Subtracting y<p≤X M p (f , L) from 1≤j≤k P(f j ; y, X) and using the fact that |P(f j ; y, X)| ≤ 1 for each j, (15) gives
Observe that when at most one of the indices 1 ≤ j ≤ k satisfies ν j ≥ 1, the compatibility condition on the vectors b (t) is automatically satisfied, and can hence be dropped. Thus, for 1≤j≤k ν j ≤ 1, the k sums over vectors b (t) in (19) are precisely
By well-known results on partitions (see, for instance [4] ), the number of terms in the ν j sums with 1≤j≤k ν j = m ≥ 2 is at most e C √ m , where C > 0 is absolute. Since each of the inner terms in (21) has size O (p −m ), it follows that
Combining this with (20) completes the proof.
Lastly, we shall require the following smooth numbers estimate due to DeBruijn [3] . Recall that for x ≥ y ≥ 2, Ψ(x, y) denotes the number of integers less than or equal to x, all of whose prime factors are less than or equal to y.
Lemma 2.5. For x ≥ y ≥ 2, log Ψ(x, y) = (1 + o (1)) log x log y log 1 + y log x + y log y log 1 + log x y .
2.2.
Technical Results for Proposition 1.6. As mentioned in the introduction, Proposition 1.6 follows from Theorem 1.6 of [9] . A special case of the latter, which we use in the sequel (see Section 4), is as follows. 
Remark 2.7. Strictly speaking, in the statement of Theorem 1.6 in [9] the range of h j is bounded above by x, rather than by mAx, as written here. However, for fixed m and A, a careful look at the proof there shows that a perturbation of H by a fixed quantity does not affect their arguments (which depend at most on log H).
It turns out that we can reduce the proof of Proposition 1.6 to showing that a similar statement holds when the system of linear forms L is a Gowers system. This is a consequence of Lemma 2.9 below, which allows us to prove a quantitative refinement of Lemma 3.4 in [5] in Section 4. To state Lemma 2.9 precisely, we recall the following definition (see Definition 1.3.2 in [15] ).
Definition 2.8. A collection L of k integral linear forms in l-variables on a finite
Abelian group G is said to have Cauchy-Schwarz complexity at most s if, for each 1 ≤ j ≤ k we can partition the set of forms
(If no such s exists then the collection of forms is said to have Cauchy-Schwarz complexity ∞.)
Note that if k ≥ 2 then a primitive integral system of k linear forms always has Cauchy-Schwarz complexity at most k − 2, by taking the partition of singletons. Also, if an integral system of linear forms is linearly independent then the Cauchy-Schwarz complexity is at most 0. We may now state the following lemma, which is Exercise 1.3.23 in [15] . Lemma 2.9 (Generalized von Neumann Inequality). Let G be a finite Abelian group and let ψ 1 , . . . , ψ k : G l → G be a set of integral linear forms with Cauchy-Schwarz complexity at most s. If f 1 , . . . , f k : G → C are 1-bounded functions on G then
Proof of Theorem 1.2
As in the statement of Theorem 1.2 put F j (n) := f j (n)χ j (n)n −it j when (n, q j ) = 1, and F j (n) = 1 otherwise. Furthermore, let F j = F j,s · F j,l , where we set
(otherwise, set h a (n) = 0). Note that h a (n) is supported on vectors n such that a j |L j (n) and (L j (n)/a j , q j ) = 1 for each j. Thus,
For each j and q j , define R q j (m) := max{d|m : rad(d)|q j }. It is easy to see that R q j is multiplicative. Thus, define F * j,l (n) := F j,l n Rq j (n)
, and note that this, too, is clearly multiplicative. Moreover, we have h a (n) = 0 if, and only if, a j = R q j (L j (n)) and hence 
where in (24) we used Lemma 2.4, coupled with the fact that F * j,l (p k ) = F j,l (p k ) except for the prime divisors of q j which we assume are inferior to y. For two vectors a and b of the same length we will write a b to mean that a j ≤ b j for each j. Now, for z ∈ B(x) and a such that rad(a j )|q j for each j, set
so that by partial summation,
Note that we can express G a (z) as 
It is easy to see that R a,d (L; u, 0), given that it is non-zero, is independent of u. Indeed, note that for any r, s ∈ R l ,
This implies immediately that if there exists a vector n such that L j (n)/a j ≡ u j (q j ) and
where, for an Abelian group G and a subset S of G, we write S + v := {s + v : s ∈ S} for v ∈ G). Using this remark in (28), inserting the latter into (26) and applying the bound |g j,
By Lemma 2.5 there is a constant C ≤ 9/4 such that Ψ(Y, y) ≤ e Cy/ log y , so we may replace the error term above by O e 3ky log y (q 1 · · · q k )E(z) , where
The integral in (25) takes the shape
Now, rescaling the integral in T 1 , we have
whence that
We next consider T 2 as in (31). Applying partial summation repeatedly, we can write it as
Observe that if L j has a non-zero u r coefficient, say c j,r ,
otherwise, the u r partial derivative of L it j j is 0. Now fix 0 ≤ m ≤ l − 1 and a set of indices 1 ≤ j 1 < · · · < j m ≤ l. Since the non-zero coefficients of L j (u) are positive integers, taking further derivatives as in (34) gives ur s ≤xr s ∀s rs =jv ∀s,v
By the definition of
(log x rs ) .
These contributions are all smaller than the term with m = l, which is bounded by
− . Thus, summing over all m-tuples of distinct indices j v and all m, we get
Thus, (25) gives
where we put
This coupled with (24) yields
where we have put
We next apply Rankin's trick with δ = 1/2 to show that
≪ e −(3δy−2y δ log 2 y) ≪ e −y .
Thus, we have
Moreover, replacing g j,s by g j = µ * F j here produces an error
Thus, we have
which, combined with (35) completes the proof of Theorem 1.2 in the general case. Suppose now that q j = q for all j. We note first that by a simple calculation as in Lemma 2.4,
where R(d 1 , . . . , d k ) is the density of solutions in N l to the simultaneous conditions d j |L j (n) for each j. Arguing as in the remarks surrounding (29) and (30), R(d 1 , . . . , d k ) is also the density corresponding to the shifted forms L j − L j (0). Now since (q,
by multiplicativity. We thus have
whenever a with rad(a j )|q j for each j, and Theorem 1.2 follows as well in the special case q j = q for all j.
Proof of Proposition 1.2
As mentioned in Section 2, we shall first make the following reduction, which is based on ideas of Green and Tao (see Theorem 7.1' and Appendix A of [7] ). For convenience, we write Z N to mean Z/NZ.
Moreover, if L is a system of linearly independent forms then we can replace the U k−1 norm on the right side by the U 2 norm.
Proof. Let ρ > ρ ′ > lA and let N be a large prime satisfying ρ ′ x < N ≤ ρx, with ρ sufficiently large in terms of ρ ′ (but bounded as x → ∞). Then
We seek to apply Lemma 2.9, and must hence remove the weight 1 [1,x] l . To accomplish this, we use the following harmonic analytic argument, due to Green and Tao (see Proposition 7.1' of [7] ). Define a metric on
Let z, Z, λ > 0 be parameters to be chosen. Let φ N : Z l N → C be a bounded (independently of N) d-Lipschitz map with Lipschitz constant λ such that 1 [ 
It is shown in Corollary A.3 of [7] that λ ≪ Z/N. Expanding φ N as a Fourier series and convolving it with the l-dimensional Féjer kernel of length z, one can show that
where |a ′ m | ≪ 1. Inserting this expansion into our expression for M(x; f , L), splitting the two contributions and bounding the main term trivially gives
where, letting m 0 be the index maximizing the multilinear average, we let
. . , L k } still has Cauchy-Schwarz complexity k − 2 so by Lemma 2.9,
On the other hand, if L 0 = 1≤j≤k α j L j with α j ∈ Q then (37) still holds with f ′ j (n) := f j (n)e(α j n) in place of f j . Since the U k−1 (Z N ) norm is invariant under multiplication by exponential phases (see (B.4) in [7] ) we have f
, and thus as written (37) holds in this case as well.
Suppose that 1 ≤ j 0 ≤ k is the index of the function with minimal U (k−1) (x) norm as
and Z = N 1/2 suffices to prove the first claim. The second claim follows immediately from the fact that mutually linearly independent forms have Cauchy-Schwarz complexity at most 1 trivially. 
Proof. We have
upon making the change of variables n = n 1 , h 1 = n 3 and h 2 = h 1 + n 2 ≤ 2x. Applying Theorem 2.6 with H = 2x gives
and the claim follows with constants c 1 /4 and c 2 /4 in place of c 1 , c 2 .
Proof of Proposition 1.6. Proposition 1.6 follows immediately upon combining Lemmata 4.1 and 4.2.
Sign Changes of Non-Pretentious Multiplicative Functions on 3-and 4-term Arithmetic Progressions
In this section, we study the frequency with which a given multiplicative function f : N → {−1, 1} yields a given sign pattern on 3-and 4-term arithmetic progressions.
Sign Patterns of Non-Pretentious Functions on Fixed 3-and 4-term
APs. In order to show that certain sign patterns exhibit positive upper density, it suffices to find a corresponding lower bound for the upper logarithmic density. Our method to do this relies on the remarkable result of Tao [14] that establishes a logarithmically averaged version of Elliott's conjecture. A special case of his result is the following.
Theorem 5.1 ([14] , Corollary 1.5). Let b 1 , b 2 be distinct, non-negative integers. Let f 1 , f 2 : N → C be a 1-bounded multiplicative function such that for some j ∈ {1, 2},
We shall take advantage of this result and the unimodularity of f to establish statements about correlations of f with three or four translates of itself. We use the following basic device to this end.
Lemma 5.2. For n ≥ 1 let a 1 , . . . , a n , b 1 , . . . , b n ∈ C have norm uniformly bounded above by X. Let w 1 , . . . , w n ∈ (0, ∞) and put H := 1≤j≤n w j . Let A := H Proof. Rotating the sums 1≤j≤n w j a j and 1≤j≤n w j b j , we may assume without loss of generality that they point in the same direction, say e(θ). As such, by CauchySchwarz,
as claimed.
A consequence of Lemma 5.2 is the following, which gives us a criterion to determine whether or not a multiplicative function is pretentious based on its 4-term correlations.
. Let f be a unimodular multiplicative function, and let δ > 0.
as x → ∞ then there is a primitive Dirichlet character χ of conductor q and a real number t ∈ R such that D(f, χn it ; ∞) < ∞.
Proof. We apply Lemma 5.2 with w n := 1/n, a n := f (n)f (n + d)f (n + 2d)f (n + 3d) and b n := a n+d for each n ≤ x. Clearly, a n b n = f (n)f (n + 4d), and as d = o(x),
By assumption, it follows that
The conclusion now follows from Theorem 5.1 with
Our next lemma is a trivial observation showing that the cardinality of the set of n ≤ x yielding a fixed sign pattern of a given length can be expressed as a correlation of multiplicative functions.
Lemma 5.4. Let l ≥ 1, and let ǫ ∈ {−1, 1} l . Let f : N → {−1, 1} and g : (0, ∞) → R, and put
Proof. If n / ∈ S ǫ then for some 0 ≤ j ≤ l−1, 1+ǫ j f (n+jd) = 0, so such terms contribute nothing. Conversely, when n ∈ S ǫ then 1 + ǫ j f (n + jd) = 2 for all 0 ≤ j ≤ l − 1, and the product is then 2 l . This implies the claim.
With these results in hand, we will establish Theorem 1.10.
Proof of Theorem 1.10. We will only prove ii). By a similar argument one can establish i) as well, and we leave the details of this to the reader.
. Applying Lemma 5.4 twice with
By Theorem 1.3 of [14] , each of the six 2-element subsets S of {0, 1, 2, 3} gives rise to
Also, by Lemma 5.3, we must have lim inf
As such, we have lim sup
This establishes the claim.
By a similar argument, we can show the following. The details are left to the reader.
Proposition 5.5. For any d ≥ 1, any non-pretentious function f : N → {−1, 1} and any ǫ ∈ {−1, 1} 3 , the upper logarithmic density of the set of n such that f (n + jd) = ǫ j for j = 0, 1 and 2 is at least 
By Proposition 1.10, at least one of S ǫ (1) or S ǫ (1) has positive upper density. Without loss of generality, suppose S ǫ (1) has positive upper density. Thus, clearly d(e) = 1.
Since ǫ was arbitrary, this implies the claim.
5.2.
Sign Patterns of Non-Pretentious Functions in Almost All 3-term APs. By Chebyshev's inequality, in order to prove Theorem 1.12 it suffices to show the following variance estimate.
Proposition 5.6. Let ǫ ∈ {−1, 1} 3 and let f : N → {−1, 1}. Then
where R f (x) is as defined in (5).
The first and second moment calculations are given in the following two lemmata.
Lemma 5.7. Let ǫ ∈ {−1, 1} 3 and let f : N → {−1, 1}. Then
Proof. As before we have
Fix a non-empty subset S of {0, 1, 2, 3}. The collection of forms
has Cauchy-Schwarz complexity at most that of the 3-term AP {n + jd : 0 ≤ j ≤ 2}, which is 1. By Theorem 1.6, we have
As such, (39) can be transformed as
Lemma 5.8. Let ǫ ∈ {−1, 1} 3 and let f : N → {−1, 1}. Then
Proof. By Lemma 5.4,
Associate to each pair of sets S, S ′ ⊆ {0, 1, 2} with S ∪ S ′ = ∅ the system of forms
We note to that each of the sets of forms {n, n + d, n ′ + d} and {n ′ , n ′ + 2d, n + 2d} (in the variables n, n ′ and d) is linearly independent. This implies that the set of forms {n, n ′ , n+d, n ′ +d, n+2d, n ′ +2d} and each of its subsets has Cauchy-Schwarz complexity at most 1. Applying Proposition 1.6 to L S,S ′ , we get
Thus, the second term in the brackets in (40) can be bounded as
The claim of the lemma follows.
Proof of Proposition 5.6. Expanding the square on the left side of (38) yields
Combining Lemmata 5.7 and 5.8 quickly establishes the proposition.
Sign Patterns of Pretentious Functions in Almost All 4-term APs
6.1. Preliminaries and the First Moment Estimate. Our first quest is to understand the p-adic and character local factors M p and Ξ a . In preparation for this, we introduce more notation, some of which is recalled from the introduction. Given a set S ⊆ {0, 1, 2, 3}, let L S be the collection of forms {L j (n, d) := n+jd : j ∈ S}. Also, write 1 |S| to denote the vector in R |S| , all of whose components are 1. Given a fixed prime p we associate to each λ ∈ F p \{0, 1} a non-singular elliptic curve E λ defined over F p given by the Legendre model y 2 ≡ x(x − 1)(x − λ)(p). Finally, we will write * a(q)
to indicate that summation is restricted to residue classes a coprime to q. Here and throughout this section, q ≥ 5 is a positive integer coprime to 6.
Lemma 6.1. Let q ≥ 2 and let a := (a 0 , a 1 , a 2 , a 3 ) be a vector of integers whose radicals divide q. Then Ξ a (χ1 {0,1,2,3} , L {0,1,2,3} ) vanishes unless a 1 = a 2 = a 3 = a 0 , in which case we have
where b is the inverse of 2 modulo q.
Proof. Since χ is primitive and has odd conductor, q must be squarefree, and thus χ factors as a product of Legendre symbols.
We consider several cases depending on the integers a j .
. Hence, the sum over b k is trivial. Thus, if p divides some two a j 's, Ξ a is trivial unless a 0 = a 1 = a 2 = a 3 . Case 2: Suppose that p|a i but p ∤ a j for each j = i. Then n + id = pm for some m ∈ N, and n + jd ≡ (j − i)d(p) for each j = i. Since (p, a j ) = 1, it follows that (n + jd)/a j ≡ b j (p) if, and only if, n + jd ≡ b j a j (p). Hence, as a i is squarefree, (a i /p, p) = 1 and
Case 3:
We assume now that a 0 = a 1 = a 2 = a 3 . With the above constraints on the b j , we must have b 3 ≡ 2b 2 −b 1 and b 4 ≡ 3b 2 −2b 1 . Thus, multiplying by χ(2b 2 )
Making the change of variables 2b 1 b 2 in place of b 1 , we get
Applying the CRT again, the complete character sum factors as *
On the other hand, we know that 1
is precisely the number of F p -rational points on E λ (including the point at infinity). As such,
Inserting this into (41) proves the claim. Lemma 6.2. Let f : N → {−1, 1} be pretentious to a real character χ with conductor q. If S ⊂ {0, 1, 2, 3} has size 2 or 3, then Ξ a (χ1 |S| , L S ) = 0 for any length |S| vector a of divisors of q.
Proof. When |S| = 2, note that the forms L j and L j ′ are linearly independent, and thus any pair of residue classes (b j , b j ′ ) can satisfy the simultaneous congruences
Now suppose that |S| = 3, and let 0 ≤ j 1 < j 2 < j 3 ≤ 3 be the elements of S. A reduction argument similar to (and, in fact, simpler than) the one in Lemma 6.1 allows one to assume that
, and as j 2 − j 1 ∈ {1, 2} and q is odd, we have
where J := (j 3 − j 1 )(j 2 − j 1 ). Note that since j 3 = j 2 and j 3 − j 1 ∈ {2, 3}, J = 1 and J and J − 1 are both invertible. As such, we have Ξ(χ1 |S| , L S ) = * For the remainder of the paper, we will write [3] := {0, 1, 2, 3}, and
We can now state our first moment estimate for sign patterns of pretentious multiplicative functions in almost all 4-term arithmetic progressions.
We split the sum over n, n ′ and d according to the p-adic valuation of each of these variables. Given m ∈ N, let ν p (N) denote the exponent r such p r ||N. Given fixed n, m and d counted by the inner sum above, let α := ν p (n), β := ν p (m) and γ := ν p (d). By the properties of the p-adic valuation, and p ∤ 6, if α = γ then ν t = max{α, γ} for both t = 0, 1, and similarly, if β = γ then ν 2+t = max{β, γ} for both t = 0, 1. The densities thus depend only on the p-adic valuations of n, m and d, and not on the choice of forms. Hence, these terms are independent of the choices of j 0 , j 1 , k 0 and k 1 . Suppose now that α = γ, and write n ′ = n/p γ and d ′ := d/p γ . Then it follows that n ′ ≡ −j t d ′ (p νt−γ ), and p νt−γ+1 ∤ (n ′ + j t d ′ ). As such, given d ′ , the density of such n ′ is p −(νt−γ) (1 − 1/p), irrespective of the specific choice j t . A similar scenario occurs when the roles of α and β are switched, and when α = β = γ. This proves that the p-adic factors are independent of S and T when p ∤ 6q. We now consider p|6. Given p, we define an equivalence relation ∼ p among pairs of sets (S, T ) with the property that (S, T ) ∼ p (S ′ , T ′ ) if, and only if,
We shall furthermore say that a form in L S,T has bad reduction at p if the degree in any of the variables of the form decreases upon reduction modulo p; we say that the form has good reduction at p otherwise. We make the following observations: a) if L S,T consists only of forms of good reduction at p then the arguments above still go through. For instance, M 2 (F 1 4 , L {0,3},{0,1} ) = M 2 (F 1 4 , L {0,1},{0,1} ), i.e., ({0, 3}, {0, 1}) ∼ 2 ({0, 1}, {0, 1}).
In fact, if S encodes the same number of forms of good and bad reduction mod p as S ′ does then (S, T ) ∼ p (S ′ , T ); b) if S 2 can be constructed as a translation of S 1 , and T encodes forms of good reduction then (S 1 , T ) ∼ p (S 2 , T ) provided that the set of primes at which forms in S 1 have bad reduction only differs by one prime from that of S 2 . Indeed, this follows from Theorem 1.2 because when z = o(x) and z, x → ∞, The character factors only depend on the gaps between the elements of S j , which are invariant under translation. The above remarks thus show that all but possibly the p-adic factors for p|6 are the same, and if, say, only one of the forms in S 2 has bad reduction at p and the other has good reduction everywhere then it also follows that
With these remarks, we can now complete the proof. It suffices to show that (S, {0, 1}) ∼ p (S ′ , {0, 1}) for all S, S ′ of size two and both p = 2 and 3, as then the same arguments repeat (by transitivity) to fixing S and varying {0, 1} through all sets of size two. Thus, set T := {0, 1}. First, applying b) twice, we have ({0, 1}, T ) ∼ 2 ({1, 2}, T ) ∼ 2 ({2, 3}, T ).
Next, applying a), we have that ({1, 3}, T ) ∼ 2 ({0, 1}, T ), and applying b) again gives ({0, 2}, T ) ∼ ({1, 3}, T ). Finally, by a) we again have ({0, 3}, T ) ∼ 2 ({0, 1}, T ). For p = 3, the same sort of arguments work. For instance, in this case we have ({0, 3}, T ) ∼ 3 ({1, 3}, T ) and ({0, 2}, T ) ∼ 3 ({0, 1}, T ) by a), and ({1, 3}, T ) ∼ 2 ({0, 2}, T ). This completes the proof in the (2, 2) case. The (2, 4) and (4, 2) cases follow by similar (and simpler) reasoning.
Lemma 6.5. Let q be as above and let b be the inverse of 2 modulo q. For any p|q, Proof of Theorem 1.16. We will only consider the case that the number of + signs in ǫ is odd. The general case is similar but involves further computations of the same type as those involved in the cases we consider. Let L denote the left side of (9) . Expanding the square and applying Proposition 6.3, we have 
