It was shown by Flesch et al [3] that every n-person, perfect information game with no chance moves and bounded, lower semicontinuous payoffs has a subgame perfect -equilibrium in pure strategies. Here the same is proved when the payoffs are bounded and upper semicontinuous.
Introduction
The games treated here are sequential with perfect information, infinitely many stages, and no chance moves. There is a finite number of players and one of them is assigned to choose an action at every stage of the game. The payoff to each player is a function of the infinite sequence of actions chosen by the players.
Flesch et al [3] showed that, if the payoff functions are bounded and lower semicontinuous, then such a game always has a pure, subgame perfect -equilibrium for > 0. Here we prove the same result for bounded, upper semicontinuous payoffs. Moreover, Example 3 in Solan and Vieille [7] shows that if one player has a lower semicontinuous payoff and another player has an upper semicontinuous payoff, then such an equilibrium need not exist.
The proof of Flesch et al uses an intricate, transfinite construction. The proof given here uses techniques from the Dubins and Savage [2] theory of gambling. It also uses certain methods from Secchi and Sudderth [6] , who studied stochastic games with upper semicontinuous payoffs.
See the introduction to Flesch et al [3] for historical details and references for perfect information games.
The Model and Main Result
The model here and much of the notation will be the same as in Flesch et al [3] .
Let I = {1, 2, . . . , ν} be the set of players and let A, an arbitrary non-empty set, be the set of actions for a sequential game. Denote by H the set of all finite sequences of actions including the empty sequence e. Elements of H are called histories. A given function i : H → I assigns an active player to each history. Notice that, for each history h = (a 1 , a 2 , . . . , a n ), the choice of the player i(h) is deterministic and depends only on the sequence of past actions.
Play begins at the empty history e and the player i(e) selects an action a 1 from A. If in the first n stages the players have selected the history h n = (a 1 , a 2 , . . . , a n ) ∈ H, then player i(h n ) selects the next action a n+1 so that the next history is the concatenation h n+1 = h n a n+1 = (a 1 , a 2 , . . . , a n , a n+1 ). The game is one of perfect information in that the player selecting a n+1 knows the history h n at every stage n. (When a history h = (a) has only one coordinate, we often write a rather than (a).) By continuing to select actions at every stage the players generate an infinite history or play p = (a 1 , a 2 , . . .) ∈ A N . Each player j ∈ I has a bounded payoff function u j : A N → R and receives u j (p) when the play is p.
be the set of finite histories where j is the active player.
A (pure) strategy σ j for player j is a mapping σ j : H j → A. A ν-tuple σ = (σ j ) j∈I consisting of a 1 strategy for each player is called a profile. Every profile σ determines a unique play p = p(σ) = (a 1 , a 2 , . . .) where a 1 = σ i(e) (e) and a n+1 = σ i(a1,a2,...,an) (a 1 , a 2 , . . . , a n ), n ≥ 1.
The payoff to player j from the profile σ is u j (σ) = u j (p(σ)). Let u = (u j ) j∈I be the vector of payoff functions, and write G(u, i) for the game with payoff functions u and assignment function i.
Let σ be a profile and, for j ∈ I, write σ −j for the vector (σ k ) k∈I\{j} of strategies for the set of all players except j.
− for every player j and every strategy σ j for player j.
Here the interest is in the stronger notion of a subgame perfect -equilibrium; that is, a profile that induces an -equilibrium in every subgame as defined below.
Associated with each finite history h = (a 1 , . . . , a n ) is the subgame G(u, i|h) of G(u, i). To define the subgame, we first define the h-section of the function u by setting uh = (u j h) j∈I , where for each j the function u j h :
Similarly, the h-section of the function i is defined by (ih)(h ) = i(hh ) for h ∈ H. The subgame G(u, i|h) is now defined to be the game G(uh, ih).
Intuitively, the subgame G(u, i|h) is just the continuation of the original game after the history h has occurred. It is also natural to view this subgame as the conditional game given the history h.
Let σ = (σ j ) j∈I be a profile for the original game G(u, i) and let h = (a 1 , . . . , a n ) ∈ H. 
..,an) (a 1 , . . . , a n ) and
Notice that a profile σ can be specified by naming its first action σ i(e) (e) and the collection of all the conditional profiles σ[a] for a ∈ A.
The conditional payoff to player j from the profile σ given the history h is
j∈I is an -equilibrium for the subgame G(u, i|h). When σ * is a subgame perfect 0-equilibrium, we say simply that it is subgame perfect.
The set of actions A is given the discrete topology and the space A N the corresponding product topology. A function f : A N → R is upper semicontinuous if, for every real number r, the set {p ∈ A N : f (p) ≥ r} is closed. Here now is the main result of the paper.
Theorem 2.1 If the payoff function u
j is bounded and upper semicontinuous for every player j ∈ I, then the game G(u, i) has a subgame perfect -equilibrium for every > 0.
For the games of the theorem it was already known that -equilibria always exist. Indeed, the existence was known for the more general case of bounded Borel measurable payoffs. (This is explained nicely in the introduction of Flesch et al [3] , where the result is credited to Mertens and Neyman.)
The theorem cannot be generalized to include the case where = 0 even if there is only one player.
Example 2.1 Suppose there is a single player with action set A = {1, 2, . . .} and payoff function u(a 1 , a 2 , . . .) = 1 − 1/a 1 . Then the player has no optimal strategy and therefore there is no equilibrium. If, instead, the payoff function is
then there is an equilibrium, but no subgame perfect equilibrium.
The next three sections are devoted to the proof of Theorem 2.1. Section 3 presents a useful lemma based on the stop rule methods of Dubins and Savage [2] . Section 4 shows how to approximate an upper semicontinuous function by a finite sum of indicators of nested closed sets. The proof of Theorem 2.1 is completed in section 5. Some brief remarks about possible extensions are in the final section.
A Stop Rule Lemma
= n and p and p agree in their first n coordinates, then t(p ) = n. This definition of a stop rule agrees with the more conventional one that requires that, for all n, the set {p : t(p) ≤ n} belong to the sigma-field generated by the first n coordinate functions on A N . However, notice that we require that t(p) be finite for all p.
It follows from the definition that a stop rule is either everywhere strictly positive or is identically equal to 0. We write 0 for the identically zero stop rule.
If t is a stop rule, a ∈ A, and t is not 0, then t(a, a 1 , a 2 , . . .) ≥ 1 for all p = (a 1 , a 2 , . . .) and the function
is easily seen to be a stop rule itself. It is called the conditional stop rule given a.
Dubins and Savage [2] proved many results with a technique that might be called stop rule induction.
Here is a formalization of the method.
Lemma 3.1 Let Φ(t) be a proposition for every stop rule t. Assume (a) Φ(0) holds and (b) if t is not 0 and Φ(t[a]) holds for all a ∈ A, then Φ(t) holds. Then Φ(t) holds for all stop rules t.
This lemma is Theorem 2.3.1, page 10, in Maitra and Sudderth [4] .
Associated to every stop rule t is the mapping h
is the history consisting of the first t(p) coordinates of p. If t = 0, then h t (p) = e for all p.
Lemma 3.2 Assume that each of the payoff functions u j , j ∈ I, has a finite range. Let t be a stop rule and suppose that, for every history h in the range of h t , there exists a subgame perfect equilibrium σ h for the conditional game G(u, i|h). Then there is a subgame perfect equilibrium σ * for G(u, i).
Proof. The proof is an application of Lemma 3.1 in which Φ(t) is the proposition: If for every history h in the range of h t , there exists a subgame perfect equilibrium σ h for the conditional game G(u, i|h), then there is a subgame perfect equilibrium σ * for G(u, i). It suffices to verify conditions (a) and (b) of Lemma 3.1. If t = 0, then the range of h t is the singleton e, and, by hypothesis, there is a subgame perfect equilibrium for the conditional game G(u, i|e). But this conditional game is just the original game G(u, i). So (a) holds.
To check (b), suppose that t ≥ 1, and assume that the assertion holds for the conditional stop rule t[a] for every a ∈ A. Suppose h = h t[a] (p) for some play p and action a. Thus h is in the range of h t [a] . Now
is in the range of h t . By hypothesis, the conditional game G(u, i|ah) has a subgame perfect equilibrium σ ah . However, the game G (u, i|ah) is the same as G(ua, ia|h). (Indeed, both are the same as G(uah, iah) 
(ua, ia).
To define the profile σ * , select the first action a * 1 = σ i(e) * (e) to be the action a that maximizes (u i(e) a)(σ a ). (This expression achieves a maximum because of the assumption that payoff functions have a finite range.) Next define the conditional profile σ * [a] to beσ a for every a.
The profile σ * is a subgame perfect equilibrium because it induces a subgame perfect equilibrium in every game beginning at period two and because of the choice of the action a * 1 at period one.
One can also prove a variation on Lemma 3.2 for subgame perfect -equilibria without the assumption that the payoff functions have finite range.
Remark 3.1
The game G(u, i) is said to be determined if there is a stop rule t such that the values of the payoffs u j (p), j ∈ I, depend only on h t (p) for every play p. Equivalently, the sections u j h are constant functions for h in the range of h t . An easy corollary of Lemma 3.2 is that determined games have subgame perfect equilibria if the payoff functions have finite ranges. (They have subgame perfect -equilibria in general.)
Stochastic games that are determined are used by Maitra and Sudderth [5] , where they are called finitary games. Blackwell [1] shows how to define the class of Borel subsets of the real line using certain two-person, zero-sum determined games. He remarks that the classical construction of the Borel sets uses the ordinals and that he has substituted stop rules. Likewise we use stop rules whereas Flesch et al [3] used the ordinals.
A Reduction to Simple Payoff Functions
It is assumed in Theorem 2.1 that the payoff functions u j , j ∈ I are bounded and upper semicontinuous. Our object in this section is to show that it suffices to prove Theorem 2.1 when each u j has the special form
where, for each j ∈ I, the sets C j,k , k = 1, . . . , m are (possibly empty) closed subsets of A N that are nested in the sense that
(For sets C ⊆ A N , 1 C denotes the indicator function that equals 1 on C and 0 on the complement of C.)
To see that this simplification is possible, first assume that each of the original payoff functions u j has its range contained in the unit interval [0, 1]. Clearly, this entails no real loss of generality. Next let m be a positive integer, and, for each j ∈ I and k = 1, . . . , m, define
Notice that, for every j ∈ I, This lemma is identical with Lemma 2.3 of Secchi and Sudderth [6] , and is also easy to prove directly.
Let > 0 be from the statement of Theorem 2.1, and choose m so that In the next section, it is shown that there does exist a subgame perfect equilibrium for the game with payoffs the u j m , j ∈ I, but this is equivalent.
Completion of the Proof of Theorem 2.1
Here is a simple fact about closed sets.
Lemma 5.1 Let C be a closed subset of A N and let p = (a 1 , a 2 , . . . ) ∈ A N be a play such that, for all n, the section C(a 1 , . . . , a n ) is not empty. Then p ∈ C.
Proof. For each n, there is, by hypothesis, a play q n such that the play p n = (a 1 , . . . , a n )q n ∈ C. Now p n → p as n → ∞. Hence, p ∈ C. Theorem 2.1 will follow from Lemma 5.2 below. The key idea in its proof is illustrated by the following example, which was suggested by a referee.
Example 5.1 Suppose that there are only two players whose payoff functions are the indicator functions of the closed sets C 1 and C 2 , respectively. Consider the subgame corresponding to an arbitrary finite history h. If C 1 h ∩ C 2 h is nonempty, then there is a play that yields a payoff of 1 to both players. If either C 1 h or C 2 h is empty, then again there is a play that yields the best possible payoff to each player. The only difficulty arises when both C 1 h and C 2 h are nonempty, and their intersection D = C 1 h ∩ C 2 h is empty. In this situation only one of the players can receive a payoff of 1. To find an equilibrium, let t be the stop rule that assigns to each play p the least integer n = t(p) such that at least one of the sections C 1 hh t (p), C 2 hh t (p) is empty. (It follows from Lemma 5.1 and the fact that D is empty that t(p) is finite.) The subgame corresponding to the history hh t (p) is easily seen to have a subgame perfect equilibrium and Lemma 3. .1). Let C be the collection of closed sets {C j,k : j ∈ I, k = 1, . . . , m} satisfying (4.2) and (4.3). In this section, the notation G(C, i) is used for the game G(u m , i). As was mentioned at the end of the previous section, Theorem 2.1 will be established once G(u m , i) = G(C, i) is seen in the lemma below to have a subgame perfect equilibrium. The proof of the lemma will be an induction on the integer λ(C) defined to be the number of sets C j,k ∈ C that are nonempty, proper subsets of A N .
For a finite history h ∈ H, let Ch be the collection of sets {C j,k h :
is, in the notation of this section, the same as G(Ch, ih).
For each history h, let λ(Ch) denote the number of sets C j,k h ∈ Ch that are nonempty, proper subsets of A N . Notice that λ(Ch ) ≥ λ(Ch) whenever h and h are histories such that h is an initial segment of h. This is because the number of nonempty, proper subsets cannot increase as further sections are taken.
The proof of the next lemma uses ideas from the proof of Lemma 4.2 in Secchi and Sudderth [6] .
Lemma 5.2 The game G(C, i) has a subgame perfect equilibrium σ = (σ j ) j∈I .
Proof. The proof is by induction on λ(C).
Suppose first that λ(C) = 0. Then every set C ∈ C is either the empty set or the whole space, and so the indicator function 1 C is a constant. Consequently, the game G(C, i) has constant payoff functions and every profile is a subgame perfect equilibrium.
Assume now that λ(C) = λ 0 > 0 and make the inductive assumption that the assertion holds for all games G(C , i ) where C is another such collection of closed sets with λ(C ) < λ 0 .
To define the profile σ, an action σ i(h) (h) must be assigned to every history h ∈ H. Three cases will be considered. Case 1. λ(Ch) < λ 0 .
Let h = (a 1 , . . . , a n ), and let l be the least positive integer in {1, . . . , n} such that, for h = (a 1 , . . . , a l ), λ(Ch ) < λ 0 . By the inductive hypothesis, there is a subgame perfect equilibrium σ h for the game G(Ch , ih ). Define
(a l+1 , . . . , a n ).
Indeed, the definition of σ i(h ) (h ) is made in the same way for every history h for which h is an initial segment. To be more specific, if h = (a 1 , . . . , a l , b 1 , . . . , b r ) , then h also satisfies Case 1 and we set
This consistently defines σ i(h) (h) for all h satisfying Case 1 in such a way that the conditional profile σ[h] = σ h [(a l+1 , . . . , a n )] is subgame perfect for G(Ch, ih) = G (Ch (a l+1 , . . . , a n ), ih (a l+1 , . . . , a n ). In particular, σ[h] is an equilibrium for G(Ch, ih).
To specify the remaining two cases, let, for each j ∈ I = {1, . . . , ν}, the integer k j be the largest k in {1, . . . , m} such that the set C j,k is not empty. Then a play p in C j,kj results in the largest possible reward to player j, namely
In this case, there must be an action Each of the sets C j,kj h, j ∈ I, must be nonempty because λ(Ch) would be smaller than λ 0 otherwise.
We first consider the case where the history h = (a 1 , . . . , a n ) is not the empty history e. The history h cannot have an initial segment h satisfying Case 1 because, as was already pointed out, λ(Ch ) ≥ λ(Ch) whenever h is an initial segment of h. However, h could have initial segments satisfying Case 2. In general, there is an integer l, 1 ≤ l ≤ n such that the histories h r = (a 1 , . . . , a r ) satisfy Case 2 for r = 1, . . . , l − 1 and Case 3 for r = l, . . . , n. Thus h = (a 1 , . . . , a l ) is the first initial segment of h satisfying Case 3. So (C 1,k1 ∩ · · · ∩ C ν,kν )h = ∅.
Let p = (b 1 , b 2 , . . .) be an arbitrary play. Then it cannot be the case that, for all j ∈ I and all nonnegative integers q, the section (C 1,k1 ∩ · · · ∩ C ν,kν )h (b 1 , . . . , b q ) is nonempty. For if this were the case, it would follow from the previous lemma that p would belong to (C 1,k1 ∩· · ·∩C ν,kν )h , a contradiction.
Thus there is, for every play p = (b 1 , b 2 , . . .), some j ∈ I and some nonnegative integer q such that the section C j,kj h (b 1 , . . . , b q ) is empty. (When q = 0, the history (b 1 , . . . , b q ) = e.) Let t(p) be the least integer q for which this occurs. Then t is a stop rule and, for each p, the collection C p = Ch h t (p) contains at least one more empty set than does C. Hence λ(C p ) < λ 0 . By the inductive hypothesis, the game G(Ch h t (p), ih h t (p)) has a subgame perfect equilibrium for every p. By Lemma 3.2, the game G(Ch , ih ) also has a subgame perfect equilibrium σ h . As in Case 1, define
h (a l+1 , . . . , a n ).
If the history h is the empty history e, then, for each p, define t(p) to be the least q such that some section C j,kj (b 1 , . . . , b q ) is empty. Again t is a stop rule and the argument proceeds as above.
The profile σ is now completely defined. It follows from the construction that the conditional profile σ[h] is an equilibrium for the game G(Ch, ih) for all h ∈ H.
6. Possible Extensions It seems likely that the techniques used here can be combined with those of Secchi and Sudderth [6] to prove the existence of subgame perfect -equilibria for n-person stochastic games with bounded upper semicontinuous payoffs, finite action sets, and a countable state space. A further extension to stochastic games with compact action sets and a Borel state space as in Maitra and Sudderth [5] may also be possible, but might encounter measure theoretic difficulties.
The proof of Theorem 2.1 given above fails if there are infinitely many players, but we do not have a counterexample. Flesch et al [3] do have a counterexample when the payoffs are lower semicontinuous.
