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Resumo A expressa˜o facial do ser humano e´ um ve´ıculo de exceleˆncia na comuni-
cac¸a˜o de emoc¸o˜es. No entanto, o avanc¸o no estudo das emoc¸o˜es mostra
que as expresso˜es ou posturas corporais teˆm um desempenho, no reconhe-
cimento das emoc¸o˜es, semelhante ao das expresso˜es faciais. Neste sentido,
e´ necessa´rio perceber, tecnologicamente, de que forma se podem extrair
caracter´ısticas da postura que permitam efetuar uma ana´lise detalhada da
mesma, percebendo as emoc¸o˜es associadas.
O pouco avanc¸o tecnolo´gico nesta a´rea deve-se a` dificuldade em associar
uma emoc¸a˜o a determinada postura, uma vez que esta avaliac¸a˜o na˜o e´ de
um dom´ınio bina´rio, existindo uma enorme variedade de emoc¸o˜es entre, por
exemplo, a tristeza, alegria, entre outras. Assim, surge a necessidade de
criar um sistema que permita extrair caracter´ısticas da postura do corpo
humano e gerar dados que permitam efetuar uma avaliac¸a˜o dessa mesma
postura.
Nesta dissertac¸a˜o, comec¸a-se por efetuar uma contextualizac¸a˜o com o pro-
blema existente, seguindo-se um levantamento do estado de arte relativo a
sistemas computacionais existentes para detec¸a˜o e classificac¸a˜o da postura
humana, sensores de imagem e algoritmos para detec¸a˜o do esqueleto. De-
pois disto, e´ apresentada a soluc¸a˜o desenvolvida para a lacuna existente no
tipo de sistemas apresentados, explicando-se todos os procedimentos efetu-
ados, passo a passo. Por fim, sa˜o apresentados os resultados conseguidos
no que diz respeito a`s caracter´ısticas obtidas do corpo humano (desloca-
c¸o˜es, a´reas e sobreposic¸o˜es), atrave´s de gra´ficos e Heatmaps, e tiradas as
concluso˜es necessa´rias para o contexto apresentado.

Keywords Pose Estimation; Digital Image; Emotions; Skeleton Detection.
Abstract The facial expression of the human being is a vehicle of excellence in com-
municating emotions. However, advances in the study of emotions shows
that the body expressions or body postures have a performance in the recog-
nition of emotions similar to facial expressions. In this way, it is necessary to
technologically understand how posture features can be extracted in order
to perform a detailed analysis, perceiving associated emotions.
The lack of technological advance in this area is due to the fact that it is
difficult to associate an emotion with a certain posture, since this evaluation
is not of a binary domain and there is a huge variety of emotions, between,
for example, sadness, joy, among others. Thus, there is a need to create a
system that allows to extract characteristics of the posture of the human
body and generate data that allow to make an evaluation of the given pos-
ture.
In this dissertation, a contextualizing of the existing problem is addressed,
followed by a state-of-the-art survey of existing computer systems for hu-
man posture detection and classification, image sensors and algorithms for
skeletal detection. After this, a solution for the existing gap in the type of
presented systems is proposed, explaining all the procedures performed, step
by step. Finally, the obtained results are presented regarding to the charac-
teristics obtained from the human body (displacements, areas and overlaps),
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Ha´ muito tempo que as expresso˜es faciais esta˜o fortemente associadas a` percec¸a˜o das emo-
c¸o˜es. No entanto, cada vez mais o corpo e´ um meio importante para a expressa˜o emocional,
tendo este um forte papel na comunicac¸a˜o emocional [1]. Investigac¸o˜es desenvolvidas acerca
do comportamento e estudos de neuroimagem mostram que o reconhecimento de emoc¸o˜es em
expresso˜es corporais tem um desempenho semelhante ao das expresso˜es faciais [2] [3].
Com o avanc¸o dos estudos das emoc¸o˜es associadas a` postura corporal e´ necessa´rio perceber,
tecnologicamente, como se podem extrair, de forma na˜o invasiva, essas mesmas emoc¸o˜es. Sa˜o
imensas as a´reas de aplicac¸a˜o deste tipo de problemas. Desde a educac¸a˜o, por exemplo em
contexto de sala de aula, uma vez que este e´ um local associado a momentos de ansiedade e
stress, devido a diversos fatores como desinteresse, desmotivac¸a˜o, elevado nu´mero de alunos e
o seu mau comportamento [4], passando pela sau´de mental e ate´ mesmo situac¸o˜es de conflito
entre um ou mais grupos de pessoas.
Pretende-se, assim, atrave´s da utilizac¸a˜o de caˆmaras digitais e algoritmos que permitem
extrair postura do ser humano, classificar determinadas posturas de forma a que sejam reco-
nhecidas as emoc¸o˜es associadas a cada instante. A Figura 1.1 apresenta a postura extra´ıda
do corpo humano em duas situac¸o˜es distintas, na esquerda uma situac¸a˜o em que a pessoa se
encontra pouco confiante e na direita uma situac¸a˜o de demonstrac¸a˜o de confianc¸a [5].
O objetivo principal deste projeto de mestrado consiste na criac¸a˜o de um sistema que
permita reconhecer e classificar estas posturas, em va´rios grupos de pessoas, de forma dinaˆmica
e eficaz, ou seja, sem que existam posturas pre´-definidas como referido nos estudos ja´ existentes
[6] [7] [8]. Deste modo surgem assim as perguntas: “Como utilizar um PC e uma caˆmara para
1
Figura 1.1: Postura extra´ıda do corpo humano em duas situac¸o˜es distintas, na esquerda
uma situac¸a˜o em que a pessoa se encontra pouco confiante e na direita uma situac¸a˜o de
demonstrac¸a˜o de confianc¸a [5].
medir a postura corporal do corpo humano?” e “Como classificar cada postura como estando
associada a determinada emoc¸a˜o?”.
Este projeto pretende contribuir para o avanc¸o do estudo da postura corporal e das emo-
c¸o˜es associadas, uma vez que esta e´ uma a´rea muito pouco explorada devido a` dificuldade
de avaliac¸a˜o das posturas consoante as suas emoc¸o˜es. Desta forma, a criac¸a˜o deste tipo de
sistema torna-se um avanc¸o nota´vel nesta a´rea cientifica. Neste sentido foram elaborados e
publicados dois artigos cient´ıficos, [9] e [5], que dizem respeito a um levantamento de estado
de arte contextualizado com este projeto e a um sistema de detec¸a˜o e classificac¸a˜o de posturas
num contexto individual, respetivamente. A cooperac¸a˜o com o Departamento de Educac¸a˜o
e Psicologia, que sera´ referida posteriormente, foi tambe´m fundamental para o sucesso deste
sistema, nomeadamente na avaliac¸a˜o das emoc¸o˜es.
Durante esta dissertac¸a˜o sera´ apresentado, no Cap´ıtulo 2, um levantamento do estado
de arte acerca de sistemas computacionais existentes para detec¸a˜o e classificac¸a˜o da postura
humana, sensores de imagem e algoritmos para detec¸a˜o de postura. De seguida, no Cap´ıtulo 3
sera´ apresentado o cena´rio de testes, descrevendo o protocolo experimental, explicado a forma
de aquisic¸a˜o de dados e o Software de aquisic¸a˜o desenvolvido, o sincronismo po´s-aquisic¸a˜o e
divisa˜o dos v´ıdeos de acordo com as fases da experieˆncia. O Cap´ıtulo 4 apresentara´ o Software
de detec¸a˜o e extrac¸a˜o de caracter´ısticas desenvolvido, seguido dos resultados, apresentados
no Cap´ıtulo 5. Por fim, no Cap´ıtulo 6, e´ feita uma conclusa˜o acerca dos resultados obtidos e




Durante este cap´ıtulo e´ apresentado um levantamento do estado da arte acerca de sistemas
de visa˜o computacional para detec¸a˜o e classificac¸a˜o da postura humana que visam resolver
o problema apresentado no cap´ıtulo anterior, incluindo o tipo de sensores existentes para a
obtenc¸a˜o de imagens que alimentam este tipo de sistemas e o seu funcionamento, e algoritmos
de detec¸a˜o do esqueleto humano, dando eˆnfase aos mais utilizados, explicando os seus prin-
c´ıpios. Por fim, sera´ apresentado o processo de configurac¸a˜o e instalac¸a˜o de um computador
com o Software de detec¸a˜o de posturas, OpenPose [10].
2.1 Sistemas computacionais existentes para detec¸a˜o e classi-
ficac¸a˜o da postura humana
Tem sido realizado algum trabalho no desenvolvimento de sistemas de detec¸a˜o e avaliac¸a˜o
das posturas do ser humano. No entanto, na˜o existe nenhum que permita, de forma precisa,
detetar e classificar essas mesmas posturas como estando associadas a emoc¸o˜es espec´ıficas.
Esta escassez de sistemas deve-se a` dificuldade de classificar uma postura, sendo que, na
maioria dos casos, as pessoas adotam posturas nem muito contra´ıdas, nem muito expansivas,
tornando dif´ıcil perceber qual o seu estado emocional. Em [11], num contexto de sala de aula,
os autores pretendem fornecer informac¸o˜es importantes ao professor, acerca da atenc¸a˜o da
sua audieˆncia. Este estudo foca-se principalmente na captura de dados atrave´s de um sistema
de caˆmaras, sendo processados esses dados de forma a que sejam detetados os movimentos,
a cabec¸a e a sua orientac¸a˜o e assim e´ poss´ıvel obter os padro˜es de comportamento mais
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significativos e fazer uso dos mesmos. No entanto, os resultados na˜o mostraram uma relac¸a˜o
direta entre os movimentos dos alunos e a sua atenc¸a˜o.
Em [12] e´ descrito um sistema de reconhecimento de ac¸o˜es humanas baseadas em primi-
tivas da postura. Este sistema, a` semelhanc¸a de [13], apenas se foca em perceber/classificar
se uma pessoa corre, caminha, danc¸a, etc. e na˜o nas suas emoc¸o˜es. Numa fase de aprendiza-
gem, estimam-se os paraˆmetros representativos da postura atrave´s de v´ıdeos. Depois disso,
ja´ numa fase de classificac¸a˜o, o me´todo e´ utilizado tanto para v´ıdeos como para imagens
esta´ticas. Neste sistema sa˜o identificados 3 problemas disjuntos no reconhecimento da ac¸a˜o
humana: detec¸a˜o de uma pessoa na imagem, reconhecimento da postura expressa e atribuic¸a˜o
de uma categoria de ac¸a˜o a` respetiva postura, sendo foco principal os u´ltimos 2 pontos. Os
resultados deste sistema sa˜o positivos, resultando numa alta precisa˜o no reconhecimento de
ac¸o˜es, de onde se retira que a postura do ser humano conte´m informac¸o˜es suficientes sobre a
sua atividade. E´ referido ainda que, a junc¸a˜o de outras informac¸o˜es para ale´m da postura,
em conjunto com a mesma, permitem obter uma maior precisa˜o no reconhecimento das ativi-
dades. A Figura 2.1 apresenta o processo de reconhecimento das ac¸o˜es humanas apresentado
em [12].
Figura 2.1: Processo de reconhecimento das ac¸o˜es humanas baseadas em primitivas da postura
[12].
Em suma, nesta Secc¸a˜o verifica-se a existeˆncia de alguns sistemas de reconhecimento de
postura com aplicac¸o˜es espec´ıficas. Contudo, na˜o existe nenhum que permita reconhecer e
classificar posturas de acordo com as emoc¸o˜es que transmitem.
4
2.2 Sensores de Imagem
Tipicamente, uma imagem digital e´ representada por uma matriz retangular de vetores
escalares, sendo esta composta por um nu´mero finito de elementos numa determinada posic¸a˜o
e com um determinado valor. Esses elementos sa˜o chamados de pixeis [14]. Um pixel e´
a unidade mais pequena de uma imagem e tem associado a si um valor de intensidade e
uma localizac¸a˜o. Atrave´s da junc¸a˜o de muitos pixeis e devido ao efeito de filtragem do olho
humano, e´ poss´ıvel criar iluso˜es como gradientes e sombreamento. A Figura 2.2 representa
uma matriz de pixeis relativos a uma imagem digital e a Figura 2.3 representa o gradiente de
uma imagem Red, Green and Blue (RGB) atrave´s da junc¸a˜o de pixeis.
Figura 2.2: Representac¸a˜o de uma matriz de pixeis numa imagem com Largura X e Altura
Y [15].
Figura 2.3: Gradiente associado a uma regia˜o de uma imagem RGB [16].
Os tipos de imagens mais comuns quando se fala em imagem digital sa˜o imagens grayscale
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e RGB. Em imagens grayscale, o valor associado a cada pixel e´ preto, branco ou um tom de
cinza, podendo este variar, para 8 bits por pixel, entre 0 e 255, em que 0 corresponde a preto e
255 a branco. Em imagens a cores cada pixel tem associado a si um valor de vermelho, verde
e azul, que combinados em diferentes quantidades podem gerar qualquer cor. Os valores de
vermelho, verde e azul variam tambe´m, para 8 bits por pixel, entre 0 e 255, sendo 0 a cor
preta e 255 o ma´ximo da cor respetiva. A Figura 2.4 representa uma imagem grayscale e a
matriz de intensidade respetiva a determinada a´rea da mesma [17].
Figura 2.4: Imagem grayscale e matriz de intensidade respetiva a determinada a´rea da mesma
[18].
A resoluc¸a˜o de uma imagem digital depende da dimensa˜o da sua matriz, ou seja, com o
aumento do nu´mero de pixeis, a resoluc¸a˜o aumenta. No entanto, o tratamento dessa matriz
torna-se computacionalmente mais lento. Existem va´rios tipos de sensores capazes de obter
imagem digital. Nas pro´ximas subsecc¸o˜es sera˜o abordados alguns desses tipos de sensores e
explicado o seu funcionamento.
2.2.1 Sensores de imagem no espectro do vis´ıvel
Para a captura de imagens digitais no espectro do vis´ıvel sa˜o utilizados, principalmente,
2 tipos de sensores. O sensor Charge-Coupled Device (CCD) e Complementary Metal-Oxide-
Semiconductor (CMOS). Cada um destes sensores e´ composto por milho˜es de transdutores
fotossens´ıveis, cuja func¸a˜o e´ converter a energia luminosa em carga ele´trica. Possuem ainda
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uma superf´ıcie fotossens´ıvel, que recebe uma carga de luz permitindo captar a imagem, assim,
quanto maior for a superf´ıcie fotossens´ıvel, melhor sera´ a qualidade de imagem [19]. No
entanto, estes sensores apenas conseguem medir a energia da radiac¸a˜o, sendo que, para que
seja poss´ıvel obter imagens a cores e´ necessa´rio aplicar um filtro que permite direcionar cores
especificas para pixeis respetivos. O filtro mais comum e´ o filtro de Bayer. A Figura 2.5
mostra o funcionamento deste tipo de filtro.
Figura 2.5: Aplicac¸a˜o de um filtro de Bayer de modo a obter uma imagem a cores [20].
O sensor CCD existe principalmente nas caˆmaras compactas, ja´ o sensor CMOS esta´
presente desde webcams simples e caˆmaras de smartphones, ate´ a`s caˆmaras profissionais. A
Figura 2.6 apresenta um exemplo de sensor CCD e CMOS.
2.2.2 Sensores especiais
Para ale´m dos sensores falados anteriormente, existem ainda sensores especiais que per-
mitem obter outra informac¸a˜o ale´m da imagem a cores. Estes sensores sa˜o especialmente
utilizados para o processamento de imagem em casos especiais como a detec¸a˜o de distaˆncias
e temperaturas. Ao longo desta secc¸a˜o sera˜o explicados os modos de funcionamento desses
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Figura 2.6: Exemplo de sensor CCD (esquerda) e CMOS (direita) [21].
sensores.
Te´rmicos
Uma caˆmara te´rmica, ao contra´rio das caˆmaras no espectro do vis´ıvel referidas anteri-
ormente, sa˜o compostas por sensores capazes de capturar radiac¸o˜es no espectro do infraver-
melho, permitindo assim a criac¸a˜o de uma imagem de infravermelhos [22]. Normalmente e´
aplicada uma escala de cores a estas imagens, para que seja poss´ıvel distinguir facilmente
zonas quentes de frias. A Figura 2.7 mostra uma imagem te´rmica, obtida atrave´s de uma
caˆmara te´rmica da marca Flir [23], com a respetiva escala de cores. Esta caˆmara e´ comercial,
no entanto tem um elevado custo devido ao seu mercado espec´ıfico e tecnologia utilizada no
seu fabrico.
Este tipo de sensores podem ser utilizados mesmo em ambientes com pouca luminosidade,
ao contra´rio de sensores como CCD e CMOS [22]. Existem assim diversas a´reas onde estes
se aplicam, desde a seguranc¸a, onde podem ser utilizados para detetar intrusos mesmo em
situac¸o˜es de pouca iluminac¸a˜o [24], ate´ a` indu´stria, onde podem ser utilizados para dete-
tar problemas de aquecimento em ma´quinas, que na˜o sa˜o detetados pelo olho humano [22],
passando pela detec¸a˜o de pessoas atrave´s da temperatura do corpo humano [25].
Multi/Hiper Espectrais
Os sensores Multiespectrais e Hiperespectrais sa˜o sensores que medem a energia produ-
zida em va´rias bandas do espectro eletromagne´tico. A resoluc¸a˜o espectral e´ o principal fator
distintivo entre as imagens produzidas por estes dois tipos de sensores, sendo que os sensores
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Figura 2.7: Imagem te´rmica com respetiva escala de cores, obtida atrave´s de uma caˆmara
te´rmica da marca Flir [23].
hiperespectrais conteˆm um maior nu´mero de bandas com comprimentos de onda estreitos,
fornecendo uma medic¸a˜o continua em todo o espectro eletromagne´tico, enquanto que os sen-
sores multiespectrais conteˆm, normalmente, entre 3 a 10 bandas, com amplos comprimentos
de onda, em cada pixel da imagem produzida [26]. Deste modo, as imagens captadas por um
sensor hiperespectral conteˆm mais dados do que as imagens captadas por sensores multies-
pectrais.
Num contexto pra´tico, as imagens produzidas por sensores multiespectrais podem ser
utilizadas, por exemplo, para mapear a´reas florestais, enquanto que as imagens produzidas
por sensores hiperespectrais podem ser usadas para mapear espe´cies de a´rvores dentro da
mesma a´rea florestal [27]. A Figura 2.8 mostra a comparac¸a˜o entre imagem multiespectral e
hiperespectral.
Distaˆncia
Sa˜o diversos os tipos de sensores de imagem de distaˆncia. Estes tipos de sensores permitem
obter imagens nas quais se percebem quais os objetos mais pro´ximos e mais distantes, sendo
poss´ıvel representar as distaˆncias a cada objeto capturado pela caˆmara. Para isso existem 3
grandes tipos de sensores, os sensores chamados de Time Of Flight (TOF), Structured Light
e Stereo.
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Figura 2.8: Comparac¸a˜o entre uma imagem multiespectral (esquerda) e hiperespectral (di-
reita) [28].
Os sensores TOF funcionam sobre o principio de envio e recec¸a˜o de um sinal, medindo as
propriedades do sinal recebido. Determinando o tempo de voo e, consequentemente, atrave´s
deste tempo e da velocidade de propagac¸a˜o do sinal obte´m-se a distaˆncia ao objeto [29].
Os sensores Structured Light funcionam atrave´s da projec¸a˜o de um padra˜o numa cena,
previamente estabelecido, permitindo ao sistema, atrave´s da captura desse mesmo padra˜o
projetado, calcular a profundidade de cada pixel da imagem recebida. Este ca´lculo e´ efetuado
atrave´s da deformac¸a˜o de cada ponto do padra˜o projetado em combinac¸a˜o com o padra˜o
original [30].
Por fim, os sensores Stereo permitem obter imagens de distaˆncia atrave´s de duas lentes, a
determinada distaˆncia, de modo a que as duas imagens capturadas possam ser processadas e
comparadas, criando uma imagem 3D [31].
A Figura 2.9 apresenta um exemplo de caˆmara do tipo TOF (SwissRange SR4000 ), assim
como uma imagem obtida por essa mesma caˆmara. Na Figura 2.10 e´ apresentado um exemplo
de uma caˆmara do tipo Structured Light (Kinect) e um exemplo de imagem obtida por essa
mesma caˆmara. A Figura 2.11 apresenta um exemplo de caˆmara do tipo Stereo (Zed) e um
exemplo de imagem obtida pela mesma.
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Figura 2.9: Caˆmara do tipo TOF (SwissRange SR4000 ) (esquerda) [32] e imagem obtida pela
mesma (direita) [33].
Figura 2.10: Caˆmara do tipo Structured Light (Kinect) (esquerda) [34] e imagem obtida pela
mesma (direita) [35].
Figura 2.11: Caˆmara do tipo Stereo (Zed) (esquerda) e imagem obtida pela mesma (direita)
[36].
2.3 Algoritmos para detec¸a˜o de postura
Existe um elevado nu´mero de algoritmos de detec¸a˜o da postura humana, no entanto
poucos sa˜o aqueles que o fazem de forma dinaˆmica e em ambientes pouco controlados. Fala-
se de ambiente controlado quando as posturas esta˜o bem definidas, isto e´, a pessoa sabe
exatamente que posturas devera´ assumir para testar o sistema e este so´ as deteta se forem
bem representadas.
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A utilizac¸a˜o de imagem digital para detec¸a˜o da postura tem sido cada vez mais explorada,
uma vez que permite que tudo seja feito de uma forma na˜o invasiva para o ser humano. Assim,
na˜o existindo dispositivos em contacto direto com o mesmo, as suas ac¸o˜es va˜o ser naturais,
aumentando a precisa˜o e credibilidade do algoritmo. Nos principais algoritmos de detec¸a˜o de
postura a detec¸a˜o e´ feita recorrendo a objetos externos, como bandeiras [8], ou simplesmente
atrave´s do ensinamento pre´vio do sistema para as posturas pretendidas [7].
Uma postura surge assim como o conjunto de localizac¸o˜es 2D ou 3D das articulac¸o˜es, sendo
poss´ıvel, atrave´s destas localizac¸o˜es, aferir a posic¸a˜o e deslocamento de todos os membros. No
entanto, o problema que e´ comum a todos estes algoritmos prende-se com posic¸o˜es corporais
criticas como: deitado, sentado, encolhido, de lado, etc. [7] [37] e em situac¸o˜es de grupos de
pessoas, onde algumas partes do corpo se sobrepo˜em [37]. Neste tipo de posicionamento, a
precisa˜o destes sistemas baixa significativamente.
Todos os algoritmos de detec¸a˜o de posturas apresentados teˆm como base v´ıdeos ou um
conjunto de imagens recolhidos a partir de caˆmaras digital. Sa˜o assim va´rios os tipos de
caˆmaras utilizadas entre estes algoritmos. Tal como descrito na secc¸a˜o anterior, estas caˆmaras
podem se diferenciar no tipo de imagem que conseguem obter, no entanto, na atualidade, a
Kinect e´ o dispositivo de eleic¸a˜o da maioria destes algoritmos, uma vez que o seu pro´prio Kit de
Desenvolvimento de Software (SDK) e´ um dos mais utilizados no que diz respeito a` detec¸a˜o do
esqueleto humano. A Kinect e´ constitu´ıda por uma caˆmara RGB, um sensor de profundidade,
um aceleroˆmetro de treˆs eixos, um motor de inclinac¸a˜o e um vetor de microfones [38]. Assim e´
poss´ıvel obter, com apenas um dispositivo, diferentes tipos de imagens. A Figura 2.12 mostra
os diversos componentes de uma Kinect.
Figura 2.12: Configurac¸a˜o de Hardware de um dispositivo Kinect [39].
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Tal como referido anteriormente, o Software da Kinect, Kinect Skeletal Tracking e´ bastante
utilizado na detec¸a˜o do esqueleto humano, sendo esta detec¸a˜o realizada em treˆs passos: No
primeiro e´ feita uma ana´lise, por pixel, de forma a detetar e classificar partes de corpo;
Numa segunda fase e´ encontrado um centroide global de modo a definir as articulac¸o˜es do
corpo; Por ultimo e´ feito um mapeamento das articulac¸o˜es, de forma a que se encaixem num
esqueleto humano, atrave´s de dados previamente conhecidos acerca do esqueleto humano [40].
A Figura 2.13 ilustra os passos explicados anteriormente.
Figura 2.13: Passos de detec¸a˜o do esqueleto humano atrave´s do Software Kinect Skeletal
Tracker [40].
Em Abril de 2017, surgiu a biblioteca OpenPose [41]. Utilizando apenas imagem RGB,
esta biblioteca e´ capaz de detetar e extrair valores 2D das partes principais do corpo humano.
Nesta biblioteca, e´ poss´ıvel efetuar uma detec¸a˜o de corpo, cara e ma˜os, num total de 130
pontos de interesse poss´ıveis, sendo 15 ou 18 deles para partes do corpo, 21 para cada ma˜o e
70 para a cara.
Para a detec¸a˜o corporal e´ utilizado um de dois conjuntos de dados (Common Objects in
Context (COCO) ou MPII Human Pose Dataset) com imagens de pessoas, anotadas com o
esqueleto humano, sendo ainda utilizado o CMU Panoptic Dataset [42] durante o desenvol-
vimento do algoritmo, visto que este conte´m cerca de 65 sequeˆncias de aproximadamente 5
horas e 30 minutos e 1.5 milho˜es de esqueletos 3D dispon´ıveis. Esta detec¸a˜o e´ feita atrave´s
da abordagem descrita em [37], onde e´ utilizada uma rede neural que, recebendo uma ima-
gem, faz em simultaˆneo uma previsa˜o de mapas de confianc¸a para detec¸a˜o de partes do corpo
(Figura 2.14b) e de campos de afinidade para associac¸a˜o das partes do corpo (Figura 2.14c),
sendo que este processo e´ feito em va´rias etapas, para que essa detec¸a˜o seja mais cred´ıvel. De
seguida, e´ executado um conjunto de combinac¸o˜es bipartidas para associac¸a˜o das partes do
corpo, onde e´ utilizado um score que permite definir a que pessoa pertence a parte respetiva
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e fazer uma conexa˜o correta das partes em cada pessoa na imagem/frame (Figura 2.14d).
Atrave´s desta abordagem e´ poss´ıvel detetar va´rias pessoas na imagem e definir a sua postura.
Por fim, com um algoritmo de infereˆncia gananciosa sa˜o ligadas todas as partes e definidos os
pontos 2D para cada uma das articulac¸o˜es (Figura 2.14e).
Figura 2.14: Detec¸a˜o do esqueleto humano atrave´s da biblioteca OpenPose [37].
Em [43][44] sa˜o apresentadas abordagens de detec¸a˜o de mu´ltiplos esqueletos humanos em
simples imagens RGB com resultados eficientes, no entanto ficam aque´m de [37].
2.4 Instalac¸a˜o OpenPose
Devido ao elevado poder computacional requerido pela biblioteca apresentada, e´ necessa´rio
Software e Hardware espec´ıfico. Relativamente ao Hardware, os requisitos mı´nimos sa˜o: placa
gra´fica Nvidia (CUDA) com pelo menos 1.6 Gb dispon´ıveis, 2Gb de memo´ria RAM e CPU com
pelo menos 8 cores. Quanto ao Software, e´ necessa´ria a biblioteca OpenCV [45], a framework
de Deep Learning Caffe [46], a plataforma de programac¸a˜o paralela CUDA [47] e por fim a
biblioteca de acelerac¸a˜o de GPU CuDNN [48]. A n´ıvel de Sistemas Operativos, podem ser
utilizados: a distribuic¸a˜o de Linux Ubuntu (versa˜o 14 ou 16), Windows (versa˜o 8 ou 10) ou
Nvidea TX2.
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Para o desenvolvimento deste projeto de mestrado e de acordo com os requisitos da bibli-
oteca OpenPose, foi constru´ıdo um computador com uma placa gra´fica Nvidia 1080 Ti (11
Gb), 32 Gb de memo´ria RAM e um processador Intel core i7 com 8 cores. Relativamente ao
Software foi utilizada a versa˜o 3.3.1 do OpenCV, a versa˜o custom do Caffe, CUDA versa˜o
8.0 e CuDNN versa˜o 5.1. O Sistema Operativo utilizado foi o Linux na distribuic¸a˜o Ubuntu
14.04. Este Software foi instalado e configurado recorrendo a um playbook criado para a
plataforma de automac¸a˜o Ansible [49]. Este playbook permite, com apenas uma execuc¸a˜o,





Ao longo deste Cap´ıtulo sera˜o apresentados todos os cena´rios de testes, assim como o
Software desenvolvido para a aquisic¸a˜o de dados e sincronismo entre caˆmaras.
Todos os dados visuais utilizados durante o desenvolvimento deste projeto foram recolhidos
no aˆmbito do estudo sobre “Conflito, emoc¸o˜es e efica´cia em equipas de trabalho: um estudo
experimental” aprovado pelo Conselho de E´tica e Deontologia atrave´s do parecer 12/2018, a
decorrer no Departamento de Educac¸a˜o e Psicologia da Universidade de Aveiro. Cada sessa˜o
envolve a participac¸a˜o de quatro volunta´rios, sentados em redor de uma mesa retangular, em
posic¸o˜es previamente determinadas e esta´ticas, ou seja, ao longo de toda a sessa˜o a posic¸a˜o
de cada um dos volunta´rios e´ mantida.
De forma a ser poss´ıvel analisar todos os participantes, foi necessa´rio obter v´ıdeos de
va´rios aˆngulos distintos, optando-se pela instalac¸a˜o de treˆs caˆmaras (Kinect) fixas para todas
as sesso˜es, cada uma ligada a um computador independente. Todos os computadores utilizados
conteˆm a mesma configurac¸a˜o.
Para que se torne uniforme a ana´lise dos resultados obtidos ao longo das sesso˜es a estrutura
da sala e´ mantida, marcando-se as posic¸o˜es de todos os elementos necessa´rios (mesa, arma´rios,
etc.).
A Figura 3.1 representa a estrutura do laborato´rio onde foram realizadas as sesso˜es.
Por fim, foram colocados dois leds em posic¸o˜es estrate´gicas da sala que servem para obter
um feedback visual do in´ıcio e fim de cada experieˆncia.
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Figura 3.1: Organizac¸a˜o do laborato´rio e esquema de posic¸o˜es dos id’s esta´ticos.
3.1 Descric¸a˜o do Protocolo
Tal como referido anteriormente, cada uma das experieˆncias envolveu a participac¸a˜o de
um grupo de quatro participantes (estudantes universita´rios), sendo dois deles do sexo mas-
culino e os outros dois do sexo feminino. Aos participantes foi, inicialmente, dado a conhecer
o consentimento informado, tendo todos eles consentido participar. Ainda no in´ıcio da expe-
rieˆncia, responderam a alguns questiona´rios para despiste de doenc¸as card´ıacas e psicolo´gicas,
questo˜es so´cio-demogra´ficas, escala de predisposic¸a˜o ao conta´gio, escala de emoc¸o˜es, escala de
regulac¸a˜o emocional e questo˜es sobre a experieˆncia pre´via com legos (dado ser essa a tarefa
proposta, conforme indicado abaixo).
Depois de efetuados os procedimentos iniciais, seguiu-se a fase experimental. Esta fase foi
constitu´ıda por duas etapas, que consistiu em duas tarefas de construc¸a˜o de legos que deveriam
ser realizadas em grupo. A primeira tarefa incidiu sobre a construc¸a˜o de um cavalo, tendo
os participantes 15 minutos para a sua realizac¸a˜o. A segunda tarefa consistiu na construc¸a˜o
de uma nave espacial, devendo os participantes comec¸ar por apresentar e discutir as ideias
individuais relativas ao plano a seguir para, em conjunto, decidirem como proceder, dispondo
de 5 minutos para o fazer. Apo´s os 5 minutos de discussa˜o, foram dados 20 minutos para
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construc¸a˜o da nave espacial.
As experieˆncias realizadas poderiam ser relativas a dois tipos de condic¸o˜es: a condic¸a˜o
de controlo, onde na˜o era induzido conflito e apenas se pretende avaliar de que forma a
emergeˆncia de conflitos e as emoc¸o˜es associadas influenciam o funcionamento das equipas de
trabalho; a condic¸a˜o de conflito de tarefa, onde, para a segunda tarefa foram dadas instruc¸o˜es
du´bias e complexas, como a seguir se exemplifica: os participantes eram instru´ıdos a distribuir
tarefas pelos elementos do grupo; definir como deveria ser feita essa distribuic¸a˜o; era-lhes
dito que o papel de cada elemento do grupo poderia variar ao longo da tarefa; que podiam
construir mais do que um objeto, ou apenas um, mas cada um deveria ter de comprimento,
aproximadamente, 30 cm; era-lhes indicado que a altura do(s) objeto(s) constru´ıdo(s) e´ uma
varia´vel importante; que a nave espacial teria que ser aerodinaˆmica; que o tamanho do(s)
motor(es) deveria permitir que a nave atinjisse velocidades elevadas; que a nave espacial
deveria ter cores quentes e deveria poder ser visualizada a partir da terra mas que, em voo,
deveria ser invis´ıvel aos observadores.
Por fim, depois de realizadas todas as etapas, foi feito o desbriefing, informando os parti-
cipantes de acordo com o tipo de condic¸a˜o a que foram sujeitos.
3.2 Software de aquisic¸a˜o de dados
De forma a obter dados visuais das experieˆncias realizadas, foi necessa´rio desenvolver
Software de aquisic¸a˜o de dados que permite obter v´ıdeo das treˆs caˆmaras em simultaˆneo.
Para que seja poss´ıvel, apo´s a recolha, efetuar uma sincronizac¸a˜o dos v´ıdeos, optou-se por
se guardar a hora relativa a cada frame capturada na forma de timestamp, ou seja, com a
data e hora sobre a forma de um valor inteiro. Deste modo, para que todos os computadores
tenham a mesma hora, foi necessa´rio configurar todos com o mesmo servidor de Network
Time Protocol (NTP) para que o erro de sincronismo fosse mı´nimo. O NTP e´ um protocolo
utilizado para manter a hora sempre correta, com uma elevada exatida˜o. Este protocolo e´
constru´ıdo sobre o Internet Protocol (IP) e o User Datagram Protocol (UDP) [50].
Relativamente ao Software desenvolvido este foi dividido em duas partes. Inicialmente os
dados foram adquiridos em raw, sem compressa˜o nem processamento, ou seja, sa˜o guarda-
dos tal como captados pelo sensor da caˆmara. A captura dos dados da caˆmara utilizada foi
feita atrave´s da biblioteca OpenCV, desenvolvida para fornecer uma infra-estrutura comum
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para aplicac¸o˜es de visa˜o computacional [45], com a framework OpenNI. Esta framework e´
open-source e fornece uma Interface de Programac¸a˜o de Aplicac¸o˜es (API) para a escrita de
aplicac¸o˜es, sendo assim poss´ıvel comunicar de forma simples com va´rios dispositivos. Neste
projeto foi apenas utilizada para comunicar com a Kinect [51]. A aquisic¸a˜o, de forma a dimu-
nuir o espac¸o de armazenamento necessa´rio, e´ feita de duas em duas frames (valor default),
ate´ que o utilizador pretenda terminar. A cada frame recolhida e´ guardado um timestamp
num ficheiro a` parte. E´ permitido ao utilizador que, atrave´s de argumentos, escolha o inter-
valo de gravac¸a˜o de frames, o nu´mero de frames a recolher e o nome do ficheiro de v´ıdeo e
de timestamps a gravar. Para que a gravac¸a˜o seja feita corretamente, e´ feito um sleep de 33
milissegundos entre frames.
A abordagem explicada anteriormente, apesar de gerar bons resultados, leva a que os fi-
cheiros de v´ıdeo ocupem demasiado espac¸o de armazenamento, sendo necessa´rio uma enorme
capacidade de armazenamento para que seja poss´ıvel analisar todos os dados recolhidos. As-
sim, seguiu-se uma nova abordagem, onde os dados sa˜o guardados em formato AVI, utilizando,
atrave´s do OpenCV, a biblioteca FFMPEG com o codec de v´ıdeo H.264. Um codec de v´ıdeo
permite efetuar compressa˜o e descompressa˜o de v´ıdeo de forma a economizar espac¸o, uma vez
que este explora a redundaˆncia espacial do v´ıdeo de forma a comprimir o mesmo da melhor
forma poss´ıvel. Desta forma, frames sucessivas cuja informac¸a˜o e´ ideˆntica sa˜o comprimidas
numa pequena taxa de bits. O H.264 utilizado pela biblioteca FFMPEG e´ do tipo lossy,
ou seja, a compressa˜o e descompressa˜o do v´ıdeo sa˜o feitas com poss´ıveis perdas de informa-
c¸a˜o, no entanto o resultado obtido e´ suficientemente parecido ao original [52]. Este passo e´
feito instanciando o objeto de VideoWriter com o Four Character Code (FOURCC) “H264”
(Figura 3.2).
Figura 3.2: Instanciac¸a˜o do objeto VideoWriter com o codec H.264.
Nesta abordagem, sa˜o guardadas todas as frames, ao contra´rio do que era feito anterior-
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mente, visto na˜o ser necessa´rio economizar espac¸o de armazenamento, uma vez que isso e´ feito
atrave´s da compressa˜o. Todo o restante programa funciona da mesma forma da abordagem
anterior, guardando tambe´m todos os timestamps num ficheiro a` parte.
A Figura 3.3 apresenta os diagramas de fluxo do Software de aquisic¸a˜o desenvolvido.
A Figura 3.4 representa o gra´fico da me´dia de armazenamento necessa´rio por v´ıdeo, uti-
lizando cada uma das abordagens apresentadas. Para o ca´lculo desta me´dia foram utilizados
21 v´ıdeos.
Figura 3.3: Diagrama de fluxo do Software de aquisic¸a˜o desenvolvido (na esquerda e´ repre-
sentada a gravac¸a˜o do v´ıdeo no formato RAW e na direita a gravac¸a˜o do v´ıdeo comprimido
no formato AVI ).
Observando o gra´fico e´ poss´ıvel concluir que a compressa˜o de v´ıdeo permite reduzir o
espac¸o necessa´rio para armazenamento em cerca de 98.8%.
3.3 Sincronismo po´s aquisic¸a˜o
Depois de recolhidos os dados ha´ necessidade de sincronizar os 3 v´ıdeos, visto que estes na˜o
se iniciam no mesmo instante e que, devido a condicionantes de captura (frames perdidas),
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Figura 3.4: Gra´fico da me´dia de armazenamento necessa´rio por v´ıdeo em cada abordagem.
na˜o manteˆm o sincronismo ao longo do tempo. Estas condicionantes sa˜o, principalmente, a
escrita de frames em disco, visto que este e´ um processo bloqueante e que, por vezes, leva a`
perda de uma ou outra frame estando bloqueado a escrever a frame anterior.
Os erros de escrita em disco poderiam ser diminuidos utilizando um disco Solid State
Drive (SSD) em vez de um Hard Disk Drive (HDD). Um HDD e´ constitu´ıdo por pratos
meta´licos que rodam a alta velocidade, possuindo uma cobertura magne´tica, onde a leitura e
escrita e´ feita atrave´s de uma cabec¸a de leitura mo´vel. Ja´ no SSD todo o sistema de pratos
rotativos e cabec¸as de leitura e´ substitu´ıdo por chips de memo´ria flash [53], tornando o acesso
e escrita de dados mais ra´pido que nos discos HDD, aumentando ainda a durabilidade do
disco e diminuindo o ru´ıdo.
De forma a efetuar o sincronismo dos v´ıdeos foi necessa´rio desenvolver Software que per-
mita avaliar para cada frame o respetivo timestamp e ir comparando, ao longo do tempo, os
valores respetivos a` frame em ana´lise de cada caˆmara.
O Software desenvolvido permite visualizar, ao mesmo tempo, os v´ıdeos recolhidos pelas
treˆs caˆmaras, tendo ainda acesso aos timestamps das frames que esta˜o a ser apresentadas.
Inicialmente, tendo acesso a todos os timestamps de cada caˆmara, e´ feito um sincronismo com o
objetivo de alinhar todos os v´ıdeos pelo que se inicia mais tarde, ou seja, sa˜o percorridos todos
os ficheiros de timestamps, guardando aquele cujo primeiro valor e´ o mais alto e de seguida,
olhando para os restantes ficheiros, e´ encontrada a frame cujo valor de timestamp difere
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menos em relac¸a˜o ao valor guardado inicialmente. No final deste sincronismo o resultado que
se pretende e´ um mapeamento entre nu´mero da caˆmara e frame inicial. Assim, a visualizac¸a˜o
de cada v´ıdeo inicia-se na frame respetiva. Para manter o sincronismo ao longo do tempo,
foi criado um crite´rio de exclusa˜o de frames, onde, em cada iterac¸a˜o, sa˜o comparados os treˆs
timestamps e determinado qual o valor mais alto. Depois disto, sempre que existir um valor
que difere em 100 do valor mais alto, a frame associada na˜o e´ mostrada nem guardada no
resultado. O valor 100 surgiu apo´s alguns testes efetuados no sentido de verificar qual o
valor que melhor se adequava para que a sincronizac¸a˜o fosse feita de forma na˜o exaustiva mas
precisa. Estes passos sa˜o feitos ao longo de todo o v´ıdeo, comparando sempre os timestamps
das treˆs frames.
A Figura 3.5 representa o me´todo de exclusa˜o de frames explicado anteriormente.
Figura 3.5: Me´todo de exclusa˜o de frames para efetuar um sincronismo automa´tico dos v´ıdeos.
Ale´m de efetuar uma sincronizac¸a˜o automa´tica cont´ınua, o Software desenvolvido tem
opc¸a˜o de sincronizac¸a˜o manual, fornecendo ao utilizador a hipo´tese de escolher um v´ıdeo,
com interac¸a˜o atrave´s do teclado, para avanc¸ar ou recuar de uma em uma frame. Com esta
opc¸a˜o o utilizador tem assim a possibilidade de efetuar uma sincronizac¸a˜o mais precisa.
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Sa˜o fornecidas tambe´m outras opc¸o˜es como o avanc¸o e recuo de 10 em 10 ou de 100 em 100
frames em todos os v´ıdeos, efetuar uma pausa nos mesmos e terminar a execuc¸a˜o do player.
De forma a guardar o resultado da sincronizac¸a˜o efetuada (frames e timestamps), remo-
vendo partes, iniciais e finais, na˜o importantes dos v´ıdeos, e´ fornecida a func¸a˜o de corte.
Sempre que o utilizador pressiona a tecla respetiva pela primeira vez, e´ iniciado o corte do
v´ıdeo e o nu´mero de frames por segundo e´ aumentado, de modo a que os v´ıdeos sejam proces-
sados mais rapidamente. Assim que o utilizador pretender terminar o corte e sincronizac¸a˜o,
deve apenas clicar novamente na tecla e o programa termina com a gravac¸a˜o dos v´ıdeos
cortados e sincronizados e dos respetivos timestamps em ficheiros distintos.
O Software desenvolvido aceita, como input, v´ıdeos em formato RAW ou AVI, podendo
o utilizador escolher atrave´s de argumentos. E´ ainda dada a opc¸a˜o do utilizador escolher um
nome para adicionar aos ficheiros resultantes do corte explicado anteriormente.
O esquema de teclas de interac¸a˜o com o Software criado segue em Apeˆndice na Tabela A.1
3.4 Divisa˜o de fases experimentais
Tal como referido na Secc¸a˜o 3.1, as experieˆncias realizadas dividem-se em 2 partes. Assim,
de modo a que seja poss´ıvel efetuar uma comparac¸a˜o entre as 2 fases da experieˆncia e´ necessa´-
rio que seja feita uma separac¸a˜o nos v´ıdeos para que essas 2 fases se distingam. Para isso, foi
desenvolvido Software que permite, visualmente, definir qual a frame onde acaba a primeira
fase da experieˆncia e qual a frame onde comec¸a a segunda fase da experieˆncia, guardando os
2 valores num ficheiro de texto relativo a` mesma. Este Software permite que o utilizador,
ao ver o v´ıdeo que inseriu como input, avance rapidamente no mesmo para que consiga ir
direto a`s frames pretendidas, onde, clicando a primeira vez na tecla atribu´ıda a esta func¸a˜o,
e´ guardado o nu´mero dessa frame como final da primeira fase e, clicando novamente nessa
tecla, e´ guardado o nu´mero da frame respetiva como inicio da segunda fase da experieˆncia,
terminando assim a execuc¸a˜o do programa.




Neste Cap´ıtulo e´ explicado todo o Software de detec¸a˜o desenvolvido. Iniciando-se pelo
corte da regia˜o de interesse dos v´ıdeos e obtenc¸a˜o dos pontos de interesse do corpo humano,
ate´ a extrac¸a˜o das caracter´ısticas pretendidas.
4.1 Regia˜o de Interesse
Com os v´ıdeos sincronizados e´ agora poss´ıvel efetuar uma ana´lise detalhada de cada um.
No entanto, antes de fazer o processamento utilizando a biblioteca OpenPose apresentada no
Cap´ıtulo 2, e´ fundamental, para que o tempo de processamento seja reduzido, fazer um corte
da regia˜o de interesse a analisar, uma vez que, como explicado anteriormente, as experieˆncias
decorrem apenas numa mesa que se mante´m esta´tica durante todas as recolhas, assim, todas
as zonas em volta da mesa na˜o sa˜o importantes para a ana´lise. Desta forma foi desenvolvido
Software que, atrave´s de ficheiros de configurac¸a˜o com informac¸a˜o acerca da regia˜o de interesse
de cada caˆmara (Figura 4.1), fornecidos como input ao mesmo, juntamente com os v´ıdeos que
se pretende fazer o corte, fornece v´ıdeos prontos a serem processados pelo OpenPose onde a
regia˜o que na˜o interessa esta´ pintada a preto.
Figura 4.1: Exemplo de configurac¸a˜o da regia˜o de interesse de uma caˆmara.
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A Figura 4.2 mostra um exemplo do corte da regia˜o de interesse de uma frame obtida pela
caˆmara 1.
Figura 4.2: Exemplo de corte da regia˜o de interesse de uma frame obtida pela caˆmara 1.
Na Figura 4.3 esta´ representado o diagrama de fluxo do Software desenvolvido.
Figura 4.3: Diagrama de fluxo do Software de corte de regia˜o de interesse desenvolvido.
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4.2 Pontos de Interesse
Depois de obtidos os v´ıdeos com a regia˜o de interesse definida, segue-se a ana´lise dos
mesmos, com o objetivo de obter os pontos de interesse associados a cada pessoa presente
em cada frame. Designa-se por ponto de interesse cada articulac¸a˜o do corpo humano, sendo
detetadas pelo OpenPose, como explicado no Cap´ıtulo 2, um ma´ximo de 18 articulac¸o˜es. No
entanto, no contexto apresentado, apenas sera´ analisada a parte superior do corpo a partir
da cintura, uma vez que, durante todas as experieˆncias, as pessoas se encontram sentadas.
Como output do processamento resultam um conjunto de ficheiros JavaScript Object Notation
(JSON ) relativos aos pontos de interesse detetados em cada frame e um v´ıdeo onde as posturas
detetadas sa˜o apresentadas em cada frame do mesmo. Os ficheiros JSON sa˜o estruturados
atrave´s de listas de valores com pares (chave/valor), tornando simples, ra´pido e eficiente o
processamento das informac¸o˜es contidas nos mesmos. Cada ficheiro conte´m todos os pontos de
interesse relativos a`s pessoas encontradas na frame respetiva, sobre a forma x, y, c, x, y, c, ...,
onde x e y representam as coordenadas de cada articulac¸a˜o e c representa a percentagem
de confianc¸a que o algoritmo tem sobre as coordenadas anteriores, pela ordem definida na
biblioteca e que e´ mostrada na Figura 4.4. Na Figura 4.5 e´ apresentado um excerto de um dos
ficheiros gerados pela biblioteca OpenPose, onde se pode verificar o resultado para a primeira
pessoa detetada na frame respetiva a esse ficheiro.
4.3 A´rea Ocupada
Obtidos os ficheiros JSON e´ necessa´rio proceder agora a` sua ana´lise, de forma a perceber
a posic¸a˜o de cada pessoa, sendo assim poss´ıvel obter as caracter´ısticas pretendidas. Deste
modo, foi desenvolvido Software de processamento que tem como input os v´ıdeos obtidos e
ja´ pre´-processados das treˆs caˆmaras, os ficheiros JSON associados a cada v´ıdeo e os ficheiros
de configurac¸a˜o de cada caˆmara. Nos ficheiros de configurac¸a˜o, para ale´m das coordenadas
da regia˜o de interesse, esta˜o descritas as posic¸o˜es das pessoas por id esta´tico, ou seja, para a
pessoa cujo id e´ 1 esta´ descrita a sua posic¸a˜o sobre a forma de, por exemplo, xmin ymax, de
modo a que seja poss´ıvel, posteriormente, fazer uma atribuic¸a˜o de id’s esta´ticos, conseguindo-
se assim manter os mesmos id’s para cada pessoa nas treˆs caˆmaras. A Figura 4.6 representa
o ficheiro de configurac¸a˜o da caˆmara 2. Na Figura 3.1 e´ apresentado o esquema de posic¸o˜es
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Figura 4.4: Imagem representativa da ordem dos pontos de interesse definidos pela biblioteca
OpenPose [10].
Figura 4.5: Excerto de um ficheiro de pontos de interesse JSON gerado pela biblioteca Open-
Pose.
de id’s esta´ticos criado.
Olhando para a figura descrita anteriormente e´ poss´ıvel observar que a pessoa com o id 1,
na caˆmara 2 e´ vista na posic¸a˜o x ma´ximo e y ma´ximo. Assim, na primeira linha, respetiva
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Figura 4.6: Ficheiro de configurac¸a˜o da caˆmara 2 (regia˜o de interesse e mapeamento dos id’s
esta´ticos).
ao mapeamento dos id’s, do ficheiro de configurac¸a˜o e´ colocado “xmax ymax”.
Este Software comec¸a por abrir os ficheiros de configurac¸a˜o das 3 caˆmaras, de forma a
obter as posic¸o˜es explicadas anteriormente para que sejam utilizadas posteriormente. De
seguida, sa˜o percorridos todos os ficheiros JSON, sendo estes processados para as 3 caˆmaras
em simultaˆneo, ou seja, sa˜o abertos, em paralelo, os 3 ficheiros relativos a`s 3 frames em ana´lise.
Por exemplo, iniciando-se na frame 0 e´ observada esta frame em cada um dos 3 v´ıdeos, assim
como os respetivos ficheiros JSON. Nesta ana´lise, comec¸a-se por identificar o nu´mero de
pessoas detetadas em cada uma das frames, verificando-se se o nu´mero de pessoas e´ maior
que 1 e menor que 5, caso contra´rio as frames sa˜o descartadas, passando-se para a iterac¸a˜o
seguinte. Caso o nu´mero de pessoas detetadas se encontre dentro dos valores definidos, enta˜o,
para cada pessoa, e´ atribu´ıdo um id proviso´rio e sa˜o guardadas as coordenadas dos 14 pontos
de interesse em estudo, obtendo-se ainda o valor de x e y ma´ximos da pessoa em ana´lise.
Com estes valores mı´nimos e ma´ximos sa˜o determinadas a largura, altura e a´rea ocupada
pela pessoa, guardando-se esses mesmos valores num ficheiro de output da frame e caˆmara
respetiva. Este ficheiro conte´m ainda os valores dos pontos de interesse, x e y mı´nimo e
ma´ximo referidos acima.
Depois de serem processados todos os valores das pessoas reconhecidas na frame em ana´-
lise, e utilizando esses mesmos valores, sa˜o desenhados retaˆngulos (bounding boxes), em volta
de cada pessoa, de modo a que se consiga gerar um v´ıdeo de output que permita verificar,
visualmente, todas as detec¸o˜es efetuadas ao longo do v´ıdeo. Num passo seguinte, utilizando os
valores de configurac¸a˜o obtidos inicialmente, onde, para cada caˆmara, se definem as posic¸o˜es
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de cada id esta´tico, e´ feito um mapeamento entre os id’s proviso´rios associados a cada pessoa
detetada com os respetivos id’s esta´ticos, dependendo da localizac¸a˜o de cada um. Para a atri-
buic¸a˜o de id’s e´ feita uma divisa˜o da regia˜o de interesse em 4 partes, determinando-se qual a
pessoa que esta´ dentro de cada uma das partes. Assim, com esta informac¸a˜o e a informac¸a˜o
de qual o id a atribuir em cada parte da imagem, torna-se direto o mapeamento referido
anteriormente, mesmo quando sa˜o detetadas apenas 2 ou 3 pessoas. A Figura 4.7 mostra a
divisa˜o efetuada e a respetiva atribuic¸a˜o de id’s da caˆmara 2. Estes id’s sa˜o ainda colocados
na frame de output, centrados na bounding box desenhada anteriormente e o mapeamento e´
guardado no ficheiro de output, juntamente com as coordenadas referidas inicialmente.
Figura 4.7: Divisa˜o e atribuic¸a˜o de id’s esta´ticos relativos a` caˆmara 2.
Assim, como output deste Software, surge um conjunto de ficheiros de texto (1 por cada
conjunto de 3 frames relativas a cada uma das caˆmaras) e um conjunto de frames onde sa˜o
representados as bounding boxes em volta de cada pessoa detetada com o respetivo id esta´tico.
4.4 Sobreposic¸o˜es
Depois de identificadas as pessoas sa˜o estudadas as sobreposic¸o˜es entre as mesmas, de
forma a aferir uma poss´ıvel interac¸a˜o entre os elementos do grupo. A detec¸a˜o de sobreposic¸o˜es
envolve a estimativa de um valor de profundidade, visto que todos os valores obtidos sa˜o
2D. Assim, e´ feito um ciclo que permite efetuar uma verificac¸a˜o entre todas as combinac¸o˜es
poss´ıveis de pessoas, duas a duas. A estimativa e´ feita com base nos valores mı´nimos e
ma´ximos de x e y das duas pessoas a comparar, assim como os valores de x e y dos membros
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superiores de cada uma.
Para utilizac¸a˜o posterior, e´ verificado inicialmente se a abertura dos membros superiores
e´ ideˆntica nas duas pessoas a comparar. De seguida e´ verificado se existe sobreposic¸a˜o entre
as duas bounding boxes. Se na˜o existir enta˜o e´ assumido que na˜o existe interac¸a˜o e a exe-
cuc¸a˜o desta func¸a˜o termina. Caso exista, assume-se uma poss´ıvel interac¸a˜o, incrementa-se a
percentagem de certeza de interac¸a˜o em 30%, valor este que diz respeito a um aumento de
certeza nota´vel, no entanto na˜o garante uma sobreposic¸a˜o, uma vez que ainda na˜o foi feita
uma estimativa de profundidade, e a func¸a˜o continua a sua execuc¸a˜o verificando se a distaˆn-
cia entre os valores de y ma´ximos das duas bounding boxes e´ relativamente pequena. Se na˜o,
enta˜o e´ assumido que as duas pessoas na˜o esta˜o no mesmo plano em z e a execuc¸a˜o da func¸a˜o
termina com uma na˜o sobreposic¸a˜o/interac¸a˜o. Se sim, enta˜o o n´ıvel de confianc¸a em relac¸a˜o
a` sobreposic¸a˜o aumenta 25%, tendo-se assim mais certeza na sobreposic¸a˜o, existindo ja´ uma
estimativa de profundidade, e e´ verificado de seguida, caso as aberturas dos membros sejam
ideˆnticas (que aumenta a confianc¸a em 5%, valor este que e´ baixo devido a este na˜o ser um
elemento fundamental para a estimativa de sobreposic¸o˜es), se a a´rea das duas bounding boxes
e´ ideˆntica. Caso na˜o seja, enta˜o a execuc¸a˜o termina com uma poss´ıvel interac¸a˜o de confianc¸a
baixa (60%). Caso seja, aumenta-se a confianc¸a em 25%, visto que se tem ainda mais certeza
de que as pessoas pertencem ao mesmo plano em z, e e´ verificada se a distaˆncia em y e´ ainda
mais pro´xima, aumentando 10% o n´ıvel de confianc¸a. Desta forma a execuc¸a˜o da func¸a˜o
termina com uma confianc¸a muito elevada (85% ou 95%) de que as pessoas esta˜o sobrepostas
ou em interac¸a˜o. A Figura 4.8 representa, graficamente, a detec¸a˜o de uma sobreposic¸a˜o.
A Figura 4.9 representa o diagrama de workflow da detec¸a˜o de sobreposic¸o˜es explicada.
O resultado desta detec¸a˜o e´ guardado no final de cada ficheiro de output descrito anteri-
ormente, sendo ainda criados 3 heatmaps (um por cada caˆmara), que permitem, visualmente,
perceber as regio˜es onde existiu um maior nu´mero de interac¸o˜es/sobreposic¸o˜es. Designa-se
por heatmap uma representac¸a˜o gra´fica de dados, onde os valores sa˜o representados por uma
escala de cores. A criac¸a˜o do heatmap que permite verificar as zonas com mais interac¸o˜es e´
feita atrave´s de uma matriz iniciada a zeros e com a dimensa˜o igual a`s imagens em estudo.
Sempre que haja uma poss´ıvel sobreposic¸a˜o, sa˜o incrementados todos os valores referentes a`
regia˜o sobreposta na matriz referida. No final todos os valores sa˜o convertidos numa escala
de 0 a 255 onde se utiliza um colorMap que permite distinguir zonas com mais interac¸o˜es
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Figura 4.8: Representac¸a˜o gra´fica de uma sobreposic¸a˜o.
(vermelho) de zonas com menos interac¸o˜es (azul). A Figura 4.10 representa a escala de cores
utilizada.
4.5 Deslocamento
De forma a determinar o deslocamento das partes do corpo ao longo de cada fase da
experieˆncia foi desenvolvido Software que, recebendo como input os ficheiros gerados pelo
Software apresentado na Secc¸a˜o 4.3 e os ficheiros que conteˆm o nu´mero das frames que dividem
as duas fases da experieˆncia, calcula o deslocamento de cada parte de forma individual.
As partes do corpo (vetores) sa˜o definidas atrave´s de um par de pontos de interesse que
representam duas articulac¸o˜es do corpo ligadas, num total de 13 vetores, tal como representado
na Figura 4.11. O ca´lculo e´ feito frame a frame, analisando a frame atual e a anterior.
Desta forma e´ poss´ıvel, atrave´s do ca´lculo da distaˆncia euclidiana, determinar o deslocamento,
relativamente ao tempo, de cada vetor. No entanto, existe o problema da falha de detec¸a˜o
de alguns pontos de interesse em algumas das frames. Caso este problema acontec¸a, enta˜o e´
guardado o valor da u´ltima detec¸a˜o do ponto de interesse em causa e feito o ca´lculo assim que
este for novamente detetado. Desta forma, o Software permite ainda calcular a velocidade de
deslocamento, dividindo a distaˆncia pelo valor do intervalo de frames em que o vetor na˜o foi
encontrado.
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Figura 4.9: Diagrama de workflow da detec¸a˜o de sobreposic¸o˜es.
Figura 4.10: ColorMap utilizado - ColorMap Jet [54]
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Figura 4.11: Representac¸a˜o dos vetores associados a`s 13 partes do corpo em estudo.
Os valores relativos a` distaˆncia sa˜o guardados em ficheiros de texto (um para cada caˆmara
e para cada pessoa) respeitando a ordem crescente do nu´mero do vetor, sendo por fim escrito
o nu´mero da frame e a a´rea ocupada pela pessoa. Caso na˜o seja poss´ıvel efetuar o ca´lculo de
algum dos vetores na frame em questa˜o, enta˜o e´ colocado um ’-’ na sua posic¸a˜o. A Figura 4.12
mostra a estrutura dos ficheiros gravados.
Figura 4.12: Estrutura do ficheiro de deslocamentos e a´reas relativas a` caˆmara 2 (pessoa com
id 3).
Na Figura 4.13 esta´ representado o processo de obtenc¸a˜o do gra´fico dos deslocamentos, em
relac¸a˜o ao tempo, durante toda a experieˆncia, do vetor 4 (assinalado a vermelho nas frames
demonstrativas) da pessoa com id 2 na caˆmara 2, sendo que, a` esquerda do gra´fico se encontra a
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nuvem de pontos relativa a` primeira fase e a` direita a nuvem de pontos relativa a` segunda fase.
De forma a demonstrar este processo sa˜o apresentadas 3 frames que representam, visualmente,
o deslocamento do vetor em estudo. Este gra´fico e´ obtido atrave´s da ferramenta de criac¸a˜o
de gra´ficos atrave´s da linha de comandos em Linux, GnuPlot [55].
Figura 4.13: Processo de obtenc¸a˜o do gra´fico dos deslocamentos para o vetor 4 da pessoa com





Neste Cap´ıtulo sera˜o apresentados os resultados obtidos a n´ıvel de deslocamento dos ve-
tores, a´rea ocupada e sobreposic¸o˜es encontradas ao longo das experieˆncias. Estes resultados
dizem respeito a duas experieˆncias, numa delas foi induzido conflito de tarefa e na outra na˜o
foi induzido qualquer tipo de conflito. Existem ainda mais resultados relativos aos dois tipos
referidos, que seguem em Apeˆndice a este documento (Apeˆndice B), onde os resultados, apesar
de terem algumas variac¸o˜es, sa˜o, em me´dia, semelhantes aos apresentados de seguida.
5.1 Deslocamento
De forma a verificar a evoluc¸a˜o dos deslocamentos, foram criados gra´ficos que demonstram
os valores dos mesmos em cada frame. Estes valores podem ser relativos a cada vetor ou a`
me´dia de todos os vetores encontrados. Para obter este tipo de resultados foi desenvolvido
Software que permite ao utilizador escolher a experieˆncia, caˆmara, pessoa e vetor que pre-
tende. De seguida e´ gerado o gra´fico respetivo atrave´s do Software Gnuplot [55]. Este gra´fico
encontra-se dividido em duas partes, onde a primeira parte se refere a` primeira fase da expe-
rieˆncia e a segunda parte referente a` segunda fase da experieˆncia. A Figura 5.1 representa a
divisa˜o efetuada. Pretende-se assim que, atrave´s da visualizac¸a˜o dos gra´ficos, se conclua em
que fase da experieˆncia existiu um maior movimento por parte de cada participante.
Tal como referido no Capitulo 3 existem 3 caˆmaras no laborato´rio, sendo assim poss´ıvel
obter v´ıdeos de va´rios aˆngulos diferentes. Desta forma, uma vez que sa˜o conhecidas as posic¸o˜es
das pessoas, atrave´s dos id’s esta´ticos e caˆmaras, ao efetuar a ana´lise desses v´ıdeos tera´ de se ter
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Figura 5.1: Divisa˜o dos gra´ficos obtidos pelas duas fases da experieˆncia.
em conta a posic¸a˜o de cada caˆmara em relac¸a˜o a` pessoa a analisar, ou seja, ao analisar o v´ıdeo
da caˆmara 1, os resultados ira˜o ser melhores para as pessoas com os id’s 1 e 3 (Figura 3.1).
Desta forma, a ana´lise deve ser feita tendo em conta estas mesmas posic¸o˜es, obtendo-se assim
resultados mais cred´ıveis. As Figuras 5.2, 5.3, 5.4 e 5.5 mostram os gra´ficos relativos ao
movimento dos participantes durante uma experieˆncia em que na˜o foi induzido qualquer tipo
de conflito. As Figuras 5.6, 5.7, 5.8 e 5.9 mostram os gra´ficos relativos ao movimento dos
participantes durante uma experieˆncia em que foi induzido o conflito de tarefa. Atrave´s da
observac¸a˜o destes gra´ficos verifica-se que, apesar de pequena, ha´ uma diferenc¸a maior de
movimento entre as duas fases da experieˆncia quando ha´ induc¸a˜o de conflito.
5.2 A´rea Ocupada
De forma a observar a variac¸a˜o de a´rea ocupada por cada participante foram tambe´m
criados gra´ficos com os dados obtidos. Assim, e´ poss´ıvel verificar se determinado participante
alterou a sua postura entre as duas fases da experieˆncia, ocupando mais ou menos espac¸o. As
Figuras 5.10, 5.11, 5.12 e 5.13 mostram os gra´ficos relativos a` a´rea dos participantes durante
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Figura 5.2: Gra´fico relativo a` me´dia
de deslocamentos da pessoa com id 1
numa experieˆncia sem induc¸a˜o de conflito
(13/12/2017).
Figura 5.3: Gra´fico relativo a` me´dia
de deslocamentos da pessoa com id 2
numa experieˆncia sem induc¸a˜o de conflito
(13/12/2017).
Figura 5.4: Gra´fico relativo a` me´dia
de deslocamentos da pessoa com id 3
numa experieˆncia sem induc¸a˜o de conflito
(13/12/2017).
Figura 5.5: Gra´fico relativo a` me´dia
de deslocamentos da pessoa com id 4
numa experieˆncia sem induc¸a˜o de conflito
(13/12/2017).
uma experieˆncia em que na˜o foi induzido qualquer tipo de conflito. As Figuras 5.14, 5.15, 5.16
e 5.17 mostram os gra´ficos relativos a` a´rea dos participantes durante uma experieˆncia em que
foi induzido o conflito de tarefa. Novamente, atrave´s da observac¸a˜o destes gra´ficos, verifica-se
que a variac¸a˜o da a´rea entre as duas fases da experieˆncia e´, em me´dia, maior quando ha´ uma
induc¸a˜o de conflito.
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Figura 5.6: Gra´fico relativo a` me´dia de
deslocamentos da pessoa com id 1 numa
experieˆncia com induc¸a˜o de conflito de ta-
refa (15/12/2017).
Figura 5.7: Gra´fico relativo a` me´dia de
deslocamentos da pessoa com id 2 numa
experieˆncia com induc¸a˜o de conflito de ta-
refa (15/12/2017).
Figura 5.8: Gra´fico relativo a` me´dia de
deslocamentos da pessoa com id 3 numa
experieˆncia com induc¸a˜o de conflito de ta-
refa (15/12/2017).
Figura 5.9: Gra´fico relativo a` me´dia de
deslocamentos da pessoa com id 4 numa
experieˆncia com induc¸a˜o de conflito de ta-
refa (15/12/2017).
5.3 Interac¸a˜o
Por fim, de forma a que seja poss´ıvel observar o n´ıvel de interac¸a˜o entre os participantes,
foi criado um Heatmap por caˆmara em cada experieˆncia. Assim, e´ poss´ıvel verificar quais
os participantes com maior interac¸a˜o, podendo-se concluir quais foram os que tiveram um
papel mais importante durante o decorrer da mesma. E´ necessa´rio, durante a ana´lise, ter
novamente em conta a posic¸a˜o dos participantes relativamente a` caˆmara. Observando cada
Heatmap verifica-se, rapidamente, as zonas com maior interac¸a˜o, ainda que surjam alguns
erros mı´nimos relativos a falhas na identificac¸a˜o das pessoas durante o processo de detec¸a˜o.
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Figura 5.10: Gra´fico relativo a` a´rea ocu-
pada pela pessoa com id 1 numa experieˆn-
cia sem induc¸a˜o de conflito (13/12/2017).
Figura 5.11: Gra´fico relativo a` a´rea ocu-
pada pela pessoa com id 2 numa experieˆn-
cia sem induc¸a˜o de conflito (13/12/2017).
Figura 5.12: Gra´fico relativo a` a´rea ocu-
pada pela pessoa com id 3 numa experieˆn-
cia sem induc¸a˜o de conflito (13/12/2017).
Figura 5.13: Gra´fico relativo a` a´rea ocu-
pada pela pessoa com id 4 numa experieˆn-
cia sem induc¸a˜o de conflito (13/12/2017).
Por exemplo, ao olhar para as Figuras 5.18, 5.19 e 5.20 verifica-se que as pessoas 1 e 2 foram as
que mais interagiram. Ja´ as pessoas 3 e 4 tiveram um nu´mero de interac¸o˜es bastante inferior.
Comparando as Figuras 5.18, 5.19 e 5.20, que dizem respeito a uma experieˆncia onde na˜o foi
induzido conflito, com as Figuras 5.21, 5.22 e 5.23, que dizem respeito a uma experieˆncia onde
foi induzido conflito de tarefa, percebe-se que o nu´mero de interac¸o˜es/sobreposic¸o˜es e´ maior
quando ha´ induc¸a˜o de conflito de tarefa.
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Figura 5.14: Gra´fico relativo a` a´rea ocu-
pada pela pessoa com id 1 numa experi-
eˆncia com induc¸a˜o de conflito de tarefa
(15/12/2017).
Figura 5.15: Gra´fico relativo a` a´rea ocu-
pada pela pessoa com id 2 numa experi-
eˆncia com induc¸a˜o de conflito de tarefa
(15/12/2017).
Figura 5.16: Gra´fico relativo a` a´rea ocu-
pada pela pessoa com id 3 numa experi-
eˆncia com induc¸a˜o de conflito de tarefa
(15/12/2017).
Figura 5.17: Gra´fico relativo a` a´rea ocu-
pada pela pessoa com id 4 numa experi-
eˆncia com induc¸a˜o de conflito de tarefa
(15/12/2017).
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Figura 5.18: Heatmap relativo a` caˆmara 1
numa experieˆncia sem induc¸a˜o de conflito
(13/12/2017).
Figura 5.19: Heatmap relativo a` caˆmara 2
numa experieˆncia sem induc¸a˜o de conflito
(13/12/2017).
Figura 5.20: Heatmap relativo a` caˆmara 3
numa experieˆncia sem induc¸a˜o de conflito
(13/12/2017).
Figura 5.21: Heatmap relativo a` caˆmara 1
numa experieˆncia com induc¸a˜o de conflito
de tarefa (15/12/2017).
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Figura 5.22: Heatmap relativo a` caˆmara 2
numa experieˆncia com induc¸a˜o de conflito
de tarefa (15/12/2017).
Figura 5.23: Heatmap relativo a` caˆmara 3





O desenvolvimento deste projeto de mestrado permitiu obter uma resposta a` pergunta
“Como utilizar um PC e uma caˆmara para medir a postura corporal do corpo humano?”.
Atrave´s da biblioteca OpenPose foi poss´ıvel obter, de forma ra´pida, informac¸o˜es acerca de
todas as articulac¸o˜es do corpo humano. Sendo esta uma biblioteca que permite, com apenas
imagens ou v´ıdeos em duas dimenso˜es, detetar o nu´mero de pessoas presentes e obter a
posic¸a˜o de cada ponto chave das pessoas encontradas, revolucionou de uma forma dra´stica os
algoritmos de detec¸a˜o do esqueleto humano. Devido ao enorme e anotado dataset de treino, a
biblioteca apresenta resultados muito satisfato´rios, mesmo em situac¸o˜es complicadas, onde as
pessoas se apresentam em posic¸o˜es cr´ıticas de detec¸a˜o, como: sentadas, deitadas, sobrepostas,
etc. Desta forma, depois de analisados os resultados que a mesma poderia fornecer, foi
decidido a sua utilizac¸a˜o, que em muito ajudou no resultado final do sistema apresentado.
A obtenc¸a˜o de dados atrave´s da experieˆncia a decorrer no Departamento de Educac¸a˜o e
Psicologia foi feita de forma a que fosse poss´ıvel alimentar o OpenPose com esses mesmos
dados, sendo que, inicialmente, e sem estar definida a utilizac¸a˜o desta biblioteca, foi decidido
efetuar a captura de imagens em formato RAW, utilizando os dispositivos Kinect, sendo
poss´ıvel iniciar a recolha desses dados em paralelo com o processo de escolha da biblioteca,
permitindo assim que os dados ja´ recolhidos fossem utilizados para qualquer que fosse a
escolha. Depois de escolhida a biblioteca foi decidido efetuar a aquisic¸a˜o em formato AVI, visto
que este formato pode ser diretamente utilizado como input, permitindo ainda economizar
espac¸o de armazenamento.
Alimentando o OpenPose com os dados recolhidos, foi poss´ıvel obter um output satisfa-
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to´rio, tanto em termos visuais com as frames anotadas com o esqueleto reconhecido, como
em termos de localizac¸a˜o das articulac¸o˜es de cada pessoa, individualmente, atrave´s de fichei-
ros JSON. Esses ficheiros permitiram alimentar o Software desenvolvido, sendo poss´ıvel obter
informac¸o˜es diretas como o nu´mero de pessoas detetadas na frame em questa˜o, como informa-
c¸o˜es indiretas, por exemplo, a a´rea ocupada por determinado participante. Para o contexto
apresentado na˜o e´ necessa´rio obter outro tipo de output, mesmo que a biblioteca permita
recolher, por exemplo, apenas imagens dos esqueletos detetados ou ficheiro em outros tipos
de formato. Ate´ este ponto, o trabalho de aquisic¸a˜o de dados e detec¸a˜o do esqueleto humano
esta´ completo.
Analisando, visualmente, o output referido anteriormente, e´ percet´ıvel que o OpenPose
consegue lidar com situac¸o˜es de conflito e sobreposic¸a˜o entre pessoas, tal como se desejava
inicialmente, conseguindo ainda estimar a posic¸a˜o de partes ocultas de cada participante,
sendo estes dados importantes, uma vez que as pessoas envolvidas se encontram sentadas e
em constante interac¸a˜o. Assim, sempre que ha´ uma sobreposic¸a˜o entre partes do corpo de
duas ou mais pessoas, e´ poss´ıvel, tecnologicamente, reconhecer e avaliar essas situac¸o˜es.
Com todos os dados recolhidos conseguiu-se extrair caracter´ısticas que permitem aferir
as posturas e emoc¸o˜es associadas, ou seja, olhando para um gra´fico relativo a` a´rea ocupada
por uma pessoa durante uma experieˆncia pode-se concluir se a mesma assumiu uma postura
mais contra´ıda ou expansiva. Olhando ainda para um gra´fico relativo ao movimento das
articulac¸o˜es do corpo e´ poss´ıvel de deduzir se a pessoa se encontra mais t´ımida ou mais
confiante. Por fim, percebe-se, atrave´s da observac¸a˜o dos heatmaps criados, que o n´ıvel de
interac¸o˜es entre os participantes podera´ estar diretamente relacionado com a quantidade de
movimento e a postura assumida por cada um, ou seja, se o indiv´ıduo A se movimentou
pouco, enta˜o o mesmo ira´ ter poucas interac¸o˜es. Por outro lado, se dois indiv´ıduos B e C, que
esta˜o lado a lado, se movimentaram muito, enta˜o as interac¸o˜es nessa zona va˜o ser elevadas.
Olhando para os resultados obtidos no final deste projeto pode-se responder superficial-
mente a` segunda pergunta colocada: “Como classificar cada postura como estando associada
a determinada emoc¸a˜o?”, percebendo-se que ha´ uma relac¸a˜o direta entre as posturas e as
emoc¸o˜es associadas. Essa relac¸a˜o e´ percet´ıvel atrave´s das caracter´ısticas extra´ıdas, onde, por
exemplo, se uma pessoa se movimenta pouco, enta˜o o seu nu´mero de interac¸o˜es vai ser me-
nor e assim pode-se assumir que a pessoa se encontra mais t´ımida, sendo poss´ıvel fazer uso
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destas caracter´ısticas para va´rios tipos de ana´lise. Visto que esta e´ uma a´rea muito pouco
explorada, este trabalho conseguiu contribuir, de uma forma bastante positiva para aquilo
que e´ o avanc¸o das investigac¸o˜es na mesma. Partindo pela recolha de informac¸o˜es sobre os
sistemas existentes, passando pelos algoritmos de detec¸a˜o do esqueleto humano e a escolha do
algoritmo que mais se adequou ao que seria necessa´rio, ate´ a` criac¸a˜o do sistema de extrac¸a˜o
das caracter´ısticas.
As expectativas iniciais desta dissertac¸a˜o foram atingidas na sua generalidade, com a cria-
c¸a˜o de um sistema que permite obter as caracter´ısticas necessa´rias para a avaliac¸a˜o da postura
humana, completando ainda com um caso de estudo em que foi poss´ıvel o tratamento dos
resultados da postura obtidos e a sua ana´lise de acordo com o comportamento dos participan-
tes. Os dois artigos publicados, [9] e [5], no aˆmbito deste tema, permitiram aprofundar ainda
mais conhecimentos nesta a´rea. Mesmo [5] na˜o estando diretamente relacionado com o con-
texto de trabalho em grupo aqui apresentado, permitiu perceber que realmente se poderiam
avaliar as emoc¸o˜es expressadas pelo corpo. Futuramente podera´ ser adicionada a extrac¸a˜o de
outro tipo de caracter´ısticas, que permitam analisar mais detalhadamente todas as posturas.
Podera˜o ainda se recolher, simultaneamente, outro tipo de paraˆmetros do comportamento
humano, por exemplo, colocac¸a˜o de voz, que permitam consolidar a ideia de que a postura
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Apeˆndice A: Teclas de interac¸a˜o do Software desen-
volvido.
A.1 Software de sincronismo
Tabela A.1: Teclas de interac¸a˜o do Software de sincronismo.
Tecla(s) Funcionalidade
’1’, ’2’ ou ’3’ Selecionar v´ıdeo para avanc¸ar ou recuar de uma em uma frame
’e’ ou ’q’ Avanc¸ar ou recuar de uma em uma frame, respetivamente
’d’ ou ’a’ Avanc¸ar ou recuar de 10 em 10 frames, respetivamente
’x’ ou ’z’ Avanc¸ar ou recuar de 100 em 100 frames, respetivamente
’p’ Play/Pausa
’q’ Terminar execuc¸a˜o do Software
’c’ Corte dos v´ıdeos (1o clique inicia o corte e 2o clique termina o corte)
A.2 Software de divisa˜o das fases experimentais
Tabela A.2: Teclas de interac¸a˜o do Software de divisa˜o das fases experimentais.
Tecla Funcionalidade
’c’ Guardar nu´mero da frame atual (1o clique guarda final da 1a fase e 2o clique guarda in´ıcio da 2a fase)
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Apeˆndice B: Gra´ficos e Heatmaps obtidos relativa-
mente a`s diferentes experieˆncias realizadas.
B.1 Me´dia de deslocamentos em experieˆncias sem induc¸a˜o de
conflito
Figura B.1: Gra´fico relativo a` me´dia
de deslocamentos da pessoa com id 1
numa experieˆncia sem induc¸a˜o de conflito
(20/12/2017).
Figura B.2: Gra´fico relativo a` me´dia
de deslocamentos da pessoa com id 2
numa experieˆncia sem induc¸a˜o de conflito
(20/12/2017).
Figura B.3: Gra´fico relativo a` me´dia
de deslocamentos da pessoa com id 3
numa experieˆncia sem induc¸a˜o de conflito
(20/12/2017).
Figura B.4: Gra´fico relativo a` me´dia
de deslocamentos da pessoa com id 4
numa experieˆncia sem induc¸a˜o de conflito
(20/12/2017).
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B.2 Me´dia de deslocamentos em experieˆncias com induc¸a˜o de
conflito de tarefa
Figura B.5: Gra´fico relativo a` me´dia de
deslocamentos da pessoa com id 1 numa
experieˆncia com induc¸a˜o de conflito de ta-
refa (02/11/2017).
Figura B.6: Gra´fico relativo a` me´dia de
deslocamentos da pessoa com id 2 numa
experieˆncia com induc¸a˜o de conflito de ta-
refa (02/11/2017).
Figura B.7: Gra´fico relativo a` me´dia de
deslocamentos da pessoa com id 3 numa
experieˆncia com induc¸a˜o de conflito de ta-
refa (02/11/2017).
Figura B.8: Gra´fico relativo a` me´dia de
deslocamentos da pessoa com id 4 numa
experieˆncia com induc¸a˜o de conflito de ta-
refa (02/11/2017).
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B.3 A´rea ocupada em experieˆncias sem induc¸a˜o de conflito
Figura B.9: Gra´fico relativo a` a´rea ocu-
pada pela pessoa com id 1 numa experieˆn-
cia sem induc¸a˜o de conflito (20/12/2017).
Figura B.10: Gra´fico relativo a` a´rea ocu-
pada pela pessoa com id 2 numa experieˆn-
cia sem induc¸a˜o de conflito (20/12/2017).
Figura B.11: Gra´fico relativo a` a´rea ocu-
pada pela pessoa com id 3 numa experieˆn-
cia sem induc¸a˜o de conflito (20/12/2017).
Figura B.12: Gra´fico relativo a` a´rea ocu-
pada pela pessoa com id 4 numa experieˆn-
cia sem induc¸a˜o de conflito (20/12/2017).
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B.4 A´rea ocupada em experieˆncias com induc¸a˜o de conflito de
tarefa
Figura B.13: Gra´fico relativo a` a´rea ocu-
pada pela pessoa com id 1 numa experi-
eˆncia com induc¸a˜o de conflito de tarefa
(02/11/2017).
Figura B.14: Gra´fico relativo a` a´rea ocu-
pada pela pessoa com id 2 numa experi-
eˆncia com induc¸a˜o de conflito de tarefa
(02/11/2017).
Figura B.15: Gra´fico relativo a` a´rea ocu-
pada pela pessoa com id 3 numa experi-
eˆncia com induc¸a˜o de conflito de tarefa
(02/11/2017).
Figura B.16: Gra´fico relativo a` a´rea ocu-
pada pela pessoa com id 4 numa experi-
eˆncia com induc¸a˜o de conflito de tarefa
(02/11/2017).
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B.5 Heatmaps realtivos a experieˆncias sem induc¸a˜o de conflito
Figura B.17: Heatmap relativo a` caˆmara 1
numa experieˆncia sem induc¸a˜o de conflito
(20/12/2017).
Figura B.18: Heatmap relativo a` caˆmara 2
numa experieˆncia sem induc¸a˜o de conflito
(20/12/2017).
Figura B.19: Heatmap relativo a` caˆmara 3
numa experieˆncia sem induc¸a˜o de conflito
(20/12/2017).
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B.6 Heatmaps realtivos a experieˆncias com induc¸a˜o de con-
flito de tarefa
Figura B.20: Heatmap relativo a` caˆmara 1
numa experieˆncia com induc¸a˜o de conflito
de tarefa (02/11/2017).
Figura B.21: Heatmap relativo a` caˆmara 2
numa experieˆncia com induc¸a˜o de conflito
de tarefa (02/11/2017).
Figura B.22: Heatmap relativo a` caˆmara 3
numa experieˆncia com induc¸a˜o de conflito
de tarefa (02/11/2017).
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