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INVARIANT METRIC UNDER DEFORMED MARKOV EMBEDDINGS
WITH OVERLAPPED SUPPORTS
HIROSHI MATSUZOE ♭ AND ASUKA TAKATSU†
Abstract. Due to Cˇencov’s theorem, there exists a unique family of invariant symmetric
(0, 2)-tensor fields on the space of positive probability measures on a set of n-points indexed
by n ∈ N under Markov embeddings. We deform Markov embeddings keeping sufficiency,
and prove existence and uniqueness of invariant families under the embeddings.
1. Introduction
In the present paper, we investigate geometry on finite sample spaces. For n ∈ N, set
Ωn+1 := {1, · · · , n+ 1}, Pn :=
p : Ωn+1 → (0, 1)
∣∣∣∣ ∑
i∈Ωn+1
p(i) = 1
 .
The set Pn is regarded as a submanifold of Rn+1 via an embedding ιn : Pn → Rn+1 defined
by ιn(p) = (p(i))
n+1
i=1 . From the viewpoint of statistics, a Riemannian metric gn on Pn is
required to be invariant under the change of reference measures on the sample space Ωn+1.
This invariance is extended to the invariance of a family {gn}n∈N of Riemannian metrics
under Markov embeddings.
Definition 1.1. Let n,N ∈ N with n ≤ N .
(1) A family {Qi}i∈Ωn+1 of probability measures on ΩN+1 is a Markov partition if⊔
i∈Ωn+1
supp(Qi) = ΩN+1
holds, where supp(Qi) stands for the support of Qi.
(2) A map FNn : Pn → PN is a Markov embedding if there exists a Markov partition
{Qi}i∈Ωn+1 such that
FNn (p) :=
∑
i∈Ωn+1
p(i)Qi for any p ∈ Pn.
Markov embeddings are closely related to sufficient statistics.
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2Proposition 1.2. (Fisher–Neyman characterization, [2, Theorem 5.3]) Let n,m ∈ N. Fix a
submanifold P of Pm smoothly parameterized by an open set M in a Euclidean space. The
diffeomorphism is denoted by p∗ : M → P. A map κ : Ωm+1 → Ωn+1 is a Fisher–Neyman
sufficient statistic for P if and only if there exist s : Ωn+1 ×M → R and t : Ωm+1 → R such
that
pξ(ω) = s(κ(ω), ξ) · t(ω) for any ξ ∈M and ω ∈ Ωm+1.
See Remark 2.2 (1) for the relation between Markov embeddings and Fisher–Neyman
sufficient statistics, and [2, Section 5.1] for a detailed treatment of sufficient statistics.
Cˇencov [4] showed that there exists a unique family of invariant Riemannian metrics on
Pn indexed by n ∈ N under Markov embeddings. This invariant Riemannian metric is called
the Fisher metric. For each i ∈ Ωn+1, define the function ℓi : Rn+1 → R by
ℓi((xj)n+1j=1 ) := log |xi|.
Definition 1.3. The Fisher metric gFn on Pn is a Riemannian metric given by
gFn (Xp, Yp) :=
∑
i∈Ωn+1
p(i)Xp(ℓ
i ◦ ιn)Yp(ℓi ◦ ιn) for any p ∈ Pn and X, Y ∈ X(Pn).
Theorem 1.4. ([4, Theorem 11.1], [2, Theorem 2.1]) For n ∈ N, let An be a continuous
symmetric (0, 2)-tensor field on Pn. Assume that for any n,N ∈ N with n ≤ N , and each
Markov embedding FNn : Pn → PN , the pullback of AN by FNn is always An. Then there
exists λ ∈ R such that An = λgFn for any n ∈ N.
Cˇencov’s theorem has been extended in various directions. For example, this was extended
to the cone over Pn (Remark 2.5, see also [3]) and to continuous sample spaces (see [1,2] and
the references therein). However, as far as the authors know, there is no attempt to deform
Markov embeddings and to generalize Cˇencov’s theorem.
In this paper, we first introduce two embeddings from Pn to Pn+1 related to sufficient
statistics (Definition 2.1). We construct a family of invariant symmetric (0, 2)-tensor fields on
Pn under one kind of the embeddings, where invariant families are not uniquely determined
(Proposition 2.4). We formulate a conformal condition and a parallel condition to classify
these invariant families and prove a uniqueness result (Theorem 3.1).
2. Deformed Markov embeddings
We deform Markov embeddings so that the supports of the corresponding probability mea-
sures are overlapped while keeping sufficiency. Let Sn be the symmetric group of degree n.
Definition 2.1. Let n ∈ N.
(1) A family {Qi}i∈Ωn+1 of probability measures on Ωn+2 is a Markov patch if there exist
σ ∈ Sn+2 and {ai}i∈Ωn+1 such that ai ∈ (0, 1) and
Qi := aiδσ(i) + (1− ai)δσ(n+2) for any i ∈ Ωn+1,
where δ∗ stands for Dirac’s delta measure on Ωn+2.
(2) A map Gn : Pn → Pn+1 is a patched Markov embedding if there exists a Markov patch
{Qi}i∈Ωn+1 such that
Gn(p) :=
∑
i∈Ωn+1
p(i)Qi for any p ∈ Pn.
3In the case of ai ≡ α, we call {Qi}i∈Ωn+1 and Gn : Pn → Pn+1 a Markov scalar patch and a
scalar patched Markov embedding, respectively.
Remark 2.2. We confirm how Markov embeddings and patched Markov embeddings relate
to sufficient statistics.
(1) Fix a Markov embedding FNn : Pn → PN determined by a Markov partition {Qi}i∈Ωn+1 .
Let M ⊂ Rn be an open set being diffeomorphic to Pn, where the diffeomorphism is
denoted by ρ∗ : M → Pn. Set P := FNn (Pn) and p := FNn ◦ ρ : M → P. Then a map
κ : ΩN+1 → Ωn+1 given by
κ(I) := i if I ∈ supp(Qi)
is a Fisher–Neyman sufficient statistic for P, where we choose
s(i, ξ) := ρξ(i), t(I) :=
∑
i∈Ωn+1
Qi(I).
(2) Fix a patched Markov embedding Gn : Pn → Pn+1 determined by a Markov patch
{Qi}i∈Ωn+1 of the form
Qi = aiδσ(i)+(1−ai)δσ(n+2) for some σ ∈ Sn+2 and {ai}i∈Ωn+1 such that ai ∈ (0, 1).
Fix j ∈ Ωn+1, b ∈ (0, 1) and set
amin := min {ai | i ∈ Ωn+1, i 6= j} , amax := max {ai | i ∈ Ωn+1, i 6= j} .
We take
c ∈ (baj + (1− b)amin, baj + (1− b)amax)
if amin < amax, and otherwise c := baj + (1− b)amin. Then the subset of Pn defined by
P ′ :=
p ∈ Pn ∣∣∣ p(j) = b, ∑
i∈Ωn+1
aip(i) = c

is diffeomorphic to an open set M ⊂ Rd, where
d :=
{
n− 1 if amin = amax,
n− 2 otherwise.
We denote by ρ∗ :M → P ′ the diffeomorphism. We define a map κ : Ωn+2 → Ωn+1 by
κ(I) :=
{
i if I ∈ supp(Qi) ∩ σ(Ωn+1),
j if I = σ(n+ 2).
Then κ : Ωn+2 → Ωn+1 is a Fisher–Neyman sufficient statistic for P := Gn(P ′) with a
parametrization p := Gn ◦ ρ : M → P, where we choose
s(i, ξ) := ρξ(i), t(I) :=
∑
i∈Ωn+1
Qi(I) ·
 ∑
i∈Ωn+1
δσ(i)(I) +
1− c
b ·
∑
i∈Ωn+1
(1− ai)
δσ(n+2)(I)
 .
4Throughout this paper, for n ∈ N and i ∈ Ωn+1, we will denote by Zni the vector field on
Pn determined by
dιn(Z
n
i ) =
∂
∂xi
− 1
n + 1
∑
j∈Ωn+1
∂
∂xj
.
For X, Y ∈ X(Pn), we will write
dιn(X) =
∑
i∈Ωn+1
X i
∂
∂xi
, dιn(Y ) =
∑
i∈Ωn+1
Y i
∂
∂xi
.
Define the function h : Rn+1 → R by
h
(
(xi)n+1i=1
)
:=
n+1∑
i=1
|xi|.
We see that h ◦ ιn ≡ 1 on Pn, which implies∑
i∈Ωn+1
X i = dιn(X)(h) = X(h ◦ ιn) = 0 and
∑
i∈Ωn+1
Y i ≡ 0,
consequently
(2.1) X =
∑
i∈Ωn+1
X iZni =
∑
i∈Ωn
X i(Zni −Znn+1), Y =
∑
i∈Ωn+1
Y iZni =
∑
i∈Ωn
Y i(Zni −Znn+1).
In this expression, the Fisher metric gFn at each point corresponds to a diagonal matrix.
We construct a family of invariant (0, 2)-tensor fields on Pn under scalar patched Markov
embeddings, where the corresponding matrix at each point is the linear combination of a
diagonal matrix and the outer product of a vector with itself.
Definition 2.3. Define a symmetric positive definite (0, 2)-tensor field Adn and a symmetric
positive semidefinite (0, 2)-tensor field Asn on Pn by
Adn(Xp, Yp) :=
∑
i∈Ωn+1
Xp(ℓ
i ◦ ιn)Yp(ℓi ◦ ιn) =
∑
i∈Ωn+1
X ipY
i
p
p(i)2
,
Asn(Xp, Yp) =
∑
i,j∈Ωn+1
Xp(ℓ
i ◦ ιn)Yp(ℓj ◦ ιn) =
∑
i,j∈Ωn+1
X ip
p(i)
Y jp
p(j)
,
for any p ∈ Pn and X, Y ∈ X(Pn), respectively. For λ, µ ∈ R, set Aλ,µn := λAdn + µAsn.
Proposition 2.4. The pullback of Aλ,µn+1 by each scalar patched Markov embedding from Pn
to Pn+1 is Aλ,µn . Conversely, if the pullback of Aλ,µn+1 by a patched Markov embedding Gn from
Pn to Pn+1 is Aλ,µn , then either λ, µ = 0 or Gn is a scalar patched Markov embedding.
Proof. Fix a patched Markov embedding Gn : Pn → Pn+1 of the form
Gn(p) :=
∑
i∈Ωn+1
p(i)
(
aiδσ(i) + (1− ai)δσ(n+2)
)
for any p ∈ Pn.
If Gn is a scalar patched Markov embedding, namely ai ≡ α, then we have
dGn(Z
n
i ) = α
Zn+1σ(i) − 1n + 1 ∑
j∈Ωn+1
Zn+1σ(j)
 , dGn(X) = α ∑
i∈Ωn+1
X iZn+1σ(i) ,
5which implies
Aλ,µn (Xp, Yp) = λ
∑
i∈Ωn+1
X ipY
i
p
p(i)2
+ µ
∑
i,j∈Ωn+1
X ip
p(i)
Y jp
p(j)
= λ
∑
i∈Ωn+1
αX ipαY
i
p
{Gn(p)(σ(i))}2 + µ
∑
i,j∈Ωn+1
αX ip
Gn(p)(σ(i))
αY jp
Gn(p)(σ(j))
= Aλ,µn+1 (dGn(Xp), dGn(Yp))
for any p ∈ Pn. This proves the first claim.
We next assume that the pullback of Aλ,µn+1 by Gn is A
λ,µ
n . If Gn is not a scalar patched
Markov embedding, then there exist i, j ∈ Ωn+1 such that ai 6= aj. It turns out that
dGn(Z
n
i − Znj ) = ai(Zn+1σ(i) − Zn+1σ(n+2))− aj(Zn+1σ(j) − Zn+1σ(n+2)),
λ
(
1
p(i)2
+
1
p(j)2
)
+ µ
(
1
p(i)
+
−1
p(j)
)2
= Aλ,µn
(
(Zni − Znj )p, (Zni − Znj )p
)
= Aλ,µn+1
(
dGn
(
(Zni − Znj )p
)
, dGn
(
(Zni − Znj )p
))
= λ
[
a2i
{Gn(p)(σ(i))}2 +
a2j
{Gn(p)(σ(j))}2
+
(−ai + aj)2
{Gn(p)(σ(n+ 2))}2
]
+ µ
[
ai
Gn(p)(σ(i))
+
−aj
Gn(p)(σ(j))
+
−ai + aj
Gn(p)(σ(n+ 2))
]2
for any p ∈ Pn.
Thus we should have
(λ+ µ)(−ai + aj)
Gn(p)(n+ 2)
+ 2µ
(
1
p(i)
− 1
p(j)
)
= 0 for any p ∈ Pn,
which holds true if and only if λ + µ = 0 and µ = 0, that is, λ, µ = 0. This completes the
proof of the second claim. 
Remark 2.5. We comment on the work of Campbell [3]. Set
R
n+1
+ := {x = (xi)n+1i=1 ∈ Rn+1 | xi > 0}.
Since Rn+1+ can be regarded as the cone over Pn, Markov embeddings are naturally extended
to Rn+1+ . Let g˜
F
n+1 be a C
∞- Riemannian metric on Rn+1+ . Campbell showed that a family
{g˜Fn+1}n∈N of Riemannian metrics is invariant under the extensions of Markov embeddings if
and only if there exist functions λ˜, µ˜ ∈ C∞(R1+) satisfying λ˜ > 0 and λ˜+ µ˜ > 0 such that
g˜Fn+1
((
∂
∂xi
)
x
,
(
∂
∂xj
)
x
)
= λ˜ (h(x))
h(x)
xi
δij + µ˜ (h(x)) for any x ∈ Rn+1+ .
In this case, the pullback of g˜Fn+1 by the embedding ιn : Pn → Rn+1+ coincides with λ˜(1)gFn .
Let jn : Pn+1 → Rn+1+ be the projection defined by jn(p) := (p(i))n+1i=1 . Due to an similarity
between Aλ,µn+1 and g˜
F
n+1, one might expect that the pullback metric of g˜
F
n+1 by jn is A
λ,µ
n+1.
However this is not true.
We state common properties of invariant families under scalar patched Markov embed-
dings. In what follows, given σ ∈ Sn+2 and α ∈ (0, 1), let Gα,σn : Pn → Pn+1 be a scalar
6patched Markov embedding defined by
Gα,σn (p) := α
∑
i∈Ωn+1
p(i)δσ(i) + (1− α)δσ(n+2) for any p ∈ Pn.
In particular, for the identity permutation id ∈ Sn+2, we write Gαn := Gα,idn . Denote by bn
the uniform probability measure on Ωn+1, that is,
bn ≡ 1
n+ 1
on Ωn+1.
We define pu ∈ P1 for u ∈ (0, 1) by
pu(1) = u, pu(2) = 1− u.
Then p1/2 = b1. For Z ∈ X(P1), Zpu is abbreviated to Zu.
Proposition 2.6. Let An be a symmetric (0, 2)-tensor field on Pn. Assume that for any
n ∈ N and each scalar patched Markov embedding Gn : Pn → Pn+1, the pullback of An+1 by
Gn is always An.
(1) For Z ∈ X(P1) and u ∈ (0, 1), then A1(Zu, Zu) = A1(Z1−u, Z1−u).
(2) For distinct i, j ∈ Ωn+1, the two quantities
An ((Z
n
i )bn , (Z
n
i )bn)
n(n+ 1)
, −An
(
(Zni )bn , (Z
n
j )bn
)
n+ 1
coincide with each other. The quantity is independent of n ∈ N and i, j ∈ Ωn+1.
Proof. For Z ∈ X(P1) and α ∈ (0, 1), a direct computation provides
A1(Zu, Zu) = A2(dG
α,(1,2)
1 (Zu), dG
α,(1,2)
1 (Zu))
= A2(dG
α
1 (Z1−u), dG
α
1 (Z1−u)) = A1(Z1−u, Z1−u)),
where (1, 2) ∈ S2 is the transposition. This proves (1).
To prove (2), we apply a similar argument as in the proof of Theorem 1.4. For example,
see [2, Theorem 2.1]. Fix distinct i, j ∈ Ωn+1 and α ∈ (0, 1). We find that
An ((Z
n
i )bn , (Z
n
i )bn) = An+1
(
dGα,(i,j)n ((Z
n
i )bn) , dG
α,(i,j)
n ((Z
n
i )bn)
)
= An+1
(
dGαn
(
(Znj )bn
)
, dGαn
(
(Znj )bn
))
= An
(
(Znj )bn , (Z
n
j )bn
)
.
Thus An((Z
n
i )bn , (Z
n
i )bn) is independent of the choice of i ∈ Ωn+1. Similarly, we find that
An((Z
n
i )bn , (Z
n
j )bn) is independent of the choice of i, j ∈ Ωn+1. Moreover, it turns out that
0 = An ((Z
n
i )bn , 0) = An
(Zni )bn , ∑
k∈Ωn+1
(Znk )bn

= An ((Z
n
i )bn , (Z
n
i )bn) + nAn
(
(Zni )bn , (Z
n
j )bn
)
.
7If we choose α = (n+ 1)/(n+ 2), then Gαn(bn) = bn+1 and
An ((Z
n
i )bn , (Z
n
i )bn)
= An+1 (dG
α
n ((Z
n
i )bn) , dG
α
n ((Z
n
i )bn))
= α2An+1
(Zn+1i )bn+1 − 1n + 1 ∑
k∈Ωn+1
(Zn+1k )bn+1 , (Z
n+1
i )bn+1 −
1
n+ 1
∑
k∈Ωn+1
(Zn+1k )bn+1

= α2
{
n
n + 1
· An+1
(
(Zn+1i )bn+1 , (Z
n+1
i )bn+1
)− n
n+ 1
· An+1
(
(Zn+1i )bn+1, (Z
n+1
j )bn+1
)}
=
n+ 1
n+ 2
· n
n+ 1
· An+1
(
(Zn+1i )bn+1 , (Z
n+1
i )bn+1
)
.
This completes the proof of (2). 
Proposition 2.7. For p ∈ Pn and distinct i, j ∈ Ωn+1, there is a composition H ijp : P1 → Pn
of scalar patched Markov embeddings such that
H ijp (pu) = p for u :=
p(i)
p(i) + p(j)
, Zni − Znj =
2dH ijp (Z
1
1)
p(i) + p(j)
.
Proof. It is enough to show the case (i, j) = (1, 2). Given p ∈ Pn, define {αk}n−1k=1 inductively
by
αk :=

1− p(n + 1) if k = n− 1,
1− p(k + 2)∏n−1
l=k+1 αl
if 1 ≤ k ≤ n− 2.
We find that
n−1∏
l=k
αl = 1−
n+1∑
l=k+2
p(l) for 1 ≤ k ≤ n− 1.
Then H12p := G
αn−1
n−1 ◦ · · · ◦Gα1 : P1 → Pn is a desired map. 
A similar argument provides the following.
Corollary 2.8. For p ∈ Pn with n ≥ 2 and distinct i, j, k ∈ Ωn+1, there is a composition
H ijkp : P2 → Pn of scalar patched Markov embeddings such that
H ijkp (q) = p for q ∈ P2 defined by (q(1), q(2), q(3)) =
(p(i), p(j), p(k))
p(i) + p(j) + p(k)
,
Zni − Znj =
dH ijkp (Z
2
1 − Z22)
p(i) + p(j) + p(k)
, Zni − Znk =
dH ijkp (Z
2
1 − Z23)
p(i) + p(j) + p(k)
.
3. Main Theorem
An invariant family under Markov embeddings is uniquely determined (Theorem 1.4), but
there are at least two types of invariant families under scalar patched Markov embeddings
(Proposition 2.4). The reason of this difference can be found in Remark 2.2. On one
hand, for a Markov embedding FNn : Pn → PN with n ≤ N , a related Fisher–Neyman
sufficient statistic κ : ΩN+1 → Ωn+1 always exists. On the other hand, for a composition
G : Pn → PN of scalar patched Markov embeddings, a related Fisher–Neyman sufficient
statistic κ : ΩN+1 → Ωn+1 exists only if N ≥ n+ 1.
8In this section, we first formulate a conformal (resp. parallel) condition in order to classify
invariant families under scalar patched Markov embeddings. Then we show existence and
uniqueness of invariant families under scalar patched Markov embeddings which satisfies
either the conformal condition or the parallel condition.
Let An be a symmetric (0, 2)-tensor field on Pn such that {An}n∈N is invariant under
scalar patched Markov embeddings, that is, the pullback of An+1 by each scalar patched
Markov embedding from Pn to Pn+1 is always An. Given σ ∈ S3 and u ∈ (0, 1), define a
map ψσu : (0, 1)→ P2 by
ψσu(α) := G
α,σ
1 (pu) = αuδσ(1) + α(1− u)δσ(2) + (1− α)δσ(3) for any α ∈ (0, 1).
For α ∈ (0, 1) and distinct i, j, k ∈ Ω3, define uijα ∈ (0, 1) by
(3.1) uijα :=
ψidu (α)(i)
ψidu (α)(i) + ψ
id
u (α)(j)
=
ψσu(α)(σ(i))
ψσu(α)(σ(i)) + ψ
σ
u(u)(σ(j))
.
Let Ek be the one-dimensional subbundle of TP2 spanned by Z2i −Z2j . Then Proposition 2.7
leads to H
σ(i)σ(j)
ψσu(α)
(puijα ) = ψ
σ
u(α) and
dH
σ(i)σ(j)
ψσu(α)
(Z11 ) =
ψσu(α)(σ(i)) + ψ
σ
u(α)(σ(j))
2
(
Z2σ(i) − Z2σ(j)
) ∈ Eσ(k),(3.2)
hence the differential map of H
σ(i)σ(j)
ψσu(α)
at puijα gives an isometry from (TP1, A1) at puijα to
(Eσ(k), A2) at ψ
σ
u(α).
As for a conformal condition, we consider the relation between the two pairs (Eσ(1), Eσ(2))
and (Eσ(1), Eσ(3)) with respect to A2. For any Wσ(3) ∈ Eσ(3), there exists a unique pair
(Wσ(1),Wσ(2)) ∈ Eσ(1) × Eσ(2) such that Wσ(3) = Wσ(1) +Wσ(2). In the case Wσ(3) 6= 0, we
deduce from Proposition 2.7 that
A2
((
Wσ(3)
)
ψσu(α)
,
(
Wσ(3)
)
ψσu(α)
)
= A2
((
Wσ(3)
)
ψσu(α)
,
(
Wσ(1)
)
ψσu(α)
)
+ A2
((
Wσ(3)
)
ψσu(α)
,
(
Wσ(2)
)
ψσu(α)
)
is nonzero if and only if A1 is nondegenerate at pu12α . Moreover, for general Wσ(3), it follows
from Proposition 2.6 (1) that
A2
((
Wσ(3)
)
ψσu(α)
,
(
Wσ(1)
)
ψσu(α)
)
+ A2
((
Wσ(3)
)
ψσu (α)
,
(
Wσ(2)
)
ψσu(α)
)
= A2
((
Wσ(3)
)
ψσ1−u(α)
,
(
Wσ(1)
)
ψσ1−u(α)
)
+ A2
((
Wσ(3)
)
ψσ1−u(α)
,
(
Wσ(2)
)
ψσ1−u(α)
)
.
(3.3)
For β ∈ (0, 1) and the transposition (σ(i), σ(j)) ∈ S3, since we have
Gβ2 (ψ
σ
u(α)) = G
β,(σ(1),σ(2))
2 (ψ
σ
1−u(α)),
we observe from the invariance {An}n∈N that
A2
((
Wσ(3)
)
ψσu(α)
,
(
Wσ(1)
)
ψσu(α)
)
= A3
(
dGβ2
((
Wσ(3)
)
ψσu(α)
)
, dGβ2
((
Wσ(1)
)
ψσu(α)
))
= A3
(
dG
β,(σ(1),σ(2))
2
((
Wσ(3)
)
ψσ1−u(α)
)
, dG
β,(σ(1),σ(2))
2
((
Wσ(2)
)
ψσ1−u(α)
))
= A2
((
Wσ(3)
)
ψσ1−u(α)
,
(
Wσ(2)
)
ψσ1−u(α)
)
.
(3.4)
9For Wσ(3) ∈ Eσ(3) with Wσ(3) 6= 0, (3.3) and (3.4) provide that the ratio r(ψσu(α)) between
A2
((
Wσ(3)
)
ψσu(α)
,
(
Wσ(1)
)
ψσu(α)
)
and A2
((
Wσ(3)
)
ψσu (α)
,
(
Wσ(2)
)
ψσu(α)
)
satisfies
r (ψσu(α)) · r
(
ψσ1−u(α)
)
= 1
(
resp. r(ψσ1/2(α)) ≡ 1
)
if A1 at pu12α (resp. at b1) is nondegenerate, where we put ∞ · 0 := 1 by convention. We
assume that the ratio r(ψσu(α)) depends not σ ∈ S3 and α ∈ (0, 1), but only on the ratio
between u and 1− u.
(C1) There exists r : (0,∞)→ (0,∞) such that r(t)r(1/t) = 1 and
A2
((
Wσ(3)
)
ψσu(α)
,
(
Wσ(1)
)
ψσu (α)
)
= r
(
u
1− u
)
· A2
((
Wσ(3)
)
ψσu(α)
,
(
Wσ(2)
)
ψσu(α)
)
for α, u ∈ (0, 1), σ ∈ S3 and Wσ(3) ∈ Eσ(3) decomposed as Wσ(3) = Wσ(1) + Wσ(2),
where Wσ(1) ∈ Eσ(1) and Wσ(2) ∈ Eσ(2).
Note that Ad2 satisfies (C1) with r(t) = t
2.
We next discuss a parallel condition. If A1 is positive definite, then Z := Z
1
1/
√
A1(Z11 , Z
1
1)
is parallel along the curve {pu}u∈(0,1) with respect to A1. Due to the invariance of {An}n∈N,
dGα,σ1 (Z) is a parallel vector filed along the curve {Gα,σ1 (pu) = ψσu(α)}u∈(0,1) with respect
to A2. We observe from (3.2) that E
σ(k) consists of parallel vector fields. By the positive
definiteness of A1, (E
σ(i)
ψσu (α)
, A2) and (E
σ(j)
ψσu(α)
, A2) are isometric to each other. Based on this
observation, it is tempting to assume that Eσ(i) and Eσ(j) are parallel at each point in P2.
However, if ψσu(α) = b2, then E
σ(i)
ψσu(α)
and E
σ(j)
ψσu(α)
are not parallel since equality in the Cauchy–
Schwarz inequality of the form
A2
(
dH
σ(i)σ(j)
ψσu(α)
((
Z11
)
uijα
)
, dH
σ(k)σ(l)
ψσu(α)
((
Z11
)
uklα
))2
≤ A2
(
dH
σ(i)σ(j)
ψσu(α)
((
Z11
)
uijα
)
, dH
σ(i)σ(j)
ψσu(α)
((
Z11
)
uijα
))
× A2
(
dH
σ(k)σ(l)
ψσu(α)
((
Z11
)
uklα
)
, dH
σ(k)σ(l)
ψσu(α)
((
Z11
)
uklα
))
= A1
((
Z11
)
uijα
,
(
Z11
)
uijα
)
× A1
((
Z11
)
uklα
,
(
Z11
)
uklα
)
does not hold for two pairs of distinct points (i, j), (k, l) ∈ Ω3 with {i, j} 6= {k, l} by
Proposition 2.6 (2). To have a parallel condition, we assume that A1 is positive semidefinite
and degenerate at b1. Then the behavior of A1((Z
1
1)u, (Z
1
1)u) may change u = 1/2 . We regard
this change as the change of the sign of 2u− 1, where we put sgn(0) := 0 by convention.
(C2) In addition to being positive semidefinite, A1 is degenerate at b1. Given two pairs of
distinct points (i, j), (k, l) ∈ Ω3,
A2
(
dH
σ(i)σ(j)
ψσu(α)
((
Z11
)
uijα
)
, dH
σ(k)σ(l)
ψσu(α)
((
Z11
)
uklα
))
= sgn
(
2uijα − 1
)√
A1
(
(Z11)uijα , (Z
1
1)uijα
)
× sgn (2uklα − 1)√A1 ((Z11)uklα , (Z11 )uklα )
holds for α, u ∈ (0, 1) and σ ∈ S3, where uijα is defined by (3.1).
It is easy to check that As1 and A
s
2 satisfy (C2).
We are now ready to state the main theorem of this paper.
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Theorem 3.1. For n ∈ N, let An be a symmetric (0, 2)-tensor field on Pn. Assume that for
any n ∈ N and each scalar patched Markov embedding Gn : Pn → Pn+1, the pullback of An+1
by Gn is always An.
(1) If A2 satisfies (C1), then there exists λ ∈ R independent of n ∈ N such that An = λAdn.
(2) If A1 and A2 satisfy (C2), then there exists µ ≥ 0 independent of n ∈ N such that
An = µA
s
n.
Proof. In this proof, set Z := Z11 ∈ X(P1). Fix
W1 := Z
2
3 − Z22 ∈ E1, W2 := Z21 − Z23 ∈ E2, W3 := Z21 − Z22 ∈ E3.
Then we have W3 = W1 + W2 on P2. Taking p ∈ Pn and distinct i, j ∈ Ωn, we define
ui ∈ (0, 1) and qij ∈ P2 by
ui =
p(n+ 1)
p(n+ 1) + p(i)
,
(
qij(1), qij(2), qij(3)
)
=
(p(n + 1), p(i), p(j))
p(n+ 1) + p(i) + p(j)
,
respectively. It follows from Proposition 2.7 and Corollary 2.8 that
(Znn+1 − Zni )p =
2dHn+1ip (Zui)
p(n+ 1) + p(i)
=
dHn+1ijp
(
(W3)qij
)
p(n+ 1) + p(i) + p(j)
=
dHn+1ijp
(
2dH12qij(Zui)
)
p(n+ 1) + p(i)
,
(Znn+1 − Znj )p =
2dHn+1jp (Zuj)
p(n+ 1) + p(i)
=
dHn+1ijp
(
(W2)qij
)
p(n+ 1) + p(i) + p(j)
=
dHn+1ijp
(
2dH13qij(Zuj )
)
p(n+ 1) + p(j)
.
(3.5)
Note that applying (2.1) yields
An(Xp, Yp) =
∑
i,j∈Ωn
X ipY
j
p An
(
(Znn+1 − Zni )p, (Znn+1 − Znj )p
)
for any X, Y ∈ X(Pn).(3.6)
Assume (C1). For α, u ∈ (0, 1), set pαu := ψidu (α) ∈ P2. We observe from Proposition 2.7
that
4u2A1 (Zu, Zu) = 4
(
pαu(1)
pαu(1) + p
α
u(2)
)2
A1 (Zu, Zu)
=
4pαu(1)
2
(pαu(1) + p
α
u(2))
2
A2
(
dH12pαu (Zu) , dH
12
pαu
(Zu)
)
= pαu(1)
2A2
(
(W3)pαu , (W3)pαu
)
(3.7)
=
{
r
(
u
1− u
)
+ 1
}
pαu(1)
2A2
(
(W3)pαu , (W2)pαu
)
,
providing that pαu(1)
2A2
(
(W3)pαu , (W2)pαu
)
depends not on α ∈ (0, 1) but only on the ratio
between u and 1− u. Similarly, for
v(α, u) :=
pαu(1)
pαu(1) + p
α
u(3)
∈ (0, 1),
we have pαu = ψ
id
u (α) = ψ
(2,3)
v(α,u)(p
α
u(1) + p
α
u(3)) and
4v(α, u)2A1
(
Zv(α,u), Zv(α,u)
)
= pαu(1)
2A2
(
(W3)pαu , (W3)pαu
)
=
{
r
(
v(α, u)
1− v(α, u)
)
+ 1
}
pαu(1)
2A2
(
(W3)pαu , (W2)pαu
)
.
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Setting α(u) := 1/(1 + u), we have v(α(u), u) = 1/2 and
A1
(
Z1/2, Z1/2
)
= 2pα(u)u (1)
2A2
(
(W3)pα(u)u , (W2)pα(u)u
)
,
where we used r(1) = 1. Since pαu(1)
2A2
(
(W3)pαu , (W2)pαu
)
is independent of α ∈ (0, 1), if we
set
λ :=
1
2
A1(Z1/2, Z1/2),
then we obtain
λ = pαu(1)
2A2
(
(W3)pαu , (W2)pαu
)
for any α ∈ (0, 1).
Combining this with the property that {pαu}α,u∈(0,1) = P2 and (3.4) lead to
A2 ((W3)q, (W2)q) =
λ
(q(1))2
, A2 ((W3)q, (W1)q) =
λ
(q(2))2
for any q ∈ P2.
By (3.7), it turns out that
A1(Zu, Zu) =
(
pαu(1)
4u2
)2
A2
(
(W3)pαu , (W3)pαu
)
=
α2
4
A2
(
(W3)pαu , (W1)pαu + (W2)pαu
)
=
λ
4
(
1
u2
+
1
(1− u)2
)
.
Then we apply (3.6) together with (3.5) for X, Y ∈ X(Pn) to have
An(Xp, Yp) =
∑
i∈Ωn
X ipY
i
pAn
(
dHn+1ip (Zui)
p(n + 1) + p(i)
,
dHn+1ip (Zui)
p(n + 1) + p(i)
)
+
∑
i,j∈Ωn,
i 6=j
X ipY
j
p An
 dHn+1 ijp
(
(W3)qij
)
p(n+ 1) + p(i) + p(j)
,
dHn+1 ijp
(
(W2)qij
)
p(n + 1) + p(i) + p(j)

=
∑
i∈Ωn
4X ipY
i
p
(p(i) + p(n + 1))2
· λ
4
(
1
(ui)2
+
1
(1− ui)2
)
+
∑
i,j∈Ωn,
i 6=j
X ipY
j
p
(p(n + 1) + p(i) + p(j))2
· λ
qij(1)2
= λ
∑
i∈Ωn
X ip
p(n+ 1)
Y ip
p(n+ 1)
+ λ
∑
i∈Ωn
X ip
p(i)
Y ip
p(i)
+ λ
∑
i,j∈Ωn,
i 6=j
X ip
p(n+ 1)
Y jp
p(n+ 1)
= λ
∑
i∈Ωn+1
X ip
p(i)
Y ip
p(i)
,
which proves (1).
To prove (2), assume (C2) and set
M(u) := sgn(2u− 1)
√
A1(Zu, Zu) for any u ∈ (0, 1).
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By Proposition 2.6 (1), we see that M(u) = −M(1 − u). In particular, M(1/2) = 0. For
q ∈ P2, set
u :=
q(1)
q(1) + q(2)
, v :=
q(1)
q(1) + q(3)
, w :=
q(3)
q(3) + q(2)
.
Then we observe from Proposition 2.7 that
dH12q (Zu)
q(1) + q(2)
=
1
2
(W3)q =
1
2
(W1)q +
1
2
(W2)q =
dH32q (Zw)
q(3) + q(2)
+
dH13q (Zv)
q(1) + q(3)
,
which implies(
M(u)
q(1) + q(2)
)2
=
A1(Zu, Zu)
{q(1) + q(2)}2 = A2
(
dH12q (Zu)
q(1) + q(2)
,
dH12q (Zu)
q(1) + q(2)
)
= A2
(
dH32q (Zw)
q(3) + q(2)
,
dH32q (Zw)
q(3) + q(2)
)
+ A2
(
dH13ψσu(α)(Zv)
q(1) + q(3)
,
dH13q (Zv)
q(1) + q(3)
)
+ 2A2
(
dH32q (Zw)
q(3) + q(2)
,
dH13q (Zv)
q(1) + q(3)
)
.
We apply (C2) for σ = id ∈ S3 and α = q(1) + q(2) ∈ (0, 1), namely
q = ψidu (α), u
13
α =
q(1)
q(1) + q(3)
= v, u32α =
q(3)
q(3) + q(2)
= w,
to have
A2
(
dH32q (Zw)
q(3) + q(2)
,
dH13q (Zv)
q(1) + q(3)
)
=
M(w)
q(3) + q(2)
· M(v)
q(3) + q(1)
.
These yield(
M(u)
q(1) + q(2)
)2
=
(
M(w)
q(3) + q(2)
)2
+
(
M(v)
q(3) + q(1)
)2
+ 2
M(w)
q(3) + q(2)
· M(v)
q(3) + q(1)
=
(
M(w)
q(2) + q(3)
+
M(v)
q(1) + q(3)
)2
.
It follows from the relation
{(1− v)(1− w) + w} · q(j) =

vw j = 1,
(1− v)(1− w) j = 2,
(1− v)w j = 3,
together with the choice v, w ≤ 1/2 or v, w ≥ 1/2 that
M(u) = M
(
vw
vw + (1− v)(1− w)
)
=
vw + (1− v)(1− w)
1− v M(w) +
vw + (1− v)(1− w)
w
M(v).
Replacing v and w in the above equation, we find that(
1
w
− 1
1− w
)
M(v) =
(
1
v
− 1
1− v
)
M(w).
13
This with the relation M(u) = −M(1 − u) implies
M(u)2 =
M(1
3
)2
(
1
u
− 1
1−u
)2(
1
1
3
− 1
1− 1
3
)2 = 49M
(
1
3
)2(
1
u
− 1
1− u
)2
for any u ∈ (0, 1).
Thus we have
M(u) =
√
µ
2
·
(
1
1− u −
1
u
)
for u ∈ (0, 1), where µ := 16
9
M
(
1
3
)2
≥ 0.
We apply (3.6) and (3.5) together with (C2) for X, Y ∈ X(Pn) to have
An(Xp, Yp) =
∑
i,j∈Ωn
X ipY
j
p A2
(
2dH12qij(Zui)
p(n+ 1) + p(i)
,
2dH13qij(Zuj)
p(n+ 1) + p(j)
)
=
∑
i,j∈Ωn
X ipY
j
p
2M(ui)
p(n+ 1) + p(i)
2M(uj)
p(n + 1)p(j)
= µ
∑
i,j∈Ωn
X ipY
j
p
(
1
p(n + 1)
− 1
p(i)
)(
1
p(n + 1)
− 1
p(j)
)
= µ
∑
i,j∈Ωn+1
X ip
p(i)
Y jp
p(j)
,
where we used the fact
∑
i∈Ωn+1
X ip = 0 and
∑
i∈Ωn+1
Y ip = 0 in the last equality. This
completes the proof of (2). 
Remark 3.2. In Theorems 1.4, we impose the continuity of {An}n∈N in addition to the
invariance under Markov embeddings. In Theorem 3.1, we do not need the continuity of
{An}n∈N, and the proof is essentially different from that of Theorem 1.4. The behavior of A1
and A2 is essential to define a family {An}n∈N of invariant (0, 2)-tensor fields on Pn under
scalar patched Markov embeddings.
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