Abstract: A general and simple method has been developed for calculating the detonation pressure of different kinds of ideal and non-ideal explosives containing aluminum (Al) and ammonium nitrate (AN). The new model can be applied to CHNO and CHNOFCl explosives in pure form or as mixtures as well as non-ideal mixed explosives including Al and AN. It can also be used for different plastic bonded explosives (PBXs). There is no need for any prior knowledge about the measured or calculated properties of the explosive. The only data needed are the standard enthalpy of formation and the loading density of the desired explosive. The predicted detonation pressures were compared with other predictive methods and outputs of BKWS-EOS, in both full and partial equilibrium. Different statistical parameters as well as cross validation parameters showed that the new model is precise, accurate, well-defined, and robust for predicting the detonation pressures of CHNOFCl(Al/AN) energetic materials.
Introduction
The search for new energetic materials with high performance, low sensitivity, and appropriate physical properties is a continuing challenge for the military and demolition industries. When a new energetic material is synthesized or designed, its detonation performance and its sensitivity to external stimuli should be determined. Due to the difficulty, danger, and cost of experiments, it is important this has been achieved by the free energy minimization technique [13] in thermochemical equilibrium codes. The moles of gaseous products per gram of explosive (α), the average molecular weight of gaseous products (MW g 
where Δ f H è (products) i and Δ f H è (c) are the standard enthalpies of formation of the i th product and the condensed phase standard enthalpy of formation of the explosive, respectively.
In Ref. [9] predictions were reported of the VOD for different CHNOFClAlAN explosives on the basis of a new reaction scheme containing twelve detonation products, i.e. N 2 , C (graphite), CO, CO 2 , H 2 O, H 2 , O 2 , HF, HCl, Al 2 O 3 (s), Al(s), and NH 4 NO 3 (s). The study of the values of α, MW g , and Q d obtained from this reaction scheme showed that it can also be used for the reliable prediction of the detonation pressure. After a widespread search through the literature, experimental values of DP have been collected for 111 pure and mixed energetic materials with the general formula C a H b N c O d F e Cl f Al g (NH 4 NO 3 ) h . As each value of DP corresponds to a particular loading density (ρ 0 ), the dataset contains 288 data points. It should be noted that all the experimental data points and predicted values refer to an infinite charge diameter.
Quantitative structure property relationship (QSPR) methods are used for correlating physical or chemical properties with molecular structures [14, 15] . In Ref. [9] , it was shown that several decomposition paths based on oxygen balance can be used to evaluate ρ 0 , α, MW g , and Q d . It possible to use suitable combinations of these parameters and statistical tools to derive correlations for estimating the detonation pressure of different kinds of ideal and non-ideal explosives containing Al and AN. Multiple linear regression (MLR), which is a QSPR modeling method, is a multivariate statistical tool used to derive mathematical correlations between properties and descriptors [14, [16] [17] [18] . The MLR method was used to build the desired correlation between ρ 0 , α, MW g , and Q d (as inputs of the model) and DP (as the output of the model). The goodness of fit was determined using some common statistical parameters, i.e. coefficient of determination (R 2 ), mean absolute percentage error (MAPE), and root mean squared error (RMSE). R 2 reveals whether or not regression accounts for the variation of data points: if the model accounts for all of the variations, R 2 is 1.0, but if none of the variations are accounted for by the model, R 2 is zero [17, 19] . MAPE provides an intuitive way of judging the extent of errors [20] and can be considered as a measure of the model's accuracy. The RMSE indicates the precision of the model for different datasets [21] . Mathematical definitions and further descriptions of these parameters have been given elsewhere [21, 22] . Models which have high R 2 , low MAPE, and low RMSE are more reliable. Model robustness can be validated either by internal or external data. In external validation, the available dataset splits into two subsets: calibration and test sets. The model is built using the calibration set and then assessed using the test set [23] . If the dataset is quite small, as in the current work, the splitting of datasets may cause valuable information to be wasted. In these cases, internal validation methods have been proposed [24] . Cross validation is the most common technique of internal validation. In cross validation, one data point (or a subset containing several data points) is iteratively excluded from the dataset. Then the remaining data is used for developing the model and the predictive ability of the model is verified by the unknown compounds [25] . Cross validation methods can be divided into two branches: leave one-out (LOO CV) and k-fold cross validation (k-fold CV). In LOO CV, one single data point is removed as a tester while in k-fold CV the dataset is divided randomly into k groups and one group is left out as a tester in each run. In order to obtain a stable result for k-fold CV and to control the degrees of model flexibility, the procedure of splitting, calibrating, and testing of sub-models is repeated several hundred times. Finally a mean cross validated R 2 , which is commonly known as Q 2 , is derived [26, 27] . If the R 2 and Q 2 values for a new QSPR model are greater than 0.6 and 0.5, the model can be considered as a predictive tool [28] .
On the basis of the values of R 2 , Q 2 , MAPE, and RMSE, the predictive ability of our new model has been assessed compared to the other methods. One of the best available methods, i.e. Kamlet-Jacobs (K-J) [4] , has been used as a general technique for assessing the new model. Also the method of Zhang and Chang [10] and the outputs of BKWS-EOS (using full and partial consumption of Al and AN) have been used for explosives containing Al/AN.
Results and Discussion
On the basis of the oxygen content of explosives, a new reaction scheme containing six reactions has been proposed for the detonation of C a H b N c O d F e Cl f Al g (NH 4 NO 3 ) h explosives [9] . In order to find a new and reliable MLR model for DP, the above reaction scheme has been tried for all of the 111 pure/mixed ideal/non-ideal energetic materials that we considered. Examining the experimental values of DP and ρ 0 with different combinations of α, MW g , and Q d showed that a reliable correlation can be established for predicting the DP in the form of Equation 2:
where DP, α, MW g , Q d , and ρ 0 are in GPa, mol·g
, and g·cm −3
, respectively. Table 1 shows the predicted values of DP for 288 pure and mixed explosives compared to the experimental values and the results of the K-J method [4] . As seen in Table 1 both the MAPE and RMSE values for the Equation 2 are lower than for the K-J method [4] , which shows the general acceptability of the new model for predicting the DP of various ideal or non-ideal energetic materials with different loading densities. A linear relationship between the predicted and experimental DP values was found (see Figure 1 ) for all 111 energetic materials. As shown in Figure 1 Figure 2 shows the plot of APE values for the new model and the K-J method [4] . If, for example, an APE of 6 is used as the measure, it can be seen that the new model predicts 173 data points within this range. In other word, more than 60% of predictions of our new model are very accurate. In 142 cases (i.e. about 50%), the predictions of the K-J method [4] show APE values in this range. The goodness-of-fit is shown by R 2 but in order to assess the goodness-ofprediction, one need to calculate the Q 2 values through cross-validation procedure. Generally Q 2 values are smaller than R 2 but in a well-behaved model, Q 2 and R 2 values do not have a significant difference [29] . If the Q 2 values are also independent of partition size and close to R 2 , the robustness of the model can be inferred [30] Reliable prediction of DP for non-ideal explosives has great importance, so as a further assessment of Equation 2, comparisons were performed with the other predictive methods. In Table 3 , the predicted values of DP for non-ideal explosives containing Al are compared to the results of Zhang and Chang's method [10] and the outputs of BKWS-EOS, in both full and partial equilibriums [7] . As shown in Table 3 , the results of the new model are in good agreement with the experimental detonation pressures. Comparison of the MAPE and RMSE values for the different models prove this assertion. 
