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El establecimiento de dichas caracterizaciones de una mane- 
ra que permita la generaciân de dichas condiciones necesarias es 
lo que nosotros hemos concretado en nuestros principios.
En relacion, sin embargo, a la discusion de la generaciôn - 
de condiciones suficientes de optimalidad, el desarrollo ya es t£ 
talmente diferente y estâ conectado, como es traditional, mâs con 
ideas intuitivas sobre las que se podrîan asentar âstas, en un en 
foque que podrîamos denominar, tomândo un anglicisme del argot in- 
formâtico, "multiproposito", mâs que con el anâlisis, con mâs ap^ 
rato tâcnico, de un determinado problema tipo planteado en unos - 
termines maternât icos précisés. Una mues tra de este enfoque lo s je 
rîa, por ejemplo, toda la metodologîa elaborada a partir del Prin 
cipio de Optimalidad de R . Bellman, mediante el cual lo ânico que 
se hace es enunciar una observaciân de sentido comGn. Asî, aun—  
que algo mâs elaborados, los principios bâsicos que comentamos en 
relation a la generaciôn de condiciones suficientes, lo serân en 
termines générales, mâs que para alguna version particular de un 
problema concrete.
Entrando mâs en detalles, en el primer capitule se presents 
el primero de estes principios bâsicos, que denominamos Principio 
de la Proyeccion Maximal, el cuâl no es otro que una adaptaciôn - 
del conocido teorema del hiperplano soporte o de separaciôn de con 
juntes convexes.
En nues tra presentation, sin embargo, mos trames que se puede 
convertir en un importante instrumente operative para generar las 
condiciones necesarias de optimalidad en el caso convexo desde el 
punto de vis ta geometrico, que en el caso estâtico tendrîan como 
teorema mâs representative el (24), y en el caso dinâmico el (79) 
y que esta es la base de todos los demâs resultados intermedios -
- i i i  -
de interés en la generaciôn de condiciones necesarias con convex^ 
dad.
El segundo capitule constituye la parte mâs sus tancial de - 
este trabajo. En el se es tablece el que denominamos Principio de 
la Proyecciôn Maximal Tengencial, que viene dado por el Teorema - 
(91), a partir del cuâl se reconstruirian los dos resultados mâs 
importantes en este ârea, el Teorema de Kuhn-Tucker, y, sobre to- 
do, el Principio de Mâximo de Pontryaguin.
Este Principio (91), que aparece, dondo luego, en parte, im 
pllcito en muchos estudios del problema no se ha formulado nunca, 
que sepamos, en la misma manera en que lo hemos hecho nosotros —
aqui, y tampoco se ha investigado lo "prôximos" que pueden estar
a este Principio todos los resultados relevantes de la teorîa.
La bôsqueda de resultados del tipo del (91) no es, por su - 
pues to, reciente, pero cas i todos los es tudios se concretan mâs - 
en el establecimiento de estos resultados sobre el funcional que 
generarla el conj un to de accesibilidad mâs que sobre la imagen de
dicho funcional en el espacio de fase, como nosotros. Es to ha da
do lugar a la concreciôn de varias "reglas de existencia de multi^ 
plicadores en espaciosabstractos” , generalizaciôn de los usuales 
a espacios arbitrarios, mediante las cuales podrian obtenerse to­
dos los resultados de interâs (Vease la Nota 24). Sin embargo, - 
para el establecimiento de dichas reglas se requiere, en general, 
que el funcional en euestiôn verifique unas determinadas condicio^ 
nés de regularidad, las cuales aparecen mucho mâs "diluidas" en - 
nues tra aproximaciôn al imponer dichas condiciones a la imagen -- 
del funcional y no al propio funcional.
Todo el capitulo II se dedica, pues, tras el establecimien-
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to de(91)a mostrar que la caracterizacion que représenta es todo lo que 
se necesita para la obtenciôn de los principales resultados de la teo^  
rîa. En esa lînea el resultado que corresponderîa al caso estâti­
co en nuestro desarrollo serîa mâs bien el Teorema (95), mâs que - 
el propio Teorema de Kuhn-Tucker, aunque respecte a este Gltimo -- 
mostramos como se puede concretar con el Teorema de la Dualidad en 
Programaciôn Lîneal, el cuâl a su vez se seguirîa del Principio de 
la Proyecciôn Maximal.
La principal dificultad para la obtenciôn de (95) y del Prin 
cipio de Mâximo de Pontryaguin mediante la via de (91) estriba en 
la garant îa de def iniciôn de conos convexos de vectores tangentes 
en los puntos de la frontera de los apropiados conjuntos de acces^ 
bilidad en cada caso. Por lo que respecta a (95) esta dificultad 
se puede sortear sin excesivo problema pero por lo que respecta al 
Principio de Mâximo se requiere algo mâs de trabajo.
Es por es to por lo que la demos traciôn del Principio de Mâxi^ 
mo en nuestra versiôn pueda parecer algo larga y prolija. Sin em 
bargo es to solo es debido a que hemos procurado discutir todos los 
detalles de la demos traciôn para que âs ta quedara suficientemente 
aclarada en todos sus târminos, sobre todo en lo concerniente a la 
manera en como el Principio (91) podrîa hacerse operativo en ese - 
caso. La demostraciôn es pues, aunque larga, elemental en el sen­
tido de que no incluye ninguna formulaciôn ni resultado que no sea 
bâsico en la teorîa de la integraciôn de Lebesgue y de su aplica-- 
ciôn en el establecimiento de teoremas de existencia y unicidad de 
soluciones en un sistema de ecuaciones diferenciales, y en ese ni- 
vel no es excesivamente mâs larga que o tras demos traciones "elemen 
taies" en el sentido que hemos precisado antes, que se han élaborai 
do del Principio de Mâximo, incluîda la presentada por el propio - 
Pontryaguin (Vease la Nota 7).
Asî pues, la extension de la demostraciôn no deberîa ocul - 
tar la estrecha conexiôn entre el Principio de Mâximo y (91), del 
cuâl, y salvo los problèmes tecnicos mencionados antes, el prime­
ro podrîa considerarse una consecuencia directe.
Por ultimo, en el capîtulo III présentâmes dos principios, 
que denominamos el Principio de Optimizaciôn en desigualdades y - 
el Principio del Minimax, los cuales, en la lînea ya indicada an­
tes de establecer requisites générales de aplicaciôn a cualquier 
tipo de problema de optimizaciôn, permitirîan la obtenciôn de con 
diciones suficientes en problèmes de optimizaciôn.
Con la introducciôn de estos principios pretendemos dar una 
visiôn compléta de la caracterizaciôn de condiciones de optimali­
dad en problèmes de optimizaciôn al incluir los dos tipos en que 
podrîan subdividirse estas: necesarias y suficientes.
En la concreciôn de estas condiciones suficientes de optim^ 
lidad para problèmes tipo concretos no hemos descendido el grado - 
de de telle en que lo hemos hecho en los capîtulos I y II porque , 
aparté de que la menor especializaciôn de estos principios que el 
(8) ô (91) de los capîtulos anteriores exigirîa unos desarrollos 
adicionales en cada caso, ello hubiera dado a esta monografîa una 
longitud excesiva. Sin embargo, si presentamos algunos breves re^  
sultados concretos concernientes a algunos aspectos del es tablec^ 
miento de condiciones suficientes en el problema estandar de Pro- 
gramaciôn No Lîneal y en las relaciones de nuestro enfoque con la 
teorîa de la Dualidad.
Solo nos queda, pues, por aclarar, que, salvo en lo concer­
niente al enunciado en varios teoremas sobradamente conocidos en 
la teorîa de la optimizaciôn, taies como el de Kuhn-Tucker, el —

CAPITULO I
TEORIA DE LAS CONDICIONES NECESARIAS 
EN EL CASO CONVEXO. EL PRINCIPIO DE 
LA PROYECCION MAXIMAL
1•- PLANTEAMIENTO GENERAL DEL PROBLEMA
Para normalizar el planteamiento de los problèmes a înve^ 
tigar empezaremos conviniendo que los tipos de problemas que es tu
diaremos serân casos particulares del problema general de control
siguiente:
(1) PROBLEMA GENERAL:
Sean x(t) y u(t) para cada t 6 T 80s vectores
n y m-dimensionales de 1r” y R™, respectivamente, conectados, 
para cada t, por el sistema de ecuaciones:
(2) X (t) u(t'), t') d.t'+X(<^ )+£ ,
en donde y Son funcioqes vectoriafcj de y «a cuya.y
propiedades se concretaran mâs adelante j t^, t ^ 6 IR , y fa inkgraf 
se üiterpfvla en cg sealido de Letesguc •
Supondremos ademâs que u(t) G n, Vt 6 T, y que la
funciôn u : t -----► u(t), ha de pertenecer a una determinada
clase de funciones admisibles A.
Se trata entonces de minimizar el funcional ^  cbclo por;
(3) X^ (t,) =g^(u(t) , t^,tj) -|f^^(x(t), u(t), t) clt + ,
. ^
con Us VBsies y (js anviuMms de con to rto :
x(tj) 6 G^<= 1R", (i=0,l)
Si T se redujera a un punto de IR entonces t^ = tj = t 
y G^ = Gg = G, con lo que el problema se reducirîa a uno estâtico
Denotaremos de aquî en adelante:
— 2 •“
(4)
r X -| o *1 - Uj -
*1 *2 “2
l
; X = ; u -
- L
é n
2 ; L - 1.2,
Empezaremos nuestro estudio por el caso estâtico discu- 
tiendo la situacion caracterizada porque el conj unto :
(5) {x 6 / X
es un conj unto convexo y cerrado de IR 
definiciôn de C no interviene G).
; u e n}
n+1 (Observese que en la
En esta primera etapa demostraremos que las condiciones 
necesarias de optimalidad pueden obtenerse a partir del "Princ^ 
pio de la Proyecciôn Maximal" (que no es esencialmente mâs que 
el teorema de separaciôn de conjuntos convexos) el cual comenta- 
remos en el apartado siguiente, y que los resultados obtenidos 
en este caso, el estâtico convexo, pueden extenderse casi sin v^ 
riaciones al caso dinâmico continuo (en el tiempo) y convexo, sin 
mâs que exigir a f^  ^ las condiciones usuales de regular idad. Lue­
go compararemos los resultados obtenidos de esta manera en el caso 
dinâmico convexo con los que se obtendrîan utilizando el principio 
de Mâximo de Pontryagin.
En el siguiente capîtulo mos t raremos como otro principio seri 
cillo, que denominamos el "Principio de la Proyecciôn Tangencial 
Maximal" pueda utilizarse tambiên para generar condiciones necesa 
rias de optimalidad en el caso no convexo, tanto estâtico como dj^  
nâmico continuo, con lo que se obtendrâ una demostraciôn elemental 
del Principio de Mâximo en el caso diferenciable.
Con esto concluiremos el estudio de la obtenciôn de las 
condiciones necesarias de optimalidad en un problema de control 
por la via geomâtrica.
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2 -  EL CASO ESTATICO CONVEXO
De acuerdo con lo proyectado empezamos discutiendo la pa£ 
ticularîzaclon del Problema general (1) correspondiente al caso 
estâtico, esto es:
(6) PROBLEMA:
min x^(u) = f^(u) 
suj eto a:
X ■ f(u) ; u 6 fi; X 6 G
con la hipotesis adicional de que el conj unto C es convexo y 
cerrado.
Las condiciones necesarias para la existencia de un opt^ 
mo pueden obtenerse a partir de la consideracion de que dicho pu^ 
to ôptimo X , si existe, debe hallarse evidentemente en la fron­
tera inferior del conjunto C respecte a la coordenada x^, es
decir en el conjunto:
(7) 1 » {x ■ (x^,xJ,... ,x^)' 6 C / no existe
X* = (x*,X * ,... ,x*)' 6 C, con x* < x^}
El problema estriba pues, en caracterizar los puntos de 
1 uno (o varios) de los cuales serîa el ôptimo, si este existe.
La caracterizacion del conjunto 1 que utilizaremos es 
la que se signe del que denominatemos "Principio de la Proyecciôn 
Maximal" que se enuncia de la siguiente manera:
(8) TEOREMA (Principio de la Proyecciôn Maximal)
Sea C un conjunto convexo y cerrado de e I
su frontera inferior no vacîa respecto a la primera coordenada 
de sus puntos. Entonces:
(9) i » { x e c / 3 n  = .... ,n^), con < o,
tal que n(x-lc) < 0 ,  Vx 6 C)
- 4 -
en donde 1 T dénota la clausura del conjunto { }.
(Vease la Nota 0).
DEMOSTRACION;
(a) Supongamos que x = (x^,xj,...,x^)' 6 C, verifica la cond^ 
ciôn de existencia de un n con < 0 tal que n.(x-x) £ 0 , 
Vx e C. Entonces si x = (x^Xj x^)' 6 C se sigue que
x^ > x^. Ademâs como I es cerrado, como se puede comprobar 
facilmente, se deduce de lo anterior que I ^ 7 { }.
(b) Recîprocamente, supongamos que î 6 I. Sea y^^ un punto
de ]R^^^ no perteneciente a C. Calculemos el mînimo de las
distancias de y ^ ^ al conjunto C. Como C es cerrado exisi
tirâ por lo menos un punto de C perteneciente a su frontera, 
±(1 tal que :
X ^ ^ - y^^ll “ min || x - y ^ ^ > 0
X 6 C
en donde ||x|| = [E x^] 
Entonces, si denotamos:
2n 1/2
( y "  - ! " ) '
'  '  I IP " - ;< ‘ |I ’
el hiperplano de ecuaciôn,
. X . - cte - c(^
es tal que : n ^  ^ . x £ c ^ \  Vx 6 C, ya que, en otro caso, si
n ^  ^  . X* > c ^ \  para algun x* 6 C, como el segmente :
{Xx* + (1-X) x^^ / 0 £ X £ 1}
estâ contenido en C, por ser convexo, y tiene algun punto intje 
rior a la hiperesfera :
II: - y " l l '  - I I : "  - y " l l '  ,
- 5 -
A / 1
por ser n perpendicular al hiperplano tangente a la hipere^ 
fera en el punto ^, habria algGn punto de C a menor d is^  
tancia de y ^ ^ que x^ ^ , en contra de lo supues to.
Consideremos ahora una sucesion de puntos y ^^  no perte^
—  A ( 4 A ( 4
necientes a C y convergente a x. Sean x y n los co­
rrespond i en tes puntos minimizantes y vectores caracteristicos de 
los hiperplanos obtenidos de la forma indicada para j = 1. Como 
II n II * 1, Vj , se puede extraer una subsucesion convergente 
de la la cual volveremos a denotar por { q , de lî-
mite n .
Es fScil comprobar que los x^^ correspondiente a la su^ 
sucesion anterior convergen a x, por lo que se concluirîa que:
^ . X £ U . ^ , Vx G C
Es decir:
n .(x - x) ^ 0, Vx 6 C
Por otra parte ya que x G I, se sigue que se puede de terminer
el n * J , . . . de manera que £ 0. Esto séria
evidentemente necesario si existiera algun otro x G C tal que 
se diferencie de x solo en su primera coordenada. En caso con 
trario bastarîa tomar el limite en los n obtenidos para pun­
tos de C con la propiedad anterior de existencia de otros 
X G C con la primera coordenada dif erente. (Si no existiera nin 
gûn punto X G C con la propiedad anterior C se encontraria enun 
hiperplano de dimension n con vector caracterîstico H tal 
que su primera coordenada séria no nula, pues en otro caso
la frontera inferior serîa vacîa, y se podrîa elegir el n con 
< 0).
El pârrafo anterior se puede aclarar mâs por medio del 
razonamiento siguiente: sea x* un punto de I con la propie^
dad de que existen otros encima de il en la direction de x^.
Sea x^ uno de esos puntos situados encima de x*. Debido a la
convexidad de C el conjunto: {Xj x* + X^ x^ + X^ x / E X^ * 1;
X^ 2 0, i“l,2,3} estâ contenido en C. Si prolongamos ahora
- 6 -
los puntos del segmento: {X x* + (l-X)x / 0 £ X £ 1} en la
dlreccion x^ has ta I se sigue que existen puntos de I arbi^
trariamente prôximos a x con vectores caracterîsticos 
n ” (iig, . . . , tales que £ 0. Es mâs, se podrîa asegurar
que para dichos puntos deberîa de ser < 0 ya que, en otro
caso, el hipotético hiperplano vertical (es decir con “ 0)
soporte dividirîa en dos el segmento entre x* y x contra lo 
supuesto.
Finalmente si para un le 6 I dado se tuviera - 0,
el razonamiento de los pârrafos anteriores demuestra que existe 
una sucesion de puntos x de 1 convergente a x tal que 
los correspondientes vectores caracterîsticos se pueden elegir 
de manera que < 0, V j .
Se concluye entonces que I ^  } lo que demuestra el
teorema.
(10) Antes de mostrar algunos ejemplos en los que se aplica 
el resultado que acabamos de demostrar vamos a comentar algunos 
de sus aspectos mâs importantes. En primer lugar hay que senalar 
que la utilidad del Principio estriba en la descomposiciôn del 
proceso de optimizaciôn en dos etapas. En la primera se determi­
ner îa 1 para el conjuntode restricciones del problema salvo la 
de que x pertenezca al conjunto G y en la segunda etapa se de 
terminerîa de entre los puntos del conjunto:
1 /I {x = [ / X 6 G}, el ôptimo.
Asî, en el caso de que G = ip" el problema se reducirîa 
sencillamente a determiner el mînimo de x^ con las restriccio-
- 7 -
nés împuestas a u, o, lo que es equivalents, a determinar los 
puntos de I con vector caracterîstico del hiperplano soporte
igual a (-1,0 .,0), mientras que en el caso opuesto, cuando
G se reduce a un punto, el problema se limita a determinar el 
unico punto de I, si existe, cuya proyecciôn en 1r" es G. 
Este segundo caso es el tîpico de los problemas dinâmicos de con 
trol con estado final dado.
Entre los dos casos extremos anteriores hay toda una ga- 
ma de casos intermedios cuya resoluciôn, en lo que a la segunda 
etapa se refiere, serîa tanto mâs difîcil cuanto mayor fuera G. 
For lo tanto la acotaciôn del campo de busqueda del ôptimo en 
la primera etapa mediante la determinaciôn de I serîa mâs o me­
nos superflus en relaciôn al taraano de G.
Por lo que respecta a la determinaciôn de I en cada c^ 
so, puede observarse, de la misma presentaciôn del Teorema (8), 
que de lo que se trata es de determinar previamente el conjunto:
(11) L » {x 6 ®"^^ / n ” (Hq.TIj . • • . .Hj^ ) con < 0, tal
que q.(x - x) £ 0, Vx 6 C}
y luego terminer hallando I despuâs de determinar la clausura 
del conjunto L. (En muchos casos el propio conjunto L serâ 
cerrado por lo que el mismo coincidirîa con el conjunto I). E^ 
ta manera de procéder eliminarîa la obtenciôn de los puntos de 
la frontera de C con hiperplano soporte tal que = 0 los
cuales no necesariamente pertenecerîan a I. Ademâs, dado que 
< 0, se pueden normalizar los rec tores n a cons iderar con­
viniendo que H q  = - 1 ,  como es usual, lo que sirtplifica algo las 
consideraciones.
8 -
Convîene hacer no tar también,a efectos de aplicaciôn del 
Principio demostrado, la independencia supuesta entre el conjun­
to G y la variable de control u , pues en otro caso, este po­
drîa no ser aplicable. Esta claro que en el caso de que G de- 
pendiera de u , el conjunto de condiciones: x 6 G(u) deberîa
ser incorporado a las ecuaciones x - f(x,u), y quizâs nuevas 
restricciones en los valores de u que hicieran compatibles am- 
bas restricciones en las variables de estado, y el problema vol- 
ver îa a reformularse con G ”
Observese tambiên que la condiciôn n «(% - x) £ 0,
Vx 6 C puede enunciarse tambiên de la siguiente manera équiva­
lente :
/V ^ A A
n • X = max n . X
X 6 C
De ahî se sigue el nombre que se le ha dado al Principio.
Finalmente hay que indicar que, como se deduce de las ca
racterîsticas del problema, si se quisiera reducir el maximo de 
la exprès iôn a la determinaciôn del maximo de un funcional
que dependa sôlo de u, es decir si se quiere reducir el mâximo 
en C a un mâximo en u, habrîa que expresar x como funciôn 
de u, lo que supondrîa sus t ituir todas las funciones 
f^(x,u), i“0,1,....,n, en la expresiôn por f^(x(u),u) ,
(12) EJEMPLO
El problema de la Programaciôn Lineal.
Cons ideremos el siguiente problema de optimizaciôn
m
(13) min  ^ c . x .
j-1 J 3
- 9 -
suj eto a:
Z a . . * j 2  ^b . ; 1 "
j.l itJ 3 1
Xj 2 0 ; j - l , 2,....,m
en donde las cj y las a^j son constantes arbitrarias.
Si definimos una nuevas variables x! y uj de la si­
guiente manera:
m
*i "  ^ *ij “ ’’i ’  ^ 1 *2...... n
Uj * Xj ; j = 1,2,
y volvemos a poner, para normalizar la notacion, = x^, el
problema puede replantearse dentro del esquema del Problema (6), 
esto es:
m
(14) min x (u) - f (u) = J c . u .
j-1 3 3
suj eto a:
m
X. - f.(u) - I  a . u - b .; i = 1,2,...,n
 ^  ^ 4.1 13 3 1
u G 0 . {u G R / Uj > 0; j -  1,2,...,m}
X G G ■ {x 6 r ” / x^ 2 0; i - 1*2,...,n}
Poderaos ahora determinar la frontera inferior I del 
conjunto correspondiente C, en donde:
C = {x G / x^ = I  a . j Uj-b^; i-l,2,...,n;
Z Cj Uj ; u G n)
— 10 —
es evidentemente convexo y cerrado, ya que todas las funciones 
implicadas son lineales y los semiespacios u^ 2 9 son conve­
xos y cerrados. Para ello se puede aplicar el Principio de la 
Proyeccion Maximal lo que nos conducirîa a resolver, para cada 
vector n » (Og,  con Og < 0, el siguiente proble­
ma de mâximo:
max n . X
X 6 C
si, por normalizar, ponemos “ 1, el problema podrîa enun-
ciarse asî:
max
[■ j î  'J " J i  " l ' J i  ' u  “J ■ ‘ i ’]
para u^ £ 0; j •= 1,2,...,m
es decir:
• "  I  [f “i j  " '   ^ " i ‘ i
para u^ 2 0» 3 * 1,2,...,m
De acuerdo con este Gltimo planteamiento solo habrâ mâ-
ximos finitos para aquellos vectores n taies que :
(15) Z a .j - Cj < 0; j - 1,2,...,m
que serân, por lo tanto, los Gnicos admisibles,supuesto que el 
problema tenga soluciôn finita.
Ademâs, para todos aquellos n taies que :
Z ^ij ^i  ^  ^j * 3 — l,2,.#..,m
el Gnico control solucion es Uj = 0; j - 1,2,...,m, solo cuan 
do algunas de las desigualdades  ^ a^j £ cj se verificara
con el signo igual podrâ el correspondiente uj ser dif ente de
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Por otra parte puede comprobarse que el conjunto de los 
X obtenidos para los u maximizantes es cerrado y coincide, 
por tanto, con I.
Puesto que, en general, solo podran verificarse a lo mas 
n de las m desigualdades del sistema (15) con el signo igual, 
se concluirîa que, salvo casos particulares, la solucion del 
problema de Programacion Lineal (13) solo incluirîa, como mâximo, 
tantas xj distintas de cero como ecuaciones
lo cual podrîa ser significativo si n es mucho mâs pequeno que 
m. Este resultado es, desde luego, sobradamente conocido en la 
Teorîa de la Programaciôn Lineal.
El campo de bôsqueda de posibles puntos soluciôn x pue^  
de restringirse mâs si, como demostraremos en un teorema un poco 
mâs adelante,bastaraconsiderar las soluciones positivas del sis­
tema (15). De cualquier manera, y ya que el conjunto G es dem^ 
siado grande, para solucionar este problema serîa mucho mâs efec^ 
tivo el aplicar algun algoritmo de optimizaciôn directa como los 
de aplicaciôn usual.
Una de las mayores restricciones respecto a la aplicaciôn 
del Principio (8) estriba en que, aparentemente, es necesar io dje 
mostrar previamente la convexidad del conjunto C que correspon 
da. Esta comprobaciôn puede suponer dificultades y en la mayorîa 
de los casos, aôn sencillos, serâ imposible al ser C no convexo
Con el teorema que vamos a demostrar a continuaciôn se 
pondrâ en evidencia que el rango de aplicabilidad del Principio
- 12 -
(8) puede ser extendido considerablemente para cubrir incluso s^ 
tuaclones en las que C es no convexo.
El enunciado del teorema se refiere al caso estâtico mâs
significativo que es el de la Programaciôn Convexa.
(16) TEOREMA
Cons ideremos el siguiente problema de Programaciôn Mo 
neal, denominando problema de Programaciôn Convexa:
(17) min x^ “ f^(u)
sujeto a:
x^ - -f^(u); i - 1,2,...,n 
u 6 n C  R®
X 6 G « {x G R "  / Xj^  2 0: i - 1,2,...,n}
en donde las funciones f^; i-0,1,2 , . . . ,n y el conjunto SI
son convexos.
Denoteraos por [c] la envoltura convexa del conjunto:
(18) C = { x G  r "^^ / x^«f^(u), X -f (u) ; i-l,2,...,n;
u G fl)
y sea x " j^ x^ J punto minimizante del Problema (17).
Entonces x G  ^ * en donde  ^[[c] dénota la frontera inferior
respecto a su primera coordenada del conjunto [cj.
DEMOSTRACION
Sea X* = 6 [c] . Evidentemente [c] coincide con
el conjunto de combinaciones convexas finitas de elementos de C,
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ya que este conjunto es convexo y contiens y estâ contenido en
[c]. Existirân, por lo tanto, p puntos:
x^^, k = 1,2.... p
pertenecientes a C taies que
! X, - ;*
k-1 *
con ^ X, - 1; X. > 0; k - l , 2,...,p.
k-1
(kDenotemos por u los correspondientes puntos de SI
taies que x^^ - f^(u^^) , y x - -f^(u^*^).
Entonces, por las hipôtesis de convexidad de las funci£ 
nés i - 0,1,2,...,n , se obtiens :
k-1 ^ ° -  ° k-1 k
k-1 k-1
por la convexidad de fi se sigue que J] X u 6 fi.
k "
Ademâs, de que x^ - x ; i-l,2,...,n, se obtiens:
k-1 ^
Por lo tanto, el punto x »f (Z X. u^^); x. - -f.(Z ,
° ° k  ^ k
i-I,2,...,n, verifica las restricciones del Problema (17) de
lo que se deduce que :
lo que compléta la demostraciôn.
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Como consecuencia principal del Teorema (16) tendrîamos la de
que, de acuerdo con el Principio (8), si X resuelve el Probl£
ma (17)y suponiendo que C es cerrado(Vease la Nota 0) lo que implies que [C]
A  _
es convexo y cerrado, o bien existirâ un vector H - (-l,Uj,..
...,n^) tal que :
—  —  ^  A
(19) n • X * max rf . x
X 6 [C]
o bien existirâ una sucesion de puntos x^ *^  6 I convergente
a X y una sucesion de vectores - (-1, • • • »H^^), de m£
nera que:
(20) . X = max . x
X 6 [C]
Y observese que en el primer caso se podrîa sustituir (19) por:
(21) n . X = max f \ . x
X 6 C
ya que x 6 C.
Podemos concluir por lo tanto que, si x es un punto m£ 
nimizante del Problema (17) y el conjunto C dado por (18) es 
cerrado, entonces:
(22) X 6 {x* 6 /3 n* - (-1,n**•..,n*) tal que :
A * A* AA A
n . X » max n . x}
$ 6 [C]
(23) Vamos a complétât ahora el resultado que acabamos de o^ 
tener en relacion al Problema (17) con otro resultado clâsico c£ 
mo es el de que, para este problema en particular, se puede ase­
gurar que, si existe un punto minimizante x - , existirâ
tambiên un vector de muItiplieadores n - (n »n) que verifica
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la exprès ion (21) con la propiedad adicional de que n £ 0, y
n . X “ 0 (en donde n £ 0 ( 6  < 0) quiere indicar
£ 0 (ô < 0), 1 - 0,1.....n) .
Se puede deraostrar tambiên un recîproco del resultado an
A _ _
terior en el sentido de la existencia de dicho vector n = (n^.o)
con 0  ^ < 0, n £ 0» y verificandose (21) para algOn
— I *o I — — ^
X - —  con n . X - G garant iza la optimàlidad del pun to x,
Vamos a establecer de una manera mâs précisa todo lo que 
acabamos de asegurar
(24) TEGREMA 1:1 ■ [;;Sl(a) Sea T - | | - | _ | un punto minimizante solucion
del Problema (17).
Entonces, o bien existe un vector n = (Hj , H2 ♦ • • • f H^ )^
tal que n ^ G  y n .x - G, de manera que:
i
f^(u) +n • f(üT) £ f^(u) + n . f(u); Vu 6 fi
fQ(«r) +n f(ü) > f^lü) + n f(u); vn = (n^.-'-tn^) 2 G
o bien existe un vector y 6 R**, tal que Y 2 ^5 Y ^5
Y . f (ïj) - G, de manera que y • f(u) ^  0 Vu 6 fi.
(b) Recîprocamente, supongamos que existe un punto
- r^oi _ _
X = L_ J 6 C tal que x 2 0 y un vector n, con n 2 ^ taies
que se cumplen para ellos las dos desigualdades (25). Entonces
n . X = G y el punto ^  es un punto minimizante del Problema
(17).
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DEMOSTRACION
(a) Supongamos previamente que C es cerrado. Sea
un punto minimizante soluciôn del Problema (17)
Denot emos:
Nj - {i 6 IN / X. (Ü) - 0}
- {i 6 IN / Xj^ (ïï) > 0}
en donde R  représenta el conjunto de los ndmeros naturales.
Se puede probar entonces que el conjunto de desiguald^ 
des: 2 0* i 6 Ng, puede ser supr imido del problema de mi.
nimizacion ya que el punto x minimize x^ para valores arb£ 
trarios de las x^  ^ si los subindices de estas corresponden a 
Ng, y para valores positives si los subindices corresponden a
Ni.
En efecto, supongamos que existe x* ■ (x*,xj,...,x*)’
- (fp(u*), -fj(u*),..., -f^(u*)), con u* 6 n, tal que:
X* < x^, y X* 2 0 para todo i 6 N|^ . Consideremos el seg­
mente :
Xu + (l-X)u*, para 0 £ X £ 1 
el cual estera contenido en fi per ser convexe.
Entonces la funcion
x(X) “ -f(Xu + (l-X)u*)
es tal que:
x(X) > -X f(u) - (1-X) f(u*) » Xx + (l-X)x*
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Tomando limites en la expresidn anterior cuando X + 1 
(este es cuando X ->■ 1 por la izquierda) se obtiene:
lim x(X) 2 X 
X + 1
de donde se sigue que:
lim x.(X) > 0 para todo i G N_
U 1
Por lo tanto existirân X^, i 6 , taies que 0 < X^ < 1 ]
de manera que: x^(X) > 0, para todoXverificandoX^ £ X £ 1
y para todo i G Ng.
Sea X* “ max X.. Tendremos entonces: 0 < X* < 1
iG Ng
Por donsigulente el punto: 
x(X*)
\ ( X * ) ■f^(X*u + (l-X)u*)
x(X*) — f(X^u + (1 — X*)u*)
séria un punto factible, como se comprueba facilmente, tal que:
x^(X*) - f^(X*ü + (1-X*)u*) £ X*f^(ü) + (1-X*) f^(u*) =
- X*Xg + (1-X*)X* < x^
lo que contradirîala optimalidad de x.
Denotemos ahora por Xj y ïE’jj los dos subvec tor es c£ 
lumna de x formados por las componentes de x correspondientes 
a subindices perténecientes a y Ng respectivamente.l::lSegun acabamos de probar el punto | — | resuelve el
siguiente problema de minimizacion :
min X - f„(u)
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sujeto a:
- -f^(u); i 6 Nj
u 6 fi
1 e N,
con 0 y las f ^ , f (i G Nj), convexos.
Por el Teorema (16) existirâ, por lo tanto, o bien un
vector (-1, n,) o bien una sucesiôn de vectores (-1, ni^) y 
r_(ki
puntos (k
L - l  J
de manera que se verifies (21) 6 (20).
Pongamonos en el primer caso. Entonces podrîamos escribir:
(-1. Hj) . [ —° 1 = -f (u) - \  (u) 2
iGN,
2 ("1 * 0^) . 
sigue, por tanto, que:
-f„(u) - I n .  f.(u); Vu G fi 
iGN, ^
(26) f„(u) + I n. f.(u) < f^(u) + I f.(u); Vu G fi
° iGNj  ^  ^ ° iGNj ^
Completando el vector con ceros en los lugares
que corresponderîan a los subîndices del conjunto Ng, de acue£ 
do con la particion hecha en el conjunto de subîndices del vec­
tor X, se podrîa construir un vector n de manera que :
(27) f^(ü) + n . f(ü) < f^(u) + n . f(u); Vu G fi
Evidentemente, por la definiciôn de n, se tendra: 
n . f(u) - n . X » 0 , de modo que (27) podrîa haberse escrito 
tambiên asî:
(28) f_(u) < f (u) + n . f(u); Vu G ft
- 19 -
Solo faits comprobar entonces que las componentes de H 
correspondientes a subîndices de Nj o, lo que es équivalente, 
correspondientea a componentes de f(u) nulas, son mayores o 
iguales que cero.
Supondremos que los conjuntos, para i fijo, siguientes:
{uGft /fj(u) > 0; f j (u) < 0  Vj G N^}
son no VSCÎ08, para todo i G N^, pues en otro caso la corres­
pond iente restriccion f^(u) £ 0 podrîa eliminarse del Proble­
ma (17) y el vector r| de la expresl6n (28) podrîa elegirse con 
■ 0.
Definamos, para cada r G B, las funciones ff*^(u) p£ 
ra i G Nj y u 6 ft, de la siguiente manera:
fj(u) si fj(u) < 0
f^^(u) - I
'■r f^(u) si fj(u) > 0
Estas nuevas funciones f ( u )  son convexas ya que, de f^(u) £
£ f^'^(u). Vu G ft y de r.f^(u) £ f^"^(u) si f^ (^u) £ 0 se s£
gue :
(2
’ fj(Xu^ V(l-X)J?'»<Xf^ (u^  ^+ (l-X)fj(u ) £
fj"^(xjV(l-X)^ )
£ Xf('^(jS + (1-X) f^’"(u^ S
r f^(Xu^V(l-X)u^^ £ r.X.f^(u^S + r(l-X)f.(u^^ 
< + (l-X)f^’^(u^ ^
El punto X continuarâ siendo solucion del Problema (17) con 
las f en lugar de las f^ ya que el conjunto:
{x G IR** / X = -f^(u) , i»l,2,...,n; u G ft; x £ 0}
no cambia si se sustituyen las f^ por las f^^.
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Asî, supuesto, como asî hemos hecho, que se aplica(19), existira una sucesiôn de 
vectores ” (Y^^ , Y^ *^ ) 6 que podemos escoger de m£
nera que | Y ^ ^ 11 “ 1, Vr , siendo 2 0» Y^'^^O ,i6N^ , Vr y:
(29) Y ^  . fg(ü) < Yq'^  f^(u) + Y^ *^  . f^'(u) ; Vu G ft
se podrîa extraer de dicha sucesiôn Y^ *^  una subsucesiôn con­
vergente a un vector Y * (Y^ Y) con Y^ ^ 0 7 | Y || “ 1 ,
A(r
la cual volveremos a denotar por Y
Evidentemente, de la definiciôn de las funciones f (u), 
y teniendo en cuenta que :
lim Y^^ . f (u) - Y_ . f_(u) > -o
r
y que, por tanto:
lim Y^^ . f^^(u) > - « ; Vu G ft
se sigue de ello que: Y £ 0.
Ademâs, ya que Y^ * 0, Vi G , se verif icara que : 
Y . f (u) = 0.
Ahora, teniendo en cuenta la positividad de Y y el 
que ff*^(u) 2 f^(u) Vi G Nj, se deduce de (29) que :
(30) . fq(û) 1 Ÿg . f^(u) + Ÿ . f(u); Vu G ft
Ya que Y • f(u) » 0, podemos volver a escribir (30) asî:
(31) Ÿg . fq(ü) + Ÿ . f (ü) < Ÿjj . fq(u) + Ÿ . f (u) ; Vu G ft
Si Yg > 0 podemos tomar como vector definitivo 
n G r " el definido de la siguiente manera:
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_  Y-
n . - —  ; 1-1 , 2 ,
mientras que ai Y^ - 0, multiplicando la expresion (31) resu^ 
tante por un numéro positlvo adecuado y sumando el resultado con 
la expresion (27) se deducirîa que, en cualquier caso, se puede 
asegurar la existencia de un vector n 2 ® tal que:
(32) (u) + n . f (u) < f ^ (u) + n . f (u) ; Vu 6 ft
con la propiedad de que n . f(ïï) - 0.
Por otra parte, en el caso de que (27) no se verif icara 
para Y, existirîa una sucesiôn de punto x p e r t e n e c i e n t e s  
a ^[c] y una sucesiôn de vectores n tal que (27) se ver^ 
ficarîa con x y n en lugar de x y de n .
Por un razonamiento anêlogo al efectuado en el primer
caso se seguirîa que la tal sucesiôn existirîa cualquiera que
fuese el nômero r 6 B en la modificaciôn del problema (17) al
(r
• £  p v * .  J.C O  i  J
en el primer caso.
De ello se deduce, por idênticos motivos a los expues- 
(ktos antes, que los n podrîan seleccionarse de manera que
n 2 0» por lo que se concluirîa que existirîa una sucesiôn de 
(kl
z' ( k puntos X (kcorrespondientes a u  6 ft, pertenecien
x^
tes a la envoltura convexa del conjunto (18), y mas concretamen-
( kte a su frontera inferior, y una sucesiôn de vectores H 2 
( k —con ri . X “ 0, taies que :
(33) fg(u(^) + . f (u(^) < f^(u) + n(k  ^f(u). Vu 6 ft,
Vk 6 B
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, - î.
(kSi normalizamos los vectores (1, H ) de manera que su 
modulo valga la unidad se podrâ extraer una subsucesiôn conver­
gente al vector (Y^ ,Y) con 2 0» Y 2 (Y^ , Y) ^ (0,0).
Tomando limite para dicha subsucesiôn en (33) quedarîa, 
por lo tanto:
(34) Yg • fg(u) + Y • f(u) £ Y q • f(u) + Y • i(u); Vu 6 fi
con Y • f(u) - 0
Si Y^ > 0 se puede construir un vector (l,n) tal 
que se verifique (32) mientras que si Y^ “ 0 résulteria que :
Y . f(u) 2 0 : Vu e n
con Y 2 0» Y • f(u) - 0 y Y ^ 0
Para terminer la demostraciôn de la parte (a) del Teore 
ma basta comprobar que, supuesto que se verifies (32), tambiên 
se cumple que :
f^(ü) + n . f(ü) 2 ((,(0) + n . f (ü) ; v n > o
Ahora bien, lo anterior es évidente ya que de f(u) £ 0 
y n 2 0 se sigue que:
n .f(u) £ 0 - n . f (u)
Finalmente, supongamos ahora que C no es cerrado y 
planteemosnos de nuevo el Problema (17) en C (clausura de C). 
Si X sigue siendo soluciôn del problema en este conjunto val- 
drîa lo afirmado anteriormente. En otro caso existirîa un
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con x" 2 0 tal que x* < x^. Supongamos que en e£ 
te segundo caso no existiera un y £ 0, y 0 tal que
Y . f(u) 2 0, Vu 6 n . Es fâcil demostrar que la negacion de lo 
anterior es equivalents a la afirmaciôn de que existe un u^ 6 0 
tal que f(u^) < 0. Haciendo una combinaciôn convexa adecuada 
con u^ y algun u* tal que f(u*) fuera proximo a x* se 
podrîa obtener entonces un x^ G C tal que x^ 2 0 7 x^ < x^
lo que contradirîa la optimalidad de x en C.
(b) Probaremos ahora el recîproco. Supongamos que existe 
X G C con le 2  0 tal que se cumplen las desigualdades (25) pa 
ra un vector n > 0.
De la segunda desigualdad se obtiene:
n . f  ( ü )  < n . f (u) £ 0; Vn 2 0
ya que n 2 ® 7 f(u) £ 0.
Tomando en particular n - 0 se sigue que; n . f(u) = 0.
Teniendo en cuenta lo anterior de la primera desigualdad 
de (25) se deducirîa que :
f^(u) £ fg(u) + n . f(u) £ fg(u)
para todo u G 0 tal que f(u) £ 0, lo que compléta la demos-
trac ion.
(35) El Teorema que acabamos de demostrar juega un papel 
principal en la teorîa de la Programaciôn No Lineal sin diferen 
ciabilidad (Véase la Nota 1) .
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Si se le hubiera exigido a las funciones f^ de (17) 
la condiciôn adicional de que no existiera ningGn vector y " 0, 
y f 0, tal que Y . f(u) 2 Vu 6 fi se deducirîa como corol£
rio del Teorema que si x resuelve el problema (17) podrîa ga 
rantizarse la existencia de un D 2 tal que se verifies (32).
La parte (a) del Teorema (24) podrîa haberse establecido 
tambiên de la siguiente manera:
(36) COROLARIO
Si X es una soluciôn del problems 17 y C es cerrado, 
entonces:
(37) X 6 {x* G / Gn* - (-l,ri*,... ,n*) ■ (-l,n*), tal que :
. X* “ max n* . X , siendo C el conjunto (18) 
xG[C]
y n* . 2  ° • n * . x - o }
DEMOSTRACION
Se sigue inmediatamente de la demostraciôn de la parte 
(al del Teorema (24).
(38) EJEMPLO
El problema de la Programaciôn Cuadrêtica. 
Consideremos el siguiente problema:
(3,)  ^ «j "k * Cj 'j
- 25 -
sujeto a
I a^j Xj 2  ^ * i“l,2,....,n
Xj 2 0 ; j-l, 2..... .
en donde la matrix ( d , es definida positiva.] K J , K* 1 ÿ • • • 9 m
Haciendo cambios de variable analogos a los del probl£ 
ma de Programaciôn Lineal podemos volver a replantear el problje 
ma asî:
(40) ,i.  ^ djk "j “k + c .  «J
sujeto a:
X. - I a^j Uj - bj, ; i-1,2, n
u 6 0 - (u G r ” / u j 2 0; j = l,2,...,m}
X G G “ (x G r ” / x ^ 2 0 J  i=l,2,...,n}
Como el conjunto C de este problema es cerrado y convexo pod£ 
mos sustituir en la expresiôn (37) [C] por C y entonces el ma 
ximo :
fi* . X* ■ max n* . X 
ÎG[C]
con f 0, puede sustituirse por el mînimo:
(41) n* . f (u*) “ min Cf (u) + n*f(u)]
uG n
con n* 2
Puesto que la funciôn a minimizar es convexa y derivable 
la soluciôn u* al problema (41) vendrîa dada por la soluciôn 
al sistema de ecuaciones:
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"k ■ 'l ■ Ji *iJ "i ■  "
siempre que dicha soluciôn fuera positiva.
Si dénotâmes:
(43) - ni <"jk>j,k.l........- “
 n - ‘
j-1,...,m
'"j'j-l.....  ■ “ ^  n ■ I-
el sistema (40) se podrîa escribir asî:
-D u* - c + A' n * '  - 0
en donde A' indica la transpuesta de A.
Se tendra entonces:
(44) u* = D~^ [c - A ' n * ' ]
La soluciôn (43) serîa vêlida siempre que :
(45) d "^ [c - A ’ n*' ] > 0
pues en otro caso alguno de los u* deberîa ser^ nulo y habrîa que 
repetir el proceso para los restantes.
Ahora bien, aunque el conjunto de soluciones del tipo (43) 
con la condiciôn (44) es cerrado cuando T) varia en el conjunto 
{nGR^ / no se seguirîa necesariamente de ello que el conj un
to encerrado entre llaves en la expresiôn (37) fuera cerrado.
Por lo tanto, en principio no habrîa garantias de que por 
el procedimiento descrito se pudieran determiner todos los posi—  
bles puntos x soluciones del problema.
S in embargo en este cas o particular de la Programaciôn Cua 
drâtica, asî como tambiên en el de la Programaciôn Lîneal se puede
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establecer un resultado mediante el cual se garantizarîa que si 
X fuera un punto soluciôn del correspondiente problema siempre - 
podrîa determinarse el vector n a que se refiere el Teorema (24), 
como vamos a ver a continuaciôn.
(46) TEOREMA
Consideremos el caso particular del Problema (17) en el - 
que las f^, i-1, 2 ,,..,n , con lîneales, y f^ es lineal o cuadrâti- 
ca, y fi = {uGK.” / u ^ 2 0 « j = l,2,...,m}. Entonces si x es una solju 
ciôn del problema existe un vector n 2 ^ tal que se verifican las 
desigualdades (25).
DEMOSTRACION
Supongamos pues que x sea una soluciôn del problema de los 
Teoremas (8) y (24) se seguirîa entonces que o bien se verifies el
/ r
resultado enunciado por el teorema o bien existe una sucesiôn x
de puntos del conjunto de accesibilidad d ado por x^=f ;x^ = f* >
= 1 
(r'
i- « 2  n con x ^ ^  ^ x y una sucesiôn de vectores £ 0, con
^ 0, de manera que:
2
para todo x perteneciente a dicho conjunto de accesibilidad, con 
X = 0 o equivalentemente, si suponemos = -1 por simplify
car serfa:
fo(u^'') + f (u^ *^ ) £ f^(u) + f(u)
para todo u 2 ° « con u ^ ^  -*■ u, en donde x = f(u), y 2 0 » para
todo r G R .
Supongamos ahora que, para cada r, se pudiera elegir para 
cada i=l,2,...,n un u^^ 2 0 manera que: f^(u^^) < 0, con f(u^^)£0.
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Tendrîamos entonces que:
f(-i- E < —  E f(u^^) < 0
i=l " i=l
1 ^ ( i
con —  E u  2 °» para cada r, lo que, de acüerdo con la desiguaJL
(rdad anterior implicarîa que la sucesiôn n séria acotada ya que:
- f(4- ^ < f (—  î u(^) - f (u^’') -
" i=i ° " i-i °
f(u<")
para todo r, con u^ ^ u .
Se podrîa entonces extraer una subsucesiôn convergente de 
la n ^ ^ a un determinado vector fj 2 ^ , tal que se verif icarla la - 
primera de las desigualdades (25), y fjx - 0, mientras que la segun 
da se seguirîa inmediatamente de que T] 2 ® 7 f (u) £ 0.
En el caso de que para algûn i*, entre 1 y n , no se pudi£
ra encontrar el u^^ correspondiente con la propiedad anterior enton 
ces tendrîamos que:
uG fi ; f ( u) £ 0 implies f^^^(u) - 0
y en las restricciones del problema se podrîa sustituir f^^(u) £ 0 
por f^^(u) = 0.
Ahora bien, en nuestro caso al ser las f^ llneales tendrÎ£ 
mos que los anterior implicarîa que :
j L  "i ■ °
y puesto que 0 para algun j pues en otro caso la restric--
ciôn podrîa haberse eliminado totalmente del planteamiento del pr£ 
blema desde el principio, tendrîamos entonces que:
“j* " j/j* "j
La anterior igualdad permitirla replantear el problema en
têrminos de las variables Uj, j fj *, si se modifican las restricci£
nés f^(u) < 0, i#i* i-l,2,...,n, poniendo g^(u) = f^(u) + A^f^^(u),
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en donde X £ 0 y las g^(u) no dependerîan de se anadiera
la restricciôn:
E u- £ 0, y se replanteara la fun—
1 J 1 J J
ciôn objetivo f^ después de sustituir u^^ en funciôn de las
restantes u^ en termines de una nueva funciôn g^(u) dependiendo 
solo de Uj , la cual volverla a ser cuadratica o lîneal se--
gûn el caso.
El razonamiento podrîa repetirse entonces de la misma ma­
nera hasta que, o bien se hubieran agotado todas las variables u^ 
menos una, o bien en alguna etapa intermedia se hubiera podido die 
mostrar la existencia del n buscando, el cual, aunque en un priii 
cipio obtendrîa para las funciones g^(u), que no inclurian a de-- 
terminados Uj, teniendo en cuenta que las g^, i=l,2,...,n se ha—  
brîan obtenido como combinaciones llneales con coeficientes posi- 
tivos de determinadas f^(u) , i=1,2,... ,n, del planteamiento orig£ 
nal, y que g^(u) puede reformularse equivalentemente como la f^(u) 
en termines de todas la u^, se seguirîa entonces que el n obteni­
do para las g^ serîa ampliable a otro q definido para las f^ in£ 
ciales y cumpliendo las desigualdades (25).
Solo quedarîa pues, para completar la demostraciôn, el 
probar que si se consumieran todas las etapas y el problema acaba 
ra planteandose en termines de una sola u^, de manera que no pudi£ 
ran encont rarse los u ^ ^ a que hemos hecho referenda an tes serîa 
posible, de todas formas, définir el n en cuestiôn.
En efecto, en el caso de que el problema quedara plantea- 
do en termines de una sola variable es inmediato que el conjunto 
de restricciones podrîa reducirse solo a dos dadas por: u^ £ b y: 
uj 2 a, para un determinado par de constantes a y b.
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Entonces, restringidos a solo las dos restricciones ante- 
riores la inexistencia de puntos interiores implicarîa necesaria­
mente a=b=Uj con a £ 0, que serîa la soluciôn del problema.
Si es tuvieramos en el caso lîneal y fuera cj u^ la funciôn 
objetivo en termines de Uj con cj 2 tendrîamos entonces:
*  *  *  Xc . a < c . u . + c . ( - u . + a )
1 -  J J 1 ]
y podrîamos tomar n ^ = cj para la restricciôn en cuestiôn, que S£ 
pondremos que es la primera, completando con ceros para las restan 
tes restricciones mientras que en cas o contrario se podrîa tomar
ü.-
En el cas o cuadrâtico, y si la funciôn objetivo fuera:
dj Uj + Cj Uj y suponemos que cj 2 ® » podrîamos poner:
d. a^ + c.a < d . u? + c. u. + (c. + 2d.a) (-u. +a)
3 3 —  3 3 3 3  3  3 3
* _ * * _ *
y a que necesariamente, d j 2 0 » 7 tomar - Cj + 2d j a, 7 = -c j ;
Hg = 2dj a, en el cas o en que cj <0, en donde cons ideramos as oci£ 
do el subîndice 1 a la restricciôn uj - a £ 0, y el 2 a la -Uj+a £ 0, 
lo que compléta la demostraciôn.
Otro resultado correspondiente a una propiedad del Pro­
blema (17) sera de utilidad môs adelante. Este es el siguiente:
(47) TEOREMA
Consideremos el Problema (17). Entonces, si el conj unto 1
(48) {R* 6 / n* - (-1,0*.... n*) - (-1,0*) tal que
0* 2 0 y: 0*.*^ “ max 0*. x, siendo C el conjunto (18)}
X 6 C
es no vacîo el Problema (17) no puede tener soluciôn infinita. 
DEMOSTRACION
:(rSupongamos que hubiera solucion infinita y sea x
ce
( r
una su siôn de puntos de C tal que xf^ 2 0* i=1,2,...,n ,
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Si existe un x* perteneciente al conjunto (48) enton 
ces deberîa ser;
(49) n* . X* > . X
para algun n* y para todo x 6 C.
Ahora, para los x t e n d r î a m o s :
n* X* > - X + n* X^ *^  > - x ^ ^— o — o
lo cual es imposible ya que -x -*• <*>.
Estamos ya en condiciones de probar el Teorema de la Dua 
lidad en Programaciôn Lineal que tiene importancia tanto desde el 
punto de vista teôrico como algorîtmico, y #1 cual, a pesar de ser 
SObradamente conoeldo, présenta Interês- tambiên desde el punto de 
vis t a de nues t ra expos icion, al ser deducido dent ro de la teorîa 
que venimos desarrollando.
(50) TEOREMA (de la Dualidad en Programaciôn Lineal)
Consideremos los dos problemas de Programaciôn Lineal si­
guientes:
m
(51) min f^(u) I c . u,
j = l  ^ ^
sujeto a:
- I a u j - b^ £ 0; i»l,2,...,n
u G n - (u G r " / "j 2 j-1,2,...,m)
X G G - {x G r" / x^ 2 Oî i-l,2,...,n}
y
(52) min g^(n) - I **i ^i
i“ 1
sujeto a:
- y i  "  -  l  «ii n. - c. £ 0; j = l,2..... 1
J J
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ne fi* - (n 6 » ” / > O;
y 6 G* •= {y 6 R™ / yj 2 0; j = l,2,...,m}
Entonces:
(a) Si uno de los dos problemas tiene soluciôn finita tambiên 
la tiene el otro y ambas funciones objetivo coinciden, 
salvo el signo, en el ôptimo.
(b) Si uno de los dos problemas tiene soluciôn infinita el 
otro no tiene soluciôn.
DEMOSTRACION
C;
(a) Supongamos que el problema (51) tiene la soluciôn
(ü) .
Para cada u 2 0 y cada 0 2 ®  que verifiquen■f (u)
las restricciones de ambos problemas se verifies: 
m n
f_(u) jl 'J “J - jl ‘‘il 'u "i>"3 i \l \
= -gg(n)
La anterior desigualdad demuestra que :
(53)
y : g_(n) 2 -f_(u)
para cualquier parej a (u,n) que verifique las restricciones. 
En particular y
(51) se obtiene:
 en nuestra hipôtesis de que x es soluciôn de
g^ ,(n) 2
de lo que se deduce que g^ esté acotada.
Por otra parte del Teorema (46) se sigue que existe un 
0 2 ®  tal que:
i jî 'i “3 + j, 'ij "j - »i> Vu e fi
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Obviamente el 0 anterior debe cumplir el conjunto de desigua£ 
dades del problema (52) pues si no el mînimo en fi de la expr£ 
siôn del segundo miembro seré -<*> contra lo supuesto. Dando por 
verificado esto y determinando el mînimo se obtiene:
n _ _
1  -  l  • ’’i ■ 
i-1
Combinando este resultado con las desigualdades (53) se obtiene 
que f^(n) - -gg(n) y que n es solucion optima de (52).
La demostraciôn fli se supone inicialmente que es el problema
(52) el que tiene soluciôn es similar.
(b) De las dos desigualdades (53) se sigue inmediatamen 
te que si uno de los dos problemas tiene soluciôn el otro no puje 
de tener soluciôn infinita.
Vamos a finalizar el estudio del caso estatico convexo g e  
neralizando la aplicaciôn del Principio de la Proyecciôn Maximal 
a conjuntos C convexos cualesquiera, sean o no cerrados. El s£ 
guiente teorema se ocupa de ello.
(54) TEOREMA (Principio de Maximo en el caso estâtico convexo)
6
Si X es soluciôn del Problema (6) en el caso de que el 
conjunto C dado por (5) sea convexo, entonces x pertenece 
al conjunto:
(55) {x 6 C / g n-(nQ,n^," ',n^) con < ®, tal que
q . (x - x) £ 0, Vx 6 c)
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DEMOSTRACION
â
Basta comprobar que x pertenece a la frontera del con­
junto C porque luego se aplicaria el Teorema (8) lo que condti 
cîrîa a (55). Fero el comprobar que x pertenece a la frontera 
de C es inmediato porque en caso contrario serîa un punto in­
terior de C y por lo tanto de C ya que ambos son convexos y 
un conjunto convexo y su clausura tienen los mismos puntos int£ 
riores. Por lo tanto x no podrîa ser punto soluciôn de (6) en 
contra de lo supuesto.
Algunas aplicaciones de este Teorema en el caso dinémico 
convexo se veran en el apartado siguiente.
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3. EL CASO DIHAMICO CONTINÜO CONVEXO
El tipo de problema que vamoa a estudiar en este apartado 
es el planteado de la siguiente manera:
(56) min x^(t,) - I f^(x,u,t)dt
*”0
sujeto a:
x(t) = j f(x,u,s)ds + x(tp); Vt G Ct^,tj 1
con x(t) 6 R ° ; u(t) 6 fl e r ", Vt 6 Ct^.tjl, y u G A, 
siendo A una clase dada de funciones.
Ademâs supondremos las siguientes condiciones de contorno: 
i> « <=ix(t,) 6 0 , =  i-0,1
En el anterior planteamiento t^ y t^ son, en general, 
dos parâmetros a determinar segân convenga a la minimizaciôn de 
x^, pero tambiên puede incluirse el caso en que uno de los dos 
o ambos sean dados.
Las condiciones iniciales que suolen soliçitar a las funci£ 
nés f^, i-0,1,...,n son las de que sean continuas y tengan 
primeras derivadas continuas con respecto a las x^, i-0,1,...,n, 
en el espacio R*'^^ x îî x [ t^, t ^ ], en donde 0 es la clausura 
de n en R™.
Prescindiremos, sin embargo, por el momento de imponer 
condiciones a las funciones f^ 6 a A explîcitamente y unica- 
mente haremos la suposiciôn tâcita de que todas las operaciones 
que efectuemos con dichas funciones f. y u son admisibles.
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Asî, por lo que se refiere a las integraciones podemos suponer 
que se entienden en el sentido de Lebesgue mientras que por lo 
que se refiere a la ecuacion integral vectorial de (56) eupon- 
dremos que f y A cumplen Condiciones que garantizén la exis­
tencia y unicidad de la solucion x(t) en [t^, t^] para x(t^)
dado. La restricciôn de finitud de t^ y t p o d r î a  suprimirse
en el caso de que alguno de ellos o ambos se fijaran como -°° ô 
-H» en cuyo caso se supondrîa que las funciones impiicadas en el 
problema cumplen condiciones que garantizan el sentido y univoc£ 
dad de las operaciones efectuadas. En el caso en que haga falta 
poner en evidencia las hipôtesis que se estân manejando para pr£
cisar el alcance de los teoremas o afirmaciones que se hagan ôs-
tas se enunciarân explîcitamente.
Un repaso al apartado anterior muestra que se puede apli- 
car el Principio (8) a los casos en que el conjunto C de las 
variables x^, al cual esti res tringido el problema, es convexo, 
sea o no cerrado.
Supuesta garantizada la convexidad la mayor dificultad, 
desde el punto de vista operative, para obtener resultados a pa% 
tir de la aplicaciôn del Principio dependerîa de la posibilidad 
de lograr expresar de manera explicita las variables x^ en fun 
ciôn de las uj.
En cualquier caso el enfoque mas conveniente para hacer 
mas provechosa la aplicaciôn del Principio en este caso dinâmi- 
co es el de considérer a las como variables de estado y a
las Uj, t^ y tj, como variables de control. La diferencia prin
- 37 -
cipal con los problemas estudiados en la seccion anterior es la 
de que las uj son ahora un conjunto de "funciones de control" 
y no simplemente de variables numericas. Sin embargo podemos en 
cajar este nuevo problema dentro de los ya estudiados si nos li_ 
mitamos a investigar las propiedades que deberîa cumplir el pun 
to terminal de la trayectoria optima para diferenciarlo de los 
demâs puntos terminales de trayectorias no optimas. Con esta 
perspectiva considérâtemos el conjunto C siguiente:
0
(57) C -  {xS /X - I f(x(t),u(t),t)dt +I.:c ( V udonde x(t) - | f(x(s),u(s),s)ds; u(t) 6 fi, o
Vt G Ct^,tj], u e A, t^.tj G R, tj > t^,
%<t„) e c„)
mientras que el conjunto G, de los problemas de la seccion an 
terior, pasarîa ahora a ser el G^  ^ del Problema (56). En el majr 
CO de este problema a la proyecciSn del conjunto C en el esp£ 
cio de sus n Gltimas coordenadas se la denomina el "conjunto 
de accesibilidad".
Con este enfoque, pues, y repasando el enunciado y demo£ 
tracion del Teorema (54) se puede enunciar el siguiente Teorema 
relative al Problema (56):
(58) TEOREMA (Principio de Maximo para puntos terminales en el 
caso dinamico convexo)
Consideremos el conjunto C definido por (57) y suponga­
mos que es convexo. Sea x un punto solucion del Problema (56). 
Entonces x pertenece al conjunto (55) con C sustituido por
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el dado por (57) 6, equivalentemente, existe un vector n f 0,
con £ 0 tal que :
^  Û A
n . (x - x) £ 0; Vx 6 C
DEMOSTRACION
Se sigue del Principio (8) y del Teorema (54).
La desigualdad n . (x - x) £ 0, Vx 6 C, puede enuncia£ 
se tambiên asî:
(59) n .X = max
n _ n _
ï n. f . (x(t),u(t),t)dt + I n . X .(t )
i-o ^ 4   ^ i-1  ^  ^ °
con las restricciones:
■i:x(t) = I f(x(s),u(s),s)ds; Vt 6 ft^,tj]
u(t) 6 fi ; Vt 6 [t^,tj]
u G A; t^,tj G R; tj > t^; x(t^) G
si se pudiera despejar x(t) en la expresion:
x(t) - I f (x(s) ,u(s) ,s)ds + t G Ct^,tj],
^o °
es decir si se pudiera solucionar explîcitamente la ecuacion
integral vectorial, se podrîa süstituiT este r«sultado en
la expresion a maximizar que ya dependerîa solo, para cada n ,
de u(t), t^ y tJ.
La primera diferencia que se observa entre (59) y el re­
sultado clêsico del Principio de Maximo de Pontryaguin es la de
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que en el segundo caso el mâximo se toma con respecto al produ£
to escalar n . ^ ( x )  y no con respecto a "n . x . Mis adelante,
cuando investiguemos el caso diferencîable mostraremos como se
reformularîa (59) en terminos de ^ ( x )  en vez de x, siendo 
f!
n en esta nueva situaciôn una funciôn de t a determinar para 
todo t 6 [t ^ ,t . Esta diferencia entre el dis t into papel de 
n en ambos Principios, un vector de escalares, en el caso de la 
expresiôn (59), y una funciôn vectorial, en el caso diferenciable 
marca la distinciôn fundamental entre ambos casos.
Finalmente, otra diferencia a tener en cuenta es la de 
que en problema de maximizaciôn (59) una de las restricciones 
es la de que u 6 A, la cual no se explicita en el problema de 
mâximo puntual que habrîa que resolver para establecer el Princ£ 
pio de Pontryaguin, aunque serîa una de las hipôtesis a asumlr - 
para llegar a formular dicho problema. El que la clase de funcio 
nés A intervenga explîcitamente en el problema de maximizaciôn de 
pende, en general, de que se exijan propiedades adicionales a A co 
mo muestra el Teorema siguiente:
(60) TEOREMA
Consideremos el problema de maximizaciôn (59) en el que 
la clase no vacîa de funciones A tiene la propiedad de que, d£ 
dos t^ y tj, si u(t), t 6 [t^,tj], es un control admisible 
y t ' y  t" son taies que: t^ £ t' £ t" £ tj, el control
u^(t) definido’ de la siguiente manera:
u*(t)
u(t)
Ü)
81
si
t < t < t'o — —
t' < t < t' (supuesto t' < t", en otro caso 
no se âplica)
u(t) si t " < t £ t j  (supuesto pues en otro
caso no se aplicarîa esta parte)
en donde o) es un punto arbitrario de 0, es también admisible.
Supongamos también que las funciones f^(x,u,t) son continuas y con
derivadas parciales continuas respecte a x y t en ]r” x H xCt^.t^],
para i=0,l,...,n y que se verifies la siguiente propiedad de cont^ 
nuidad adicional:
(61) Si x*(t) y u*(t) son sendas funciones taies que:
X* (t) r f(x*(s),u*(s),s)ds + x*(t^), VteCt^,tj]
(k,y u (t), k € es una sucesion de funciones de 6 de manera
que
f(x*(t),u^^(t),t) --- ► f(x*(t),u*(t),t) , casi seguramen
te en ^t^.tjj, se verifies
f  ^ f (x^’^(t) .u^*'(t) ,t)dt    f ^  f (x*(t) ,u*(t) ,t)dt
en donde
x^^(t) » I  ^ f(x^^(t),u^^(t),t)dt + x*(t^); Vt e [t^,t^]
Entonces si existe una funciôn u 6 A que resuelve el Problems
(59) para algûn n y unos t^ y t^, esta misma funciôn u(t) 
resuelve el Problems (59) para dichos t^ y tj, supuesto supr^ 
mido de este la condiciôn de que u 6 A.
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DEMOSTRACION
Es fâcîl comprobar que si la clase A tiene la propie­
dad del enunciado cualquier funciôn de control constante a tro^  
zos (es decir tal que exista una particiôn finita de [t^,t ^ ] 
en subîntervalos: j-0,1,...,(d-1) con t^°=t^,
t^ *^  - tj, y de manera que u(t) = Wj si t < t ^ t y
u(t^) ” 0)^ , siendo Wj 6 0, Vj) es también admisible.
Supongamos ahora que u(t) no resuelve para dichos t^ 
y 12 fijos el Problems (59) si se suprime la condiciôn de que 
u 6 A. Esto implicarîa que t^ < tj y que existirîa una fun­
ciôn u*(t) no perteneciente a la clase A tal que las fun­
ciones f*(t) “ f j^(x*(t) ,u*(t) ,t) , para _< t £ tj, con
i 6 {j G {0,1,...,n} / Hj 1* 0} serîan integrables en el senti, 
do de Lebesgue y:
n _ ft, n _
(62) I n. f .(x*(t),u*(t),t)dt + I n. xt(t ) >
i-o  ^ ^t^ i=l 1 1
n _ ft. _ _ n _ _
> I n . f .(x(t),u(t),t)dt + I  n . x(t )
i*o 4 ^  i=l
Ahora, por ser las f*(t) medibles, para cada k =2^,
p 6 K existen conjuntos E^^, r G W, correspondientes a ca­
da f* de manera que dichas f* son continuas en sus comple-
mentarios en [ t^,t^ ] y p(E^*^) < Vi, siendo p la me-
dida de Lebesgue (Véase la Nota 2).
Prescindamos del conj unto de puntos aislados de cada 
E^^, que forman un conj unto de medida nuls y consideremos su-
cesivas particiones del conjunto E^ *^  = 0 correspon­
dientes a las sucesiones de puntos:
—  A2 “*
(63) i ... < < t,
en donde,
6 para a=1,2,...,(k-1); k = 2^, p 6 W
de manera que la particion (k+l)-esima se formarîa a partir de
(kla k-ésima intercalando puntos de E en cada uno de los su^
intervalos [t^^^  ^ siempre que sea posible, con
la propiedad de que si t^^^^ 6 (t^^^ , t^^) entonces t^^^^
perteneceria al intervalo:
(k _ (k (k (k
(t<k, 4. ^  6T.1.)
q* ‘ q*
en donde q* = min { q S K / q > ^ 3  y
,(k _ (k (k _ (k
(k + _5 V i  ,(k _ &  V i  n g(kki  ^ „
s-1 q s q
Si k 00, se obtiene as i un conjunto de puntos:
{t 6 [tpktj"] / t =tg^p , para algunos s y k,
tgkp e E^f, Vs} .
que es denso en E^^, como es fâcil comprobar.
Definamos ahora para la particiôn correspondiente de
E^ *^  la funciôn de control u^^(t) en Ct^,tj3 siguiente:
6 G s-2,3,._,k
ü(k(t)
Cada una de las funciones de la sucesiôn anterior sera, 
por tanto, medible-Lebesgue y pertenecerâ a la clase A.
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Consideremos a continuaciôn la sucesiôn de funciones:
= f (x^’^ (t) ,u^*"(t) ,t) , vt 6 Ct^.tj]
en donde!
/^(t) « I f(x^^(s),u^*^\s),s)ds + x*(t^)
(las cuales estân bien definidas, al se-r u k € A,Vk y por las con^
diciones impuestas a f.
Ahora, para cada t G tenemos u^^(t) = u*(t^^
fk fk ( r  ^
para todo k, con t ---- ► t y t G E
®t ^t’*^
Por otra parte de la continuidad de las funciones
f(x,u ,t) y x*(t) se deduce que para cada E |0 y k^ suf^
cientemente grande:
(65) |f(x#(t),u*(t(^ ),t) - f(x*(t^’" ),u*(t^*" )^ ,t^^ )| <
8^,r t* 8^ # r
< e Vk 2
Como f (x* (t) ,u^^(t) , t) - f (x*(t) ,u*(t^*^ ) , t) , y f*(t) es
r ®t *
continua en E^ *^  tendremos que
f*(tf*" " f*(t)
lo cual, junto con (65), implica que
f (x*(t) ,u^^(t) , t) -------" f*(t), Vt 6 E^ *^
Entonces podemos concluir por lo tanto que:
f(x*(t),u^pP(t),t)  k f*(t), Vt 6 lim inf E^^
Ahora: p([t^,t^] - lim inf E^^) = 0, ya que todo conjunto de
medida positiva tiene intersecciôn finita con todos los E 
salvo un numéro finito.
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Si tenemos en cuenta entonces (61), es fâcil comprobar 
que lo anterior conduce a una contradicciôn con (62) , lo que 
compléta la demostracion.
En la demostracion del Teorema (60) podria haberse sust^ 
tuido la clase de funciones aproximantes (continuas a trozos) 
por cualquier otra que también fuera aproximante y la conclii 
sion del Teorema habrîa permanecido invariariable.Asî, por ejemplo, podrîa 
berse considerado A como la clase de las funciones continuas 
de K en R™ siempre y cuando existiera la funciôn u (t) 6 A del 
enunciado del Teorema que resolvlera el Ptoblema (59) ycse verificara (61).
Otra observaciôn al Teorema (60) es la de que éste podrîa 
extenderse al caso en que t j “ +<» ô t^ » - « ô ambos s in 
mas que razonar por contradicciôn el resultado para un intervalo 
compacte lo sùf icien temente amplio y supuesto que se verificara
(61) para todo intervalo compacto.
Por otra parte, para poder aplicar con eficacia el Te£ 
rema (58) a varios ejemplos que estudiaremos a continuaciôn con 
viene proponer una versiôn mas operativa del Teorema como la 
que corresponde al siguiente corolario:
(66) COROLARIO
Denotemos por G la particularizaciôn del conjun-
•^ o’ '^l
to G dado por (57) a t^ y t f i j o s  y supongamos que C£
da uno de los conjuntos G con
donde T^ y Tj son dados, es convexo.
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Entonces, si para determinados t^ y t^, con
6
T < t < t, < T, el punto x G C_ . minimiza o — o — 1 — 1 t^,tj
x^(t^) = f  ^ f^(x(t),u(t),t)dt, con la restricciôn adicional
:
de que x G Gj, se sigue de ello que x pertenecerâ al con­
junto (55) con C. . en lugar de C o, equivalentemente,
existirâ un vector q f 0, con _< 0, tal que :
^  ^ 6 .
q . (x - x) ^ 0, V x G C
DEMOSTRACION
Se deduce inmediatamente el resultado s in mâs que apli­
car el Teorema (58) a la nueva situaciôn.
Vamos a estudiar a continuaciôn, como aplicaciôn de los 
resultados anteriores el caso de mayores aplicaciones dentro 
de la teorîa que es el de dinâmica lineal.
(67) EJEMPLO (Problemas convexos con dinâmica lineal)
Consideremos el problems de control caracterizado por 
funciones del siguiente tipo:
(68) f(x(t),u(t),t) - A(t) x(t) + B(t) u (t) + v(t)
en donde A(t) y B (t) son matrices n x n y n x m respect^ 
vamente y v (t) es un vector nxl, de manera que las très 
funciones multidimensionales son medibles en K.
Supondremos también que las normas: | | A(t)||, || B(t)| | y 
||v(t)||, definidas de la siguiente manera:
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||A(t)||“ [^ a? . etc. . . , con integrables en cada subin
ij
tervalo compacte de R y que A es la clase de funciones m£ 
dibles y acotadas con valores en R ™ , con dominios en algôti aub- 
intervalo [ ,T ] de R, incluyendo el caso en que T^ « +<=
para el que el subintervalo séria entonces [ T^,+<*>), y tomari 
do valores en un conjunto no vacîo SI ^  R ™ .
Las hipôtesis anteriores garantizan (Véase la Nota 3) 
la validez de la denominada"formula de (vaeiaëiSn de los pa- 
rametros" para x(t), es decir, para t^, t y tj taies que
£ t^ £ t £ tj £ Tj, tendrîamos:
(69) x( t) * $(t)x(t^) + $(t) I $ \s) [B(s)u(s) +v(s)]ds ;
^o
Vt 6 [t^.tj]
en donde $(t) es la matriz fundamental, solution del sistema 
homogéneo:
(70) ^  x(t) - A(t) x(t)
con $(t^) - I (matriz unidad).
En el caso particular de que A sea constante, enton-
A(t-t )
(71) $(t) - e
A . .2
en donde e - I + yr + yr +
La aplicaciôn del Principio de Mâximo para los puntos termina 
les a este problems se apoya en el siguiente Teorema:
(72) TEOREMA
Supongamos dado el Problems (56) con la particulariza- 
ciôn (68) y las hipôtesis sobre A(t), B (t), V (t) y A enun
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ciadas en los pârrafos anteriores para el intervalo 
Supongamos ademâs que el conjunto 0 es compacto y que 
Go -
Entonces, el conjunto de accèsibilidad del problems para
t^ y tj con £ t^ £ tj £ Tj, es decir la proyecciôn del con
junto C dado por la particularizaciôn de (57) a t y t,to.ti o 1
en el espacio de sus n ultimas coordenadas es compacto y conv£
DEMOSTRACION
Véase la Nota 3 bis.
Aunque el resultado del Teorema (72) incluye la compac£ 
dad hay que observer que para la aplicaciôn del Corolario (66) 
basta solo con la comprobaciôn de la convexidad (Nôtese que las 
hipôtesis del Corolario (66) se refieren a los conjuntos 
C y no a los de accesibilidad). Estudiaremos a continua-
ciôn un caso particular importante de los problemas de control 
con dinamica lineal como es el de los problemas de tiempo ôpt£ 
mo, es decir aquellos para los que f^(x,u,t) =1, V 6 [t^,tj]. 
En este caso la aplicaciôn del Corolario (66) es casi inmediata 
a partir del Teorema (72), como muestra el siguiente Teorema:
(73) TEOREMA (Problemas lineales de tiempo ôptimo)
Supongamos dadas las hipôtesis del enunciado del Teorema
(72) y ademas la de que f^(x(t),u(t),t) = 1 ,  Vt G [t^,t . Em
/
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tonces C es compacto y convexo para todo par t ,t, talto.tj o 1
que T < t^ < t, < T, .
DEMOSTRACION
La comprobacion de que C es compacto y convexo se
*^ o’ 1
deduce del Teorema (72) sin mas que ampliar el numéro de varia­
bles con la dada por:
C '
x_(t) = I d s = t j - t ^
"o
que cumple todas las condiciones requeridas
Como consecuencia del Teorema (73) se sigue la aplicab^ 
lidad del Corolario (66) al problema de control de tiempo 6pt£ 
mo con dinâmica lineal. En efecto, suponiendo que = T^ y
Tj (incluyendo el caso Tj =+“>) son dados, que îî es compacto 
y que = {x^ °}. Entonces, de acuerdo con el Corolario (66)
y en lo que se rèfiere al Ejemplo (67) para problemas de tiempo
optimo habrâ, pues, que investigar los mâximos de la funciôn:
(74) -[ ds + n . C'4>(t j)x^°+ *(tj) [  ^$ ^(t){B(t)u(t)+v(t) }dt]
*^ 0 *^ o
para cada t ^ G [ t^,T^] y cada q « (n^ , Hg , " ' ,H,,) , supuesto
que u (s) G n y u G A.
Pues to que la variable es u(t), para cada tj f ij o 
el mâximo de (74) se reduce al mâximo de la funciôn:
(75) q $(tj) J $"^(t) B(t)u(t)dt
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Aaî, ya que (75) es lineal en u(t) y A admite a las 
funciones constantes a trozos como admisibles es évidente que 
para cada q el mâximo de (75) se obtiene, en general, para 
funciones constantes a trozos cuyos valores corresponderîan a 
los puntos extremos de 0 (entendidos estos como los puntos ex 
tremos de [0]) que maximizarîan, para cada t : t^ £ t £ t^,
la funciôn lineal:
q . *(tj) $"\t) B(t) u (t)
En particular si:
fl - {u 6 R™ / IUjI £ 1, j*l,2,...,m}
entonces:
(76) u(t) - sgn {q .$(t^) $ \t) B(t)}, Vt G [t^,t^]
en donde "sgn" dénota la funciôn "signo" del vector correspon. 
diente la cual se define como el vector de funciones signo de 
cada una de sus componentes, siendo el signo de un escalar igual 
a +1, 0 ô -1 segôn que el escalar sea positive, nulo o neg£ 
tivo, respectivamente .
No discut iremos aqui la optimalidad de alguna de las f un 
ciones de control propuestas en el pârrafo anterior en las hip£ 
tesis asumidas, la cual se investiga extensamente en la mayoria 
de los textes de teorîa del control ôptimo. Solo comprobaremos 
que (76) concuerda con el resultado que se obtiene de la aplic£ 
ciôn del Principio de Maxime de Pontryaguin a este caso. En efe£ 
to, basta définir :
(77) n(t) = n . $(t^) $ \t) , para t^ £ t £ t ^
— 50 —
Esta funciôn vectorial verif ica evidentenente el sistema de 
ecuaciones diferenciales siguiente:
(78) - dt*^' “ • n(t), para t^ £ t £ t^
con la condiciôn de contorno n(tj) •= q.
El sistema lineal (78) es el denominado "sistema adjunto" 
del problema de control de dinâmico lineal y tiempo ôptimo.
Se podrîan deducir, pues, a partir del Principio de 
mo para puntos terminales todos los teoremas que se obtienen c£ 
mo corolarios de la aplicaciôn del Principio de Pontryaguin a 
los problemas lineales de tiempo ôptimo y en particular los te£ 
remas concernientes al numéro de conmutaciones del control ôpt£ 
mo cuando A(t) y B(t) son constantes.
Vamos a terminar esta secciôn mostrando como el Principio 
de mâximo para puntos terminales en el caso convexo implica aigu 
no de los resultados que se derivan del Principio de Mâximo de 
Pontryaguin.
(79) TEOREMA
Consideremos el Problema (56) con f(x,u ,t) = f(x,u);
Gp={x^°}; t^ y tj variables y A una clase de funciones tal
que (Véase la Nota 4):
a) Todos los contrôles de A son medibles y acotados.
(80) b) Si u(t), tp £ t £ tj, es un control admisible, w
es un punto arbitrario de 0 y t ' y  t" son ndmeros
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tales que t^ £ t ' £ t" £ t , el control u^(t) d£ 
finido para la fôrmula:
u^(t) =
w para t' < t £ t"
u(t), para t^ £ t £ t' y t" < t £ t^
teniendo en cuenta que si alguno de los intervalos fuera 
vacio no se aplicarîa la definiciôn correspondiente, es también 
admis ible.
' c) Si el intervalo [t^,tj] se divide por medio de puii
tos de subdivision en un numéro finito de subintervalos en ca­
da uno de los cuales el control u(t) es admisible, entonces 
este control es también admisible en el intervalo complete 
[t^,tj]. Ademés, un control admisible en [t^,t continuarîa 
siendo admisible en cualquier subîntervalo. También se supondra 
que un control obtenido a partir de un control admisible: u(t);
t^ £ t £ t^, por una traslacion en el tiempo (es decir el con­
trol Uj(t) •= u(t-a) para algun a y t^+a £ t £ t^+a) es también 
admis ible «
Supongamos, por otra parte, que las funciones fj^(x,u); 
i*0,l,...,n son continuas y con derivadas parciales continuas re£ 
pecto a X en ]R " X Ô lo que garantiza la existencia y unidad de s£ 
luciones de la ecuaciôn integral.
Entonces, si el conjunto dado por (57) es convexo y cerrado 
£ tj, tj > t^, es una soluciôn del Problema (56) 
con vector de control correspondiente ü(t), existe una funciôn 
vectorial no nula n(t) - (n^(t),n^(t),...,n^(t)) tal que:
(81) n(t) . f(x(t),ü(t)) = max q(t) . f(x(t),w); para casi
0) 6 n
todo t 6 [t^,tJ, con
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(82) Ho(tj) <0 ,  y
(83) n(t) . f(x(t), u(t)) = 0, para casi todo t 6 ^t^.t^J
DEMOSTRACION
En primer lugar hay que observer que si x(t) es una tr£ 
yectoria optimal en t^ £ t £ tj cada subtrayectoria en los in­
tervalos Ct^,t*] con tjj £ t* £ tj, serâ también optimal con 
G2 = {x(t*)} pues en otro caso se contradirîa la optimalidad de 
x(t) en el intervalo total [t^.t^D.
De hecho tendremos que T(t*) pertenecerâ a la frontera 
inferior respecto a su primera coordenada del conjunto convexo 
cerrado C para todo t* G [t^,t^].
En efecto, si no fuera asi existirîa otro punto x^ de 
C, con x^ = x(t*), tal que; x^ < x^(t*) . Ademés, como x^ 
pertenece al conjunto de accesibilidad desde t^ esto implica 
que existirîa una funcion de control u^(t), y un instante t^, 
de manera que la funcion u^(t) estarîa definida en [t^,t^], 
y se verificarîa:
(t) = f f (x^(s) ,u^(s))ds + x^°; 
t^
_ f" . _(o.
con x^(t^) = x^
Si ponemos ahora: t^ - t* = a, y recordamos las hipote
sis hechas sobre la clase A de los contrôles admisibles se s£ 
gue que la funciôn:
u^ ( t ) ”
u^(t), si t^ £ t £ t^
u(t-a) , si t+a < t £ t^ + a
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serîa un control admisible en el intervalo Ct^ ; t^ + tj - t*], 
con estado final: x^(t^+tj - t*) = x(t^), y de manera que:
xj(t^ + tj - t*) < x^(tj),
lo que contradirîa la optimalidad de x(t) en Ct^,tj].
(Obsérvese que en la demostracion se supone que el instante de 
llegada t e s  arbitrario. Los problemas en los que el instan 
te final es fijo pueden reducirse facilmente a éste si se anade 
una nueva variable de estado al problema).
De lo anterior se sigue que, por la convexidad de C y 
teniendo en cuenta el Teorema (58), para cada t 6 [t^,tj] exi£ 
te un vector q(t) tal que :
(84) n(t) . f(x(s),u(s))ds = max n (t) . I f(x(s),u(s))ds
^t_ u(s) en t^
u 6 A
con
,(o.i:x(s) * f (x(z) ,u(z) )dz + x' ; Vs G [t , t* ];
Vt' G R; t' £ t^
(y en particular, por lo tanto, para t' - t).
Definamos ahora la sucesiôn de contrôles admisibles, en 
el intervalo [t^,t], siguiente:
t-t
u (s), si t < 8 < t -
- I ° " e - r  '
[ U) , si t - --^  < S £  t
siendo w un elemento arbitrario de n y k G R.
De acuerdo con (84) para t' =t, se seguirîa que;
— 54 —
 ^ f*- 'k
(85) n(t) . f (x(s) ,û(s) )ds 2 n(t) . £(x(s) ,0))ds:
 ^ t-t  ^ t-t
t — iT t —
Vk G R,
en donde
t-t
x(s) =• I f(x(z),o))dz + x(t - — ^— ) ;
t  t-t
Vs G [t , t ]
Ya que f(x(s),w) es una funcion continua de s podemos
pone r:
r . .
t-t t - t
(86) I f (x(s) ,(!)) ds « f(x(t--- —^ ) ,w) — ^—  +
t
k , t-t
+ o , x( t - — j^) ) .
t-t t-t
en donde para x ( t - — —^ ) = X( t - — — ) fijo se verifies:
1 _ t-t
lim r . ô (- , x(t - — r— ) ) “ 0
r H. 00 ^
r GIN
Ahora bien, de (85) résulta también que :
— 1 _ t-t
lim k n(t) . o(^ , x(t - — T~)) 2 0»
k-*- 00
pues en caso contrario, teniendo en cuenta que la funciôn:
x(t) » [ f (x(s) ,ü(s) )ds + [ Poil
es absolutamente continua en [t^,tj] y que por lo tanto tendrîa
derivada en casi todo punto que coincidirîa también en casi todo
punto con el integrando (Véase la Nota 5), se seguirîa que:
^ ft  ^ _ £ f r ^
n(t) f (x(s) ,u(s) )ds < n(t) f (x(s) ,(ü)ds ,
si t fuera un punto en el que existiera la derivada de x(t)
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y k* fuera auficientemente grande, con lo que se contradirîa
(85) .
Por lo tanto se puede concluir que :
lim n(t) . I f (x(s) ,u (s) ) ds = n(t) . f (x(t) ,u(t) ) 2
k o t ~ °
1r — _ t—t t-t
2 lim y— r- n(t) . [f(x(t r— ,w) — +
k o ^
•___ t—t ^   t-t
+ o(y , x(t - — jy^))3 2 11m n(t) . f ( x ( t  ^  , w)
- n (t) . f(x(t),w); para casi todo t en [t^,t ^ ].
Es decir:
  _ _ ~  4V _
ri(t) . f (x( t) ,u ( t ) ) = max n( t) . f (x ( t) , w) ; para casi
0)6 n
todo t en [t^,tj].
En todo lo anterior el vector n(t) tiene un c1er to gr£
do de indeterminaciôn puesto que cualquier vector igual al ant£
rior multiplicado por una constante positiva cumplirîa también
las condiciones enunciadas. Podemos pues suponer, sin pérdida de
generalidad que: ||n(t)|| - (  ^ = 1 , Vt 6 [t^,tj],
^ i-o ±
ya que q(t) f 0. Ademâs la propia funcion H(t), t^ £ t £ t ^ ,
estarîa también indeterminada no s6lo por la multiplicaciôn por
una funcion positiva sino también por pasos al limite. Esto es,
si se sustituye un valor de la funciôn H(t) por el limite obt£
nido en alguna sucesiôn convergente (n(t^)} con t^ t, la
nueva funciôn seguirîa verificando evidentemente (81).
Supongamos, pues, que se ha seleccionado un conjunto den
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so de medida nula en [ , t^], que incluya a t^ y que se ha 
roodificado la definiciôn de q (t) en el conjunto complement^ 
rio al denso sustituyendo el antiguo valor por el limite obten£ 
do en alguna sucesiôn convergente a la derecha del punto en cue£ 
tiôn formada por valores de q(t) en el conjunto denso. (Esta 
sucesiôn convergente se puede obtener en cualquier caso ya que 
Il q ( t ) Il =1, Vt 6 Ct^,tj]). Denotemos de nuevo a la funciôn 
modificada por q(t), para t^ £ t £ tj.
Teniendo en cuenta la redefiniciôn de q(t) es fâcil corn 
probar que se verifican (82) y (83).
En efecto, el que (t^) £ 0 se deduce del Teorema (8) 
y de la definiciôn de la nueva funciôn n(t) en t^, coincide^ 
te con la primitiva definiciôn de D(t), mientras que (83) se 
sigue de que:
q(t) . x(t) 2 n(t) x(t-Ô) 
si 6 2 0 es suf icientemente pequeno, y también: 
n(t-ô) . x(t-6) 2 n(t-ô) . x(t)
Asî, supuesto que t es un punto en el que existe 
—— y no pertenece al conjunto denso que ha servido para rje 
définir q(t) y 6 se escoge de manera que los puntos t-ô 
correspondan a la subsucesiôn que ha servido para définir la nu£ 
va funciôn q(t), tendremos:
lim q(t) . x(t) - x(t-3) „ f(x(t).ü(t)) > 0
6 0 *
y, por otra parte:
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lim n(t-6) iLLÈl-rixCtiiil _ q(t) . f(x(t),u(t)) < 0 
5 + 0  *
de donde se deduce.(83).
El interés del Teorema (79) es mâs ticnico que prâctico 
pues si no se complementeran (81), (82) y (83) con alguna otra 
condiciôn sobre la funciôn 0(t), tal como las que veremos en 
el capitulo siguiente, no parece fâcil determiner u(t) a partir 
de sôlo dichas condiciones. Estâ claro que la determinaciôn efe£ 
tiva de u (t) en el caso convexo que estamos estudiando depen- 
derîa fundamentalmente de la aplicaciôn del Teorema (58) o del 
Corolario (66).
En la demostracion del Teorema (79) la hipôtesis referen 
te a la convexidad del conjunto C podrîa sustituirse por la de 
la convexidad de los conjuntos C sin que se mod if icarant_,t
los resultados (81) y (82) del teorema. Esto es asî porque la h£ 
pôtesis de convexidad de C solo juega un pape 1 efectivo en la 
demostracion de (83). Por ello se puede enunciar el siguiente c£ 
rolario:
(88) COROLARIO
Supongamos dadas las hipôtesis del Teorema (79) con la ex 
cepciôn de la hipôtesis sobre la convexidad del conjunto C da­
do por (57) la cual se sustituye por la de la convexidad de los 
conjuntos C correspondientes a particularizaciones de C
para t^ y t^ fijos. Entonces siguen verificandose (81) y (82)
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DEMOSTRACION
Es una consecuencia inmediata de la demostracion del Tejo 
rema (79) ya que la utilizaciôn de (84) se hace luego sôlo para 
el caso t' = t y esta expresiôn (84) se deduce también, si 
t' *t, de las hipôtesis de convexidad de los conjuntos C
Con este resultado terminamos el estudio del caso conv£ 
xo tanto estatico como dinamico y pasamos a estudiar el segun- 
do caso importante (el mas investigado desde el punto de vis ta 
tradicional) que es el caso diferenciable.
Sobre las relac iones entre los désarroilos correspondiez 
tes a ambos casos, tanto en el caso estatico como en el dinami­
co, puede verse la Nota 6.
CAPITULO II
TEORIA DE LAS CONDICIONES NECBSARIAS EN EL CASO DlFERENCIABLE. EL 
PRINCIPIO DE LA PROYECCION MAXIMAL TANGENCIAL
1. EL CASO ESTATICO DlFERENCIABLE.
Vamos a investigar en esta secciôn las condiciones neces£ 
rias de optimalidad en problemas en los que el correspondiente 
conjunto C no es convexo aunque cumple unas condiciones deter- 
minadas de regularidad.
Para centrar la cuestiôn supongamos por un momento que C, 
ya sea el problema estatico o dinamico, tiene como frontera una 
hipersuperficie con hiperplano tangente en cada punto. El proble­
ma de las condiciones necesarias de optimalidad vuelve a ser aquî, 
igual que en las secciones anteriores, el de caracterizar a los 
puntos de la frontera inferior de C respecto a su primera coor­
denada, entre los que necesariamente se baya el mînimo. En la hi­
pôtesis anterior de existencia de hiperplano tangente en todo pun
to de esta frontera inferior, se podrîan, pues, caracterizar los
u
puntos X pertenecientes a esta frontera.
En efecto, consideremos el conjunto de vectores unitarios:
« ±
X
-, con X G C, X f %, y determinemos el conjunto de vec-
tores limite de los anteriores cuando x -*• x en C, siempre que
el limite exista. El haz de vectores unitarios asî obtenido, con 
origen en el punto x de la frontera inferior de C, cuyo ele­
mento genérico denotaremos por e(x) , serîa tal que :
(89) n.ê(i) < 0, vG($) - lim^ - * ,
î - x  ||x-x|| 
x€ C
en donde q es el vector normal del hiperplano tangente dirigido
al exterior de C (es decir tal que q^ £ 0 y ^  q no per te­
neciente a C, para |q | suf icientemente pequeno) .
Ademâs, si x pertenece a la frontera inferior de C res
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pecto de la coordenada y existe hiperplano tangente a la hj.
persuperficie frontera de C en It, con vector caracterîstico 
n = (Oq . n J , • . • , 0,,) . habrîa de ser evidentemente £ 0. La
discusiôn informai anterior muestra algunas de las nuevas carac­
ter îsticas del problema cuando se abandons la hipôtesis de conv£ 
xidad de los conjuntos C y se introduces otras que garantizan 
la existencia de hiperplano tangente en cada punto de la fronte­
ra inferior de C respecto a x^.
Como se puede observer la diferencia esencial es la de que 
el principio de proyecciôn maximal sobre un determinado vector q 
pasarîaa ser una condiciônlocal y no ampliable a todos los vecto­
res (x-x) con X 6 C. Es mâs, esta condiciôn de proyecciôn ma 
ximal habrîa que entenderla no para los vectores x-x sino para 
los vectores lîmite e(x), que es para los ônicos que se puede 
garantizar. Por otra parte, toda la argumentaciôn que hemos des£ 
rrollado para justificar (89) se ha apoyado en la existencia de 
un hiperplano tangente a la frontera inferior de C, lo cual suje
le ser difîcil de probar a partir de los elementos de que se di£
pone inicialmente para resolver el problema, esto es los datos 
del Problema (1) y las hipôtesis sobre las funciones y cantidades 
que intervienen en él.
Conviene proponer, por lo tanto, una condiciôn a chequear 
del tipo de la (89) pero sin la necesidad de incluir hipôtesis 
sobre la existencia de hiperplanos tangentes, aunque el recurso 
a estos proporciona una buena imagen del significado de las con­
diciones que se obtendrîan.
Con el fin de dar mayor manejabilidad a la condiciôn (89) 
consideraremos no los limites en los coc ientes (x-lc)/l| x-ic 11 ,
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sino en los coc ientes:
(90) * ,
cuando 6 +0, es decir cuando 6 decrece a 0, con la propiedad 
de que x(fi) 6 C, para todo 6 en un intervalo (0,6^) y de manera 
que el lîmite de (90) para ô 4 0 exista.
Naturalmente, los vectores limites obtenidos de esta man£ 
ra incluirîan alos vectores limites unitarios del tipo e(x),pero de£ 
de este nuevo punto de vista nos ahorramos tener que restringir- 
nos a vectores lîmite unitarios, lo cual tendrâ su importancia 
en el aspecto operative y también para caracterizar con facili- 
dad, desde algunos puntos de vista de interés, como el de la con 
vexidad, el conjunto de vectores lîmite que vamos a utilizar en 
cada caso.
Con estas modificaciones vamos a proponer, pues, un nuevo
Principio, del mismo tipo que el (8), pero relative a los vecto­
res lîmite de los cocientes (x(5) - x)/5, en vez de a los x - x ,  
mediante el cual generaremos las condiciones necesarias de optim£ 
lidad en el caso diferenciable, al igual que hicimos con el (8) 
respecto al caso convexo. Este es el siguiente:
(91) TEOREMA (Principio de la Proyecciôn Maximal Tangencial)
Sea C un subconj unto cerrado de puntos x de ,
no necesariamente convexo. Supongamos que Vx 6 C, existe un
conjunto de vectores definido de la siguiente manera:
(92) la - {C 6 6 {v 6 r "'*’^ / C - lim }} ,
0 ® 
x(5)GC
(obsérvese que La  no tendrîa por qué coincidir con el conjunto
62
de vectores limite de los cocientes (x(6) - x) /6), el cual es 
convexo, e incluye el vector 0 (que se obtendrîa haciendo 
x(6) = Y, V6 > 0). Entonces, si x pertenece a la frontera 
inferior de C respecto a la primera coordenada de sus puntos,
x^, o bien existe un vector q = (q^,q^ q^) ^ 0, de ,
tal que;
(93) q -w 1 0 ; Vw 6 ,
X
y con Hq £ 0, o bien existe una sucesion de puntos x^^,
£( kk 6 H, pertenecientes a C, y una sucesiôn de vectores q 0,
de , taies que:
(94) q^ *" .w <0; VV G . y Vk G H; q^ *" < 0,
y tal que : lim x « x.
k
DEMOSTRACION.
Supongamos que x « (x^,x^,...,x^)' pertenece a la fron 
tera del conjunto C respecto a la primera coordenada de sus
puntos y que no existe un vector q f 0 tal que:
q . w £ 0; Vw G ,
Como es convexo por hipôtesis, se sigue de ello que
X
existe un vector w de en cada direcciôn del espacio eucl£
n+1 *
deo E . En efecto, si no fuera asî existirîa una direcciôn
del espacio representada por el vector unitario 8, tal que Xe
no pertenecerîa a para cualquier X > 0. Esto es lo mismo
que afirmar que x serîa un punto frontera del conjunto convexo:
V = {x G E"^^ / x - x + W ;  W G L^} , 
ya que, por hipôtesis, 0 6 .
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Se seguirîa entonces, por el razonamiento apiicado en la 
demostracion del Teorema (8), que existirîa un vector H 0, 
tal que:
n . (x-t) - nw £ 0; Vw e L£ , 
y ademâs, de que x pertenece a la frontera inferior de C re£ 
pecto a x^ se deducirâ que la primera coordenada de vector q 
podrîa seleccionarse de manera que q^ £ 0 pues en otro caso el 
rayo que parte de x en la direction (-1,0,.. . , 0) ' estarîa 
contenido, salvo x, en el interior de V, lo que contradirîa 
la suposiciôn anterior. Se deduce por lo tanto que la no existencia de q, 
con q^ £ 0, implica la existencia de vectores w de L£ en 
todas las direct iones del espacio.
En particular, entonces, existirîa un w, g L^, en la di-
X
recciôn (-1,0,...,0)', de lo que se deduce que, para 6^ > 0 
suficientemente pequeno, existirâ una colecciôn de puntos x(5),
G < 6 < ô , contenida en C, tal que :
6+ 0 ^
Supongamos construida la sucesion de conos convexos ce- 
rrados y truncados k S B ,  de vertices en el punto x, def£
nida de la siguiente manera:
k {x 6  ^ (Xj -Xj ) ^  £ (x^-x^)^Zk para cada
*o *o'^ 1 * 0 -  *o^
Como X G Mj^ , Vk 6 B, ningân es vacîo.
Sea :
inf ^ = inf (x^ G R / x = (x^ ,x^ x^) ' G C H
Ya que C es cerrado y compacto, C (1 serâ com
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pacto, de lo que se deduce que el înfimo inf^ se obtendrîa, p£
ra cada k 6 B, en un determinado punto de C, al menos, que
denominaremos
(kEntonces, existirâ un k tal que x > x -1, Vk > k ,o o o — o
pues en otro caso se podrîa construir una subsucesiôn {x^^r}, 
r 6 B, de la {x , de manera que ” *o~^’ ® B , de
la cual podrîa extraerse una subsucesiôn convergente a un punto 
X* 6 C, tal que x* - xj, j=l,2,...,n; y x* * x^-1, lo que
A
contradirîa la suposiciôn de que x es un punto de la frontera
(kinferior de C respecto a x^. (Obsérvese que x^ debe de ser 
en cualquier caso distinto de x^ ya que hay puntos de la Colecciôn
X(ô) , 0 £ 6 £ 6^, interiores a Mj^ , cualquiera que sea k, y
con coordenada x_ inferior a x ).
Ahora bien, si x^^ > x^-1, se sigue que el conjunto
no puede contener todas las direcciones posibles del espacio. En 
 ^( kefecto, si x fuera interior al cono truncado es claro
que no habrîa ningun vector de L en la direcciôn
X
(-1,0,...,0)' por la minimalidad de x^ .
De la misma manera, si x es tal que :  ^ (x^^-x.)^ -
( k — 2 — (k —" (x^ - x^) /k, supuesto que x^ - 1 < x^ < x^, es fâcil compro
bar también entonces que no puede haber ningfin vector de
*0en la direcciôn (-1,0,...,0)'. En efecto, en otro caso existi- 
rîan puntos de C interiores a con coordenada x^ inferior
a x^^, lo que volverîa a contradecir la minimalidad de x^^.
Se sigue entonces de lo anterior que existen vectores de
taies que 0 y q^^ .w £ 0, Vw 6 y VkSB,
k > k .
Ademâs, ya que x p e r t e n e c e  a la frontera inferior del
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conjunto convexo:
{x 6 /x - x^^ + W; w e L
X
respecto a la coordenada x^, la aplicaci6n del Teorema (8) mue^ 
era que 0, Vk 2 k^.
Haciendo pues k oo se puede extraer entonces de la su
cesion {x^^}, k € H, k 2 k^, una subsucesion convergente a un 
pun to del segmente :
{x € / X - Xx + (I-X)(x^-1 ,Xj,...,x^)'; 0 £ X £ 1},
que no puede ser otro que x , pues en otro caso se contradiria 
la minimalidad de x^.
Esto compléta la demostracion del Teorema.
La aplicacion del Principio (91), en lo que a esta memoria 
concierne, se referirâ a los conjuntos C relatives a los Probl^ 
mas (17) y (56), dados raspectivamente per (18) y (57), aunque p£ 
drîa pensarse en su apiicacion productiva a otros tipos de proble^ 
mas .
En cuanto al enunciado del Teorema (91), algunos ejemplos 
mostraran la conveniencia de algunas de sus afirmaciones.
2
En efecto, si consideramos en R el conj un to de puntos 
definido de la siguiente manera:
2 J  n
{(x^,Xg) 6 R / 1-(x^-2k) + Xg 2 0; para
2k-l < Xj < 2k+l, k 6 B } ,
se observera que dicho conjunto incluye algunos puntos, tal come 
per ejemplo el (1,0), los cuales pertenecen a la frontera infe-
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rior del conjunto respecto a la coordenada Xg, pero con respec_ 
to a los que se pueden définir conjuntos convexos del tipo 1~
que continen vectores en todas las direcciones del piano.
Esto demuestra que, en las hipotesis del Teorema, no se 
puede esperar concluir que todo punto frontera x es tal que 
existe algun vector n ^ O ,  con; n -w £ 0, Vw 6 L_^  . Sin
X
embargo, como se comprueba en.el ejemplo, si puede construirse 
una sucesion de puntos x^^ convergente al punto en cuestion, en
este caso el (1,0), de manera que sus correspondientes L con
vexos son tales que existen vectores 0 de manera que
(k
.(k
En cuanto a la necesidad de exigir que el conjunto C sea 
cerrado, esto es del todo evidente si se considéra, por ejemplo, 
el caso del punto (0,0) en el conjunto:
{(x^,Xg) 6 / Xj + Xj £ 1, exceptuando el segmento semia-
bierto entre el punto (0,0) y el (o,-l) que incluye a <0,0)1
En este ejemplo el punto (0,0) pertenece a la frontera inferior 
respecto de Xg, del conjunto anterior, pero se pueden définir 
conjuntos tales que contengan todas las direcciones del pl^
no cualquiera que sea el punto x del conjunto. Esto demuestra, 
pues, que la condiciôn de exigir que el conjunto C sea cerrado 
en el enunciado del Teorema (91) no es superflus.
Este Principio (91) aparece mas o menos encubierto en los 
autores sobre Teorîa del Control Optimo, y, sobre todo, en lo 
que se refiere a la demostracion del Principio de Mâximo de Pon- 
tryagin. En los problèmes de Programaciôn No Lineal con diferen- 
ciabilidad, de los cuales nos vamos a ocupar a continuacion, su 
exposiciôn es menos evidente. (Sobre la conexiôn del Principio
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(91) y los desarrollos tradicionales nos remitimos a la Nota 7).
La diferencia fundamental entre el Principio (91) y el (8) 
es la de que el primero es una condiciôn local, mientras que el 
segundo es una condiciôn global, como se deduce de que, mientras 
que en el segundo se afirmaba la existencia de un n r 0, tal 
que ff . (x-x) £ 0 para el x ôptimo, en el primero la désigna^ 
dad anterior queda reducida a la de que:
lim n . (~~ 1-—) £ 0; ô n .w £ 0, para w € L/\
6 + 0  ® *
Las consecuencias de la diferencia anterior en el caso dinamico
continuo se reflejaran en que la sola aplicaciôn del Principio
(91) no identificarla a la funciôn n(t), t^ £ t £ t^, que ca
racteriza al problems, nada mas que localmente. S in embargo, como
mas adelante veremos, les hipotesis usuales sobre las furi
clones f^ que caracterizan el Problems (56), y en particular la
existencia de derivadas parciales continuas con respecto a x,
permiten deducir determinadas reglas a las que se ajusta el com-
portamiento de la funciôn ^(t). (Vease la Nota 7 bis)
Vamos a abordar a continuaciôn la aplicaciôn del Principio
(91) al primero de los dos problèmes que nos interesa investigar 
aquî, el Problems (17), lo que nos permitira obtener una condi­
ciôn necesaria de optimalidad.
(95) TEOREMA.
Consideremos el Problems (17) que volvemos a plantear aquî:
(96) min x^ = fg(u)
suj eto a:
X = -f(u); u 6 fl; x 6 G, 
siendo G el conjunto:
— 6 8 “
{x 6 r " / X > 0}, 
y n un subconjunto abler to de r "*.
(No supondremos ahora la convexidad de H ni de las f
Entonces, si u 6 Sî es una solucidn del Problème (96) y 
f - (f^,fJ,...,f^)' es diferenciable con derivadas parciales coi 
tinuas en un entorno de u, existe un vector n * ( , • • • , G^) 
= (ÏÏ-.'n) î* 0, rî £ 0, tal que:
(97)
(98)
(99)
Tip Vf p (u) + n Vf (u) = 0;
n . f(u) “ 0, 
en donde:
9f 3f .
Vf.(u) = (3uj ’ 3ug 3u u-u 1=0 ,1,2,
(1 0 0) Vf (u)
Vfj(u)
Vfg(u)
DEMOSTRACION.
Si u es una solucidn del Problems (96) también sera s£ 
luciôn del siguiente problems equivalents :
(101) min x^ » f^(u)
suj eto a:
- -(f j^ (u) + u^ j^, ) ; i-l,2,...,n,
con u 6 £2, ^“m+1 * ^ m^+2 ’ ' ‘ ’'*m+n^ pertenec lente al su^
conjunto de r ” tal que u^^^ £ 0, 1=1,2,...,n, y x 6 G*, en
donde:
G* = {x 6 r ” / X - 0}
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Denotemos
("!' "2....."m+n)
*i “ ®i  ^ “ 0 , 1 , 2  n
En efecto la equivalencia de los dos problèmes en cuanto a - 
su solucidn en lo que concierne a los u^, j = 1,2,...,m, se deduce 
de que para cada ueQ que verifique f (u)£0 existe un u tal que -
f  ^ (u) + u^^^ = 0, i ■ 1,2,...,n y viceversa.
Consideremos, pues, esta segunda version del problems. Como
0 es abierto y ucO se puede determiner una bols cerrada de centro
u y radio estrictaraente positive en IR™, que denotaremos por B, la
cual esté totalmente contenida en R y en el entorno de u en el que 
*
f es diferenciable con continuidad.
Entonces, el conjunto definido de la siguiente manera:
(102) = (xe 1r ” ^ V  x- g(u); u e B ; u^^^£0, i= 1,2,...,n}.
es un conjunto cerrado en el que el asociado al x es un punto de -
la frontera inferior respecto a la coordenada x^.
* (kEfectivamente, si x , ke W, es una suces ion convergente a
■**
X , contenida en C , se verificarâ:
para algûn u p e r t e n e c i e n t e  al conjunto compacto de TR™^” dado por
(103)B X f("m+1'''''"m+n^ ^  “m+i- ® 1,2,...n}.
Se podra, por lo tanto extraer una subsucesidn convergente de
"vfk , . '''(k 'v(k "v*la u , que volveremos a denotar por u , tal que Ixra u = u .
70 -
Entonces, de la continuidad de g se deduce:
'‘fie  ^ * a,
X = lim X = g (lim u ) ■ g (u*) e C
En adelante restringiremos u al conjunto (103). Si ü es solu
«v. _ _ _
ciôn de (96) también lo sera u = »“2 ’ * ' ’ ’'*m+n^ ’ “m+i*~^i ’
para i= 1,2, . ..n, del problems modif icado con la restriccion adicijo 
nal de pertenecer al conjunto (103)
Estarîamos pues en condiciones de aplicar el Principio (91) 
al problems restringido tomando, en un principio, como conjunto C 
el dado por (102).
Para cada u perteneciente al conjunto (103) con (u^, u^,..., 
u^) perteneciente al interior de B y 0, con ieN^» en donde -
por Ng denotamos el subconjunto de Indices de {1,2,...,n} tal que 
u^^^ ■ 0, si ieN^, se podria generar en cada correspondiente x de 
el siguiente conjunto convexo de vectores tangentes.
(104) = {we =A . 3g(u) +A. 3g(u) +. . . +A . 3g(u) .
»“1 »"2 '
con A j arbitrarlo, j = 1,2, . . . m; A^^O si j-meNj y A ^ arbitrarlo, si
j-meNg, en donde por denotamos el complementario de Ng).
Ahora bien, habrla ciertas diflcultades en définir conos con 
vesos de vectores tangentes del tlpo anterior en puntos x de C taies
'\j
que para el u correspondiente se verificara que algGn u^, con l£j£n, 
pertenec iera a la frontera de B, o bien que u^^ j, =0, para algûn ieNg
Supongamos en primer lugar que para una sucesiôn de bolas B^^ 
del tipo anterior con radios T-* 0 se verifies que B^^’fjiue ]R™/ f (u) =
= f(u); uî*u) es vacîo si r>r , para un determinado r .
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Por otra parte de que f^(u) < 0, para 16 Ng se seguirîa en 
tpnces que x tal que x^ < 0, para 16 si perteneciera a un en-- 
torno de x de diâmetro suficientemente pequeno.
Es fâcil comprobar entonces que restringiendo las m prime­
ras coordenadas u adiéha bola se obtendrîa un conjunto en el que el punto 
de coordenadas X . =-f . (u)+u . , 1=1, 2 , . . . , n, x = f (u) que ven-
1 X R+  X O O
drîa dado por g(ü)pertenecerîa a su frontera inferior respecto a
su coordenada x^, que serîa cerrado, y con la propiedad de que
si X =g(u ) -*• g(u) entonces se podrîa seleccionar una subsuce-
siôn de manera que los correspondlentes u^^ = (u^^,..,u^^,..,u^^ ),
1 ni tn » n
k ( kfueran taies que (uj,...,u^ ) fuera interior a la bola de radio
C k
y u^^^> 0 para todo k y todo l E N ^ .
Se seguirîa de ello que en todo punto x de interês de e£ 
te conjunto C se podrîa définir un cono convexo de vectores tan­
gentes del tipo (104).
De la aplicaciôn de (91) se deduce entonces que, o bien
existe un n* / 0,tal que n* w £ 0, para todo , con n* £0
o existe una sucesiôn de puntos x^^, kelN , y una sucesiôn de -- 
^( k ^(kvectores n , D / 0, para todo keW , taies que:
^ A
n w £ 0; para todo wEL y todo kElN
(k ''Ck '' i *
n; £0; y lim x^ *^  = g(5)
Denotemos por u^^ = (u^^,.) a los u taies que x^^=g(u^^).
Entonces, de la arbitrariedad de los para j = 1,2,..,m 
ô j = m+i con lEN^, se signe que:
w i i b . . 0 , j . 1,2... .
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y : 3g(u^^) - n = 0; para icNg
3u.
De las Gltimas igualdades se deduce que 
f (u^^) = 0
Por otra parte, para j = m+i, con ieNj, tenemos:
n^ *"Og(u^^). 3g(u^^) 
3u«3u,
Ahora
3u.
3f (u )
3g(u^^) )= 0 
du
1 ,2 ,
Se obtendrîa entonces:
Vf (u('^)-n^^ Vf (U^^)
(kSeleccionando sendas subsucesiones convergentes de la n , la 
cual podemos suponer normalizada, y de la u^^, con limites :
lira = n
( ley necesarlamente : lim u
dremos, debido a la continuidad de los gradientes que : 
n Vf (u) - n Vf (u) = 0
n < 0  o —
= 0, para los Indices i taies que f^ (u)< 0 
£ 0, para los Indices i taies que f^ (u) = 0
que es lo mismo que se obtiene si no se determiners el vector q* 
mediante la sucesiôn x sino directamente a partir del cono
^g(u)
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En définit iva, poniendo:
n = - n*o o
n = n*
tenemos:
Vf^ (u) + n Vf (u) = 0 
n f(u) = 0
(n^.n )> ;n  ^ o.
Solo queda entonces por disentir el caso en que para todo 
T en un intervalo (0,T^) y cada bola B de radio T exista un punto
u = (Uj, Ug,. . . de B distinto del u tal que f (u) = f(u).
Considerando , pues , de nuevo el conjunto {uelR*" / f (u) =f (uX uî*u } 
y su intersecciôn con una sucesiôn decreciente de bolas de radio x^.
 ^ ( r ^ "No serîa pues dîficil deraostrar que si f(u ) • f(u) para 
todo rGW , en donde cada u^^ perteneceria a la frontera de la co­
rrespondiente bola B^ *^  entonces necesariamente habrîa de exist ir 
una combinaciôn lîneal no trivial entre las columnas de la roatriz 
V f(ü) .
En efecto, bastarîa considérer la sucesiôn (u ^ ^-u)/|| u^ ^ -u | | 
y seleccionar de elle una subsucesiôn convergente a un determinado 
vector de modulo uni tario que denominaremos i p , lo cual siempre es 
pos ible.
Entonces, de que : (u^*^-u) = . | | u ^ *^ -u | | + o ( | | u ^ ^ -u | | ) es
fâcil comprobar que tendrfa que ser: V f(u)ij) = 0. Ahora bien, si 
por ejemplo ^ 0, podrîamos repetir el razonamiento anterior -
con u^^ = u^^, ya que la existencia de un iî en ese caso, tal que 
su producto escala con cualquier 9f/3u^, ifi*, se anulara podrîa 
extenderse inmédiatamente al i*. S in perdida de generalidad podrî^ 
moô suponer por cons iguiente que no existe ninguna combination l î  
neal entre las columnas de Vf(u) de lo que se seguirîa que para - 
algun r no existiria ningun u6 B^ ^ , ufü, tal que f(u) = f(û).
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Ademâs de que x es tal que x^ >^ 0, si ieN^, todavîa podrîa seguir 
suponiéndose que A^ serîa arbitrario, si j-meNg.
Asî podrîan garantizarse conos convexos de vectores tangen - 
tes en cada punto x^ del tipo (104) y por lo tanto valdrîan los re- 
sultados establecidos antes.
El resultado del Teorema (95) puede ser mejorado en el sent£ 
do de que se podrîa relajar las hipotesis de la diferenciabilidad 
con continuidad de £ en u y dej aria solo en la diferenciabilidad de 
f en u .
Por otra parte, con alguna restriccion adicional se podrîa - 
garantizar que f 0.
- 75 -
El siguiente enrôlerio ilustra esta ultima observaciôn:
(105) COROLARIO
En las mismas hipôtesis del Teorema (95) si ademâs supon£ 
mos que no existe un vector Y 6 pCar(N^) y f 0, Y ^ 0, tal 
que: Y* Vfj(ïT) = 0, en donde :
Car(N^) - Cardinal de Nj « n “ de elementos de N^,
VfjCü) - (Vf^(ü)) ;  Nj * subconjunto de {l,2,...,n}
tal que i 6 Nj =♦ f^(u) = 0,
entonces existe un vector n 6 n", ri £ 0, tal que :
(106) Vf^(u) + n Vf(u) = 0, y
(107) n . f(ü) - 0.
DEMOSTRACION
Sea n* tal que D* £ 0, n* f 0, y
n* Vf^(ü) + n* Vf(û) - 0
se sigue entonces que, o bien H* * 0, en cuyo caso 0^ > 0, 
o bien 0* f 0.
Ahora bien, si en este segundo caso fuera H* - 0 tendrîa
mos :
n Vf(u) « n* Vfj(u) » 0, 
con: Hj “ ’^^ i^iCN * que Djj = 0, en donde:
till ° "^^ i^  iGN^ '
Como n f 0 se seguirîa que ti* f o lo que contradirîa
la hipôtesis de no existencia del vector Y del enunciado.
Por tanto, afln en este segundo caso deberîa de ser
- 76 -
n; f 0.
Para compléter la demostracion del corolario basta esc£ 
ger, pues:
*
n* " JL » i *
n_
La condiciôn de no existencia de un y £ 0, y f 0 tal 
que yVjf(u) = 0 esta en la lînea de lo que en la Programaciôn 
No Lineal se denomina una "restricciôn cualificada", las cuales 
se proponen para garantizar que f 0.
No obstante ninguna de las restricciones cualificadas 
que se consideran normalmente coincide con ésta (visse la Nota 
8) .
A continuaciôn vamos a présentât una demostraciôn de los 
resultados (97) y (98) del Teorema (95) que tiene interis porque 
se emplea en ella una metodologîa diferente a la demostraciôn an 
terior, que no incluye la aplicaciôn del Principio (91).
Esta nueva demostraciôn se basa exclusivamente en el "Teo^ 
rema de la Funciôn Inversa" para funeiones vectoriales de varias 
variables.
(108) PROPOSICION
En las mismas hipôtesis del Teorema (95) se verifican 
(97) y (98) para algun vector q f 0.
DEMOSTRACION
Cons ideremos el siguiente problems ampliado:
min X = f„(u) 
sujeto a:
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(109) con u € £2 E ; u^+i arbitrario, i=l,2,...,n, 
y X 6 G*, en donde:
G* = {x e n "  / X = 0},
Denotemos:
u = ("l'Ug' '""m+n)
y:
q, 2
gj^(u) “ -f^(u) - i«l,2,...,n
go(u) - f^(u)
Entonces, si x - î(u) es una soluciôn del Problème (96),
definido de la siguiente manera: u = »“m+i♦“m+2’''*’“m+n^’
- Vz
con: “n+i “ (-f^(u)) , i=l,2,...,n
sera una soluciôn del Problems (109).
Denotemos por Vg^(ü) los vectores gradientes de las 
g^, i = 0 ,1, 2 , . . . , n , en Tî, y supongamos que son linealmente 
independientes, pues en otro caso se seguirîa que bay una corn 
binaciôn lineal no trivial entre los vectores Vgj(U), 
i"0,1,2,...,n , y por lo tanto que se ver if ican (97) y (98).
Se puede compléter entonces, supuesto m £ 1, la fun­
ciôn vectorial g(u) con otras (m-1) componentes, para obte
ner la funciôn: g :  *■ R™^", tal que exista la matriz
Jacobiana (m+n) x (m+n) Vg(u), en un entorno de ïï, y su d£ 
terminante sea no nulo en dicho entorno. Basta para ello tener 
en cuenta que de la continuidad de 7g^(u), i = 0 ,1,2,. . .,n ,
se deduce que no exist ira dependent ia lineal entre los Vg^^(u),
en un entorno de W, si no la habîa en ?, y que la matriz j£
cobiana puede completarse, obviamente, con vectores fila:
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Vgj(u), i “ (m+1), (m+2)....... (m+n-1), que cumplan las condi,
clones requerldas.
(Si m =0, no hay restricciones en el Problema (109) y 
la tesis de la Proposicion (108) es evident entente cierta sin 
mas que aplicar el Principio (91) a los vectores limite 
(x^(6) - x^) /6) .
La aplicaciôn entonces del "Teorema de la Funciôn Inve£ 
sa" (Vease la Nota 9), permite deducir que exist ira un entorno 
de ïï, E£, tal que:
g(E_) = {x 6 / X = g(u) ; u G  E!k},
es abierto.
Se sigue de ello que habîa un entorno de g(u) obteni- 
do con puntos de la forma g(u), para u G 0. Es decir que 
X no serîa un punto perteneciente a la frontera inferior con 
respecto a x^ del conjunto:
C = {x G / x  ^ = g^(u); i«0,1,2,...,n ; u G fi},
lo que impide su optimalidad contra lo supuesto.
Se deduce entonces que deberîa existir una combinaciôn
lineal no trivial entre los vectores Vgj(ïî), i=0,l,2 n,
de lo que se siguen (97) y (98).
Como hemos ind icado an tes el Teorema (95) se puede mej£ 
rar en el sentido de que basta con suponer la diferenciabilidad 
de f en H y no la diferenciabilidad con continuidad.
Vamos a demostrar, en ese sentido, un teorema clâsico en
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Programaciôn no lineal el cual, mediante la inclusion de una 
"restricciôn cualificada" adicional, concluye ademâs que f 0.
Veamos antes cual es en termines précisés dicha restric- 
ciôn cualif icada.
(110) DEFINICION
Sea fi un subconjunto abierto de r ”* y f (u) una f un
ciôn vectorial n-dimensional definida en fi.
Cens ideremos el conjunto:
(111) H = {u G R® / u G fi; f(u) < o).
Entonces, se dice que f satisface la "restricciôn cua 
1 if icada" de Kuhn-Tucker en el punto ïT del conjunto H si 
f (u) es diferenciable en ïî y si para todo vector \p 6 R*" 
tal que :
VfjCü) . i(/ £ 0
en donde f^ - ^^i^iSN ’ i G <=> fj(u) = 0, existe
una funciôn m-vectorial u (6) definida en: 0 £ 6 £ 1, tal
que : u (0) = H; u (6) G H, para 0 £ 6 £ 1, y u(6) es dif£
renciable en 6 = 0  verificandose:
M F - - * .
para algun a > 0.
Estamos ya en condiciones de probar el siguiente teorema:
(112) TEOREMA (de Kuhn-Tucker)
Cons ideremos el Problema (96) y sea x = f ( ïT) una so lu
c iôn.
Entonces, si f (u) es diferenciable en ïT y se ver i-
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f ica la restricciôn cualif icada de Kuhn-Tucker para f(u) en u 
se puede concluir que existe un vector Tf £ 0 que verifies
(106) y (107).
DEMOSTRACION.
Si u es una soluciôn del Problema (96) tendremos:
para todo u 6 H.
Ahora, ya que se verifies la restricciôn cualif icada de 
Kuhn-Tucker, para cada vector ip tal que Vfj(u).\jj £ 0 existe 
una funciôn u(ô) tal que du(0)/dô * a .ip, con a > 0.
Consideremos entonces los limites, cuando 6 +0, en las 
expresiones:
f^(u(6)) - f_(ïî)
(> 0, V6),6
los cuales existirân por ser f^ diferenciable en u, para c^ 
da ip .
Se obtiene entonces, por la régla de la cadena, que :
Vfj.(u).i|; £ 0 Vf^(u) . (aip) £ 0 — » Vf ^ (u) .ip £ 0
El anterior resultado puede expresarse tambien diciendo 
que la soluciôn del siguiente problema de Programaciôn Lineal:
max -Vf (u) . ip
suj eto a :
(113) Vfj(ü).» £ 0
^  arbitrario, 
se obtiene para 'P = 0.
Asî, el Problema (113) tiene soluciôn finite de lo que se 
deduce, teniendo en cuenta el Teorema (50) de la Dualidad en
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Programaciôn Lineal, que el problema dual del (113) dado por:
(114) min y .0 (=0)
suj eto a:
Y Vfj(u) - -Vf^(u)
Y >0,
tiene soluciôn.
Esto équivale a afirmar que bay alguna soluciôn factible 
al conjunto de restricciones del Problema (114). Sea y una 
de taies soluciones. Entonces, la conclus iôn del Teorema sigue 
pues sin mas que définir el vector n de la siguiente manera:
Ôj - Ÿ £ 0,
Ôii - 0,
de donde
La demostraciôn del Teorema, que présenta algunas variaci£ 
nés respecto a las demostraciones usuales en algunos textos (vea 
se la Nota 10) permite hacer algunas observaciones interesantes. 
Una de elles es la de que si la restricciôn cualif icada de Kuhn- 
Tucker para la sub fune iôn vectorial fj se pudiera aplicar a 
cualquier otra subfunciôn vectorial de la f, el resultado se­
guirîa siendo vâlido con las modificaciones consiguientes en la 
definiciôn del vector q.
En cuanto a la relac iôn entre la restricciôn cuali f icada 
de Kuhn-Tucker y la condiciôn de no existencia de un Y £ 0,
Y f 0, tal que : y Vfj(u) = 0, vamos a ver que la primera no
implica la segunda.
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En efecto, consideremos por ejemplo el siguiente problema:
(115) min f^(u) 
suj eto a:
u, +u- ,
fj(u) - Uj - Ug < 0
fjCu)
f 3(0)
-«1 +"2 - °
-“1 < 0.
con soluciôn: u (!) •
Los vectores gradientes en 
Vfj(ïï) = (1,-1) 
Vf2(û) = (-1,1)
Vf^(u) = (-1,0)
y:
1 - 1
V f j ( u )  = - 1 1
- 1 0
En este caso, mientras que la restricciôn cualif icada de 
Kuhn-Tucker se cumple, es decir que se puede définir una funciôn
u(6) tal que f(u(6)) £ 0, 0 £ 6 £ 1, du(0) a 41, para
todo vector \(; =• ( . ) tal que : 
4>2
1 - 1
- 1 1
- 1 0
es decir 'l'j “ *^2 — existe un vector (1,1,0), tal que:
1 - 1
Y V f j ( u )  = ( 1 , 1 , 0 ) - 1 1 = ( 0 , 0 )
- 1 0
Por supuesto, aunque exista tal vector, el cumplimiento de 
la restricciôn cualificada permite garantizar la existencia de 
un vector 0 = (0^,Ig,Og), tal que :
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1 -1
(1,1) + (n^.ôg.ôg) -1 1
-1 0
(0,0)
(Este setfa el dado por : = 2; Hg = 1 = 2 ).
Del ejemplo anterior se sigue que no cabe esperar que, por 
el hecho de que exista el Y £ 0, Y 0 tal que Y Vf ^ (u) = 0, 
baya de ser = 0 en el Teorema (95) . Queda pues bien claro
que la condiciôn del Corolario (105) es una condiciôn suficiente 
y no necesarîa, para garantizar la positividad del .
Lo mismo se puede decir de la restricciôn cualif icada de 
Kuhn-Tucker. El siguiente ejemplo ilustra esta afirmaciôn:
2
min fQ(u) - Uj , 
suj eto a:
fj(u) = Uj + Uj £ 0, n = ,
con soluciôn u ” (°).
En este problema no se verifies la restricciôn calificada porque
mientras que el conjunto de vectores ÿ viene definido por:
- "^ 1 
Vf j(u) . ip = (0,0) (^^) £ 0
el conjunto H se reduce al ônico punto (°).
Por otra parte, de que Vfj(u) = (0,0) se deduce que exi£ 
tira un y > 0 tal que y Vfj(u) = (0,0). Asi, tampoco se cum 
pie la restricciôn del Corolario (105).
S in embargo se puede seleccionar un vector q £ 0 tal que :
q VfJ(u) - -Vfp(u),
pues basta tomar
Con estos ejemplos terminâmes la discusiôn del caso es ta t£ 
co diferenciable. En la siguiente secciôn iniciaremos el estudio 
del caso dinamico diferenciable.
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2. EL CASO DINAMICO DIFERENCIABLE
En esta secciôn nos vamos a ocupar de la aplicaciôn del 
Principio (91) para obtener las condiciones necesarias de optim£ 
lidad en el Problema (56) que volvemos a establecer aquî:
(116) min (t,) » f^(x,u,t)dt
^o
I f(x,u,s)ds + x(t^); Vt 6 [t^,t^]
suj eto a I 
x(t) =
x(t) € R
u(t) 6 n r ", Vt 6 [t^.tj; u(.) G û
x(t_) G G„ <= r "
x ( t j )  G Gj  c R "  
en donde A es una determinada clase de funciones.
Las intégrales se entenderan en el sentido de Lebesgue y 
todas las operaciones matemâticas planteadas se suponen implîc£ 
tamente realizables.
En principio, el conjunto C a considérât en este probl£ 
ma es el siguiente:
t.
(117) C = {î G / X I ?(x(t) ,u(t) ,t)dt + ;
r
x(t) = J f(x(s),u(s),s)ds + x(t^), u(t) G fi,
Vt G [t^,tj;
u(.) G A, t^,tj G R, tj > t^, x(t^) G G^}
Se trata pues de caracterizar los puntos de la frontera inferior 
del anterior conjunto respecto a la coordenada x^ para determ£ 
nar luego el ôptimo seleccionando aquellos que verifican las con 
diciôn x(t^) G Gj^ .
Una primera observaciôn a hacer sobre el Problema (116)
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es la de que mediante la introducciôn de la variable (t) de
finida en la siguiente manera:
(t) = f ds 
It
el problema se puede volver a plantear haciendo desaparecer el a£ 
gumento t de la funciôn î, cuyos unicos argumentes serîan ahora
el vector (x ,x,,...,x ,x .,), y el vector u = (u,,u_,...,u )'.O 1 n n*ri 1 z m
Cuando el problema se plantes en termines en los que la va­
riable t no aparece explîcitamente se convierte en une "autônomo" 
es decir invariante a las traslaciones en el tiempo en los argumen 
tes de las funciones x.(t) y Uj(t).
Segun acabamos de mostrar, pues, basta discutir el caso 
autônomo del cual el general se seguirîa como corolario.
Otra observaciôn a hacer se refiere a la arbitrariedad de 
los dos parâmetros t^ y tj. En principio estos dos numéros in- 
crementan el nômero de incôgnitas del problema. Ahora bien, pue£ 
to que suponemos que ninguno de los conjuntos fi, y Gj^  depen
den de t, en el caso de problèmes autônomos podemos suponer que 
t^ es fijo. En cuanto a t ^ puede cons iderarse una incôgni ta mas 
del problema. Esto no excluye aquellos casos en los que t^  es 
fijo. En efecto, bastarâ anadir una nueva variable mas al proble­
ma definida como identicamente igual al tiempo, o sea igual que 
antes : x^^^(t) = t, e incrementar en una dimensiôn mas los con­
juntos G^ y Gj , en el primer caso para recoger que ^^o^ * *"o
y en el segundo que debe de ser un determinado valor f£
jo-
Otra situaciôn que en principio no quedarîa recogida en el 
anterior esquema pero para la cual se generan con facilidad cond£ 
clones necesarias de optimalidad como un corolario de la situaciôn
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que investigaremos aquî es la que se refiere al caso en que alguno
de los t^ ô t ^ 6 ambos, sean infinitos. En ese caso el Problema
(116) se plantearîa directamente con esas condiciones en el inte£ 
valo (t^,t^) que correspondiera y la misma metodologîa que em- 
plearemos aquî permitirîa obtener las condiciones necesarias de 
optimalidad. En el caso de que alguno de los limites de integra­
tion fuera infinite habrîa que asegurarse de la existencia de las
correspondientes intégrales mediante unas adecuadas restricciones 
en f y A. Por lo que respecta al conjunto fi de valores de las 
funciones de control este podra ser cualquier subconjunto arbitra^ 
rio de R™, no necesariamente convexo ni compacto. Pero lo que 
si supondremos es que es un conjunto independiente de t.
Los otros dos conjuntos y G^ que restringen respecti-
vamente los valores de la variable x (t) en los instantes t^ y 
tj se supone que verif ican unas ciertas condiciones de regular^ 
dad a efectos de poder caracterizar los valores ôptimos. Estas 
condiciones se concretan en que se suponen "variedades diferenci£ 
les" que pueden definirse mediante un sistema de n-F^, i = 0,l, 
ecuaciones en r ", siendo la dimension de cada variedad, d£
finidas por funciones diferenciables con continuidad en un abier­
to que contenga a la variedad y matriz Jacobiana de déterminante 
no nulo en cada punto de la variedad (Ver Nota 11).
En las condiciones anteriores la trayectoria optima entre 
los puntos x(t^) y x(tj) pertenecientes a las variedades G^ y 
Gj se caracterizarîa por verif icar unas determinadas "condicio­
nes de transversalidad" en cada uno de esos puntos. Esto es, con 
mas precision, si denominamos y T^ a los pianos tangentes a
las variedades G^ y G^ en x(t^) y x(t^) de dimensiones respe£ 
tivas F^ y Fj, es decir a la intersecciôn de los hiperplanos tan
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gentes a las hipersuperficies dadas por cada una de las ecuacio­
nes, en cada caso, las condiciones de transversalidad se traducen 
en que una determinada funciôn vectorial temporal: n(t) ”
“ (Hj (t) ,ri2(t) , • • • ) , definida en t^ £ t £ tj, que juega
un papel similar a los multiplicadores en el caso discreto y cu- 
ya caracterizaciôn y obtenciôn se estudiaran en detalle mas ade­
lante, sea "ortogonal", para t = t^ y t *tj, al correspondien 
te piano tangente. Esto es, para todo vector 6=(0j,02,...,0^) 
perteneciente a habrîa de ser q (t^).0 = 0 ,  y lo mismo pa­
ra Tj .
Nosotros no nos ocuparemos de este problema y resolveremos 
sôlo el caso relativo a extremos dados por sendos puntos x^° y 
ya que nuestro objetivo no es el anal is is exhaustive de todos los 
casos sino la investigaciôn de como unos pocos principios fundamen 
taies permiten deducir los resultados que estan en la base de la 
resoluciôn de los problèmes de optimizaciôn.
El problema a estudiar sera por lo tanto la vers iôn autôn£
ma del (116) con - {x^ °} y G^ = {x^ }^ •
Como clase A de funciones, la cual denominaremos "clase 
de los contrôles admisibles", escogeremos la caracterizada por 
las très siguientes propiedades:
(118) (i) Todos los contrôles u(t), t^ £ t £ tj, se supondrân
medibles y acotados.
(ii) Si u (t), t^ £ t £ tj, es un control admisible, w
es un punto arbitrario de fi y t' y t" son numéros taies que
t < t' < t" < t., el control u^(t), t < t < t., definidoo — — 1 o — — 1
por la fôrmula:
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■u(t) s î "o 1 t < t ’
0) 8 i t ' < t < t"
u(t) s i t" < t < t.
U^(t)
es tambien admisible (si alguno de los subintervalos fuera vacio 
no se aplicarîa la definiciôn correspondiente).
(iii) Si el intervalo t^ £ t £ t se particiona por medio 
de puntos de subdivisiôn en un nômero finito de subintervalos en 
cada uno de los cuales el control u(t) es admisble entonces ejs 
te control es también admisible en el intervalo complete 
t^ £ t £ tj. Un control obtenido a partir de un control admisi­
ble u(t), £ t £ tj, por una traslaciôn en el tiempo, es d£
cir el control: u^(t) = u(t-a), t^+a £ t £ t^+a, es también
admis ible.
A las anteriores propiedades ya nos hemos referido antes 
cuando analizamos el caso dinamico continuo convexo.
(119) Estableceremos a cont inuac iôn las propiedades a exigir a 
la funciôn f. Estas seran las de que las funciones f^(x,u), 
fJ (x,u),...,f^(x,u), sean continuas con respecto a sus dos argu 
mentos x y u en el espacio producto n"x fi y ademas posean d£ 
rivadas parciales continuas con respecto a las x^, i»1, 2,...,n ,
X fi.
El que se admits la existencia y continuidad de las deriv£ 
las parciales permitirîa, ademas de garantizar la existenciayunic£ 
dad de las soluciones del sistema de ecuaciones diferenciales con valor 
inicial dado permitirîa caracterizar el intervalo t^<t<t ^ al vector de 
multiplicadores q (t) , el cual, con solo la aplicaciôn de resultados 
del tipo (91), quedarîa solo determinado en términos de los vec to 
res tangenciales en cada punto de la trayectoria ôptima.
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No entramos aquî en la discusiôn de otras condiciones que 
podrîan proponerse para garantizar la existencia y unicj.
dad de soluciones de la ecuaciôn integral de (116). (Ver Nota 12). 
No hay que perder de vista que el problema de la determinaciôn de 
condiciones necesarias en la teorîa de la optimizaciôn arranca de 
la suposiciôn de la existencia de una soluciôn que cumple las coii 
diciones requeridas, y no antes. Asî, las condiciones expuestas 
cumplen el objetivo de limiter la pos ible gama de
soluciones alternatives adicionales mas que con el fin de garant^ 
zar la existencia de alguna soluciôn, ademâs de permit i r las man£ 
pulaciones que ae  preciean para establecer las condiciones busca- 
das .
Vamos a obtener a continuaciôn una condiciôn necesaria de 
optimalidad para el Problema (116) en las condiciones dadas. Nue£ 
tro objetivo no es tanto el propio resultado, que no es otro que 
el Principio de Mâximo de Pontryaguin, sino el mostrar de que m£ 
nera se puede obtener a partir del Principio (91).
Como primer paso vamos a establecer aquî un resultado que
ya se comentô antes al estudiar el caso dinâmico continuo convexo.
(120) LEMA (Principio de Evolue iôn Optima)
Supongamos que x(t) = (x^(t),Xj(t),...,x^(t))', con 
t^ £ t £ tj, es una trayectoria ôptima para el Problema (116) 
en su vers iôn autônoma, con , y las cond£
clones (118) y (119). Entonces, para cada t 6 [t^,t e l  punto 
X (t) pertenece a la frontera inferior, respecto a su primera coo£
denada, del conjunto C dado por (117).
DEMOSTRACION.
Basta reproduc ir la discusiôn de la primera parte de la d£ 
mostraciôn del Teorema (79). El que no se pueda asegurar ahora que
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C sea convexo y cerrado es irrelevante en la obtencion del res1 
tado propuesto.
Recordamos ahora que el punto t en el intervalo (a,b) 
se denomina un "punto regular" de la f une ion inedible u(t) si se 
verifies la relac ion :
Urn
m(I) + 0 )
para todo entorno EC.fi de u(t).
En la expresion anterior u ^(E) dénota el conjunto de puri 
tos 8 del intervalo (a,b) tales que u(s) 6 E, mientras que I 
dénota un intervalo arbitrario que contenga a t y m(.) repre­
sents la medida de Lebesgue del conj unto correspondiente.
Se puede demostrar (vease la Nota 13) que el conj unto de 
los puntos regulares de cualquier funcion medible arbitraria en 
el intervalo (a,b) tiene medida igual a (b-a), es decir, que 
"casi todos" los puntos del intervalo (a,b) seran puntos regu­
lares para la funcion u(t).
Ademas, si g(s,u(s)) es una funcion real y continua de
las dos variables s 6 (a,b) y u 6 fi, y u(s), a < s < b, es
una funcion medible y acotada con recorrido en fi, entonces, si 
z es un punto regular para u(s) se verifies la relacion:
Z+02Ô
( 1 2 1 ) I g(s,u(s))ds = 6 (0 2 - 0 j ) g(z,u(z)) + o(g)
z+0 J 6
en donde 0j y 02 son numéros reales arbitrerios, 6 es un n^ 
mero positive suficientemente pequeno (para que quede garantizada 
la définie ion del integrando), y 0(6) es un infinités imo de un 
orden mayor que 5, es decir:
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lim ^  - 0 
64 0 ^
La integral de (121) se. entiende en el sentido de Lebesgue.
Supongamos ahora que x(s) , para t^ ^ s ^ t^ , es una tra^
yectoria optima para el Problems (116) en las condiciones dadas,
_ ±.
con control correspondiente u(s), y sea x(t) un punto de dicha 
trayectoria.
Vamos a construit progrèsivamente un cono convexo asociado 
a dicho punto el cual desempenara un papel fundamental en la deduc^ 
cion de las condiciones necesarias de optimalidad.
Sean Aj ,Xj» • • • , ,  una coleccion de nCmeros no negatives 
y 6 > 0.
Definamos la funciôn de control constante a trozos Ug(s)
el intervalo 0 ^ s ^ ^ X .]6, de la siguiente
i-1
1-1 i
u.(s) = u  ^ 6 fi, para [ I  X ]6 £ s < [  ^ X ]ô
i=l J j-1 ]
si i = 2 , 3 ..... ,(q-l).
« u ^ ^ 6 n, para 0 £ s £ Xj6
= 6 n, para [ Î  X.]6 £ s £ [  ^ X.]6
i-1  ^ i-1
(Observese que definimos la funciôn continua por la izquierda a 1 
contrario de lo que hemos hecho en ocas iones anter iores. De cua_l 
quier manera la definicion de la funcion de control en los puntos 
de discontinuidad es irrelevante).
Denotemos por x^(s) la trayectoria cuando se aplica la
funcion de control anterior con es tado inicial x(t), para
0 £ 8 1 [ ? Ai]6.
i=l
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Teneraos: [ g
( [ ?  - x(c) = [ f (xg(s) , U g ( s ) ) d s  =
i=l ■'o
Xj6 (Xj+X2>6
f (x* (s) , Ujç (s) ) ds +  I f (Xg (s) ,Ug (s) )ds + ---
■^X' I  ,
h + f(Xg(s),Ug(s))ds
■' q-1
["z
i=l ^
Ahora bien, podemos aplicar la formula (121) para evaluar
cada una de las intégrales anteriores ya que las subfune iones de
i-1 i
la Uf(s) def inidas en los intervalos: [  ^ X,]6 £ a < [  ^ X .] 6,
j-1  ^ 3-1 ^
se pueden prolonger por la izquierda haciendolas igual al corre^
(i i-1
pondiente u para s < [\T X .] 6, de manera que los puntos:
1-1 3-1 ^
8 - [ I X .]5, para i=2,3........ . y s - 0, resultarIan ser pun
j-1 3
tos regulares de las fune iones ampliadas, y ademas la funcion
X g(s) es continua en s y f es continua en x y u.
i— 1
Aplicando entonces la formula (121) con z =  ^ X.,
3-1 ^
0j^ = 0, y 0g - X s e  obtiene:
(122) x*([ ? X.]6) - i(t) = X,6 f (#(t) , u ^ S  +
° i=l 1 ^
+ ? X.6 f (x*([^ï^ Xjô), u(i)+o(6)
i=2  ^ 6 j-1 3
Evidentemente x*([  ^ X .]6) 6 C, como se sigue sin mas
® 1-1  ^ fol
que adjuntar el control ug(s) al control que traslada ^o a
x(t) y recorder las propiedades de la clase A.
Dividiendo por 6 y haciando 6 4 0 se obtiene:
X* ( [ f X^]6) - x(t)
(123) lim — ----— -=------------ =
64 0
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X, f(x(t), \  X f (lim x*([ I  X .] 5) ,
i=2 1 6 40 ° j = l ^
 ^ X^ f(x(t), ,
i=l
>*
= 6ya que xt(0) = x(t).
Es facil comprobar que el con j unto de vectores obtenido to^  
mando limites del tipo (123) para 3s(t) fijo es un con j unto con­
vexo (en realidad un cono convexo) ya que si
 ^ Xj ^ f(x(t), u^^^) y  ^ xf^ f(x(t), u^^^), son dos de tales
i-1  ^ i-1 ^
vectores, el vector:
 ^ (1 (iK / (^2 (12,X I  X r  f (x(t) , u'l*) + (1-X) I  X r  f(x(t), u'^3 , 
i-1  ^ i-1 1
para cualquier X, 0 < X < 1, es evidentemente un vector del t£
po anterior sin mas que définir; X^ - Xxf^ y u^^ = u^^^, para
i-1,2, . . . ,q^ , y X - (1-X) X^^ y u ^ ^ = u^^^, para
1 “ (qj+1),(qj+2),...,(qj+q2).
Ademas el 0 es un vector limite sin mas que toraar E X^ = 0.
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Consîderamos ahora el conj unto acotado no vacio siguiente:
- {u 6 n C m™ / E u^ £ k } 
i-1 1
-2 . (kpara k G IN y k£ T> u.(t ) , y sea D un s ub con junto den so y numera
(kble en A'*.
Sea, por otra parte, para hS W , una sucesiôn crecien
te de conjuntos finitos taies que:
U
hG «
y de cada contenga h elementos.
Nues t ro objetivo es préparer la aplicaciôn del Principio - 
(91) problème (116) supuestas admit idas las hipôtesis que y a he-- 
mos indicado antes sobre A, y G^. Pero ello deberemos elegir 
de una manera conveniente un conj unto que corresponde al C al que 
se refiere al Teorema (91).
Ahora, como hemos mostrado antes, se puede définir para c^
de t, con ^<t<t ^ , un haz de vectores tangentes en cada punto -- 
^(t) de la trayectoria optima si se prolongera la funciôn de con­
trol u(t) durante un lapso de tiempo ( E 1^)6, por medio de una 
funciôn constante a trozos.
Tomando como referencia el resultado anterior, los conj un —
tos de accesibilidad que vamos a définir no van a ser otros que -
conj un tos de puntos de IR  ^ que se pueden obtener a partir de 1 - 
^(t) por medio de funciones constantes a trozos, con la restric--
ciôn de que los valores de las constantes u^^ se escojan en uno -
de los conj  untos y de los suces ivos puntos que se pudieran
ir obteniendo a partir de los sucesivos puntos terminales, segun
dos opciones. En la primera cada uno de los subintervalos de de-
finiciôn de la funciôn de control correspondientes a cada u^^se -
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irîa ampliando, manteniéndose acotada la auma de amplitudes del cori 
junto de subintervalos, y en la segunda a cada colecciôn de subin - 
tervalos de definiciôn correspondientes a cada u^^ se iria adjun- 
tando por la derecha nuevas prolongaciones, con la restricciôn de 
que se mantuviera acotada la suma de amplitudes de todos los sub­
intervalos .
Esta doble consideraciân de dos diferentes tipos de con j uii 
tos de accesibilidad tlene como fin el de ayudar a rematar la - - 
construccion de conos convexoade vectores tangentes en los puntos 
de las fronteras de ambos, en las que se crean algunas dificultades 
adicionales para garantizar la definiciôn de perturbaciones por - 
medio de las cuales se pueda obtener dicho haz de vectores tangen 
tes.
Denotemos, pues, por a^^ , a^ ^ , a^ g^ . . . , a , con a^ ^ _>
£ ^ K  j-1) * para todo j, y a^g = 0, los puntos de subdivision co-- 
rrespondientes a los valores u^^, j - 1, 2..., h, en donde, sin - 
perdida de generalidad, podemos considérer asociado cada u^^ a c^ 
da subintervalo ®lj^» y® que esto no afectaria al vector
tangente obtenido, y denotemos por u^^ (s) a la funciôn de (control 
de finida igual a los u en cada uno de los subintervalos 4ndica- 
dos, la cual trasladaria el punto incial x(t) a un n«nvo ptunto -- 
X^ ^ (a . Estos puntos de subdivision a^j no tendrîan pof que - 
ser necesariamente distintos.
Sean, por otra parte, b^Q , b^ ^ , b^^ » - - , b^^^, taies (flue 
b2o=Oybij > 0, p a r a todo j, y definamos:
j
para todo j .
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Entonces se verificarîa que ®2j£®2 (j-1)* ***** permitirîa
finir consistentemente una nueva funciôn de control, que denomin^
senos u^2(8;, haciôndola igual a u^^ en los intervalos ^®2(j-i)»®2j^ ’
^/2 *
j - 1,2..., h, la cual trasladarfa el punto x (a^^) al x ^®2h^’
El proceso podrîa continuer definiendo un nuevo conj unto, 
bgg, b^j, b 2^ » ' "  ' b3h • con b^^ = 0 y b^j£ 0, para todo j, y una 
nueva colecciôn:
3 
£
r=r
1,2,..., h, mediante la cual se podrîa définir una funciôn de
'3j ” ®2j +  ^b r
control u^^(s) , igual a u^^ en el intervalo ( a ^ ^ , a^j) , que -
^(2* ■'(3*
trasladarîa el punto x ^®2h^ ®^ * ^^3h^’ ^ ®8î sucesivamente.
Si p fuera el numéro de veces que se repitiera el proceso 
supondremos ademâs que se verifies a^^ < T , en donde T > 0 es una 
constante prefijada de antemano.
Ademâs supondremos tambiân que el punto terminal del pro—  
ceso, x^^*(a^^), y todos los intermedios de la trayectoria se man
tienen en el interior de una bola de centro en el punto x(t) y r^
1/2 . - dio o , menor que 1, dado, es decir, si f,enotamos la trayecto -
ria por x^*^*( s) para so [0, a^^], serîa:
£ (xJP*(s, - x.(t))^ < o < 1 
i-0 ^
para todo s.
Vamos a establecer, pues, de una manera précisa, el conj un 
to al que nos estamos refiriendo, el cual denotaremos por , -
para k , bg ]N
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(124) = {x* = (x^*, Xj , x^ )' G m  Existen
®jQ* ® 12 * * ^Ih’  ^iO' y ^ij’ p3ta i — 1, 2,.<., p y
j = 0, 1, 2...., h, de manera que: a,_ = 0, b..
1 0  '"* l j = 0 , a . Q =  b . Q =  0
®lj — ®l(j«-l) y b^j 2 0, para todo i y j, y existe ad£ 
mas una funcion de control u^^(A), definida en el interva­
lo :
P h
0 < s < a,. + E E b.. de la siguiente manera:
-  -  1=1 j = i
"ap(=) " . P®r® ®p(j-l) - ® 1 ®pj' 3 = 1, 2 ...... h, -
en donde:
a^j = ®i(j-l)  ^ '’ir* i = 1, 2,..., p; y j = 1, 2 , . . . ,h
(isiendo u G para todo j , y se verifies:
X* - x^'’*(Spj^) = x(t) = ! f(x^^*(s), u ^p( s ) )  ds
x^^ (s ) = %(t) + J f (x^^ ( z  7 , u ^ p  ( z  )  ) dz 
Para todo s tal que 0 £ s £ a^^
Ademas existen t > 0 y o > 0, con o < 1, tales que a^^ < T
y :
E (Xj^ (8) - x^(t))^ < o, para todo sG tO, a ^ ] }
(No'tese que por simplificacion de la numenclatura no men--
(khcionamos explicitsmente en dependencia del conj unto
de T y de a, y que la ambiguedad que se producirîa por la
doble definiciôn de las funciones de control en los puntos
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de subdivision serîa irrelevante ya que el conj unto de
todos ellos serîa de medida de Lebesgue nula) .
Antes de pasar a définir el segundo conjunto de accesibi1£ 
dad que nos servira de apoyo para la aplicaciôn del Frinc£ 
pio (91) a nues t ro problems vamos a demostrar a continua-- 
ciôn un î'ema p revio que prépara dicha aplicaciôn.
(125) LEMA
Si x(t) , obtenida para el control u (t), con t^ £ t £ t ^ , es 
una trayectoria optima para el Problems (116) en el caso - 
autônomo, con = {x^}, las condiciones (118) y f es con­
tinua y con derivadas parciales continuas con respecto a - 
las x^ en IR x entonces x(t) es, para todo t tal -
que t ^ < t < tj, un punto perteneciente a la frontera infe­
rior respecto a su primera coordenada del conjunto -
clausura del dado por (124) , con h y kGW
DEMOSTRACION
Supongamos que para algûn t, con t^ < t < t^, existiera un -
punto X* GC con k £ E u , ^  ( t ) tal que x^ = x(t) y < x (t)t 1 o o o
Consideremos el conjunto
(126) {(*, u) e » “* '  X fi C m / £ (x < 1;
E u. £ k}
i-1
que es compacte en n+m+1^ yg que es cerrado y acotado.
Entonces, puesto que f (x, u) es continua en IR x îï, la
funciôn: max|.[f^(x, u)],/0£i£m) alcanzarâ su mâximo, que denominare^ 
mos , en dicho conjunto (126).
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Por otra parte, ya que G , existira una sucesiôn
x^ *^ , rG IN , con x^ *^  G por todo r, tal que: x^’^ -+ x^
Consideremos ahora ampliada la definiciôn de las funciones
^(rX (s ) dadas por :
/\  ^ ® A
x^*^(8) = x(t) + / f (x^ ) , u^p (? ) ) dz
( ° (para 0 < < a , en donde u ^ (Z) denotaria la funciôn de con —- - p^h apj.
trol correspondiente al r-esimo punto de la sucesiôn con valor de
p asociado que hemos denotado por p^, y siendo x ^ a ^ = x^ *', -
(r "'(r  ^( r
al intervalo: a . < s< T, haciendo x (S) = x eb este ultimo -p^h —
intervalo.
Observese que la existencia y unicidad de las funciones -
^ ( rX (s) en los intervalos indicados estarîa garantizada por la hi­
pôtesis de derivabilidad con continuidad con respecto a x de la - 
funciôn f, (Vease la Nota 12).
Denominemos a la funciôn f correspondiente a la ampliaciôn
de la definiciôn de las x^*^(s), f^ *^ .
Es decir; serîa:
f (x^’^ (z), u(^ (z)) = f (x^’"(z), u^' (z))
^r Pr
para 0 < s < a^’^.
r  - Pr'*
y f('^(x(*^(Z) , u) = 0 
(  r
para a ' . < s < t
Pj.h -
Consideremos, entonces, para cada i = 0,1,2..... . n , la sii
cesiôn de funciones reales continuas x^’^ (s), con r e |]n , def inidas 
en [0,T,]que acabamos de mostrar.
Esta sucesiôn serîa equicontînua en dicho intervalo, ya que si 
s < s' tendrîamos:
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I xj^(s) - xj’^ (s') I = j/® (x^’^ (z) , u^p (z) dz| <
< (x(\z), u^p (z)|dz <M^ (s'-8)
r
para todo re IN y para todo i = 0,1,2,..., n»
Ademas es uni fermemente acdtada ya que
[x f’^ (s) I = I % ^ ( t ) + /® , ujp (z) dz 1 £
£ |x.(t)| + /i® |f.^ *'(x^ ’'(z), u^^Cz) I dz £
£ max I X. (t) 1+ M, T 
0£i£n^
para todo s isCO , T  ] ,todo r;tlN y todo i ■ 0,l,2,.....n
Entonces, la aplicaciôn del teorema de ArzelS (ver Nota 14)
permite concluir que existira una subsucesiôn, que seguiremos den^
'' (rtando por x (s) , con 0£s<T, lo cual converge uniformemente enÇ0,x] 
a una funciôn continua x (s), con 0£ s£ t .
' Supondremos en adelante la discusiôn restringida a  dicha -
subsucesiôn. En relaciôn a ella consideremos la correspondiente su
cesiôn de funciones u^’^ (z) .
aPr
Por definiciôn de dichas funciones tendrîamos que :
(Volveraos a indicar que la ambigUedad que pudiera darse en -
la definiciôn de la u^^ (z) por la duplicidad de definiciones en 
aPr
los a serîa irrelevante ya que el conjunto de todos ellos serîa
Pr^
de medida nula).
Consideremos las correspondientes suces iones a . , j - 1,2,
Pr J
....h; re w  y p ^e H'
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Ahora, como para todo, r y j se verifies; 0 £  ^£^^h *
podemos seleccionar una subsucesiôn de la a ^ c o n v e r g e n t e  a un d£
Prh
terminado valor a*.
Entonces, res t ringidos a la subsucesiôn convergente ante - 
rior se podrîa escoger a su vez otra subsucesiôn de la  ^ conve_r
gente a un determinado valor a^. Restringidos a esta ultima se po­
drîa escoger a su vez otra subi 
y asî sucesivamente bas ta a* ^
bsucesiôn de la ®p^2 convergente a a*^,
De las condiciones impuestas a las a ^ . para cada r fijo se 
*
seguirîa que: a* £ ' para j= 1,2,..., (h-1).
Escojamos ahora de las diferentes h subsucesiones induc£
das en las sucesiones u^p(z) , por el procedimiento descri to antes, 
la ôltima de ellas que denotaremos simplemente por u^’^ (z) .
Vamos a construit entonces una funciôn medible y acotada - 
u* (z), en el intervalo [ 0,xj ,a la que convergera casi seguramente 
la sucesiôn anterior.
Para ello definamos la funciôn u*(z) en el intervalo [ 0,x ] 
de la siguiente manera:
u* (z)= u^^, para aŸ_j<Z<aŸ , con a* = 0
y u* (z) = u^ '’ , en el res to del intervaloC0, x].
De que aŸ_j£aŸ , para todo j, se seguirîa que la funciôn aii 
terior estarîa bien definida. (Se entiende que cuando el correspon 
diente conjunto fuera vacîo no se aplica la definiciôn relative a 
dicho conjunto).
Consideremos ahora el conjunto union de los oonj untos co 
rrespondientes a los puntos de discontinuidad de las funciones de
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(r
la sucesiôn u^ ( z). Como cada una de dichas funciones tendrîa un 
numéro finito de puntos de discontinuidad dicha uniôn sera a lo - 
mas una colecciôn numerable de puntos del intervaloC 0,x],y por lo 
tanto de medida de Lebesgue nula
Por otra parte, el conjunto de puntos limite de los ante - 
riores, integrado por los aŸ , es finito, por lo que la uniôn de 
ambos conj untos sera, por lo tanto, de medida nula.
Supongamos que z pertenece al complementario del conjunto - 
anterior y z < a*.
Entonces z sera un punto interior a alguno de los subinter­
valos :
para algun j, que denominaremos j ^ .
Por consiguiente z sera interior a cada uno de los subintervalos:^ 
U<',. ... ]
para todo r £ r^, si r^ es suficientemente grande, pues en otro -
caso alguna de las correspondientes sucesiones: a^’^. no converge^
Pr3
ria o bien su limite coincidirîa con z , contra lo supuesto.
Se seguirîa entonces que:
lim u^’^ (z) “ u^^Z - u^(z)
Un razonamiento similar prueba que si a^ <z £ X , supuesto que 
a^ < X , pues en otro caso no habrîa lugar a esta consideraciôn, - 
entonces:
lim u^’^ ( z) = = u^(z )
Asî, se pondrîa concluir, por lo tanto, que :
lim = u*(z)
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casi seguramente en CO,x]
Ademâs, evidentemente u^(z 7 es acotada en [0,x], y con ca­
da component e medible, ya que cada una de ellas serîa una funciôn 
"simple", es decir una para la que existirîa una particiôn finita 
de [0,x] en conj untos medibles de manera que la funciôn tomarîa - 
un valor constante en cada uno de dichos conjuntos.
Tambiân seran medibles, n a t u r a1me n t e , cada una de las fun­
ciones f ^ ) , u^’^(z) ) para r6 IN , en [0 ,X]
Por otra parte, para todo E > 0 suficientemente pequeno y
*
*hpara cas i todo z tal que : 0 £ z < a. - e, tenemos, por la conti--
nuidad de f en x y u:
lim f , u^*^(z)) = f ( lim x^’'(z), lim u^’^ (z)) =
r  ^ ® r r/X /s ÿ *
= f(x (z), u^(z)) 
mientras que para todo z tal que: a^ + E £ z £ X tenemos:
lim f^’^ (x^'^(z) , u^’^ (z)) = 0 
omo E es arbitrario obtendrîamos entonces que:
lim f ^ ’^ (x^’^ (z) , u^’^ (z)) = f*(x^(z), u*(z)) 
cas i seguramente en fO,x], en donde f vendrîa dada por:
f (x (z), u^(z ) ) = f (x (z), u^(z))
para ze [0,a^]
= 0, en el resto de [0,x] 
la cual sera una funciôn medible.
Entonces, ya que |f^(x(z), u(z))[ £  , para todo - - -
i = 0, I, 2  n y para todo x(z) y todo u(z) pertenecientes al
conjunto (126), del teorema de la convergencia dominada deLebesgue 
(ver Nota 15) se obtiene:
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(127) x^(a) = i(t) + I f(x*( ), u *(b )) dz
o ®
para s6 [0,a*]
y: x ^(s ) - x^(a* )
para sS [a^, t ]
Pero :
+ 1 I
de lo que se deduce:
x*(a*) = lim x^’^ (a^’^ ) = lim x^ '^  - x^ 
r Pr'’ r
Ahora, de lo anterior se seguirîa que x serîa un punto ac_ 
cesible para el Problema (116) en las condiciones del enunciado - 
del Lema (125), pues muestra que existirîa un instante t + a^ y - 
una funciôn de control admisible, definida por u(s), para a€[t^,t] 
y u^(s - t) para s 6 ( t ^ t + a^  ^D, tal que para la correspondiente
A ^ ^  A ^ ^  ^  Am A ^
trayectoria x (s) se verificarîa: x (t + a^) - x (a^) - x , mien 
tras que, por otra parte, se verificarîa ademâs que:x^ (t + a^) =
- X - X(t), y x^ (t + a^) = x^ < x^(t), lo que contradirîa el 
principio de Evoluciôn Optima (120). Esto compléta la demostra—
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El lema (125) ha dej ado preparado ya parte del désarroilo para 
establecer el resultado fundamental que estarîa en la base de la 
demostraciôn el Principio de Mâximo, el cual corresponderîa al de 
que, puesto que el punto x(t) résulta ser un punto perteneciente 
a la frontera inferior del conjunto , se podrîa garantizar la
existencia de un vector no nulo de multiplicadores, que verifica­
rîa una determinada desigualdad para cierta colecciôn de vectores
* A
tangentes definidos en x(t).
Sin embargo, el establecimiento del resultado anterior re­
quiers alguna preparaciôn previa debido a las dificultades que se
p resent arîan al définir el correspondiente conjunto convexo de
man( 
( kh
vectores tangentes en los puntos del conjunto de ne­
ra que quedaran definidos estos en todo punto del conjunto , 
como exigirîa una aplicaciôn posterior del Principio (91).
Estas dificultades se deben en primer lugar al hecho de 
que si el punto de , que denotaremos por x^ **, fuera tal
que verificara:
E (x^‘*(s)-x.(t))^ - a 
i-o
para algun s perteneciente al intervalo de definiciôn de la tra--
^  ( Oyectoria que termina en x , podrîa suceder entonces que alguno -
de los posibles puntos perturbados mediante los cuales se dis
finiria el correspond!en te vector tangente, podrîa verificar:
E (xf'^ *'(^ ) - jx. (t))^ > a para algun punto de la trayectoria 
i = o
de definiciôn de 1 punto y no pertenecer, por lo tati
to dicho a , lo que invalidarîa la construcciôn de dicho
vector tangente.
Si la condiciôn hubiera afectado solo el punto terminal no 
habrîa mayores problemas ya que en el proceso de aplicaciôn de] -
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Principio (9 1) habrîa que considerar una sucesiôn de puntos de
tal que x(t), y, dado que o > 0, entonces, si
r^ fuera suficientemente grande tendrîamos que necesariamente se
n f r 2
verificarîa E (x ? - x,(t)) < o, y serîa irrelevante, por lo
i-o ^
tanto, como se definiera el cono de vectores tangentes en los pun 
_(kh "
' t  * ' i i
tos X de C , taies que E (x.**- x . ( t) ) - G , el cual podrîa con-
i=o ^
siderarse simplemente coïncidente con el formado exdusivamente - 
por el vector nulo.
” (a -Sin embargo, el hecho de que la condiciôn E (x^^(S)- x.(t))
i-o ^
- a  se verifique en algun T intermedia harîa que la discusiôn - 
fuera algo menos simple.
trayectorias definitorias x^’*(s) pertenecen
tos, a la frontera de la bola de centro x (t) y radio a
-(
Asociemos a cada punto x " el valor :
8 - inf {S6 ]R / E (x^^ (s; - :
9
y sea G^^^el conjunto:
={s6 B  / 8= s^, para algôn x^ **
nada que demostrar, pongamos:
s* - inf { G m / se G^ .^  ^} 
Supongamos en primer lugar que 8^
puntos x^ ** de p(kh ^t *
opiedad de que sus
1 alguno de sus pun
en
))  ^ - o}
"(T)>
otro caso no habrîa
Intonces, sise su^
por s*/2. lo cual
,(kh . . ,original cara£
ontroles aplicados
1 el nuevo P (kh , que
darîa garantizado que el conjunto F^^*^2)serîa vacîo, con lo que
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4esaparecerla el problema, ya que para dicho valor de x y todo 
se tendrîa:
Z (x^^(s ) - X. (t))^ < 0
i=o ^
para todo s
En caso contrario deberîa de ser = 0. Pero entonces —  
existirîa una suces ion de puntos de y una suces ion -
convergente a cero de manera que:
E (xj ''^ (s ) - x.(t))^ - a, 
i=o ^
para todo r,
.’Ahora, ya que el punto (x^**''(s), u^’^ ’^ (s)) pertenecera para 
todo S' y todo r al conjunto (126), tendremos que :
I xj ^ "^ (8) - *i(t)l 1 M^s.^
para todo i = 0, 1, 2,..., n, y todo r
Por lo tanto:
lim X ^ ) = x(t)
r
y deberîa ser:
lim E (xf*'’^(s ) - X . (t) ) ^  = 0, 
r i=o
lo que serîa imposible si o  ^ 0.
Asî necesariamente tendrîamos 6 ^  > 0 y se podrîa escoger
x^ > 0, en donde el sub indice indicarîa la dependencia del X es-
cogido del a, de manera que las trayectorias def initorias de to-*
dos los puntos del correspondiente conjunto permanecieran -
1/2en el interior de una bola de radio <? y centro en el punto 
x(t), lo que supondremos efectuado en adelante.
En segundo lugar, una dificultad de mas dîficil arreglo - 
serîa la que se originarîa en el caso de que el punto x^^ de 
- viniera definido a partir del punto x(t) por una funciôn
- 1 0 8  -
de control def inida en todo el intervalo [0,T],eato es, cuando 
*
®h T .
En ese taso. ya que la def iniciôn de la col etc iôn de puntos
pe rturbados ;(qq exi girla la amplia ciôn del interv alo de defini- -
ciôn de la f unci ôn de con troi , no estarîa garantiz ada ent onces la
pe rtenencia de cada uno de los punt os pertu rbados al conjun-
to C ni por lo tanto 1a 1icitud de la definici ôn del correspon
diente vector tangente.
Para sortear esta dificultad es para lo que se hace neces^ 
rio définir otro conjunto similar al (124) que resolverîa aquellos 
casos en los que no se hubiera podido llegar a la éonclusipn buscji 
da mediante la sola utilizacion de los conjuntos del tipo (124).
En la generation de los conos convexes de vectores tangentes en - 
todo punto de la clausura de estos nuevos conjuntos podrîa utili- 
zarse el result ado de la inconclusiôn mediante los conjuntos (124).
Vâamos contretamente en que resultados operative podrîa - 
traducirse la imposibilidad de la definition del correspondiente
cono tangente en todo punto de interâs de .
Como ya hemos observado antes, de hecho solo estarîamos interesados en la 
definiciôn de los conos tangentes en aquellos puntos x^ *^  que pudieran formar una 
sucesiôn convergente a x(t), tal como se desprende del enunciado del Principio - 
(91).
De acuerdo con lo que acabamos de exponer podrian es tab le^  
cerse dos posibilidades. La primera serîa la de que existiera un 
> 0 tal que para todo T < no existiera ninguna sucesiôn de 
puntos del correspondiente convergente a ÎT( t)y de man£
ra que = T « para todo r G W  , en donde por a^ denoüamos el
a^ asociado a cada o bien la de que para cada uno de los -
tôrminos de una sucesiôn de valores de t  convergente a cero exi^ 
tiera una sucesiôn de puntos del correspondiente para
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dicho T tal que -  T para todo r y ■* x(t).
En el primer caso hastarîa que nos restringieramos a valo­
res de T menores de para que quedara garantizada la posibili- 
dad de definiciôn de conos de vectores tangentes en todos los pun 
tos de inter es de mientras que en el segundo caso, y para -
cada uno de los valores de T en euestiôn, tendrîamos que existirîa 
una sucesiôn de funciones: x^’''^ (s), def inidas todas ellas en el - 
intervalo [0,x], de manera que :
x^**’^ (s) = x(t) + j® f(x^‘*’’(»), dz
en donde las funciones de control u^'^’^(s) se definirîan como :
u^^*'(® > = u^^, para a £  ^ £ , y todo rG IN ,
con a^’^ = 0, y siendo x^^’^ (x) = x^^’', para todo r
Entonces, por el procedimiento descrito en la demostraciôn 
del Lema (125) se podrîan determiner una funciôn x^^^(s), defini­
da en [0, x ] , y una funciôn de control asociada, u^ *^  ( z ) , def inida
de manera anâloga a las u^ **’^ (z) pero sustiyendo las a j p o r  sus -
limites, las a^, de manera que:
(128) x^'*^(s) = xi,t) + f.® f(x^^^(z) , u^^ (z)) dz
o
para todo SG [0,x]
En particular se obtendrîa, por lo tanto:
jj(q^(x) = lim x^‘^’'(x) = x(t) =
r
= X ( t) + j'' f(x^‘^ ^(s), u^ *^  (s)) ds 
o ®
Es decir, que:
(129) f (x^^^(s) , u^ ** (s)) ds = 0
para una determinada funciôn de control u^ ** (s), def inida de la 
siguiente manera:
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(s) - para a. , < s < a. , con a
J-1 - - J
y verificando la funcion (a) la ecuacidn (128) en tO,T].
Ademas (129) podrîa establecerse para todo en una suc£
sion convergente a cero.
Vamos a posponer para mas adelante el analisis del caso en
que se dan (128) y (129), y a examinar en primer lugar la genera-
^ ( ac iôn de conos convexos de vectores tangentes en cada punto x  ^ jg 
un conjunto , clausura de uno del tipo (124), cuando para el
X en cuestiôn se pudiera garantizar la no existencia de una suc£ 
si ôn de puntos pertenecientes a con = x , para to­
do r y x^l’^ x(t). Podemos por lo tanto suponer que el punto
x^1 de en el que habrîa que définir el haz de vectores tan—
gentes es tal que a^ ** < x , en donde por aj^** denotamoe el corres^
pondiente a^ asociado, y ademâs, de acuerdo con una observaciôn -
^ ( Q 2que hemos hecho antes, que : E (x^^(s) - x^(t)) < o, para todo s.
En esa situaciôn, pues, se definirîa el punto x^ *l^  de median
te la siguiente ecuaciôn:
;(qq . ;(q9(g(q + E tf***!) - 
j-1 ^
- x(t) + f^ h** f (x(l1(s) , u^‘>'*(s)) ds
h .
en donde para todo s6 [0, E b . ], serîa:
j = l
x^*l‘*(s) = x(t) + J® f(x^*'**(z), u^ *l‘*(z)) dz
|(99(z) - u(i
j-'para a / Ê  < z < a(q + E
J-1 r - - J rr=o
para j = 1, 2,..., h, siendo b^^** £ 0, para todo r , y a^^-b^^*' = 0
Ill -
h f
Evidentemente, si E b. es suf icientemente pequeno ten-
j-1 ^
drîamos que:
+ E bf**** < T ,  y: 
j = l J
E - X ( t ) ) ^  < a ,
i=o
debido a la dependencia continua de las soluciones de la ecuaciôn
diferencial: x(t) - f(x(t), u (t)) de las condiciones inici aies,
dt
tal como se deduce de las condiciones de continuidad y derivabil£ 
dad supuestas en f, lo que garantizarîa que G
Consideremos ahora una sucesiôn de puntos perturb ados 
x^^^, asociados a unas sucesiones decreeientes a cero de valores 
de los correspondiente j = 1, 2,..,, h.
Se trata entonces de investigar el limite:
î b!” ' * 0 jSi 
j-1 ]
- lim -
r y . (qqr o
j'i :
,(9 - (9/.\ .,(9f(x''*(s), u"*(s)) ds]
O
Ahora $ para poder evaluar el anterior limite, mediante el 
cual definiriamos el correspondiente vector tangente en el punto 
x^ ** de necesitariamos previamente dis cuti r algunas cuestio-5
nés relatives a la dependencia de las soluciones de la ecuaciôn ^  
diferencial vectorial de las condiciones iniciales con algo mas
BIBLIOTECA
de detalle.
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Consideremos para ello, supuesto t^ < t < tj, el sistema 
de ecuaciones diferenciales lineal y de coeficientes variables s^ 
guiente:
(130) ^  (x (s), u (s)). C(s)
3x
en donde sG[t, t + A t], y siendo 3f/ la matriz cuyos elementos 
en la fila i-esima y columna j-esima vendrîa dado por 3f^/3Xj, y
Ç(s) “ (Cg(s) , Çj(s)  C^(s) )' , y en donde u*(s) es una deter-
minada funciôn de control admisible en [t, t + At] siendo x (s) - 
su trayectoria asociada correspondiente a una determinada condi-- 
ciôn inicial cuya existencia estarîa garantizada, como a continu^ 
ciôn discutiremos con algo mas de detalle, por las condiciones in 
puestas a f.
Denotemos por ^^*(s,t) a la matriz fundamental del sistema
(130), cuya existencia estarîaasimismo garantizada (véase la Nota 
16) por la continuidad de f y 3f/3x en IR x fi, pues de ello - 
se seguirîa que las correspondientes normas, definidas, por ejem- 
plo, por la raiz cuadrada positiva de la suma de las cuadrados de 
cada una de los componentes del vector y matriz, estarîan acota-- 
das en [ t, t + At], ya que u (s) se supone acotada en dicho intejr 
valo.
Entonces $^^(s,t) sera, para t fijo, una funciôn absoluta- 
mente continua de s en [t, t + At]. Ademâs: (t,t) = I , en
donde i denotala matriz unidad y ( s , t) = (s,t), para todo - - -
s S [t, t + At].
Tambiân se podrîa demostrar que si t < s^ < Sg < t 4- At,
entonces:
^u* (®2 ' (Si.t)
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Asî, podemos poner, por lo tanto:
Ç(t + At) = (t + At, t) Ç(t)
''(b*Supongamos ahora que représenta la trayectoria correis
pondiente a la raisma funciôn de control u*(s), para s6 [t , t+At], 
pero con condiciôn inicial:
x^ô (t) = x (t) + ôÇ(t) + 0(6)
en donde 6 > 0 y o(A)/6 -+ 0 cuando 640
Tendrîamos entonces:
;<«*(.) - . . ' w )  d,
t
para todo s6 [t, t + At].
Ahora, teniendo en cuenta las condic iones de derivabilidad 
supuestas a f podrîamos poner:
f(x^^*(z), u*(z)) - f(x*(z) + Cx^^*(z)- x*(z)], u*(z)) =
A  A  *  JL A  f A  ^  ju A  , r JL
= f(x (z), u (t)) + -^ (x (z), u (z)) . Cx^ "^  (z) -
9x
- X*(z)] + o(x^'^*(z) - x*(z))
Se sigue entonces que :
+ f ® AI (x*(z) , U * ( z ) )  . [ 2 l 1 1 - L 2 ) ^ _ J L _ ( £ 1  ] d z  +
+ j^_l_ o (x^*^ (z) - X (z)) dz 
t Ô
para todo 6 > 0, ya que estaria garantizado que los dos integran 
dos serîan funciones integrables puesto que serîan medibles y a c o  
tadas en [t , t + At].
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Ademâs, el limite:
lim x ^ ^ * ( s )  -  x*(s) 
640
existe, para todo s, como se deduce de la dependencia de la solu- 
ciôn de un sistema de ecuaciones diferenciales de las condiciones 
iniciales (vâase la Nota 17). Denotemos, pues, al limite anterior 
por Ç(s).
Por otra parte, tendrîamos tambiân:
640 'T o "
. 11. - 0
640 CE
i-o
Del teorema de la convergencia dominada de Lebesgue, cuya 
aplicaciôn serîa licita ya que los dos integrandos estarian uni- 
formemente acotados en 6, se seguirîa entonces que:
lim . S(t)
640 6
+ /  lim ^(x(z),u(z)I*^^ dz -
t 640 6x
= Ç(t) + (x*(z). u*(z)) . Ç(t) dz
t 3x
para todo s6 [t, t + At]
Esto es, el vector limite Ç(s) verificarîa precisamente el 
sistema lineal de ecuaciones diferenciales (130), con la condiciôn 
inicial Ç(t).
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Podriamos poner entonces también:
(131) lim —  = d, (a, t) K i t )
6+0 6 "
para todo sG [t, t + At]
Volvamos ahora de nuevo a considerar el problema de calcu-
lir el limite del coclente - x^^) / E b , cuando
t j=l J
: b!” ' » 0. 
j'l ^
Podemos restingirnos, en particular, al caso en que los 
b s o n  de la forma: bj^^^ = 1^6, en donde 6 > 0, y permane- 
cerian constantes cuando 6 + 0 .
Podemos poner entonces:
(132) + /®1 f (s) , Ug^^(s)) ds +
+ * *5 ?(i<<l1(s), Uj'llCs)) d, +
(, h-i
+ ... + tCxJl’ Cs), «(S'! (.)) d, +
h-1 ° ]
.<!, ' jSo 
h
+.!_ >.«
+ ,  ' ' u<"-(b)) d.
+jS. *3*
en donde el subindice 6 en Xg*^  ^(s) (= x^ '^ **^ (s)) y Ug^^ (s) ( =
_ )denotarian que las correspondiente funciones x^ '^ **(s)
y u^ ***^ (s) dependerian del valor de 6 escogido y ademas a^^ =
= Xq = 0 .
Vamos a comprobar a continuacion que:
(133) x(9S = x^ '*(a^ '’)+ . 6 + o(6)
- 1 1 6  -
para cada 6 > 0, en donde:
(134) C(a(')) . Z X, $ , (a(9 a^ *^*) . f(x^‘*(a$h
siendo $ . (. .^) la mat riz fundamental del sistema:
u **
(135) Û  (x^‘’(a), n ^ ^ ( a ) ) . Ç(a)
3x
en el intervalo: 0 < s < af**— — h
En efecto, haremos la demostracion pro recurrencia en h. - 
Consideremos en primer lugar que h = 1. Entonces tendrîamos:
” x(t) + j®l f (x^^^(s), u^‘’‘*(s)) ds +
+ ^ f(xj‘>‘‘(s), u^‘‘‘*(s)J ds
1
,(q
= x ( t )  +  , ^ f (x^‘‘(s) , u ^ )  ds +
o '
+ Xj6 f(x^‘*(a{‘*) , U ^ S  + o (6) I
en donde séria:
Ç(a['’) . Xj f(x^‘>(aj‘*), u<l) - (a^S, aj'^ ) f (x (a J^u^ )'
Supongamos entonces demostrado (133) para h = g vamos a de^  
mostrarlo para h “ g + 1.
De acuerdo con (131) y si 4> . (.,.) dénota, como antes, la
u
matriz fundamental del sistema (135) podriamos poner entonces:
(136) \i) - ■
■ “g"’ ■ ('"g") . « + ° («)
mientras que, por otra parte :
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( a
 ^ f(xl‘^ '^ (s), u^‘*‘*(s)) ds =
ro ® ° *
Xg+1 . 6 . f(xJ‘»‘»(a^Jj + Z X^ S), u(8+l) + 0(6),
y teniendo en cuenta (136) queda:
Entonces :
5 < 4 Î i > ■ * , . ( , O g î l -  “g"» • « 'g " )  + V l
Es decir:
Ç(aJ'’) a^^^) . Ç(aJJ^j) + \  f ( x ^ ‘^ ( aj*’) . u^^) =
" (q(^h^ ' *h-l) ^ (q^®h-l’ ®h-2^  ^ ^®h-2^ ^
+ ^h-1 ^ (q^^h**’ ®h-l^ +
+ X^ f (x^*’(a^‘*), u^ '*) = ...= Xj d>^ ^^(a^'*, a^ **) f ( x^ ** ( a 1**) , u ^ S  +
+ Xg $ (q^®h**« *h^) f (x^**(a2**) , u^^) + ...+
+  \ - l  ^ ^ ( q  (*h^' ®h-2^ +
+ X^ f(x^‘’(aj‘ï) . u(h)
lo que confirma (134).
En particular, por lo tanto, el limite que nos habriamos 
propuesto evaluar en un principio, en el caso de que bf*^^’^ =X^6, 
valdria
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037, li. ‘
i bÇqr * z X.
j=i  ^ j“i ^
h X .
Z — r ^  $ , (a(4, a(4) f (aj*») , u<j)
j = l j ]
No habria pues ninguna dificultad en comprobar que median- 
te el procedimiento descrito se podrîa définir un cono convexo de 
vectores tangentes del tipo (137), sin mas que multiplicar el co- 
ciente en el que se pasa al limite por una constante positiva ar- 
bitraria, en cada uno de los puntos x ^  pertenecientes al conjun­
to que incluirîa ademâs el vector nulo, obtenido sin
mas que tomar Xg^^ = x*^ , para todo 6.
Ahora bien, el anterior resultado se ha establecido sobre 
la base de que existe un > 0 tal que si T < no existe nin­
guna sucesiôn de puntos x^^^ del correspondiente de manera -
que x^^^ x(t) y que a^^^ • T para todo r. En caso contrario 
una manera de sortear la dificultad en la definiciôn de los conos 
de vectores tangentes en los puntos de séria la de in
troducciôn un nuevo conj unto de accesibilidad mediante el cual 
quedara garantizada dicha definiciSn en cualquier caso, tal como 
vamos a mostrar a continuacion.
Al igual que el conjunto (124), el conjunto de accesibili­
dad que vamos a définir a continuacion es un conjunto de puntos - 
de ]R que serian alcanzablesa partir del x(t) por medio de fun
clones constantes a trozos con la restriccion de que los valores 
de las constantes u ^ ^ mediante las que se definiria la fune ion de
controi habrîan de pertenecer a un determinado conjunto y -
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de manera que estas funciones constantes a trozos se irian sola-- 
pando una a continuacion de otra un determinado numéro de veces.
Con mâs concreciôn denotemos por ® j q « ®lh’ ~
con a^j 2 todo j, y a^^ = 0, los puntos de subdivi-
siôn correspondientes a los valores u^^, j = 1, 2,..., h, en don­
de, sin perdida de generalidad, podemos considerar asociado cada 
u^^ a cada subintervalo Y® 9"® esto no afectarîa -
al vector tangente obtenido. Denotemos por u^(s) a la funciôn de 
control definida como igual a los u^^ en cada uno de los subinte£ 
valos indicados, la cual trasladarîa el punto inicial x(t) a un - 
nuevo punto x^ ^ ^®lh^' Estos puntos de subdivision a^^ no ten- - 
drîan por que ser necesariamente distintos.
Sean, por otra parte ®2q» ®21’ ®22’***’ ®2h’ ®2j— ®2(j-l)’
para todo j, y 32q = 0, los puntos de subdivision del control - - 
constante a trozos que se solaparîa a continuacion de 1 anterior - 
para llevar el punto x^^ (a^^) al x^^ ^®lh ^2h^ ’ ^ ®si sucesiva
Por la utilidad que mâs adelante se revelarâ de ello supon 
dremos que se verifies la siguiente restriccion:
^  a , , ,
para todo i, con i = 1, 2....  (p-1), siendo p el numéro de veces
que se repi te el proceso, y supuesto que a > 0 para todo i, pa-
P
ra evitar ambiguedades. Supondremos ademâs que E a.. < T, en -
i = l
donde T es una constante positiva arbitrariaraente pequena, y tam­
bién que:
E (xj^ (s) - X .(t))  ^ < a
P
para todo s, con o _< s £ E a , y en donde 0 < O < 1.
i-1
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Esto es que se supondrlaque la trayectoria obtenîda me-- 
diante la funciôn de control constante a trozos a partir del x(t)
se mantendrîa toda ella en el interior de una bola de radio o
con centro en el punto x(t).
Establezcamos pues de una manera précisa el conjunto al - 
que nos estamos refiriendo, el cual denotaremos por para -
distinguirlo del dado mediante (124).
Este es el siguiente;
(138) = {x , Xj, Xg, . . , x^)' 6 1r”^^ / Existen a^ , con
i = 0, 1, 2 ,..., p, j = 0 ,  1, 2....  h, de manera que *
0 y a^ ^  = 0, para todo i y j, siendo ademâs a^ j^  > 0 para t^
P
do i = 1, 2,..., p, para evitar ambiguedades, y Z a., < T, con -
i=o
T > 0, a los que corresponden sendas funciones: u^^(s), - - -
i = 1, 2,..., p, definidas de modo que u^^(s) - u^^, para -
a^^j_j) £ s £ ®ij » siendo u^^ 6 para todo j , y de manera
que la funciôn definida de la siguiente forma :
t-o t-o
i-1
s - E a . /\ /\ i —1
+ J r»o f (x ( E a^^ + z) , u_^ (z) ) dz,
i-1 i
para i = l , 2 , . . . , p ,  y E a^^ £ s £ E a^^, siendo ademâs:
®(i+l)h — ®lh’ verif icaria : x^® (0) - x^^ (0) = x(t),
y ; * .  ;<■>* < î
r-l
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Ademâs deberîa cumplirse que:
n /  ^ 8™ 1   n
E (x.® ( E  a, + s ) - x , ( t ) )  < o <1 ,
i=o r=o
g-l g
para todo s, con E a^^ £ s £ E a^^, y todo g • 1, 2,..., p } 
r=o r=o
Lo mismo entonces que para el conjunto dado mediante (124),
se podrîa establecer un lema anâlogo al (125) relativa ahora al -
conjunto dado por (138). Este serîa el siguiente:
(139) LEMA
El mismo enunciado que el Lema (125) pero con en lu­
gar de
DEMOSTRACION
Fuesto que la demostracion de este Lema serîa en bastantes 
puntos anâloga a la del Lema (125) solo haremos menciôn de las d£ 
ferencias e indicaremos someramente el reste de los pasos.
Se empezarîa suponiendo, pues, en primer lugar, que para -
algun t G(t_ t.) existiera un punto x G C , con k£ E u-(t ),
9 _ 9 .  i=l °
tal que x = x(t) y x^ < x^(t).
De la misma manera que en la demostracion del Lema (125) -
 ^( rse demos t rarîa, pues, que si x es una sucesiôn contenida en - - 
y convergente a x^ y x^*'(s)y u^^ (s) son la trayectoria y -
funciôn de control asociadas, podrîa elegirse una sub su ces iôn de
^( r ^A
la X (s) convergente uniformemente a una funciôn x (s) en [ 0 ,T].
Restringidos a la subsucesiôn anterior se considerarîa la corres­
pondiente sucesiôn de funciones u^^(s) , las cuales vendrîan defi- 
nidas de la siguiente manera:
(r (i g~l 8“l
u^ (z) - u , para a.^ + 1 z £ a.^  ^ +
"gj.
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en donde g = 1, 2,..., p^; j “ 1, 2,..., h, y = 0, para todo
g, y siendo, por ejemplo:
z) = en el res to del intervalo [0,x], supues-
r ''(rto que se ha considerado x  (s) = x  para s6 [  E a .., t ] ,
1*0
Consideremos ahora las correspondiente sucesiones a j Y , pa. 
ra j = 1, 2,..., h, rG W ,  y p^ G W .
No habria ninguna perdida de generalidad si se supone que
p^^j 2 p^ 2 r , ya que se podrîa considerar, a efectos de esta di^
cusiôn, que en la definition de las u^’^ (z) se ampliari formalmen
te, a partir de la ultima a Y , la coleccion de estas anadiendo -
todas las a^Y nulas que fuesen necesarias. Nôtese ademâs que -
todavîa se siguirîa verificando la condition : a^Y.,.. < ■ —  - a^Y
(i+l)h — 2I lu
para las a^Y anadidas.
1]
P Ahora, como para toda i, j y r se verificarla que -
0 < E a^Y < T ,  podriamos seleccionar una subsucesiôn de la -
- i=i ih -
Pj .
E af^ convergente a un determinado valor a, . Entonces, res- 
i-1
tringidos a la subsucesiôn convergente anterior se podrîa escoger 
a su vez otra subsucesiôn de la a^^ convergente o un determinado 
valor a^ ^ . Restringidos a esta ultima se podrîa escoger a su vez 
otra subsucesiôn de la ajj convergente a a^^ » »""* restringidas a 
las anteriores otra subsucesiôn de la a^^ convergente a a^^, res^  
tringidos a esta, otra subsucesiôn de la a^j convergente a a^^ y 
asî sucesivamente.
De las condiciones impuestas a las a^Y para cada r fijo - 
se seguirîa que:
®i(j-l) - ®ij
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para todo j = 1,2 h, con a^^ = 0, y:
®(i+l)h - i. a*^
para todo i * 1, 2, ...
Ademâs, como parar>geN tenemos
 ^ °' "
se seguirîa entonces que:
 ^ i = ~ 2®”  ^ ^Ih, para todo g = 1,2,,..
Es decir que:
î * *lim E a.. = a. .
g i-o *'■
Escojamos ahora de cada una de las diferentes subsucesiones 
inducidas en las suces iones u^*^(z) por el procedimiento descrito 
antes el târmino que corresponde a la diagonal principal del cua 
dro cuyas columnas serîan dichas subsucesiones inducidas. Volve^ 
reraos a denotar a la sucesiôn diagonal résultante por u^ *^  (z) .
Vamos a construir ahora una funciôn medibles y acotada 
u^(z), en el intervalo [0,t ] a la que convergerâ casi seguraraen- 
te la sucesiôn anterior.
Para ello definamos la funciôn u^(z) en el intervalo 
[0 ,T] de la siguiente manera :
u^ (z) = u^^
 ^ * *
par. Z_a.^ *'g(j-l)
con g = 1, 2 , . « .
*
ago * 0, para todo g.
y u^( . (h z) = u , en el re
Evidentemente, y
.(r
g(j-l) - "gj
para todo r, todo g y t
*
®g(j-l)
y la funciôn anterior e
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*
y j « 1, 2 , . . . ,  h, siendo 0 y -
Consideremos a continuacion el conjunto uniôn de los conjun 
tos correspondientes a los puntos de discontunidad de las funcio—  
nés de la sucesiôn u^^(z). Como cada una de estas funciones tiene 
un numéro finito de esos puntos dicha uniôn sera a lo mâs una co-- 
lecciôn numerable dé puntos del intervalo [0,x], y por lo tanto de medida Lebes-
gue nula.
Por otra parte, el conjunto de puntos limite de los anterio^ 
res, cuyos elementos son los a ^  tambiÔn serâ numerable. La uniôn 
de amb os conjuntos serâ por consiguiente de medida nula.
Supongamos que z pertenece al complementario del conjunto - 
anterior y z < a*. Entonces de (140) se sigue que z serâ un punto 
interior a alguno de los subintervalos:
r ® : ^  *  I  *  -,
i!o i = o
para algun g - 1, 2,...
Sea dicho intervalo el siguiente:
i-o i!.
Entonces, como:
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®z-1 . ®Z , ®Z  ^ , f
v ï . a  b ^ ! .
8,-1
(r ^ (r
i L
dicho z sera interior a alguno de los subintervalos anteriores, 
tal como por ejemplo el siguiente:
'i-o 'ik + ^ " l y y
para todo r > r^ si r^ es suficientemente grande, pues en otro c^
so alguna de las correspondiente sucesiones;
-i: •
no convergeria o bien su limite coincidirîa con z contra lo su—
puesto.Se sigue entonces que z serâ interior al intervalo:
« r '  . .  ‘x‘‘ .
' i L  " h  ^
y quel
lim u^*^(z) = u ^  = u (z)
Un razonamiento similar prueba que si a^ < z £ T entonces:
lim u^^(z) = = u^(z)
Asî, se puede concluir que:
lim u^'^(z) *= u^(z) , cas i seguramente en [0, x]
El resto de la demostracion es similar a la del Lema ( 1 2 5 )  
comprobândose que, para la aubsuaesiônadecuada se verifica :
lim x^*'(s) = x^(s) = x(t) + lim , f(x^*^(z), u^^(z) ) dz
s
= x(t) + J f(x (z), u (z)) dz
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En la def iniciôn de los conos convexos de vectores tangentes 
en los puntos del conjunto surgir!an las mismas difi-
cultades que en el caso ya dis eut ido de la generaciôn de es tos
Sin embargo podremos utilizer ahora el resultado de que se 
verifies (129) para un determinado valor de T>0 lo que soluciona- 
râ el problema, como vamos a ver a continuaciôn.
En efecto, como hemos puesto en evidencia antes en el otro
caso, las dificultades en la definiciôn de los conos de vectores tan
gantes se darîan en aquellos puntos x^ *l de taies que: E
i=o
(x^^*l(s)-x^(t))^ = a para algun s, o bien a^^ -x, en donde por 
a^^ denotemos el correspondiente valor del aJJ asociado a
Vamos a Ver,pues,como podrîa sor tearse la dificultad que se or i
ginaria en la definiciôn de los nuevos puntos perturbados para - 
nsi
(q’
co truir vectores tangentes en puntos x^ ** de taies que
Sea el conjunto de los puntos de que verifican
la condiciôn anterior y, supuesto no vacio, pues en otro
caso no habria nada que demostrar, denotemos por d^^^la distancia 
del punto x(t) a dicho conjunto, definida de la manera usual, es - 
decir:
d X X - inf [E (x . ^ ‘^ -x . ( t))^  ]
Entonces, si d ^ >0, bastaria sus t i tuir en la definiciôn -
del conjunto o por d ^ ^ y / 2  para que quedara garantizado que
ningun punto x^ ** de la clausura del nuevo conjunto vérifie^
( q*
r® «h “
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En caso anterior consideramos una sucesiôn decreciente a - 
cero de valores de o, que denotninaremos . y supongamos que nin-
guno de los conjuntos  ^ es no vacio, pues en otro caso basta­
ria sustituir a por el para el que el H^^  ^ es vacio para -
^ ^ ( 0que quedara garantizada la no existencia de puntos x con la pr£ 
piedad anterior.
Sea d . . la correspondiente sucesiôn decreciente de dis -
r A
tancias definidas entre x(t) y cada uno de los ^. Entonces, o
bien lim d  ^>0, con lo que nos remitiremos al caso anterior, --
pues se seguiria de ello que si se sustituye a por lim d ^  /2 ,
ningCn punto x^ ** de la clausura del nuevo conjunto C^^^^verificaria
que a<‘»*= T, o bien lim d^^^j , ^
Ahora bien, en este ûltimo caso serîa posible encontrar 
puntos x^ ** del conjunto original cuyas trayectorias evolu-
cionaran durante un tiempo X à una distancia tan pequena como se 
deseara del punto x(t) . Sea pues una sucesiôn de puntos de
tal que:
Z (x,^**’^(s) - x.(t))^ S. a  
i=o  ^  ^ ^
para todo s , con 0  < s < ^ , y todo r.
Entonces, por el procedimiento descrito en la demostraciôn
de los leroas (125) y (138) (al que el hecho de que ahora los pun-
' ITtos de subdivisiôn a^ "^  ^ mediante las cuales se definirian las --
funciones de control que generarîan las trayectorias x^ '**'(s) fue- 
ran, en general, infinitos no anadiria ninguna dificultad nueva, 
ya que, en cualquier caso, el conjunto de éstos siempre serîa nu­
merable) , se podrîa construir una subsucesiôn convergente de funcic» 
nés a partir de la x^ **’‘(s), para 0£ s £t , y una subsucesiôn conve_r 
gentecasi seguro de las correspondientes f une iones de control —
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u para o£ s£ t , de manera que la funciôn limite de las
x^ *^ '^ (s), que denotaremos por (s), y la funciôn limite, salvo
un conjunto de medida nula, de las u^^^^(s), que denotaremos por
u^ *^* (s), verificarian;
x^^^(s) - x(t)+ j®f (z))dz,
0
para todo s con o£s£T '
Ademâs como:
Z (x,^**^- x.(t))^< a , 
i=o
para todo s, o£s£T, y todo r, se seguiria entonces que:
^r”i-o^*i^**^^®^ - x^(t))^ - x^(t))^-0
para todo s, o£ s£ t .
En particular, como para cada r se verificaria que 
Ç ®(i+l)h* seguiria de ello que 2 J.» Para todo r, y
tomando limites se concluiria que a^^* £ en donde las aj?*
denotarian, al igual que las a^^ en la demostraciôn del ema (138) 
los limites de las a ^ , en funciôn de las cuales se habria défi
nido u*[** (s)
1]
Ahora ya que :
E (.(9* _ a ("*) - a(')* >0 
j-1 ij 1 i - 1  Ih
alguna de las diferencias a - a^ *^  séria estrictamente posi-
Ij K  j-1)
tiva.
Supongamos pues, que a - a ^^ >0. Entonces de:
Ij* l(j -1)
)- x(,)+ .
Kj-iy; o f(x^*’'(8),u^^‘* (s) ds-x(t)
y de que se verifies tambiân lo anterior si se sus t ituye a^3** .\
1 ( 1 - 1 )
(q*
por ®jj* se deducirià que:
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a
 ^ 'j* u y *  Is) da .
a
l(j*-l)
®li*
 ^ - f (x(t), u^^*) ds = (a^ *** - a^ *** ) ,
•!(j *4) 'j' ‘<1*-"
f(x(t), u^j*) = 0,
esto es f (x(t), u ) =0
Supongamos ahora que se redefiniera de nuevo los conjuntos 
y pero eliminândo el valor u^^ de entre aquellos
que podrîa tomar la funciôn de control.
Si llevâramos entonces a cabo de nuevo una discusiôn como 
la que acabamos de mostrar se concluirîa que, o bien existirîa un 
valor de o , que denominaremos a *  quedarîa garantizado que no po -
drîa existir ningun punto del conjunto con la propiedad
fc
= T I
.(j*-
de que a^^ x o bien f(x(t), u^^) =0, para otro valor u^^ dife -
rente del u
El proceso podrîa continuarse, pues, hasta que, o bien pa­
ra un determinado subconj unto no vacio de las u^ ^ , j = l,2, h,
 ^ - f 1existiers el o*>0 con la propiedad indicada, o bien, f(x(t), u'"^ )
= 0, para todo j .
Nôtese, por otra parte, que la nulidad de uno o varios de 
los vectores f(x(t), u^^) permitirîa eliminarlos de la discusiôn 
del problema de la existencia de un rector no nulo de multiplie^ 
dores para la colecciôn de vectores f (x(t), u) , con uG 12, pues 
la conclusiôn de su existencia para aquellos vectores f(x(t),u)^ 0 
podrîa extenderse Unmediatamente al conjunto total.
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De acuerdo con el razonamiento anterior y mediante una pr£ 
longaciôn sencilla de su conclusiôn, podriamos suponer ademâs que 
se puede escoger a lo suficientemente pequeno para que no exis tan 
puntos de con , para un '^ >0 dado de antemano.
La Gnica dificultad en la def iniciôn de los puntos x^ **^  e£
“ (q — 2tribaria entonces en que pudiera ser E(x. ^(s) - x.(t) = o para
i-o  ^ ^
algun s.
Ahora bien, si x^^ '^  ^  x(t) entonces tendrâ que ser x^ '*’^ (a
<0/2, para todo r suf icientemente grande, de lo que 
se seguiria que, si denotemos por a ^ ^ ^ e l  limite de alguna subsu­
cesiôn de la , entonces exis tira un s^ tal que x^^^(s) < o
para todo s con; 0 < s^ < s < Y todo r suf icientemente grande.
Podemos suponer que T ^ es -f arb it rariamente pequeno y en pa£ 
ticular menor que el T para el que se ha establecido (129).
For otra parte, ya que el T de (129) podrîa encogerse a su 
vez tan pequeno como se quiera, entonces, si denotemos por T* al
correspondiente a (129) y T al del conjunto en cuestiôn, podrîa-
* *
mos poner x < x  y x + x  <x.
No analizaremos en detalle la cuestiôn de que lo anterior 
nos permitirîa définir los correspondientes puntos perturbados -- 
mediante los cuales se obtendrîan los conos de vectores tan­
gentes en cada uno de los puntos x de la hipotetica sucesiôn 
de puntos de convergente a %  t) , lo cual serîa factible aun
en el caso de que:
®(i+Dh “ li
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para todo i-1,2 p^  y todo r, pues se agregarîa por delante -
la funciôn del control (d) dada por (129), lo que anadiria
los grados de libertad necesarios.
En cuanto el tipo de vectores tangentes obtenidos se puede 
comprobar facilmente aunque no lo haremos aqui para no alargar mâs 
esta discusiôn, que estos podria conseguirse que fueran del si- - 
guiente:
j ,  S  . î   ^ / y . " ' ' )
para cada punto de la sucesiôn, en donde los simbolos ya han
sido definidos antes, y siendo p un determinado entero tal que se 
pudiera garantizar que :
L (xj** (E a^ *> ) - 7(t))^ < o 
i-o  ^ i-1 ih i
para g-p, (p+1) , ...
Quedaria establecido, pues, de esta manera, un cono de vec­
tores tangentes en cada punto de del tipo (134) , o en cada
punto de de1 tipo (141) lo que permite la aplicaciôn del -
Principio (91) al problema dando lugar al siguiente lema que esta 
en la base de la verificaciôn del Principio de Maximo.
(142) LEMA
Si X^^\ obtenida para el control u(t), con t^< t <tj^  es 
una trayectoria ôptima para el Problema (116) en el caso autonome,
(b- A A A
con - {x^}, cumpliendose las condiciones (118), y f y 3f /9x - 
son continuas en IR x , entonces, para todo t tal que tg<
existe un vector: H ^  (P^ ^ *^ )) ,H ^ ^   0, de manera que:
(143) p(t) f (ï(t), u)< 0
132 -
para todo u6 0, y < 0
DEMOSTRACION
Consideremos t6 (t^,tj) y para K y h 6 IN dados, con
k > E (t ) sean C^^^ y C los conjuntos def inidos mediante
■ i-1 i ° " ^
(124) o (138)
  (i
Como acabamos de discutir,y supuesto que f (x(t),u ) ^ 0  
para j- 1,2,...,h, o bien se podrîa définir un cono de vectores 
tangentes en cada punto de C^^^ del tipo (134) o bien en ca­
da punto x^ ** de C del tipo (141).
Por otra parte, de acuerdo con los lemas (125) y (139) el 
punto x(t) pertenecerîa a la frontera inferior con respecto a su 
primera coordenada de cada uno de dichos conjuntos.
El que ambos cOnos son convexos y que se pueden considerar 
generados por los vectores:
fu(q (a^ **. a^ f**) f (x^ *’(a^ ^ ‘l) , u^^)
j- 1,2,...,h, en el primer caso, y
f  a '  . ), y p )
** PJ i-o ih pj
para j- 1,2,...,h, es inmediato, ya que se pueden escoger los
A. de manera que A .= A A '+(1-A)A. y A .- 0, segûn los casos.
3 3 j  3 * 3
Ademâs la afirmaciôn aludida vale no solo para los puntos 
x^ ** de C^^^ - C^^^ y C - C^ sino evidentemente también
para los de los propios conjuntos C^^^ y C^ .
Estamos pues en condiciones de aplicar el Principio (91) a 
los conjuntos cerrados C^^^ y C y al punto x(t) pertenecien-
te a la frontera inferior de ambos respecto a su primera coorde­
nada.
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Por brevedad referiremos solo la discusiôn al conjunto 
ya que su extension al C es inmediata.
t
Denotemos por L el correspondiente cono convexo de vec­
tores tangentes de finidos en cada punto x de . De acuerdo
pues, con (91), entonces, o bien existe un vector:
(t).......^<’^'■(1)) i  0
con < 0, cal que:
— f kh ^ A . A
(144) n (t) w £ 0, para todo w G x(t)
o bien existe una sucesiôn de puntos x ^, rGlN , pertenecientes a 
, y una sucesiôn de vectores 4 0,
taies que:
TT^ ‘'^ *^^ (t) . w< 0.
para todo w 6 La ^^^ y todo rG IN
con )i 0« para todo r, y siendo lim x^ ** = x(t)
En este segundo caso tendrîamos:
n"''"' £ *U a!"') f  (a/<',.u")< 0
j=l J iqr h J J -
para cada colecciôn de Aj £0
Se seguirîa de ello que:
(145) n""" *“ (qr(.^'‘' . aj"') î (Û<’' (a]"'). u " ) ç  0
para todo j= 1,2,...,h.
Sin perdida de generalidad, y ya que q ( t ) 4 0 para
todo r y que las desigualdades (144) y (145) son invariantes a
trans f< 
r (khr,
orm aciones positivas de escala en los vectores q^*^^(t) y
(t) , podemos suponer entonces que :
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Il (t)|f=l, en donde ||x||- ( E x )  , y que
— (khr 1
I In (t) I 1 = 1 para todo rG IN , y cualeaquiera que sean los valo­
res A yo caracterizadores del conjunto
Supongamos ahora que no pudiera garantizarse, en principio 
(144). En ese caso se podrîa garantizar (145).
Ahora, recordando la definiciôn de las matrices fundamen- 
tales (.,.), tendremos que en particular ^u(qx*’’  ^ serîa la
matriz fundamental del sistema:
en el intervalo 0 *s< en donde u^**^(s) denotaria la funciôn
de control en mediante la que se habria obtenido x (s )
Si multiplicamos por la izquierda el anterior sistema por 
el vector 2Ç'(s), en donde Ç*(s) represents el vector fila :
(Çq (s ), Ç j^ (s ) , . . . , Ç ^ ( s ) ) , tendrîamos:
2 ('(») —  (x*’’'(8). (■).
3x
Por otra parte, como se sigue de la desigualdad de Cauchy 
(véase la Nota 18), podrîamos poner:
Vie) M  (î^‘*’'(s), u^‘*’'(s)) .Ç(s) < IÇ'(s)^ (x^‘*’"(s)u^‘”'(8)).
3x
.Ç(®) I < Il Ç(3) Il ||il (;(q\a),u('l\s))C(s)
3x
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Ademâs:
I l|| (^^*’’'(8), U^'ï’'(s)).Ç (s) I I
= [ E C-V' (x'^ (8). u^ '“'(8)).Ç (s)]"]
1-0 3*
“ •^ i-O * «^‘*'■(8) I I U(s) if J =
= [ E E • C 1 ^  (Ji^ ‘*’^ (s). |C(s) I I
i-o j=o j
= I I'll u^‘*’^(s) I |(|Ç (s) II
3^ien donde -g%— (,,.) denote la fila i-esima de la matriz
-ii. (•»•) y 1 1^ (.,.)||su norma, definida como antes.
Ahora bien, de la pertenencia de cada punto de la sucesiôn 
al conjunto caracterizado por el valor O se seguiria
que :
E (xf'’’" (s) - X. (t) )^ < a
también que (s) e para todo s, G[o, a. 3 y todo rGlN
Por otro lado, de la continuidad de la matriz 3f (x,u) en
n+1 - âx
(x,u) 6 m  X n se s eguiria que | | ^  ( x , u ) |lestaria acot a d a  en
3»
el compacte de IR dado por (126) por alguna constante posi-
*
tiva Mj^ .
Denotemos por Ç^’’^ (s), con j = l,2, ...,h, la solucion del
sistema (146) en el intervalo a^ 3 con la condicion --
inicial:
Ç<rj(a.(qr) . ; (j(qr (a.(qr), /Î).
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Tendremos entonces:
ç(rj(,yqr) . . y ’')î(;(’' ( .^1'), u<J).
Ses, por otra parte, a^^^(s) la soluciôn de la ecuaciôn d£
ferencial escalar:
2 «♦ a(9)
en el intervalo [ , a^ con la condiciôn inicial i
«('iCa/"') - I  Cf. u(j)]2
J i-o ^ 3
De acuerdo con la desigualdad obtenida antes se tendrîa en
tonces .
(U7) ^2«j.(.-.j<’q  .„(rj,,^(qr,
para todo s€ Ca^ ,(qr  ^ (qr
3
En efecto, ya que :
d CÇ^’"^’(s) - 2M* CÇ^’^ ^’ (s)Ç^’^ j(s)] +
ds
+ C2Ç^’'j’(8) il (x^**’'(s), u^‘*’^(s)) Ç^^j(s)-
2M* i a )
Se seguirîa entonces, recordando la expresiôn general de - 
la soluciôn de una ecuaciôn diferencial lîneal no homogénea:
Ç<'j'(s){<'J(9) - e^"Ü
< e K  (9. 'iq]
ya que :
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3x
2M* Ç^’^ ^'(z) Ç^*^^'(z) Ç^’^ ^(z)] ^0
para todo z eCa_^ **'', s ].
Por lo tanto, ya que (147) es vâlido para todo j y r, pod£ 
mos poner entonces:
(148) E [Ç.^''^(s)]  ^ ^ (M*)  ^ e2M{ T
i*0
para todo s6  ^ ] , todo j “1,2....... h, y todo rS IN .
Por otra parte, podremos poner:
« ( 9 9  ' “h*’ ' -  '  î  u" )  -
a^(qr
- ((%('*'(«/'"'), u(i) + %  , ii (&(q^(s), u<9':(s) ).
J a.vqr
Ç^’^ j(s) ds.
Se seguirîa entonces que:
I (a a (Q'^ ) î  (g(q:^(a,(q^). u^î) -
uCl': ' (q^
- f, (x<‘»^a.<‘»>^ ), u^j)| < ' l||i(;<'»’'(s), u('«'(s))
. Ç^’"j(s)|d!
para i = 0,1,2,... n, en donde $^(qr^^(.,.)denotaria la i-esima f£ 
la de la matriz $ (.,.).
Ahora, como:
1 (&(')'(s). u<‘»"(s)).Ç ^"j(s)|<
9x
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^  ( X < " ' < . ) ,  U < ’ '(.))|| II
9x
< M. („.,2 t
podremos poner
(i
» Î c ; ' ' " . ( I )  -
..(qr h 3
u<i) I  ^ ^2M j^ x^
para todo i - 0,1,2,...., n y por ello:
(14,) II « (./"'.aj'"'). ((.‘’'(q*"'). u'J) -
f(î*,'(a. *,'), 0*4)11 < T  (n+1)**^ (M*)^ 4
para todo j - 1,2, ..., h y todo r 6 IN .
Consideremos ahora una sucesion doble simultaneamente de­
creciente a cero de valores de X y de O,  en las condiciones que- 
se han indicado en la discusiôn precedents al lema para garanti­
zar la posibilidad de definition de los correspondientes conos -
_(kh
convexos de vectores tangentes en cada punto de , la cual den£
taremos por (x^, o^), de W  .
Entonces, para cada valor de d existiria una sucesiôn de
puntos del correspondiente conjunto C^^**, y una sucesiôn de
A(khdr^j.j
ectores ^  ^ para r 6 IN para los que se verificarâ (145).
Por lo tanto, para cada d 6 IN podrîa escogerse un punto de
la correspondiente sucesiôn definida para dichos x ^  y o^, de man£ 
ra que r £d y que para dicho punto se veri ficara (145) para un d£
terminado vector
^ . . (khd
n “ (t) 4 0, con n (t)< 0.
4d”d " d V
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Dènotemos de no.vo pot «*’' * la eubeoeesiSn de le, **'"'%
As V k. n r
para d - 1,2....... asî elegida y por r| (t) a la carrespondien
te subsucesiôn de los vectores n (khd ^^^ ^ que supondremos norma- 
lizada, esto es | 1 H (t)| |* 1 » ^ ^ para todo r.
Tendremos entonces, ya que :
l  (x. (s)- X (t) < a
i-o  ^ ^
para todo éG [0, a^ y todo r G IN , que:
lim - î(t)
r ^
(Lo que, de acuerdo con (149) y teniendo en cuenta que: 
lim (n+1)^/^ (M*)\ ^“kx^ = 0
y la continuidad de f, darîa:
%( q r  '*h'’Z  a.*"'). ((S'i^a,.*"'), u**, -
- lim f (x^‘*'(a/'*’^) . u^j) = f(x(t), u^J) 
r ^
para todo j = 1,2, h.
Entonces si se seleccionase una subsucesiôn convergente de
la q(khr que volveremos a denotar por f)^ *'^ ^^ (t) , y si q ( t )
fuera su limite tendrîamos:
I I ÏÏ ^‘"**(t) II- 1, y q(‘^*’ *^'*'(t) < 0
y ademâs, de que se verificarîa (145) para todo j = 1,2....... h
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y todo reN , se obtendrîa finalmente que:
(150) f (x(t) , Z 0
para todo j « 1,2,
For otra parte, y raediante un razonamiento similar, podria con-- 
cluirse tambiên (150) en el caso de que hubiera que remitirse al 
conjunto C en vez del .
Ademâs, el resultado (150) podrfa ampliarse evidentemente también
— ( j
a todos aquellos vectores nuloes f(x(t), u ) que hubiera habi- 
do que suprimir para garantizar la licitud del proceso de genera 
cion de conos convexos de vectores tangentes en cada uno de los 
puntos de tal como ya se ha indicado.
Podemos, pues, suponer que para cada k y h existirîa un vector 
— (kh(t), que: | | (t) | | “ 1, supuesto que para todo k y -
h la sucesion ^(khr^^^ gg hubiera elegido de manera que |1o^^^'^(t) 
= 1, para todo r,y con W^^^(t) < 0, para el que se verificarîa -
(150) para todo perteneciente al conjunto
Seleccionemos ahora para cada k una subsucesiôn convergente de - 
la îî^ *^ (^t), para h g N , a un deterrainado vector, que denominare-- 
raos rî^^(t) , para el que se verificarîa que: ||lï^ *^ (t) | | - 1, y -
i 0.
(k (kRecordemos entonces la definicidn de los conjuntos A y D , p^ 
“ 2ra Z uj(t^),k EW, obtendremos, por un paso al limite en
i= 1
(150), que:
(151) n^^(t) . f(x(t), u) < 0
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para todo ueD^^, ya que para cada u E existirîa un indice h
tal que u E si h > h '
(k (k  ^ .Ahora, como D es denso en A , podrîamos ampliar la vali^
(k * (k f kdez de (151) a A ya que si u e A -D , se podrîa construir
una sucesion u^^ contenida en de manera que u ^ ^ u .
Entonces, de que tendrîa que ser:
n(^(t) . f(t(t), u<f) < 0
( r .para todo u , y de la continuidad de f, se seguirîa el resulta­
do enunciado.
Por Gltimo, podrîamos seleccionar una subsucesiôn conver—
— (k _2g en te de la n (t), p a r a k e W y k  i E u (t ) , convergente a -
i=l ^
un vector n (t) para el que se verificarîa: |(n (t)|| = 1 y - - 
n*(t) < 0.
En relaciôn al vector anterior podrîa afirmarse entonces -
que :
TT (t) . t(x(t),u) i  0
para todo uefl, y a que para cada u eî) existirîa un indice k tal 
que p cA^^, para todo k>k . Esto compléta la demostraciôn.
El Lema (142) nos permitirâ caracterizar fâcilmente el co- 
no de vectores tangentes que podrîa llegar a definirse en cada - 
punto regular t de la funciôn de control ü(s) para s c[t^, t^|,
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aunque hay que observer que la conclusion de dicho Lema se apli- 
carîa ya fuera t un punto regular de u(s) o no.
En lo que sigue, y antes de procéder a enunciar en todos - 
sus terminos el Principio de Maximo, vamos a mostrar, pues, como 
podrîa ampliarse la coleccion de vectores tangentes definida en 
cada punto x(t) de la trayectoria 6ptima por la envoltura conve^ 
xa de los vectores X.f(x(t),u), con ueO y X>o, tal como hemos o^ 
tenido antes, o la envoltura convexa de todos los vectores del - 
tipo :
(152) X.f(t, t -At) f(x(t-At),u), para todo ueO,
y :
(153) - X.$(t, t -At) f(x(t-At),u(t-At))
en donde X^O, t^< t-At < t < t ^ , y siendo t-At, para los 
valores de At bajo consideracion, un punto regular de la fun- - 
cion de control u(s) en el intervalo t^ 1 s < t ^ , mientras que 
$(.,.) denotarîa la matriz fundamental del siguiente sistena 1^ 
neal de ecuaciones diferenciales con coeficientes variables:
(154) d^lsl , _Jf
ds (x(s), u(s)). ç(s)
para se[t^, t ^ , cuya existencia estaria garantizada da —  
das las condiciones de continuidad supuestas a 3f/3x y la aco- 
tacion de la funciôn ïï(s) en el intervalo [t^, t^].
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En primer lugar vamos a comprobar que si t fuera un punto 
regular de u(s) la colecciôn f(x(t),u), a que se refiere el Le­
ma (142), con ueO puede e tenderse para incluir tambien al vector 
f(x(t), ü(t)).
Sean, pues, te(t^, t^) y 6 una cantidad suficientemente pe^  
quena para que se verifique: t^< t - 6 < t^.
Podemos poner entonces:
x(t) - x(t-6) + J f(x(s),u(s)) ds , 
t-ô
de lo que se seguirîa que:
X(t-ô) = x(t) + I f(x(s), u(s)) ds
t
con x(t-6)eC, para todo 6 suficientemente pequeno, en donde C de^  
nota el conjunto dado por (117) en el caso autônomo con x(t )=x^°
Ahora,si t es un punto regular de u(s) podemos poner, de 
a cuerdo con (121):
 ^ f(î(s), u(s)) ds = (-6) f (x( t ) , îï(t))+ o (6).
t
Por lo tanto tendremos:
(15!) lim - x(t) = - f(x(t), ü(t))
6 + 0 6
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Vamos a ver entonces como se ampliaria el cono de vectores 
tangentes en x(t), incluyendo (155)'
Para 0 < X < 1, 6>0, t - X6 e (t^,t), j - 1,2,. . ,,p,
pertenecientes a fi, y X^ > 0, j = 1,2,...,p, consideremos el 
punto de C definido de la siguiente manera:
(156) it,(t-X6+ (l-l) ( f ».)() - !
« j-1 J ,  I
<5 t—X5^ ^  _ t—^^MH(1—X) ( .Z X J ^ 5
= x(t) + [ f (x(s) ,U (s) ) ds + J A  ^
 ^ f(Xg(s),Pg(s-(t-X6)))ds t
t-X6 I
en donde
(s) = x(t-Xô) +/ f (Xg (z% Ug(z-(t-X5))) dz 
t—X 6
P
para t-Xô < s < t -X6+ (1-X) ( E X.)6 , y
j-1 ^
siendo Ug(s) la funciôn de control definida en cada uno de los 
subintervalos:
j-1 j
(1-X) ( E X )6 i s < (1-X) ( E X )6
g=0 * g“0
para j = 1,2,...,p, con X “ 0, cons tantemente igual a u^^.
Entonces, ya que t es un punto regular para u(s) tenemos:
(167) lim —  jl(t-X6+(t-X) ( E X.)6 ) - x(t)
6+0 6 j-1 ^
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-X f(x(t), u(t)) + (1-X) I  X f(x(t), "(j)
i=l ^
Por lo tanto, podremos définir mediante el procedimiento - 
anterior un cono convexo de vectores tangentes en x(t) del tipo
(157) para cada te(t^, t^) que sea un punto regular de u(s).
No obstante, debido a que la aplicacion del Principio (91) 
exige que el correspondiente conjunto C a que se aplique deba de 
ser cerrado, vamos a restringir nuestra def ini cion de conos con­
vexos de vectores tangentes a unos ciertos subconjuntos cerrados 
de C.
(Observese, por otra parte, que debido a la razon de que 
durante el intervalo (t^, t-X6) para 6+0 el control aplicado es 
u(s) y no otro el que el cono cerrado quedara definido en el 
punto X (t) y no en otro punto x de C, como tambien seria posible hacerlo, 
y que la construcciôn indicada del punto Xg(.)dado por (156) garantizaria 
que ôg(.)eC para todo Ô+O, lo cual podrîa no ser asi si se hu- 
bieran propues ta otras posibles definiciones de vectores per tu^ 
bados a partir del x(t), tal como podrîa haber sido el caso si 
se sustituyera la funciôn u ( s )  en el primer integrando del se-- 
gundo miembro de (156) por un valor constante arbitrario u y 
se pusiera:
t -X 6
(t-XÔ) - x(t) + f f(x(s),u*) ds . ) 
t
Entonces para que el resultado del Lema (142) pudiera am­
pliarse a los vectores (157), bastarîa introducir unas pequenas
(kh
modificaciones en la definiciôn de los conjuntos dados por
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(124) y dados por
(138) para permitir la inclusion de vectores tangentes del tipo
(158) - $(a('l, t-d^**) f(x(t-d^**), u(t-d^**))
(kh
en el caso del conjunto C ^  , y del tipo:
(159) - f(x(t-d^**), a(t-d^**)
en los intégrantes del correspondiente cono convexo, siendo 
d^ ** > 0, t-d^^ E(tQ, tj) y un punto regular de u(s).
Con mas precisiôn, la redifiniciôn de los puntos del nue- 
(kh
vo conjunto C ^  , séria ahora la siguiente:
(160) C ^ = £ X = (x^.Xj, Xg,..., x^)'E
Existen d^, a^^,..,, a^^, a^^, d^^ y para i-1,2,
•••.P y j-0,1,2,...,(h+2) de manera que a^g-0, b^j-0, d^g=0, 
a^^»b^^=0, y d^^^O, b^^iO, para toda i y j , y existe ademas una 
funciôn de control u^(s) definida en el intervalo:
P h+2
t-d < s < t-d_ + a...,_x+ E E b.., de la siguien p P l(h+2) 1] -
te manera:
i(P ri
a (s)- u , para t-d^+a^ ^ j  ^ i s < t-d^+a^ ^ , j » 1, 2 , . . . , h
u(t). para t-d^+a^j^ S s < t-dp+a^^^^^j
(^"-("p(h+2)-S(h+l)))'P"": "-V^ p(h+l)-=^ ':-4+
+a p(h+2)
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en donde:
^i+1 =  ^ ^
° ®i(j-l,^ E *’ir* para i=l,2...,p, y j = 1, 2 , . . . , (h+2)
siendo para j=l,2,...,h, y se verifies:
z'* /5/ ^ ^ *^P^^p(h+2)
x^^(a) = x(t-dp) + / f(x^**(z), u^P(z)) dz
t-d
P
para todo s Eft-d^, t-d^ +
Ademâs existen t > 0 y 0  < o < 1 ,  taies que a^  ^ < 2dp
dp < T . %(h+l)- % h  > 4 “  dp. y:
E (xJP (s) - X . (t))2 < a
i=0  ^ 1
para todo s6 [t-d , t-d + a y por ultimo : a -p p p(h+2 ) p(h+Z)
- a ^  d , y siendo t-d., i=l,2,...,p, y t-T pertene-
P V nT- ^ p 1
cientes a (t^, t^) y puntos regulares de u(s).
Por otra parte, la def iniciôn del nuevo conjunto C ^ se^  
ria ahora:
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(161) = { X =(x*,x*,X2, . . . ,Xj^ )
Existen , y a^j. con i=l,2,...,p, j-0,1,2,...,(h+1), de 
manera que - 0, a^^ - 0, para todo i y j , y
dfi > 0, siendo ademas 0, para todo i-l,2,...,p, para
evitar ambiguedades, y siendo d < T, 2 d^, para un de- '
terminado t >0, y tambiên : ®j^(h+i) " ®ih 1/4^ d^, a la que co-- 
rresponderia la funciôn de control u^**(s), definida de la siguieii
te manera
 ^'""p * ifo *1(1.+ !) " *6j
con j = 1,2,...,h
_ 8-1 
= u(t), para t-d^ + ®i(h+l) + =gh ^
g-1
i-o " ^8(h+l)
y la trayectoria x (s) , definida de la siguiente manera :
(s) = x(t- E d,.) +  ^ f(x^l*(z), u^l*(z)) dz
i=l ®
'-dp
P
para todo se [t-d , t-d + E ®,-/uj.i\] » V dondeP P 2 xvn+i;
®$.+ l)(h+l)  ^ ®i(h+l)» P®r® todo i, de lo que se deducirâ en
tonces que E ®,*/t,4.i\< 4r, t-d y t-T pertenecientes a (t , t.)
1»1 ivn'rx; p o 1
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  (n P
y puntos regulares de u(s), y con x = x \t-d + E
P i = 1 r \ *1+1 )
Ademâs existirîa un 0>0 de manera que:
para todo s. }
Comentaremos ahora brevemente el por que de la definiciôn 
del conjunto (160) en la forma que lo hemos hecho.
En primer lugar hay que observer que la restricciôn de que 
dp> 0 si S  ^ x(t) no impedirîa que se pudieran ir definiendo pun 
tos perturbados adecuados para generar toda la gama de vectores 
tangentes posibles ya que este efecto quedarîa compensado por la 
posibilidad de que u * u(t) de manera que quedarîa controlado 
el tamano relative del vector -f(x , u(t)), f rente a los vecto- 
res ;(:(\ u<j).
En segundo lugar obse rvamos que es fâcil demostrar que el en un 
ciado del Lema (125) se verifies si se cambia la referenda a - 
(124) por la (160), pues salvo en lo que se refiere a la intro- 
ducciôn de la funciôn u(g) (que recordamos que estarîa acotada 
en Ct^, tj] en algunos tramos de la definiciôn de las funcio-- 
nes u^P(g), lo que no anadirîa ninguna dificultad especial, el 
resto es igual en ambos casos.
Ahora bien, como ya hemos comentado en el momento de genje 
rar conos convexos de vectores tangentes en cada punto x de -
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C^ , aunque si x se encogiera suficientemente pequeno se podrîa
garantizar que:
l  - x,(t))^ < o
i-0 1
para todos, siendo (s) la trayectoria definitoria del punto - 
de c ^  podrîa darse el caso que para el x en cuestiôn - -
existiera una sucesion de punto & de convergente a x(t)
con trayectorias definitorias en la mSxima longitud admisible de 
su intervalo de def iniciôn.
En nuestro caso, y debido a la manera en como se ha intro- 
ducido la dependencia de la longitud de dichos intervalos del r e  
tardo t-dp resultarîa que ello solo podrîa darse si cada A v i ^  
niera definido de la siguiente manera:
t+x
(162) = x(t-x) +  ^ f (x^*^^(s) , u^**'^ (s)) ds +
t-x
t-K5/4) X
+ J f (x^^^(s) , û(s-Ç/A)r)) ds
t+x
para todo rGN, siendo t-x un punto regular de n(s).
Tomando limites en (162), es fâcil comprobar, por argumeii
tos similares a los utilizados para establecer (129) que exist^
(q *rîa una funciôn de control admisible u y una trayectoria aso- 
^ ( #ciada x (s) de manera que : 
t+x
A. ^  ( n ê  (nit t + 0 / 4 ) X  •
(163) 5(t-x)+ j f(4^^'(s) ,u^^ (s))ds+ 1 î(x^ (8),y(s-p/4)x))ds=
t-x t+x
= x(t)
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La demostraciôn del Lema (142) rouestra, por otra parte, - 
que nos bastarîa, para completar su demostraciôn utilizando solo 
conjuntos del tipo con que quedara eliminada la posibili--
dad anterior para una sucesiôn decreciente a cero de valores de 
T (y de o ) . En caso contrario podrîamos afirmar, por lo tanto - 
que (163) valdrîa para todo T en un entorno de cero, con t-x un 
punto regular de u(s).
Ahora, puesto que el conjunto de puntos no regulares de 
u(s) es de medida nula y los integrandos pueden modificarse en - 
conjunto de medida nula podrîamos asegurar que (163) valdrîa pa­
ra todo X en un intervalo cerrado a la derecha de cero en el caso de 
que no se hubiera podido establecer el anâlogo a l L e m a  (142)en este caso.
Utilizando entonces el conjuntoC ^ dado por (161) y es
cogiendo o suficientemente pequeno podrîa garantizarse entonces,
^ —  ( isi se hubieran eliminado aquellos vectores f(x(t), u ^) nulos, y 
supuesto que f(x(t), ü(t)) / 0 pues si no no habrîa nada que de­
mostrar, que los hipoteticos puntos x^ *^^  de una sucesiôn conten^ 
da en c^ , podrîan, en el peor de los casos ser de manera -
que la restricciôn: ®(i+i)(h+l)  ^ ®l(h+l) cumpliera
con igualdad para todo i y todo r, pero verificândose para cada 
uno de dichos puntos 4^ *^^  que:
t-xj^ + x(2
(164) = x(t--f^) + / f(4*^^(s), n^ '*’^ (s)) ds
( 1 ( 2
con X^  ^ ^ ^r - ^o’ donde x^< x siendo este x el co- -
rrespondiente al
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Por otra parte t podrîa seleccionarse suficientemente pe­
queno de manera que quedara incluîdo dentro del intervalo para 
el que vale (163), lo que implicarîa la inclusion en este inter^ 
valo tambien de
En cuanto a la posible nulidad de de la definiciôn -
del conjunto dada en (161), y ya que : ^£(^+1) -“ T ”  ^p^ '^ ^
para todo i=1,2,... se seguirîa entonces que = x(t), y no
habrîa nada que demostrar. Podemos pues suponer que > 0, -
para todo t lo que implicarîa que ® j ) “ a ^  > 0,
para todo i=l,2,..., y se podrîa définir por lo tanto la gama - 
compléta de vectores tangentes, incluyendo los del tipo -f (x^**, 
u(t)), multiplicados por la izquierda por determinadas matrices 
$ (.,.), mediante perturbaciones en valores de i lo sufi--
cientemente avanzados como para que se pueda asegurar que el 
punto per turbado definido mediante la trayectoria x ^ ^'^^(s)
verificara:
para todo s
Solo queda pues por ver que una ampliaciôn de la defini-- 
ciôn de cada u^ *^  ^(s) en esos subintervalos avanzados mediante - 
el aumento de los correspondientes es lîcita.
Ahora bien, de (163), teniendo en cuenta la unicidad de - 
las soluciones del sistema de ecuaciones diferenciales que cars£ 
teriza las trayectorias x(s) ya fuera hacia adelante, con valor
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inicîal dado, o hacia atrâs, con un valor final dado, podrîamos 
poner;
t+4%y
x(t-4t^^) +j f (x*^  ^(s) , u^ '* (s)) ds = x(t-T^^)
t - 4xy
Por lo tanto podrîamos poner en (164):
t+4xy 
t-4T<l
t+4xy+T^^
f(x^**^(s), u^ *^  (s)) ds
t+4x^^
en donde la ampliaciôn de jc^^^(s) y u^ *^  (s) al intervalo - 
[t+4x^^, t+4x^^ + x^^] se harîa de manera que coincidiera con las
f unciones x^ *^ *^ (s) y u^^'(s) en el intervalo [ t- x^ \  t-x^^+x^^].
Se comprueba entonces que esta nue va presentaciôn de x 
esta de acuerdo con la dada en (161) y ademâs ahora se evidencia 
la licitud de la definiciôn de la colecciôn de puntos perturba­
dos X m e d i a n t e  los cuales se definirîa como convexos adecua­
dos de vectores tangentes en los puntos x d e
Una vez establecida esta posibilidad de def iniciôn de los 
conos y con una demostraciôn similar a la del Lema (142) en la 
que se tendrîa en cuenta tambiên la acotaciôn de la funciôn 
u(s) en [t^,t^],se podrîa establecer entonces el siguiente resultado 
que enunciamos.
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a continuacion :
(165) LEMA
En las condiciones del Lema (142), si ademas t fuera 
un punto regular de u(s) en (t^, tj) entonces existe - —
n*(t) 1* 0 tal que:
(166) rï*(t) f(x(t),u) i n*(t) f(x(t), u(t) - 0 
para todo u e0, y n*(t) ^ 0
La ecuacion (166) establece el Principio de Maximo puntuaj^ 
mente. Para su extension y caracterizacion a lo largo de 
toda la trayectoria necesitamos todavla ampliar mas la co­
leccion de vectores tangentes definida en cada punto x(t) 
de la trayectoria optima.
Para iniciar la discusion de esta ampliaciôn consideremos 
un punto t, con t^ < t < t^ y sendos decrementos no negat£ 
VOS A j^t y A 21 de manera que t - - Agt  ^ t^ y siendo -
t-Ajt y t - Ajt -A2t, puntos regulares de la funciôn G (s).
Empezando en el instante t - A ^t -  ^^ t - en donde
â >0 se supone suficientemente pequeno para que en ningun 
caso se den puntos a la izquierda del t^ y 0 < A ^ ^ < 1, - 
consideremos la siguiente funciôn de control :
“a a i para
1 2
t - A, t - A_t - A ^ 6 + (1— A ^ ) Z xf 6 i s i
1 2 j-0 J
5 t - ^ , t - A » t - X ^ 6  + E X^ 6
1 ^ j=0 3
i - 1, 2, ..., q ; X^* - 0
- u (s + X^^ô - (1-X^^) E xjlg) 
i=l ^
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para t -A^t + ( 1-X ^ S  ô £ s <
^ t - û t - X ^ ^ Ô  +  ( 1 - X ^ S  E X ^ ô  - X ^ ^ Ô  
Z i = l  1
con 0 i X^^ <1 ; X^^6 < A ^ t 
= ; para
ir-1
t - Agt - x(^6+ (1- X ^ S iI iX|V6-X^26 + (1-X^2) jlo xj^A
l8i t -Â,t -X^^g + (1-X^S E X^^6 - X^^Ô+d-X^^) E xf^ô 
z i-1 1 j=0 J
(2
con i - 1 ,  2, . . . , q ; X p  * 0
- Ü(s+X^^6 - (1-X^S E A.(*g + X^^ô - (l-x(^) E x/^ô) ;
i=l i i=l 1
para t-A,t-X^^6 + (l-X^S E xf^6 - X^^6 + (1-X^^) E x!^g < s 
 ^ i-1  ^ i«l ^
i t-X^^Ô + (1-X^h E, xf^ô- X^^g + (1-X^^) E xf^g
 ^ i=l ^
Mediante la funciôn de control anterior se trasladaria el
—  (1 punto X (t - A'jt - A^t - X g) de la trayectoria optima a
un punto que denotaremos por:
X .  (t-X^’g + (1-X^S E xf^g - X^^g + (1-X^^) E xf^g)
] i*l  ^ i=l ^
y abreviadamente por Xg ^  g
Se trata entonces de evaluar el siguiente limite
(167) lim 4gg g - x(t)
6+0 --- L_2---------
Ahora, el punto Xg ^  g se obtiene de la siguiente manera:
t-A„t-X^^g +(1-X^S E Xpg-X^^g 
—  (1 i=l
Xg A A = X (t-A, t-A.t-X g) +
1 2   ^ f(Sg(s),ug(s)) ds +
t-^^t-^2-X^^g
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t-X^^6 + (1-X^S E x 9 g  - X^^6 + (1-X^^) E xf^g 
i-1  ^ i-1 ^
^  ^ f(4g(a), Ug(s))
t-A,t - X^^g + (1-X^S E X^^g - X^^g
i-1
en donde, x^(s) se define de manera obvia para s en el intervalo 
en cuestiôn.
Si a la expresiôn anterior sumamos y restamos là cantidad:
t-X^^g + (1-X^S E xf^g 
i-1 ^
,u Cs+X^^g- (l-x(^) E X^^g) ds 
g i = , ^
t-A t-X^^g + (l-X^h ? Xp g -  X^^g 
 ^ i-1 ^
en donde
X* (s) - X (t-A.t- X^^g+ (l-x(^) E xf^g- X^^g ) +
° ^ i-1 ^
+ f (4* (z), u (z+X^^g - (1-X^S E xî^g) dz
 ^ ô i-1 i
t-A_t-x(^g+ (l-X^S E xf^g- X^^g 
^ i-1 ^
para
t -A.t-X^^g + (1-X^S E xf^g-X^^g^s < t-X^^g+ (l-X^h E X ^ \  
 ^ i-1  ^ i-1 ^
podemos obtener entonces el limite (167) calculando por separado 
los dos siguientes limites:
(168) lim 
g + 0
t-Agt-X^^g+d-X^h E X^g-x^^g 
:(t-A t-A-t-X^^g) + ^
i f (xg( s),ug (s)) ds +
t- A^t- A^t-X ^ ^ g
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(1 . ( 1, q ( It - A ' " 6 + ( l - A ' " )  Z a:  6 
i »  1 ^
f ( x g ( 8 ) ,  u ( s + X ^ ^ 6 - ( l - A ^ " )  E X y g ) X s - x ( t )  I /g(1 (1 .
t - A , t - X ^ ^ g + ( l - X ^ S  E x f ^g-X^^g 
 ^ i-1 1
(169) lim 
g + 0
t - X ' ‘ g + ( l - X ' d  E x f ^g-X^^g+( l -X^^)  E xf ^g 
i-1  ^ i-1 ^
(1. (1
f (Xg(s),Ug(s)) ds
t - A t - X ^ ^ g + ( l - X ^ ^ )  E x f ^ g -  X^^g 
-  ^ i-1 ^
(1 (1t - X " * g + ( l - X " ‘ ) E x j ^g  
i-1 ^
f(x*(s) , u(s + X^^g-(l-X^S E X^^g))]/g 
° i - 1  ^
t -A t - X ^ ^ g + ( l - X ^ S  E X.g-  X^^g 
^ i-1 ^
El limite (168) valdrîa, de acuerdo con los resultados obten£ 
dos anteriormente y concretados en (141):
(170) $ (t, t-Ajt-Ajt) -X^^f (x(t-A jt-Ajt) , u (t-A jt-A2*:)) +
+ (l-x(^) Z xj^ f (#(t-A^t-A^t) , u^^S 
i-1
en donde $ (.,.) dénota la matriz fundamental de (154) mientras 
que el limite (169), cuyo calcule se podrîa llevar a cabo de una 
manera mas cômoda sumando y restando en el numerador el siguien­
te têrmino:
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t - AgC- X^^gf  ( 1 - X ^ S  E x j ^ g -  X^^g 
= x(t-Ajt-A^t-X^^g)+ / A
f(S^s) »“^8) ) ds
t-A^t-A^t-X^^g
vendrfa dado, recordando tambiên (141), por:
(171) $(t,t-A^t) [-X^^ f(x(t-Agt), u(t-A^t)) +
+ (1-X^^) E f(x(t-A t)), ^
i-1 ^
El resultado obtenido combinando (170) y (171) séria genera- 
lizable, por supuesto al caso en que se consideraran g decremen­
tos no negativos A^t, A^t, ..., A^t, siendo los g-1 primeros es-
trictamente positivos y el ultimo simplemento no negativo de ma- 
g
nera que t - E A.t > t , supuesto que 6 es suficientemente pe- 
i= 1  ^ °
queno de modo que todos los instantes considerados estên a la d£
e
recha de t , y siendo los instantes: t - E A.t, para 1 - 1,2 -
° _ i-1 ^
..., g, puntos regulares de W(s) en (t^, t^).
En ese caso, sumando y restando las cantidades convenientes 
en el numerador de la expresiôn:
(172) X, (t - E Cx^^g - (1-X^^) f Xf^g]) - t(t)
_________
en donde 4g se supone obtenida con el control "g cuya def iniciôn 
corresponderia a la generalizaciôn de la del caso g=2 considera- 
do antes y siendo:
0 < X ^ ^ < 1; X^^ > 0; i=l,2,...,g; j=l,2,...,q, con X^^g < t
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para i = 2,3,....g, se podrîa calcular el limite (172) mediante - 
la determinaciôn por separado de g limites cada uno de los cua­
les involucrarla expresiones del siguiente tipo:
(173) X *  (t- E [ A^^6-(l-X^^) E xf^6]) - 
i-1 j-1 J
- X* (t- E^CX^^6-(1-X^^) E xf^g) 
i-1 j-1 ^
salvo el primero y el Sltimo a los que corresponderlan las 
dos siguientes expresiones:
( i ( 1 \ r i 1,(174) l *  (t-X'"g+(l-X'") E X}'g) - x(t) 
A j-1 ]
9 (i q /i 8 ^  Ci q Ci
(175) 4.(t- E [ X^ g - E Xrg]) - x * i t -  E [ X^^g - E XTg])
i-1 j-1  ^ i=l j-1 ^
De acuerdo con la discusion anterior cada una de las expre--
siones (173) se podrîan poner, para g pequeno, de la siguiente m£
nera :
g C1 8 g— 1 Cl q c i   8$ ( t , t -  E A . t )  C-X' ' ^ f  ( x $ ( t -  E A i t -  E [X^^g-  E X ) i g ] ) , u ( t -  E A t ) )  +
i-a  ^ ° i-d  ^ i-d i-1  ^ i-d
+ d-X^'*) E xf^f(x*(t- E A . t-"^ Ë^  [X^^g- E X f^ gl),u ^g+o (g)
j-1  ^ A i-1  ^ i-1 j-1 J
mientras que (174) y (175) se pueden expresar, respectivamente,
asI :
g Cl'^— 8________ _ g
$ (t, t- E A.t) [ -x' f (x(t- E A.t), u(t- E A.t)) +
i-1  ^ i-1  ^ i-1 ^
Cl q c 1 ^  8 Cil+ (1-X^) E X>f(x(t- E A .t), u ^^ )] .g +0(5)
j-1  ^ i-1 ^
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y:
$(t,t-A t) C -A (4*(t-A E Xf^g]), u(t-A t)) +
8 o g j-1 J 8
+ (1-X^®) E X^8f(**(t-A t-^E^CX^^g- E xf^g], u^j8) + o(g)
j-1 J ® i-1 j-1 J
Por lo tanto el limite (172) vendrâ dado por la siguiente ex 
presion:
8 8 cd" ± 8 _ g
(176) E $(t.t- E A.t).C-X^°f(x(t- E A.t), u(t- E At)) +
d=l i-1  ^ i-d  ^ i-d ^
+ (1-X^*’)E X^**f(x(t- E A t), 
j-1  ^ i-d ^
Entonces, cuando los X ^ y Xj varlan, con 0 < X ^ < 1,
X  ^ G, para unos determinados A t, i - 1,2,...,g, que se supone 
permanecen fijos, al igual que los u^ *^* y q, el conjunto corres­
pondiente de vectores del tipo (176) es evidentemente un cono con 
V exo.
Por otra parte, si A^t - 0 y se seleccionan los xf de mane­
ra que X j 0 para j- 1,2,...,q, y d* 1,2,...,(g-1), el cono con 
Vexo anterior incluirla en particular al que hemos considerado - 
en el establecimiento del Lema (165).
A la vista de (176) se podrîan définir ahora los correspon--
dientes conjuntos C y , generalizaciones de los dados -
mediante (160) y (161) mediante el establecimiento de las corre£
( Ppondientes funciones de control "g (S), no solo en el punto t s£ 
g
no en los puntos t - E A.t, y de manera que t y o fueran suf i- - 
i-d ^
cientemente pequenos para que no hubiera solapes.
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El procedimiento utilizado para establecer (142) y (165) nos 
permitiria entonces formuler el siguiente resultado:
(177) LEMA
En las mismas condiciones del Lema (142), si A^t > 0 para 
 <8-1). Agt 8 0, y t ijt p.,„ J . 1,2.... g, ... -
puntos regulares de la funciôn de control u(s), entonces existe 
n*(t) f 0, tal que:
g A j» g
(178) n*(t) $(t,t- E A.t) f(x(t- E A.t), u) i
i-d  ^ i-d ^
±  g A ^ g _ g
< n*(t) $(t,t- E A.t) f(x(t- E A.t), u(t- E At)) = 0
i-d  ^ i-d  ^ i-d ^
para todo d- 1,2,...,g, y todo uefi
El resultado del Lema (177) puede extenderse fâcilmente a 
cualquier punto regular t - A^ de la funciôn u (s)
En efecto, sea el conjunto de puntos regulares de u(s) en 
(t^, t], en donde t es otro punto regular. Sea, por otra parte W 
un Bubconjunto numerable y denso de y W^^,r6 S una sucesiôn - 
creciente de subconj untos finitos de W,esto es:
lim
— ( r *Entonces, si dénotâmes por n (t) al vector a que se refi£ 
rc el Lema (177) para cada ya que sin pirdida de generalidad
podemos suponer que| |n^^ (t)||=l, para todo r, podrîamos obtener 
una subsucesiôn convergente a un determinado vector, que denot£ 
remos por n (t), no nulo, con q (t) < 0 ,  y de manera que:
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(179) n*(t) $(t,t-At) f(x(t-At), u) i
^ n*(t) $(t,t- At) f(x(t-At), u(t-At) - 0
para todo t - At e  y todo ueO, ya que para cada t-At E exi£
tira un indice r de manera que t-At e ai r^r*
Sea ahora t- At E - W^» y t -A^’^ t una sucesion en con­
vergente a t -  At.
De (121) se tiene:
t-A t
/ f(x(s), u(s ) ) ds = (A^*^t-At) f (x (t-A t) , u ( t-A t) ) +
t-û t
+ o (A ('^t-At)
(A (^t-At) f(x(t-A^'^t),u(t-A^’^t) + o
Dividiendo las dos ultimas expresiones por A^^t - At y hacieti 
do tender dicha diferencia a cero se obtendrîa:
lim f(x(t-A^^^t) ,u(t-A^^t)) - f(x(t-At), u(t-A|))
De ello se sigue que (179) podrîa establecerse para todo pun 
to t - At de R^. Sea ahora t^ '^  una sucesiôn de puntos regulares 
de u (s ) en (t^, t^), tal que lim t - tj. Denotemos por n (t^ *^ ) 
la correspondiente sucesiôn inducida de vectores H (t) verifican 
do (179) y escojamos una subsucesiôn convergente a un vector 
que denominaremos q (t ^ ), el cual sera tal que verificarîa (179) 
para todo punto regular de u(s) en (t^, t^), pues si t fuera un
punto regular en (t^, t ^ ) de u(s) entonces existirîa un r tal -
* (r - *
que t £ t sî r 21 r -
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Podrîamos poner entonces:
A A» ^ /N A. /N
(180) n(tj) $(t J, t) f (x(t), u) <n(tj)$ (tj,t) f(x(t), u(t)) = 0
para casi todo t e [t^, t^]
Hagamos ahora:
(181) n(t) = n(tj) *(tj, t)
para todo teCt^, t^].
Debido a la continuidad absoluta de $(t^, t) quedarîa defini­
da mediante (181) una funciôn absolutamente continua en Ct^, t ^ .
Ademas, debido a la caracterizaciôn de $(.,.) como la matriz 
fundamental del sistema lineal (154) se puede comprobar que la - 
funciôn n'(t)transpuesta de la n(t) definida mediante (181) se- 
rîa soluciôn del siguiente sistema lineal :
(182) = C- Il (x(9), ïï(s))]' . Ç(s)
para seCt^, t^] , y en donde [.] indica la traspuesta de la ma­
triz en el corchete, con la condiciôn de contorno n '(t)=n'(t^)/O, 
para t=tj^ , pues, en efecto, se demuestra fâcilmente que la matriz 
fundamental del sistema (182), denominado el "sistema adj unto" - 
del (154), la cual denotaremos por (j/(.,.) verifies, en [t^, t^], 
la ecuaciôn:
«I» (t, t^) $(t,t^) = I
en donde i|)' dénota la transpuesta de ij; e I es la matriz un idad 
(Vease la Nota 19).
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Por lo tanto, la soluciôn Ç(s) de (182) con condiciôn inicial:
Ç(to) = \p ^(tj,t^) n'(tj) - iJ^ (t^ ,tj) n'(tj)
vendrfa dada en funciôn de $(.,.) por:
Ç(t) = i l , ( t ,t^) Ç(t^) -<t’(t^,t)$’(tj,t^)n’(tj)
Es decir:
ç’(t) = n(t) = n(tj) *(tj,t^) $(t^,t)
n(tj) *(tj,t)
que coincide con (181).
Observese ademâs que al ser n(t^) f 0 y $(.,.) no singular -
se seguirîa entonces que n(t) f 0 para todo t E[t^,t^].
Por otra parte, ya que la funciôn f no depende explicitamen- 
te de x^, tendrîamos que 3f/3x^- 0, 7 por lo tanto que Hq ( t ) ( t ^ )
para todo t E [ t^,t .
Por ultimo, para cada t E C t^,t t e n d r e m o s :
(183) sup "n(t) . f ( X ( t ) , u) » 0
u en
en donde ri(t) vendrîa dado por (181).
En efecto, sî t fuera un punto regular de u (s) en (t^,t ^ ),
(183) no serîa mâs que una consecuencia de (180), e incluso val^  
drfa (183)con "mâx" en vez de "sup". Sea pues t un punto no r£ 
gular de "û( s) en [ t^, t^ ] y supongamos por ejemplo que:
sup !Ï(t) . f (x(t) , u) > 0 
uen
Existirîa entonces un u*eQ tal que:
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(184) n(t).f(x(t),u ) > 0
Ahora, si t fuera una sucesion de puntos regulares conver­
gente a t, cuya construccidn siempre serfa posible al set el com 
plementario del conjunto de puntos regulares de medida nula en - 
[t^,t^], entonces por (180) y la continuidad de f($,u), x(t) y - 
n (t), tendrîamos:
n(t^^).f(x(t^^), u )  < 0 ,  para todo r.
y :
lira n ( t ^ *^ ) f (x( t ^*^ ) , u ) - rï(t)f (x(t) , u ) < 0 
r
en contradiccion con (184).
Por otra parte, ya que de la continuidad de y % se sigue
que dado e > 0,
I n(t ^ ^) f(x(t^'^), ü(t^'^)) - n (t) f (x ( t) ,û( t ^ *^ ) I < E
si r 2 , para un determinado r^, entonces:
lim n(t)f(x(t), iT( t ^ ^) ) = lim n(t^'^)f(x(t^^) , u(t^*^)) = 0
r r
de donde se seguirîa que:
/N, ^
sup rf(t).f(x(t), u) > 0
u en
lo que junto con la contradiccion implicada por (184) probarîa 
(183) .
Podemos ya pues resumir todos los resultados obtenidos en - 
el Teorema siguiente:
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(185) TEOREMA (Principio de Hâximo de Pontryaguin)
Si x(t) obtenida para el controlu (t), con t^ ^ t ^ t^, es 
una trayectoria optima para el Problems (116) en el caso autono­
me, con G = {x^ °} , cumpliêndose las condiciones (118), y f y 
8f/3.x son continuas en® xfl, entonces existe una funciôn ab- 
solutamente continua no nula TÏ(t) = (ÏÏ^ (t) ,rïj (t),..., (t) ) que
satisface el sistema adjunto (182) para una determinada condi- - 
cion inicial, de manera que:
a) La funcion:
îî(t) . f (x(t) ,u)
para cada t fijo, siendo t un punto regular de u(s) en (t^,t^) 
alcanzarâ su mâximo en el punto u = %%t), lo cual implicarîa 
que :
(186) ri(t) f (x(t) , u(t) ) = sup n(b) f (x(t) ,u)
u efi
para casi todo punto t en [ t^,t^].
b) En el punto terminal se verifican las relaciones:
(187) ^^(t ) £ 0 , y sup H (t ^ ) f (x( t^  ) ,u ) = 0
uefi
Ademâs las funciones de t, n (t) y sup n(t)f(x(t),u), resu^
°  uefi
tan ser constantes, de manera que las condiciones (187) pueden 
verificarse en cualquier instante te[t^,tj], y no necesariamen 
te en tj.
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Con esto terminamos nuestra exposiclon de la aplicabilidad del 
Principio (91) en la deduccidn de las condiciones necesarias de 
optimizacion en el caso diferenciable. En el siguiente capîtulo 
enunciaremos y discutiremos otros principios de interls en lo - 
referente a la generaciôn de condiciones suf ici entes.
CAPITULO III
TEORIA DE LAS CONDICIONES SUFICIENTES. EL PRINCIPIO PE LA OPTIMI" 
ZACION EN DESIGUALDADES Y EL PRINCIPIO DEL MINIMAX.
1.- INTRODUCCION.
En los capîtulos I y II hemos analizado la aplicabilidad - 
de dos principios basicos en la generaciôn de condiciones necesa- 
rîas de optimalidad desde el punto de vista geometrico, el princ£ 
pic de la Proyeccion Maximal, en el caso convexo, y el Principio 
de la Proyeccion Maximal Tangencial, en el caso diferenciable.
Se podrian proponer tarabien principios en la generaciôn de 
las condiciones necesarias de optimalidad desde el punto de vista 
analîtico, aunque cualquiera de ellos serla probablemente una 
adaptaciôn del siguiente principio basico elemental:
Si para el problems : min f(u), sujeto a ue 0 c  W, en donde 
W dénota un conjunto arbitrario, y f una funciôn real definida en 
su sub conj unto H, entonces si u* es una soluciôn del problems y 
T es una transformaciôn de W en si mismo, tal que T (u*) E 0, en­
tonces necésariamente habrîa de ser; f(u*)£ f(T(u*) ).
Nosotros, s in embargo, vamos a pasar a proponer en primer 
lugar un principio que permitirîa plantear condiciones suficien - 
tes de optimizaciôn, en vez de sôlo condiciones necesarias como - 
los anteriores, antes de pasar a discutir luego otra de las meto- 
dologlas generadoras de condiciones suficientes de ôptimo,como es 
la teorla del minimax para funciones de dos tiços de argumentes.
La idea que preside el primero de estes dos principios es 
sencilla: Ya que toda desigualdad entre dos funciones encierra la 
soluciôn de un problems de ôptimo se tratarIa de formuler esa ca-
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racterîstica de una manera que fuera practicable en el analisis - 
de los problèmes de optimizacion. Esta idea nos fuê sugerida por 
la lecture de algunos trabajos sobre una metodologîa para resol - 
ver problemas de optimizaciôn cuya puesta en practice podia just^ 
ficarse en base a la conocida desigualdad entre las médias aritmé^ 
ticas y geometries por lo que ha recibido el nombre de Programa-- 
ciôn Geomêtrica. (Véase la Nota 20).
Ahora la Programaciôn Geometries ha derivado en el anâli - 
sis de otras cuestiones mas directamente relacionadas, con la so­
luciôn efactiva de problemas que en la investigaciôn de la forma- 
lizaciôn de un posible principio general que permits afrontar la- 
soluciôn de problemas de optimizaciôn o por lo menos la caracter£ 
zaciôn de dichas soluciones, mediante la utilizaciôn sistematica 
de desigualdades, que es el punto de vista que a nosotros nos in- 
teresa discutir aquî.
Vamos a establecer, pnes, este principio de una manera pre^
cisa :
(1) TEOREMA (Principio de la Optimizaciôn en ^esigualdades).
Consideremos el problems:
(2) min f^(u)
sujeto a :
(3) u 6 U
con fl un EonjuntOgj.i,itrario y f^ una funcion real definida 
en U .
Supongamos que existe para cada u o un elemento n=n(u) de 
otro espacio H y sendas funciones reales p y q definidas en H 
X U, de manera que:
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(4) p (n, u) £ q(n,u) para todo u 6 U, y n=n(u), y que:
u G U implies p (h,u) = f(u), y
(5) p (n,u) = q (n,u) implies u G U.
Supongamos ademâs que existe el mînimo de la funcion q (n>u) para 
u 6 U, el cual denotaremos por q^, y que:
(6) q (n* u) = q^, para todo u G Scü.
Entonces, si u* cS y p(n*»u*) ■ q (n*»u*)» u* sera un pun­
to solution del Problems (2).
DEMOSTRACION.
-- En efecto, se verif icarla :
f (u) = p (n t u) £ <1 (n tu) £ q^ = q(n*,u*) - p(n*.u*)“ f (u*)
para todo u G U y ademâs u* G U lo que prueba la optimalidad de 
u*.
La utilidad de la aplicacion del principio anterior estr£ 
ba en la posibilidad de utilizer a q para determinacion de q^ y S, 
lo que caracterizarîa a la solution ôptima como aquella u* de S 
tal que : p (n*.u*) - qCn*,u*).
Vamos a ilustrar en primer lugar la aplicaciôn del Princi­
pio (I) con un ejemplo tomado precisamente de la Programaciôn Geo^
metrics.
Supongamos que se pretende resolver el siguiente problems:
(7) min 2uj + 4uj ^U2 u^
sujeto a: Uj>0, U2> 0.
En este ejemplo pues, U =• {(u%, U2) ' 6 II? /uj>0, U2>0}
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A la funcion f^ de uno se le puede denominar un "posinomio" 
(contraction de "polinomio positive"), queriendo indicar con ello 
que se t rata de una generalizaciôn de las funciones polinomiales - 
permitiendo la posibilidad de exponentes de cualquier tipo, entero 
o no, pero con coeficientes restringidos a ser positives.
Podemos entonces preparar la aplicaciôn de (1) de f iniendo 
formalmente:
p (n,u) - ^l^"l + *^ 2^ “ l “2 + *^ 3^ 2
^1 ^2 "^ 3
en donde n = (n^ 1I2 Hg ) séria independiente de u(lo que constituiria
por supuesto, una forma extrema de dependencia).
Ahora si Ilj+n2+n2“ 1 y n^£0, de acuerdo con la desigualdad 
entre las medids ponderadas aritmética y geometrica podriamos po- 
ner :
p (n,u)> q(n.u) » /"l "2 ^^2.^2 ^
n ,  Ho n.
Pondrlamos a continuaciôn seleccionar las de manera que
se anularan los exponentes de Uj y U2 en q(n,u).
Esto es, las deberîan verificar:
HJ+H2+ Hg = 1
nj-Tl2 = 0
i2-ng = 0
n i > 0  n^>0 r i3>0
lo que da n^=l2= 1/3
2
Por lo tanto q ® 6, y S ® IR
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Por otra parte como la igualdad entre las mediae pondéra - 
das aritmética y geomêtrica solo se darîa si coinciden entre a ï  -  
cada uno de los têrminos de ambas médias tendrîamos que:
p(n» u*) “ q(n,u*) implicarîa que :
_ _ . * - i  * - i  *
2u* 4uj u^ u^
es decir;
1/3 1/3 1/3
* *
1 = 1 ; “2 = 2 .
La aplicacion del Principio (1) no se restringe, por su -- 
puesto, solo a problemas de tipo anterior sino que podrîa aplica£ 
se en general a cualquier problema para el que pudiera definirse 
la desigualdad (5) adecuada.
Otra observation que hay que hacer es la de que évidente - 
mente, se podrîan modi f icar las condiciones de obtenciôn del q^ - 
en (1) en determinadas condiciones s in que variera la conclusion 
del teorema. Esto es, podrîa haberse definido el q^ como el mî­
nimo de q(n,u) para cada u en un conjunto mas amplio que el U, - 
para el que estuviese todavia definida la funcion q(n,u), de 
acuerdo con la mayor o menor facilidad en la obtention de dicho 
mînimo, supuesto que el (o los) u* minimisante perteneciertm a U.
Nôtese también ademas que no habrîa ninguna pêrdida de g^ 
neralidad si se supone que u G 0 implicara que p (n,u) = a f(u)+b, 
en donde a y b serîan dos constantes reales, con a>o.
Este principio podrîa emplearse también para garantizar - 
la suficiencia de soluciones que complieran las condiciones nec£ 
sarias de optimizaciôn.
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Como ampliaciôn de la discusiôn de la aplicabilidad del - 
Principio (1) vamos a mostrar en la section siguiente como podrîa 
utilizarse para abordar la solution de un problema de programaciôn 
no lîneal.
2.- UNA APROXIMACION A LA SOLUCION DE LOS PROBLEMAS DE PROGRAMA - 
CION NO LINEAL POR MED10 DEL PRINCIPIO DE LA OPTIMIZACION EN 
DESIGUALDADES.
Consideramos planteado el siguiente problema de programs - 
cion no lîneal:
(8) min f^ (u)
sujeto a:
g (u) £0 
u 6 n
en donde g = (g *^82 »••••• 8^) ' » u 6 ®  m  subconj unto arbitrario
de ffi™ con g^, i = 0 ,1,2 »••.»n, funciones reales, e interpretândose 
la desigualdad g£0, component e a componente, como hemos hecho has ta aquî. 
La correspondencia con el Problema (2) se establecerîa haciendo:
U = {u 6 n e  m  “/ g(u)£ 0 }
Cons ideramos ahora para cada n6 con n >0
y E n,.= 1
i=o
la funcion real p (n,u) definida de la siguiente manera:
n n
(9) p (n,u) = n„f-(u) + E n. (f (u)+ g.(u))=f (u)+ e n.g.(u),o o 1 0  X o 1“L
con la condition:
(10) (u) = 0
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para todo i = 1,2, h, n€ H y u6 ü.
Se puede comprobar entonces que f^(u) y p (n,u) verifican 
las condiciones impuestas por el Teorema (1) ya que:
g (u)£0 =î> p(n,u) “ Hgfg(u) + (fp(u)+gj^(u)) =
i€Au
u
en donde:
= i={l,2,...,n / gj(u) - 0}
lo cual se sigue de (10).
Intoduzcamos ahora la funcion q (n»u) definida de la si - 
guiente manera:
(11) q (n,u) = (f^(u))^o. TT (fg(u)+gj^(u)  ^ - fg(u) Xf (gj^ (u) ) ^
iGA iGAu u
Entonces, de acuerdo con la desigualdad entre las médias
ponderadas aritmética y geomêtrica, tendrîamos:
(12) p (n,u) £ q(n,u)
para todo u G H tal que g (u)£ 0.
Ademâs, ya que el signo de igualdad entre los dos miembros 
de la desigualdad anterior se da sî y solo si los elementos a - 
los que afectan las correspondientes médias ponderadas son - 
todos iguales tendremos entonces que:
p(n,u) = q(n.u) =? f^(u) = f^(u)+ gj(u), para todo iGA^ 
es decir g^(u) = 0, para todo iGA^, lo que junto con g^(u) >0 si 
iG {l,2,....,n} -A^, terminarîa por implicar conjuntamente que - 
f (u) >0.
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(Nôtese que al descartar los indices i 6A^-11,2,...,n| en 
la formulaciôn de las funciones p (n.u) y q(n,u) s e querrîa indi­
car con ello que habrîa un conjunto de que obligatoriamente se^  
rîan estrictamente positivas.
El resto de las g^, esto es aquellas, con iGA^ serîan sim- 
plemente no negativas, para garantizar (12), y lo que se ha anal£ 
zado antes es que el signo de igualdad en (12) implicarîa la anu- 
laciôn de todas ellas. Naturalmente, la manera de actuar para —  
utilizar esta aproximaciôn serîa la de resolver el problema para 
una selecciôn de restricciones que se propusieran "activas", es - 
decir, veri f icadas con igualdad, y comprobar a posteriori que el 
resto de las restricciones se verifies con desigualdad estricta, 
para verificar luego que la elecciôn entre restricciones "activas" y 
"pasivas" era la corrects).
Puesto que se verifican todas las condiciones impuestas 
por el Teorema (1) y supuesto que A^^ fuera el conjunto de îndi - 
ces i taies que g^^(u*) =o, para una soluciôn del Problema (8), en 
tonces esta soluciôn podrîa caracterizarse mediant e la soluciôn, 
si existiera, del problema:
n .
(13) min f (u) TT (g. (u)) 
sujeto a: uG ü f
el cual podrîa ser mas sencillo de resolver debido a la relaja -- 
ciôn del conjunto de restricciones y quiz as a la mayor s impiic i - 
dad de la funcion objetivo si el conjunto de los se selecciona 
de manera adecuada.
Por otra parte, el establecimiento de la desigualdad (12), 
que en termines mas explicites vendria dada, si hacemos la conven
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cion de que 0 = 1 ,  por;
n n n -
(14) f (u) + E n. g -, (u) > f (u) . T T  (g: (u)
° i-1  ^  ^ ° i=l ^
n
con E H- =1, n.^0, i=l,2, establecerîa pues una acota -
i=l  ^ ^
cion a la funcion objetivo para cada u 6 H , con g(u)£ 0, que po­
drîa dar informacion sobre su posible valor ôptimo independiente- 
mente de que diera lugar a su calcule efectivo o no.
Observese que en (14) los parâmetros intervendrîan de
una manera diferente en cada uno de los dos miembros debido a la 
diferencia entre las dos funciones utilizadas, p y q. trata—
mientos mas simôtrico de las variables se verâ en el apartado - 
siguiente la introducciôn del que denominamos Principio del Min£ 
max.
3.- EL PRINCIPIO DEL MINIMAX.
Al igual que el Principio (1) se pueden proponer otros,en- 
focados también a la obtenciôn de condiciones suficientes en pro­
blemas de optimizaciôn. Uno de ellos es el que pasamos a enun —  
ciar a continuaciôn.
(15) TEOREMA (Principio del Minimax).
Cons ideramos el Problema (2) con las restricciones (3), en 
donde los sîmbolos impiicados tienen los mismos significados que 
en el Teorema (1), y sea p (n, u) , con nS H, una funcion
real definida en H x U , de manera que:
(16) sup p(n,u) £f (u), para todo u G U 
nGH °
y que :
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(17) inf p(n,u) £d ( n) , para todo r|G H, con d una determinada 
u6U °
funcion que supondremos "real extendida", esto es pudiendo -
P.tomar el valor , y que exista sup d (q)
nGH
Entonces, si u* es tal que u*G U y ademâs f^u*)£p^, dicho 
u* sera una soluciôn del problema.
DEMOSTRACION.
El resultado enunciado se sigue inmediatamente de que:
P (n,u)£ inf p (n.u) £d (n), para todo nG H y todo u6 U 
u G
de donde:
(18) f (u) £ sup p(n»u)£ sup inf p(n,u) £ sup d (n) =
n€H nGH uGU nGH
= p^ £f(u*).
para todo uG U, con u*G U, lo que compléta la demostraciôn.
Observese que de (18) se seguirîa que:
min f (u) £ inf sup p(n,u) >_ 
uGU uGU nGH
£ sup inf p (n,u) £ sup d (n) = f(u*)= min f (u)
nGH eu nGH ° ugu °
Esto es si exis tieran min p(n,u), para todo nsu, max p(n,u)
uGU nGH
para todo uGU, y ai n*GH fuera tal que p(n*,u*) = f^(u*), el ele­
mento (n*,u*) de HxU serîa tal que :
(19) min max p(n,u) = p(n*,u*) = max min p(n ,u)
uGU nGH nGH uGU
de manera que la exis tencia del u* pos tulado en el Teorema (15)
exigiria la coincidencia entre el minimax y el maximin.
El Teorema (15) podrîa haberse denominàdo tanil*î^ " Principio de la _ 
Dualidad en razon a que se podrîa interpretar el problema de maxi-
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mizaciôn en la variable dado por:
(20) max d^(n) 
sujeto a:
ne II,
en donde d^(n) es tal que:
d (n)£inf p(n,u), para todo nGH,
° uGU
como un problema "dual en sentido amplio" del (2), denominândose 
entonces a n la variable "dual en sentido amplio" de u. (Nôtese - 
que con la definiciôn que hemos dado podrîa existir rauchos problemas 
"duales" de uno dado no sôlo por la arbitrariedad de la funciôn 
p sino también por la de d^).
Hay que observer, sin embargo que esta denominaciôn de pr£ 
blema "dual en sentido amplio" que nosotros utilizamos aquî es, 
diferente de la usual en el sentido de que generalmente la defi­
niciôn de problemas "duales" suele ser mucho mas rîgida, pues —  
supuesto planteado el problema en nuestro marco, se suele exigir 
respecte a ellos que exista algun par (n*.u*) se verifique un re^  
sultado del tipo (19). La utilizaciôn por nuestra parte de la - 
denominaciôn de problema "dual en sentido amplio" para uno en el 
que no se pudiera garantizar, en principio, un resultado como
(19), es sôlo por comodidad en la exposiciôn.
En relaciôn, por ejemplo, con la resoluciôn del Problema
(8) del apartado anterior, mediante la aplicaciôn del Principio
(15), una manera de procéder serîa la de définir la funciôn p(q,u)
de la misma manera que antes, esto es:
n
p (n,u) = f (u) + E n.- g . (u)
° i = l ^
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pero estando restringida ahora la variable n = ( n »• • • • ® ® 
a pertenecer a un determinado conjunto H, que dependerîa del pro­
blema particular de que se tratara, y que, por lo tanto, podrîa - 
coincidir o no con el dado por las condiciones E 0^=1, ,
i* 1,2,* *,,n.
Con la definiciôn dada de p(n,u), un problema "dual en sen­
tido amplio" del (8) serîa entonces uno del tipo (20) en donde 
(0) fuera una determinada funciôn tal que :
n
(21) dq(n) > inf (f^(u) + E Bj_(u) }
i= 1
g(u)>0 ; uSn
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El Problema caracterizado por (21) podrîa ser mâs sencillo 
de resolver que el (8), y de todas formas, aunque ese no fuera el 
caso aportarîa informacion a la soluciôn del Problema "primai", - 
que serîa como podrîamos denominar a dicho Problema (8) en rela - 
ciôn al caracterizado por (21).
Naturalmente, la definiciôn del Problema (21) como "dual en 
sentido amplio" del (8) depende de la elecciÔn efectuada de la fun 
ciôn p(n,u). Asî, para otras posibles elecciones de p se generarîan 
otros tantos problemas duales del (8).
Tiene interés también discutir el caso particular del P r o ­
blema (8) en el que tanto f^(u) como f(u) son funciones lineales - 
afines para comprobar la concordancia de la definiciôn de proble - 
mas duales dada en ese caso especial en el capîtulo I y la que po - 
dîamos obtener por el método comentado aquî para unas determinadas 
funciones p y del tipo que acabamos de considérât.
En efecto,con la misma notaciôn utilizada en el capîtulo î - 
podemos replantear el Problema (8) en el caso lineal de la siguien 
te manera:
(22) min f^(u) = ^L^c^u^
sujeto a:
m
fi(u) 1 “ij Uj - b .£0 ; i = 1,2 n
uefl“ (uE IR”/Uj£ 0 , j = 1, 2 , . . . ,m?
Definamos ahora H como el siguiente conjunto:
(23) H = (ne n^-Cj£0 , j-1, 2 m; 0 , i=l,2,...n}
(y nôtese que su definiciôn no depende de u)
- 1 8 1  -
y sea p (n.u) la funcion
' n
(24) p(n.u) = f^(u) + =
° i-1 ®ij '^ i^  “j ^ i=l^i^^i =
la cual estarîa definida en el producto cartesiano H x U (y 
no sôlo en algün subconj unto de dicho producto) en donde por t) de^  
notamos al subconj unto de IR™ para el que se verifican las restric,
clones del Problema (22). Entonces, dado que, como se sigue inme­
diatamente de las definiciones de H y u
(25) min^ jli iil^ij'^i^ “j ill^i'^i- i£l*’i'’i
para todo ne H, de manera que un problema dual del (22) se^
rfa el dado por:
n
(26) mix j^(n) = .Ej
sujeto a : ne H
Por lo tanto si existiera soluciôn finita del Problema (26)
n
con valor de la f unciôn objetivo: max = p^. y un u* =
= (Uj*, u^*, • . . . u^*y E U, tal que j^ “j P,,» dicho u* serîa una
soluciôn ôptima del Problema (22).
Naturalmente, se podrîan haber planteado otros problemas 
duales del (22) incluso en la misma f unciôn objetivo d^(n)= i = i*’i'^ i» 
con tal que el nuevo conjunto H de que se tratara incluyera las -
restricciones: ^Ej *^ij^i " Cj" 0 . para j = 1,2 m, pues es todo
lo que se necesita para que se verifique (25).
Sin embargo la elecciôn como conjunto H del dado mediante
(23) permite establecer no solo la "suficiencia", para el u* que 
postula el Principio (15), sino también la "necesidad", supuesto 
que el Problema (26) tiene soluciôn finita. Sobre la manera en co
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mo podrîa llevarse a cabo la demostracion de esta segunda afirma 
cion nos remitimos al Teorema (50) del capîtulo* I.
Veamos ahora como podrîa utilizarse el Principio (15) pa­
ra obtener condiciones suf icientes de ôptimo en problemas del t£ 
po (8). Respecto a ello vamos a establecer el resultado siguien 
te :
(27) LEMA
Consideremos el Problema (8) y sea p(0,U) la siguiente 
funciôn:
(28) p ( n ) = f^(u) - E n . g.(u)
i-1  ^ ^
con (n,»)e Hxu. siendo H un determinado subconjunto de r” y :
U= {uE R”/uefi; g(u) > 0}
Supongamos que para un determinado u EU existiera un
n EH de manera que :
(29) f^(u*) - E n- g. (u*)  ^ f (u)- E n,* g_. (a)
° i-1 1 1 ° i-1  ^ ^
para todo pEÜ, y tal que
n
(30) sup (f (u) - E n . g . (u ) ) < f „ ( u ) . P ® r a  todo veTJ, y
neH ° i=l  ^  ^ °
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(31) I n* g. (h *)  = 0
i=l  ^ ^
Entonces v serl una soluciôn del Problema (8)
DEMOSTRACION
En primer lugar observâmes que (30) implicarîa que:
(32) f (ti*) - E n.g.(u*) > f (u*) - E n-g.(u*) ,
° i=l  ^  ^ i=l
o equivalentemente:
E (n. -nt) g (u*) > 0
i=l
para todo neH,
Por otra parte,si tomamos:
d (n) = inf (f (u) - E n.g.(u))
u EU i “ 1 1 1
para neH, tendrîamos, de acuerdo con (29) y (30):
A * * *
sup d (n) inf (f (u) - E n.g.(u)) = f (u ) - E n . g . (u ) 
neH ” ■ ueu i=l  ^  ^ ° i = l ^  ^
= f (u )
mientras que, teniendo en cuenta (32) y (31)
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(34) f <“ *>-  ^ n,g,(u*) < f (u*) - E n!g.(u*) i f (u)- ^ n*g.(u)
° i=i  ^  ^ ° i-i ^  ° i=i  ^^
para todo n > 0 y todo u eO,entonces u serl una soluciôn ôptima -
de (8).
DEMOSTRACION
Pongamos:
U = {Ue m"/uen ; g(u) > 0}
y:
(35) H = (ne m"/n > o )
Puesto que se verifies (29), lo que estarîa implicado por 
la segunda de las desigualdades (34), solo hay que probar que 
g (u ) > 0, y que se verifies (30) y (31), para deducir la tesis 
del Teorema como una aplicaciôn del Lema (27).
Ahora de que :
(36) I  (n,.-n*) g,, (u*) > 0
i=l 1 X 1
para todo neH, se seguirîa, tomando n = 1, y = 0, si
i f j , que gj (u ) > 0, y por consiguiente g (u ) k 0.
Por otra parte si en (36) tomamos alternativamente, - 
Hj - 2nj ; n^ ■ 0, si i 1* j, y: n^  = ( 1/2 )Hj : nj^  •* 0, si i y j, se
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A *
inf sup (.) < sup (f (u ) - E n.g.(u )) 
ueU neH neH i=l
* ^ * * *
- f (u ) - E n. g. (u ) = f (u ) 
O i„l 1 1 o
El resultado del Lena se sigue entonces de que:
f (u ) £ sup d (n) = p < inf sup (.)  ^ f (u), 
neH ueu neH
y de la aplicaciôn del Principio (15).
Este resultado que acabamos de obtener tiene una aplica­
ciôn inmediata en la generalizaciôn de la parte b) del Teorema
(24) del Capîtulo I al caso de ausencia de convexidad.
En efecto, se podrîa establecer facilmente una condiciôn 
suficiente para dicho problema como un corolario del Lema (27) 
como vamos a ver a continuaciôn.
(33) TEOREMA (De condiciones suficientes para el Problema de 
Programaciôn No Lineal)
Consideremos el Problema (8) con f^(u) y 8^(0)» i=l,2,..., 
n funciones arbitrarias definidas en el conjunto 0 .
Entonces, si existe u eft, y n e r” ; con n . > 0, i=l,2,...,n
taies que:
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obtendrîa que: rijg^C» ) = 0, para todo j, de lo que sigue (31),
mientras que (30) es évidente de acuerdo con la definiciôn de U
y H.
Observese que el Teorema (33) es el recîproco del Teore­
ma (24) del capîtulo I, pero sin la exigencia ahora de hipôtesis 
de convexidad sobre las funciones f^ y -g^ y sobre el conjunto Jî .
El resultado del Teorema (33) depende, sin embargo, de - 
que el conjunto elegido para H sea el dado por (35), mientras que 
el enunciado del Lema (27) se aplicarîa en Problemas de tipo (8) 
en las que el conjunto H de multiplicadores podrîa un subconj un­
to arbitrario de
Por otra parte estos dos resultados no serîan mas que ca- 
sos particulares del Principio (15) mediante el cual se podrîa 
afrontar la generaciôn de condiciones suf icientes para proble-- 
mas de optimizaciôn de tipo general.
Ahora, una cuestiôn interesante es la de comparer los - 
campos de aplicaciôn de los dos Principios (1) y (15) que hemos 
enunciado para la generaciôn de condiciones suf icientes y sus - 
relaciones a su vez con la teorîa clasica de la dualidad, de lo 
cual nos ocuparemos, para terminar, en el apartado siguiente.
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4. ANALOGIAS Y DIFERENCIAS ENTRE LOS DOS PRINCIPIOS BASICOS ENUNCIA 
DOS Y SUS RELACIONES CON LA TEORIA DE LA DUALIDAD.
Si tenemos en cuenta que la mayorla de las desigualdades 
pueden obtenerse como subproducto de la resoluciôn de un proble^ 
ma de optimizaciôn planteado de manera adecuada podrîa pensarse 
entonces, en principio, que (15) es mas general que (1).
Por ejemplo, para generar la desigualdad entre las me- - 
dias ponderadas aritmética y geomêtrica se podrîa plantear el 
siguiente problema de optimizaciôn:
(37) min f (q) ■  ^ u^ ;con u g[{ueR"/|X u? = 1 'Y ",^0 » P®ra
i = l  ^ i“l todo i}]
en donde [.] dénota la clausura convexa del conjunto {.}.
“ 2Ahora tenemos que : E u. es estrictamente convexa, pues
2cada components, lo es, como se comprueba de una manera ele­
mental directa teniendo en cuenta que si 0 < A < 1 y 
2A(1-A)u.jU.2 i A(l-A)(u^^ + .
Entonces, de la simetrîa de la funciôn objetivo y de la 
ecuaciôn de restricciôn en las n^, se seguirîa que si (u ^ «u 2 *'' « 
u^) es una soluciôn factible del problema también lo serîa cua_l 
quier permutaciôn circular de la anterior, verificandose ademas 
que:
1 1 “ 1 “ 2 
f (— (u , . . . ,u )+. . .H— — (u_ » • • • .u 1 ) )= E (— E „ .) <
o n  ^ n n n 1 i=l " i=l ^
“ 2 1  1
 ^ Z J ~ f ( (u .»•••» u_ ) + ••• 3 ( (u_ » • • * » u 1 ) ) “ f » ( u ^x n o i  n n "
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con desigualdad estricta si V^ f u ^  para algCn i y j. Ademds, ya
que el conjunto factible es convexo el punto de coordenadas constantes igual 
a (l/n)Euj^  serâ factible.
Se seguirîa de ello que f^ (u) se ninimizarîa en el ünico
punto dado por u ^  ” 1, para todo i, y por lo tanto que
E u . i n , 
i=l ^
para toda colecciôn de u- taies que u^ > 0 y [ju ^  “ 1, lo que -
probarîa que : Em^/ n < (jTu^) ^ c o n  igualdad si y solo si u^ f u£
ra constante para todo i, y por paso al limite en coeficientes
de la ponderaciôn racionales, que: En.u. > TT u .^  i _ .1 1 " 1 , para toda -
colecciôn de i= 1,2, . . . ,n , con Eij^  “ 1 y 2 0 para todo i
y con igualdad si y solo si es constante. (Vôase la Nota 21)
Asî el anterior razonamiento muestra como, en general, - 
cabrîa esperar deducir cualquier disigualdad mediante el plan-- 
teamiento de un problema de optimizaciôn en termines adecuados 
que podrîa involucrar explicîtamente o no a una variable auxi- 
liar n .
En el caso de (37) podrîamos considérer formalmente: 
p(n.u) ” Eu?, H arbitrario y ü “ {ue®"/ ue [{.}]) , y la desi —  
gualdad se habrîa seguido de la dada por:
max p(n,u) i max min , ,
neH neH ueu
para todo u eU.
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Ahora, hay varias diferencias importantes entre la metodolo 
gia de obtenciôn de condiciones suficientes que pudiera derivarse 
de cada uno de ambos principios.
La primera es la de que, mientras en el enfoque del Princi­
pio del Minimax la intervenciôn de la variable auxiliar n es la - 
misma en ambos miembros de la desigualdad (17), debido al plante^ 
miento de ambos sobre la base de la misma funciônP (n,u) , en el c£ 
so del Principio de Optimizaciôn en Desigualdades la intervenciôn 
de n aa cada uno de los miembros de (4)es, en general, diferente 
debido a la introducciôn de la nueva f uncion q (n,u).
Otra diferencia importante es la de que, mientras en el 
planteamiento del Principio (15) la variable n juega un papel ac^  
tivo en la resoluciôn de los problemas de optimizaciôn por medio 
de los cuales se procédé a la generaciôn de la condiciôn suficieri 
te, en el caso del Principio (1), n desempena un papel pasivo en 
relaciôn a la soluciôn de los correspondientes problemas de min i- 
mizaciôn, que solo afectan a u, estando restringido su papel solo 
el de simplificar la resoluciôn del problema de minimizaciôn en - 
la funciôn q .
Por ultimo, una tercera diferencia entre ambos enfoques es 
la de que el resultado establecido mediante el Principio (15) de­
pende de la hipôtesis de que el minimax y el maximin se tomen en 
el conjunto producto H x u y no en ningun subconjunto de êl. To­
mando prèstada la terminologfa del Câlculo de Probabilidades y sii 
poniendo probabilizado el subconjunto de H x u de que se tratara 
con "probabilidad uniforme", podîamos decir entonces que el esta-
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bleclmiento de (15) dependerîa de que las dos "proyecciones" H y 
u fueran "independientes".
Sin embargo, en el planteamlento de (1) la variable H se - 
podria définir en funciôn de cada valor de u E u,ya que su papel es 
meramente auxiliar y la optimizaciôn afecta solo a u .
Es por esto que las aproximaciones a la generaciôn de cond^ 
clones suficientes en problèmes de optimizaciôn derivadas de los 
Principios (1) y (15) podrîan considerarse, en general, indepen—  
dientes.
En cuanto a la relaciôn de cada uno de estos principios con 
la teorîa clâsica de la dualidad bay que decir en primer lugar 
que la aproximacion dada por (1) no estarîa, en principio, rela—  
cionada con el planteamlento de problèmes duales de optimizaciôn, 
debido al papel meramente instrumental desempenado por la varia-- 
ble n en ese caso.
Si estarîa relacionada con dicha teorîa, sin embargo, la 
aproximaciôn dada por (15), aunque nuestra definiciôn de problème 
"duel en sentido amplio" de uno dado, es môs general de las que - 
se suelen utilizer usualmente en los textos sobre el tema.
Asî en general, se suele reservar la definiciôn de problè­
mes "duales" solo para aquellos para los que se pueda establecer
une conexiôn entre sus correspondientes soluciones, y se caracte-
rizan porque la funciôn p (n«u) elegida suele ser lineal en q .
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Como llustracion de lo que acabamos de afirmar vamos a mos- 
trar como se puede generar el planteamlento de un problème dual - 
tîpico de los que se suelen investigar en los textos sobre Progra 
maciôn No Lineal, en la lînea de que nosotros hemos sugerido.
Antes, sin embargo, vamos a introducir unas definiciones y 
resultados elementales que nos seran utiles para lo que sigue.
Sea n e ® ” y f^(u) une funciôn real definida en 0. Entonces se d^ 
ce que f es"convexe en u eO", con respecto a H, si :
f„(Xu*+(l-X)û)  ^ Xf^( u*) + (1-X) f (u)
para todo ueîl, tel que Xu + (1-X)uEd, con 0 < X ^ 1
Por otra parte, se dirîa que f^ es convexa en HCR si fuera 
convexe en cada ucQ,en el sentido anterior.
Supongamos ahora que OCR es abierto y que f^(u) es diferen
* *
ciable en un entorno de u eQ y convexe en u • Se derouestra enton­
ces facilmente que se verificarfai
(38) f„(u*) - f„(u> i Vf_(u*) . (u*-u)
para todo u tO,en donde Vf^(u ) dénota el vector gradiente eva 
luado en el punto u =u . (v ease la Nota 22).
Consideremos ahora de nuevo el Problème (8) con f^(u) con­
vexe y las g^(u), 1=1,2,...,n côncaves en H que supondremos abie£
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to. Supongamos ademas que tanto f^ como las g^, 1=1,2,...,n, 
son diferenciables en 0 (esto es en cada punto de 0)
Definamos, al igual que antes, la funciôn:
P(n,u) “ f (u) - I  n.g.(u) 
°  1=1
para todo qeH y u, eU , en donde
H = {riER”/n > 0 }
y :
U = {pen /g(u) i 0 }
Evidentemente de  ^ 0, para todo i se seguirîa la conve- 
xidad de la funciôn p(n,u) en u para cada qeH.
Supongamos ahora que para cada n fijo exista:
(39) d^(n) = min p(n,u)
uen
Evidentemente:
d (n) i inf p(n.u). para todo neH. 
ueU
Por otra parte, es fâcil comprobar que de la convexidad y 
diferenciabilidad de p en u , y de que n es un abierto convexo 
se tendrîa que si fuera tal que:
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p(n, u ) •= max p(n,u) = d (n)
ucft
entonces u pertenecerla al conjunto U dado por:
(40) n = {ue«/ Vf (VI) - E n .  Vg.(vi) = 0 }
1 o i = l  ^ ^
En efecto Vp(n, u ) = 0, sera una condicion necesaria de -
mînimo de acuerdo con que 0 es abierto y u deberîa ser un mîni- 
mo local de p(n,u), mientras que de la convexidad de p enu para
todo uen se seguirîa, de acuerdo con (38) que:
p (n, u ) - p (n, u) - Vp(n,u ) . (u -u) = O, para todo ued 
esto es que u resolverîa (39) para dicho neH.
Asî, de acuerdo con nuestro enfoque se podrîa définir el - 
siguiente problems "dual" del (8) en ese caso:
max d^ (n)
sujeto a: neH ,
el cual, teniendo en cuenta (39) y (40) podrîa replantearse co­
mo :
(41) max p (n, ü) = max f ( u) - E n.g.(u)
° 1=1  ^ ^
sujeto a:
(n, u)e{ (n ;u) e / neH, u }
2n "
= {(n.u)e m  / UEO;  Vf (u) - E n,-Vg.(u) = 0 ; n > 0 }
° 1=1  ^ ^
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El desarrollo anterior justificaria la denominaciôn de pr£ 
blema "dual" del (8) del dado por (41), como se hace en algunos 
textos sobre el tema.
Esta definiciôn de problems dual en las condiciones enun--
ciadas permitirîa establecer, de acuerdo con el Principio (1^),
que si el Problems (41) tuviera soluciôn (n ,u ), con u eU y :
^ * * *
E n* g.(u ) - 0, entonces u serfs una soluciôn de (8). 
i=l  ^ ^
En general, sin embargo se suele proponer a (41) como el - 
problems "dual" del (8) sin ninguna referencia a la convexidad - 
de f^ y la concavidad de las g^, con tal de que 0 fuera abierto 
y tanto f^ como las g fueron diferenciables en ft, para que el - 
conjunto de definiciôn del par (H,u) en (41) tuviera sentido. 
(Vease la Nota 23).
La particularizacion de f^ y las g^ producirfa entonces el 
planteamlento de correspondientes problèmes duales para el Pro-- 
blema de la Programaciôn Cuadratica u otros problèmes especiales,
Nuestro interes, sin embargo, no es tanto el de indagar en 
que condiciones podrîa asegurarse la doble soluciôn de (8) y - -
(41), lo que suele ser el objetivo de todos los teoremas operat^ 
VO S  de la dualidad, elaborados a imagen del Teorema (50) del ca­
pitule 1, sino el de mostrar como el planteamlento de estos pro­
blèmes duales puede considerarse un subproducto del Principio 
(15). Cubierto ese objetivo, pues, terminâmes aquî la exposi- - 
ciôn.
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NOTAS
0.- Aunque en el enunciado del Teorema se exige que el conjunto 
sea cerrado no habria dificultad en no considerarlo en princ^ 
pio as i ya que, de cualquier forma, si un punto x pertene- 
ce a la frontera inferior respecto a su primera coordenada de 
un conjunto convexo C C  , tambiën pertenecera, como es
muy facil deraostrar, a la frontera inferior respecto a su pr 
mera coordenada del conjunto convexo cerrado C, y podrîa 
aplicarse el resultado del Teorema (8) a este ultimo conjunto. 
As i, lo relevante en el enunciado del Teorema es la convexidad 
de C y no el hecho de que sea cerrado o no.
1.- El Teorema (24) se conoce en programaciôn no lineal como la 
version del Teorema de Kuhn-Tucker sin diferenciabilidad. La 
condiciôn de que no exista un vector Y ^ 0, Y 1* 0, tal que 
Y.f(u) 2 0, Vu 6 n, se conoce con el nombre de "restricciôn
• cualificada" de Karlin.
Existen otras "restricciones cualificadas" équivalentes a 
la anterior como son las de que existe un u* G 0 tal que 
f(u*) < 0, conocida como la restricciôn cuali f icada de Sla­
ter, y la de que el conjunto {u 6 R™ / f(u) ^ 0 ,  u 6 fi)
(1 ( 2contenga al menos dos puntos distintos u y u de ma
nera que f sea estrictamente convexa en u ^ \  es decir que:
f(X u^^ + (l-X)u(^) < X f (u^h + (l-X)f(u^^)
para todo X tal que: 0 < X < 1»
Puede consultarse sobre estas euestiones el capîtulo 5 del 
texto de 0. Mangasarian (Réf. 19 ). La deduceiôn que se
hace en dicho texto del Teorema utiliza un teorema de sépara 
ciôn de conjuntos convexo s del mismo tipo al utilizado por 
nosotros. La principal dif erencia estriba, sin embargo, en 
la metodologîa ut ilizada, pues mientras Mangasarian deduce el 
resultado utilizando un teorema "ex profeso" nosotros hemos 
procurado deducirlo como un caso particular del principio ge­
neral de la proyecciôn maximal. Esta manera de procéder inten 
ta mantener siempre la vision de conjunto y poner en eviden- 
cia la "naturalidad" de los resultados obtenidos. (véase el anexo 
de la pégina siguiente.)
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2.- Los resultados de teorîa de la medIda que se aplican pueden 
consultarse por ejemplo en P. Halmos (Réf. 12 ), capîtulos IV 
y V. El resultado concernîente a la aproximacion de fune iones 
medibles por continuas (conocido como "teorema de Lus in") pu^ 
de consul tarse en el texto de A.N. Kolmogorov y S.V. Fomin 
(Ref .16 ) pag. 293 .
3.- Puede consultarse por ejemplo el texto de E.B. Lee y L. Markus 
(Ref• 18 ) pag. 68.
Anexo a la Nota 1.-
Por otra parte hay que senalar que la demostracion del Teorema 
(24) podrîa haberse aliviado en lo que se refiere a la demostra­
cion de la positividad del vector T) si el Problème (17) se hu- 
biera sus t ituido por el siguiente problems équivalente :
min x^ - g^ (tr)
sujeto a:
= -g^(u) , i-1, 2 n
S = (u,%+i,”m+2.....”m+n>'
u 6 n r ” , n convexo, y i-1, 2 , . . . , n
y : X 6 G = {x e r ” / x^ ■ 0, i-1,2,...,n},
s iendo:
gg(u) - f^(u), convexa 
y gj^ (u) - fj(u) + i-1 ,2 , . . . ,n, convexes
La positividad del vector q se hubiera seguido entonces fa- 
lente de la arbitrai 
tivas) en la expresiôni
cilmen rariedad de los u ^ ^ ( s i e m p r e  que seen pos^
' il, " il, ' iL,
3 bis .- La demostracion de este teorema, que suele ser, en general, 
algo compleja, porque involucre, entre otras, la demostraciôn 
previa del teorema de Liapunov sobre el recorrido convexo de 
un f une ional vectorial sobre f unciones medibles, puede consujL 
tarse en el texto de Lee y Markus. (Ref. 18 ) pp 69-72 y 
155-168.
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4.- Las condiciones a), b) y c) del enunciado del Teorema (79) 
se ban tornado directamente del texto de Pontryaguin (Ref. 23 ) 
pp. 75-82, aunque la version que aqui se ofrece de su Princi­
pio de Maximo en el caso convexo es ligeramente distinta
No hay que olvidar respecto a ello que el enfoque del Princi­
pio de Maximo tal como lo enuncid inicialmente Pontryaguin co^  
rresponde al caso diferencible y no al caso convexo.
5.- Sobre este resultado puede consultarse el texto de Hewitt 
y Stromberg (Ref. 15 ) pp. 272-275, y el de Titchmarsh (Ref.
28 ) pp. 360-362.
6.- En el momento actual la teorîa de las condiciones necesarias 
en optimizaciôn se puede subdividir, en general, en los casos 
convexo y diferenciable. No obstante, el enunciado inicial de 
los teoremas mas importantes en los casos estatico y dinamico, 
esto es el teorema de Kuhn-Tucker y el Principio de Maximo de 
Pontryaguin se referîan solo al caso diferenciable que se pue^  
de considérer el mas importante. Ello parece debido a la tra- 
diciôn sobre la exigencia de condiciones de diferenciabilidad 
en problèmes de optimizaciôn desde la obtenciôn de las prime­
ras condiciones necesarias en esa lînea por Fermat. As i, la 
primera exposiciôn del teorema de Kuhn-Tucker (Ref. 17) y del
Principio de Maximo de Pontryaguin, en la lînea, este ultimo, 
del Calcule de Va'riaciones clâsico (Ref. 6 ) , se reducen al
caso diferenciable.
Algunas condiciones necesarias de optimalidad sin diferen­
ciabilidad en programaciôn no lineal se empezaron a obtener a 
raîz de los desarrollos de la teorîa de la dualidad en progr^ 
maciôn lineal. Un buen resumen de ellas se encuentra en el ca 
pîtulo 5 del texto de Mangasarian (Ref. 19 ). Por su parte, 
el estudio del caso convexo en los problèmes de control arran 
ca principalmente de la utilizaciôn del teorema de Liapunov 
sobre el recorrido convexo de un funcional en el caso de proble 
mas con dinamica lineal. Un ejemplo de estos desarrollos se 
puede encontrar en la aproximaciôn de Halkin (Ref. 11 ) a la 
demostracion del Principio de Maximo. En este contexte la con 
vexidad se suele considérât, en general, nada mas que un paso
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intermedio en la demostracion del Principio de Maximo por me^  
dio del teorema de Liapunov, al que seguira una linealizaciôn 
del caso no lineal, como puede comprobarse tambiën en el tex 
to de Lee y Markus (Ref. 18 ), capîtulos 2, 3 y 4, y no suele 
investigarse independientemente, debido por supuesto, a la 
propia naturaleza diferencial del planteamlento, lo que 
exigiria en cualquier caso de pro-
piedades de diferenciabilidad a la funciôn f(x,u) con res­
pecto a X, sobre las que se anadirîan las de convexidad.
No hay que olvidar ademës que, en cualquier caso, el Teorema 
(8) o su version conocida como "teorema del hiperplano sepa- 
rador", juegan un papel principal en las demos traciones cla- 
sicas del Principio de Mëximo.
El caso convexo suele estudiarse tambiën en relaciôn con 
las condiciones suficientes de optimalidad, las cuales siguen 
facilmente de la unicidad de los mînimos relativos de las fun 
clones convexas.
Nosotros, sin embargo, hemos presentado independientemente 
ambos casos, convexo y diferenciable, para mostrar hasta don 
de se puede llegar con las hipôtesis del primer caso sin ne- 
cesidad de suponer las del segundo.
7.- La demostracion del Principio de Mëximo de Pontryaguin con 
toda generalidad, tal como se expone por ejemplo en el capî­
tulo 2 de la Ref. 23 , dedica algunos lemas previos (los le- 
mas 3 y 4 de las paginas 94-99) a probar un resultado del mi^ 
mo tipo que el Teorema (91) para unos conjuntos L^ defini- 
dos previamente (en el lema 2 desarrollando en las paginas 
86-94). A este conjunto de lemas previos los denominan los 
autores "lemas fondamentales".
Quizes convenga hacer algun comentario sobre la gënesis de 
la demostraciôn que aparece en el texto de Pontryaguin. Si- 
guiendo a V. Boltianskii (Ref. 5 ; nota al pie de la pag.
446) podemos decir que el Principio de Mëximo se enunciô en 
1956 por Pontryaguin, Boltianskii y Gamkrelizde(ver pëg. 429 
del texto de Feldbaum, Ref. 7 en el que se cita, entre otras, 
la Ref. 8 ) en forma de conjetura para el caso particu­
lar del problema de tiempo ôptimo. Es mës Pontryaguin parecîa bu^
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car obtener una condicion suficiente, mas bien que necesaria, 
de optimalidad. La demostracion del Principio de Maximo y su 
enunciado bien precisado en la forma de "condicion necesaria" 
de optimalidad se debe, sin embargo, segun el mismo indica, a 
Boltianskii (la referenda de la demostracion aludida es: V. 
Boltianskii: "Principio de Maximo en la teorîa de los proce- 
803 optimos", "Doklady" de la Academia de Ciencias de la URSS, 
119, n" 6, 1958, pp. 1070-1073).
Basta una ojeada a la Referenda para comprender que el en 
foque geometrico que preside la demostracion del Principio 
de Maximo de la Ref. ha sido inspirado efectivamente por Bol- 
tionskii. En la Ref. Boltianskii desarrolla un método general 
para afrontar geometricamente el problema de las condiciones 
necesarias de opt imalidad en el caso discreto, aunque el mé­
todo puede aplicarse tambiën al caso continuo. Las bases de 
dicho mëtodo se establecen en el capîtulo IV mediante la de- 
finicion de la "cëpula" de un conjunto C en un punto x. 
Estas "cupulas" estan directamente relacionadas con ciertos 
conos convexos que se pueden generar a partir de los conjun­
tos L^ que hemos definido en (92). En este sentido un re­
sultado crucial en toda la teorîa, el cual se utiliza tambiën 
en la demostracion del lema 3 de la Ref. 23 , y que Boltians­
kii denomina "teorema, de interseccion", puede considerarse 
similar a nuestro Teorema (91), aunque no coincide exactamen 
te con ël.
Una idea de la complej idad del "teorema de interseccion" 
la da el hecho de que su demostracion, que utiliza profusa- 
mente conceptos de topologîa algebraica se extiende desde 
la pag. 290 a la 303 de la Ref. 5 e incluye sin prueha la 
utilizaciôn de algunos teoremas para cuya demostracion remi^ 
te a otros textos. Nosotros hemos preferido recorrer otro 
camino que évita estas complicaciones.
7 bis .- Es interesante hacer notar que la tesis del Principio (91) 
se mantiene aun en situaciones mas générales que la expuesta 
En efecto basta repasar la demostracion para concluir que se 
pueden seguir sosteniendo las afirmaciones del teorema aun 
en el caso de que los limites :
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lim
6+ 0 ^  
x(6) 6C
se sustituyan por los limites:
11.
r -*■'*>, 6 0 6 ^
x(6^*^) ec
para cualquier sucesion 6 tal que el limite exista.
Es mas, el denominador en la expresiôn anterior, 6^ *^ , po­
dria sustituirse por cualquier expresiôn g(6 tal que
g (6 > 0 para todo r y g(6^^) + 0, de manera que el
correspondiente limite existiera.
8.- Sobre las rest r icc iones cualif icadas una buena referencia 
es el capîtulo IV del texto antes citado de Mangasarian (Ref. 
19 ) en el que se comentan varias de estas restricciones. En 
tre ellas se encuentra la de Kuhn-Tucker.
El Teorema (95), salvo en lo que se refiere a la continui- 
dad de las derivadas parciales, se conoce con el nombre de 
"Teorema de Fritz John", y precede, en los textos, a la dis­
cus iôn de las restricciones cualificadas. Se suele prescindir 
de la restricciôn que hemos dado nosotros en el Corolario 
(105) porque aparenta ser menos general que la de Kuhn-Tucker. 
Esta restricciôn cualif icada del Corolario (105) esta en la 
lînea de la restricciôn cualif icada de Karlin en el caso con 
vexo.
9.- La demostraciôn del "teorema de la funciôn inversa" para
f unciones vectoriales de varias variables puede verse en cual^ 
quier texto de calcule avanzado. Por ejemplo son clasicos el 
texto de W . Fleming (Ref. 9 ) y el de M. Spivak (Ref. 26 ).
Los teoremas relativos a var iedades diferen ci ab les y, en gene^ 
ral, la Topologîa Diferencial, son unos instrumentos utiles an 
la generaciôn de las condiciones necesarias de ôptimo con di­
ferenciabilidad.
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10.- El Teorema (112) suele demostrarse utilizando el lema de 
Farkas, tal como lo hicieron por primera vez sus autores 
Kuhn y Tucker (Ref. 17 ). Este lema es, sin embargo, una con 
secuencia inmediata del teorema de la Dualidad en programa­
ciôn lineal.
En efecto, el lema de Farkas afirma que la desigualdad 
y x  ^  0 vale para todos los n-vectores que satisfacen el si^ 
tema de m desigualdades : Ax 2 0, solo si y  = A ’ X para
algun m-vector A ^ 0.
Veamos que se deduce del Teorema de la Dualidad.
Si el problema:
max Yx 
sujeto a:
-Ax < 0
X cualquiera
tiene soluciôn finita , x - 0, tambiën la tendra necesaria 
mente el problema dual :
min 0. X
A' X » Y
X > 0
de lo que sigue el lema.
De hecho, todos los teoremas conocidos como "teoremas de 
alternativa", no son mas que corolarios del teorema de la 
Dualidad, siempre y cuando consideremos a ëste ultimo como 
el teorema primario. Naturalmente hay que senalar que el 
teorema de la Dualidad es relativamente reciente f rente al 
lema de Farkas y a otros teoremas sobre las soluciones de 
sistemas de desigualdades lineales, tal como el de Motzkin.
11- En el texto de Pontryaguin (Ref. 23 ), por ejemplo, se sji 
pone que cada uno de los conjuntos C r ” se puede défi­
nir mediante el sistema de ecuaciones:
fj^(x) = 0 ; j = l,2,-----  (n-r) ; i=l,2
en donde las fj ^  se suponen continuamente diferenciables
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en sendos abîertos que contengan a cada G , y taies que 
las matrices jacobianas:
(i
^ ^  ” (377) : 0 < k < r . < n
1 1 j 1 n
tengan rango maximo (es decir F^).
Los conjuntos de puntos que verificàn condiciones del tipo 
anterior se suelen denominar en los textos anglosaj ones "va­
rieties" (por ejemplo puede consultarse el texto de Austander 
y Mackenzie, Ref. 2 ) dejando la expresiôn "manifold" para
la generalizaciôn del anterior concepto a subconj untos de es^  
pacios générales caracterizados por la existencia de una co- 
lecciôn de difeomorfismos locales entre cada conjunto de una
colecciôn de entornos abiertos de cada punto de la variedad 
Fiy un abierto de R
12.- Un analisis de diverses teoremas de existencia y unicidad 
para sistemas de ecuaciones diferenciales con paramétrés pue^  
de verse en el apëndice del texto de Hestenes (Ref. 14 )y en 
el de Lee-Markus (Ref. 18) pp.55.59
13.- La definiciôn de "punto regular" y su aplicaciôn en la ev^ 
luaciôn de intégrales en intervales infinitésimales esta to- 
mada del texto de Pontryaguin (Ref. 23 ) pero se encuentra 
en la maybrîa de los textos de analisis que incluyen la teo­
rîa de la integral de Lebesgue. Por ejemplo en el texto de 
W. Rudin (Ref. 25 ) pag. 177 se hace referenda a los "pun­
tos de densidad" de conjuntos Lebesgue-medibles, los cuales 
corresponderîan a "puntos regulares" de fune iones medibles.
Otro texto que se puede consulter es el de Hewitt y Stromberg
(Ref. 15 ) que en la pag. 277 establece la formula (121).
tos autores utilizan la denominaciôn de "punto de Lebesgue"
en vez de "punto regular".
14.- Puede consultarse, por ejemplo, el texto de Kolmogorov y 
Fomin (Ref. 16 ) pag. 102.
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15.- Los resultados que se utilizan de teorîa de la medida e in 
tegraciôn de Lebesgue pueden verse en cualquier texto estan- 
dar sobre el tema, y en particular en el de Halmos (Ref.12 )•
16.- Sobre la existencia de soluciôn en sistemas de ecuaciones 
diferenciales lineales con segundos miembros medibles puede 
consultarse el texto de Lee y Markus (Ref. 18 ) pp. 59-68,
y sobre relac iones entre fune iones medibles e intégrales y 
teoremas relativos a funciones integrables el texto de Hal­
mos (Ref.12 ), PP 110-112.
17.- La dependencia de la soluciôn de un sistema de ecuaciones 
diferenciales en el caso de segundo miembro medible se comen 
ta en el texto de Pontryaguin (Ref. 23 ) pag. 83 y de una ma 
nera mas précisa, aunque sin demostraciôn, en el texto de 
Lee y Markus (Ref. 18 ), pp. 57-58.
18.- Esta desigualdad elemental puede consultarse en cualquier
texto sobre desigualdades por ejemplo el de Beckenbach y - - 
Bellman (Ref. 3 ), pag. 2. En este texto en las paginas 133
134 se comentan tambiën las desigualdades entre soluciones de 
ecuaciones diferenciadas lineales que intervienen en nuestra 
discusiôn.
19.- Este resultado puede verse en la mayorîa de los textos en -
ecuaciones diferenciales y teoria del control y en particular 
en el de Athans y Falb (Ref. 1 ) pags. 147-148.
20.- Una introducciôn actual a la Programaciôn Geometries puede 
verse en el artîculo de E.L. Peterson (Ref. 22 ).
21.- La demostraciôn de la desigualdad entre las médias aritmëti 
ca y geomëtrica ha ocupado a muchos autores, porque es una de^  
sigualdad clave y porque en general cada una de di chas posi-- 
bles demostraciones suelo clarificar las raices de ësta y - - 
otras desigualdades. Una colecciôn de demostraciones de la - 
desigualdad puede verse en el texto de ftirdy, Littlewood y 
Polya (Ref. 13 ), pp. 16-21, y en el de Beckenbach y Bellman - 
(Ref. 3 ) pp. 3-11. En particular allî se popone su demos t r^
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cion mediante la resolucion del siguiente problema de optimi^ 
n o
zacion: min 1 u^, con II Uj^  = 1, u > 0 para todo i, y la - 
utilizacion^de los mul&iplicadores de Lagrange. Esta demostra 
ciôn séria,sin embargo, menos elemental que la nuestra, que 
no requiere en absolute ninguna ref erencia al calcule diferein 
cial, y mas aun, que no exige ni siguiera la utilizaciôn del 
concepto de limite o continuidad, en el caso de las médias - 
ponderadas en coeficientes racionales.
22.- La definiciôn de convexidad en un punto de un conjunto 0 - 
no necesariamente convexo y la prolongaciôn de ôsta a todo 0 
puede verse en el texto de Mangasarian (Ref. 19), pag. 55. - 
En las paginas 83 y 84 de este texto puede verse tambiën una 
demostracion de (38).
23.- El planteamlento del Problema (41) como el "dual" del (8) 
con las solas condiciones de que 0 sea abierto y la diferen­
ciabilidad de f^ y las g^,i= 1,2,...,n , en fi, puede verse en 
el texto de Mangasarian (Ref. 19 ), pag. 114. En este texto 
se enuncian tambiën a continuaciôn varios teoremas en los 
que se establecen condiciones para la existencia y coincideii 
cia entre las soluciones de (8) y (41). Un enfoque mas gene^ 
ral de 1 planteamlento de problèmes duales en el caso de que
f sea convexa puede verse, sin embargo, en el capîtulo 5 del 
texto de Stoer y Witzgall (Ref. 2 7), pp 177-220 y en las seç^  
clones 30-31 de la Parte VI del texto de Rockefeller (Ref.24) 
En estos dos textos la introducciôn de la dualidad se hace - 
mediante la de finiciôn previa de las denominadas"funciones - 
conj ugadas" definidas para f unciones convexas y concavas, - 
las cuales se podrian considérer en la lînea de muestra d^(n) 
En ambos enfoques un resultado clave es el denominado Teore­
ma de la Dualidad de Fenchel, mediante el que se establece - 
en determinadas ocasiones la coincidencia entre las solucio­
nes de dos problèmes duales caracterizados por funciones ob­
jetivo consistentes en la dif erencia entre una funciôn conve^ 
xa y una concave, por una parte, y las correspondientes fun­
ciones conj ugadas por otra. La particularizacion de este 
Teorema permite obtener, como muestran estos autores, otros 
muchos teoremas especiales de la teorîa de la Dualidad.
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24.- Sobre los primeros inicios de la teoria actual de los mu% 
tiplicadores en la teoria del control ôptimo puede verse el 
artîculo de McShane (Ref. 20) y el de Bliss (Ref. 4) del - - 
cual el anterior puede considerarse una prolongaciôn . Una 
demostraciôn del Principio de Maximo de Pontryaguin a partir 
de una régla de existencia de multiplicadores en espacios 
abstractos puede verse por ejemplo en el capîtulo II del tex 
to de Fleming y Rishel (Ref. 10), mientras que una exposiciôn 
integrada de este tipo de reglas, aplicadas en las obtenciôn 
de condiciones necesarias en problèmes de optimizaciôn plan- 
teados en espacios arbitrarios puede verse en el texto de 
Neustadt (Ref. 21).
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