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Abstract: In this short note we perform the Hamiltonian analysis of bimetric gravity
with one particular form of potential between two metrics. We find that this theory have
eight secondary constraints. We identify four constraints that are the first class constraints
on condition when the interaction term obeys some specific condition. We show that for
the form of the potential studied in this paper this condition is obeyed and hence we can
interpret these first class constraints as generators of the diagonal diffeomorphism.
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1. Introduction and Summary
Bimetric theories of gravity are basically defined as theories of two metrics gˆµν and fˆµν
whose dynamics are governed by two Einstein-Hilbert actions together with the interaction
term between gˆµν and fˆµν . The history of bimetric or more generally multimetric theories
of gravity [4] is long, we recommend the paper [3] for list of the references to earlier works
1. It was believed for the long time that these theories suffer from the presence of the
ghost degree of freedom. However very recently the ghost free bimetric theory of gravity
was suggested in [11]. The main novelty of this new bimetric theory of the gravity is the
specific form of the interaction term between gˆµν and fˆµν that was firstly proposed in the
formulation of the ghost-free non-linear massive theory of gravity [15, 16, 17, 18].
It is well known that the bimetric theories of gravity are invariant under diagonal
diffeomorphism. More explicitly, without the interaction term the action for two bimetric
theory of gravity is sum of two Einstein-Hilbert actions for gˆµν and fˆµν and each of these
actions is diffeomorphism invariant. However the presence of the interaction term breaks
this symmetry to the diagonal one. Since this is the gauge symmetry we should expect an
existence of the four first class constraints in the Hamiltonian formalism of given theory.
Remarkably it turns out that it is non-trivial task to find these constraints and to show
that they are really the first class constraints. This short note is devoted to this analysis
at least for same specific form of the potential term.
Explicitly, we perform the 3 + 1 splitting of the metric components gˆµν , fˆµν and de-
termine corresponding Hamiltonian. Then, following seminar paper [3] we perform the
redefinition of the lapse and shifts functions so that the Hamiltonian is linear in the new
lapse function and the new shift functions. Clearly this is the essential condition for the
existence of the diffeomorphism constraints however it is not sufficient. In fact, we have to
show that these constraints are preserved during the time evolution of the system without
imposing conditions on the Lagrange multipliers. In other words we have to show that the
Poisson brackets between diffeomorphism constraints vanish on the constraint surface. We
show that the right side of the Poisson bracket between Hamiltonian constraints is propor-
tional to the particular linear combinations of the variation of the potential term and we
show that this expression vanishes for the case of the potential studied in this paper. In
1For recent works, see [5, 6, 7, 8, 9, 10, 11, 12, 13, 14].
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other words we find that there exists the Hamiltonian constraint and three spatial diffeo-
morphism constraints and that the Poisson brackets between these constraints vanish on
the constraint surface. We believe that this is non-trivial result since as far as we know such
an analysis has not been performed yet. Then we also analyze the remaining constraints
and we show that they are the second class constraints. Finally we determine the number
of the physical degrees of freedom and we argue that they can be interpreted as massless
graviton, massive graviton and one additional scalar mode at linearized level.
It is clear that our work has an important limitation in the special form of the potential
that was chosen. The natural extension of this work is to extend given analysis to the case
of the bimetric theories of gravity introduced in [11]. However even if it was argued there
that these theories are ghost free it is not completely clear how to identify the generators
of the diagonal diffeomorphism. In principle the analysis presented here could be applied
to this case as well but it is not clear how to identify additional constraints in given theory
that are crucial for the elimination of the scalar mode. This problem is currently under
investigation.
2. Hamiltonian analysis of Bimetric gravity
We begin this section with the introduction of the bimetric theories of gravity. The basic
idea of bimetric gravity is simple. We have two Einstein-Hilbert actions for two four
dimensional metrics gˆµν , fˆµν , µ, ν = 0, 1, 2, 3 together with the interaction term that does
not contain the derivatives of the metric 2
S = M2L
∫
d4x
√
−gˆ(4)R(gˆ) +M2R
∫
d4x
√
−fˆ (4)R(fˆ)−
− µ
∫
d4x(det gˆ det fˆ)1/4V(gˆ, fˆ) .
(2.1)
In this short note we consider following specific form of the potential V
V(gˆ, fˆ) =
∑
n
cn(H
µ
µ)
n +
∑
m
dm(H
µ
νH
ν
µ)
m , (2.2)
where
Hµν = gˆ
µρfˆρν , (2.3)
and where cn and dn are numerical constants. Note that the action (2.1) is invariant under
following diffeomorphism transformations
gˆ′µν(x
′) = gˆρσ(x)
∂xρ
∂x′µ
∂xσ
∂x′ν
, fˆ ′µν(x
′) = fˆρσ(x)
∂xρ
∂x′µ
∂xσ
∂x′ν
. (2.4)
Our goal is to perform the Hamiltonian analysis of the theory defined by the action (2.1).
2We follow the notation used in [3].
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To begin with we introduce the 3+1 decomposition of the four dimensional metric gˆµν
[1, 2]
gˆ00 = −N2 +NigijNj , gˆ0i = Ni , gˆij = gij ,
gˆ00 = − 1
N2
, gˆ0i =
N i
N2
, gˆij = gij − N
iN j
N2
(2.5)
together with the metric fˆµν
fˆ00 = −M2 + Lif ijLj , fˆ0i = Li , fˆij = fij ,
fˆ00 = − 1
M2
, fˆ0i =
Li
M2
, fˆ ij = f ij − L
iLj
M2
, Li = Ljf
ji .
(2.6)
Then using the well known relation 3
(4)R[gˆ] = KijGijklKkl +R(g) ,
(4)R[fˆ ] = K˜ij G˜ijklK˜kl +R(f) ,
(2.7)
where R(g) and R(f) are three dimensional scalar curvatures evaluated using the spatial
metric gij and fij respectively and where the extrinsic curvatures Kij and K˜ij are defined
as
Kij =
1
2N
(∂tgij −∇iNj −∇jNi) , K˜ij = 1
2M
(∂tfij − ∇˜iLj − ∇˜jLi) , (2.8)
and where ∇i and ∇˜i are covariant derivatives evaluated using the metric components gij
and fij respectively. Finally note that Gijkl and G˜ijkl are de Witt metrics defined as
Gijkl = 1
2
(gikgjl + gilgjk)− gijgkl , G˜ijkl = 1
2
(f ikf jl + f ilf jk)− f ijfkl (2.9)
with inverse
Gijkl = 1
2
(gikgjl + gilgjk)− 1
2
gijgkl , G˜ijkl = 1
2
(fikfjl + filfjk)− 1
2
fijfkl (2.10)
that obey the relation
GijklGklmn = 1
2
(δmi δ
n
j + δ
n
i δ
m
j ) , G˜ijklG˜klmn =
1
2
(δmi δ
n
j + δ
n
i δ
m
j ) . (2.11)
Using (2.7) we rewrite the action (2.1) into the form that is suitable for the Hamiltonian
analysis
S =
∫
dtL =M2g
∫
d3xdt
√
gN [KijGijklKkl +R(g)] +
+ M2f
∫
d3xdtM
√
f [K˜ij G˜ijklK˜kl +R(f)]− µ
∫
d3xdtg1/4f1/4
√
NMV .
(2.12)
3We ignore the boundary terms.
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Then from (2.12) we determine following conjugate momenta
piij =
δL
δ∂tgij
=M2gGijklKkl , ρij =
δL
δ∂tfij
=M2f G˜ijklK˜kl ,
pii =
δL
δ∂tN i
≈ 0 , ρi = δL
δ∂tLi
≈ 0 ,
piN =
δL
δ∂tN
≈ 0 , ρM = δL
δ∂tM
≈ 0
(2.13)
and then using the standard procedure we derive following Hamiltonian
H =
∫
d3x(NR(g)0 +MR(f)0 +N iR(g)i + LiR(f)i + µ
√
NMg1/4f1/4V) ,
(2.14)
where
R(g)0 =
1
M2g
√
g
piijGijklpikl −M2g
√
gR(g) , R(f)0 =
1
M2f
√
f
ρij G˜ijklρkl −M2f
√
fR(f) ,
R(g)i = −2gij∇kpikj , R(f)i = −2fij∇˜kρkj .
(2.15)
The crucial point is to identify four constraints that correspond to the diffeomorphism
invariance of given theory. In order to do this we proceed as in [3] and introduce following
variables
N¯ =
√
NM , n =
√
N
M
, N¯ i =
1
2
(N i + Li) , ni =
N i − Li√
NM
,
N = N¯n , M =
N¯
n
, Li = N¯ i − 1
2
niN¯ , N i = N¯ i +
1
2
niN¯ ,
(2.16)
where again clearly their conjugate momenta are the primary constraints of the theory
PN¯ ≈ 0 , Pn ≈ 0 , Pi ≈ 0 , pi ≈ 0 . (2.17)
Note that the canonical variables have following non-zero Poisson brackets
{
gij(x), pi
kl(y)
}
=
1
2
(δki δ
l
j + δ
k
j δ
l
i)δ(x − y) ,
{
fij(x), ρ
kl(y)
}
=
1
2
(δki δ
l
j + δ
k
j δ
l
i)δ(x − y) ,{
N¯(x), PN¯ (y)
}
= δ(x − y) , {n(x), Pn(y)} = δ(x− y) ,{
N¯ i(x), Pj(y)
}
= δijδ(x − y) ,
{
ni(x), pj(y)
}
= δijδ(x− y) .
(2.18)
With the help of (2.16) we find the explicit form of the matrix Hµν
H00 =
1
n2
+
ni
N¯n2
fij(N¯
j − 1
2
N¯nj) , H0j =
1
N¯n2
nkfkj ,
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H i0 = −
1
n4
(N¯ i +
1
2
N¯ni) + gijfjk(N¯
k − 1
2
nkN¯)− 1
N¯n2
(N¯ i +
1
2
niN¯)nkfkl(N¯
l − 1
2
N¯nl) ,
H ij = g
ikfkj − 1
N¯n2
(N¯ i +
1
2
niN¯)nkfkj
(2.19)
so that
Hµµ =
1
n4
− 1
n2
nifijf
j + gijfji (2.20)
and also
HµνH
ν
µ =
1
n8
− 2
n6
nifijn
j +
1
n4
(nifijn
j)2 + gijfjkg
klfli − 2
n2
nifijg
jkfkln
l .
(2.21)
As a result we find that the potential V defined in (2.2) does not depend on N¯ , N¯ i which
is very important for the existence of the diffeomorphism constraints. Then using the
variables (2.16) we find that the Hamiltonian takes the form
H =
∫
d3x(N¯R+ N¯ iRi) , (2.22)
where
R = nR(g)0 +
1
n
R(f)0 +
1
2
niR(g)i −
1
2
niR(f)i +
+ µg1/4f1/4V , Ri = R(g)i +R(f)i .
(2.23)
As usual the requirement of the preservation of the primary constraints (2.17) implies
following secondary ones
∂tPN¯ = {PN¯ ,H} = −R ≈ 0 ,
∂tPi = {Pi,H} = −Ri ≈ 0 ,
∂tPn = {Pn,H} = −R(g)0 +
1
n2
R(f)0 − µg1/4f1/4
δV
δn
≡ G ≈ 0 ,
∂tpi = {pi,H} = −1
2
R(g)i +
1
2
R(f)i − µg1/4f1/4
δV
δni
≡ Gi ≈ 0 .
(2.24)
For the consistency of the theory it is important to show that the constraints R and Ri
are the first class constraints. To proceed it is useful to introduce the smeared form of the
constraint R
TT (N) =
∫
d3xN(x)R(x) . (2.25)
In case of the constraint Ri it turns out that it is convenient to extend the constraint Ri
with appropriate combinations of the primary constraints Pn, pi so that we define R˜i as
R˜i = R(g)i +R(f)i + ∂inPn + ∂injpj + ∂j(njpi) (2.26)
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and then define its smeared form
TS(N
i) =
∫
d3xN iR˜i . (2.27)
Finally it is useful to introduce the smeared forms of the constraints R(f),(g)0 and R(f),(g)i
T
g
T (N) =
∫
d3xN(x)R(g)0 (x) , TfT (N) =
∫
d3xN(x)R(f)0 (x) ,
T
g
S(N
i) =
∫
d3xN i(x)R(g)i (x) , TfS(N i) =
∫
d3xN i(x)R(f)i (x) .
(2.28)
It is well known that these smeared constraints have following non-zero Poisson brackets 4
{
T
g
T (N),T
g
T (M)
}
= TgS((N∂iM −M∂iN)gij) ,{
T
f
T (N),T
f
T (M)
}
= TfS((N∂iM −M∂iN)f ij) ,{
T
g
S(N
i),TgT (M)
}
= TgT (N
i∂iM) ,{
T
f
S(N
i),TfT (M)
}
= TfT (N
i∂iM) ,{
T
g
S(N
i),TgS(M
j)
}
= TgS((N
j∂jM
i −M j∂jN i)) ,{
T
f
S(N
i),TfS(M
j)
}
= TfS((N
j∂jM
i −M j∂jN i)) .
(2.29)
To proceed further note that using (2.18) and (2.27) we find
{
TS(N
i), gij
}
= −Nk∂kgij − ∂iNkgkj − gik∂jNk ,{
TS(N
i), piij
}
= −∂k(Nkpiij) + ∂kN ipikj + piik∂kN j ,{
TS(N
i), fij
}
= −Nk∂kfij − ∂iNkfkj − fik∂jNk ,{
TS(N
i), ρij
}
= −∂k(Nkρij) + ∂kN iρkj + ρik∂kN j ,{
TS(N
i), n
}
= −N i∂in ,{
TS(N
i), Pn
}
= −∂i(N iPn) ,{
TS(N
i), ni
}
= −Nk∂kni + ∂jN inj ,{
TS(N
i), pi
}
= −∂k(Nkpi)− ∂iNkpk .
(2.30)
From these results we see that TS(N) is the generator of the spatial diffeomorphism.
Moreover, using previous Poisson brackets we easily find that
{
TS(N
i),TS(M
j)
}
= TS((N
j∂jM
i −M j∂jN i)) . (2.31)
4See, for example [20].
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On the other hand more interesting is to determine the Poisson bracket between smeared
forms of the Hamiltonian constrains (2.25)
{TT (N),TT (M)} =
{
T
g
T (nN),T
g
T (nM)
}
+
{
T
f
T (
1
n
N),TfT (
1
n
M)
}
+
+
{
T
g
T (Nn),T
g
S(
1
2
Mni)
}
+
{
T
g
S(
1
2
Nni),TgT (Mn)
}
+
+
{
T
g
T (nN),
∫
d3xNµg1/4f1/4V
}
+
{∫
d3xMµg1/4f1/4V,TgT (nM)
}
+
−
{
T
f
T (N
1
n
),TfS(
1
2
Mni)
}
−
{
T
f
S(
1
2
Nni),TfT (M
1
n
)
}
+
+
{
T
f
T (
1
n
N),
∫
d3xNµg1/4f1/4V
}
+
{∫
d3xMµg1/4f1/4V,TfT (
1
n
M)
}
+
+
1
4
{
T
g
S(Nn
i),TgS(Mn
j)
}
+
1
4
{
T
f
S(Nn
i),TfS(Mn
j)
}
+
+
1
2
{
T
g
S(Nn
i),
∫
d3xMµf1/4g1/4V
}
+
1
2
{∫
d3xµNf1/4g1/4V,TgS(Mni)
}
−
− 1
2
{
T
f
S(Nn
i),
∫
d3xMµf1/4g1/4V
}
− 1
2
{∫
d3xµNf1/4g1/4V,TfS(Mni)
}
=
= TS((N∂iM −M∂iN)n2gij) +TS((N∂iM −M∂iN) 1
n2
f ij)−
− GS((N∂iM −M∂iN)n2gij)−GT ((N∂iM −M∂iN)ni) +
+ GS((N∂iM −M∂iN) 1
n2
f ij) +
∫
d3x(N∂iM −M∂iN)Σi ,
(2.32)
where we defined the smeared forms of the constraints Gi and G
GT (N) =
∫
d3xN(x)G(x) , GS(N i) =
∫
d3xN i(x)Gi(x) , (2.33)
and where Σi is defined as
Σi = µg1/4f1/4
[
−n2gij δV
δnj
+ f ij
δV
δnj
1
n2
− δV
δgkj
nkgij − δV
δfij
nkfkj − 1
2
nin
δV
δn
]
.
(2.34)
We see that the Poisson bracket between the smeared forms of the Hamiltonian constraints
(2.32) vanish on the constraint surface on condition that Σi is zero. We explicitly check
below that this is indeed the case for the potential (2.2). In fact, using
δH
µ
µ
δn
= − 4
n5
+
2nifijn
j
n3
,
δH
µ
µ
δni
= −2fijn
j
n2
,
δH
µ
µ
δgij
= fij ,
δH
µ
µ
δfij
= gij − n
inj
n2
(2.35)
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and
δ(HµνHνµ)
δn
= − 8
n9
+ 12
nifijn
j
n7
− 4
n5
(nifijn
j)2 +
4
n3
nmfmig
ijfjkn
k ,
δ(HµνHνµ)
δni
= −4fijn
j
n6
+
4
n4
fijn
j(nkfkln
l)− 4
n2
fijg
jmfmnn
n ,
δ(HµνHνµ)
δfij
= −2n
inj
n6
+
2
n4
ninj(nkfkln
l) + 2gimfmng
nj − 4
n2
gimfmnn
nnj ,
δ(HµνHνµ)
δgij
= 2fimg
mnfnj − 2
n2
nmfmifjnn
n
(2.36)
and after some tedious calculations we find that Σi = 0 for the potential (2.2). In summary,
we derived the fundamental result that the Poisson bracket between Hamiltonian constraint
(2.32) vanishes on the constraint surface.
As the next step we determine the Poisson bracket between TS(N
i) and TT (N). We
firstly determine following Poisson bracket
{
TS(N), g
1/4f1/4V
}
= −Nk∂k[g1/4f1/4V]− ∂kNkg1/4f1/4V +
+ g1/4f1/4
[
δV
δni
∂jN
inj − 2 δV
δfkl
∂kN
mfml + 2
δV
δgkl
∂mN
kgml
]
=
= −Nk∂k[g1/4f1/4V]− ∂kNkg1/4f1/4V
(2.37)
where in the final step we used (2.35) and (2.36). Then with the help of (2.29) and (2.30)
we obtain
{
TS(N
i),TT (M)
}
= TgT (N
i∂iMn) +T
f
T (N
i∂iM
1
n2
) +
+
1
2
T
g
S(N
j∂jMn
i)− 1
2
T
f
S(N
j∂jMn
i) +
+
∫
d3xNk∂kMµg
1/4f1/4V = TT (N i∂iM) .
(2.38)
This result together with (2.31) and (2.32) shows that TT (N) and TS(N
i) are the first
class constraints that are generators of the diagonal diffeomorphism.
Now we proceed to the analysis of constraints Gi,Gn. For further purposes we introduce
following ”Hamiltonian”
H(N¯ , N¯ i) = TT (N¯) +TS(N¯
i) (2.39)
so that the total Hamiltonian has the form
HT = H(N¯ , N¯
i) +
∫
d3x(vnPn + v
ipi + u
nGn + uiGi) . (2.40)
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Then the requirement of the preservation of the primary constraints Pn, pi implies
∂tPn = {Pn,HT } = G +
∫
d3x(un(x) {Pn,Gn(x)} + ui {Pn,Gi(x)}) ≈
≈
∫
d3x(un(x) {Pn,Gn(x)} + ui {Pn,Gi(x)}) = 0
∂tpi = {pi,HT } = Gi +
∫
d3x(un(x) {pi,Gn(x)} + uj {pi,Gj(x)}) ≈ 0
≈
∫
d3x(un(x) {pi,Gn(x)}+ uj {pi,Gj(x)}) = 0 . (2.41)
We have four equations for four unknown un and ui that can be solved for un, ui at least in
principle. Further, the requirement of the preservation of the constraints Gn,Gi gives next
four equations for unknown vn and vi that can again be explicitly solved
5. In other words
Pn, pi,Gn,Gi are the second class constraints.
For example, let us consider the simplest form of the potential
V = Hµµ . (2.42)
In this case we find
Gn = −R(g)0 +
1
n2
R(f) + µf1/4g1/4
(
− 4
n5
+ 2
nifijn
j
n3
)
,
Gi = −1
2
R(g)i +
1
2
R(f)i + 2µ
g1/4f1/4
n2
fijn
j
(2.43)
and hence
{Pn(x),Gn(y)} =
(
2
n3
R(f)0 − 20f1/4g1/4
µ
n6
+ 6µf1/4g1/4
nifijn
j
n4
)
δ(x− y)
≡ △nn(x)δ(x − y) ,
{Pn(x),Gi(y)} = 4µ
n4
g1/4f1/4fijn
j(x)δ(x − y) ≡ △ni(x)δ(x − y) ,
{pi(x),Gn(y)} = −4µf1/4g1/4 fijn
j
n3
(x)δ(x − y) ≡ △in(x)δ(x − y) ,
{pi(x),Gj(y)} = −2µg1/4f1/4 fij
n2
(x)δ(x − y) ≡ △ij(x)δ(x − y) .
(2.44)
Then the first equation in (2.41) can be solved for un as
un = −△niu
i
△nn , (2.45)
5However we should stress that there is a possibility that with the suitable form of the potential there
could exist additional constraints. Such a form of the potential is well known in the case of the non-linear
massive gravity case and corresponding bi-metric generalization [4, 11].
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Note that △nn is non-zero for the generic point of the phase space. Inserting this result
into the second equation in (2.41) we obtain the homogeneous equation for ui
(
△ij − △in△nj△nn
)
uj = △im
(
δmj − (△−1)mk
△kn△nj
△nn
)
uj ≡ △imMmj uj = 0 . (2.46)
Now it is easy to see that the matrix M ij = δ
i
j − 8µg
1/4f1/4
n5△nn
ninkfk is non-singular at the
generic points of the phase space so that the only solution of the equation (2.46) is given
by ui = 0 and consequently un = 0 as follows from (2.45). Then it is easy to analyze the
time evolution of the constraints Gn,Gi
∂tGn = {Gn,HT } =
{Gn,H(N¯ , N¯ i)}+
+
∫
d3x(vi(x) {Gn, pi(x)}+ vn(x) {Gn, Pn(x)}) = 0 ,
∂tGi = {Gi,HT } =
{Gi,H(N¯ , N¯ i)}+
+
∫
d3x(vj(x) {Gi, pj(x)}+ vn(x) {Gi, Pn(x)}) = 0
(2.47)
which are four equations for four unknown functions vn, vi. Then using the same arguments
as in case of the constraints Pn, pi we find that these equations can be solved for v
n, vi as
functions of the canonical variables and the Lagrange multipliers N¯ , N¯ i.
Let us outline the nature of various constraints and the number of the physical degrees
of freedom in the theory. We have following eight second class constraints: Pn ≈ 0, pi ≈
0, Gn ≈ 0, Gi ≈ 0. Solving these constraints we find that Pn, pi vanish strongly and solving
Gn = 0,Gi = 0 we can express n, ni as functions of remaining canonical variables. We
also have four first class constraints PN¯ ≈ 0, Pi ≈ 0. Gauge fixing of these constraints
we can eliminate PN¯ , Pi together with N¯ , N¯
i. Finally we have 24 phase space variables
gij , pi
ij , fij , ρ
ij together with four first class constraints R ≈ 0 ,Ri ≈ 0. Then using the
standard counting of the physical degrees of freedom we find that the number of the phase
space degrees of freedom is 16 where four of them correspond to the massless graviton while
10 of them can be interpreted as the massive graviton. However there are two additional
degrees of freedom corresponding to the scalar mode. Clearly such a mode cannot be
eliminated for the generic point of the potential V. On the other hand as we stressed
in the introduction there are examples of the suitable chosen potentials that lead to the
potentially ghost free bimetric or multimetric theories of gravity [4, 11]. It is natural step
to extend the analysis presented in this work to this case as well.
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