Abstract-In this paper, we present the design and the development of a robust, low-cost and easy to implement system for a gesture-based interface that enables visitors to navigate in 3D in a virtual reality environment. By using a state-of-the-art 3D motion sensing device, Microsoft Kinect, and publicly available gesture recognition technologies, the interface allows visitors to navigate in three dimensions without introducing any kind of physical device like gloves or 3D pointers. In the paper, we describe the system, the tracking technology and the user interface through the case study of Rediscovering Vrouw Maria project.
I. INTRODUCTION
Virtual Reality (VR) has been widely used in the cultural heritage domain to recreate and explore the culturally and historically valuable content, which is mostly not available otherwise. In terms of the utilization and the dissemination of cultural heritage, VR plays an important role for human life. By overcoming time and space barriers, it provides access to and offers experience of cultural heritage sites through digital reconstructions [1] . Bringing together cultural heritage and various technologies for digital reconstruction to create VR applications and design interfaces for navigation and exploration in virtual environments require both design and research practice.
In designing virtual environments, there has been two major challenges: to provide smooth interactions and to create experience that meets or exceeds the real-life version [2] . To overcome these challenges, multimodal interaction is being explored. One aspect of the explorations is gesture-based interfaces. Since the 1980s, gestures have been researched and used in several interfaces to create more natural and intuitive ways in Human-Computer Interaction [3] [4] [5] [6] [7] . Because gesture is a motion of the body that contains information [8] , a gesture based interface can offer the possibility to eliminate the need for a pointing device to control a system. To detect the human actions and gestures, some gesture recognition techniques require wearing gloves, trackers, pointing devices or motion capturing suits [9] [10]. However, being able to move freely in a 3D without wearing or handling a physical device is crucial for enhancing the sense of immersion and embodiment in a VR application [11] . Moreover, use of physical props may not be a preferable method for the museum setting due to several reasons. These reasons include durability, maintenance, security and technological discomfort.
To address this tracking issue, there have been non-intrusive ways of tracking gestures through the video-based methods that employ cameras and image processing algorithms. Although video-based methods are less intrusive and the resulting interface seems to be more natural, current applications have certain drawbacks. First, these methods require high processing power that is not convenient for real-time tracking. Second, they are relatively fragile due to dependency on changing environmental conditions such as background, and lighting. [12] [10] .
In recent years, there has been considerable amount of research on interfaces for virtual reality. However, there is a need for research to find novel ways of interaction with intuitive, non-intrusive, gesture-based interfaces for VR applications. The need for research in this area motivated the current study.
In this paper we present a novel, robust, low-cost and easy to use gesture-based system for a real-time virtual reality simulation. Utilizing a consumer level state-of-the-art 3D motion sensing device, Microsoft Kinect sensor, and the opensource gesture recognition technologies, the system enables users to navigate in a 3D virtual environment with natural gestures and actions. Without any physical equipment being held in hand or worn, users are able to interactively explore the immersive virtual reality simulation of Vrouw Maria underwater archeological site.
The paper is structured as follows: The introduction is section 1. In section 2, we explain the methods applied in designing the overall system and the gesture based user interface. In Section 3, we describe the system architecture, the gesture tracking technology, the interface elements and the user interactions.
II. METHODOLOGY
This interdisciplinary design research project combined several user-centered design methods. The main design approach was collaborative and participatory design that involves all the stakeholders, including archeologists, marine biologists, divers, underwater acoustics experts, designers and software developers. A variety of methods have been used at different stages of the project. Each method had different purposes and outcomes for creating innovative solutions to design questions. These methods include workshops, use of scenarios and personas, storyboarding, body-storming sessions and interface prototyping and testing. The design methods will not be covered extensively in this paper due to the scale of the project. There will be other publications discussing the methods in detail.
Design activity can be seen as an iterative process [13] combining contributions of all stakeholders and the outcomes of constant evaluation methods. As the initial step for the design activity, we organized a participatory design workshop [14] that required 3 half-days. This workshop involved maritime archeologists, site divers, interaction designers, and sound designers. The objective of the workshop was to define the general boundaries of the system and its context of use through various activities. These activities included brainstorming, creating concept maps, storyboards [15] , scenarios [16] , and personas as well as role playing [14] .
After obtaining the initial description of the system, we then carried out body-storming sessions. Body-storming is a creative design session that is performed in a physical context similar to the original environment [17] . The purpose of these initial sessions was to create a general understanding of the interaction possibilities. In later stages of the project, we performed a series of additional body storming sessions with a specific focus on gesture development. These activities resulted in three different sets of gestures that were then tested in the interface prototyping. These sets included a swimming gesture set that was based on metaphor approach; a leaning gesture set that was based on direct control and a pointing gesture set.
For the purpose of testing the proposed sets of gestures, we performed interface prototyping and testing sessions. The most suitable method to adopt for this investigation was one that allows users to navigate in a 3D environment with gestures. This type of investigation required relatively highfidelity prototype in comparison to the paper-prototyping [18] [19] . Therefore, we developed a relatively high fidelity prototype based on "Wizard of Oz" method [20] [21] . In this method, a human "wizard" replaces the system's intelligence and performs interaction operations. Using a keyboard, the wizard navigated users in a 3D virtual reality environment by interpreting the gestures of the test users. After creating the final working prototype of the gesture-based interface, we conducted a number of user testing sessions. The main purpose of these sessions was to evaluate and to improve the robustness of the interface with a fully developed working prototype. A total number of six users were asked to perform various tasks in the fully developed virtual environment. A final user testing was held at Finnish National Museum with twenty users. To study the test performance, a number of methods were applied during these testing sessions including videotaping, user observation and a questionnaire. After carefully analyzing the testing session results, we implemented the outcomes of the tests to the design of the interface.
III. RE-DISCOVERING VROUW MARIA

A. The Project
Re-discovering Vrouw Maria is a collaborative design and research project between Media Lab in Aalto University School of Arts, Design and Architecture and the Maritime Archeology Unit in the National Board of Antiquities (NBA) of Finland. Vrouw Maria is a 17th century Dutch cargo vessel that sank in the archipelago of Finland on its way to St. Petersburg [22] . The objective of the project has been to create an interactive, real-time, virtual reality simulation about the Vrouw Maria underwater archaeological site. The simulation has been created for the upcoming Spoils of Riches exhibition at the Maritime Museum of Finland, which takes place from April to December of 2012. It is expected that the exhibition will travel to other venues.
Realized in 2010-2011, the simulation offers an experience of Vrouw Maria wreck site on stereoscopic large-screen display with surround sound system. In the beginning of the simulation, visitors can watch a short animated sequence providing historical and contextual information about the ship starting from 1771 to the present. Based on historical documents and scientific analyses, the animation depicts a theoretical rendition of the events such as the storm, the ship's sinking, its deterioration and the changes in the archeological site through time.
After the animation, the visitors can interactively explore a 3D virtual environment of the wreck and the underwater landscape using natural human gestures and actions. In addi- Fig. 1 . Screenshot of the virtual environment showing Wreck, Depth counter, Mini map, and InfoSpot and Navigation Icons tion to being able to navigate in 3D through the landscape, visitors can also acquire knowledge about different aspects of the site through information spots within the environment. Without introducing any kind of physical device like gloves or 3D mouse, the interface provides a smooth interaction for the visitors. The virtual environment of Vrouw Maria is composed of a number of different elements. In the environment, the main area of interest is the wreck, which is highly preserved due to the conditions of the Baltic Sea. Two important sections of the wreck are the deck and the two cargo holds that can be accessed through the small hatches on the deck. The users are able to explore the exterior as well as the interior of the wreck where the cargo hold and kitchen area is located. The exterior of the wreck model was created based on a laserscanned physical model of the wreck that is on display at the Rauma Maritime Museum. This scanned model is then improved significantly, using 3Ds Max, by adding details and textures based on photos and videos from the site [22] . Whereas, the interior of the wreck is modeled by the 3D modeler based on the technical drawings and photos. Another important visualized element is the underwater landscape of the site. Forming a 41-meter-deep bowl-like basin around the wreck [23] and reaching up to 3 meters below the sea surface, the valley-like topography of the area creates an appealing underwater landscape to explore. The landscape is generated from xyz tables provided by the multi-beam sonar scans of the site. In addition, the virtual environment includes some natural habitat elements. Since the underwater biology of the Baltic Sea is not visually rich, the virtual environment only includes flocks of few fish species, blue mussel colonies and algae formations on the wreck. Moreover, some natural events take place in the environment, such as storm, rain and realistic water effects.
B. System Architecture
The system is composed of hardware and software components enabling to input, to process and to output data from the system. The main input device of the system is Microsoft Kinect sensor that is a 3D depth camera. By using OpenNI/NITE (OpenNI-1.5.2.23, NITE-1.5.2.21) software development framework, the sensor tracks human actions and gestures that are within its field of view. The experiential component of the system is the Unity3D game development environment. Unity3D is both a software development platform and a real-time 3D rendering engine specialized for game development. For Rediscovering Vrouw Maria, Unity3D becomes the platform where all the different elements of the system are bound together. Unity loads and displays high-quality 3D models of the wreck, renders the landscape, generates environmental events, plays back 5.1 surround sound and outputs for stereoscopic display in real-time. Moreover, all the interactions are coded in Unity environment using C# language, including the data coming from OpenNI/NITE.
Placed in front of the screen, the Kinect sensor is connected to a Windows 7 computer through native USB port (see Figure 3) . The computer has a consumer level configuration for gaming, including an i7 2GHz CPU, 8GB RAM and NVIDIA GTX GPU with 1.5GB of RAM. Having relatively powerful graphics card and processor, the computer is used for real-time rendering of the 3D scenes brought into Unity and processing of real-time video data obtained from Kinect sensor.
As for the output, the system utilizes a stereoscopic rear projection system. It is composed of a 3.0m-wide and 2.0m-high projection screen and two video projectors projecting same image through different polarization filters. Having oppositely polarized filters, a pair of passive stereo glasses filter the two overlaid images and direct each image to one eye to create the stereo-vision [24] . For audio output, the system utilizes a 5.1 surround sound system composed of five Genelec speakers with one subwoofer (see Figure 2 ).
C. Kinect Sensor and Gesture Recognition
Microsoft Kinect sensor is a video-based motion-tracking device that is officially intended for Microsoft's gaming console Xbox 360. By detecting human bodies, actions, and gestures, it enables playing the video games without a need for a physical control device such as a joystick or other hand-held controllers.
Kinect, as a sensor, is a physical device that contains a color camera, a depth sensor and an array of four microphones. The color camera is a 640 x 480 resolution VGA camera. Depth sensor is a combination of an infrared (IR) projector and an IR camera with 640 x 480 resolution. These two components work together to create the depth map of the scene regardless of the lightning conditions. Both of the cameras have a field of Fig. 4 . The full skeleton from OpenNI with limbs and joints. [27] view of 43 vertical and 57 horizontal. The microphone array is used for speech recognition [25] .
After its release in November 2010, the open-source community developed the device drivers for Kinect that enabled computers to communicate with this inexpensive sensor. This opened the way to use the sensor with computers via custommade software for various purposes, ranging from marketing solutions to medical visualization applications.
Following this, a number of software libraries and development frameworks started to emerge such as OpenKinect, OpenNI/NITE and Microsoft KinectSDK. One of the initial attempts came from OpenKinect community. OpenKinect (libfreenect) is a free, open-source library that provides the access to raw data of the RGB image and the Depth image of the sensor. As a cross platform library, it allows custom software development for Kinect in Windows, Mac and Linux operating systems. However, using this library requires additional computer vision algorithms for tracking the motion of a moving object.
Another free and partially open-source framework, OpenNI/NITE by PrimeSense, provides easy-to-use body tracking and gesture recognition capabilities using this sensor [26] . OpenNI/NITE processes the data provided by Kinect with its embedded computer vision and gesture recognition algorithms. Running in cross-platforms, it has three main tracking systems; user tracking, skeletal tracking and hand gesture recognition. Within a scene, the user tracking system detects up to six users and outputs each user's position in 3D space and output it in x-, y-and z-coordinates in real-time while the skeletal tracking system detects the position and orientation of joints of a user. Skeletal tracking system provides x-, y-and z-coordinates of the following joints: head, neck, shoulders, elbow, hand, torso, hips, knee and feet [27] . (see Figure 4 ). In addition, NITE's gesture algorithms detect various gesture events such as wave, push, swipe, circle and steady. Providing these robust tracking data, this framework can be used in many programming environments including Unity. The position values of the joints are provided in millimeters (mm) according to real world coordinate system. This coordinate system considers the position of the Kinect as the origin (0,0,0) and returns the values according to this origin. In the x-coordinate, the values to the right of the Kinect are positive while that of the left of the Kinect are negative. The values in the y-coordinate depend on the elevation of the Kinect from the ground. As for the values in the z-coordinate, the range of these values varies from 0 to -4500mm. However, the working range is around 1m in near end and 4.5m in the far end. OpenNI stops tracking when a user moves beyond the far end threshold. Tracking fails to give confident results when user is closer to camera than the near end threshold.
In parallel to the open-source developments, Microsoft released an official software development kit for Kinect, i.e Microsoft KinectSDK. The official SDK has some advantages and disadvantages compared to OpenNI/NITE. A major advantage is the speech recognition framework. In addition to user and skeletal tracking capabilities, the KinectSDK enables to reach the data of microphone array of the device and provides a framework for speech recognition. This allows using the voice as an additional input modality. However, the KinectSDK is not free and not open-source. It requires a license to use in commercial applications. Another disadvantage is that KinectSDK is not cross-platform. It only works in Windows operating system. Among these software development kits for Kinect, we selected OpenNI/NITE framework. OpenNI/NITE is a favorable choice because it is free, open-source and has enough capabilities for easy implementation. Although KinectSDK provides an additional input modality, it is not feasible for this project to use voice as an input due to the noisy public environment of the installation.
D. The User Interface
The main visual output of the interface is projected onto the large-scale stereoscopic display screen. Through this main projected frame, the users are able to access the virtual environment (see Figure 1) . In addition to the virtual environment, there are additional graphical elements in the simulation such as Information Spots, Interactive Map, Year Counter, and Depth Counter.
One of the major interface elements is the Information Spots (InfoSpots), or interactive zones scattered throughout the virtual environment. InfoSpots are designated with a compasslike shape having the letter "i" in the middle. Placed on certain locations in the 3D environment, these zones serve as information retrieval points regarding the relevant items in that location. The information is presented on interactive, virtual info-panels that are embedded in the virtual environment. The reason behind embedding the panels was not to diminish the sense of immersion by creating another graphical layer between user and the virtual environment. With this method, the graphics of the virtual environment seamlessly blend with the panels containing rich multimedia content about the wrecksite. These include texts, various images, audio recordings from the site and underwater videos of the wreck and its environment. During the animated introduction sequence, the Year Counter (displayed on bottom right corner of the frame), shows the year in which the animated scene is taking place. Starting from 1771 as the date of the sinking, the year counter intends to give a sense of the passage of time throughout the history of the wreck in relation to the events displayed in the animation. After the animation, the user "lands" on the Vrouw Maria's deck, thus entering the interactive mode. At this point, the Year Counter is replaced with an interactive Mini-map. Designed in the shape of a compass, the Minimap shows the wreck, the locations of the Info-spots and the position of the user in the virtual environment in real-time. Fixing the top-view representation of the wreck in the center, it illustrates the position and direction of the user within the virtual environment with a red arrow. In this manner, it serves as a way-finding agent for the user by helping the user to locate himself or herself in relation to the shipwreck. Depending on the distance of the user to the wreck, the map automatically accommodates the scale by zooming itself in and out.
On bottom left corner of the frame is the Depth Counter that displays the distance of the user to the sea surface within the virtual environment. Having a range from 0.0 meters (sea surface) to -41.0 meters (sea bed), it interactively displays the current depth of the user both in the animated and interactive modes of the system.
The top right corner of the frame is used for the visual feedback from the system. A total of three animated sequences are displayed as visual feedback to the user, when necessary. Among the sequences is an animation regarding how to initialize the system, a second animation showing the gestures and navigation and another showing that there should be only one person in the active area.
E. The Interaction in the Virtual Environment
The design team resorted to a narrative-based approach for designing the interactions in the virtual environment. In the very beginning of the project, a narrative script about the wreck and the site has been created. This narrative text has drawn the overall boundaries of the system by portraying the Fig. 6 . A photo from the testing session at the National Museum of Finland chronological events and listing the content of the virtual environment. In developing the interaction techniques, the entire narrative of the project was analyzed carefully and broken down into episodes, events and task. As a result of this analysis, an ontology of the installation was obtained in the form of a matrix that defined what, when, how, where and by whom of the events and the tasks. A full description of this development is outside the scope of this paper. Suffice to say, once the tasks are determined interaction is then designed based on these tasks.
1) Initialization:
The system can be controlled by one user who is within the active area. Being an imaginary circle, the active area is created at a certain distance to the Kinect with a certain radius. In this case, the center of the active area is 2.5 meters away from the Kinect and the radius of the circle is 0.75 meters. For users to perceive, the active area is marked with a circular icon on the floor.
When none of the users is within the active area, the system is in idle state (see State 0 in Figure5). In this state, the camera viewpoint (the point of view from the user's position in the virtual environment) slowly rotates around the wreck. The visual feedback from the system is the initialization animation showing a character stepping inside the active area.
2) Animated State: The system initializes when a user enters in the active area, (see State 1 in Figure 5 ). As a visual feedback, the tutorial character showing the initialization disappears from the feedback area and the animated sequence portraying the history of the wreck site starts. No interaction takes place during the State 2 while the animation sequence continues. From the point of view of the system, the animation is a "passive" travel within the virtual environment in which the movement of the viewpoint is controlled by the system [24] . Starting from the sea surface and far from the ship, the viewpoint automatically moves down to the sea towards the ship while the ship sinks and deteriorates. The travel is mapped to the passing of time in the virtual environment. The passing of time portrays various events such as the change in the color of the sea, changes in the soundscape due to industrialization and world wars. In the end of the sequence, the viewpoint lands on the deck of the wreck when the time in the environment is today.
3) Interactive State: The interactive state (State 3) begins after the viewpoint lands" on the deck. A visual feedback denoting the start of the interaction is the gesture set animation performed by the tutorial character. The animation shows the gestures for how to move forward, backward, left, right, up and down in the environment. Once the user starts pointing to a direction, the viewpoint starts moving accordingly thus the navigation starts (see State 3.1 in Figure 5 ). As an "active" travel, the movement of the viewpoint is controlled by the user [24] . The movement continues as long as the user points at a direction with the gesture. When the user puts down his/her arm to a resting position, the movement of the viewpoint pauses (see State 3.2 in Figure 5 ). This state is for observing the environment or acquiring additional information from the InfoSpots. If the user raises his/her arm and starts pointing, the movement starts again. Since the system can be controlled by one user at a time, in case another user steps into the active area the warning state initializes. In this state, the viewpoint pauses. As a visual feedback, the system asks the second user not to step into the active area.
4) Navigation: Once the program is started, the system detects the center of mass of all the moving users within the scene and assigns a userID number to each. The user who is within the active area is registered, by its userID, as the controlling user. The skeleton tracking system is initiated solely for the controlling user. Among fifteen joints, the position of the hand, the shoulder and the torso are the necessary to control of the movement. For optimization purposes, the system tracks only the upper skeleton of the user because full body skeleton tracking is both unnecessary and computationally more intensive. By using the tracked joints, the vector, − → d , between the shoulder and the hand, is considered as the pointing direction (see Figure 7) . This vector determines the movement within the virtual environment. The system can be controlled by both hands regardless of the hand's posture. The control switches to the hand that is above the torso level. In case both hands are above the user's torso, the system assigns the one that is higher as the controlling hand. To use with this motion tracking technology, we created a gesture vocabulary that is easy to learn, easy to remember and with low error rates. The gesture set is based on pointing technique [28] , which uses a vector to specify the direction of travel. In this gesture set, pointing forward moves the user forward, and pointing up or down moves the user up or down. Pointing to the sides turns the user for steering within the environment. For downward movement, the user needs to hold his/her hand diagonally down and slightly forward. Putting the hand completely down to rest signals no interaction. Moreover, to achieve smooth movements, it's possible to move and turn simultaneously by pointing only slightly to the side while moving forward. Moving backwards is treated slightly differently because of inverse kinematics. To move the viewpoint backwards, it is enough to pull the hand back around shoulder level. Although keeping it behind the shoulder works as well, it is put stress due to the resulting gesture not plausible for the nature of the human skeleton.
Changing viewpoint orientation is challenging for largescreen displays without a head-mounted display or a handheld tracking device. In order to change the orientation of viewpoint; we developed a technique called tilt-then-move. This technique combines movement and the orientation of the viewpoint on the vertical axis without introducing a new gesture. Within a certain conical range in the center, the arm movement tilts the viewpoint up and down. Once the arm moves out the angular threshold, and then the viewpoint starts to move up and down.
5) Velocity Control for Moving and Steering: Within large virtual environments, one of the important controls of the navigation is ability to change the speed of travel. A constant velocity throughout the environment is not suitable for Vrouw Maria as well, because it is found to be slow for the distant areas in the underwater landscape and fast for the areas around the deck. Therefore, we developed a "gesture-based" and "adaptive" velocity control mechanism [29] .
For gesture-based velocity control mechanism, we used a modified version of the "hand-controlled flying speed" technique that bases velocity on hand position relative to the body [28] . This technique works seamlessly with the pointing technique that is used for travel. To differentiate speed, we defined four zones at varying reach distances (see Figure 8 ) Zone 1 has minimum velocity which zero because it corresponds to the arm resting area. Whereas, Zone 0 has a minus velocity because, it moves the user backwards. Starting from Zone 2, the velocity increases as the hand moves away from the body. Zone 3 has the maximum velocity that covers position of the hand when it is fully extended. During initial user tests, it is observed that the users tend to pull their hand back naturally in order to slow down.
After the implementation, it is observed that the handcontrolled speed mechanism was enough for the wreck and its immediate surrounding for maneuvering tasks. However, according to the user tests, the range of speed was not suitable for the overall underwater landscape. The vast majority of the users reported that when they are far away from the wreck they want to be able to come back faster. Therefore, we developed an additional velocity control mechanism that is adaptive to the position of the user in the virtual environment. As the main interest area, the wreck and its immediate surrounding are covered with a hemispherical velocity zone in which the speed is constant and relatively slow. However, outside of this zone the speed depends on the distance of the user to the wreck. As the user moves away from the wreck, the speed of the movement gradually increases (see Figure 8) . Thus, it is easier to go away and come back to the wreck site in the environment.
A similar zonal approach is applied to the velocity of steering as well. This technique resulted in three angular zones within the right angle created between hand pointing front and hand pointing to a side. In this case, the speed of turning is dependent upon the angle of the arm. Zone 1 moves the user forward only while Zone 3 turns the user only. While, Zone 2 moves forward and turns at the same time depending on the angle of the arm. This provides a smooth steering motion and controlled maneuvering capability (see Figure 8) .
6) Selection: The task of object selection plays a vital role in developing rich 3D interactions in virtual environments. In Rediscovering Vrouw Maria, the indication of an object and confirmation of the selection occurs simultaneously. An InfoSpot icon is indicated when the user moves towards the InfoSpot. No visual feedback is given for this indication because the confirmation of the selection is triggered after an event of touching" to the InfoSpot icon in the virtual environment. A touch event is determined by colliding the viewpoint with the activation zone of an InfoSpot. This zone is an imaginary co-centric sphere around InfoSpot controlled through a radius value. After performing the selection task, the system provides visual and auditory feedback. As visual feedback, a panel appears in front of the user within the virtual environment while, an event sound is triggered as auditory feedback. These panels are interactive to the user's position and orientation. They appear in front of the user regardless of where the virtual "touching" happens. While it is open, the panel rotates itself from the vertical centerline to be always facing the viewpoint of the user. This prevents occlusions and helps user to always face the panel. As for closing, the panel automatically disappears when user moves away from it.
A similar selection interaction is used for moving in and out of the wreck's cargo hold. Selecting the Navigation Icon, which has up and down arrows inside, automatically moves the user into the cargo hold through the hatch. Since the hatches are very small, the best way was to smoothly transport the user to and from the cargo with automated viewpoint movement. Once user is down in the cargo area, the navigation continues actively in control of the user. In the cargo, the upward Navigation Icon takes the user back to the deck. An alternative way for going back to the deck is to perform move up gesture. Once the user commands to move up with the gesture, the viewpoint is automatically moved up on the deck through the hatch at any point in the cargo. 7) Observation: Another important task is to provide the users ability to pause the navigation. By this task, users are allowed to observe the visual content by reading, listening, watching the embedded multimedia items or look around the virtual environment. For initializing this state, we utilized the natural gesture of putting hand down at rest. Therefore, when a user puts his/her arm down to natural resting position, the viewpoint pauses. This state works well for InfoSpot interaction. Once opened, the panel remains on screen if the user puts his/her hand at rest. After raising the hand, the interaction continues and the panel disappears when user moves away from it. In addition, performing gestures for longer period of times might be physically exhausting. Hence, this task enables users to rest or change the controlling hand in case of exhaustion. (see State 3.2 in Figure 5) 
IV. CONCLUSION AND DISCUSSIONS
This paper has explained the design and implementation of a robust, easy to implement and easy to use gesture-based interface that does not require any physical device to navigate in a 3D virtual environment. In terms of human-computer interaction, the results of this study can be categorized into two parts: one is from the point of technology and the other is from the perspective of gesture development.
From computer point of view, it can be concluded that the combination of Kinect sensor and the OpenNI/NITE software development framework provides a low-cost, robust and easy to implement technology for gesture-based interfaces. The system detects moving bodies, the positions and orientations of human skeleton joints and hand gestures in real-time in three dimensions. It is found that the user tracking system has an immediate response to moving bodies whereas; the skeletal tracking requires 2-3 seconds after detection of the body. Moreover, the tracking capabilities of these two systems are highly robust. Whereas, the tracking for hand gesture recognition seems to fail in cases of fast hand movement or occlusion of a large portion of the hand. Due to these reasons, we have implemented the skeletal tracking system for our final design.
The Kinect sensor is highly suitable for indoors, since it is intended for home use. The functionality of the sensor is not affected from changes in background or in lighting conditions. The sensor works properly even in complete darkness. Therefore, it is applicable to use this sensor in a museum installation. However, for outdoor use there are certain limitations of this technology. The Kinect works in shady environments or in cloudy outdoor settings however, the depth sensor of the device fails to function properly when there is a direct sunlight casting on the scene. The reason is that the IR radiation from the sun competes with the IR light coming from the Kinect's IR projector, which disables the depth map generation failing the user detection.
As for the gestures from the human point of view, while designing the gesture vocabulary we considered certain usability principles. According to these principles, the gestures have to be easy to perform and remember; intuitive; metaphorically and iconically logical towards functionality; and physically not stressing in frequent use [30] . These would facilitate learnability, memorability and minimize the chance for error [30] . Among three different gestures sets, our prototype testing and user testing results indicated that the most convenient gesture vocabulary for this type of navigation seems to be the point-to-navigate gesture set. It is found to be easier to learn, remember and navigate. Our tests showed that the swimming gesture is found to be easily recognizable due to its metaphorical connection to act of swimming while it is found to be the most exhausting gesture set among these three. The lean-to-navigate gesture is found to be relatively less tiresome compared to swimming. However, it turned out that it requires a higher cognitive load for learning and remembering and creates a considerable stress on lower body muscles. Another publication will discuss about the user studies and evaluation more in detail.
