Theoreme de Cauchy global pour les equations d'evolution non-lineaires by Yvernault, Jean-Baptiste
ar
X
iv
:m
at
h/
03
04
44
3v
1 
 [m
ath
.A
P]
  2
8 A
pr
 20
03
THEOREME DE CAUCHY GLOBAL POUR
LES EQUATIONS D’EVOLUTIONS NONLINEAIRES
J.-B YVERNAULT
Universite´ Pierre et Marie Curie
UFR 920 BP 172
4, place Jussieu 75252 Paris cedex 05
e-mail :yvernaul@math.jussieu.fr
Re´sume´
Nous e´tudions les e´quations d’e´volutions semiline´aires a` conditions
initiales pe´riodiques. On de´montre alors un the´ore`me d’existence glob-
ale des perturbations Hamiltoniennes de KdV sans aucune restric-
tion sur la taille des conditions initiales. Pour cela` on de´veloppe une
me´thode base´e sur la the´orie des graphes. On en de´duit aussi, dans le
cas ge´ne´ral, une condition de non existence de solutions.
1 Introduction
1.1 Le proble`me
Soit Hs(T), l’espace de hilbert des fonction 2π pe´riodique s fois de´rivable
( a` valeur re´elle), muni de la norme ‖ u ‖s=
√∑
n∈N n
2suˆnuˆ−n. Soit Ws(T)
espace de Banach des fonction 2π pe´riodique s de´rivable de norme | u |s=∑
n∈N n
s | uˆn |. On s’inte´resse aux solutions sur Hs(T) ( respectivement sur
W s(T) de l’e´quation :

∂u
∂t
=
2k+1∑
i=0
λi
∂iu
∂xi
+ P (u, ∂xu, ...∂xku)
u(x, 0) = u0(x) ∈ Hs(T) respectivement W s(T).
(1)
On montre dans quels cas l’e´quation est bien pose´e. Il s’agit d’un analogue
des re´sultats de´ja` connus sur les espace de Sobolev (Hs(R))( voir [16]), e´tendu
au cas des conditions initiales pe´riodique. J Bourgain a de´montre´ dans [7],
l’existence de solutions locale puis globales ( dans le cas Hamiltonien) pour
des conditions initiales suffisamment petites. Nous e´tendons ses re´sultats
sans restriction sur la “taille” des conditions initiales. Puis nous proposons
une ge´ne´ralisation de ses me´thodes a` des e´quations non hamiltoniennes et
de´montrons un re´sultat de non-existence de solutions. Notre me´thode repose
sur une construction directe de solutions en utilisant le formalisme des arbres
introduit par Gallavoti [10].
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Pour comprendre les me´thodes utilise´es, conside´rons le cas particulier :{
∂tu = ∂
3
xu+ u
2∂xu
u(0, x) = v ∈ Hk(T), (2)
ou` Hk(T) est le sous espace de Hk(T) telles que pour tout v de Hk(T), on
ait
∫
T
v = 0 = vˆ0. On remarque d’abord que uˆ0(t) = 0 et
∫
T
u2(t) =
∫
T
v2 qui
sera note´ Ω0. Si on e´crit cette e´quation a` l’aide de ses coefficients de Fourier,
on obtient :

duˆn
dt
= ((in)3 + inΩ0)uˆn +
∑
(p,q)∈Z2
(p+q)(n−q)(n−p)6=0
(in)uˆpuˆquˆn−p−q,
uˆn(0) = vˆn.
(3)
L’e´quation line´arise´e de (3) est :{
dwˆn
dt
= ((in)3 + inΩ0)wˆn,
wˆn(0) = vˆn.
(4)
On cherche une application φ telle que si w(t) est solution de l’e´quation
line´arise´e (4), alors u(t) = φ(t, w(t)) est solution de l’e´quation (3). Si on note
uˆn = φˆn(t, w(t)), on cherche les φˆn sous la forme suivante :
φˆn(t, w) = wˆn +
∞∑
α=2
∑
n∈Zα(n)
φˆn(t)
α∏
i=1
wˆni,
ou` les φˆn sont des fonctions a` valeur dans C et Z
α
(n) est l’ensemble des
multi-entiers, modulo les permutations d’indice et dont la somme vaut n. La
construction formelle de cette application φ est donne´e par une re´curence
sur l’ordre α des φˆn, avec n ∈ Zα(n), obtenus en remplac¸ant φˆn(w) dans
l’e´quation (3). Nous obtenons alors :
∂tφˆn(t) +

 α∑
j=1
(inj)
3 − (in)3

 φˆn(t) =
∑
mi∈Zαi(mi)
m1+m2+m3=n
α1+α2+α3=α
(m1+m2)(m1+m3)(m2+m3)6=0
(in)φˆm1(t)φˆm2(t)φˆm3(t),
avec pour condition initiale φˆn(0) = 0.
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C’est une e´quation differentielle du premier ordre avec pour condition
initiale φˆn(0) = 0, qui est toujours re´solvable, que
(∑α
j=1(inj)
3 − (in)3
)
soit
nul ou non. On obtient :
φˆn(t) = e
−t(∑αj=1(inj)3−(in)3)in×∑
mi∈Zαi(mi)
m1+m2+m3=n
α1+α2+α3=α
(m1+m2)(m1+m3)(m2+m3)6=0
(
∫ t
0
es(
∑α
j=1(inj)
3−(in)3)φˆm1(s)φˆm2(s)φˆm3(s)ds).
Pour montrer l’existence de φ sur Hk(T) ( k > 2), on montre que pour
v ∈ Hk(T) fixe´, il existe t0 (ne de´pendant que de v = u(0)) tel que pour tout
t ≤ t0 on ait :
∑
n∈N∗

 ∞∑
α=1
∑
n∈Zα(n)
∣∣∣∣∣nkφˆn(t)
α∏
j=1
vˆnj
∣∣∣∣∣


2
<∞.
Le principal obstacle vient du fait que la perturbation est non borne´e, ce qui
signifie :
sup
u:‖u‖k≤1
‖ u2∂xu ‖k
‖ u ‖k =∞,
symbolise´ par la multiplication par in du terme non line´aire.
On propose maintenant, une me´thode pour lever cet obstacle :
1.2 Contoˆle des perturbations non borne´es
Les coefficients φˆn sont formellement donne´s par des produits d’ope´rateurs
du type (∂t+D)
−1, ou` lesD sont des nombres complexes imaginaires purs ( ou
nuls). Nous nous proposons de montrer que la norme ‖ φ ‖k, est majore´e pour
un temps t0 de´pendant de ‖ v ‖k par une constante de´pendant uniquement
de ‖ v ‖k.
Au premier ordre de re´curence, les termes φˆn sont donne´s par une somme
d’e´le´ments du type :
ine−t((in1)
3+(in2)3+(in3)3−(in)3)
∫ t
0
es((in1)
3+(in2)3+(in3)3−(in)3)ds.
Au deuxie`me ordre, en posant D1 = (in1)
3+(in2)
3+(in3)
3+(in4)
3+(in5)
3−
(in)3) et D2 = ((in3)
3 + (in4)
3 + (in5)
3 − (i(n3 + n4 + n5))3), les termes φˆn
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sont de la forme :
in(i(n3 + n4 + n5))e
−tD1
∫ t
0
es1D1e−s1D2
∫ s1
0
es2D2ds1ds2.
Nous allons d’abord expliquer la me´thode sur les termes d’ordre 1.
Supposons que | n1 |≥| n2 |≥| n3 |. On remarque alors que 3 | n1 |≥| n |
et que
(n1)
3 + (n2)
3 + (n3)
3 − (n)3) = 3(n1 + n2)(n1 + n3)(n2 + n3).
Alors si 2 | n2 |≤| n1 | et 2 | n3 |≤| n1 |, on a
| (n1 + n2)(n1 + n3)(n2 + n3) |≥ | n1 |
2
4
≥ | n |
2
36
.
Donc ∣∣∣∣ine−t((in1)3+(in2)3+(in3)3−(in)3)
∫ t
0
es((in1)
3+(in2)3+(in3)3−(in)3)ds
∣∣∣∣ ≤ K,
( K est une constante inde´pendante de n).
Par contre, si 3 | n1 |≤| n |, on obtient :
nk
∣∣∣∣ine−t((in1)3+(in2)3+(in3)3−(in)3)
∫ t
0
es((in1)
3+(in2)3+(in3)3−(in)3)ds
∣∣∣∣
≤ Kt | nk1n2 | .
Ceci montre alors qu’au premier ordre,∣∣∣nkφˆ(n1,n2,n3)(t)vˆn1 vˆn2 vˆn3∣∣∣ ≤ K(1 + t) ∣∣nk1 vˆn1n2vˆn2 vˆn3∣∣ .
Donc si on somme tous les termes possibles du premier ordre nous avons bien
une majoration de cette somme par une constante de´pendant uniquement (
en ce qui concerne la condition initiale) de ‖ v ‖k.
A l’ordre 2, si on suppose | n1 |≥| n2 |≥| n3 |≥| n4 |≥| n5 |, on a de la
meˆme fac¸on que | D1 | ( respectivement | D2 |) est d’ordre de grandeur n (
respectivement (n3+n4+n5)), ou bien | n1 | et | n2 | sont d’ordre de grandeur
| n | ( respectivement | n3 et | n4 | sont d’ordre de grandeur | n3 + n4+ n5 |).
On le de´montre page 48, lemme 8.9. Il nous suffit alors de montrer que pour
t ≤ 1, on a∣∣∣∣e−tD1
∫ t
0
es1D1e−s1D2
∫ s1
0
es2D2ds1ds2
∣∣∣∣ ≤
inf(t,
1
| D1 |) inf(t,
1
| D2 |) + inf(t,
1
| D1 −D2 |) inf(t,
1
| D2 |).
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Cette proprie´te´ est de´montre´e en annexe, page 55 lemme A.5, en remarquant
dans l’exemple d’ordre 2 que, si | D1 |≥ 1t et | D2 |≥ 1t , le re´sultat s’obtient
en calculant les inte´grales
∣∣∣∣e−tD1
∫ t
0
es1D1e−s1D2
∫ s1
0
es2D2ds1ds2
∣∣∣∣ =∣∣∣∣∣1− e
−tD1
D1D2
− e
−tD1 ∫ t
0
e(D1−D2)s
D2
ds
∣∣∣∣∣ .
Si | D1 |< 1t il suffit de remarquer que :∣∣∣∣e−tD1
∫ t
0
es1D1e−s1D2
∫ s1
0
es2D2ds1ds2
∣∣∣∣ ≤ t sup
s1∈[0,t]
∣∣∣∣
∫ s1
0
es2D2ds2
∣∣∣∣ .
Si | D1 |≥ 1t et | D2 |< 1t , il suffit d’inte´grer par partie en posant f(s1) =
e−s1D2
∫ s1
0
es2D2ds2 :
e−tD1
∫ t
0
es1D1f(s1)ds1 =
f(t)
D1
− e−tD1
∫ t
0
es1D1f ′(s1)ds1.
En remarquant que | f ′(t) |≤| D2 || f(t) | +1 et que | f(t) |≤ t, ceci implique
alors que : ∣∣∣∣e−tD1
∫ t
0
es1D1e−s1D2
∫ s1
0
es2D2ds1ds2
∣∣∣∣ ≤ t+ 2t2| D1 | .
On de´montre ainsi une ine´galite´ du type :∣∣∣∣∣nkφˆn(t)
α∏
j=1
vˆnj
∣∣∣∣∣ ≤ 1| n |k
∣∣∣∣∣(ǫ(t))α
α∏
j=1
nkj vˆnj
∣∣∣∣∣ ,
ou` ǫ(t) < M ≪ 1 quand t ≤ t0.
Pour de´montrer cette proprie´te´ pour les termes d’ordre supe´rieur, nous
avons besoin du formalisme des arbres, qui s’ave`re bien adapte´ dans ce con-
texte.
Nous donnons maintenant les the´ore`mes principaux qui font l’objet de
cet article. Ensuite nous exposons le formalisme des arbres que nous allons
utiliser ainsi que les proprie´te´s classiques qui lui sont lie´s. Dans la quatrie`me
partie, nous appliquons ce formalisme pour construire les solutions formelles
de notre proble`mes. La cinquie`me partie consiste a` montrer l’existence de ses
solutions formelles en de´montrant la convergence. La de´monstration s’appuie
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sur des lemmes tre`s techniques, donne´s en annexe et sur les de´finitions du
formalisme des arbres donne´ dans la deuxie`me partie. Dans la sixie`me par-
tie on de´montre les the´ore`mes donne´s dans la partie deux en applicant les
the´ore`mes formelles et les the´ore`mes de convergence. La septie`me partie est
comple`tement inde´pendante et permet de controˆler certaine normes, en vue
de de´montrer l’existence globale.
2 The´ore`mes principaux
Etant donne´ une fonction 2π pe´riodique u. On note uˆn son n ie`me coef-
ficient de Fourier. On note Hk(T) l’espace de Sobolev des fonctions re´elles
2π-pe´riodique, k fois de´rivables au sens distributif sur le tore T = R/Z, muni
de la norme :
‖ u ‖k=
√√√√ k∑
i=0
∫
T
(
∂iu
∂xi
)2 =
√√√√ k∑
i=0
∑
n∈N
uˆnuˆ−nn2k.
Hk(T) le sous espace hilbertien de Hk(T) tel que uˆ0 = 0. La norme | . |k est
donne´e par
| u |k=
k∑
i=0
∑
n∈N
| uˆnnk |,
et de´finit l’espace de Banach W k(T).
On note RN
∗
(respectivement RZ
∗
) les suites re´elles indice´es dans N∗ (
respectivement dans Z∗). NN de´signe l’ensemble des multi-entiers naturels et
ZN de´signe l’ensemble des multi-entiers relatifs :
The´ore`me 2.1. Soit un polynoˆme P ∈ R[X, Y ] de degre´ p, P (0, 0) =
∂xP (0, 0) = ∂yP (0, 0) = 0, un re´el λ et soit q le degre´ de P en la vari-
able Y . On suppose que s > 3 ou si q = 1 s > 2, alors pour tout u0 ∈ W s(T)
il existe t0(P, λ, | u0 |2) tel que pour tout t ∈ [0, t0], il existe une unique
solution locale u(t) sur W s(T) de l’e´quation d’e´volution :

∂u
∂t
= λ
∂3u
∂x3
+ P (u, ∂xu).
u(x, 0) = u0 ∈ W s(T).
De plus si q = 1 alors t0 =
M(P,λ)
(|u0|2)2(|u0|0)2p . Et si il existe une solution u ∈
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W s(T) definie sur [0, t1] ( t1 ≥ t0) alors pour tout t ∈ [0, t1], et tout k ≤ 2 :
| u(t) |k ≤ | u0 |k
(
M(P, λ) | u(0) |2p0 +1
)
+ (5)
(M(P, λ))2 sup
t′∈[0,t1]
(| u(t′) |2p0 ‖ u(t′) ‖1| u(t′) |k) | t | .
Nous n’imposons aucune condition sur la taille de | u0 |s, a` la diffe´rence
du the´ore`me de Bourgain [3] ou` | u0 |s, doit eˆtre petit.
Corolaire 2.2. Soit s > 2, soit un polynoˆme P ∈ R[X ], P (0) = dP (0)
dx
= 0.
Si P est de degre´ plus petit ou e´gal a` 3 ou si P est de degre´ p impair tel
que limx→+∞ P (x) = −∞, alors pour tout u0 ∈ W s(T) il existe une unique
solution globale u(t) sur W s(T) de l’e´quation d’e´volution :{
∂u
∂t
= λ∂
3u
∂x3
+ ∂xP (u).
u(x, 0) = u0 ∈ W s(T).
(6)
De´monstration. Soit u la solution de l’e´quation (6). On remarque que ‖
u(t) ‖0 est une constante ne de´pendant pas de t, ainsi que ‖ u ‖21 −2
∫ 1
0
Q(u)dx
( avec Q′ = P ). Nous allons montrer d’abord que pour P de degre´ plus petit
ou e´gal que 3 et que pour P de degre´ p impair de coefficient de plus haut
degre´ negatif, alors ‖ u ‖1 et | u |0 sont borne´es. Soit P de degre´ plus pe-
tit ou e´gal a` 3, d’apre`s l’ine´galite´ de Schwartz | u |0≤‖ u ‖ 2
3
∑
n∈N∗
1
n
4
3
et
‖ u ‖22
3
≤‖ u ‖1‖ u ‖ 1
2
. Enfin ‖ u ‖21
2
≤‖ u ‖1‖ u ‖0. On a donc :
| u |0≤ (‖ u ‖1) 34 ‖ u ‖
1
2
0
√∑
n∈N∗
1
n
4
3
.
Or comme ‖ u ‖21 −2
∫ 1
0
Q(u)dx =‖ u0 ‖21 −2
∫ 1
0
Q(u0)dx et ‖ u(t) ‖0=‖ u0 ‖0,
on en de´duit :
‖ u ‖21≤
∣∣∣∣‖ u0 ‖21 −2
∫ 1
0
Q(u0)dx
∣∣∣∣+
∣∣∣∣2
∫ 1
0
Q(u)dx
∣∣∣∣ .
On peut donc e´crire | 2 ∫ 1
0
Q(u)dx |=| 2 ∫ 1
0
a1u
3 + a2u
4dx |≤ (| a1 | + | a2 |
) ‖ u0 ‖20)(| u |0 + | u |20), qui implique qu’il existe deux constantes C et D
(inde´pendnantes de t) telles que :
| 2
∫ 1
0
Q(u)dx |≤
(
C | u |0 (‖ u ‖1) 34 +D | u |0 (‖ u ‖1) 32
)
.
Donc ‖ u ‖1 est borne´e, ce qui implique que | u |0 est aussi borne´e.
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Soit P de degre´ p impair de coefficient de plus haut degre´ ne´gatif. Il
existe un intervalle A ferme´ borne´ de R tel que pour tout x en dehors de cet
intervalle Q(x) ≤ 0, donc ‖ u ‖1≤ supA | Q(x) | + |‖ u(0) ‖1 −2Q(u(0)) |.
Donc ‖ u ‖1 est borne´e, ce qui implique que | u |0 est aussi borne´e.
Si | u |k est borne´e alors il existe une solution globale, car si on note
ti =
ǫM(P,λ)
(|u(ti−1)| 3
2
)(|u(ti−1)|0)2p les ti sont minore´s, donc
∑
i∈N ti = +∞ et d’apre`s le
the´ore`me 2.1 les solutions u(t) sont de´finis pour tout t ≤∑i∈N ti, donc pour
tout t de R. Supposons alors qu’il existe t1 > 0 ( t1 < ∞ sinon la solution
serait globale) tel que lim supt→t1 | u |k= +∞. Alors pour tout ǫ positif (
t1 > ǫ > 0) et tout t ∈ [t1 − ǫ, t1[ d’apre`s l’ine´galite´ (7) :
| u(t) |k≤| u(t1 − ǫ) |k
(
M(P, λ) | u(t1 − ǫ) |2p0 +1
)
+
(M(P, λ))2 sup
t′∈[t1−ǫ,t]
(| u(t′) |2p0 ‖ u(t′) ‖1| u(t′) |k) | t− t1 + ǫ | .
Ce qui implique, en divisant par supt′∈[t1−ǫ,t](| u(t′) |k) et en passant a` la
limite sup, quand t tend vers t1, que ǫ est majore´. C’est absurde et on prouve
ainsi le corollaire.
On ge´ne´ralise le the´ore`me 2.1 ainsi :
The´ore`me 2.3. Soit un polynoˆme P ∈ R[X1, ...Xk] de degre´ p, P (0, 0) =
∂xiP (0) = 0, des re´els λi et soit qi le degre´ de P en la variable Xi. On suppose
que s > 2k + 1. Si u0 ∈ Hs(T) et si dans un voisinage de u0,
lim
n→∞
ℜ(
2k+1∑
j=1
(in)j(λj +
∫
T
∂xjP (u)dx)) ≤ 0,
alors il existe t0(P, λ, ‖ u0 ‖s) tel que pour tout t ∈ [0, t0], il existe une unique
solution locale u(t) sur Hs(T) de l’e´quation d’e´volution :
∂u
∂t
=
2k+1∑
i=1
λi
∂iu
∂xi
+ P (u, ∂x1u, ...∂xku).
u(x, 0) = u0 ∈ Hs(T).
Par contre si
lim
n→∞
ℜ(
2k+1∑
j=1
(in)j(λj +
∫
T
∂xjP (u)dx)) = +∞,
dans un voisinage de u0, alors l’e´quation est mal pose´e.
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Ces re´sultats se ge´ne´ralise a` l’espace Hilbertien Hs(T) :
The´ore`me 2.4. Soit un polynoˆme P ∈ R[X, Y ] de degre´ p, P (0, 0) =
∂xP (0, 0) = ∂yP (0, 0) = 0, un re´el λ et soit q le degre´ de P en la vari-
able Y . On suppose que s > 3 + 1
2
ou si q = 1 s > 5
2
, alors pour tout
u0 ∈ Hs(T) ∩W 52 (T) il existe t0(P, λ, | u0 | 5
2
) tel que pour tout t ∈ [0, t0], il
existe une unique solution locale u(t) sur Hs(T) de l’e´quation d’e´volution :

∂u
∂t
= λ
∂3u
∂x3
+ P (u, ∂xu).
u(x, 0) = u0 ∈ Hs(T) ∩W 52 (T).
De plus si q = 1 alors t0 =
M(P,λ)
(|u0| 5
2
)2(|u0|0)2p . Et si il existe une solution u ∈
Hs(T) definie sur [0, t1] ( t1 ≥ t0) alors pour tout t ∈ [0, t1], et tout k ≤ 52 :
| u(t) |k ≤ | u0 |k
(
M(P, λ) | u(0) |2p0 +1
)
+ (7)
(M(P, λ))2 sup
t′∈[0,t1]
(| u(t′) |2p0 ‖ u(t′) ‖1| u(t′) |k) | t | .
Nous n’imposons aucune condition sur la taille de ‖ u0 ‖s, a` la diffe´rence
du the´ore`me de Bourgain [3] ou` ‖ u0 ‖s, doit eˆtre petit.
Corolaire 2.5. Soit s > 5
2
, soit un polynoˆme P ∈ R[X ], P (0) = dP (0)
dx
= 0.
Si P est de degre´ plus petit ou e´gal a` 3 ou si P est de degre´ p impair tel
que limx→+∞ P (x) = −∞, alors pour tout u0 ∈ Hs(T)∩W 52 (T) il existe une
unique solution globale u(t) sur Hs(T) de l’e´quation d’e´volution :{
∂u
∂t
= λ∂
3u
∂x3
+ ∂xP (u).
u(x, 0) = u0 ∈ Hs(T) ∩W 52 (T).
(8)
On remarque, qu’on obtient ici un analogue des re´sultats dm´ontre´s par
Kenig, G.Ponce et L. Vega dans [16], pour le cas de condition initiale sur des
espace de type Sobolev.
3 Formalisme des arbres
Nous exposons ici le formalisme des arbres et leurs diffe´rentes proprie´te´s
qui nous servirons plus tard. Pour plus de pre´cisions se re´fe´rer a` [11], [2]. Cette
partie est constitue´e d’un grand nombre de de´finitions, qu’il est souvent plus
simple de ce repre´senter graphiquement. Malgre`s les apparences, il s’agit de
notions tre`s simple. Nous commenc¸ons par rappeler les de´finitions standard
et donner les notations que nous utiliserons dans la suite.
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3.1 Rappel de the´orie des graphes
Definition 3.1. Soit V un ensemble fini, un graphe G de V est un couple
(V,E) ou` E est un ensemble de couples d’e´le´ments de V . Les e´le´ments de V
sont appele´s noeuds. Si deux noeuds forment un couple de E, on dit qu’ils
sont adjacents. On note Eu l’ensemble des couples contenant u. On dit qu’un
noeud est extre´mal s’il ne posse`de qu’un seul noeud adjacent. Une branche est
un ensemble ordonne´ de noeuds adjacents les uns aux autres, c’est-a`-dire :
soit ui des noeuds distincts de V , (u1, ..., ui, ..., up) forment une branche
si pour tout i, ui et ui+1 sont adjacents. Cette branche est un cycle si et
seulement si u1 = up. Un graphe est dit connexe si chaque noeud peut eˆtre
relie´ par une branche.
Definition 3.2. Un sous-graphe G′ d’un graphe G, note´ G′ ⊂ G, est un
graphe ve´rifiant V (G′) ⊂ V (G) et E(G′) ⊂ E(G).
On de´finit les ope´rateurs boole´ens :
G′ ∪G = (V (G′) ∪ V (G), E(G′) ∪ E(G))
G \G′ = (V (G) \ V (G′), E(G) \ {vv′ ∈ E(G), v′ ∈ V (G′)})
Definition 3.3. Un arbre T est un graphe connexe ne posse´dant aucun cycle.
Ceci est e´quivalent a` dire que deux noeuds quelconques sont relie´s par une et
une seule branche.
Definition 3.4. Pour orienter l’arbre T on fixe un noeud r qu’on appelle
racine de T, et on introduit la relation d’ordre partiel suivante :
u ≤r v ⇔ u ∈ (r, v),
c’est-a`-dire que pour passer de la racine r au noeud v on passe par u : dans
ce cas on dit que u est infe´rieur a` v. Si T est muni de cette relation, on dit
que c’est un arbre oriente´. On note v les noeuds de T et V (T ) l’ensemble de
ses noeuds prive´ de la racine. Soit u et v deux noeuds de T , (u, v) de´signe la
branche reliant u a` v (c’est-a`-dire la branche d’ extre´mite´s u et v ).
s
T
r
s
u
 
 
 
 
s
v
s
w
Ici r est la racine et u ≤r v. T muni de cette relation n’est pas totalement
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ordonne´. C’est en partie pour palier a` ce de´faut qu’on introduit d’autres
notions.
Definition 3.5. On appelle e´tiquetage d’un arbre T , une bijection e de V (T )
sur {1, ..., β} ( ou` β est le nombre d’e´le´ments de V (T )). Le couple (T, e) est
appele´ arbre e´tiquete´ par e.
Dans la suite, les arbres e´tiquete´s ne servent que pour la construction
formelle de l’application re´ciproque, et donc pour de´montrer la non existence
de solution. Pour de´montrer la convergence, on ne travaille que sur des arbres
non-e´tiquete´.
On note Av l’ensemble des noeuds adjacents a` v et supe´rieurs a` v et βv
de´signe le cardinal de Av. On dit que v est un noeud multiple si βv est plus
grand que 1 et simple si βv = 1. Si βv = 0, v est un noeud extreˆme.
Definition 3.6. Un arbre est dit bien e´tiquete´, si et seulement si u ≤r v ⇒
eu ≤ ev. On e´crit u ≤e v si eu ≤ ev . En d’autres termes l’e´tiquetage doit
respecter l’ordre de la racine. Dans la suite, on n’utilise que des arbres bien
e´tiquete´s. Pour un arbre e´tiquete´ T , on note e(T ) son e´tiquetage.
3.2 Arbres fruitiers
Nous allons de´velopper un formalisme particulier des arbres, adapte´ spe´cifiquement
a` notre proble`me. Nous parlons d’arbres fruitier, ce qui consite a associe´ a`
chaque noeuds des entiers relatifs. Nous donnons aussi les de´finitions de sous-
arbres fruitiers et de diffe´rentes ope´rations utiles , sur ces arbres.
On de´signe par Z
p
, l’ensemble des p-uplet de Z modulo les permutations
sur les indices, et on note Z
N
=
⋃
p Z
p
.
Definition 3.7. A chaque noeud, on peut associer un e´le´ment de Z
N
(ou
l’ensemble vide), qu’on appelle fruits. On note αu le fruit de u et on de´signe
par sa taille, ‖ αu ‖, l’entier k tel que
αu ∈ Zk ou` k =‖ αu ‖ .
On de´signe par αiu les diffe´rents e´le´ments (entiers) de αu (le uplet). Soit α
l’entier de´fini par :
∑
u∈V (T )
‖ αu ‖= α.
On de´signe par α le nombre d’e´le´ments fruits de T . On note F (T ) l’ensemble
des fruits de T . Le couple (T, F (T )) est appele´ arbre fruitier, de fruit F (T )
et αv(T ) de´signe le fruit sur T au nœud v, compose´ des entiers α
i
v(T ).
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Definition 3.8. Le degre´ du noeud v, note´ γv , est de´fini par :
γv =‖ αv ‖ +βv.
Un arbre est un tronc s’il est constitue´ que d’une seule branche, ainsi tous
ses noeuds sont simples et l’e´tiquetage ( s’il existe) est unique.
De´sormais, on dit qu’un arbre-fruitiers oriente´, est constitue´ de β noeuds
et α fruits, si α > β et ‖ αv ‖≥ 2 − βv et si la racine r n’a qu’un seul et
unique noeud adjacent.
On de´signe par Tα,β l’ensemble des arbre-fruitiers oriente´, non e´tiquete´s,
constitue´s de β noeuds et α fruits.
T 1α,β est l’ensemble des troncs fruitiers de β noeuds et α fruits oriente´s
mais non e´tiquete´s.
T eα,β est l’ensemble des arbres fruitiers de β noeuds et α fruits oriente´s et
bien e´tiquete´s.
T e,1α,β est l’ensemble des troncs fruitiers de β noeuds et α fruits oriente´s et
bien e´tiquete´s.
Enfin pour un arbre fruitier (T, F (T )) on dit que F (T ) ∈ F (n) (le fruit
de T est dans F (n)) si
∑
u∈V (T )
∑
i α
i
u = n et on de´signe par (T
e
α,β, F (n))
l’ensemble des arbres fruitiers de β noeuds et α fruits oriente´s et bien e´tiquete´s
dont le fruit est dans F (n).
Definition 3.9. On appelle sous-arbre d’un arbre T , un arbre qui est un
sous-graphe de T . Un sous arbre oriente´ est un sous-arbre conservant la
meˆme orientation ; c’est a` dire que si on se donne T ′ un sous arbre de T (
oriente´), et (u, v) deux noeuds de V (T ′), alors u ≤r(T ′) v si et seulement si
u ≤r(T ) v. De meˆme, un sous-arbre bien e´tiquete´ (et oriente´) est un sous arbre
bien e´tiquete´ conservant la meˆme orientation et le meˆme ordre d’e´tiquetage,
c’est a` dire que si on se donne T ′ un sous arbre de T ( oriente´) et (u, v) deux
noeuds de V (T ′), alors u ≤r(T ′) v si et seulement si u ≤r(T ) v et u ≤e(T ′) v si
et seulement si u ≤e(T ) v.
Dans la suite on de´signe par sous arbre, un sous arbre oriente´ et e´tiquete´.
On se propose d’e´tendre la de´finition de sous-arbre aux arbres fruitiers.
Definition 3.10. Soit (T, F (T )) un arbre fruitier, (T ′, F (T ′)) est un sous
arbres fruitier si et seulemnt si T ′ est un sous arbre de T et F (T ′) est de´fini
par :
Pour tout noeud v de T ′, le fruit αv(T ′) est e´gal a`
αv(T
′) = αv(T ) ∪z∈Av(T )\V (T ′) {
∑
u≥w:u∈V (T )\V (T ′)
∑
j
αju}.
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Pour les de´monstration de nos the´ore`mes de convergences nous utilisons
plus particulie`rement certains types de sous-arbres, qui reviennent re´gulie`rement.
Nous allons donc leur associer la notation particulie`re suivante.
Definition 3.11. T (v) est le sous-arbre fruitier de T constitue´ des noeuds
u tels que v ≤r u.
On remarque que l’ope´ration revient a` couper au noeud v puis a` relier
la racine r au noeud v, a` conserver l’ordre de l’e´tiquetage (si l’arbre est
e´tiquete´), et a` associer les fruits pre´ce´dents aux meˆmes noeuds.
Definition 3.12. Soit u et v deux noeuds d’un arbre T , alors T (v, u) est, si
u > v (respectivement v > u), le sous arbre de T constitue´ des noeuds de T
supe´rieur ou e`gaux a` v (respectivement u), prive´ des noeuds plus grand ou
e´gaux a` u (respectivement v).
Ceci implique que le fruit au noeud z adjacent infe´rieur a` u est donne´
par αz(T (v, u)) = αz(T ) ∪ {pu(T )} et que les fruits des autres noeuds sont
identiques a` celui sur T . C’est-a`-dire que :

V (T (v, u)) = {w ∈ V (T (v)) : w 6∈ V (T (u))},
∀w ∈ V (T (v, u)) : u 6∈ Aw : αw(T (v, u)) = αw(T ),
∀w ∈ V (T (v, u)) : u ∈ Aw : αw(T (v, u)) = αw(T ) ∪ {pu(T )}.
Definition 3.13. Soit un arbre fruitier T , v un noeud de T , alors v(T ) est
l’ensemble des sous-arbres fruitier de T donne´ par :
v(T ) = {T ′ : ∃u ∈ Av, T ′ = T (u)}.
En fait, se sont les arbres extraits ayant pour premiers noeuds ceux ad-
jacents a` v.
On peut maintenant e´tendre les ope´rations boole´ennes aux arbres fruitiers.
Ceci consite a de´finir l’intersection entre deux sous-arbres comme un sous
arbre de meˆme graphe ( bien suˆr) et dont le fruit est de´duits des deux ar-
bres dont il est l’intersection. De meˆme la re´union de deux arbres consiste
a` attacher les deux arbres pour n’en former plus qu’un et de´finir, ainsi un
nouveaux fruit.
On va aussi de´finir des arbres extraits, qui sont de´finis comme des arbres
dont on a retire´ une partie de leurs noeuds.
Ces ope´rations sont alors tre`s utiles pour de´montrer des proprie´te´s par
re´curence (sur le nombre de nouds par exemple), ou construire formellement
des objets qui posse`dent des proprie´te´s re´curentes.
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Definition 3.14. Soit T l’ensemble des sous arbres fruitiers de T , on de´finit
l’application ∩ de T 2 dans T par :
∀(T1, T2) ∈ T 2, T1 ∩ T2 est le sous arbre fruitier de T dont le graphe est
G(T1 ∩ T2) = G(T1) ∩G(T2).
De meˆme (T1, F (T1)) ⊂ (T2, F (T2)) si et seulement si T1 ⊂ T2 et le fruit
du sous arbre de T2 de graphe (G(T1)∩G(T2)) est le fruit de T1 ( remarquons
que l’assertion T1 ⊂ T2 est e´quivalente si on se place sur T ).
Enfin, si T1 est un sous arbre de T , on de´finit l’ensemble des arbres
fruitiers T ′ = T \ T1 par :
(i) Si le noeud adjacent infe´rieur au premier noeud de T1, u, exist :
T ′ = T \ T1 est l’ensemble constitue´ de l’ arbre fruitier dont le graphe
est de´duit du graphe forme´ des noeuds de V (T ) prive´ de ceux de V (T1),
ou` le noeud u adjacent infe´rieur au premier noeud de T1, est relie´ a`
tous les noeuds adjacents supe´rieurs aux noeuds extreˆmes de T1 ; et
dont le fruit pour tout noeud v de V (T )\V (T1), distinct de u (le noeud
adjacent infe´rieur au premier noeud de T1), est αv(T
′) = αv(T ) alors
que le fruit de u est αu(T
′) = αu(T )
⋃
v∈V (T1){αv(T )} ( c’est a` dire le
fruit de u en T union les fruit des noeud de T1 sur T ).
(ii) Si le noeud adjacent infe´rieur au premier noeud de T1, u n’existe pas,
alors T ′ = T \ T1 est l’ensemble des sous arbre de T de´duit des noeud
supe´rieur a` ceux de T1 ( dans ce cas il y a plusieurs arbres).
Ainsi on notera pour tout noeud v de T , T \{v} comme l’ensemble des arbres
T ′ obtenue par T prive´ du sous arbre T ′′ de T constitue´ du seul noeud v. Ce
qui signifie que :
T \ {v} = T \ T ′′.
Enfin pour deux sous arbres T1 et T2 de T , s’il existe, T1 ∪ T2 de´finit le
sous arbre de T constitue´ du graphe G(T1) ∪G(T2). On remarque donc, que
T1 ∪ T2 existe si et seulement si le graphe G(T1) ∪G(T2) est un sous graphe
connexe de G(T ).
On peut ainsi extraire d’un arbre T diffe´rent type de sous arbres. On
peut alors choisir de regrouper ceux qui sont inde´pendants pour former une
de´composition d’un arbre T . Ainsi, il suffit de montrer une proprie´te´ pour
chaque sous arbre “inde´pendant”, dont la re´union du graphe forme T , pour
de´montrer cette proprie´te´ sur T . Ce qui nous ame`ne a de´finir la de´composition
d’un arbre T .
Definition 3.15. Soit un arbre fruitier T , une de´compositon G de T est un
ensemble de sous arbres fruitiers de T distincts (quelques soient T1 et T2 de
G, T1 ∩ T2 = 0) dont la re´union des graphes de ces sous arbres est le graphe
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de T (
⋃
T ′∈G V (T
′) = V (T )). On de´finit alors G(T ) comme l’ensemble des
de´compositions de T .
On remarque que ces transformations s’ope`rent aussi bien sur les arbres
e´tiquete´s que non-e´tiquete´s. De plus, elle est comple`tement inde´pendante
du choix de l’e´tiquetage. Nous allons maintenant de´finir des sous-arbres
spe´cifiquement pour des arbres e´tiquete´s. Dont nous avons besoin pour mon-
trer les the´ore`mes de non existence.
Definition 3.16. Soit (T, F ) un arbre fruitier bien e´tiquete´, v un noeud
de T , on de´finit Te(v) comme le sous arbre fruitier e´tiquete´ (T
′, F (T ′)) de
(T, F ), dont V (T ′) est constitue´ des noeuds d’e´tiquette infe´rieur ou e´gal a`
celle de v .
Donc, si on note Aeu(v) l’ensemble des noeuds adjacent supe´rieur a` u
d’e´tiquette plus grande que v, on a Aeu(v) = {z : z ∈ Au, v <e z} et pz =∑
w≥rz
∑
i α
i
w. Alors T
′ est un sous arbre de T ve´rifiant V (T ′) = {u : u ≤e v},
et son ensemble fruit F (T ′) est donne´ pour tout noeud u par
αu(T
′) = αu(T )
⋃
z∈Aeu(v)
{pz}.
Definition 3.17. Soit un arbre T 1 ∈ T eα,β on dit que : T ′ ∈ S(T 1), si et
seulement si, il existe un e´tiquetage e′ tel que l’on ait T
′′
= T 1, ou` T
′′
est le
nouvel arbre de´duit de T ′ par ce nouvel e´tiquetage.
Definition 3.18. Tv est la famille des sous arbres de T constitue´e des parties
connexes du sous graphe G de T :
V (G) = V (T ) \ {u, eu ≤ ev}.
Definition 3.19. Soit T un arbre d’e´tiquetage e, v un noeud de T . S(v(T ))
est l’ensemble des arbres e´tiquete´s T ′ de meˆme graphe que T tel que v(T ′) =
v(T ).
Soit T un arbre d’e´tiquetage e, v un noeud de T . On de´finit S(Tv) comme
l’ensemble des arbres e´tiquete´s T ′ de meˆme graphe que T tels que T
′
v = Tv.
3.3 De´finitions et proprie´te´s des diviseurs
On reprend les notations introduites par Chierchia et Falcolini dans [8].
On de´finit deux type de diviseurs : le premier est donne´ pour les arbres
e´tiquete´s
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Definition 3.20. Soit l’entier pv de´fini pour un arbre T par
pv(T ) =
∑
u∈V (T ),v≤ru
∑
i
αiu(T ) =
∑
u∈V (T (v))
αiu,
et soit Λ une fonction donne´e, de´finie de C dans C et
n =
∑
u∈V (T )
∑
i
αiu.
On de´finit alors δΛv (T ), le diviseur de T au noeud v associe´ a` Λ, comme le
nombre complexe :
δΛv (T ) =
∑
u∈V (Te(v))
∑
i
Λ(αiu(Te(v)))− Λ(n).
Le deuxie`me type de diviseur est donne´ pour les arbres non-e´tiquete´s.
Definition 3.21. Soit T un arbre fruitier oriente´ ( non e´tiquete´) on de´finit
au noeuds v pour une application Λ, un diviseur DΛv (T ) par
DΛv (T ) =
∑
u≥v
∑
i
Λ(αiu)− Λ(
∑
u≥v
∑
i
αiu).
On remarque alors que les deux diviseurs sont, dans le cas ou` T est un
tronc de β noeuds (qui est le cas ou` l’e´tiquetage n’a aucune importance),
relie´s par :
DΛui(T ) = −δΛui−1(T ) + δΛuβ(T ),
ou` ui est le noeud de T d’e´tiquette i et δ
Λ
u0
(T ) = 0.
Proposition 3.22. Soit un tronc T . Alors
pv(T ) =
∑
u≥rv
∑
j
αju,
et
δΛv (T ) =
∑
i
Λ(αiv) +
∑
u∈Av
Λ(pu(T )) +
∑
u<rv
∑
i
Λ(αiu)− Λ(n).
De plus on a δΛu (T ) = δ
Λ
u (Te(u)).
Proposition 3.23. Soit un arbre T un tronc oriente´ et e´tiquete´, u le dernier
noeud de T . On a :
1
δΛu (T )
∏
v∈V (T ),v 6=u
1
−δΛv (T ) + δΛu (T )
=
∏
v∈V (T )
1
DΛv (T )
.
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Proposition 3.24. Soit un arbre T de β noeud, wβ le dernier noeud de T (
au sens de l’e´tiquetage). On a :
−δΛv (T ) + δΛwβ(T ) =
∑
Ti∈Tv
δΛwβi
(Ti).
Et avec zi(u) le plus grand noeud de Ti (au sens de l’e´tiquetage), d’e´tiquette
sur T infe´rieur ou e´gale a` eu. On a :
−δΛu (T ) + δΛwβ(T ) =
∑
Ti∈Tv
(δΛwβi
(Ti)− δΛzi(u)(Ti)).
De´monstration.∑
Ti∈Tv
δΛwβi
(Ti) =
∑
u>ev
∑
i
Λ(αiu(T ))−
∑
z∈Aex(v):x≤ev
Λ(pz(T ))
=
∑
u∈V (T )
∑
i
Λ(αiu(T ))− Λ(
∑
u∈V (T )
∑
i
αiu(T ))+
Λ(
∑
u∈V (T )
∑
i
αiu(T ))−
∑
u≤ev
∑
i
Λ(αiu(T ))
−
∑
z∈Aex(v):x≤ev
Λ(pz(T ))
= −δΛv (T ) + δΛwβ(T ).
Ainsi ∑
Ti∈Tv
(δΛwβi
(Ti)− δΛzi(u)(Ti)) = δΛwβ(T )− δΛv (T )−
∑
Ti∈Tv
δΛzi(u)(Ti)).
On conclut en appliquant les de´finitions 3.16 et 3.20 :∑
Ti∈v(T )
δΛzi(u)(Ti)) = (δ
Λ
u (T )− δΛv (T )).
Proposition 3.25. Soit un arbre fruitier T et deux noeuds u > v. Alors
pour tout noeud w de T (v, u). On a :
DΛw(T (v, u)) = D
Λ
w(T )−DΛu (T ).
17
De´monstration. En effet
DΛw(T ) =
∑
i
∑
z≥w
Λ(αiz(T ))− Λ(
∑
i
∑
z≥w
αiz(T )),
donc :
DΛw(T )−DΛu (T ) =
(∑
i
∑
z≥w
Λ(αiz(T ))− Λ(
∑
i
∑
z≥w
αiz(T ))
)
−
(∑
i
∑
z≥u
Λ(αiz(T ))− Λ(
∑
i
∑
z≥u
αiz(T ))
)
,
ce qui donne
DΛw(T )−DΛu (T ) =
∑
i
∑
z≥w:z 6∈V (T (u))
Λ(αiz(T ))+
Λ(
∑
i
∑
z≥u
αiz(T ))− Λ(
∑
i
∑
z≥w
αiz(T )).
D’ou` la proposition.
Dans la suite, Λ(x, t) est une fonction de R2, donne´ sous la forme :
Λ(t, x) =
k+1∑
i=0
λi(t)x
i;
ou` les λi sont des fonctions localement continues dans un voisinage de 0. On
notera alors :
L(t, x) =
∫ t
0
Λ(x, s)ds,
∆Λu =
∫ t
0
δΛu (s)ds,
DΛu =
∫ t
0
DΛu (s)ds.
On peut alors de´finir la notion de noeud re´sonant.
Definition 3.26. Soit un arbre T tel que F (T ) ∈ F (n), on dit qu’un noeud
v est re´sonant s’il existe v′ ∈ Av ( qui est l’ensemble des noeuds adjacents
supe´rieur a` v) tel que pv = pv′, ou si il existe i tel que α
i
v(T ) = pv(T ) (
definition 3.20). Inversement, un noeud u est dit v-re´sonant si et seulement
si u ∈ Av et pu = pv. Les arbres T constitue´s d’un seul noeud tel que F (T ) ∈
F (n) ( c’est a` dire dans (T eα,1, F (n))) sont dit “noeuds re´sonants”, si leur
unique noeud est un noeud re´sonant et on les note Rp(n)
1. Par extension,
Rp(F (T ))1 =
⋃
αw∈F (T )
⋃
iRp(α
i
w)
1.
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3.4 Proprie´te´s ge´ne´rales des ope´rateurs de division
Etant donne´e w une fonction de Cc(R), on de´finit l’ope´rateur Sw sur
Cc(R), comme l’application qui a tout h de Cc(R), associe v ∈ Cc(R) qui est
de´finit par :
v(t) =
(
exp(−
∫ t
0
w(s)ds)
)(∫ t
0
h(x) exp(
∫ x
0
w(s)ds)dx
)
=< Sw, h > .
La multiplication est alors la loi de composition
< Sw1Sw2, h >=< Sw1, < Sw2, h >>,
et on note :
< Sw2 , 1 >= (Sw2).
Etant donne´s des ope´rateurs Swi, on note le produit a` droite de ces ope´rateurs :
−→∏
j
Swj =
−→
n∏
j=1
Swj = Sw1...Swn−1Swn.
On note aussi
(
−→∏
j
Swj ) =< Sw1...Swn−1Swn, 1 >,
et ∣∣∣∣∣
−→∏
j
Swj
∣∣∣∣∣ =
∣∣< Sw1...Swn−1Swn, 1 >∣∣ .
Dans la suite pour simplifier les notations et quand il n’y a pas d’ambi-
guite´, on notera pour U(T ) un sous ensemble de V (T ) ( ou` T est un arbre
fruitier de fruit F (T )) et wβ le noeud de T d’e´tiquette la plus grande :
←−
S [U(T ),Λ] =
←−−−∏
v∈U(T )
SδΛv (T )
←−S [U(T ),Λ](u) =
←−−−∏
v∈U(T )
SδΛv (T )
∏
v∈U(T )
fv
∏
i
uˆαiv
−→
S [U(T ),Λ] = (
∏
v∈U(T )
∏
j
exp(L(t, αjv))))
Sδwβ
−−−−−−−−→∏
v∈U(T ),ev<ewβ
S−δΛv (T )+δΛwβ (T )
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−→S [U(T ),Λ](u) = (
∏
v∈U(T )
fv
∏
j
exp(L(t, αjv))uˆαjv))
Sδwβ
−−−−−−−−→∏
v∈U(T ),ev<ewβ
S−δΛv (T )+δΛwβ (T )
Et s’il n’y a pas d’ambiguite´ sur le choix de u on ometera de l’e´crire.
Les solutions formelles de notre proble`me sont obtenus sous la forme de
poduit d’ope´rateurs de division, de´finis eux meˆme par des arbres e´tiquete´s.
On propose, au cours de notre e´tude de regrouper les arbres modulo l’e´tiquetage.
Nous donnons maintenant les proprie´te´s de ces regroupement :
Lemme 3.27. Soit un arbre fruitier T de β noeuds, wβ le dernier noeud de
T . Pour tout noeud v de V (T ), on a :
(
∑
T ′∈S(Tv)
−→S [V (T ′),Λ]) =
<
−→S [V (Te(v)),Λ],
∏
Tj∈Tv
(e
−L
(
t,
∑
u∈V (Tj )
∑
l α
l
u(Tj)
)−→S [V (Tj),Λ]) > .
De´monstration. Supposons que Tv contienne I arbres. Pour chaque Ti de Tv
( cf de´finition 3.18 page 15), on note
Xji = δ
Λ
vij
(Ti)− δΛvi
βi
(Ti),
ou` vij est le noeud de Ti d’e´tiquette j sur Ti et βi le nombre de noeuds de
Ti ( donc l’e´tiquette du dernier noeud). Soit uτ le noeud d’e´tiquette τ sur
T ′ ∈ S(Tv) ( cf de´finition 3.19 15), si uτ ∈ Ti on de´finit j(i, τ) comme la valeur
de l’e´tiquette de uτ sur Ti. Et pour tout k 6= i, j ve´rifit j(k, τ) = j(k, τ −1) (
qui est l’e´tiquette sur Tk du dernier noeud de Tk d’e´tiquette sur T
′ infe´rieur
a` τ). On note
DΛ(Tj) =

 ∑
u∈V (Tj)
∑
l
Λ(αlu(Tj))− Λ

 ∑
u∈V (Tj)
∑
l
αlu(Tj)



 ,
et on applique la proposition 3.24 qui donne
∑
T ′∈S(Tv)
SδΛwβ
−−−−→∏
u∈Vβ(T ′),
eu<ew
S−δΛu (T ′)+δΛwβ (T ′) = e
(∆Λwβ
(t,T )−∆Λv (t,T ))×
<
−→
S [V (Te(v)),Λ],
( ∏
Ti∈Tv
eD
Λ(t,Ti)
) ∑
σ∈σ(X)
(
←−
I∏
τ=1
S∑
iX
j(i,τ)
i
) > .
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En appliquant le lemme du comportement moyen B.5, on a :
∑
T ′∈S(Tv)
SδΛwβ
−−−−→∏
u∈Vβ(T ′),
eu<ew
S−δΛu (T ′)+δΛwβ (T ′) =
e
(∆Λwβ
(t,T )−∆Λv (t,T )) <
−→
S [V (Te(v)),Λ],
( ∏
Ti∈Tv
eD
Λ(Ti)
)
I∏
τ=1
−→∏
j
S
X
j
i
) > .
Ceci implique donc que :
∑
T ′∈S(Tv)
(
∏
u∈V (T )
fu
∏
i
exp(L(t, αiu))vˆαiu)SδΛwβ
−−−−→∏
v∈Vβ(T ′),
eu<ew
S−δΛv (T ′)+δΛwβ (T ′) =
<
−→S [V (Te(v)),Λ], e−L
(
t,
∑
u∈V (Tj )
∑
l α
l
u(Tj)
) ∏
Tj∈Tv
−→S [V (Tj),Λ] > .
De meˆme on montre le
Lemme 3.28. Soit un arbre fruitier T de β noeuds, wβ le dernier noeud de
T .
(
∑
T ′∈S(T )
←−S [V (T ′),Λ]) =
∑
T ′⊂6=T
(
−→S [V (T ′),Λ])
∏
Tj∈T\T ′
(e
−L
(
t,
∑
u∈V (Tj )
∑
l α
l
u(Tj)
)−→S [V (Tj),Λ]).
De´monstration. On applique le the´ore`me B.7, ou` on proce`de comme dans le
lemme 3.27.
4 Existence formelle
Definition 4.1. (Les uplets non ordonne´s)
On note Z
p
l’ensemble des p-uplet de Z, modulo les permutations sur les
indices, et on note Z
N
=
⋃
p Z
p
.
Soit n un entier relatif, α un entier naturel, on de´finit l’ensemble :
Z
α
(n) = {k ∈ Zα tel que
∑
i
ki = n}.
Soit n ∈ Zα la norme | . | est donne´e par : | n |=∑i | ni |, et le support d’un
uplet n = (n1, ...ni, ..nα), note´ [n], est le nombre de | ni | distinct et non nul.
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Soit Q un polynoˆme de R[X0, ..., Xk]. Pour tout u ∈ Hs(T), pour w =
Q(u, ∂xu, ...∂xku) alors on note :
wˆn =
∑
α
∑
n∈Zα(n)
Qn
∏
i
uˆni.
Donc si on se donne un arbre T , son fruit αu(T ) est un uplet non or-
donne´ (α1u, ..., α
i
u) et on notera Qαu(T ) = Q(α1u,...,αiu). Pour le uplet ordonne´
(α1, ...αj) = αv(Te(v)) ( qui est le fruit au noeud v du sous arbre Te(v) de
l’arbre T , cf de´finition 3.16), on a donc
Qαv(Te(v)) = Q(α1,...αj).
Lemme 4.2. Soit P ∈ R[X0, ..Xk] de degre´ minimum supe´rieur a` 2. On
de´finit pour tout i :
Ωi(u) =
∫
T
∂XiP (u, ..., ∂xku)dx.
On note
Q(u) = P (u, ..., ∂xku)−
k∑
i=0
Ωi(u)∂xiu.
Pour un arbre T de (T eα,β, F (n)), on note wβ son dernier noeud (d’e´tiquette
β) et SδΛv −δΛwβ (T ) l’ope´rateur associe´ a` la fonction δ
Λ
v (T )−δΛwβ (T ) (cf. de´finition
3.20). Pour tout noeud v de T notons :
fv = Qαv(Te(v)).
Enfin, soit χ donne´e par
χˆn(u, t) = e
L(t,n)uˆn +
∑
α>2
|α|−1∑
β=1
∑
T∈(T e
α,β
,Fα(n))
(
(
∏
v∈V (T )
fv
∏
j
exp(L(t, αjv))uˆαiv)SδΛwβ (T )
−−−−→∏
v∈Vβ(T ),
ev<ew
S−δΛv (T )+δΛwβ (T )).
Alors χ(v, t) est formellement solution de l’e´quation (9).

∂tu =
2k+1∑
i=0
λi(t)∂
i
xu+Q(u)
u(0, x) = v ∈ Hs(T)
(9)
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De plus, si on note q le degre´ de P en Y , il existe un re´el M tel que si v
est un noeud non-re´sonant, on a
| fv |≤M
∑
(j1,...jγv )∈{0,1}γv∑
i ji≤q
γv∏
i=1
| αiv(Te(v)) |ji,
et si v est un noeud re´sonant, fv = 0 (cf. page 11 pour la de´finition de γv).
Enfin, dans le cas Hamiltonien ( c-a-d P (u, ∂xu) = ∂xQ(u)), si v est un
noeud re´sonant, alors fv = 0.
De´monstration. Soit
χˆn =
∑
α,β
∑
T∈(T e
α,β
,Fα(n))
(
∏
v∈V (T )
fv
∏
i
exp(L(t, αiv))vˆαiv)
SδΛwβ (T )
−−−−→∏
v∈V (T ),
ev<ew
S−δΛv (T )+δΛwβ (T ).
On remarque que
∂tχˆn =
∑
α,β
∑
T∈(T e
α,β
,Fα(n))
(∂t(
∏
v∈V (T )
fv
∏
i
exp(L(t, αiv))vˆαiv)
SδΛwβ (T )
−−−−→∏
v∈V (T ),
ev<ew
S−δΛv (T )+δΛwβ (T )+
(
∏
v∈V (T )
fv
∏
i
exp(L(t, αiv))vˆαiv)
∂tSδΛwβ (T )
−−−−→∏
v∈V (T ),
ev<ew
S−δΛv (T )+δΛwβ (T )).
Ce qui donne d’apre`s les notations de la page 19,
∂tχˆn =
∑
α,β
∑
T∈(T e
α,β
,Fα(n))
(

 ∑
v∈V (T )
∑
i
Λ(αiv(T ))− δΛwβ(T )

−→S [V (T ),Λ](v)+
∑
α,β
∑
T∈(T e
α,β
,Fα(n))
(
∏
v∈V (T )
fv
∏
i
exp(L(t, αiv))vˆαiv)
−−−−→∏
v∈V (T ),
ev<ew
S−δΛv (T )+δΛwβ (T )).
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Pour T ∈ (T eα,β, Fα(n)), on applique le lemme 3.27 au premier noeud v1, d’ou`
on de´duit que
∑
T ′∈S(v1(T ))
(
∏
v∈V (T )
fv
∏
i
exp(L(t, αiv))vˆαiv)
−−−−→∏
v∈V (T ′),
ev<ew
S−δΛv (T ′)+δΛwβ (T ′) =
∏
Tj∈v1(T )
−→S [V (Tj),Λ](v).
Nous avons donc
∂tχˆn =
∑
α,β
∑
T∈(T e
α,β
,Fα(n))
Λ(n)
−→S [V (T ),Λ](v)+

∑
α
∑
T∈(T eα,1,Fα(n))
∏
v∈V (T )
fv(T )
∏
i
exp(L(t, αiv))vˆαiv

+

∑
α′,β
∏
T ′∈Tα′,β
−→S [V (T ′),Λ](v)

 ,
qui par de´finition des fv donne :
∂tχˆn = (Λ(n))χˆn +
∑
n∈{ZN(n)}
Qn
∏
i
χˆni.
De meˆme on de´montre la re´ciproque suivante.
Lemme 4.3. En reprenant les notation du lemme 4.2, posons
ψˆα,n =
|α|−1∑
β=1
∑
T∈T e
α,β
,Fα(T )∈Fα(n)
←−−−−∏
v∈Vβ(T )
SδΛv (T ).(−fv)
∏
i
uˆαiv .
Alors ψ(u, t), ou` u est la solution de (9), est solution formelle de l’e´quation
line´arise´e (10) : 

∂tv =
2k+1∑
i=0
λi(t)∂
i
xv,
v(0, x) = u0 ∈ Hs(T).
(10)
24
De´monstration. Formellement, on a
∂tψˆn = ∂tuˆn −
∑
α>1,β
∑
T∈T e
α,β
(
∑
i
Λ(αiv)− Λ(n))
←−S [Vβ(T ),Λ]−
∑
α>1,β
∑
T∈T e
α,β
←−S [{Vβ(T ), ev < β},Λ](fvβ
∏
i
uˆαivβ
)+
∑
α>1,β
∑
T∈T e
α,β
∑
m∈F (T )
(∂uˆm
←−S [Vβ(T ),Λ]∂tuˆm).
Ou` vβ est le noeud d’e´tiquette β. En utilisant le fait que
∂tuˆm) = (Λ(m, t))uˆm +
∑
α
∑
m∈Zα(m)
Qm
∏
i
uˆmi ,
on remplace dans l’e´quation et on trouve :
∂tψˆ
α,β
n =
∑
α,β
∑
T∈T e
α,β
(Λ(n))
←−S [Vβ(T ),Λ].
Donc ψ est formellement solution de (10).
5 The´ore`me de convergence
Definition 5.1. Soit un arbre fruitier T et U(T ) un sous-ensemble de V (T )
(c’est a` dire un ensemble de noeuds de T ). Pour tout noeud v de U(T ), on
de´signe par jv un e´le´ment de R‖αv‖. Et on note jv = (jv1 , ..j
v
i , ..j
v
‖αv‖). On
note alors j(U(T )) l’ensemble des jv quand v de´crit U(T ). Soit J un sous
ensemble fini de R et r un e´le´ment de J : on dit que j(U(T )) est dans J(r)
si pour tout v les e´le´ments de jv prennent leurs valeurs dans J et s’il existe
un unique indice i et un unique noeud v tel que jvi = r.
Dans toute la suite, P (u, ∂xu) est un polynome de degre´ p. On note re-
spectivement q2 et q1 le degre´ en x0 et x1 de P (x0, x1). De plus, fv donne´
par le lemme formel 4.2 et s = inf(q1, 2). Enfin pour M(P,Λ) un re´el positif
donne´ on note
C(M) =
M(P,Λ)
ǫq
(| u0 |s)2q1(| u0 |0)2q2.
Lemme 5.2. Soit r ≥ s, u et u0 des e´le´ments de W r1 (T). Il existe M(P,Λ) >
0 inde´pendant de u et T tel que pour tout ǫ, tout arbre T de β nœuds et
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α fruits, F (T ) ∈ F (n), si on note k(T ) = card({v ∈ V (T ) :| DΛv (T ) |≤
C(M)}) ≤ β, pour tout t ≤ C(M) :∣∣∣∣∣∣tk(T )
∏
v∈V (T )
fv
∏
v:|DΛv |>C(M)
1
sup(1, | DΛv |)
∣∣∣∣∣∣
∏
v
∏
i
| uˆαiv(T ) |≤
1
| n |r (C(M)t)
k(T )
× | u0 |r| u0 |0 ×


∑
j(V (T ))∈{0,1,2,r}(r)
∀v:∑‖αv‖i=1 ji≤q1−1+r
∏
v∈V (T )

‖αv‖∏
i=1
| ǫ | α
i
v |j
v
i
| u0 |jvi
uˆαiv |



 .
Dans le cas Hamiltonien, on a∣∣∣∣∣∣tk(T )
∏
v∈V (T )
fv
∏
v:|DΛv |>C(M)
1
sup(C(M), | DΛv |)
∣∣∣∣∣∣
∏
v
∏
i
| uˆαiv(T ) |≤
1
| n |r (C(M)t)
k(T )
× | u0 |r| u0 |0


∑
j(V (T ))∈{0,1,r}(r)
∀v:∑‖αv‖i=1 ji≤r
∏
v∈V (T )

‖αv‖∏
i=1
| ǫ | α
i
v |j
v
i
| u0 |jvi
uˆαiv |



 .
De´monstration. Pour tout arbre T , on a∣∣∣∣∣∣tk(T )

 ∏
v∈V (T )
fv



 ∏
v:|DΛv |>C
1
sup(C, | DΛv |)


∣∣∣∣∣∣ (t) =∣∣∣∣∣∣(Ct)k(T )
∏
v∈V (T )
fv
sup(C, | DΛv |)
∣∣∣∣∣∣ (t).
On applique le lemme 8.10, qui donne
∣∣∣∣∣∣(Ct)k(T )
∏
v∈V (T )
fv
sup(C, | DΛv |)
∣∣∣∣∣∣ (t) ≤ (Ct)k(T )
e4α | αiw |r−2
(| n |)r

 ∏
u∈V (T )
1√
C

×


∏
v∈V (T )
M
∑
(j1,...j‖αv‖)∈{0,1,2}‖αv‖∑‖αv‖
i=1 ji≤q+1
‖αv‖∏
i=1
| αiv |ji

 .
En remplac¸ant C par sa valeur, on termine la preuve du lemme.
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On e´tant maintenant le lemme 5.2, qui porte sur le produit de diviseurs
d’un arbre T , au produit d’ope´rateurs de divisions ( cf page 20).
The´ore`me 5.3. Soit r ≥ s, u et u0 des e´le´ment deW r(T). Il existeM(P,Λ, r) >
0 inde´pendant de u et T tel que pour tout ǫ, pour tout arbre T ( F (T ) ∈ F (n)),
pour tout t ≤ C(M) , il existe k ≤ β et un fruit αlw(T ) tel que :
∣∣∣−→S [V (T ),Λ]∣∣∣ (t) ≤ 1| n |r (C(M)t)k
× | u0 |r| u0 |0


∑
j(V (T ))∈{0,1,2,r}(r)∑‖αv‖
i=1 ji≤q1+r
∏
v∈V (T )

‖αv‖∏
i=1
| ǫ | α
i
v |j
v
i
| u0 |jvi
uˆαiv |



 ,
Et dans le cas Hamiltonien :∣∣∣−→S [V (T ),Λ]∣∣∣ (t) ≤ 1| n |r (C(M)t)k
× | u0 |r| u0 |0
∑
j(V (T ))∈{0,1r}(r)∑‖αv‖
i=1 ji≤r−1

 ∏
v∈V (T )

‖αv‖∏
i=1
| ǫ | α
i
v |j
v
i
| u0 |jvi
uˆαiv |



 .
De´monstration. La de´monstration s’obtient en appliquant le lemme A.5 avec
k(T ) = card({v ∈ V (T ) :| DΛv (T ) |≤ C(M)}) ≤ β :∣∣∣−→S [V (T ),Λ]∣∣∣ (t) ≤ ∑
G∈G(T )
∏
T ′∈G
tk(T
′)
∏
v∈V (T ′):|DΛv (T ′)|>C(M)
1
| DΛv (T ′) |
,
(cf. de´finition 3.15 de G(T )), puis le lemme 5.2 sur chacun des T ′. On obtient
la preuve en faisant le produit des sous-arbres T ′ de T .
Ce the´ore`me montre que le crite`re de convergence se de´montre inde´pendemment
de la taille de | u |k, si t est suffisement petit. C’est ainsi qu’on de´montre la
convergence de l’application formelle φ.
Dans le cas ge´ne´ral, on de´montre de meˆme en applicant le the´ore`me A.7
(au lieu du lemme A.5), que :
The´ore`me 5.4. Soit P (u, ∂xu, ...∂
k
xu) un polynome de degre´ p. On note qi
le degre´ en xi de P (x0, x1, ...xk). On suppose que la partie re´elle ℜ(Λ(n, t))
est positif pour n suffisement grand de´finit pour tout t ∈ [0, t1]. De plus, on
suppose que les λi sont C
1 et borne´es, sur [0, t1] (supt∈[,t1](
∑
i | λi(t) |) ≤ Λ).
Soit s = 2k + 1, fv donne´ par le lemme formel 4.2. Soit r ≥ s, u et u0 des
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e´le´ment de W r(T). Alors, il existe M(P, r) > 0 inde´pendant de u et T tel
que pour tout ǫ un re´el positif, si on note
C =
M(P, r)
ǫp
(| u0 |s)2pΛ2,
alors pour tout arbre T ( F (T ) ∈ F (n)), pour tout t ≤ inf( 1
C
, t1) , il existe
m ≤ β et un fruit αlw(T ) tel que
∣∣∣−→S [V (T ),Λ]∣∣∣ (t) ≤ 1| n |r (Ct)k
× | u0 |r| u0 |0


∑
j(V (T ))∈{0,1,2,...,r}(r)∑‖αv‖
i=1 ji≤p−1+r
∏
v∈V (T )

‖αv‖∏
i=1
| ǫ | α
i
v |j
v
i
| u0 |jvi
uˆαiv |



 .
En utilisant le lemme 3.28 et le the´ore`me A.8 on en de´duit, dans le cas
d’un produit a` gauche ( qui montre l’existence de φ−1 et nous donnera la
non existence de solution dans le cas ou` ℜ(Λ(n, t)) est ne´gatif), le the´ore`me
similaire suivant.
The´ore`me 5.5. Soit P (u, ∂xu, ...∂
k
xu) un polynoˆme de degre´ p. On note qi le
degre´ en xi de P (x0, x1, ...xk). On suppose que ℜ(Λ(n, t)) est ne´gatif pour n
suffisament grand. Soit s = 2k+1 et fv donne´e par le lemme formel 4.2. Soit
r ≥ s, u et u0 des e´le´ment de W r(T). Il existe M(P,Λ, r) > 0 inde´pendant
de u et T tel que pour tout ǫ un re´el positif, si on note
C =
M(P,Λ)
ǫp
(| u0 |s)2p,
alors pour tout arbre T ( F (T ) ∈ F (n)), pour tout t ≤ 1
C
, il existe m ≤ β
et un fruit αlw(T ) tel que
∣∣∣eL(n,t)←−S [V (T ),Λ]∣∣∣ (t) ≤ 1| n |r (Ct)k
× | u0 |r| u0 |0


∑
j(V (T ))∈{0,1,2,...,r}(r)∑‖αv‖
i=1 ji≤p−1+r
∏
v∈V (T )

‖αv‖∏
i=1
| ǫ | α
i
v |j
v
i
| u0 |jvi
uˆαiv |



 .
Ces diffe´rent re´sultat suppose que l’on travaille sur W r(T). Nous allons
e´tendre notre e´tude aux cas ou` les condition initiale sont dans Hr(T). Le but
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est alors de montrer que φ(u0, t) est aussi dans H
k(T). On distingue dans
ce cas le cas ou` T est faiblement re´sonant (c-a-d qu’un de ces fruits est e´gal
a` la somme de tout ses fruits). On proce`de de la meˆme fac¸on que dans la
de´monstration du lemme 5.2 et du the´ore`me 5.3.
Lemme 5.6. Soit s = inf(q1+
1
2
, 5
2
), r ≥ s, u et u0 des e´le´ments de Hr+ 12 (T).
Il existeM(P,Λ) > 0 inde´pendant de u et T tel que pour tout ǫ un re´el positif,
pour tout arbre T de β nœud et α fruits, F (T ) ∈ F (n) tel que tous les fruits
de T soit distinct de n, si on note k(T ) = card({v ∈ V (T ) :| DΛv (T ) |≤
C(M)}) ≤ β, pour tout t ≤ C(M) :∣∣∣∣∣∣tk(T )
∏
v∈V (T )
fv
∏
v:|DΛv |>C(M)
1
sup(1, | DΛv |)
∣∣∣∣∣∣
∏
v
∏
i
| uˆαiv(T ) |≤
1
| n |r (C(M)t)
k(T )
× | u0 |r−1| u0 |0 ×
∑
j(V (T ))∈{0, 1
2
,2,,2+ 1
2
,r−1}(r−1)∑‖αv‖
i=1 ji≤q1+2+r

 ∏
v∈V (T )

‖αv‖∏
i=1
| ǫ | α
i
v |j
v
i
| u0 |ji
uˆαiv |



 .
Dans le cas Hamiltonien, on a∣∣∣∣∣∣tk(T )
∏
v∈V (T )
fv
∏
v:|DΛv |>C(M)
1
sup(C(M), | DΛv |)
∣∣∣∣∣∣
∏
v
∏
i
| uˆαiv(T ) |≤
1
| n |r (C(M)t)
k(T )
× | u0 |r−1| u0 |0
∑
j(V (T ))∈{0, 1
2
,1,1+ 1
2
,r−1}(r−1)∑‖αv‖
i=1 j
v
i ≤r

 ∏
v∈V (T )

‖αv‖∏
i=1
| ǫ | α
i
v |j
v
i
| u0 |jvi
uˆαiv |



 .
De´monstration. On note u le premier noeud de T . D’apre`s le lemme A.2,
soit | DΛu (T ) | est plus grand que n
2
2
, soit il existe trois fruits de T , α1, α2, α3,
distincts du plus grand des fruits de T et dont le produit est plus grand que
n2
α
. Dans le premier cas, on applique le lemme 5.2 au sous arbre de v(T ) ( les
arbres constitue´s des noeuds supe´rieurs a` u) qui conclut le lemme puisque
| DΛu (T ) |> n
2
2
.
Dans le deuxie`me cas on applique le lemme 5.2 a` T , et on conclut en
majorant | n | par √α | α1α2α3 | 12 .
On en de´duiot le
The´ore`me 5.7. Soit s = inf(q1 +
1
2
, 5
2
), r ≥ s, u et u0 des e´le´ment de
Hr+
1
2 (T). Il existe M(P,Λ) > 0 inde´pendant de u et T tel que pour tout ǫ
un re´el positif, pour tout arbre T ( F (T ) ∈ F (n)) tel que tous les fruits de
T sont distinct de n, pour tout t ≤ C(M) , il existe k ≤ β et un fruit αlw(T )
tel que
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∣∣∣−→S [V (T ),Λ]∣∣∣ (t) ≤ 1| n |r (C(M)t)k | u0 |r−1| u0 |0
×
∑
j(V (T ))∈{0, 1
2
,1,2,1+ 1
2
,2+ 1
2
,r−1}(r−1)∑‖αv‖
i=1 j
v
i ≤q1+2+r

 ∏
v∈V (T )

‖αv‖∏
i=1
| ǫ | α
i
v |j
v
i
| u0 |jvi
uˆαiv |



 ,
Dans le cas Hamiltonien, on a
∣∣∣−→S [V (T ),Λ]∣∣∣ (t) ≤ 1| n |r (C(M)t)k | u0 |r−1| u0 |0
×
∑
j(V (T ))∈{0, 1
2
,1,1+ 1
2
,r−1}(r−1)∑‖αv‖
i=1 j
v
i ≤r

 ∏
v∈V (T )

‖αv‖∏
i=1
| ǫ | α
i
v |j
v
i
| u0 |jvi
uˆαiv |



 ,
De´monstration. On proce`de comme dans le the´ore`me 5.3, en remarquant que
pour une de´composition G de G(T ), si le sous arbre T ′ de la de´composition
de T , contenant le premier noeud, a un fruit e´gal a` n, ce n’est pas un fruit
de T . Il existe donc un autre arbre de la de´composition qui a son fruit dans
F (n). En recommencant ce proce´de´, on montre qu’il existe un arbre de la
de´compositon de T qui a son fruit dans F (n) et tel que tous ses fruits soient
distincts de n. Sur ce sous arbre, on applique le lemme 5.6 et sur les autres,
le lemme 5.2 qui donne la re´ponse.
On a aussi le the´ore`me suivant, dans le cas ou T est un arbre dont l’un des
fruit a pour valeur la somme de ses fruits, qu’on note Rp(n) si F (T ) ∈ F (n).
The´ore`me 5.8. Soit T tel que son fruit F (T ) soit dans F (n) et dont l’un
des fruits a pour valeur n. Soit j(V (T ) ∈ {0, 1, 2, 1+ 1
2
, 2+ 1
2
, r}(r), N(u0, jvi )
de´finit la norme | u0 |jv
i
si jvi est distinct de r, et ‖ u0 ‖r sinon. On a alors
|| −→S [V (T ),Λ] | (t) |≤ 1| n |r (Ct)
k ‖ u0 ‖r
| u0 |0
×
∑
j(V (T ))∈{0,1,2,1+ 1
2
,2+ 1
2
,r}(r)∑‖αv‖
i=1 j
v
i ≤q1+ 32+r

 ∏
v∈V (T )

‖αv‖∏
i=1
| ǫ | α
i
v |j
v
i
N(u0, j
v
i )
uˆαiv |



 .
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De´monstration. En appliquant le lemme 5.2 sur les arbres de Rp(n), on a
|| −→S [V (T ),Λ] | (t) |≤
∑
T∈Rp(n)
1
| n |r (Ct)
k | u0 |r
| u0 |0
×
∑
j(V (T ))∈{0,1,2,1+ 1
2
,2+ 1
2
,r}(r)∑‖αv‖
i=1 ji≤q1+ 32+r

 ∏
v∈V (T )

‖αv‖∏
i=1
| ǫ | α
i
v |ji
| u0 |ji
uˆαiv |



 .
Si l’indice jvi qui vaut r est tel que α
i
v est plus grand que n, alors on pose
r = 0 dans la formule et on multiplie par 1|n|r , en constatant que pour j
u
l tel
que αlu = n, on a | n |r≤| αiv |jul | αlu |r−jul , ce qui donne bien la re´ponse.
Si l’indice jvi qui vaut r est tel que α
i
v est plus petit que n, pour j
u
l tel
que αlu = n : | αiv |r≤| αiv |jul | αlu |r−jul , qui conclu la preuve du the´ore`me.
6 De´monstration du the´ore`me d’existence lo-
cale
The´ore`me 6.1. Soit un polynoˆme P ∈ R[X, Y ] de degre´ p et un re´el λ. Soit
q le degre´ en la variable Y de P et s = inf(q, 2), r ≥ s. Pour tout re´el ǫ,
0 < ǫ < 1 , et en notant
t0 =
(
M(P,Λ)
ǫq(| u0 |s)2q(| u0 |0)2p
)
,
il existe Ω(u0, t) une fonction de [0, t0] dans R telle que l’application φ, donne´e
par le lemme de formalisation 4.2 converge analytiquement pour tout t de
[0, t0] et φ ∈ A[W r1 (T)]. De plus pour tout entier relatif n, on a
φˆn = exp
(
i
∫ t
0
Ωn(u0, y)dy
)
χˆn,
ou` Ω est donne´e par χ ∈ W r1 (T) de la fac¸on suivante :
Ωn(u0, t) =
∑
T∈(Rp(n)1)
fv(T )
∏
i 6=j,αj(T )=∑i αi(T )
∏
i
χˆαiv(T )(t, u0)),
et est deux fois continuement de´rivable sur [0, t0].
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De´monstration.∑
(T,F (T ))∈(T e
α,β
,Fα(n))
−→S [V (T )] =
∑
(T,F (T ))∈(Tα,β ,Fα(n))
∑
T ′∈S(T )
−→S [V (T ′)].
(ou` Tα,β sont les arbres non e´tiquete´s d’apre`s les de´finitions 11). D’apre`s le
the´ore`me de convergence 5.3, on a
| φˆn |≤
∑
α,β
∑
T∈Tα,β ,F (T )∈Fα(n)
| ǫα( | u0 |r| u0 |0
1
(| n |)r

∑
j(T )∈{0,1,s,r}(r)
∀v:∑‖αv‖i=1 ji≤q1+r−1
∏
v∈V (T )

‖αv‖∏
i=1
| ǫ | α
i
v |jvi
| u0 |jvi
uˆαiv |



 .
Par de´finition, F (T ) ∈ F (n) implique ∑v∑i αiv = n. Comme il existe au
plus 5β arbres distincts de β noeuds, on a alors
| φˆn |≤
∑
β
5β
∑
α
∑
∑α
i=1
∑β
ev=1
αiv=n
| ǫα( | u0 |r| u0 |0 |
1
| n |)r

∑
j(V (T ))∈{0,1,s,r}(r)
∀v:∑‖αv‖i=1 jvi ≤q1−1+r
∏
v∈V (T )

‖αv‖∏
i=1
| ǫ | α
i
v |jvi
| u0 |jvi
uˆαiv |



 .
En regroupant tous les αv possibles, il vient
| φˆn |≤
∑
β
5β
∑
α
| ǫα( | u0 |r| u0 |0 |
1
| n |r
∏
v
∑
∑α
i=1
∑β
v=1 α
i
v=n


∑
(j1,...j‖αv‖)∈{0,1,s,r}‖αv‖∑‖αv‖
i=1 ji≤q1−1+r

‖αv‖∏
i=1
| ǫ | α
i
v |ji
| u0 |ji
uˆαiv |



 .
Il existe donc un re´el K(q) tel que∑
n∈Z
| nrφn |≤ (
∑
β
(K(q)5)β
∑
α>β
ǫα) | u0 |r).
D’ou` le the´ore`me.
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The´ore`me 6.2. Soit q le degre´ en la variable Y de P et s = inf(q, 2), r ≥ s.
Pour tous re´els positifs ǫ < 1 et ǫ0 < 1 et en notant
t0 =
(
M(P,Λ)
ǫ0ǫq(| u0 |0)2p(| u0 |s)2(q)
)
,
il existe une unique solution u(t) ∈ W r1 pour tout t ∈ [0, t0] de l’e´quation
perturbe´e : {
∂tu = ∂
3
xu+ P (u, ∂xu),
u((0, x) = u0 ∈ W r1 (T).
De´monstration. D’apre`s le the´ore`me 6.1, l’application φ de´finit dans le the´ore`me
6.1 est uniforme´ment convergente sur [0, t0]. On peut de´river sous le signe
sommes et le lemme formel 4.2 montre que φ(v(t), t) ∈ W r1 (T) est solution
de l’e´quation perturbe´e (si v(t) est solution de l’e´quation line´arise´e 4 de con-
dition initiale u0 ∈ W r1 (T)).
De plus, le the´ore`me 6.1 montre que φ est inversible et diffe´rentiable (con-
vergence analytique) sur W r1 (T). Soit u une solution de l’e´quation perturbe´e.
On note v = φ−1(t, u), ou` pour tout z de W r1 (T), tout t ∈ [0, t0], on a que
φ(t, φ−1(t, z)) = φ−1(t, φ(t, z)) = z. On en de´duit, alors en de´rivant suivant t
que
∂tφ
−1(t, φ(t, z)) +D(t,φ(t,z))φ−1.∂tφ(t, x).
Par construction de φ, on a :
∂tφ(t, v) +D(t,v)φ.∂
3
xv = ∂
3
xφ(t, v) + P (φ(t, v), ∂xφ(t, v)).
Ce qui nous donne alors
∂3xv = D(t,u)φ
−1∂tu−D(t,uφ−1∂tφ(t, v).
Or on remarque que
∂tv =
dφ(t, u(t))
dt
= D(t,u)φ
−1∂tu+ ∂tφ−1(t, u),
qui implique
∂tv − ∂3xv = ∂tφ−1(t, u) +D(t,u)φ−1∂tφ(t, v) = 0.
Donc si u est solution de l’e´quation nonline´aire, alors v est l’unique solu-
tion de l’e´quation line´aire avec pour condition initiale φ−1(0, u0) = u0 (par
construction). Donc u est unique.
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L’unicite´ utilise une proprie´te´ de φ qui est semblable a` celle d’une forme
normale parame´tre´e suivant le temps.
On de´montre aussi dans Hk(T) le meˆme type de re´sultat
The´ore`me 6.3. Soit un polynoˆme P ∈ R[X, Y ] de degre´ p et un re´el λ. Soit
q le degre´ en la variable Y de P et s = inf(q + 1
2
, 5
2
), r ≥ s. Pour tous re´el
positif ǫ < 1, en notant
t0 =
(
M(P,Λ)
ǫq(| u0 |s)2q(| u0 |0)2p
)
,
il existe Ω(u0, t) une fonction de [0, t0] dans R telle que l’application φ, donne´e
par le lemme de formalisation 4.2 converge analytiquement pour tout t de
[0, t0] et φ ∈ A[Hr+ 12 (T)]. De plus pour tout entier relatif n on a
φˆn = exp
(
i
∫ t
0
Ωn(u0, y)dy
)
χˆn,
ou` Ω est donne´e par χ ∈ Hr+ 12 (T) de la fac¸on suivante :
Ωn(u0, t) =
∑
T∈(Rp(n)1)
fv(T )
∏
i 6=j,αj(T )=∑i αi(T )
∏
i
χˆαiv(T )(t, u0)),
et est deux fois continuement de´rivables sur [0, t0].
De´monstration. Si on note Rp(n) l’ensemble des arbres fruitiers dont le fruit
est dans F (n) et tel qu’il existe un fruit de T qui soit e´gal a` n. On applique
le theoreme 5.8 sur les arbre qui ne sont pas dans Rp(n), et le the´ore`me 5.7
sur les arbres de Rp(n). Alors comme dans la de´monstration du the´ore`me
6.1, on a : ∑
n
| n2rφn |≤ K(‖ u0 ‖r + | u0 |r−1).
On en de´duit aussi
The´ore`me 6.4. Soit q le degre´ en la variable Y de P et s = inf(q + 1
2
, 5
2
),
r ≥ s. Pour tous re´els positifs ǫ < 1 et ǫ0 < 1 et en notant
t0 =
(
M(P,Λ)
ǫ0ǫq(| u0 |0)2p(| u0 |s)2(q)
)
,
alors il existe une unique solution u(t) ∈ Hr+ 12 pour tout t ∈ [0, t0] de
l’e´quation perturbe´e : {
∂tu = ∂
3
xu+ P (u, ∂xu),
u((0, x) = u0 ∈ Hr+ 12 (T).
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Ce qui de´montre bien le the´ore`me 2.1.
Dans le cas plus ge´ne´ral, pour λi des fonctions localement C
1, on note
λ = (λ1, .....λm) ∈ (C1)m. Soit une fonction F de (C1)m×[0, t0], differentiable
( au sens de Frechet), on note DλF sa differentielle sur (C
1)m et
‖ DλF ‖=
∑
i
| ∂λiF (λ, t) | .
On ge´ne´ralise le the´ore`me 6.3 comme suit.
The´ore`me 6.5. Soit 2k + 1 ≤ n et r ≥ n. Si j est le plus grand indice tel
que λ2j(t) soit non globalement nul, et si λ2j(0) est strictement ne´gatif ( ou
bien j = 0) alors il existe une unique solution local u(λ, t) de l’e´quation{
∂tu =
∑
j λj(t)∂
j
xu+Q(u),
u((0, x) = u0 ∈ Hr+ 12 (T).
pour t ∈ [0, t0] ou`
t0 ≥ ( sup
t∈[0,t0]
(
∑
i
| λi(t) |))T (P, ‖ u0 ‖k),
(T est inde´pendant des λi). De plus, si on pose F (λ, t) = Ω(u(λ, t)), on
obtient pour t ∈ [0, t0],
‖ ∂λF (λ, t) ‖≤ t0A(‖ u0 ‖k)q,
et
‖ F (Λ, t) ‖≤
∑
i
| λi(t) | .
De´monstration. Il existe t1 tel que supt∈[0,t1](
∑
i | λi(t) | +
∑
i | ∂tλi(t) |)
existe. On proce`de comme dans la de´monstration du the´ore`me 6.1, en ap-
pliquant le the´ore`me de convergence 5.4. Il existe alors bien t0 ve´rifiant les
hypothe`ses de l’e´nonce´ du the´ore`me 6.5, tel que Ω(Λ, t) et ∂tΩ(Λ, t) existe
pour tout t ≤ t0. De plus, Ω(Λ, t) est bien majore´ par une constante ne
de´pendant pas de P , λ et u0, qu’on peut choisir tel que
( sup
t∈[0,t1]
(
∑
i
| Ωi(t) | +
∑
i
| ∂tΩi(t) |) ≤ ( sup
t∈[0,t1]
(
∑
i
| λi(t) | +
∑
i
| ∂tλi(t) |).
De meˆme on montre que
‖ F (Λ, t) ‖≤
∑
i
| λi | .
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Le the´ore`me du point fixe implique que
The´ore`me 6.6. Soit 2k + 1 ≤ n et r ≤ n. Si j est le plus grand indice tel
que Ω2j(u0) soit non globalement nul, et si λ2j(u0) est strictement ne´gatif (
ou bien j = 0) alors il existe une unique solution local u(t) de l’e´quation{
∂tu =
∑
j λj∂
j
xu+ P (u),
u((0, x) = u0 ∈ Hr+ 12 (T).
Et le the´ore`me re´ciproque suivant.
The´ore`me 6.7. Soit 2k + 1 ≤ n et r ≤ n. Si j est le plus grand indice tel
que λ2j(t) soit non globalement nul, alors si λ2j(0) est strictement possitif
alors s’il existe une unique solution local u(t) de l’e´quation{
∂tu =
∑
j Ωj(u(t))∂
j
xu+Q(u),
u((0, x) = u0 ∈ Hr+ 12 (T).
Alors il existe une solution v(t) de l’e´quation :{
∂tv =
∑
j Ωj(u(t))∂
j
xv,
v((0, x) = u0 ∈ Hr+ 12 (T).
et pour tout ǫ > 0 il existe t0 > 0 tel que pour tout 0 < t < t0 et tout k > r,
on a
lim
n→∞
| nke
∫ t
0
∑
j Ωj(u(t))(in)
j
vˆn |≤ ǫ.
De´monstration. On applique le the´ore`me 5.5 sur
∑
T∈T ,F (T )∈F (n)
exp(
∑
i
∫ t
0
Ωi(n, s))
←−
S [V (T ), λ].
On en de´duit finalement :
The´ore`me 6.8. Si j est le plus grand indice tel que λ2j(t) soit non globale-
ment nul, et si λ2j(0) est strictement possitif, alors l’e´quation :{
∂tu =
∑
j Ωj(u(t))∂
j
xu+Q(u)
u((0, x) = u0 ∈ Hr+ 12 (T);
est mal pose´e.
Ce qui de´montre le the´ore`me 2.3.
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7 Controˆle de | u(t) |s et s ≤ 52
En vue de de´montrer l’existence globale des solutions de KdV perturbe´,
nous allons de´montrer une ine´galite´ sur | u(t) | 5
2
ou | u(t) |2. On commence
sur un cas particulier, la de´monstration ge´ne´rale e´tant identique.
The´ore`me 7.1. Soit u, definie sur [0, t1] ( t1 ≥ t0), une solution de{
∂tu = ∂
3
xu+ u
2∂xu
u(0) = u0 ∈ H 52 (T),
alors il existe une constante M tel que pour tout t ∈ [0, t1], et tout k,
| u(t) |k≤| u0 |k
(
M | u(0) |20 +1
)
+ (M sup
t′∈[0,t1]
(‖ u(t′) ‖21| u(t′) |k) | t | .
De´monstration. Nous avons que :
duˆn
dt
= −in3uˆn + in

∑
p∈Z∗
uˆpuˆ−p

 uˆn + ∑
n1+n2+n3=n,
(n1+n2)(n1+n3)(n2+n3)6=0
inuˆn1uˆn2 uˆn3 .
Posons
wˆn(t) = uˆn(t) exp
(
in3t− in
∫ t
0
(∑
p∈Z∗
uˆp(s)uˆ−p(s)ds
))
,
on a alors :
dwˆn(t)
dt
=
∑
n1+n2+n3=n,
(n1+n2)(n1+n3)(n2+n3)6=0
inwˆn1(t)wˆn2(t)wˆn3(t)e
i(n3−(n1)3−(n2)3−(n3)3)t.
Dont on de´duit, en inte´grant que∣∣∣n 32 wˆn(t)− n 32 wˆn(0)∣∣∣ ≤| n 32+1 | ×∣∣∣∣∣∣∣∣
∫ t
0
∑
n1+n2+n3=n,
(n1+n2)(n1+n3)(n2+n3)6=0
wˆn1(s)wˆn2(s)wˆn3(s)e
i(n3−(n1)3−(n2)3−(n3)3)sds
∣∣∣∣∣∣∣∣
.
Puisuqe
(n3 − (n1)3 − (n2)3 − (n3)3) = 3(n1 + n2)(n2 + n3)(n1 + n3),
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en supposant | n1 |>| n2 |>| n3 |, on a soit | (n3−(n1)3−(n2)3−(n3)3) |> |n1|28 ,
soit | (n3 − (n1)3 − (n2)3 − (n3)3) |≤ |n1|28 . Dans le premier cas nous dirons
que (n1, n2, n3) appartiennent a` N1 et dans le deuxie`me cas que (n1, n2, n3)
appartiennent a` N2. Notons que | n1 |≥ |n|3 .
Dans le premier cas on inte`gre par partie :
wˆn1(s)wˆn2(s)wˆn3(s) → ∂s (wˆn1(s)wˆn2(s)wˆn3(s))
ei(n
3−(n1)3−(n2)3−(n3)3)s → e
i(n3−(n1)3−(n2)3−(n3)3)s − e(i(n3−(n1)3−(n2)3−(n3)3)t
i(n3 − (n1)3 − (n2)3 − (n3)3) ,
en remarquant que
∂s (wˆn1(s)wˆn2(s)wˆn3(s)) = (
3∑
j=1
wˆn1(s)wˆn2(s)wˆn3(s)
wˆnj(s)
inj×
∑
n4+n5+n6=n,
(n4+n5)(n4+n6)(n5+n6)6=0
wˆn4(s)wˆn5(s)wˆn6(s)e
i((nj )
3−(n4)3−(n5)3−(n6)3)s).
Nous avons donc∣∣∣∣∣∣
∫ t
0
∑
(n1,n2,n3)∈N1
wˆn1(s)wˆn2(s)wˆn3(s)e
i(n3−(n1)3−(n2)3−(n3)3)sds
∣∣∣∣∣∣ ≤∑
n1+n2+n3=n,
(n1+n2)(n1+n3)(n2+n3)6=0
32
∣∣∣∣ wˆn1(0)wˆn2(0)wˆn3(0)n2
∣∣∣∣+
∑
n1+n2+n3=n,
(n1+n2)(n1+n3)(n2+n3)6=0
8
(n1)2
∫ t
0
| (
3∑
j=1
wˆn1(s)wˆn2(s)wˆn3(s)
wˆnj(s)
inj×
∑
n4+n5+n6=n,
(n4+n5)(n4+n6)(n5+n6)6=0
wˆn4(s)wˆn5(s)wˆn6(s)e
i((nj )
3−(n4)3−(n5)3−(n6)3)s) | ds.
Il suffit de remarquer que
| n | 32+1
∑
n1+n2+n3=n,
(n1+n2)(n1+n3)(n2+n3)6=0
∣∣∣∣wˆn1(0)wˆn2(0)wˆn3(0)n2
∣∣∣∣ ≤
∑
n1+n2+n3=n,
(n1+n2)(n1+n3)(n2+n3)6=0
∣∣∣(n1) 32 wˆn1(0)wˆn2(0)wˆn3(0)∣∣∣ ≤| u(0) | 3
2
(| u(0) |0)2,
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et aussi que
| n | 32+1
∑
n1+n2+n3=n,
(n1+n2)(n1+n3)(n2+n3)6=0
8
(n1)2
∫ t
0
| (
3∑
j=1
wˆn1(s)wˆn2(s)wˆn3(s)
wˆnj(s)
inj×
∑
n4+n5+n6=n,
(n4+n5)(n4+n6)(n5+n6)6=0
wˆn4(s)wˆn5(s)wˆn6(s)e
i((nj )3−(n4)3−(n5)3−(n6)3)s) | ds ≤
∑
n1+n2+n3+n4+n5=n
t sup
t′∈[0,t]
(∣∣∣(n1) 32 wˆn1(t′)wˆn2(t′)wˆn3(t′)wˆn4(t′)wˆn5(t′)∣∣∣) ,
pour avoir l’ine´galite´ :
| n 32+1 | ×
∣∣∣∣∣∣
∫ t
0
∑
(n1,n2,n3)∈N1
wˆn1(s)wˆn2(s)wˆn3(s)e
i(n3−(n1)3−(n2)3−(n3)3)sds
∣∣∣∣∣∣ ≤
32 | u(0) | 3
2
(| u(0) |0)2 + t16 sup
t′∈[0,t]
(| u(t′) | 3
2
(| u(t′) |0)4).
Dans le cas ou` (n1, n2, n3) sont dans N2, on a | (n3− (n1)3− (n2)3− (n3)3) |≤
|n1|2
8
, donc soit | n2 |> |n1|2 et | n3 |> |n1|2 , soit | n2 |> |n1|2 et | n3 |> |n2|2 . On
peut donc supposer que | n2 |>| n3 |> |n1|4 . On a donc :
| n 32+1 |
∣∣∣∣∣∣
∫ t
0
∑
(n1,n2,n3)∈N2
wˆn1(s)wˆn2(s)wˆn3(s)e
i(n3−(n1)3−(n2)3−(n3)3)sds
∣∣∣∣∣∣ ≤∑
n1+n2+n3=n,
|n1|>|n2|>|n3|> |n1|4
∫ t
0
∣∣∣(n1) 32+1wˆn1(s)wˆn2(s)wˆn3(s)∣∣∣ ds.
On conclut en remarquant finalement que
|n1|∑
n2=
|n1|
4
| wˆn2 |≤‖ w ‖1
√√√√√ |n1|∑
n2=
|n1|
4
1
n22
,
qui implique que
|n1|∑
n2=
|n1|
4
| wˆn2 |≤‖ w ‖1
√
8
| n1 | ,
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et qui donne :
∑
n1+n2+n3=n,
|n1|>|n2|>|n3|> |n1|4
∫ t
0
∣∣∣(n1) 32+1wˆn1(s)wˆn2(s)wˆn3(s)∣∣∣ ds ≤ t sup
t′∈[0,t]
(| u(t′) | 3
2
‖ u(t′) ‖21).
The´ore`me 7.2. Soit P un polynoˆme de degre´ q :{
∂tu = ∂
3
xu+ ∂xP (u)
u(0) = u0 ∈ H2(T).
S’il existe une solution u ∈ H 52 (T) definie sur [0, t1] ( t1 ≥ t0) alors pour tout
t ∈ [0, t1], et tout k ≤ 52 , on a
| u(t) |k≤| u0 |k (M(P, λ) | u(0) |q0 +1)
+ (M(P, λ))2 sup
t′∈[0,t1]
(| u(t′) |q0‖ u(t′) ‖31| u(t′) |k) | t | .
De´monstration. Si on note
Pˆn(u) =
q∑
α=2
∑
n∈Zα(n)
Pn
α∏
j=1
uˆnj ,
on pose
exp

−in3t− in ∫ t
0
∑
α>1
∑
m∈Zα(0)
P(m,n)
∏
j
uˆnj (s)ds

wˆn(t) = uˆn(t).
Alors
dwˆn(t)
dt
=
∑
n∈Zα(n)
∀jnj 6=n
inPn exp(i(
∑
j
n3j − n3)s)
∏
j
wˆnj (t) |,
d’ou`
| wn(t)− wn(0) |≤| n
∫ t
0
∑
α
∑
n∈Zα(n)
∀jnj 6=n
Pn exp(i(
∑
j
n3j − n3)s)
∏
j
wˆnj(s)ds | .
D’apre`s la proposition A.2, on distingue deux cas
(1) soit il existe | n1 |= sup(| ni |) ≥| n2 |≥| n3 |≥| n4 | tels que | n2n3n4 |≥
|n1|2
α2
et | n2 |> |n1|
2
3
α
1
3
40
(2) soit |∑j n3j − n3 |≥ sup(|ni|)2α3 .
Dans le deuxie`me cas, on inte`gre par partie,
∏
j
wˆnj(s) → ∂s
(∏
j
wˆnj (s)
)
es(
∑
j n
3
j−n3) → e
s(
∑
j n
3
j−n3) − et(
∑
j n
3
j−n3)
i(
∑
j n
3
j − n3))
,
ce qui donne∣∣∣∣∣∣n
∫ t
0
Pn exp(i(
∑
j
n3j − n3)s)
∏
j
wˆnj (s)ds
∣∣∣∣∣∣ ≤
∣∣∣∣∣∣
α3
n
Pn
∏
j
wˆnj (0)
∣∣∣∣∣∣+∫ t
0
∑
j
α3 | Pn
∏
k 6=j
wˆnk(t)
∑
β
∑
m∈Zβ(nj)
Pm×
×

exp(i(∑
j
n3j − n3)s)− 1) exp(i(
∑
j
m3j − n3j)s

∏
j
wˆmj (s)ds | .
Dans le premier cas, on observe plus attentivement les diviseurs :
(n1)
3+(n2)
3+(n3)
3− (n1+n2+n3)3+(n1+n2+n3)3+
α∑
i=4
(ni)
3− (
α∑
i=1
ni)
3 =
3(n1 + n2)(n1 + n3)(n2 + n3) +
α∑
i=4
(ni)
3 + (n1 + n2 + n3)
3 − (
α∑
i=1
ni)
3.
Supposons que | n4 |< |n1|
2
3
α2
, alors comme
α∑
i=4
(ni)
3 + (n1 + n2 + n3)
3 − (
α∑
i=1
ni)
3 =
3(n1 + n2 + n3)
2(
α∑
i=4
ni) + 3(
α∑
i=4
ni)
2(n1 + n2 + n3) +
α∑
i=4
(ni)
3 − (
α∑
i=4
(ni))
3,
nous avons que soit | n2 |> |n1|2 et | n3 |> |n1|4α , soit | n2 |> |n1|2 et | n3 |≤ |n1|4α
donc | n4 |> |n1+n2|2α , soit | n2 |≤ |n1|2 donc | n4 |> |n2+n3|2α . Dans ce dernier cas
on de´duit de |n1|
2
3
α2
>| n4 |> |n2+n3|2α , que | n2 |>| n3 |>| n2 | − |n1|
2
3
α
. Et du
fait que | n2n3n4 |≥ |n1|2α2 , on a que | n4 |> |n1|
2
|n3|24α . Nous avons donc quatre
possibilite´s :
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(i) | n1 |>| n2 |>| n3 |>| n4 |> |n1|
2
3
α
,
(ii) | n1 |>| n2 |>| n3 |> |n1|4α ,
(iii) | n1 |>| n2 |> |n1|2 et | n3 |>| n4 |>| n3 |> |n1+n2|2α ,
(iv) | n4 |> |n1|2|n3|24α , | n1 |>| n2 |>
|n1|
2
3
α
1
3
et | n2 |>| n3 |>| n2 | − |n1|
2
3
α
.
Dans le cas (i)
∑
m>
|n1|
2
3
α
| wˆm |≤‖ w ‖1
√√√√√
∑
m>
|n1|
2
3
α
1
m2
≤‖ w ‖1
√
2α
| n1 | 13
,
donc il existe M inde´pendant de w tel que
∑
(n1,n2,...nα)
|n1|>|n2|>|n3|>|n4|> |n1|
2
3
α
| n1 | 32+1
∣∣∣∣∣
∏
j
wˆnj
∣∣∣∣∣ ≤M | w | 32 | w |α−40 ‖ w ‖31 .
Dans le cas (ii)
∑
m>
|n1|
4α
| wˆm |≤‖ w ‖1
√√√√ ∑
m>
|n1|
4α
1
m2
≤‖ w ‖1
√
2α
| n1 | 12
donc il existe M inde´pendant de w tel que
∑
(n1,n2,...nα)
|n1|>|n2|>|n3|> |n1|4α
| n1 | 32+1
∣∣∣∣∣
∏
j
wˆnj
∣∣∣∣∣ ≤M | w | 32 | w |α−30 ‖ w ‖21 .
Dans le cas (iii)
∑
m>
|n1+n2|
2α
| wˆm |≤‖ w ‖1
√√√√ ∑
m>
|n1+n2|
2α
1
m2
≤‖ w ‖1
√
2α
(| n1 | − | n2 |)
1
2
et ∑
|n1|>m> |n1|2
wˆm
1
| n1 | − | m | ≤‖ w ‖1
4
| n1 | .
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Donc il existe M inde´pendant de w tel que
∑
(n1,n2,...nα)
|n1|>|n2|> |n1|2
|n3|>|n4|>|n3|> |n1+n2|2α
| n1 | 32+1
∣∣∣∣∣
∏
j
wˆnj
∣∣∣∣∣ ≤M | w | 32 | w |α−40 ‖ w ‖31 .
De meˆme dans le cas (iv), on a
∑
m>
(n1)
2
(n3)
2
| wˆm |≤ 2 ‖ w ‖1
∣∣∣∣n2n1
∣∣∣∣ ,
∑
|n2|>m>|n2|− |n1|
2
3
α
| mwˆm |≤ 2 ‖ w ‖1
√
| n1 | 23
α
,
et aussi ∑
m>
|n1|
2
3
α
1
3
| wˆm |≤ 2 ‖ w ‖1 α| n1 | 13
.
Donc il existe M inde´pendant de w tel que
∑
(n1,n2,...nα)
|n4|> |n1|
2
|n3|24α
,
|n1|>|n2|> |n1|
2
3
α
1
3
,
|n2|>|n3|>|n2|− |n1|
2
3
α
| n1 | 32+1
∣∣∣∣∣
∏
j
wˆnj
∣∣∣∣∣ ≤M | w | 32 | w |α−40 ‖ w ‖31 .
En regroupant le premier et le deuxie`me cas, et en faisant la somme sur les
n, puis en passant au sup, on a donc l’ine´galite´ souhaite´e :
| nk(wn(t)− wn(0)) |≤| Mt sup
t′∈[0,t]
(‖ u(t′) ‖31| u(t′) |q−3| wn(t′) |k)M(P )+
M(P ) | u(0) |2α| wn(0) |k .
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8 De´monstration des lemmes techniques
Definition 8.1. Soit un arbre T , on de´finit pour tout noeud u de T , su(T )
par :
Si u est un noeud non re´sonant : su(T ) = (| pu(T ) |). Si u est un noeud
re´sonant su(T ) = 0.
Lemme 8.2. Soit fv de´finie dans le lemme formel 4.2, alors pour tout arbre
T de β nœuds, tel que F (T ) ∈ F (n) (la somme de ses fruits vaut n) :
|
∏
v∈V (T )
| fv(T ) |
| sv(T ) | |≤
1
| n |
∏
v∈V (T )
M


∑
(j1,...j‖αv(T )‖)∈{0,1}‖αv (T )‖∑
ji≤q+1
∏
i
| αiv(T ) |ji


(‖ . ‖ est donne´e par la de´finition 3.7, page 11). De plus dans le cas Hamil-
tonien :
|
∏
v∈V (T )
| fv(T ) |
| sv(T ) | |≤
∏
v∈V (T )
M.
De´monstration. Dans le cas Hamiltonien, il existe une constanteM de´pendant
de P ( la perturbation), tel que pour tout arbre T , | fv(T ) |= M | pv(T ) |,
qui donne bien ma re´ponse.
Dans le cas ge´ne´ral, il existe une constante M de´pendant de la perturba-
tion P , tel que pour tout arbre T , on a
| fv(T ) |≤M(
∏
w∈Av
| pw(T ) |)(
∏
j
| αjv(T ) |),
ce qui conclut la preuve.
Definition 8.3. Soit un re´el positif C, un noeud d’un arbre T est dit dans
(R)C(T ), s’il est re´sonant ( c.a`.d qu’il existe un fruit de αu(Te(u)) qui a pour
valeur pu(T )), si | pu(T ) |= supj(| αju(Te(u)) |) et si | pu(T ) |≥ α(u)
√
C.
Pour simplifier les de´monstrations, on suppose que Λ(x) = x3 et on note
α(u) = γu + 1.
Lemme 8.4. Soit T un arbre fruitier. Supposons que pour tout u de T :
| DΛu (T ) |<
| pu(T ) |
√
C
2
.
Alors :
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(1) soit | pu(T ) |<| α(u) |
√
C,
(2) soit il existe trois fruits de Te(u) tel que :
| α1u(Te(u))α2u(Te(u))α3u(Te(u)) |≥
| pu(T ) |3
(α(u))3
;
(3) soit u est dans (R)C(T ).
De´monstration. Soit w le noeud parmis les noeuds adjacent a` u, ou` u ve´rifit :
| DΛw(T ) |= sup
vinAu∪{u}
(| DΛv (T ) |).
Alors
| DΛw(T ) |≥
|∑v∈Au DΛv (T )−DΛu (T ) |
α(u)
.
Par de´finition,
|
∑
v∈Au
DΛv (T )−DΛu (T ) |=|
∑
j
(
αju(Te(u))
)3 − (pu(T ))3 | .
On pose qj = α
j
u(Te(u)), et on applique le lemme arithme´tique A.2 qui im-
plique que :
(i) soit |∑v∈Au DΛv (T )−DΛu (T ) |≥ (supj(|αju(Te(u))|))22 ;
(ii) soit il existe trois fruits de Te(u) tel que :
| α1u(Te(u))α2u(Te(u))α3u(Te(u)) |≥
| (supj(| αju(Te(u)) |) |3
(α(u))3
,
(iii) soit il existe un fruit αju(Te(u)) tel que pu(T ) = α
j
u(Te(u)) et | pu(T ) |=
supj(| αju(Te(u)) |).
Donc si (1) n’est pas ve´rifie´s, le cas (iii) implique que u est dans (R)C ,
donc que (3) est ve´rifie´. Et le cas (i) implique que
| DΛw(T ) |≥
(supj(| αju(Te(u)) |))2
2α(u)
≥ | pu(T ) |
2
√
C
,
ce qui contredit les hypothe`ses. Le cas (ii) implique que (2) est ve´rifie´.
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Lemme 8.5. Soit un arbre fruitier T tel que tout noeud u de V (T ) ne soit
pas dans (R)C(T ) et tel que pour tout u de T , on a
| DΛu (T ) |<
| pu(T ) |
√
C
2
.
Alors, si on note u1 le premier noeud de T , on a∣∣∣∣∣∣
∏
u∈V (T )
pu(T )
∣∣∣∣∣∣ ≤
∣∣∣∣∣∣
∏
u∈V (T ):u>u1
pu(T )
∣∣∣∣∣∣
1
3

 ∏
u∈V (T )
|
∏
i
αiu(T ) |
1
3 α(u)2
√
C

 .
De´monstration. On applique le lemme 8.4, a` T , donc ou bien | pu(T ) |≤
α(u)
√
C, ou bien | pu(T ) |≤ α(u)
∏
j | αju(Te(u)) |
1
3 . Comme les fruits et les
pu(T ) sont des entiers, on a donc
|pu(T )| ≤
∣∣∣∣∣
∏
w∈Au
| pw(T ) | 13
∏
j
| αju(T ) |
1
3 α(u)2
√
C
∣∣∣∣∣ ;
ce qui conclut la preuve.
On en de´duit alors le
Lemme 8.6. Soit un arbre fruitier T tel que tout noeud u de V (T ) ne soit
pas dans (R)C(T ) et tel que pour tout u de T :
| DΛu (T ) |<
| pu(T ) |
√
C
2
.
Alors, si on note u1 le premier noeud de T ,∣∣∣∣∣∣
∏
u∈V (T )
pu(T )
∣∣∣∣∣∣ ≤
∏
u∈V (T )
∣∣∣∣∣
∏
i
| αiu(T ) |
1
2 α(u)3(
√
C)
3
2
∣∣∣∣∣ .
De´monstration. Pour tout u de T , on note l(u, T ) le nombre de noeud reliant
la racine de T a` u ( le nombre de noeud inferieur a` u au sens de la racine).
Nous allons montrer par re´curence sur le nombre de noeud de T que l’on a :∣∣∣∣∣∣
∏
u∈V (T )
pu(T )
∣∣∣∣∣∣ ≤
∏
u∈V (T )
∣∣∣∣∣|
∏
i
αiu(T ) |
∑l(u,T )
j=1
1
3j α(u)2
∑l(u,T )
j=0
1
3j (
√
C)
∑l(u,T )
j=0
1
3j
∣∣∣∣∣ .
Si T n’a qu’un seul noeud, le lemme 8.5 donne la re´ponse. Supposons la
proprie´ te´ vrai pour tout arbre de moins de β noeuds.
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Soit T un arbre de β noeud, le lemme 8.5 implique que :∣∣∣∣∣∣
∏
u∈V (T )
pu(T )
∣∣∣∣∣∣ ≤
∏
u∈V (T ):u>u1
| pu(T ) | 13
∣∣∣∣∣∣
∏
u∈V (T )
| αu(T ) 13α(u)2(
√
C) |
∣∣∣∣∣∣ .
Or ∏
u∈V (T ):u>u1
| pu(T ) |=
∏
w∈Au1
∏
u∈V (T (w))
| pu(T ) | .
On applique alors l’hypothe`se de re´curence sur les T (w), en remarquant que
αu(T (w)) = αu(T ), l(u, T (w)) = l(u, T )− 1, on termine la re´curence.
Lemme 8.7. Soit un arbre T , u un noeud de T dans (R)C(T ), soit w le
noeud adjacent inferieur a` u. Si w n’est pas dans (R)C, sur T , alors w n’est
pas un noeud de (R)C(T ′) avec T ′ = T \ u.
De´monstration. Si w est un noeud de (R)C(T ′) avec T ′ = T \u, alors il existe
un fruit de u sur Te(u) qui prend pour valeur pw. Et ce fruit est le plus grand
des fruits de u sur Te(u), ce qui est impossible.
Soit X (T ) l’ensemble des noeuds de T qui sont dans (R)C(T ). Soit Y(T )
l’ensemble des noeuds de T qui ne sont pas dans (R)C(T ). Soit T (X ) =
T \ Y(T ) et T (Y) = T \ X (T ) Soit Z(T ) l’ensemble des noeuds u de T qui
ve´rifit | DΛu (T ) |≥ |pu(T )|
√
C
2
. Soit W(T ) l’ensemble des noeuds u de T qui
sont dans | DΛu (T ) |< |pu(T )|
√
C
2
Soit TZ = T \ W et TW = T \ Z. On note
TW(X ) resp. TW(Y) sont les sous arbres de TW dont les noeuds sont dans
(R)C resp. ne sont pas dans (R)C . Alors,
∏
u∈V (T )
| pu(T ) |
sup(t, | DΛu (T ) |)
=

 ∏
u∈V (TW(X ))
| pu(TW(X )) |
sup(t, | DΛu (TW(X )) |)

×
×

 ∏
u∈V (TW(Y))
| pu(TW(Y)) |
sup(t, | DΛu (TW(Y)) |)



 ∏
u∈V (TZ )
| pu(TZ) |
sup(t, | DΛu (TZ) |)

 .
Lemme 8.8. Soit un arbre fruitier T , sans noeud re´sonant. Il existe une
injection θ de V (TW(X )) dans V (TZ) tel que pour tout u de V (TW(X )) :
| DΛθ(u)(T ) |≥
| pu(T )pθ(u)(T ) |
2αu(TW(X )) .
De´monstration. D’apre`s le lemme 8.7, pour tout noeud w de V (TZ) le noeud
adjacent supe´rieur a` w sur T est dans TZ et supj(| αjw(TW(X )) |) = supj(|
αju(T ) |).
Donc en proce´dant comme dans le lemme 8.4, on montre que | DΛu (T ) |≥
|pu(T )|2
2
.
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On en de´duit alors le
Lemme 8.9. Soit un entier n, un arbre T ve´rifiant F (T ) ∈ F (n) de α fruits
et β nœud. Soit un re´el positif C ≥ 1. Il existe un fruit αjw(T ) tel que pour
tout re´el positif r, on ait :
∏
u∈V (T )
| su(T )
sup(C, | DΛu |)
|≤ e
2α | αjw |r−1
| n |r

 ∏
u∈V (T )
|
∏
i
αiu(T ) |1 (T )



 ∏
u∈V (T ):|DΛu |< |pv|
√
C
2
√
C inf(| 1
DΛu
|, 1
C
)



 ∏
u∈V (T ):|DΛu |≥ |pv |
√
C
2
| 1√
C
|

 .
De´monstration. Soit θ donne´ par le lemme 8.8. On note pour un arbre T :
A = W (T ) ∩ Y (T )
B = W (T ) ∩X(T )
C = Z(T ) \ θ(B)
D = Z(T ) ∩ θ(B)
Alors :∏
u∈V (T )
| su(T )
sup(C, | DΛu |)
|=
∏
u∈W (T )
1
sup(C, | DΛu |)
∏
u∈A
| pu |
(∏
u∈B
| pu |
∏
u∈D
| pu |
| DΛu (T ) |
)∏
u∈C
| pu |
| DΛu (T ) |
.
Or d’apre`s le lemme 8.8,
(
∏
u∈B
| pu |
∏
u∈D
| pu |
| DΛu (T ) |
=
∏
u∈B
| pupθ(u) |
| DΛ
θ(u)(T ) |
≤ 2
∏
u∈B
α(u).
Donc
(
∏
u∈B
| pu |
∏
u∈D
| pu |
| DΛu (T ) |
≤ 2
∏
u∈B
α(u)
√
C
∏
u∈D
1√
C
.
Par de´finition de C, ∏
u∈C
| pu |
| DΛu (T ) |
≤
∏
u∈C
2√
C
.
D’apre`s le lemme 8.6, si on pose {u : u ≥ A} l’ensemble compose´ des noeuds
de T plus grand ou e´gaux aux noeuds de A, on a
∏
u∈A
| pu |≤

 ∏
u∈V (T ):u≥A
Cα(u)2
∏
i
| αiu(T ) |
1
2 (T )

 .
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Si on pose αjw(T ) le fruit le plus grand en valeur absolu de T , s’il existe un
noeud v plus petit que w ( w ≥ w), qui soit dans A. On pose z le plus
grand de ces noeuds ; alors d’apre`s le lemme 8.4, applique´ au sous arbre
T ′ = T \ {B ∪ C ∪D}, il existe trois fruits de T ′e(z), α1z, α2z, α3z tels que
| α1zα2zα3z |≥
| αjw(T ) |2
α3
,
ou` bien | αjw(T ) |≤ α. Donc
| αjw(T ) |r≤ α3 | αjw(T ) |r−
1
2
∏
u∈V (T ),i
(u,i)6=(w,j)
| αiu(T ) |
1
2 .
S’il n’existe pas de noeud v plus petit que w, qui soit dans A, alors w 6∈ {u :
u ≥ A}. Donc
| αjw(T ) |r

 ∏
u∈V (T ):u≥A
Cα(u)2
∏
i
| αiu(T ) |
1
2 (T )

 ≤
| αjw(T ) |r−1

 ∏
u∈V (T )
Cα(u)2
∏
i
| αiu(T ) |1 (T )

 .
Donc :
∏
u∈V (T )
| su(T )
sup(C, | DΛu |)
|≤ α
r
| n |r

 ∏
u∈W (T )
1
sup(C, | DΛu |)
|

 (2∏
u∈B
α(u)
√
C)×
∏
u∈D
1√
C
∏
u∈C
2√
C
| αjw(T ) |r

 ∏
u∈V (T ):u≥A
Cα(u)2
∏
i
| αiu(T ) |
1
2 (T )

 .
D’ou` le lemme.
Il nous reste a` appliquer ce lemme sur φ.
Lemme 8.10. Soit fv de´finie dans le lemme formel 4.2, q le degre´ en Y de
P , p le dergre´ de p et soit T un arbre de α fruits, F (T ) ∈ F (n), alors en
reprenant les notations du lemme 8.9, on a
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∣∣∣∣∣∣
∏
v∈V (T )
inf(| 1
DΛv
|, 1
C
)fv
∏
v∈V (T )
uˆαiv
∣∣∣∣∣∣ ≤
e4α | αiw |r−1
(| n |)r
 ∏
u∈V (T ):|DΛu |< |pv |
√
C
2
√
C inf(| 1
DΛu
|, 1
C
)



 ∏
u∈V (T ):|DΛu |≥ |pv|
√
C
2
| 1√
C
|

×


∏
u∈V (T )
M
∑
(j1,...j‖αv‖)∈{0,1,2}‖αv‖∑‖αv‖
i=1 ji≤q+1
‖αv‖∏
i=1
| αiv |ji

 ,
De´monstration. On applique le lemme 8.2 et le lemme 8.9.
Dans le cas ge´ne´ral, on de´montre le lemme suivant de la meˆme fac¸on en
applicant la proposition A.3.
Lemme 8.11. Soit Λ(x, t) =
∑k
j=1 λj(t)(ix)
j. Soit T un arbre fruitier, t0 un
re´el positif fixe´ tel que les λi(t) soit C
1 sur [0, t0]. Supposons que pour tout u
de T on ait :
| DΛu (T, t) |<
| pu(T ) |k−2
√
C
2
.
Alors :
(1) soit | pu(T ) |<| α(u) |
√
C.
(2) soit il existe trois fruits de Te(u) tel que
| α1u(Te(u))α2u(Te(u))α3u(Te(u)) |≥
| pu(T ) |3
(α(u))3
.
(3) soit u est dans (R)C.
De plus on a le
Lemme 8.12. Soit Λ(x, t) =
∑k
j=1 λj(t)(ix)
j. Soit T un arbre fruitier, t0 un
re´el positif fixe´, tel que les λi(t) soit C
1 sur [0, t0]. Si pour le noeud u de T ,
on a :
| DΛu (T, t) |≥
| pu(T ) |k−2
√
C
2
,
alors
(1) soit | pu(T ) |<| α(T ) |
√
C,
50
(2) soit il existe trois fruits de T (u) tel que :
| α1u(Te(u))α2u(Te(u))α3u(Te(u)) |≥
| pu(T ) |3
(α(u))3
,
(3) soit il exist un fruit αiv(T (u) de T (u) tel que α
i
v(T (u) = pu(T ).
(4) soit
| ∂tDΛu (T, t) |
| DΛu (T, t) |
≤
∑
i | λ′i(t) |
| λk | .
A Proprie´te´s arithme´tiques
Lemme A.1 (De division). Soit les qi, α ≥ 2 entiers relatifs ve´rifiants les
hypothe`ses :
(A) |∑i qi |6= supi | qi | et m = supi | qi |=| qj |,
(B)
∑
i 6=j | qi |≤ (m)
k−1
k
2kα
k−1
k
, avec k ≥ 2.
Alors on a |∑αi=1 qki − (∑αi=1 qi)k |≥ 12 | mk−1 |.
De´monstration. Les hypothe`ses impliquent que
∑
i 6=j qi 6= 0. On note n =∑
i qi, et on pose j donne´ par m =| qj |, alors
α∑
i=1
qki − (
α∑
i=1
qi)
k =
k∑
s=1
Cskq
k−s
j (
α∑
i=1,i 6=j
qi)
s +
∑
i 6=j
qki − (n− qj)k.
Donc
α∑
i=1
qki − (
α∑
i=1
qi)
k = qkj (
α∑
i=1:i 6=j
qi) +
k∑
s=2
Cskq
k−s
j (
α∑
i=1,i 6=j
qj)
s +
∑
i 6=j
qki − (
∑
i 6=j
qi)
k.
|
α∑
i=1
qki − (
α∑
i=1
qi)
k |≥| mk−1(
α∑
i=1:i 6=j
qi) | −
k∑
s=2
Csk | qk−sj (
α∑
i=1:i 6=j
qi)
s |
− |
α∑
i=1
| qi |k +(
∑
i 6=j
| qi |)k | .
Or d’apres les hypothe`ses (B) :
k∑
s=2
Csk | qk−sj (
α∑
i=1:i 6=j
qi)
s |≤ (
k∑
s=2
Csk) | qk−2j (
∑
i 6=j
qi)
2 |
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et
∑α
i=1 | qi |k≤ m
k−1
2kαk
α et (
∑
i 6=j | qi |)k ≤ (m
k−1
k
α
2kα
)k, alors
|
α∑
i=1
qki − (
α∑
i=1
qi)
k |≥| mk−1 | (
α∑
i=1:i 6=j
qi) | −(
k∑
s=2
Csk) | mk−2(
∑
i 6=j
qi)
2 | −1
4
| m |k−1,
|
α∑
i=1
qki − (
α∑
i=1
qi)
k |≥| mk−1(
∑
i 6=j
qi) | −1
2
| mk−1(
α∑
i=1:i 6=j
qi) |
Proposition A.2. Soit les qi, α entiers relatifs tel que q1 q2 q3 soient les
trois plus grands en valeur absolue classe´ par ordre de´croissant. Si un des
trois est plus petit que |q1|
4
alors soit q3 plus grand que
|q1|
2
3
α
et il existe q4 tel
que | q2q3q4 |> |q1|2α2 , soit
|
α∑
i=1
q3i − (
α∑
i=1
qi)
3 |≥ 1
2
| q21 | .
De´monstration.
α∑
i=1
q3i − (
α∑
i=1
qi)
3 = q31 + q
3
2 +(
α∑
i=3
qi)
3− (q1+ q2+
α∑
i=3
qi)
3+
α∑
i=3
q3i − (
α∑
i=3
qi)
3.
On obtient alors
α∑
i=1
q3i − (
α∑
i=1
qi)
3 = 3(q1 + q2)(q2 +
α∑
i=3
qi)(q1 +
α∑
i=3
qi) +
α∑
i=3
q3i − (
α∑
i=3
qi)
3.
Si q1 + q2 = 0 on applique le lemme A.1, sinon on remarque que si | q3 |≤
|q1|
4
et que tous les autres qi sont majore´s en valeur absolu par
|q1|
2
3
α
alors
| (q1+ q2)(q2+
∑α
i=3 qi)(q1+
∑α
i=3 qi) |≥ |q1|
2
4
. En applicant le lemme A.1 sur∑α
i=3 q
3
i − (
∑α
i=3 qi)
3, on trouve qu’il est d’ordre | 3(q3)(
∑α
i=4 qi)(
∑α
i=3 qi) |
+ | q21
α2
|. Or | 3(q3)(
∑α
i=4 qi)(
∑α
i=3 qi) |≤ 3(q3)2(α − 3)2 supi≥4(| qi |). Donc il
faut que (q3)
2(α− 3)2 supi≥4(| qi |) ≥ |q1|4 .
Qui se ge´ne´ralise ainsi :
Proposition A.3. Soit les qi, α entiers relatifs tel que q1 q2 qα soient classe´
par ordre de´croissant ( en valeur absolue) tel que pour tout i, qi 6=
∑
j qj. Soit
λ1, ...λk, k nombre complex avec λk non nul. Alors soit on a | q2 |> |q1|
(k−1)
k
α2
,
soit | q1 |k−1≤
∑
i|λi|
|λk| , soit
|
k∑
j=1
λj
α∑
i=1
qji − (
α∑
i=1
qi)
j |≥ 1
2
| q1 |k−1 .
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De´monstration. Si | q2 |l eq |q1|
(k−1)
k
α2
alors d’apre`s la proposition A.1 soit |
q1 |k−1≤
∑
i|λi|
|λk| , soit on a |
∑k
j=1 λj
∑α
i=1 q
j
i − (
∑α
i=1 qi)
j |≥ 1
2
| q1 |k−1.
Nous allons maintenant de´montrer les lemmes qui relient les produits
d’ope´rateurs aux diviseurs. Dans un premier temps on suppose que Λ est
inde´pendant du temps.
Lemme A.4. Soit un arbre fruitier T de β ≥ 2 noeuds, on note C(T ) =
{v ∈ V (T ) : (| DΛv (T ) |≤ 1t ou Av = 0) et ∀u ≤ v, | DΛu (T ) |> 1t } (cela
signifie que v est le noeud tel qu’il n’existe aucun noeud infe´rieur au sens de
la racine qui ont un diviseur plus petit que 1
t
et que le diviseur en w(T ) est
plus petit que 1
t
sauf si w(T ) est un noeud extreˆme). Si pour le premier noeud
de T , v1, | DΛv1(T ) |> 1t , alors on a :∑
S(T )
(−→
S [V (T ),Λ]
)
(t) =
1
DΛv1(T )
∏
Ti∈v1(T )
∑
S(Ti)
(−→
S [V (Ti),Λ]
)
(t)+
1
DΛv1(T )
∑
v∈C(T )
DΛv (T )
∑
S(T )
(−→
S [V (T ),Λ]
)
(t)− 1
DΛv1(T )
∑
v∈C(T )
(−→
S [V (T ) \ {v},Λ]
)
(t).
De´monstration. La de´monstration se fait par re´curence sur le nombre de
noeud de T :
Si T posse`de deux noeuds, v1 et v2 :∑
S(T )
(−→
S [V (T ),Λ]
)
(t) = et(
∑
l Λ(α
l
v1
(T ))−DΛv1 (T ))
∫ t
0
e
sDΛv1
(T )
e
−sDΛv2 (T )ds
∫ s
0
e
xDΛv2
(T )
dx.
On inte`gre par partie :
esD
Λ
v1
(T ) → e
sDΛv1
(T )
DΛv1(T )
e−sD
Λ
v2
(T )ds
∫ s
0
exD
Λ
v2
(T )dx → −DΛv2(T )e−sD
Λ
v2
(T )ds
∫ s
0
exD
Λ
v2
(T )dx+ 1,
qui donne :
e
t(
∑
l Λ(α
l
v1
(T ))−DΛv1 (T ))
∫ t
0
e
sDΛv1
(T )
e
−sDΛv2 (T )ds
∫ s
0
e
xDΛv2
(T )
dx =
1
DΛv1(T )
e
t(
∑
l Λ(α
l
v1
(T ))−DΛv2 (T ))
∫ t
0
e
xDΛv2
(T )
dx−
1
DΛv1(T )
et(
∑
l Λ(α
l
v1
(T ))−DΛv1 (T ))
∫ t
0
esD
Λ
v1
(T )+
DΛv2(T )
DΛv1(T )
et(
∑
l Λ(α
l
v1
(T ))−DΛv1 (T ))
∫ t
0
esD
Λ
v1
(T )e−sD
Λ
v2
(T )ds
∫ s
0
exD
Λ
v2
(T )dx.
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Comme v2 ∈ C(T ), on a bien la re´ponse. Supposons la proprie´te´ vrai pour
tout arbre de β − 1 ≥ 2 noeuds : Le lemme 3.27 applique´ au premier noeud
donne :
(
∑
T ′∈S(T )
−→S [V (T ′),Λ]) =
<
−→S [V (Te(v1)),Λ],
∏
Tj∈v1(T )

e−tΛ(∑u∈V (Tj )∑l αlu(Tj)) ∑
T ′∈S(Tj)
−→S [V (T ′),Λ]

 > .
On note v(k) le premier noeud de Tk ( remarquons qu’il est inveriant sur
S(Tk)). On inte`gre par partie :
esD
Λ
v1
(T ) → e
sDΛv1
(T )
DΛv1(T )
et
∏
Tj∈v1(T )

e−t∑u∈V (Tj )∑l Λ(αlu(Tj)) ∑
T ′∈S(Tj)
−→S [V (T ′),Λ]

→
−
∑
Tj∈v1(T )

 ∑
u∈V (Tj)
∑
l
Λ
(
αlu(Tj)
)
− Λ

 ∑
u∈V (Tj)
∑
l
αlu(Tj)



×
∏
Tj∈v1(T )

e−t∑u∈V (Tj )∑l Λ(αlu(Tj )) ∑
T ′∈S(Tj)
−→S [V (T ′),Λ]

+
∑
Tk∈v1(T )

e−t∑u∈V (Tk)∑l Λ(αlu(Tj)) ∑
T ′∈S(Tk)
−→S [V (T ′) \ {v(k)},Λ]

×
∏
Tj∈v1(T )\{Tk}

e−t∑u∈V (Tj )∑l Λ(αlu(Tj)) ∑
T ′∈S(Tj)
−→S [V (T ′),Λ]

 .
Enfin sur tous les arbre Tk tel que v(k) 6∈ C(T ) on applique l’hypothe`se de
re´curence sur Tk dans :
−et(
∑
u∈V (T )
∑
l Λ(αlu(T ))−DΛv1(T ))
∫ t
0
eD
Λ
v1
(T )s
DΛv(k)(Tk)
DΛv1(T )
×
∏
Tj∈v1(T )

e−t∑u∈V (Tj )∑l Λ(αlu(Tj)) ∑
T ′∈S(Tj)
−→S [V (T ′),Λ]

 s)ds,
qui donne bien la re´ponse en remarquant que DΛv (Tk) = D
Λ
v (T ).
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Lemme A.5. Soit C et Λ des re´els positifs T ∈ T eα,β un arbre, alors pour
tout t ≤ 1
C
il existe k(T ) = Card({v ∈ V (T ) :| DΛv (T ) |≤ C}) ≤ β :∣∣∣∣∣∣
∑
T ′∈S(T )
−→
S [V (T ′),Λ]
∣∣∣∣∣∣ ≤
∑
G∈G(T )
∏
T ′∈G
tk(T
′)
∏
v∈V (T ′):|DΛv (T ′)|>C
1
| DΛv (T ′) |
,
( pour la de´finition de G(T ) cf 3.15 14).
De´monstration. Nous allons de´montrer cette proprie´te´ par re´curence sur le
nombre de noeuds de T . Si T posse`de un noeuds, dans le cas ou` | DΛv (T ) |> 1t ,
la prorie´te´ est vraie. Si | DΛv (T ) |≤ 1t , alors :
| et(
∑
l Λ(α
l
v(T ))−DΛv (T ))
∫ t
0
esD
Λ
v (T )ds |≤ t.
Supposons la proprie´te´ vraie pour tout arbre de β − 1 ≥ 1 noeuds. Soit
un arbre T de β noeuds et C = 1
t
. Si pour le premier noeud de T , v1,
| DΛv1(T ) |≤ 1t , on applique le lemme 3.27 au premier noeud et l’hypothe`se
de re´curence sur les Ti ∈ v1(T ), qui donne :
∣∣∣∣∣∣
∑
T ′∈S(T )
−→
S [V (T ′),Λ]
∣∣∣∣∣∣ ≤
∫ t
0
∏
Ti∈v1(T )
∣∣∣∣∣∣∣∣∣
∑
G∈G(Ti)
∏
T ′∈G
sk(T
′)
∏
v∈V (T ′):
|DΛv (T ′)|>C
1
| DΛv (T ′) |
∣∣∣∣∣∣∣∣∣
ds,
qui donne la re´ponse. Dans le cas ou` | DΛv1(T ) |> 1t , si pour tout w ∈ C(T )
on a | DΛw |≤ 1t , on applique le lemme A.4 :∑
S(T )
(−→
S [V (T ),Λ]
)
(t) =
1
DΛv1(T )
∏
Ti∈v1(T )
∑
S(Ti)
(−→
S [V (Ti),Λ]
)
(t)+
1
DΛv1(T )
∑
v∈C(T )
DΛv (T )
∑
S(T )
(−→
S [V (T ),Λ]
)
(t)− 1
DΛv1(T )
∑
v∈C(T )
(−→
S [V (T ) \ {v},Λ]
)
(t).
Sur le premier terme, on applique alors l’hypothe`se de re´curence sur les Ti. Sur
le deuxie`me terme, on applique le lemme 3.27 au premier noeud et l’hypothe`se
de re´curence sur les Ti ∈ v1(T ), qui donne :
∣∣∣∣∣∣
∑
T ′∈S(T )
−→
S [V (T ′),Λ]
∣∣∣∣∣∣ ≤
∫ t
0
∏
Ti∈v1(T )
∣∣∣∣∣∣∣∣∣
∑
G∈G(Ti)
∏
T ′∈G
sk(T
′)
∏
v∈V (T ′):
|DΛv (T ′)|>C
1
| DΛv (T ′) |
∣∣∣∣∣∣∣∣∣
(s)ds
≤ t
∏
Ti∈v1(T )
∣∣∣∣∣∣
∑
G∈G(Ti)
∏
T ′∈G
sk(T
′)
∏
v∈V (T ′):|DΛv (T ′)|>C
1
| DΛv (T ′) |
∣∣∣∣∣∣ .
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Or t
DΛv (Ti)
≤ 1 quand v ∈ C(T ). Pour le troisie`me terme on applique l’hy-
pothe`se de re´curence et le fait que 1
DΛv1
(Ti)
≤ t. Si il existe w ∈ C(T ) tel
que| DΛw |> 1t , alors au dernier noeud multiple u inferieur a` w, on applique le
lemme 3.27 :
∑
T ′∈S(T )
(
−→
S [V (T ),Λ]) =
<
∑
T ′∈S(Te(u))
−→
S [V (T )Λ],
∏
T ′′∈Tu
e−t
∑
z∈V (T ′′)
∑
l α
l
z(T
′′)(
−→
S [V (T ′′),Λ]) > .
Si on note Ti l’arbre de Tu qui contient w ( c’est un tronc) on a :
(
−→
S [V (Ti),Λ]) =<
−→∏
z<w
SDΛz ,
1− e−tDΛz
DΛz
>,
qui donne en remplac¸ant :
∑
T ′∈S(T )
(
−→
S [V (T ),Λ]) =
1
DΛz

 ∑
T ′∈S(T )
(
−→
S [V (T ) \ {w},Λ])−
∑
T ′∈S(T (r,w))
(
−→
S [V (T ) \ {w},Λ])

 .
Il nous reste a` appliquer l’hypothe`se de re´curence sur T \T (w) pour le premier
terme et sur le sous arbre T (r, w) pour le deuxie`me terme.
Le lemme se conclu en remarquant que pour C < 1
t
si C ≤| DΛz |≤ 1t ,
on a tout simplement que t ≤| DΛz | et il suffit de remplacer pour avoir la
re´ponse.
De meˆme on de´montre dans le cas ou` les λi sont variable :
Lemme A.6. Soit un tronc T et f une fonction de´rivable de R dans C. Soit
Λ(t, x) =
p∑
j=0
λ2j(t)(ix)
2j +
q∑
j=0
λ2j+1(ix)
2j+1.
On suppose que les λi sont C
1. Soit t0 tel que pour tout t ∈ [0, t0], λ2p(t) > 0,
si on note :
M(Λ, t) = esups∈[0,t]x∈Rℜ(Λ(t,x)),
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alors :∣∣∣∣∣∣<
∑
T ′∈S(T )
−→
S [V (T ′),Λ], f >
∏
v∈V (T ),i
eL(t,
∑
v,i α
i
v))
∣∣∣∣∣∣ ≤∑
G∈G(T )
∏
T ′∈G
sup
x∈[0,t]
{
∏
v∈V (T ′)
M(Λ, t)((
∏
i
eL(t,α
i
v))
1
| DΛv (T ′, x) | +1t
)×
(| f(t) | (1 + (
∑
v∈V (T ′)
| dDΛv (T ′,x)
dx
|
| DΛv (T ′, x) | +1t
) + t | f ′(t) |)}.
De´monstration. On se donne DΛv1(s, T ) = D
Λ
v1
(s, T )−+DΛv1(s, T ))
+, ou` : pour
tout s ∈ [0, t] | DΛv1(s, T )− |≤ 2t , et pour tout s ∈ [0, t] | DΛv1(s, T ))+ |> 1t . De
plus DΛv1(s, T )
+ est C.
On montre le lemme par re´curence sur le nombre de noeud T :
A l’ordre 1 si | DΛv1(s, T )) |≤ 1t pour tout s ∈ [0, t] la proprie´te´ est vraie.
S’il existe s, tel que | DΛv1(t, T )) |> 1t alors :
e(
∑
l L(α
l
v1
(T ))−DΛv1 (t,T ))
∫ t
0
eD
Λ
v1
(s,T )f(s)ds =
e(
∑
l L(α
l
v1
(T ))−DΛv1 (t,T ))
∫ t
0
DΛv1(s, T )−DΛv1(s, T )−
DΛv1(s, T )
+
eD
Λ
v1
(s,T )f(s)ds =
e
(
∑
l L(α
l
v1
(T ))
f(t)
DΛv1(t, T )
+
− e(
∑
l L(α
l
v1
(T ))−DΛv1 (t,T ))
∫ t
0
e
DΛv1 (s,T )
DΛv1(s, T ))
+
f ′(s)ds+
e
(
∑
l L(α
l
v1
(T ))−DΛv1 (t,T ))
∫ t
0
eD
Λ
v1
(s,T )
DΛv1(s, T ))
f(s)
dDΛv1
(s,T ))+
dt
DΛv1(s, T )
+)
ds−
e(
∑
l L(α
l
v1
(T ))−DΛv1 (t,T ))
∫ t
0
DΛv1(s, T )
−
DΛv1(s, T )
+
eD
Λ
v1
(s,T )f(s)ds.
Du fait que λ2p(t) > 0, alors pour x suffisement grand, pour tout s ≤ t :
ℜ(Λ(t, x)− Λ(s, x)) ≤ 0 qui conclu le lemme a l’ordre 1.
A l’odre n :
<
∑
T ′∈S(T )
−→
S [V (T ′),Λ], f >=
e(
∑
l L(α
l
v1
(T ))−DΛv1 (t,T ))
∫ t
0
eD
Λ
v1
(s,T )....e(−D
Λ
vi
(t,T ))
∫ si
0
eD
Λ
vi
(si+1,T )...f(sn)ds....dsn.
On suppose que i est le plus grand indice tel qu’il existe s, | DΛvi(s, T )) |> 1t
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alors en inte´grant par partie suivant la variable si−1 on a
e
(
∑
l L(α
l
v1
(T ))−DΛv1 (t,T ))
∫ t
0
e
DΛv1 (s,T )....e−D
Λ
vi
(t,T ))
∫ si
0
e
DΛvi (si+1,T )...f(sn)ds....dsn =
e(
∑
l L(α
l
v1
(T ))−DΛv1 (t,T ))
∫ t
0
eD
Λ
v1
(s,T )....
e
−DΛvi−1 (t,T ))
∫ si−1
0
e
DΛvi−1 (si,T ) 1
DΛvi(si, T )
+
e
−DΛvi+1 (si,T ))
∫ si
0
...f(sn)ds....dsn−
e
(
∑
l L(α
l
v1
(T ))−DΛv1 (t,T ))
∫ t
0
e
DΛv1(s,T )....
e
−DΛvi (si−1,T ))
∫ si
0
e
DΛvi(si+1,T ) d
dsi+1
1
DΛvi(si+1, T )
+
e
−DΛvi+1(si+1,T ))
∫ si+1
0
...f(sn)ds....dsn−
e(
∑
l L(α
l
v1
(T ))−DΛv1 (t,T ))
∫ t
0
eD
Λ
v1
(s,T )....e
−DΛvi (si−1,T ))
∫ si
0
DΛvi(si+1, T )
−
DΛvi(si+1, T )
+
e
DΛvi (si+1,T )...f(sn)ds....dsn.
On pose alors
g =
1
DΛvi(si, T )
e
−DΛvi−1 (si,T ))
∫ si
0
...f(sn)dsi+1....dsn
Soit T ′′ le sous arbre de T auquel on retire les noeuds supe´rieur a` vi−1, on
applique l’hypothe`se de re´curence sur :∣∣∣∣∣∣<
∑
T ′∈S(T ′′)
−→
S [V (T ′),Λ], g >
∏
v∈V (T ),i
eL(t,
∑
v,i α
i
v))
∣∣∣∣∣∣ .
De plus on pose :
h =
∫ si
0
eD
Λ
vi
(si+1,T )
d
dsi
1
DΛvi(si+1, T )
e
−DΛvi+1(si+1,T ))
∫ si+1
0
...f(sn)dsi+2....dsn,
et on applique l’hypothe`se de re´curence a` T (vi), qui conclu le lemme dans ce
cas la`.
Qui implique les the´ore`mes suivants :
The´ore`me A.7. Soit C un re´el positif. Soit Λ(t, x) =
∑p
j=0 λ2j(t)(ix)
2j +∑q
j=0 λ2j+1(ix)
2j+1. Soit t0 tel que pour tout t ∈ [0, t0], λ2p(t) > 0, alors il
existe M(λ), P ) tel que : Soit T ∈ T eα,β un arbre, alors pour tout t ≤ 1C il
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existe k(T ) = Card({v ∈ V (T ) :| DΛv (T ) |≤ C}) ≤ β :∣∣∣∣∣∣
∑
T ′∈S(T )
−→
S [V (T ′),Λ]
∏
v∈V (T )
∏
i
eL(t,α
i
v)
∣∣∣∣∣∣ ≤∑
G∈G(T )
∏
T ′∈G
tk(T
′) sup
x∈[0,t]
∏
v∈V (T ′):|DΛv (T ′)|>C
1
| DΛv (T ′, x) |
,
( pour la de´finition de G(T ) cf 3.15 14).
De meˆme on a la proprie´te´ re´ciproque :
The´ore`me A.8. Soit C un re´el positif. Soit Λ(t, x) =
∑p
j=0 λ2j(t)(ix)
2j +∑q
j=0 λ2j+1(ix)
2j+1. Soit t0 tel que pour tout t ∈ [0, t0], λ2p(t) < 0, alors il
existe M(λ), P ) tel que : Soit T ∈ T eα,β un arbre, alors pour tout t ≤ 1C il
existe k(T ) = Card({v ∈ V (T ) :| DΛv (T ) |≤ C}) ≤ β :∣∣∣∣∣∣eL(t,
∑
v,i α
i
v))
∑
T ′∈S(T )
←−
S [V (T ′),Λ]
∣∣∣∣∣∣ ≤∑
G∈G(T )
∏
T ′∈G
tk(T
′)
∏
v∈V (T ′):|DΛv (T ′)|>C
1
| DΛv (T ′) |
,
( pour la de´finition de G(T ) cf 3.15 14).
B Formalisme des chaˆınes
Definition B.1. Soit (X) un ensemble de I sous ensemble ordonne´ fini
Xi d’un corps commutatif K. On appelle maillon, les e´le´ments de la chaˆıne
e´le´mentaire Xi, et on note X
j
i les e´le´ments de Xi ordonne´s par l’indice j, et
Ii le nombre de maillons de la chaˆıne e´le´mentaire Xi. Une chaine (X) est
donc une partie de I sous ensemble ordonne´ finie Xi d’un corps commutatif
K.
On de´finit l’application injective σ :
σ : {1, ...,
∑
i
Ii = J} −→
∏
i
{1, ...Ii}
k −→ (j(1, k), ..., j(i, k), j(I, k))
qui ve´rifie :
si k ≥ k′ ⇒ ∀i, j(i, k) ≥ j(i, k′).
On dit alors que σ est une application respectant la non commutation des
maillons sur X.
59
σ(X) de´signe l’ensemble des applications respectant la non commutation
des maillons sur (X). J le nombre d’e´le´ments de (X) est aussi appele´ la taille
de (X), etrespectivement Ii la taille de Xi.
Definition B.2. Une chaˆıne X est dite re´sonante si∑
i,j
Xji = 0.
De plus elle est sous-re´sonante si il existe σ de σ(X), k et p deux entiers tels
que : ∑
i
X
j(i,k)
i =
∑
i
X
j(i,p)
i
et
∀σ ∈ σ(X), ∀n ≤ I
∑
i
X
j(i,n)
i 6= 0.
Definition B.3. Un chainon est un couple ((X), σ), ou` σ est un e´le´ment de
σ(X). L’ensemble des chainons est alors note´ :
((X), σ(X))
De plus on dit que deux chainons A = ((X), σ) et B = ((Y ), σ′) sont e´gaux
si (X) = (Y ) et si pour tout i, j, X
j(i,n)
i = Y
j′(i,n)
i ; ou` j(i, n) et j
′(i, n) sont
les applications de´duitent respectivement de σ et σ′.
Soit, une chaˆıne (X) de´termine´e par ses chaˆınes e´le´mentaires de taille Ii,
GX de´signe l’ensemble des multi-entiers j de N
I tels que :
∀i, ji ∈ {0, 1, ..Ii}.
On rappelle que par convention :
∀i, X0i = 0.
Definition B.4. On note ainsi GX des applications distinctes qui a` i ∈
{1, ...I} associe j(i) ∈ {0, 1, ...Ii}.
On suppose que S est un ope´rateur de type de´fini en ?? :
On donne d’abord deux notations pour les produits d’ope´rateurs :
←−
n∏
i=1
Swi =
←−∏
i
Swi = Swn ....Sw1
et inversement −→
n∏
i=1
Swi =
−→∏
i
Swi = Sw1....Swn .
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Lemme B.5. Du comportement moyen ge´ne´ralise´
Soit X une chaˆıne quelconque de taille I :
∑
σ∈σ(X)
(
←−
I∏
τ=1
S∑
iX
j(i,τ)
i
) =
∏
i
(
←−∏
j
S
X
j
i
)
De´monstration. La de´monstration s’effectue par re´currence. A l’ordre 2 :
∂t(Sw1+w2Sw1 + Sw1+w2Sw2) = (w1 + w2)(Sw1+w2Sw1 + Sw1+w2Sw2) +
Sw1 + Sw2
∂t(Sw1)(Sw2) = (w1 + w2)(Sw1)(Sw2) + Sw1+w2Sw2) +
Sw1 + Sw2.
Or au moins w1 ou w2 on le meˆme signe que w1 + w2 d’ou`
(Sw1)(Sw2)(tw1+w2) = (Sw1+w2Sw1 + Sw1+w2Sw2)(tw1+w2) = 0.
Reste donc a` montrer que la proprie´rte´ est vraie a` tout ordre. Supposons
la vrai a` l’ordre n− 1 :
∑
σ∈σ(X)
(
←−
I∏
τ=1
S∑
iX
j(i,τ)
i
) =
∑
p
(S∑
iX
Ii
i
∑
σ∈σ(X\XIpp )
←−
I∏
τ=1
S∑
iX
j(i,τ)
i
)
∂t
∑
σ∈σ(X)
←−
I∏
τ=1
S∑
iX
j(i,τ)
i
=
∑
p
∂t(S∑
iX
Ii
i
(
←−−−−−∏
j<Ip
S
X
j
p
)
∏
i 6=p
(
←−−−−∏
j
S
X
j
i
)).
Or
∂t(S∑
iX
Ii
i
(
←−−−−−∏
j<Ip
S
X
j
p
)
∏
i 6=p
(
←−−−−∏
j
S
X
j
i
)) = (
∑
i
XIii )(S∑
iX
Ii
i
(
←−−−−−∏
j<Ip
S
X
j
p
)×
∏
i 6=p
(
←−−−−∏
j
S
X
j
i
)) + (
←−−−−−∏
j<Ip
S
X
j
p
)
∏
i 6=p
(
←−−−−∏
j
S
X
j
i
))
∂t
∑
σ∈σ(X)
←−
I∏
τ=1
S∑
iX
j(i,τ)
i
= (
∑
i
XIii )
∑
σ∈σ(X)
←−
I∏
τ=1
S∑
iX
j(i,τ)
i
+
∑
p
∂t(
←−−−−−∏
j<Ip
S
X
j
p
)
∏
i 6=p
(
←−−−−∏
j
S
X
j
i
)).
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Or on remarque que :
∂t
∏
i
(
←−−−−∏
j
S
X
j
i
) =
∑
p
∂t(
←−−−−∏
j
S
X
j
p
)
∏
i 6=p
(
←−−−−∏
j
S
X
j
i
)
∂t
∏
i
(
←−−−−∏
j
S
X
j
i
) = (
∑
i
XIii )
∏
i
(
←−−−−∏
j
S
X
j
i
) +
∑
p
(
←−−−−−∏
j<Ip
S
X
j
p
)
∏
i 6=p
(
←−−−−∏
j
S
X
j
i
).
Ainsi l’e´galite´ est de´duite car au mois un des ℜ(XIii ) + f(XIii ) est de meˆme
signe que ℜ(∑iXIii ) + f(∑iXIii )
Soit (X) de´finit par ses i chaines e´le´mentaires de taille Ii, alors GX est
l’ensemble des multis entiers j de NI tel que : ∀i, ji ∈ {0, 1, ..Ii}. On pose
que ∀i, X0i = 0.
Definition B.6. Pour tout j de GX ;
∑
iX
ji
i est un ge´ne´rateur de (X).
L’ensemble des ge´ne´rateurs de (X) est {⋃j∈GX∑iXjii }. Alors il existe une
bijection entre GX et
∏
i{1, ...Ii}. On peu voir que le nombre de ge´ne´rateurs
de (X) est donne´ par
∏
i(Ii).
The´ore`me B.7. Soit X une chaine arbitraire de taille I, h une fonction
integrable :
∑
σ∈σ(X)
<
←−
I∏
τ=1
S∑
iX
j(i,τ)
i +δ
, h >=
(
∑
j∈GX
∏
i
(
←−−∏
j>j(i)
S
Y (j)ji
) < Sj, (
∏
i
−−→∏
j<j(i)
(−1)jS
Y
j
i (j)
)(h)) >,
ou` Y ji (j) = (−Xj(i)i + Xji )signe(j − j(i)), (−1)j =
∏
i(−1)j(i) et Sj =
S
δ+
∑
iX
j(i)
i
.
De´monstration.
∂tSw1+δSδ = (w1 + δ)Sw1+δSδ + Sδ
∂t((Sw1)Sδ − Sw1+δ(Sw1)Id) = (w1 + δ)((Sw1)Sδ − Sw1+δ(Sδ)Id)
+Sδ + (Sw1)Id− (Sw1)Id
Alors les fonctions (Sw1+δSδ) et ((Sw1)Sδ−Sw1+δ(SX)Id) sont solutions de la
meˆme ODE at de meˆme condition initiale :
(Sw1+δSδ)(tw) = 0
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((Sw1)Sδ − Sw1+δ(SX)Id)(tw) = ((Sw1)(Sδ)(tw) = 0
car au moins w1 ou δ est de meˆme signe que w1 + δ.
On montre alors par re´curence :
∂t
∑
σ∈σ(X)
(
←−
I∏
τ=1
S∑
iX
j(i,τ)
i +δ
) = (
∑
i
XJii + δ)
∑
σ∈σ(X)
(
←−
I∏
τ=1
S∑
iX
j(i,τ)
i +δ
)+
∑
σ∈σ(X)
(
←−
I−1∏
τ=1
S∑
iX
j(i,τ)
i +δ
)
Or par re´curence :
∑
σ∈σ(X)
(
←−
I−1∏
τ=1
S∑
iX
j(i,τ)
i +δ
) =
∑
i
∑
S
X\XJi
i
∏
i
(
←−∏
j
S
Y (j)ji
)(Sj
∏
i
−→∏
j
(−1)jS
Y
j
i (Sj)
)
On en de´duit :
∂t
∑
SX
∏
i
(
←−∏
j
S
Y (j)ji
)(Sj
∏
i
−→∏
j
(−1)jS
Y
j
i (Sj)
) =
(
∑
i
XJii + δ)
∑
SX
∏
i
(
←−∏
j
S
Y (j)ji
)(Sj
∏
i
−→∏
j
(−1)jS
Y
j
i (Sj)
)+
∑
i
∑
S
X\XJi
i
∏
i
(
←−∏
j
S
Y (j)ji
)(Sj
∏
i
←−∏
j
S
Y
j
i (Sj)
)
∑
SX
∏
i
(
←−∏
j
S
Y (j)ji
)(
∏
i
−→∏
j
(−1)jS
Y
j
i (Sj)
)
De meˆme la condition initiale est donne´ par
∑
SX
∏
i
(
←−∏
j
S
Y (j)ji
)(Sj
∏
i
−→∏
j
(−1)jS
Y
j
i (Sj)
)(t
(
∑
iX
Ji
i
)
) = 0.
Nous devons maintenant montrer∑
SX
∏
i
(
←−∏
j
S
Y (j)ji
)(
∏
i
−→∏
j
(−1)jS
Y
j
i (Sj)
) = 0.
On le prouve par re´curence, car pour tout i
Ji∑
j(i)=0
(
←−∏
j
S
Y (j)ji
)
−→∏
j
(−1)j(i)S
Y
j
i (Sj)
) =
Ji∑
j(i)=1
(
←−∏
j
S
Y (j)ji
)
−→∏
j
(−1)j(i)S
Y
j
i (Sj)
)+(
∏
j
S
X
j
i
)
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Donc nous pouvons voir que :
(
∏
j
S
X
j
i
) = (
∏
j
S
X
j
i−X1i +X1i SX1i ),
si on note δ = X1i , en applicant l’hypothe`se de re´cuence :
(
∏
j
S
X
j
i
) = (
∏
j
S
X
j
i−X1i +X1i SX1i ) =
Ji−1∑
j(i)=0
(
←−∏
j
S
Z(Sj)
j
i
)
−→∏
j
(−1)j(i)S
Z
j(k)−j
i(k)
(Sj)
)
avec Z
j(k)−j
i(k) (Sj) = X
j
i −X1i −(Xj(i)i −Xi) et Z(Sj)ji = −Xji +X1i +(Xj(i)i −Xi).
On conclu que :
Ji∑
j(i)=1
(
←−∏
j
S
Y (j)ji
)
−→∏
j
(−1)j(i)S
Y
j
i (Sj)
) + (
∏
j
S
X
j
i
) = 0
et gra`ce {a la prorpie´te´ du produit :
∑
SX
∏
i
(
←−∏
j
S
Y (j)ji
)(
∏
i
−→∏
j
(−1)jS
Y
j
i (Sj)
) = 0.
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