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Introduction
Forecasting is a major focus in empirical economics. A researcher making a time series forecast is confronted with a quantity of possible models, estimations procedures and forecasting methods. These questions thus arise: Which model provides an optimal approximation for a considered time series of interest and which forecasting method is a-priori a good choice with respect to its forecasting performance?
Linear models are widely used and supply good forecasting results. But still, one could think that these models are not able to capture certain types of economic behavior in the data. Nonlinear models have become more common in recent years and an increased interest in forecasting economic variables with nonlinear models has arisen. Large-scale comparisons of the forecasting performance of linear and nonlinear models have been appeared in the literature (for example, see Marcellino et al., 2006 and Teräsvrita et al., 2003) . There is no clear agreement whether nonlinear or linear models perform better concerning the out-of-sample forecasting results. A Monte Carlo study by Clements and Smith (1999) comes to the result that nonlinear models not always outperform linear models but are favorably when the forecast origin happens to be in a certain state of the the process. Nonlinear features that are presented in the data may not persists in the future and a good in-sample fit does not necessarily induce a good out-of-sample forecasting performance (Diebold and Nason, 1990) .
It is obvious, that nonlinear models give an important contribution to forecasting economic variables. Another field of research, forecasting transformed time series, has also a great interest in the literature. By means of nonlinear transformations a forecaster attempts to obtain a time series with 'better' properties in order to get improved forecasting results. Such a transformation, like the logarithm, may inherent informations that are improving the forecasting performance of the level of an economic variable as well. The often employed logarithm function is beneficial for forecasting if it is leading to a more Gaussian process. But, converting an optimal forecast of the logarithm back to forecasts for the original variable (via the exponential function), is not always suitable (Lütkepohl and Xu, 2009) . If an optimal forecast for a transformed time series exists, it should be used (Granger and Newbold, 1976) .
This study combines both forecasting issues to a new direction of research. It investigates whether and under which circumstances a certain nonlinear transformation of lagged time series values or lagged residuals can a-priori help to systematically improve the forecasting performance of a simple linear Autoregressive model. The goal is to find a certain transformed Autoregressive model that most frequently leads to superior forecasting results. Such a transformed model may perform the best for certain types of economic variables. Furthermore, this study examines and compares these results to the forecasting performance of a simple nonlinear Threshold model. Therefore, a large-scale empirical comparison of forecasting models with various nonlinear transformations, using data on 382 monthly time series of 10 European economies is made. Instead of focusing on single variables, the average forecasting performance over all time series and economies is considered. Using this data, models with data-dependent lag order selection like the AIC and the BIC are used. Expanding and rolling estimation window are applied and one-step ahead forecasts are recursively iterated forward for 23 forecasting steps. To make a stable statement on the predictive content of transformed Autoregressive models five different loss functions, Mean Group statistics (MG) and inference are evaluated. Furthermore, all models are investigated whether their results can be carried over to different subsamples of time series.
The remainder of this paper is organized as follows. In Section two, three Autoregressive models are presented. Their estimation procedure and model selection techniques are briefly discussed. Section three gives an extensively description of the data set. The empirical application and the forecasting comparison are documented in section four. The next section discusses the empirical results for full-and subsample evaluations. Section six contains a conclusion.
2 Three Autoregressive models and its model selection procedures
Simple Autoregressive models
Let y t denote a stationary time series of interest. An univariate Autoregressive process of order p (AR(p)) is given by: y t = α + β 1 y t−1 + β 2 y t−2 + ... + β p y t−p + e t , t = 1, ..., N, (2.1)
where α denotes an intercept, p the lag order and e t ∼ iid(0, σ 2 e ) is a homoscedastic white noise process with zero mean and variance σ 2 e . For a given lag order p, parameters α, β 1 , .., β p and σ 2 e are estimated by Ordinary Least Squares. Nevertheless, lag order p is usually unknown and will be estimated by means of two simple and commonly used information criterions (IC):
where c * = 2 for the Aikake Information Criterion (AIC) or c * =log(N ) for the Bayesian Information Criterion (BIC), respectively.σ 2 e is the estimated residual variance for a particular lag order choice p ∈ (1, ..., p max ) and N is the sample size. Whereas, Monte Carlo studies (Jones, 1975 and Ohtani, 2003) show, that the AIC criterion has a tendency to overestimate lag order p and leads to complex and over-fitted models the Bayesian information criterion considers the issue of over-fitting and includes a stronger penalty term.
The second considered model in this study is an Autoregressive Moving Average process of orders p and q (ARMA(p,q)). It's general representation is given by:
Again, e t ∼ iid(0, σ 2 e ) a homoscedastic white noise process with zero mean and variance σ 2 e .ỹ t = y t −ȳ is a stationary, mean adjusted time series of interest. For simplification, a common technique is used and unobservable residuals in the first estimation step are equally set to their mean zero: e t = 0 for t ≤ 0
δ j e t−j for t > 0 (for example, see Schlittgen & Streitberg, 2001 ).
Again, lag orders p ∈ (1, ..., p max ) and q ∈ (1, .., q max ) are unknown and selected by means of both information criterions, simply by replacing the common penalty term
(Self-exciting) Threshold Autoregressive model
So far, simple linear Autoregressive models have been introduced. Although, these models tend to make a good job in fitting and forecasting data, they are still an approximation and are not always able to present certain features in the data. In contrast to this, nonlinear models are usually able to capture features like asymmetry, limit cycles or amplitude-frequency dependency. A simple and quite popular nonlinear model, the Threshold Autoregressive model (TAR), was first introduced by Tong and Lim (1980) 
1 For an extensively discussion of this model and its statistical properties, see Tong (1990) .
with j = 1,2,...,l and −∞ = q 0 < q 1 < ... < q l−1 < q l = +∞ as the thresholds, α j denotes an intercept and p j is the lag order of the jth regime. compute the corresponding AIC for each regime separately. The selected lag orders of regimes j = 1,..,l minimize the regime-specific criterion:p j = min
n j is the number of observations of regime j andσ 2 j = 1 n j n j t=0 (e j t ) 2 is the estimated residual variance of regime j. Following Tong (1990) , the AIC criterion for a Threshold model is given by the sum of regime-specific AICs 2 :
Next, keepingp j for all regimes and the delay parameter d fixed, the estimated threshold valueq j is obtained by minimizing the information criterion over a possible set of threshold values:
Finally, keeping allp j andq j fixed, a search for the lowest information criterion value gives an appropriate estimate for the delay parameterd: 
Data
The following empirical application uses a huge data set of circa 40 monthly time series for each of ten European countries. All time series span from 1996:3 up to 2008:12, they are seasonally adjusted and can be classified into five groups of variables: Industrial Production Index, Consumer Price Index, Producer
Price Index, Unemployment and Financial Market 3 . To obtain stationary processes, all time series are subjected to two transformations. First, all series were transformed by taking the logarithm. Second, depending on the result of an Augmented Dickey Fuller test, time series were differentiated. After taking the logarithm no time series were indicated to be stationary and hence at least one difference needed to be taken. According to Marcellino et al. (2006) , absolute values that exceeded its median by more than six times its Interquartile Range, were treated as outliers. In order to avoid such defined outliers to affect the forecasting results, they were dropped. Several studies find evidence for nonlinearity of economic variables like unemployment rates and Industrial Production indices. Therefore, all time series are tested for nonlinearity by means of two nonlinearity tests (see Keenan, 1985 and McLeod & Li, 1983) . Each group of variables contains a minority of variables that are detected to be 'nonlinear', whereby the following two subsamples comprise the most detected 'nonlinear' time series: "Consume Price Index" and "Industrial Production Index".
Furthermore, a test for Threshold nonlinearity is also applied (see Hansen, 1999) . According to this test and its results, solely Threshold models with two regimes are used in this study.
4 Empirical application
Methods and Parametrization
As mentioned in section 2, lag orders are determined by AIC and BIC. Transformations of lagged time series values or residuals are irrelevant for both model selection procedures. Furthermore, the usage of such criterions requires a choice of a maximum lag order p max . Depending on the monthly frequency of the data, a maximum lag order of 12 is applied in this study 4 . Examining the nonlinear Threshold model it was striking that larger lag orders (12 and higher) led to unreasonable high loss function values.
Therefore and provided by common literature, this model is used along with a maximum lag order of six (for example, see Byers & Peel, 1995 and Clements & Smith, 1999) . The determination of the 'optimal' lag order p max requires a truncation of each time series. Dropping the first twelve observations for all time series, guarantees that every implementation uses the same set of information. For the purpose of an appropriate number of observations for the estimation and a sufficient quantity of forecast errors, the forecast horizon was chosen to be 23 months. Hence, the in-sample period for the first regression step Model based forecasts and lag order selection are computed recursively. This means, that forecasts are based on values of the time series up to the date on which the forecast is made. Only actually available informations are used for each out-of-sample forecast. For the next forecasting step, the lag order is chosen again and parameters are reestimated. Thus, selected lag orders and estimated coefficients can vary across time. Moreover, a distinction between a rolling estimation window of fixed size ω and an expanding estimation window is made. Using a rolling estimation window, the one-step ahead forecast is added to the data set while the first observation is dropped. In this case, every forecasting step applies a fixed window size ω = 119 − i r 0 for the estimation. i r 0 is the number of outliers of time series r. Adapting an expanding estimation window, the one-step ahead forecast is added to the time series and no observation is dropped. Thus, the estimation window increases with every forecasting step.
Rolling estimation windows are a useful tool for time series with structural breaks, since this estimation procedure accommodates the possible instability of AR parameters over time. Such instability leads to forecast uncertainty and it can be preferable not to use the full data set (Peseran and Timmermann, 2004) . Expanding estimation windows lead to more efficient estimates. This approach is exploiting more available sample information and a steadily increasing information set can lead to a reduced estimation uncertainty (Herwartz, 2010a) . This estimation method is optimal in the presence of no structural breaks in the data (Peseran and Timmermann, 2007) .
As outlined in the introduction, the focus of this empirical application is on the predictive content of nonlinear transformations of lagged residuals e t and lagged time series values y t . Therefore, six different nonlinear transformations will be used and compared in this study: square function (·) 2 , cubic function (·) 3 , sine function sin(·), cosine function cos(·), tangents function tan(·) and exponential function exp(·). Assuming that the first lag of transformed time series contains the main predictive content 5 , only the first transformed lag is added to an Autoregressive process (transformed AR(p) model):
y t−1 is referred to a transformed time series and is representing one of the six transformations described above. Transformations of lagged residuals and the simple ARMA(p,q) model are combined as follows (transformed ARMA(p,q) model):
Again, e i,r,t−1 is referred to the first lag of transformed residuals and the same assumption as before is made. Solely the first lag of transformed residuals contains important information and is able to systemat-5 Autoregressive models with nonlinear transformations of higher lags of time series values led to equal result conclusions and thus contain a negligible predictive content.
ically improve the forecasting performance of a simple linear model. 6 Both transformed Autoregressive models can be estimated by Ordinary Least Squares methods by simply adapting the common regression matrices.
Forecast evaluation
Once, all parameters are estimated it is easy to compute a one-step ahead forecast by means of the following two equations:
with y i =ỹ i +ȳ for the latter model. Compared to a multi-period ahead forecast, forecasting a nonlinear model one period ahead does not pose any problem. For example, consider a first order SETAR model with delay order one, lag orders one, threshold variable q j and two regimes:
where e j t ∼ nid(0, σ 2 j ), j=1,2. I(·) is an indicator function that is equal to one if the condition in parenthesis holds. Otherwise it is zero. The one-step ahead forecast for this SETAR model is then given by:ŷ
where E(y t+1 |y t < q j ) =β 1 0 +β 1 1 y t and E(y t+1 |y t ≥ q j ) =β 2 0 +β 2 1 y t . One-step ahead forecasts of SETAR models with higher lag orders and further regimes are straightforward.
The following remarks have to be considered:
(1)ŷ j = y j for j ≤ t (2) Unobservable observations y t+1 are replaced by its optimal forecastsŷ t+1 (3) Residuals in the first forecasting step are equal to zero: e t = 0 for t ≤ 0 t+1 = y t+1 −ŷ t+1 is the corresponding one-step ahead forecast error. The forecast uncertainty is defined by the forecast variance:
N is the number of observations and K is the column size of the regressor matrix.
Measuring the forecasting performance
According to Herwartz (2010a Herwartz ( , 2010b and Marcellino et al. (2006) , this subsection introduces five loss functions that are used to appraise the forecasting performance of two competing forecasting models. The benchmark model is labeled by * and a specific forecasting model of interest by • . All time series
were separated into an in-sample period (t = 13, ..., T ), and an out-of-sample period
where T =131-i r o and N =154-i r o (see section 4.1). Each out-of-sample forecasting step provides a onestep ahead forecasting error t+1 and a forecasting varianceσ i,r,t on which basis the following five loss functions are computed.
(1) Differential of relative Mean Absolute forecast Error (DM AE) DM AE
RM AE is the Relative Mean Absolute forecast Error and
is a strategy-and transformation invariant estimator of the residual variance.ê i,r,t are computed based on the whole set of regressors X = {1, y −1 , ..., y −pmax }, where 1 is a constant vector of ones. K is the column size of the regressor matrix X.
(2) Differential of frequencies for Minimum absolute forecast errors 12) i,r,t = y i,r,t -ŷ i,r,t|t is the forecast error and I(·) as an indicator function.
(3) Differential of frequencies for minimum ex-ante uncertainty (DP U C)
withσ i,r,t as the estimated ex-ante forecast uncertainty (see 4.7).
(4) Directional Accuracy loss statistic (DA)
withd a i,r,t = I(y i,r,t ×ŷ i,r,t ≥ 0) − I(y i,r,t ×ȳ i,r,t ≥ 0) (4.15)
as the directional accuracy excess over the naive forecastȳ i,r,t = 1 n n t=1 y i,r,T −t+1 . n is the number of observations. This forecast is averaging the in-sample observations of a time series.
Positive values of loss functions (1), (2), (3) 
Mean group statistics
Considering 382 available time series and 23 forecasting steps, 8786 = 382 · 23 loss function values are computed for each implementation, each considered transformation and each estimation procedure.
Because of the large number of available loss functions, this study does not focus on the forecasting performance of single time series, it rather answers the question which forecasting model performs better on average and most frequently leads to the best forecasting results.
In order to compare alternative forecasting schemes, Mean Group-statistics (MG-statistics) are evaluated according to Herwartz (2010a) . The forecasting performance of economy i, averaged over its R i time series is given by:ĝ For this purpose, a standard t-ratio-test using the following test statistic is applied:
Testing the significance of the RMSFE loss function (5) This approach is using more available sample information and thus generally leads to lower loss functions values that are related to forecast errors (DM IN, DM AE, RM SF E). The remaining two functions DA and DP U C provide superior forecasting results for the rolling estimation window. Furthermore, a significant distinction between the various considered transformation is not recognizable for this model.
Using the expanding estimation window it is striking that transformations (·) 2 , cos(·) and exp(·) are leading to the best results for loss functions DM IN , DM AE and DA. This is especially true for BIC model selection procedure. Considering a rolling estimation window these distinction are not visible anymore. Solely loss function DA is leading to superior forecasting results for these transformations. 
Subsample results
Considering all available time series, this study figured out that nonlinear transformations of lagged time series and lagged residuals contain a significant predictive content and help to improve the forecasting performance of simple linear Autoregressive models. Especially nonlinear transformations of lagged residuals reduce both, forecasting uncertainty and forecast errors. Certain transformations of lagged residuals led to even better results with respect to forecast errors than others. This section now examines whether these results can be carried over to different subsamples of time series. The objective is to find reliable statement about the forecasting performance of transformed Autoregressive models with respect to different economic variables and may figure out which transformed model works best for which type of time series.
The overall forecasting performance of each considered group of variables 8 is very similar to the forecasting performance of the full sample. Especially subsamples "Industrial Production Index" (88 The first major finding is that nonlinear transformations of lagged residuals (transformed ARMA(p,q) models) provide a mostly significant better forecasting performance than the benchmark model. Estimating transformed ARMA(p,q) models by a rolling window procedure leads to further enhancements compared to forecast models estimated by an expanding window. The best forecasting results constantly appeared in conjunction with the following three transformations of lagged residuals: (·) 2 , (·) 3 and
cos(·).
A second main finding is that Autoregressive models with additional transformations of lagged time series values (transformed AR(p) model) do not generally lead to superior forecasting results. Absolute and mean squared forecast errors can not be reduced by transformations of lagged time series. Nevertheless, the ex-ante forecast uncertainty (measured by minimum estimates of the forecast errors standard deviation) is lower for transformed AR(p) models, as well as the loss function measuring directional accuracy excess over a naive forecast (ȳ i,r ). A significant distinction between various nonlinear transformations can not be found. These results are in particular true for the expanding estimation window.
In addition, subsample implementations have been evaluated to investigate whether these findings are robust for different types of economic variables (Industrial Production Index, Consumer Price Index, Producer Price Index, Unemployment and Financial Market). The previous described results can be carried over to each considered group of variables. There is no clear result that transformed Autoregressive models most frequently performs the best for certain type of time series. Furthermore, it can not useful to apply transformed models especially to time series that have been detected to be nonlinear according to nonlinearity tests. This procedure leads to significant inferior forecasting results for certain type of tests.
The last finding is that a nonlinear Threshold model is generally able to capture certain behavior in the data and therefore provides better forecasting results than a simple Autoregressive model, especially for the rolling estimation window. This finding is widely independent of considered groups of time series.
Nevertheless, such a nonlinear Threshold model is unsuitable for the usage with higher lag orders and should be applied along with relative low lag orders. Furthermore, applying an AIC or BIC procedure for the lag order selection of all considered models does not lead to significant deviating forecast results since both criterion usually choose similar model sizes. Note: Labels and description of all time series. All time series are seasonally adjusted and transformed into stationary time series (via logarithm and differentiation up to two times). ps denotes a price index and vc indicates a volume index. The base period is indicated by the year equal to 100. Table A .1. Entries 'x' denote a respective series that is contained in the data set. Numbers in parenthesis indicate the number of outliers io.
A Data appendix
Time series labeled by * are twice differentiated. All other time series are differentiated once.
