The Eigen-Template (ET) based closed-set feature extraction approach is extended to an open-set HRR-ATR framework to develop an Open Set Probabilistic Support Vector Machine (OSP-SVM) classifier. The proposed ET-OSP-SVM is shown to perform open set ATR on HRR data with 80% PCC for a 4-class MSTAR dataset.
INTRODUCTION
Performing ATR on HRR data has been a topic of research for more than a decade with various feature extraction methods being proposed. [1] [2] [3] [4] [5] [6] [7] [8] [9] Barring some recent exceptions, 1, 10 existing HRR-ATR techniques are closed set, or forced-decision approaches where unknown targets are incorrectly identified as one of the trained targets because there is no mechanism to discard an unknown target. Recently, a new ATR scheme, referred to as open set has been suggested that allows for the rejection of an unknown target that is not part of the training database.
10, 11
The ability to classify a target as unknown has significant military and civilian applications. Research has been done with applying open set theory to HRR; 10 however, the application of open set theory with an SVM classifier, which has shown good results with other data types, [11] [12] [13] [14] [15] has not been performed.
This paper proposes a new HRR-ATR algorithm that uses Eigen-templates as HRR features and SVM for closed-set and open-set classification. Previous work on HRR ATR utilizing support vector machines (SVMs)
as a means of classifying targets. 3, 4, [16] [17] [18] However the implementation of the Eigen Template (ET) method has not been studied with an SVM, and neither has utilizing an SVM as an open set classifier on HRR data.
Results based on the MSTAR data set show improvement in the identification of unknown targets consistent with similar work performed on SAR data. 11 In addition, the closed-set ATR performance for the feature extraction method utilized showed improvement when utilizing the SVM over the method's original matchedfilter based classification.
BACKGROUND 2.1 Eigen Template (ET) Features
Eigen Templates (ET) are promising features for HRR data.
1 Let X denote a K × H matrix formed with detected, power-transformed and normalized range profiles, 1, 5, [7] [8] [9] K and H are the number of range bins and number of range profiles, respectively. The SVD of X is given by,
(1)
It has been shown in, 1, 5, [7] [8] [9] that the largest singular value β 1 account for significant target information. Therefore, the dominant left eigenvector u 1 is used as the ET feature for sector of HRR profiles. The ET feature reduces a single collection of HRR profiles from K × H to K × 1.
Support Vector Machines
Machine learning algorithms generally assume that the data being classified has some amount of separation between classes in the feature space. Due to the nature of HRR data, the number of features or dimensions for a single collection of data is quite large. As a result of the dimensionality of this data, it is important that the performance of a classification algorithm does not degrade with increase in dimensionality. The support vector machine (SVM) 19 has been shown to be a very successful classification algorithm on a wide range of data sets.
11-13 SVM is also "immune to dimensionality", 20 which is an inherent characteristics HRR data, making SVM a proper choice for HRR ATR.
The classical or linear SVM is constructed by performing an optimization of an m dimensional hyperplane that separates two classes of data in the feature space, with the two classes being labeled as y,
Once the data has been separated, the next step is to find a hyperplane H 0 that equally divides the two classes in the feature space, where the hyperplane is described by,
w is a normal vector to the hyperplane and b is the offset of the hyperplane from the origin. Utilizing the method of Lagrange Multiplier and removing the constraint that the SVM perfectly separate the data, by allowing for some error C it is possible to find the optimal Hyperplane utilizing equation (5) .
where, the y i corresponds to the true class that the features x i belong to. For the HRR case, x i s are the ET features. The solution of the Hyperplane can be found using the maximized Lagrange Multiplier and equations (6) and (7) .
Once the SVM has been trained, any new test datax l can be evaluated to determine to which class it belongs using,
where, sign returns " + 1" or " − 1" depending on whether result is positive or negative, respectively, and L is the number of test-vectors used for making classification decisions. Equation (8) is often referred to as the decision function (8) and its computationally efficiency renders the SVM an efficient classification algorithm.
The traditional SVM assumes that the data being classified is linearly separable, 19 which may not be valid when a line or plane is not the ideal separator of classes. In case of overlap in feature space, a nonlinear SVM is used where the data is fit to a nonlinear function to find the ideal margin. However, since a solution for a nonlinear equation is generally more difficult, the data is mapped into a higher dimension described by a nonlinear equation. The mapping of this data then allows for a plane to be found in the higher dimension that properly separates the classes.
Transforming the data from K dimensions to larger m(> K) dimensions requires a mapping function generally represented as φ(x), where x has K dimensions and φ(x) produces a vector with m dimensions. To make an SVM nonlinear, all x in equation (5) are replaced with φ(x). This does, however, present a computational issue due to the increase from K dimensions to m dimensions. To solve this problem, a computationally efficient method of mapping the data is implemented that is often called the kernel trick . 21 Utilizing the kernel trick turns equation (5) into (9) improving the computational efficiency of solving for a hyperplane in the non linear case.
There are many known kernel functions that satisfy Mercer's theorem, and can be employed with the SVM. Some of the more common kernel functions are the Polynomial and Gaussian RBF kernels,
Gaussian Kernel:
Employing the proper kernel function require some experimentation to determine the parameters. In this work the Gaussian RBF kernel was used.
Multiple Class Support Vector Machine
As originally proposed, the SVM can only make a classification decision between two classes. In the real world, there are generally more than two classes of targets to be classified with ATR. In this case, a couple strategies can be implemented.
The first strategy is to generate l SVM's, where l is the number of comparisons required to compare each class with every other class. Utilizing this metric, a n class problem will generate n * (n − 1)/2 SVMs For example, a four class problem would require 6 SVMs to fully test all 4 classes. This kind of multi class SVM is known as one vs one (OvO) strategy. As an example, consider a three class problem, where the classes are A, B, and C. The OvO strategy would train 3 SVM's, where the three SVMs would compare the classes as follows: A vs B, A vs C, and B vs C.
Due to the fact that multiple predictions are provided per test feature, a decision metric is required for the OvO classification strategy. Since OvO compares each class to every other class, it is assumed that the true class will be chosen the majority of the time. Knowing that the most frequently occurring class should be the true class, the decision function is to take the mode of the predicted classes. While this decision metric works most of the time, a problem arises when the mode contains two or more values. In this case, the mode is multi-model and the class with the greatest distance from the corresponding SVM margin is chosen.
The second most common strategy is to think of the problem as a determination of whether or not a test feature belongs to a class. This method, while similar to OvO, only utilizes n SVM's in a n class problem, which reduces the complexity. This strategy is commonly called the One vs Rest (OvR) or One vs All (OvA). The OvA strategy converts N classes into 2 classes, where the first class is being tested for and the remaining classes form the second class. Given the example classes for OvO above, the SVM trained with the OvA strategy would produce classes as follows: A vs {B&C}, B vs {A&C}, and C vs {A&B}. The decision metric for the OvA strategy relies on the calculated distance from the hyperplane to the test feature. The SVM that returns the greatest distance is selected as the true class for that test feature. For the classification experiments in this paper, OvA strategy was used.
Open Set Recognition
When set theory is applied to ATR or any pattern recognition problem, there are two primary methods for defining the type of problem. If the classes in pattern recognition are equivalent to members in a set, then we can define the set in one of two ways. The classical way of defining an ATR problem is when all of the members of that set are known, meaning that all possible targets have been identified and are used in the training of the classification algorithm. This description of the ATR problem is referred to as a closed-set or forced decision the set is said to be infinite or an open set since the set is not fully defined. Open set theory in ATR adds another level of complexity to the decision making process with interesting implications. Instead of selecting the most probable candidate, the decision must now determine if the most probable candidate belongs to one of the known classes or it is an unknown or new class that is not part of the training database. Recently, Open Set Recognition (OSR) has been of great interest, with original research being done by Scheirer 22 and followed up by Scherreik.
11-15
The definition for the openness of a classification problem 22 is given by,
the classification problem is closed set when O is zero.
11 Equation (12) shows that as the number of unknown classes increases so does the openness, where the number of unknown classes is given by (13) .
Probabilistic SVM
The SVM classification method described in subsection 2.2 is only applicable to the closed-set classification method. However, Platt 23 has developed a method to obtain the posterior probability that a score, or the distance from a target to the margin M , belongs to the chosen class. Platt built upon earlier work 19 which showed that the posterior probability of an SVM can be obtained by fitting the scores of an SVM to a sum of cosines. The calculated coefficients of the sum of cosines could then be used to estimate the posterior for a calculated score, or the distance from the hyperplane. Platt enhanced this method to improve the computational efficiency by showing that while the distribution of the scores of the SVM do not follow the Gaussian density function, the cumulative distribution function (CDF) of these scores can be fit to a sigmoid function defined as,
where, the A and B parameters are found by calculating the Maximum Likelihood Estimation (MLE) of the scores (or distance) d(x i ) obtained by classifying using a validation data set, 23 where the target classes of the data are known. The validation set is entirely distinct from the test dataset, although it may have some overlap with the training data. With the posterior probability model defined for a trained SVM, an extension of the SVM for open set classification algorithm is now possible. Obtaining the probability that a valuex i belongs to a class requires that the ideal values for A and B be found by performing the MLE on equation (14) . 23 Once the distribution has been estimated, the probability ofx i belonging to the identified class is obtained by calculating the distance from the pointx i to the margin hyperplane H 0 defined in subsection 2.2. This score or distance can be found by,
where, w is the normal vector to the hyperplane, b is the offset of the hyperplane from the origin, andx i is the data to be tested. With the probability of the test point known it is now possible to estimate when test-data should be classified as unknown using the calculated threshold. While a method the POS-SVM for finding the threshold has been proposed by Scherreik, 11 this method was found to be unsuccessful on HRR data upon implementation. For HRR-ATR a fixed threshold determined utilizing a validation set has been found to work well. Upon training the SVM, the validation set is run utilizing equation (8) and then based upon the desired classification performance (a user-defined Probability of Miss), a distance threshold can be selected for each target class (see subsection 3.4).
METHODOLOGY

Data Preparation
The data set being utilized to evaluate the effectiveness of an open set classification algorithm on HRR radar data was collected by the Moving and Stationary Target Acquisition and Recognition (MSTAR) program. 24 The 
Figure 1. MSTAR HRR Chip
MSTAR data is a collection at two elevation angles. The first data set was collected at 15
• elevation and it is used for testing classifiers. The second collection at 17
• is used for training of the classifier, validation data and threshold determination. Both sets contain data collected over 360 degrees of aspect angles for 10 targets although it is important to note that the collection angle interval is not linear as there are some gaps in the original MSTAR collection.
The MSTAR data was collected by taking x-band 1 × 1 foot resolution complex SAR images of the individual targets and converting the data into range vs. angle data by taking the Inverse Fast Fourier Transform (IFFT) along the cross range of the SAR data. Utilizing this method results in HRR profiles with a target to clutter ratio similar to that of a moving target. 24 Finally, the complex HRR data is normalized to account for uneven gains in collections. The resulting HRR chip consists of approximately 3 degrees of angle information as seen in Figure 1 . In this figure, it is shown that the MSTAR data set contains multiple chips, with each chip consisting of a collection of HRR profiles. The amount of range profile content in each chip varies based upon the sizes of the targets and length of masking filter applied to preserve target information of the SAR image. After masking the centered data is sufficiently zero-padded at both ends such that all HRR profiles are of same lengths.
The HRR profiles for typical complex targets vary with aspect or look angles. Therefore, SVM training for HRR data is also aspect dependent, with each SVM being trained with HRR profiles within a window or sector of aspect angles. The sliding windows are centered around a collection angle and have a predetermined width as seen in Figure 2 . Note also that there is a different SVM for each window for each training target. The number of windows is determined by the number of available chip angles and the various chips can be used for more than one window.
The aspect and target dependent SVMs are trained using eigentemplate features as described in subsection 2.1. In order to train the SVMs with sufficient amount of training data, each chip of HRR data is subdivided into subchips to form large volume of training and validation sets, as seen in Figure 3 . Each subchip contains a set number of range-angle collections, and eigentemplates for each sub-chip is used to train the SVMs over a window of aspect angles across the center angle, as shown in Figure 2 . Note also that there are no overlaps between the range-profiles in the adjacent sub-chips. 
Centroid Alignment
The MSTAR HRR profiles are generated from a mask filtered SAR image. This may cause misalignment in the range information across targets as well as between aspect/elevation angles, which poses difficulty for any classifier. To overcome the misalignment issue, Shaw 1 utilized a centroid alignment scheme to facilitate comparison of targets in range. The centroid of the HRR profiles is calculated using equation,
where r i is the i th range location and s i is the i th scattering response magnitude at the range location. The centroid of the two HRR profiles being compared are aligned such that the reference and test data are zero padded to be the same size in the range dimension. Note that due to the nature of the SVM classifier, the centroid aligned profiles need to be of the same length in range. This means that any part of either the reference or test profile that does not overlap is removed from the profile evenly around the center at both ends.
In order to apply centroid alignment to the various data sets used in the SVM, an SVM reference profile was created. The SVM reference profile was selected from the first HRR profile in the windowed training data set for the specified target. The centroid location for each training window is saved for later use to align with test profiles in making classification decisions. HRR profiles in the training, validation, and test sets associated with the windowed training data are centroid aligned to the centroid reference profile via left or right shifts, as needed. To align two profiles the calculated centroid of each profile is compared to determine the difference. Based upon this difference the non-reference profile is shifted until both centroids are aligned. Finally the two profiles are resized to same lengths as described above such that the same number of range bins are always being compared.
Kernel Selection
In the following experiments the data was optimized using a validation set to find the optimal kernel parameters for the Radial Bias Function (RBF), or Gaussian Kernel. An iterative approach with cross validation optimization was used to determine the Kernel parameters. This means that cross validation is performed using a set of training or validation data with known classes to determine the kernel parameters that provide the greatest classification rate such that the SVM is optimized for the given validation and training data at 17
• elevation angle.
Threshold Selection
One of the key steps for open set recognition is to determine the optimal decision threshold for declaring a target as unknown, i.e., rejection of a detected target as not being part of trained targets. Ideally, an open set classifier would be able to algorithmically determine when to label a target as unknown without any input from a user. This is generally accomplished by setting up decision threshold on the underlying classification criteria for detecting targets. Shaw et. al. in 1 had thresholded the matched filter correlation values to declare unknown targets. Scherreik in 11 created an iterative method for finding the ideal threshold based on the effect a selection of the threshold has on the open set risk, which was derived by Scheirer.
22 This threshold selection algorithm in combination with the work by Platt 23 led to the formulation of the POS-SVM. This threshold selection approach was found to be inadequate for HRR data. Instead, the threshold was estimated utilizing a user-defined miss rate and a fit to the cross validated SVM scores. To estimate the thresholds for each target, a histogram of all the distance scores over all aspect angles is formed by cross validating the optimized SVMs at each aspect angle. The histogram count is then normalized to estimate the probability density function (PDF). The cumulative sum of the PDF from the smallest distance score is taken and the bin at which the cumulative sum of the PDF is closest to the user-defined miss-rate is chosen as the rejection threshold for that particular target. The rationale for this approach is that there is less confidence when the distance scores are low. Difference in threshold selection is a key distinction between the POS-SVM and the proposed OSP-SVM approaches. For open set recognition study in this manuscript, 10% miss-rate was used. 3. Training-3: Use the distance scores d(x) to fit the Sigmoid, i.e., find A and B using MLE. There will be one set of A and B per target at each aspect angle.
Algorithm Steps -Closed Set
Training-4:
With validation data, find the d(x) and corresponding probabilities using the Sigmoid for each target using the A and B found in Step-3. Make one histogram with all the validation data for each target against its own Sigmoid. There will be one Histogram for all 360 degrees per target.
Threshold Selection:
Find the bin with 10% probabilities for each target with the histograms. There should be 4 such thresholds if 4 targets were trained and validated.
6. Testing: With observation data for a test target, run all the SVMs at the closest ±5
• angles. Pick the target with largest d(x) by running OvA.
Target selection or Rejection:
For the potential target selected in step-6, use d(x), A and B to find the probability using the Sigmoid function for the selected target. If the probability is higher than the 10% bin probability of that target, select that target as known target recognized or declare the selected target as unknown target.
CLASSIFICATION PERFORMANCE METRICS
As discussed earlier,a closed-set classification problem is when there are the same number of training classes as there are target classes, making the Openness factor O in equation (12) equal to 0. For a Confusion Matrix (CM) constructed from a training and testing set, a determination can be made as to how well a classifier can perform. 25 Four useful performance metrics denoted by T P k , T N k , F P k and F N k for the k-th correct class are, T rueP ositive :
T rueN egative :
F alseP ositive :
where, E i,j 's are (i, j)-th entry of the CM. With the four metrics, several statistics about the classification algorithm can be computed. Some of those statistics are: Accuracy, Precision, Recall, and F 1 Score, as defined next.
Accuracy
The Accuracy statistics determines how well the classification algorithm correctly identified the test set,
where A is the average accuracy of the CM and W is the number of targets. It indicates how well the test set was classified compared to the ideal case of correctly identifying every feature vector in the test set.
Precision
Precision is utilized to calculate how many correct T P classifications were made when compared with the total number of positive classifications, or T P and F P . Precision is given by,
Recall
Recall is a complement to precision. It calculates the number of classifications that were successful compared to those miss classified and is given by,
Finally, the F 1 score can be calculated using the values obtained with Precision and Recall. It is used to determine how accurate the classifier is by comparing the Precision and Recall. The F 1 score will be considered the best when Precision and Recall are similar, giving a F 1 score that is higher. The F 1 score is calculated using, 
Open Set Metrics
A CM for Open set is similar to that of closed set, with the T P k , T N k , F P k and F N k parameters being calculated similarly utilizing equations (17) - (20) . Furthermore, the statistics utilized in closed-set to evaluate how well the classification algorithm performed are also utilized to evaluate the performance for the known targets. One key difference in case of Open Set is that in addition to evaluating how well individual targets are recognized by the classification algorithm, it is also necessary to distinguish unknown targets from known (or trained) targets. Accordingly, while evaluating the open set performance, the open set CM is reduced to a 2 × 2 matrix. Here the classes of the matrix are the known targets and unknown targets. By grouping all of the known and unknown targets, respectively, the performance of the classifier can be evaluated based on how well these two classes are distinguished. 
Youden Index
Youden index specifies how well the classifier performed in determining if the target was a member of the known training set. Youden index can range from −1 to 1, where 1 indicates a perfect classifier and −1 indicates when a classifier cannot classify an unknown target and 0 indicates the classifier cannot distinguish between the unknown and known. It is calculated using,
5. RESULTS
Closed Set Results
For proper execution of a SVM-based classification with HRR data, several parameters need to be determined for implementation of the proposed algorithm, namely, the number of profiles to use for testing, chip divisions, the truncated number of features after centroid alignment, the size of the training window, and number of profiles within each training window.
The number of feature vectors utilized for training is important as insufficient amount of training data will cause the SVM hyperplane to be a poor estimate as a class separator. However, if too many and overlapping data are used for training, it may be harder to separate the classes. Therefore it is important that only unique data is utilized to train the SVM. The ET feature extraction method reduces a collection of HRR profiles in a chip into a single feature vector. To facilitate the need for sufficient and unique data to train SVMs, each HRR radar chip is divided into sub-chips, which effectively increases the number of ET feature vectors created from the data set (see Figure 3) for training the SVMs. It may be noted that the original MSTAR collection had some gaps in aspect angles where no data was available for different targets. Therefore, if fewer divisions are created when selecting the number of chip divisions, the number of angles that have enough training data may go down possibly leading to suboptimal SVM training. In order to ascertain enough number of ET features are used for training to perform the Closet-set experiments, each HRR chip was divided into 5 subchips, i.e., the ETs for each subchip containing approximately 20 HRR profiles were formed to train the SVMs at each subchip. Additionally, SVM at each angle was trained when at least 18 ET features were available for training for suitable classification performance.
As discussed in subsection 3.2, there may be misalignment in range returns in the HRR data collected at different elevations. The MSTAR targets are of different sizes and the same target may have unequal lengths from different look or aspect angles. Therefore, the number of features collected from the targets vary causing alignment mismatches. As discussed in subsection 3.1, the original target chips are zero-padded at both ends with actual target range return information located at approximate center of each range profile. Consequently, after centroid alignment, the zero-paddings of the target chips are truncated from both ends so that each resulting HRR profile is of exact same number features when input to SVM for training, validation and testing. For the Closed-set experiments 63 range profile features was fixed at 63.
The shape of each HRR profile at each look angle is influenced by the combination of the signals reflected from the surface of the target. This means that the HRR profiles can be thought of as independent of each other in angle. During classification, in order to reduce the chance of false positives, it is important that the HRR test profiles be compared with a collection of HRR profiles or window, taken around the same chip angle. It has been shown in 1 showed that the ETMF performed well when a test point was compared with training points over a range of angles to prevent an error in the collection angle from influencing the classifier. Accordingly, for the Closed set experiments in this work, ±5
• of trained SVMs, i.e., a total of ±11 • were used in making each classification decision.
The final parameter to consider when preparing the data is the number of test profiles to be used for classification. In equation- (8), it is seen that the classification of a target requires comparison of a test vector with the trained SVMs. It is desirable that the number of test profiles used to make a classification decision be small in order to reduce the amount of observation needed to classify a target as well as to reduce the computational time without sacrificing accuracy. For the Closed-set results reported below an ensemble of 7 centroid-aligned and normalized adjacent profiles were averaged to make each classification decision. The test profiles were taken from the center of a test window, although any other location may also be used.
The parameter choices described above are summarized in Table 5 .1 for the closed-set ET SVM experiments. With the SVM trained and tested in the manner described above and using the closed set ET-SVM parameter choices given in Table 5 .1, the closed-set performance was analyzed for 4 MSTAR data set comprising of a BMP2 C21, T72 132, 2S1 B01 and a BRDM2 E71. The resulting Confusion Matrix with Eigentemplates as HRR feature and SVM as classifier is given in table 5.1. Using the probabilities in the CM, the overall performance of the SVM with the ET features for the 4-class MSTAR data set were evaluated in terms of overall accuracy and F1 Score and the results are tabulated in Table 3 . Based on the results above, it is evident that the ET-SVM approach does a reasonably good job in classifying targets in a closed-set scenario. Utilization of ET as HRR feature is well developed. 1, 5, 7 However, the application of the ET features to train and classify with an SVM has not been performed prior to this work. For the same four MSTAR targets, Shaw in 1 utilized the ET features in combination with a matched filter (MF) as a Closed-Set classifier. For the same 4 MSTAR targets as tested above the HRR-ATR results with Eigen Template Matched Filter (ETMF) developed in 1 was found to have a P CC or Accuracy of 81.5%, where, the CM for the ETMF is reproduced in Table 4 . In comparison, the ET-SVM developed in this paper has a P CC of 93.8%. Based on these results, it can be surmised that the ET features in combination with SVM is a good closed set classifier for HRR data. 
Open Set Results
When determining how well an OSR algorithm performs, it is important to identify the effectiveness of the algorithm's ability to distinguish known targets from unknown targets, as described in section (2.4). A classification threshold must be chosen to reject a target that is not in the training set. As described in subsection (3.4), the SVM score can be used to compute the probability that a target belongs to the selected class. For the purpose of threshold determination, the OSP-SVM implementation in this paper utilizes the validation data as well as the training data to determine the Sigmoid parameters, A and B. In addition, the sigmoid fit for each target was tested with the validation and training data to estimate the posterior probability, as well as to determine the histograms and the corresponding miss-rate thresholds for each target. While the selection of the proper threshold values is done by an algorithm, the probability of false alarm is set by the user to determine what amount of error is acceptable. OSR training and threshold determination generally requires additional data, and a different choice of parameters were found by experimentation to produce improved OSR performance, as seen in Table 5 . With the OSP-SVM trained and tested in the manner described above and using the open set ET-SVM parameter choices given in Table 5 , the open-set performance was analyzed by training with 3 MSTAR targets, BMP2 C21, T72 132 and 2S1 B01. Classification tests were performed with the same three trained targets and BRDM2 E71 as an unknown target. The resulting Confusion Matrix with Eigentemplates as HRR feature and OS-SVM as classifier is given in table 6. An analysis of the OSP-SVM is performed by calculating the accuracy of the classifier as well as the F1 Score of the classifier. Additionally, the accuracy and Youden Index for the reduced open set CM are calculated to determine how well the classifier distinguished known from unknown targets. In Figure 8 , we see the results for the ET feature extraction method. Table 8 . Open Set Statistics
CONCLUSION AND FUTURE WORK
This work shows that by taking advantage of eigentemplates as HRR features and the capabilities of the SVM as a classifier, it is possible to perform ATR on HRR targets to achieve high P CC. The results given in section (5) show that the SVM with Eigen Template performs well as a closed set classifier of HRR data when trained with the RBF kernel, attaining an accuracy of 93.8%. In addition, the Eigen-Template features were also used to train SVM for Open Set classification. It is shown that by utilizing the OSP-SVM with Eigen Template, it is possible to successfully perform open set recognition on HRR data. The OSP-SVM -Eigen Template was able to achieve a P CC of 83.8% for known targets and a P CC of 82.5% for unknown targets for 3 trained targets and 4 targets used for testing. The preliminary results presented in this paper indicate that the OSP-SVM with Eigen Template is a good choice as a OSR classifier for HRR data.
As for future work, other HRR Feature extraction techniques beyond Eigen Template, such as Invariant Moments will be considered. We also plan to investigate ET OSP-SVM performance against more confusers, and study how the training and validation set sizes affect classifier performance.
