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Avaliar as redes neurais recorrentes enquanto técnica preditiva para séries temporais
em saúde.
Métodos
O estudo foi realizado durante uma epidemia de cólera ocorrida no Estado do Ceará,
em 1993 e 1994, a partir da sobremortalidade tendo como causa básica as infecções
intestinais mal definidas (CID-9). O número mensal de óbitos por essa causa, referente
ao período de 1979 a 1995 no Estado do Ceará, foram obtidos do Sistema de Informação
de Mortalidade (SIM) do Ministério da Saúde. Estruturou-se uma rede com dois
neurônios na camada de entrada, 12 na camada oculta, um neurônio na camada de
saída e um na camada de memória. Todas as funções de ativação eram a função
logística. O treinamento foi realizado pelo método de backpropagation, com taxa de
aprendizado de 0,01 e momentum de 0,9, com dados de janeiro de 1979 a junho de
1991. O critério para fim do treinamento foi atingir 22.000 epochs. Compararam-se
os resultados com os de um modelo de regressão binomial negativa.
Resultados
A predição da rede neural a médio prazo foi adequada, em dezembro de 1993 e
novembro e dezembro de 1994. O número de óbitos registrados foi superior ao limite
do intervalo de confiança. Já o modelo regressivo detectou sobremortalidade a partir
de março de 1992.
Conclusões
A rede neural se mostrou capaz de predição, principalmente no início do período,
como também ao detectar uma alteração concomitante e posterior à ocorrência da
epidemia de cólera. No entanto, foi menos precisa do que o modelo de regressão




To evaluate recurrent neural networks as a predictive technique for time-series in the
health field.
Methods
The study was carried out during a cholera epidemic which took place in 1993 and
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INTRODUÇÃO
A predição de eventos em vigilância epidemioló-
gica tem como objetivo a projeção de necessidades
futuras para a saúde pública, ou a detecção de uma
alteração de comportamento de uma série temporal,
indicando a ocorrência de excesso de casos ou óbi-
tos. As técnicas utilizadas incluem o ajuste a funções,
os modelos ARIMA e a regressão de Poisson.1,4,19,16
Um dos objetivos da vigilância epidemiológica é a
detecção de epidemias, seja pela análise de dados de
notificação de doenças, seja pela análise do uso dos
serviços de saúde ou da mortalidade. Do ponto de
vista estatístico, detectar uma epidemia é detectar a
presença de valores aberrantes em uma série históri-
ca. A detecção de aberrações com base na notificação
dos últimos cinco anos18 é utilizada em alguns países
na prática rotineira da vigilância epidemiológica,
como é o caso dos EUA. Já quando se trata de detec-
ção de sobremortalidade, geralmente são utilizados
períodos maiores de tempo.
A sobremortalidade foi introduzida na vigilância
epidemiológica na avaliação do impacto das epidemias
de influenza,5 devido à dificuldade de classificar os
óbitos como atribuídos à doença, já que a maioria era
decorrente de complicações como a pneumonia. Esse
conceito de excesso de mortes também foi utilizado
para avaliar o impacto de episódios de calor, poluição
atmosférica e epidemias aparentemente benignas.
A vigilância epidemiológica no Brasil tem maior
variabilidade operacional do que nos países desen-
volvidos, resultando em baixa precisão (maior va-
1994 in the state of Ceará, northeastern Brazil, and was based on excess deaths
having ‘poorly defined intestinal infections’ as the underlying cause (ICD-9). The
monthly number of deaths with due to this cause between 1979 and 1995 in the state
of Ceará was obtained from the Ministry of Health’s Mortality Information System
(SIM). A network comprising two neurons in the input layer, twelve in the hidden layer,
one in the output layer, and one in the memory layer was trained by backpropagation
using the fist 150 observations, with 0.01 learning rate and 0.9 momentum. Training
was ended after 22,000 epochs. We compare the results with those of a negative
binomial regression.
Results
ANN forecasting was adequate. Excessive mortality (number of deaths above the
upper limit of the confidence interval) was detected in December 1993 and October/
November 1994. However, negative binomial regression detected excess mortality
from March 1992 onwards.
Conclusions
The artificial neural network showed good predictive ability, especially in the initial
period, and was able to detect alterations concomitant and a subsequent to the cholera
epidemic. However, it was less precise that the binomial regression model, which was
more sensitive to abnormal data concomitant with cholera circulation.
riância) dos dados e menor sensibilidade do sistema
de notificação de detecção de novas doenças e da
ocorrência de epidemias. Assim, a utilização de téc-
nicas de sobremortalidade poderia ser útil para o au-
mento de sensibilidade do sistema de vigilância, uma
vez que a cobertura do sistema de mortalidade é mais
estável do que o de notificação, e a série histórica
disponível, mais longa.
No entanto, os métodos estatísticos tradicionalmen-
te utilizados exigem conhecimento estatístico apro-
fundado para seleção e avaliação dos modelos, difi-
cultando sua aplicação descentralizada.3,17 As redes
neurais artificiais (RNA) têm sobre essas técnicas a
vantagem de poder serem aplicadas a várias séries
históricas em seqüência, sem prévio diagnóstico de
seu comportamento, obtendo bons resultados.12,21
A maioria das séries de interesse em saúde pública
tem sua maior variabilidade atribuível à tendência e
à sazonalidade, e um comportamento não linear, além
de apresentar ciclos não regulares. A vantagem da
utilização das redes neurais como um aproximador
de funções não lineares é que essa técnica vem tendo
sucesso na análise de séries em que o conhecimento
matemático do processo estocástico que a gera é des-
conhecido e difícil de ser racionalizado.2,10
As redes neurais se desenvolveram inicialmente
como uma estratégia de simular os processos mentais
humanos, como reconhecimento de imagens e sons,
e depois como instrumento tecnológico eficiente para
inúmeras tarefas.
Uma rede neural é composta de neurônios ou nós e
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suas conexões, que podem ser classificadas como en-
tradas e saídas em relação a cada neurônio indivi-
dual. O nó ou neurônio corresponde à etapa que exe-
cuta o processamento matemático. Esse processamen-
to consiste em dois passos: o primeiro é a soma pon-




) e o segundo, a aplicação
de uma função de ativação a essa soma, gerando a
saída do neurônio, que pode se constituir em entrada
para outros neurônios. Essa função é, em geral, a fun-
ção logística ou a tangente hiperbólica. Essas fun-
ções têm forma sigmoidal, apresentando variações
muito pequenas para valores de x extremos, o que
simula a saturação de um neurônio biológico quan-
do os estímulos de entrada são muito grandes.
As RNA podem ser descritas como uma estratégia
de modelagem matemática de problemas, concebi-
dos como sistemas com entradas e saídas. Ao contrá-
rio de outras estratégias de modelagem, não é neces-
sário conhecer a relação matemática entre as entradas
e saídas. Assim, ao contrário da regressão múltipla,
por exemplo, não é preciso propor uma função para o
modelo,11 uma vez que algumas redes neurais são
aproximadoras universais de funções. A rede solucio-
naria qualquer problema que ela possa representar.
O objetivo do presente estudo é avaliar a adequa-
ção das redes neurais recorrentes enquanto técnica
preditiva para séries temporais em saúde.
MÉTODOS
O estudo foi realizado durante uma epidemia de
cólera ocorrida no Estado do Ceará, em 1993 e 1994,
a partir da sobremortalidade tendo como causa bási-
ca as infecções intestinais mal definidas (CID-9).
A sobremortalidade foi atribuída a casos letais de
cólera não diagnosticados.8 O Ceará foi escolhido
por ter apresentado durante dois anos consecutivos
as maiores taxas anuais de incidência de cólera já
registradas no País, 346,19 e 302,74 por 100.000 ha-
bitantes em 1993 e 1994, respectivamente.
O número mensal de óbitos ocorridos com causa
básica “infecções intestinais mal definidas” (CID-9)
de 1979 a 1995, no Sistema de Informação de Morta-
lidade (SIM) do Ministério da Saúde.
Como técnica estatística para comparação, foi uti-
lizada a regressão binomial negativa, bastante co-
mum em dados tipo conta, quando a regressão de
Poisson não se mostrou adequada.15
Estruturou-se uma rede recorrente com dois neu-
rônios na camada de entrada, correspondentes ao ano
e mês, doze neurônios na camada oculta, um na ca-
mada de saída e outro na camada de memória. A co-
nexão recorrente liga a camada de saída à camada de
memória, que por sua vez é ligada à camada oculta.
Todas as funções de ativação eram a função logística.
O treinamento foi realizado pelo método de back
propagation, com taxa de aprendizado de 0,01 e
momentum de 0,9. O critério para fim do treinamento
foi atingir 22.000 epochs. Utilizou-se o programa
NeuroShell®.23
Para o treinamento da rede e ajustamento dos mo-
delos foram utilizados os dados de janeiro de 1979 a
junho de 1991, correspondendo a 150 observações.
A escolha visou a garantir a ausência de circulação
do Vibrio colarae no período utilizado para o ajuste,
já que o primeiro caso notificado no Estado do Ceará
foi em fevereiro de 1992. Pode ter havido casos nos
meses imediatamente anteriores, e não detectados.
Foram preditos dados a partir da rede para agosto
de 1991 a dezembro de 1995, correspondendo a 54
meses. Optou-se por não prolongar a extrapolação
para garantir a homogeneidade da série, devido à
mudança para a CID-10 em janeiro de 1996. O inter-
valo de confiança do modelo implícito da RNA foi
estimado a partir da distribuição dos resíduos do pe-
ríodo utilizado no treinamento, assumindo que apre-
sentam distribuição normal de média zero. Utilizou a
técnica de bootstrap com 2.000 amostras para avaliar
a adequação dos parâmetros diretamente estimados
dos 150 resíduos.
Os dados foram também ajustados a um modelo
de regressão binomial negativa, sendo os óbitos fun-
ção da ordem de ocorrência, representando o mês-
ano, e do mês de ocorrência, transformado em uma
variável dummy, representando o componente sazo-
nal, após a verificação de excesso de dispersão (over-
dispersion) em uma regressão de Poisson. Utilizou-
se o programa Stata.19
RESULTADOS
Na Tabela 1 encontra-se o resultado da regressão
binomial negativa. O mês de junho foi retirado do
modelo por colinearidade, ou seja, junho, segundo o
modelo ajustado, é o mês base para a definição dos
demais parâmetros, que expressam o componente sa-
zonal. Os meses de julho a novembro não apresenta-
ram significância estatística, mas foram mantidos para
garantir a validade do modelo.
Os parâmetros relativos aos resíduos da rede neural
são apresentados na Tabela 2, onde se observa que os
intervalos de confiança da média incluem o zero.
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A Figura 1 apresenta as estimativas dos dois mode-
los no período utilizado para o ajuste. Observa-se
uma boa concordância entre os dois, com coeficiente
de correlação de Pearson de 0,95. A diferença entre as
duas estimativa teve como média 0,544740, com in-
tervalo de confiança a 95% de -2,94971 a 4,039190.
A Figura 2 mostra as estimativas dos dois modelos
extrapoladas para julho de 1991 a dezembro de 1995.
Nesse caso existe menor concordância entre as esti-
mativas, com coeficiente de correlação de Pearson de
0,92, sendo a diferença com média de -6,56195 e in-
tervalo de confiança a 95%, de -13.9088 a 0,784901.
A estimativa da RNA é maior do que a da regressão e
mais próxima do observado de dezembro a maio, es-
tação de maior ocorrência de óbitos, sendo a estima-
tiva da regressão maior e mais próxima do
observado nos demais meses.
A Figura 3 apresenta o limite superior do
intervalo de confiança das duas estimativas,
os dados observados e a ocorrência de cóle-
ra, de julho de 1991 a dezembro de 1995. O
modelo regressivo detectou sobremortalida-
de em março-abril de 1992, logo após a de-
tecção dos primeiros casos de cólera no Es-
tado, em fevereiro, e também em outubro-
novembro de 1992. A partir de fevereiro de
1993, todos os pontos estão acima do limite
superior do modelo regressivo, com exceção
de agosto e setembro de 1994. Consideran-
do a sobremortalidade como a diferença en-
tre o número de óbitos observados e o limite
superior do intervalo de confiança, a sobremortali-
dade definida pela regressão foi de 68 em 1992, 266
em 93, 285 em 94 e 205 óbitos em 95.
A rede neural detectou sobremortalidade de cinco
óbitos apenas em dezembro de 1993, mês anterior ao
maior pico da epidemia de cólera, e em novembro e
dezembro de 1994, a estação climática seguinte, com
17 óbitos.
DISCUSSÃO
Os resultados obtidos apontam para a ocorrência de
excesso de mortalidade no Estado do Ceará e para a
possibilidade de sua detecção por meio dos dados
Tabela 2 - Parâmetros dos resíduos dos 150 pontos utilizados no treinamento da rede neural.
Parâmetro Valor IC do parâmetro Parâmetro nas IC estimado
observado tradicional amostras do bootstrap pelo bootstrap
Média 0,57234 -4,3530:5,4976 0,3766 -4,198:5,343
Mediana -0,67900 -5,048:3,310    — -4,964:3,606
Desvio-padrão 30,527 25,23:35,83
Tabela 1 - Resultado da regressão binomial negativa: parâmetros e significância estatística
Série Coef. Erro-padrão z p>z Intervalo de confiança 95%
L inferior L superior
Ordem -0,00893 0,000523 -17,06 0,000 -0,00995 -0,0079
Jan 0,550417 0,10777 5,11 0,000 0,339193 0,761642
Fev 0,788315 0,107209 7,35 0,000 0,578189 0,99844
Mar 0,919921 0,10693 8,6 0,000 0,710342 1,129501
Abr 0,724294 0,107387 6,74 0,000 0,513819 0,934768
Mai 0,371552 0,108558 3,42 0,001 0,158782 0,584322
Jul -0,12263 0,112787 -1,09 0,277 -0,34368 0,098431
Ago -0,03607 0,112405 -0,32 0,748 -0,25638 0,184244
Set -0,18182 0,11329 -1,6 0,109 -0,40387 0,040219
Out -0,07642 0,112647 -0,68 0,498 -0,2972 0,144366
Nov 0,047475 0,112008 0,42 0,672 -0,17206 0,267007
Dez 0,236944 0,111021 2,13 0,033 0,019347 0,454541
Cons 4,949957 0,087621 56,49 0,000 4,778223 5,121691
Alpha 0,061099 0,008092 0,04713 0,079207
Teste da razão de verossimilhança para alfa =0: χ21=851.78 p<=0.000
Razão de verossimilhança χ212 =250.16 p<0.0000
Log verossimilhança =-690.65416
Figura 1 – Observado e estimado pelos modelos regressão binomial
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mensais de óbitos. Durante o período estudado, o Es-
tado registrou 217 óbitos por cólera, sendo 19 em 1992,
89 em 1993, 104 em 1994 e cinco em 1995. A rede
neural subestimou o excesso de óbitos, mas há dúvi-
das quanto à estimativa da regressão binomial para
1995, de magnitude ainda considerável, o que pode se
dever ao longo período de extrapolação. Prolongar a
série para um período imediatamente posterior sem
ocorrência de cólera poderia esclarecer esse ponto, mas
infelizmente a mudança para a CID-10 não garantiria a
homogeneidade da série, introduzindo um provável
viés e dificultando a interpretação dos achados.
Note-se que na estação com maior número de óbi-
tos por infecções intestinais mal definidas, a estima-
tiva pontual da rede neural foi mais próxima do ob-
servado do que a da regressão binomial negativa no
período de extrapolação (Figura 2). O mesmo não
ocorre no período utilizado para o ajuste dos mode-
los (Figura 1), o que sugere que a extrapolação com a
regressão binomial para intervalos mais longos é
menos confiável do que a da rede neural.
Essa possível característica da rede neural,
no entanto, não traz vantagens, uma vez que
existe baixa precisão da estimativa intervalar.
As estimativas dos dois modelos tiveram
boa concordância, apontando para uma ade-
quação do uso de redes neurais artificiais em
séries na área de saúde. No entanto, encaran-
do-se mais pragmaticamente, como é usual
em econometria, a escolha entre diferentes
estratégias de predição deve considerar como
a melhor aquela que funciona, prediz corre-
tamente. Em vigilância epidemiológica, o in-
teresse da predição é a detecção de valores
aberrantes,20 e não a maior proximidade en-
tre o observado e o predito, como acontece
quando se trata de predição de preços, por
exemplo. No presente exemplo, a regressão
binomial negativa se mostrou mais adequa-
da para a detecção de sobremortalidade du-
rante a circulação da cólera, por possuir uma
variância menor.
A diferença entre a regressão binomial ne-
gativa e a de Poisson está na estimativa da
variância, que incorpora um parâmetro de
hiper-dispersão (over-dispersion) – alfa. Ela
só foi utilizada, porque os resíduos após o
ajuste de uma regressão de Poisson mostra-
vam uma maior dispersão do que a corres-
pondente distribuição. Quando esse fator é
igual a zero, a distribuição binomial negati-
va se reduz à distribuição de Poisson.
Diferentes estratégias têm sido utilizadas para esti-
mar o erro no caso de predição por meio de redes
neurais.2 A utilizada no presente estudo assume que,
teoricamente, um modelo exato para a série temporal
pode ser encontrado, mas devido a erros de medida e
à influência de fatores incontroláveis e desconheci-
dos existe um erro residual produzido aleatoriamente.
A rede neural representa um modelo quase ótimo e é
uma área a ser melhor explorada e desenvolvida.
As redes mais utilizadas são as não recorrentes ou
feed-forward, onde cada neurônio de uma determi-
nada camada se relaciona com todos os neurônios
das camadas adjacentes, mas não com os da mesma
camada. O processamento ocorre sempre no sentido
da entrada em direção à saída da rede. Já as redes
neurais recorrentes, como utilizada no presente tra-
balho, podem aprender seqüências; portanto, são a
melhor escolha para dados de séries temporais. En-
quanto redes com conexões padrão respondem a uma
dada entrada sempre com a mesma saída, uma rede
Figura 2 – Óbitos observados e estimados por extrapolação regressão




































































































Figura 3 – Limite superior do intervalo de confiança estimado regressão
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recorrente pode responder à mesma entrada com dife-
rentes saídas em diferentes momentos, dependendo
da entrada que foi apresentada anteriormente.
Ao incorporar um neurônio na camada de memó-
ria, a rede incorpora um componente auto regressi-
vo,22 além dos componentes de tendência e sazo-
nalidade representados pelos dois neurônios de en-
trada, ano e mês. O componente auto regressivo faz
com que os valores preditos para um determinado
momento tenham influência sobre a predição seguin-
te, conferindo aos valores recentes maior influência.
Esse fato não gerou divergências entre os modelos,
apesar da regressão binomial negativa não conside-
rar a auto correlação no tempo.
A principal dificuldade no uso das redes neurais é
a pouca familiaridade dos pesquisadores em geral, já
que se trata de método recente em relação aos demais
métodos estatísticos.14 O critério de seleção entre di-
ferentes redes é pragmático, ou seja, é escolhida aque-
la que atinge os objetivos esperados. Também não
está assegurada sempre a reprodutibilidade dos re-
sultados, já que a cada treinamento os pesos iniciais
são aleatórios, o que pode conduzir a diferentes áreas
da superfície de erro. Existem ainda diferentes crité-
rios de convergência, que podem resultar em diferen-
tes mínimos locais. Esses fatos contribuem para uma
certa insegurança no uso desse instrumento, que pode
ser superada pela realização de vários treinamentos e
observação da distribuição de seus resultados.
Outro problema citado é o super treinamento, onde
a rede captura relações quantitativas do ruído dos
dados, prejudicando sua generalização (validade ex-
terna).9 Há a alternativa de se comparar redes com
diferentes tempos de treinamento.6,7
No presente estudo, a rede apresentada foi a primeira
ajustada, não acontecendo diferenças importantes nas
redes subseqüentes. Pode-se dizer que o critério de
convergência foi o “tempo” de aprendizado, já que foi
determinado pelo número de vezes que todos os dados
foram apresentados ao treinamento. Utilizou-se como
conjunto de treinamento os dados do período anterior
à introdução da cólera no País, sem separar um conjun-
to para calibração, pois o tamanho do conjunto de
treinamento tem grandes implicações em relação à
generalização. Avaliou-se que o método de calibração
(cross-validation), na verdade, não compensa a dimi-
nuição do conjunto de treinamento.
Nesse exemplo, a rede neural mostrou-se como um
instrumento pouco sensível se comparado à regres-
são binomial negativa. Sua principal vantagem é que
exige menos treinamento estatístico para sua aplica-
ção. É claramente a técnica de mais fácil aplicação, já
que não implica reconhecimento de modelos segun-
do o comportamento da série, nem avaliação do mo-
delo ajustado. Os presentes resultados apontam que
as redes neurais apresentam aspectos promissores
quanto à sua utilização em vigilância epidemiológi-
ca. Porém, há ainda a necessidade de aprofundamen-
to teórico quanto ao comportamento estatístico dos
resíduos da rede, de modo a permitir uma maior pre-
cisão das estimativas.
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