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The analytical and approximate soluions of E-V” = ye” are developed and 
compared, and the analytical solution is evaluated numerically. The analytical 
soluion has several interesting properties: (i) it possesses three different ypes of 
solutions, constant, exponential, and tangent; (ii) for a two-point boundary value 
problem it has an undecidability aspect relative to which solution type holds; (iii) 
for the tangent solution type an infinite number of solutions exist, both continuous 
and discontinuous; (iv) even with the analytical solution known. its numerical 
evaluation can still be difftcult to generate. 
1. INTRODUCTION 
In this paper we discuss the analytical and approximate solutions of the 
singular perturbation two-point boundary value problem 
&Y ” = yy’, -l<x<l, (1.1) 
Y(-1) = a, Y(l) =A (1.2) 
where q/3, and E are known constants and E is a small parameter. 
The problem has been studied by two investigators [2,4] who have 
provided without derivations approximating solutions which are dependent 
on the relationships between a and /I. None of the investigators gave the 
analytical solution and compared his approximating solution to it. 
In contrast to many singular perturbation problems, (1.1).(1.2) possesses 
an analytic solution. The purpose of this paper is to discuss the properties of 
the solution (or rather the solutions), to compare the analytical and approx- 
imating solutions, and to report on the evaluation of the analytical solution. 
The analytical solution has a number of interesting properties: (i) it 
possesses three different types of solutions: constant, exponential, and 
tangent; (ii) the two-point boundary value problem (1. 1 )-( 1.2) possesses an a 
priori undecidability aspect relative to determining which solution type 
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holds; (iii) for the tangent solution type an infinite number of solutions exist, 
both continuous and discontinuous; (iv) even with the analytical solution 
known, its numerical evaluation can still be difficult to generate. Our 
experience with the problem reinforces the remark of Wasow [4] that there 
are many surprises indealing with singular perturbation problems [3]. 
As a point of reference we publish the approximate solutions of O’Malley 
[2] in Section 2. In Section 3, we develop the analytical solutions, while in 
Section 4 we discuss the analytical solution. In Section 5, we show how the 
analytical solution can be reduced to the approximating solutions of 
O’Malley. Finally, in Section 6 we present some numerical results on the 
evaluation of the analytical solution. 
2. APPROXIMATING SOLUTIONS 
We give here the approximating solutions of O’Malley which were 
presented in [2] without derivation. We shall refer to these solutions a
number of times in this paper. 
Case 1. a>O,a+/3>0, 
y(x)=a(l+ (l-~)e(~/E”x-‘))~(l- (l-$)e(““:“‘-“).(2.1) 
As E -+ 0, y(x) -+ a, x < 1. (2.2) 
Nonuniform convergence occurs at x = 1, since y( 1) = /?. 
Case 2. /? < 0, a + p < 0, 
y(x)=p(l+ (~-~)e(~~i)iri1))/(l-(l-~)e(5’~)’Xi1’). (2.3) 
As e-+0, y(x)-tp, x > -1. (2.4) 
Because ~(-1) = (x, nonuniform convergence occurs at x = - 1. 
Case 3. a=+>O, 
y(x)=+ [: ,:I:,;:]. 
As e+O 
1 
a, -l<x<O, 
Y(X)-+ 0, x = 0, 
PY O<x<l. 
(2.5) 
Q-6) 
SOLUTIONS OF &y" = yy' 241 
Case 4. a < 0 < P, 
y(x)= &71 1 + 
L 
@ - a) C"(e) 
43 1 
X tan q 
[ K 
1 + dF - a> %I 
1 
X- 4P + aI&) 4 aP 11 , (2.7) 
where 
C”(E) = 1 + O(E), k(E) = 1 + O(E). 
As E -+ 0, y(x) + 0, -1 < x < 1. 
Nonuniform convergence occurs at x = + 1 and x = - 1. 
Case 5. a = 0, /3 > 0, 
(2.8) 
(2.9) 
y(x)=? (1 -yjtan [+ (1 -?I (X+ l)], (2.10) 
where m(c) = 1 + O(E). 
As e-+0, y(x)-+O, -1 <x< 1, 
with nonuniform convergence at x = + 1. 
Case 6. j3 = 0, a < 0, 
(2.11) 
y(x)=? (1 ++I tan [+ (1 ++I (x- l)], (2.12) 
where n(c) = 1 + O(E). 
As a-0, y(x)+O, -1 <x< 1. (2.13) 
3. ANALYTICAL SOLUTION 
Although the analytical solution may be found by standard techniques, it 
is instructive to give the details. 
By the substitutions 
t=X, 
E 
Y(X) = Y(f), 
y’(x) = f Y’(t), 
(3.1) 
248 S. M. ROBERTS 
Eq. (1.1) can be put into the form 
Y”(l) = Y(c) Y’(f). 
Substituting 
P(f) = Y’(t), 
& 
2 = Y"(l) = p(t) 3, 
into (3.2), we obtain 
p(t) [g- Y(I)] =a 
(3.21 
(3.3) 
(3.4) 
Equation (3.4) has two solutions, 
or 
p(t) = 0, (3.5) 
(3.6) 
From (3.3) and (3.5) we have 
Y’ (t) = 0, 
or 
(3.7) 
Y(t) = y(x) = constant. (3.8) 
Note (3.8) cannot be a solution of (l.l)-(1.2) unless in the boundary 
condition (1.2), a = j?. 
Integrating (3.6) once with respect to Y, we have 
(3.9) 
where C is a constant to be determined. Integrating (3.9) with respect o t we 
write 
I dY I dt -= y2+c 1’ (3.10) 
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Now the left-hand side of (3.10) is a standard integral whose solution is 
tabulated in two forms (see [ 1, p. 64, formulas 97 and 98]), 
I dX Form 1: aX’+c tan~‘(X*)+k,; a, c > 0, (3.11) 
Form 2: [ dX 
1 Xfi-fi 
i ax2+c=2~lnx~+~+k2: a>O,c<O, (3.12) 
where k, and k, are constants of integration. 
Upon comparing the standard forms (3.11) and (3.12) with (3.10) we 
observe that 
x= Y, a= 1, c = c. (3.13) 
For the two-point boundary value problem (l.l)-(1.2) we make the obser- 
vation that there is no way a priori to determine the sign of C and hence 
which equation, (3.11) or (3.12), to use. Normally we would expect the 
boundary conditions to give us this information, but this is not true here. If 
we choose Form 2 then we have arbitrarily decided a priori that C is 
negative. So right from the beginning in the quest for the analytical solution 
to (1. 1 )-( 1.2), we are faced with an issue of “undecidability.” 
If on the other hand the original problem had been an initial value 
problem of the form 
y(-1) = a, Y/(--1) = y, (3.14) 
then by rewriting (3.9) as 
Y’(X) c &Y’(X) = y-- + y (3.15) 
we could solve for C directly at x = -1 as 
C = 2~y - a2. (3.16) 
With the value and sign of C, known now, we can clearly choose the 
appropriate integration formula (3.11) or (3.12). 
We will show in Section 4 that there is an a posteriori way to determine 
which form to employ. This requires selecting one form arbitrarily, 
introducing the boundary conditions into the analytical solution, and 
checking to see if an inconsistency arises in determining the constants. If 
there is no inconsistency, the assumed form is correct; otherwise, the other 
form is the correct one. From a practical point of view for numerical work, 
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we again can arbitrarily choose one form and solve the problem. If 
something “bad” happens numerically, we may conclude the wrong form 
was chosen. 
Upon using Form 1 in (3.10), we have the solution 
where C and C, are constants to be determined 
conditions. Introducing (1.2) into (3.17), we write 
a=@tan 
( 
c+C -- 
i 
3 1 
p = 6 tan g+q. 
(3.17) 
from the boundary 
(3.18) 
(3.19) 
Solving (3.18) and (3.19) for C,, we have 
v@ - 1 - JC tan 2E , (3.20) 
iii 
6 - l+ &tan,, . (3.21) 
Upon equating (3.20) and (3.21), 
tan(@Ps), 
we have a quadratic expression in 
tan2 6 + 2(aP + C) \Tc 1 = o -- 
2E &(Ppa)tan 26 * 
(3.22) 
Solving (3.22) for tan (&/2e), 
tan @ -=- (aP+C) 
2E dW-4 
f d[(aP + C)/@@ - a)]’ + 1. (3.23) 
We express (3.23) as 
6 v(C) = tan 2~ + 
a/? + C 
dW-a> 
f d[(a/3+ C)/fliJ-a)]‘+ 1 =O. 
(3.24) 
Because (3.24) is a transcendental equation in the tangent it has an infinite 
number of roots. For each C that satisfies (3.24), the corresponding C, may 
be found from (3.20) or (3.21) and hence the solution y(x) from (3.17). In 
our examples we solved w(C) numerically using Newton’s method. Since 
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v(C) has an infinite number of roots one does not know whether a root is the 
“correct” root until (3.17) is evaluated. Further remarks on v(C) and the 
solutions will be made in Section 4, Discussion. 
If we choose Form 2 to evaluate (3.10), we may write the solution as 
~6) = K 
1 + C,eK’X’E’ 
1 1 _ c6eKwE) ’ 
(3.25) 
where K and C, are constants to be evaluated by the boundary conditions 
and where 
K=\/-C, c < 0. 
At x = -1, (3.25) appears as 
and at x= 1, (3.25) appears as 
Solving (3.27) and (3.28) for C,, we write 
c = (a - K, eK/& 
’ (a+K) ’ 
c = @-K) e-K/& 
6 @+K) * 
Equating (3.29) and (3.30) and rearranging we form Q(K), 
(3.26) 
(3.27) 
(3.28) 
(3.29) 
(3.30) 
(3.31) 
The roots to (3.31) may be found by Newton’s method. Once K is known, 
C, may be determined from either (3.29) or (3.30) and the solution found 
from (3.25). 
4. DISCUSSION OF THE ANALYTICAL SOLUTION 
We have seen that the solution to (1.1) fall into three categories: (i) 
constant solutions (3.8); (ii) tangent solutions (3.17), and (iii) exponential 
solutions (3.25). A principal task is to determine which of these potential 
solutions satisfies theboundary value problem (1. 1 )-( 1.2). 
252 S. M. ROBERTS 
The heart of the difftculty in analyzing the analytical solution is the depen- 
dence in both (3.17) and (3.25) on the roots of the transcendental 
expressions v(C) and Q(K), respectively. Since w(C) has an infinite number 
of roots and for each root C a corresponding C,, (3.17) can generate an 
infinite number of solutions. As we will show later, for a given triple (a, /I, E) 
we can, depending on C, generate a continuous solution which satisfies the 
boundary conditions, or a discontinuous solution which satisfies the 
boundary conditions. Within the interval -1 < x < 1, the discontinuous 
solutions have asymptotes where the argument of the tangent in (3.17) 
w/2)(w + Cd? is an odd multiple of 7c/2. Similarly v(C) has 
asymptotes where $12~ is an odd multiple of 7r/2. 
Compounding the analysis of (3.17) is the nature of the v(C) expression 
in (3.24). As E + 0, we find the tangent expression so dominates that the 
asymptotes of v(C) are almost independent of the data (r, /I. Furthermore, as 
E + 0, it becomes more and more difficult to solve (3.24) with any numerical 
accuracy. We are faced with the anomalous situation where having the 
analytical solution is not good enough to obtain a good numerical answer. 
Equation (3.25) developed from the Form 2 integration formula has the 
interesting property that if K and C, generate the solution y(x), then K and 
C6, where f = -K and C6 = l/C,, generate the identical solution. This 
means Q(K) can have positive or negative roots, in contrast to w(C) which 
can have only positive roots. By inspection we see that K = 0 is a root of 
G(K). When K = 0, by (3.29), (3.30), and (3.25), it follows that 
Y(X) = 0, c,= 1, -1 <x< 1. (4.1) 
While we have previously stated there is no a priori way to determine 
whether Form 1 or Form 2 integration formulas ((3.11) and (3.12)) should 
be used, we can however employ an a posteriori analysis. The strategy is to 
take one of the forms and determine the conditions which the solutions must 
satisfy, based on certain assumptions, the behavior of v(C) or Q(K), and the 
boundary conditions. To illustrate the method let us consider the Form 2 
solution. 
Consider the Form 2 solution in (3.25). By (3.3 1) for Q(K) = 0, as E --+ 0, 
K = a or K = -/3. In order for the value of C, calculated by both (3.29) and 
(3.30) to be consistent, we require as E -+ 0, for K = a, a > 0, that 
(4.2) 
From (3.30) it follows that 
c, = P-a e-“lE. 
( 1 a+P 
(4.3) 
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As a consequence of this as E -+ 0, C, + +O, and 
The solution exhibits nonuniform convergence at x = 1. Thus the 
conditions under which (4.4) hold are: E + 0, K = a, a > 0, 
W-a)/(a+P)>O- 
If we refer to O’Malley’s Case 1 in Section 2 and observe that 
2a l--z (a+@-2a = P-a 
a+P a+P ( ) cr+p’ 
(4.5) 
we find his solution may be written identically to (4.4). Furthermore, 
through (4.5) O’Malley’s conditions a > 0, a + /? > 0 are implied by (4.2). 
For the case where as E + 0, K = -/I, p < 0, we require for C, to be 
consistent between (3.29) and (3.30), 
a+P 
( ) 
- <o, 
a-P 
and so 
c, = a+P 
( 1 
e-5IE 
a-P 
(4.6a) 
(4.6b) 
If we utilize the remarks made before (4.1) and set 
and i?=;-K, (4.7) 
the solution appears as 
-1 <x< 1. (4.8) 
This is the expression obtained by O’Malley for his Case 2 since his 
(1 - 2P/(a + p)) reduces to (a - /3)/(a +/I). The solution exhibits 
nonuniform convergence at x = -1. Thus the conditions under which (4.8) 
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holds are: E --t 0, K = -p, p < 0, (a + /?)/(a -p) < 0. We observe that 
(?e + 0, as E -+ 0. In addition we note that (4.6a) may be written as 
1+ 2P - < 0, 
a-P 
(4.9) 
from which it follows that 
(a + p> < 0. (4.10) 
Consequently, O’Malley’s conditions j3 ( 0, a + j3 < 0 are implied by our 
(4.6a). 
When K = a, a < 0, the values of C, computed by (3.29) and (3.30) are 
inconsistent; similarly for K = -p, /3 > 0. The inconsistency ofthe values of 
C, is the clue that the Form 2 solution (3.25) and the boundary conditions 
are incompatible. This means that one should seek the solution from the 
Form 1 equation. By this type of a posteriori analysis, one can decide which 
form of the solution is appropriate for each set of boundary conditions. 
5. APPROXIMATING SOLUTIONS FROM THE ANALYTICAL SOLUTIONS 
In this section we derive the approximating solutions ofO’Malley [2] in 
Section 2 from the analytical solutions. We presume that O’Malley generated 
his approximations by other means. The approximating solutions of 
O’Malley are appealing because they provide a unique solution in a well- 
defined domain. On the other hand, the analytical solutions provide “too 
much” information. The analyst must decide which of the multiple solutions 
he really wants. Yet if one accepted the approximating solutions as 
satisfactory representations f the analytical solutions, he would never know 
of the rich fabric of the analytical solutions and thereby pass over potentially 
useful information. 
O’Malley’s Cases l-3 are of the Form 2 genre while Case 4-5 are of the 
Form 1. In Section 4, Eqs. (4.2)-(4.10), we essentially derived O’Malley’s 
Cases 1 and 2 from the analytical solution. Let us consider now Case 3 
where a = -/? > 0. From (3.29) and (3.30), we write 
c = (a - K, eK/~ 
6 (a+K) ' (5.1) 
c, = (5.2) 
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The C6’s in (5.1) and (5.2) are reciprocals so 
C6=$, 
6 
(5.3) 
or 
c,= fl. 
If we now equate (5.1) and (5.2), we have 
(a - K) = (a + K) e-“‘&. 
Rearranging (5.5), we write 
(5.4) 
(5.5) 
-K/E 
. 
If K > 0, as E -+ 0, 
a-K 
a+K + 0, 
(5.6) 
(5.7) 
which implies 
If K < 0, as E + 0, 
K = a. (5.8) 
a-K 
-- a3 
atK ’ (5.9) 
which implies 
K=-a. (5.10) 
We therefore have four cases to consider, C, = f 1, K = i-a to evaluate the 
solution (3.25). The results are summarized below. 
For C,=+l, K= fa, 
where as E + 0, 
~(-4 -+ a9 -l<x<O, 
Y(O) -+ 00, x = 0, 
Y(X) -+ PY O<x<l. 
(5.11) 
(5.12) 
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For C, = -1, K= +a, 
S. M. ROBERTS 
where as E + 0. 
(5.13) 
Y(X) + a9 -l<x<O, 
Y(O) + 03 x = 0, (5.14) 
Y(X) + P9 O<x<l. 
The limiting solutions for C, = +l and C, = -1 for K = +a are the same 
except at x = 0. We have exhibited four possible representations of the 
solution while O’Malley in his Case 3 gave the one which corresponds to the 
case C,=-1, K=-a here. 
O’Malley’s Cases 4-6 are of the same form as (3.17). For his Case 5 
where a = 0, p > 0, the term (c7c/2)(1 - (sm(e))/~) corresponds to our \Tc 
and his term (7r/4)(1 - (sm(s))/jI) corresponds to our C,. To see this, we 
observe for a = 0, x = -1, that (3.17) for y( - 1) = 0 reduces to 
( *+c =o tan - 2E 3 1 . (5.15) 
This implies that the argument of the tangent is an integer multiple of rt, 
that is 
( 
f +c -- 3 1 =m, n = 0, 1) 2 )...  
If we take n = 0, 
fi c,=-. 
2E 
(5.16) 
(5.17) 
To determine C, we substitute (5.17) into (3.17) and write (3.17) at x = 1, 
y(l)=P as 
fi - - = arc tan $ . 
E 
The arc tan may be expressed as (Burington [ 1, p. 451) 
(5.18) 
tan-lX=$-L 
x + $ - $ *.*, x2 > 1. (5.19) 
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By employing (5.19) we write (5.18) to first order terms as 
G 7.L fl -=--- & 2 P’ ( 1 -& *>1. 
Solving (5.20) yields 
where 
2 
m(E)= 1-i+; . . . . 
Introducing (5.21) into (5.17), we have 
(5.20) 
(5.21) 
(5.22) 
(5.23) 
Thus we have shown that (3.17) reduces to O’Malley’s Case 5 solution. 
For O’Malley’s Case 6, where p = 0, a < 0, his (err/2)( 1 + cn(e)/a) and 
(--n/4)(1 + ( >/ 1 in E a correspond to our fl and C,, respectively. Here 
i ) 
2 
n(E)= 1+++ + + .*** (5.24) 
We arrive at these results by a path similar to that for Case 5. 
To generate O’Malley’s Case 4 where a < 0 < j3 we first rewrite (3.23) as 
an arc tan expression and then approximate the arc tan by the first wo terms 
of (5.19) to give 
*n 
[ 
aP + C 
2E =-!- -*(p-a) 
f \/[(aP+C)/&(b--a)]*+ 1 -‘. 1 (5.25) 
If we normalize the second term on the right in (5.25) from the form 
l/(-q f J4T+1> to (q f &?-I), choose the minus sign in front of the 
radical, and then expand the radical to two terms by the binomial theorem, 
we obtain 
e ~ [ 
VW-4 -=-- - 2(a/3+ C) ’ 2E 2 I (5.26) 
By dropping third order and higher terms in the binomial expansion, we 
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have assumed that third term in the binomial expansion is negligible, which 
implies that (since a # p) 
&O. (5.27) 
Upon expanding (5.26), we have a cubic in 6, 
c3’2 - 7cEC + (a/l - &(j - a)) 6 - 7c&cq3 = 0. (5.28) 
However, by (5.27), we can drop C3’* and we can further assume that 7c~C is 
small. As a result (5.28) reduces to 
If we carry out the division in (5.29), we have 
where C”(E) is the C(E) of O’Malley in [2], 
C”@)= l+ yy’] + [@gy2 + . . . . 
To determine C, , we evaluate (3.17) at x = 1, y( 1) = /I, 
/I = fi tan (Jg+G). 
Using (5.19), we write (5.32) in arc tan form and obtain 
If we substitute (5.30) in (5.33), we have 
n& c’=-z [ 
(a + P)~(E) 
I aP ’ 
(5.30) 
(5.31) 
(5.32) 
(5.33) 
(5.34) 
where k(s) = C”(E) + O(E). 
Thus we have generated expressions for fl and C, which when 
substituted in (3.17) give the approximating solution of O’Malley for Case 4. 
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6. NUMERICAL EXAMPLES 
In this section we report on our numerical experiences in evaluating the 
analytical solution of (l.l)-(1.2) for four cases. With the solutions dependent 
on finding the roots of y/(C) or Q(K), we have tabulated for a few examples 
the roots and exhibited the associated solutions a a function of E. 
Since singular perturbation problems became increasingly more difficult to 
solve as E -+ 0, we began our numerical investigation with E = 1.0 to obtain 
an initial solution and then reduced the size of E progressively. 
Although we have information from (4.2) and (4.6a) and from O’Malley 
to determine as E + 0 which of the competing solutions, (3.17) for the 
Form 1 tangent solution and (3.25) for the Form 2 exponential solution, is 
appropriate for the specified boundary conditions, we have chosen to 
evaluate both (3.17) and (3.25) for each case. In this way, we can see what 
constitutes a “bad behavior” for the wrong equation. 
EXAMPLE i. a = 1, /3 = 2. We first attempted to solve (3.17). This 
required finding the roots of v(C) in (3.24). For E = 1.0, we found six roots 
for w(C) in the, range [ 1, lOOO]. Table 1 lists for E = 1.0 the initial guess 
value for C, the final value of C, and the corresponding C,. In Fig. 1 for 
E = 1.0 are plotted the solutions of(3.17) corresponding toC = 11.47, 41.35, 
and 159.87. All the solutions satisfy the boundary conditions but are discon- 
TABLE 1 
Example i: a = 1, p = 2, E = 1.0, y(x) = 6 tan((fi/2)(x/E) + C,) 
Initial 
guess C Final C 
I0 
10 
10” 
20 
25 
50 
15 
75" 
100 
150 
200 
300 
500 
1.1477596 (10’) -1.1606414 2 Soln. branches 
4.1350650 (10’) 2.2790539 (10-l) 3 Soln. branches 
1.1477596 (10’) -1.1606414 
4.1350650 (10’) 2.2790539 (IO-') 
4.1350650 (10’) 2.2790539 (10-l) 
4.1350650 (10’) 2.2790539 (lo-‘) 
4.1350650 (10’) 2.2790539 (10-l) 
1.1477596 (10’) -1.1606414 
1.5987888 (10’) 1.1789836 (IO-‘) 
1.5987888 (102) 1.1789836 (10-l) 
1.5987888 (lo*) 1.1789836 (lo-‘) 5 Soln. branches 
3.5729003 (102) 7.9135441 (10-I) 7 Soln. branches 
6.3364578 (10’) 5.9495542 (lo-*) 9 Soln. branches 
9.8895473 (10’) 4.7650193 (lo-*) 11 Soln. branches 
c, Comments 
’ Equation (3.24) solved for the case of a positive radical. 
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y(x) = X/C tan $ z + C3 
( ) 
oi = 1, p = 2, E = 1.0 
I 
I 
I 
I 
I 
I 
: 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I -10 I 
I 
ill 
I 
I I 
I 
I 
-20 I 
I I 
t 
I 
I 
-30 I 
Legend 
CUWS C C3 
--- 1.5987888(1021 1.1789836UO-11 
e-0 4.1350650(10'1 2.2790539(10-'1 
- 1.1477596l10'1 -1.1606414 
FIGURE 1 
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tinuous. The number of branches of the discontinuous solutions inFig. 1 are 
two, three, and live corresponding toC = 11.47, 41.35, and 159.87, respec- 
tively. For E = 1, as C increases the number of branches for the discon- 
tinuous olution increases. This is also true for any value of E. Furthermore, 
as E + 0, we find the number of branches increases while the boundary 
conditions are satisfied. For 10e6 <e < 1, we were not able to find a 
continuous olution. 
When we solved this case using (3.25), we obtained a continuous olution 
which satisfied the boundary conditions for 0.10 < E < 1. For E < 0.10, the 
solution was a constant y(x) = a over the interval -1 < x < 1; the terminal 
condition at x = 1, was not satisfied. That is, we have nonuniform 
convergence at x = 1. This result agrees with Case 1 of O’Malley 121. 
Table 2 lists the values of E and the corresponding K and C,, while Fig. 2 
gives the profiles for E = 1.0, 0.10, and 0.01. 
One might very well ask what is the correction solution for this case for 
any specified E.The only answer we can give without more restrictions being 
placed upon the problem is that both (3.17) and (3.25) equation solutions 
are correct. If we insist upon continuous olutions that satisfy the boundary 
conditions then for this case the (3.25) solutions are correct for 0.10 < E < 1. 
For e < 0.10, (3.25) still gives a continuous olution but does not satisfy the 
terminal boundary condition. If we insist upon the boundary conditions 
being satisfied and can accept discontinuous olutions then for 
lop6 < E < 1.0, the (3.17) equations are correct. 
In practice, physical considerations, such as E being small, in conjunction 
with the mathematics would guide the choice of which solution was desired. 
EXAMPLE ii. a = 0, p= 2. Over the range 10m4 <E < 1.0, (3.17) 
generated both continuous and discontinuous solutions. Because there are 
many more discontinuous solutions than continuous, ferreting out the 
continuous olutions required a certain amount of persistence inguessing the 
initial trial value of C for the Newton’s method solution of v(C). Table 3 
TABLE 2 
Example i: a = 1, /? = 2, y(x) = K( 1 + C, eK”‘“)/( 1 - C, exrie) 
E K C6 Comments 
1.0 
0.1 
0.01 
0.000 1 
8.7118036 (lo-‘) 1.6451870 (10-l) Continuous soln. 
satisfies B.C. 
1 .ooOOOOo 1.5133310 (10-s) Continuous soln. 
satisfies B.C. 
1 .oooOOOo o.ooooooo Constant soln. 
1 .ooooooo o.ooooooo Constant soln. 
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lists for 1O-4 < E < 1.0 the root C and the corresponding C,. The last 
column identifies whether the solution is continuous or discontinuous, 
indicating the number of branches. Once the C is found for a continuous 
solution for a given E, we have a reasonable initial guess to find the C for the 
adjacent E. All the continuous and discontinuous solutions atisfied the 
boundary conditions. A plot of the continuous olutions shows that as 8 + 0 
J(X) -+ 0 for all x, -1 <X < 1, except at the end point, x = 1. This agrees 
with Case 5 of O’Malley [2]. 
When we tried to solve this problem using (3.25), we found for every 
value of E, 10e6 < E < 1, the solution was identically zero. In all cases K is 
small, of the order of 10 -20 and C, = 1.0. Because (3.25) could not 
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TABLE 3 
Example ii: a = 0,/3 = 2, y = fi tan(($/2)(x/a) + C,) 
& c c, Comments 
1.0 1.1596576 
1.0 4.3274475 (10’) 
1 .O” 1.3275800 (10’) 
0.10 2.2384018 (10m2) 
0.10 1.8338514 
0.10” 1.1049521 
0.10 1.0223929 (10’) 
0.10 5.6181202 (10-l) 
0.10” 2.0173393 (lo-‘) 
0.01 2.4429114 (10m4) 
0.0 1 1.9787902 (lo-‘) 
0.01” 1.1970382 (lo-*) 
0.000 1 2.4671544 (lo-‘) 
5.3843699 (10-l) 
1.4757421 (10-l) 
-1.3197941 
7.4806448 (10-l) 
4.8780309 (10-l) 
-1.0273503 
2.7947617 (10-l) 
6.0611339 (10-l) 
-8.9585263 (10-l) 
7.8149079 (10-l) 
7.5028861 (lo-‘) 
-8.1272324 (10-l) 
7.8535890 (10-l) 
Continuous soln. 
3 Soln. branches 
2 Soln. branches 
Continuous soln. 
5 Soln. branches 
4 Soln. branches 
11 Soln. branches 
3 Soln. branches 
2 Soln. branches 
Continuous soln. 
5 Soln. branches 
4 Soln. branches 
Continuous soln. 
a Equation (3.24) solved for the case of a positive radical. 
discriminate among the various values of E, it appears that this equation is 
not appropriate for a = 0, /I = 2 case. 
EXAMPLE iii. a = 1, /? = 0. For (3.17) we found only discontinuous 
solutions or no solutions at all since C was negative. 
For (3.25), 0.01 < E < 1.0, the solution is continuous and satisfies the 
boundary conditions. For E < 0.01, the solution is continuous with y(x) = 1, 
-1 < x < 1, but does not satisfy the terminal boundary condition. The 
numerical results for E + 0 agree with Case 1 of O’Malley. See Table 4. 
TABLE 4 
Example iii: a = + 1, /I = 0, y(x) = K[ (1 + C,eKx’“)/( 1 - C,eK”‘E)] 
E K CC Comments 
1.0 1.1996786 
0.10 1 .ooooooo 
0.01 1 .ooooooo 
0.000 1 1 .ooooooo 
-3.0129102 (10-l) Continuous soln. 
satifies B.C. 
-4.5399926 (lo-‘) Continuous soln. 
satisfies B.C. 
0.0000000 .!J(x)=l,-l&x<1 
0.0000000 y(x)= 1,-l <x< 1 
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TABLE 5 
Example iv: a = - 1, p = 0, y = fi tan((&/2)(x/&) + C,) 
E c C, Comments 
1.0 
0.10 
0.01 
0.0001 
7.4017388 (10-l) -4.3016679 (10-l) Continuous soln. 
satisfies B.C. 
2.0416695 (10m2) -7.1443501 (10-l) Continuous soln. 
satifies B.C. 
2.4187874 (lO-4) -7.7762256 (IO-‘) Continuous soln. 
satisfies B.C. 
2.4669077 (10m8) -7.853 1963 (lo- ‘) Continuous soln. 
satisfies B.C. 
EXAMPLE iv. a=--1, ,8=0. Equation (3.17) for lop4 <E < 1.0 
provides both continuous and discontinuous solutions which satisfy the 
boundary conditions. Table 5 lists the E, C, C, for the continuous solutions. 
As E+ 0, y(x)- 0, -1 < x < 1. The problem exhibits nonuniform 
convergence at x = -1. The numerical results agree with Case 6 of O’Malley. 
Equation (3.25) gives absurd numerical results for E = 1.0 and 0.10 with 
KzO and C,= 1.0. 
7. CONCLUSIONS 
We have developed the analytical solution of (1. 1)( 1.2), which depending 
on the boundary conditions, may exist as three solution types: constant, 
exponential, or tangent. The undecidability of which solution type obtained 
may be resolved by the a posteriori analysis of Section 4. The tangent 
solution type is particularly interesting for it can give rise to an infinite 
number of solutions, continuous and/or discontinuous, which satisfy the 
boundary conditions. Although we have the analytical solution, we may still 
have problems evaluating it numerically. This is due primarily to finding the 
roots of v(C) and @J(K). From our analytical solutions, we derived 
O’Malley’s approximating equations, which are of the same form as the 
analytical solutions. In addition we showed how the domain of his approx- 
imations follow from the domain of the analytical solutions. The approx- 
imating equations are useful because they provide a unique solution in a 
well-defined omain for the tangent solution type. This is due to restricting 
the argument of the tangent to the first quadrant. On the other hand the 
approximating equations ignore the possibility of multiple solutions. 
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