These are notes for a lecture course given in Jussieu, Paris, July 2001. They discuss groups of symplectomorphisms of closed symplectic manifolds (M, ω) from various points of view. The first two lectures provide an overview of their algebraic, geometric and homotopy theoretic properties. Much of the recent progress in understanding the geometry and topology of these groups has come from studying the properties of fibrations with the manifold M as fiber and structural group equal either to the symplectic group or to its Hamiltonian subgroup Ham(M ). The case when the base is S 2 has proved particularly important. Lecture 3 describes the geometry of Hamiltonian fibrations over S 2 , while Lecture 4 discusses their Gromov-Witten invariants via the Seidel representation. Finally in Lecture 5 we apply the ideas developed in the previous two lectures to demonstrate the existence of (short) paths in Ham(M, ω) that minimize the Hofer norm over all paths with the given endpoints.
Here is a precise definition. Given a smooth family of smooth functions H t : M → R, t ∈ [0, 1], we consider the corresponding family of vector fields
and define φ t H , t ∈ [0, 1], to be its flow. Thusφ H t = X t for all t. Note that φ H t is not a 1-parameter subgroup unless the Hamiltonian H t is independent of time. Moreover, if {φ t } t∈ [0, 1] is an arbitrary path in Symp 0 starting at φ 0 = id and if we setφ t = X t then the 1-forms ι Xt (ω) := −ω(X t , ·)
are closed but not necessarily exact. (This follows from Cartan's formula L X = dι X + ι X d.) Note also that the groups Symp(M, ω) and Ham(M, ω) depend only on the diffeomorphism class of the form ω. In particular, since any path ω t , t ∈ [0, 1], of cohomologous forms is induced by an isotopy φ t : M → M of the underlying manifold (i.e. φ * t (ω t ) = ω 0 , φ 0 = id) the groups do not change their topological or algebraic properties when ω t varies along such a path. However, changes in the cohomology class [ω] can cause significant changes in the topology of these groups: see Proposition 2.3 and the discussion of robust versus fragile in §2.4.
Algebraic aspects
Let Symp 0 (M ) denote the universal cover of Symp 0 (M ).
1 Its elements φ are equivalence classes of paths {φ t } t∈ [0, 1] starting at the identity, where {φ t } ∼ {φ One of the first results in the theory is that the rows and columns in the following commutative diagram are short exact sequences of groups. (For a proof see [34, Chapter 10] .)
Here Γ ω is the so-called flux group. It is the image of π 1 (Symp 0 (M )) under the flux homomorphism.
Here are some questions relating to the algebraic properties of the group Symp(M ).
Question 1.2 Is Γ ω a discrete subgroup of H 1 (M, R)?
The hypothesis that it is always discrete is known as the Flux conjecture. Although Γ ω is known to be discrete for many (M, ω), this question does not yet have a complete answer: see Lalonde-McDuffPolterovich [28, 29] and Kedra [21, 22] . It follows that there may be manifolds (M, ω) for which the normal subgroup Ham(M ) of Symp(M ) is not closed with respect to the C ∞ topology. In fact, if Γ ω is not discrete then one should think of Ham(M ) as a leaf in a foliation of Symp 0 (M ) that has codimension equal to the first Betti number rk(H 1 (M, R) of M .
Question 1.3 What other "natural" homomorphisms are there from Symp 0 (M ) to a arbitrary group G?
If M is closed, the somewhat surprising answer here is that every nontrivial homomorphism must factor through the flux homomorphism. Equivalently, Ham(M ) is simple, i.e. it has no proper normal subgroups. The statement that Ham(M ) has no proper closed normal subgroups is relatively easy and was proved by Calabi [9] . The statement that it has no proper normal subgroups at all is much more subtle and was proved by Banyaga [4] following a method introduced by Thurston to deal with the group of volume preserving diffeomorphisms. The proof uses the relatively accessible fact 2 that the commutator subgroup of Ham(M ) is simple and the much deeper result that Ham(M ) is a perfect group, i.e. is equal to its commutator subgroup. More recently, Banyaga [5] has shown that the manifold (M, ω) may be recovered from the abstract discrete group Symp(M, ω). In other words, 
When M is noncompact, the group Symp 0 (M, ω) has many normal subgroups, for example the subgroup Symp 0 (M, ω)∩Symp c (M, ω) of all its compactly supported elements. The identity component Symp c 0 (M, ω) of the latter group supports a new homomorphism onto R called the Calabi homomorphism, and Banyaga showed that the kernel of this homomorphism is again a simple group (ie it has no proper normal subgroups). However, there is very little understanding of the normal subgroups of the full group Symp(M ). In view of the above discussion of the closed case the most obvious question is the following. It is known that the group of volume preserving diffeomorphisms of R k , k ≥ 3, is perfect and is generated by elements whose support lies in a countable union of disjoint closed balls of radius 1. However, the first of these statements is unknown in the symplectic case (even when n = 1!) while the second is false: see Barsamian [6] .
Some other questions of an algebraic nature are beginning to be tractable. Using ideas of Barge and Ghys, Entov [13] has recently shown that in the closed case the perfect groups Symp 0 (M, ω), Ham(M, ω) as well as their universal covers all have infinite commutator length, while in [46] Polterovich develops methods to estimate the word length of iterates f
•n in finitely generated subgroups of Ham(M, ω).
Geometric aspects
The Lie algebra of the group Symp(M ) is the space of all symplectic vector fields X, i.e. the vector fields on M such that the 1-form ι X (ω) is closed. Similarly, the Lie algebra LieHam(M ) is the space of all Hamiltonian vector fields X, i.e. those for which the 1-form ι X (ω) is exact. Since each exact 1-form may be uniquely written as dH where H has zero mean M Hω n , LieHam(M ) may also be identified with the space C 0 (M ) of smooth functions on M with zero mean. With this interpretation, one easily sees that LieHam(M ) has a nondegenerate inner product
that is biinvariant under the adjoint action 
Accordingly, we define seminorms ρ ± and ρ by taking ρ ± (φ) to be the infimum of L ± (H t ) over all Hamiltonians H t with time 1 map φ. Similarly, ρ(φ) is the infimum of
over all such paths. This is the Hofer norm: the corresponding metric d ρ is defined by d ρ (φ, ψ) = ρ(ψφ −1 ). It is easy to see that
It follows that d ρ is biinvariant and satisfies the triangle inequality. Its nondegeneracy is equivalent to the statement
This deep result is the culmination of a series of papers by Hofer [18] , Polterovich [40] and LalondeMcDuff [23] . The key point is the following basic estimate which is known as the energy-capacity inequality.
There has also been some success in describing the geodesics in (Ham(M ), ρ). Here is a result from [33] .
Proposition 1.7
The natural 1-parameter subgroups {φ H t } t∈R generated by time independent H minimize length between the identity and φ H t for all sufficiently small |t|. Thus there is T > 0 such that
There are still many interesting open questions about Hofer geometry, some of which are mentioned below. Interested readers should consult Polterovich's book [45] for references and further discussion. There are also beginning to be very interesting dynamical applications of Hofer geometry: see, for example, Biran-Polterovich-Salamon [7] .
Question 1.8 Does Ham(M ) always have infinite diameter with respect to the Hofer norm ρ?
This basic question has not yet been answered because of the difficulty of finding lower bounds for ρ. The most substantial result here is due to Polterovich, who gave an affirmative answer in the case M = S 2 : see [44, 45] . If H is time independent it has been shown by McDuff-Slimowitz [35] and Entov [12] that one can let T be the smallest positive number such that either the flow φ H t of H or one of the linearized flows at its critical points has a nontrivial periodic orbit of period T . Note also that some results for general H t have been obtained by Oh [37] .
Question 1.10 What conditions on the Hamiltonian
Clearly, we need to assume that H does not generate a circle action, or more generally, that its flow φ H t , t ≥ 0, is not quasiperiodic in the sense that its elements are not contained in any compact subset of Ham(M ). However, this condition is not sufficient. For example, if H has the form F − F • τ where
Therefore ρ(φ H t ) is bounded. But it is easy to construct examples on S 2 for which the sequence φ H n , n = 1, 2, 3, . . . has no subsequence that converges in the C 0 topology. Thus the flow is not quasiperiodic.
Exercise 1.11
Suppose that M is a Riemann surface of genus > 0 and that H has a level set that represents a nontrivial element in π 1 (M ). Show that ρ(φ H t ) → ∞ as t → ∞ by lifting to the universal cover and using the energy-capacity inequality. The seminorms ρ + and ρ − are said to be "one sided" because they do not in general take the same values on an element φ and its inverse. (As we shall see they also have very natural geometric interpretations in which they measure the size of φ from just one side.) Their sum ρ + + ρ − is two sided. Hence its null set
is a normal subgroup of Ham(M ). Therefore it is trivial: in other words, ρ + + ρ − is either identically zero or is nondegenerate. Thus to prove nondegeneracy one just has to find one element on which ρ + + ρ − does not vanish. The paper [33] 
Ruled 4-manifolds
Another set of questions concerns the homotopy type of the group Symp(M ). In rare cases this is completely understood. The following results are due to Gromov [17] :
is homotopy equivalent to the extension of SO(3) × SO(3) by Z/2Z where this acts by interchanging the factors;
It is no coincidence that these results occur in dimension 4. The proofs use J-holomorphic spheres, and these give much more information in dimension 4 because of positivity of intersections. In his thesis [38] , Pinsonnault extends the result in (ii) above to the one point blow up, showing that in this case the group has the homotopy type of T 2 . Abreu [1] and Abreu-McDuff [3] recently extended Gromov's arguments to other ruled surfaces. Here are their main results, stated for convenience for the product manifold Σ × S 2 (though there are similar results for the nontrivial S 2 bundle over Σ.) Consider the following family of symplectic forms on
(where g is genus(Σ)):
where σ Y denotes (the pullback to the product of) an area form on the Riemann surface Y with total area 1.
of the group of symplectomorphisms of (M g , ω µ ). When g > 0 µ ranges over all positive numbers. However, when g = 0 there is an extra symmetry -interchanging the two spheres gives an isomorphism G 0 µ
-and so we take µ ≥ 1. Although it is not completely obvious, there is a natural homotopy class of maps from G g µ to G g µ+ε for all ε > 0. To see this, let
It is shown in [3] that the inclusion G 
Proposition 2.3 When ℓ < µ ≤ ℓ + 1 for some integer ℓ ≥ 1,
where Λ(t, x, y) is an exterior algebra over Q with generators t of degree 1, and x, y of degree 3 and Q[w ℓ ] is the polynomial algebra on a generator w ℓ of degree 4ℓ.
In the above statement, the generators x, y come from (3)) and t corresponds to an element in π 1 (G 0 µ ), µ > 1 found by Gromov in [17] . Thus the subalgebra Λ(t, x, y) is the pullback of
. The other generator w ℓ is fragile, in the sense that the corresponding element in homology disappears (i.e. becomes null homologous) when µ increases.
There are still many unanswered questions about these groups. Here is a sampling.
Question 2.4 Is the group
It is shown in McDuff [32] that the answer is "yes" whenever µ ≥ [g/2]. (The case g = 0 was proved in [3] .) This paper also provides an affirmative answer to the next question in the genus zero case.
Question 2.5 Is the homotopy type of the groups
G g µ constant on the intervals µ ∈ (ℓ, ℓ + 1]? Question 2.6 The group G 1 µ is known to be constant for 0 < µ ≤ 1. What
is its homotopy type?
Recently Coffey [10] has developed a very interesting new approach to the study of these groups that provides an affirmative answer to the first two of these questions. He also gives some kind of answer to the third question, describing the topology of G 1 µ in terms of the space of nonsurjective maps T 2 → S 2 . However, the homotopy type of this mapping space is far from being understood.
There has been some attempt to generalize these results to higher dimensions. Le-Ono [30] and Buse [8] use parametric Gromov-Witten invariants to obtain information on the symplectomorphism groups of products (M g , ω µ ) × (N, ω), while Seidel studies the case of products of two projective spaces in [50] .
The topology of
This group is known as the symplectic mapping class group. Seidel has done interesting work here, studying symplectic Dehn twists especially on manifolds with boundary. He considers the group Symp(M, ∂M ) of symplectomorphisms that are the identity near the boundary, detecting quite large subgroups of π 0 (Symp(M, ∂M )) by using Floer homology to study the effect of Dehn twists on the Lagrangian submanifolds in M : cf [51] .
This is an abelian group and one can try to detect its elements by studying various natural homomorphisms. One such is the Flux homomorphism:
that has kernel equal to π 1 (Ham(M )). There are several other interesting homomorphisms defined on this kernel, most notably a homomorphism to the units in the quantum homology ring of M known as the Seidel representation [49, 28] : cf. §4.
Very little is known about the higher homotopy groups. Observe, however, that the existence of the diagram (2) implies that the inclusion Ham(M ) → Symp(M ) induces an isomorphism on π j , j > 1.
Characteristic classes
Reznikov shows in [47] how to define classes λ k ∈ H 2k−1 (Ham(M ), R) for k > 1 that he calls higher Cartan classes using the invariant inner product of (3) and an analog of Chern-Weil theory. However, one can define the corresponding classes c
on the classifying space using the notion of the coupling class of a symplectic fibration. As we will see in §3, given any smooth fibration π : M → P → B with structural group Ham(M, ω) there is a canonical class u ∈ H 2 (P ) that extends the symplectic class on the fibers. u is called the Guillemin-Lerman-Sternberg coupling class and is characterized by the property that the integral of u n+1 over the fibers of π is 0 in H 2 (B): cf [16, 45] , or [34, Ch 6 ]. Then we set
This defines c
. By naturality this has to come from a class c
that Reznikov calls a Hamiltonian Chern class.
Other characteristic classes can be constructed using the Chern classes of the vertical tangent bundle T vert P → P whose fiber at x ∈ P is the tangent space to the fiber through x. Denoting these classes by c over the fibers of P → B. Rather little is known about these classes, though Januszkiewicz and Kedra [20] have recently calculated them for symplectic toric manifolds. (They appear in slightly different guise in [29] . Note also that the classes c whenever (M, ω) admits such an action. Moreover he shows by direct calculation that, in the case of the action of the projective unitary group PU(n + 1) on complex projective space CP n , the pullbacks of the c H k to BPU(n + 1) are multiplicatively independent. Thus the inclusion PU(n + 1) → Ham(CP n ) induces an injection on rational homotopy.
Question 2.7 What conditions imply that such an inclusion G → Ham(M ) is nontrivial homotopically?
The above question is deliberately vague: what does one mean precisely by "nontrivial"? Presumably one could extend Reznikov's calculation to other actions of compact semisimple simply connected Lie groups G on their homogeneous Kähler quotients: see Entov [12] .
Reznikov's argument is elementary. In contrast, the next result uses fairly sophisticated analytic tools: cf. McDuff-Slimowitz [35] .
Proposition 2.8 Given a semifree Hamiltonian action of S
Proof. Recall that an action {φ t } t∈R/Z of S 1 is called semifree if no stabilizer subgroup is proper. Equivalently, the only points fixed by some φ T for 0 < T < 1 are fixed for all t. Therefore, by the remarks after Question 1.9, both the paths {φ t } t∈[0, 3/4] and {φ −t } 0≤t≤1/4 are length minimizing in their respective homotopy classes. Since they have different lengths, these paths cannot be homotopic.
2
This result has been considerably extended by McDuff-Tolman [36] . Note also that the semifree hypothesis is crucial: for example the action of
gives rise to a nullhomotopic loop in Ham(M ). Here the almost complex structure J is compatible with the fibration in the sense that it restricts on each fiber (M b , ω b ) to a tame almost complex structure, and the index
(Of course, to define the invariants correctly one has to regularize the moduli space in the usual way: see for example [31] .)
Question 2.9 When are these characteristic classes nontrivial?
Unfortunately one cannot get very interesting examples from the groups G 0 µ discussed above. Le-Ono show that when µ > 1 the 1-dimensional vector space H 2 (BG 0 µ , R) is generated by a Gromov-Witten characteristic class GW A . However, the nontriviality of this class GW A can also be proved by purely homotopical means since the corresponding loop in G 0 µ does not vanish in the group of self homotopy equivalences of S 2 × S 2 . (In fact, Le-Ono show that the cohomology ring of the corresponding fibration over S 2 is nontrivial.) It is shown in [3] that the new elements w ℓ ∈ H * (G 0 µ ) do not transgress to H * (BG 0 µ ), but rather give rise to relations in this ring.
One can also define classes by evaluating appropriate moduli spaces of J-holomorphic curves at k points for k > 0. One interesting fact pointed out in Kedra [22] is that the nontrivial Gromov-Witten classes of dimension µ(A) = 0 constrain the image of the Flux homomorphism.
Action of Ham(M) on M
There are some suggestive but still incomplete results about the action of Ham(M ) on M . The first result below is a consequence of the proof of the Arnold conjecture. Another more direct proof may be found in Lalonde-McDuff-Polterovich [29] . The second part is proved in Lalonde-McDuff [26] : the idea is sketched in §3 below.
Here the action tr φ :
if φ is represented by the cycle t → φ t for t ∈ V k and c ∈ H * (M ) is represented by x → c(x) for x ∈ C then tr φ (c) is represented by the cycle
To say this action is trivial means that
Note that this does not hold for the action of H 1 (Symp 0 (M )). Indeed the Flux homomorphism of a loop λ ∈ π 1 (Symp 0 (M )) can be expressed in terms of tr λ in the following way.
The value of the class
One consequence of Proposition 2.10 is Hamiltonian stability. For group actions, this says that if a compact Lie group G acts on a closed manifold M so as to preserve two (possibly noncohomologous) symplectic forms ω and ω ′ then the action of G is Hamiltonian with respect to ω if and only if it is Hamiltonian with respect to ω ′ . (The proof is elementary and relies on the geometric properties of the moment map: see [27] or Rochon [48] .) Usually one starts with a homomorphism f : G → Ham(M, ω) and then is interested in what happens when ω is perturbed to ω ′ . For small perturbations, Moser's homotopy argument implies that there is a diffeomorphism g such that G preserves g * (ω ′ ). Hence f maps G to Symp 0 (M, g * (ω ′ )), but one needs a separate argument to conclude that its image must in fact be contained in Ham(M, g * (ω ′ )). More generally, replacing the group G by any finite CW complex X, one can consider a continuous map X → Ham(M, ω) and ask what happens when ω is perturbed. Is X homotopic via maps into Diff(M ) to a map with image in Ham(M, ω (2) this is automatic when X is simply connected. However the case X = S 1 is not at all obvious, and is proved in [29, 31] . In the version stated below (M M ) id denotes the group of homotopy self-equivalences of M , i.e. the identity component of the space of degree 1 maps M → M .
Proof. If Flux ω (φ) = 0 then φ is an ω-Hamiltonian loop and Proposition 2.10(ii) implies that tr φ :
A similar result holds for any X: see [27] . Hence one can compare the homotopy types of the groups Ham(M, ω) (or of Symp(M, ω)) as [ω] varies in H 2 (M, R). More precisely, as Buse points out in [8] , any element α in π * (Ham(M, ω) ) has a smooth extension to a family α t ∈ π * (Ham(M, ω t ) [8] .
From now on, we assume that (co)homology has rational coefficients. Since the rational cohomology H * (G) of any H-space (or group) is freely generated by the dual of its rational homotopy, it is easy to see that part (ii) of Proposition 2.10 holds if and only if it holds for all spherical classes φ ∈ H k (Ham(M )). Each such φ gives rise to a fibration M → P → S k+1 with structural group Ham(M ). Moreover, the differential in the corresponding Wang sequence is precisely tr φ . In other words, there is an exact sequence:
Hence tr φ = 0 for k > 0 if and only if this long exact sequence breaks up into short exact sequences:
Thus Proposition 2.10(ii) is equivalent to the following statement, whose proof we sketch in §4.4.
Proposition 2.12
For every Hamiltonian bundle P → S k+1 , with fiber (M, ω) the rational homology H * (P ) is isomorphic as a vector space to the tensor product H * (M ) ⊗ H * (S k+1 ).
Observe that the corresponding isomorphism in cohomology need not preserve the ring structure. We say that a bundle M → P → B is c-split if the rational cohomology H * (P ) is isomorphic as a vector space to H * (M ) ⊗ H * (B).
Question 2.13 Is every fiber bundle M → P → B with structural group Ham(M ) c-split?
The answer is affirmative if (M, ω) satisfies the hard Lefschetz condition, i.e. if
is an isomorphism for all 0 < k < n. It also holds whenever the structural group of P → B reduces to a finite dimensional Lie group G. In this case, one can look at the universal Hamiltonian G-bundle with
The cohomology of P = M G is known as the equivariant cohomology H * G (M ) of M , and was shown to be isomorphic to H * (M ) ⊗ H * (BG) by Atiyah-Bott [2] . Hence an affirmative answer to Question 2.13 would imply that this aspect of the homotopy theory of Hamiltonian actions is similar to the more rigid cases, when the group is finite dimensional or when the manifold is Kähler. For further discussion see [26, 27] and Kedra [22] . Note finally that all results on the action of Ham(M ) on M can be phrased in terms of the universal Hamiltonian fibration
For example, Proposition 2.10 part (i) states that this bundle has a section over its 2-skeleton. Such a formulation has the advantage that it immediately suggests further questions. For example, one might wonder if the fibration M Ham → BHam always has a global section. However this fails when M = S 2 since the map π 3 (Ham(S 2 )) = π 3 (SO(3)) → π 3 (S 2 ) is nonzero.
3 Lecture 3: Symplectic geometry of fibrations over S 2 Many of the proofs of the propositions above rely on properties of Hamiltonian fibrations over S 2 . In this lecture we consider the geometric properties of such fibrations, relating them to the Hofer norm.
Generalities
Consider a smooth fibration π : P → B with fiber M , where B is either S 2 or the 2-disc D. Here we consider S 2 to be the union D + ∪ D − of two copies of D, with the orientation of D + . We denote the equator D + ∩ D − by ∂, oriented as the boundary of D + , and choose some point * on ∂ as the base point of S 2 . Similarly, B = D is provided with a basepoint * lying on ∂ = ∂D. In both cases, we assume that the fiber M * over * has a chosen identification with M .
Since every smooth fibration over a disc can be trivialized, we can build any smooth fibration P → S 2 by taking two product manifolds D ± × M and gluing them along the boundary ∂ × M by a based loop λ = {λ t } in Diff(M ). Thus
A symplectic fibration is built from a based loop in Symp(M ) and a Hamiltonian fibration from one in Ham(M ). Thus the smooth fibration P → S 2 is symplectic if and only if there is a smooth family of cohomologous symplectic forms ω b on the fibers M b . It is shown in [49, 34, 26] From now on, we restrict to Hamiltonian fibrations. By adding the pullback of a suitable area form on the base we can choose the closed extension Ω to be symplectic. Observe that there is a unique class u ∈ H 2 (P, R) called the coupling class that restricts to [ω] on the fiber M * and has the property that
(This class will have the form [Ω] − π * (a) for a suitable a ∈ H 2 (S 2 ).) Correspondingly we decompose Ω as
where [τ ] = u, and call τ the coupling form. (Although we will not need this, there is a canonical choice for the form τ depending only on the connection defined by Ω.)
The closed form Ω defines a connection on π whose horizontal distribution is Ω-orthogonal to the fibers. If γ is any path in B then π −1 (γ) is a hypersurface in P whose characteristic foliation consists of the horizontal lifts of γ, and it is not hard to check that the resulting holonomy is Hamiltonian round every contractible loop, and hence round every loop. (A proof is given in [34, Thm 6.21] .) Thus, given Ω, π can be symplectically trivialized over each disc D ± by parallel translation along a suitable set of rays. This means that there is a fiber preserving mapping
such that the pushforward (Φ ± ) * Ω restricts to the same form ω on each fiber M × pt. These two trivializations differ by a loop
where e it is a coordinate round the equator
Exercise 3.1 Check that this loop is homotopic to the defining loop for the fibration P → S 2 . (Since π 1 (G) is abelian for any group G it does not matter whether or not we restrict to based homotopies.) 
The area of a fibration
We define the area of a fibration (P, Ω) → B to be:
Thus a product fibration (B × M, α B + ω) has area B α B .
Exercise 3.4
Decompose Ω as τ + π * (α) as in (6) . Show that area (P, Ω) = B α.
The next definition describes ways to use this area to measure the size of elements of Ham(M ) or Ham(M ).

Definition 3.5 (i) a
+ ( φ) (resp. a + (φ)) is the infimum of area (P, Ω) taken over all ω-compatible symplectic forms Ω on the fibration P → D with monodromy φ (resp. φ).
(ii) a(φ) is the infimum of area (P, Ω) taken over all fibrations (P, Ω) → S 2 with monodromy φ.
We now show that these area measurements agree with Hofer type measurements. Recall that ρ + (φ) is the infimum of L + (H t ) over all Hamiltonians H t whose times 1 map is φ. Similarly, we define ρ + ( φ) to be the infimum of L + (H t ) over all Hamiltonians H t whose flow over t ∈ [0, 1] is a representative of the element φ ∈ Ham(M ).
The following lemma amplifies Polterovich's results in [43] .
We prove (i). The proof of (ii) follows easily (see [33] ).
This is by direct construction. Suppose that the path φ H t generated by H t is φ. For simplicity let us suppose that the functions min(t) = min x H t (x) and max(t) = max x H t (x) are smooth, so that by replacing H t by H t − max(t) we have that max x H t (x) = 0 for all t. Suppose also that H t (x) = 0 for all x ∈ M and all t sufficiently near 0, 1.
5 Then define the graph Γ H of H t by
For some small ε > 0 choose a smooth function µ(t) :
Consider the following thickening of the region over Γ H :
Note that if µ is chosen for t near 0, 1 to be tangent to the lines t = const at t = 0, 1 we may arrange that R + H (ε) is a manifold with corners along t = 0, 1. (Recall that H t ≡ 0 for t near 0, 1.)
Then the monodromy of the hypersurface Γ H (oriented as the boundary of R + H (ε)) is precisely φ H t , while the rest of the boundary has trivial monodromy. Further, it is easy to define a projection π from R + H (ε) to the half disc HD whose fibers all lie in the hypersurfaces t = const. Thus, after rounding the corners, we get a fibered space π : R + H (ε) → D with monodromy φ. It remains to check that the area of (R
Remark 3.7 Similarly, we can define a manifold with corners R − H (ε) that thickens the region below Γ H by setting
To prove the other inequality we combine Polterovich's arguments from [41] §3.3 and [43] §3.3.
Proof: Suppose we are given a fibration (P, Ω) → D with area < ρ + ( φ) and monodromy φ. By Moser's theorem we may isotop Ω so that it is a product in some neighborhood π −1 (N ) of the base fiber M * . Identify the base D with the unit square K = {0 ≤ x, y ≤ 1} taking N to a neighborhood of ∂ ′ K = ∂K − {1} × (0, 1), and then identify P with K × M by parallel translating along the lines {(x, y) : x ∈ [0, 1]}. In these coordinates, the form Ω may be written as Thus
where both F and L vanish near π −1 (∂ ′ K) and have zero fiberwise means. Since Ω is symplectic it must be nondegenerate on the 2-dimensional distribution Hor. Hence we must have −L(x, y, z) + a(x, y) > 0 for all x, y ∈ K, z ∈ M . Moreover, it is easy to see that area (P, Ω) = a(x, y)dx ∧ dy. Hence
We claim that −L is the curvature of the induced connection Ω Γ . To see this, consider the vector fields X = ∂ x , Y = ∂ y − sgradF on P that are the horizontal lifts of ∂ x , ∂ y . 
, and we will derive a contradiction by estimating L + (f s ). To this end, let X s , Y t be the (partially defined) flows of the vector fields X, Y on P and set h s,t = Y t X s . Consider the 2-parameter family of (partially defined) vector fields v s,t on P given by
In particular v s,1 (x, y) is defined when y = 1, s ≤ x. Since f s = h s,1 we are interested in calculating the vertical part of v s,1 (s, 1, z) . Since the points with y = 1 are in Im h s,t for all (s, t) we may write
6 Here the symplectic gradient sgradF is defined by setting ω(sgradF,
where Y t v denotes the vertical part of Y t . Hence the Hamiltonian H s that generates the path f s , s ∈ [0, 1], and has zero mean satisfies the inequality 
× to estimate areas of fibrations and also get information on the homotopy properties of Hamiltonian fibrations.
Quantum homology
First of all, what is the small quantum homology ring QH * (M )? Here are some definitions from [29, 31] . 
We may define an R grading on QH * (M, Λ) by setting
and can also think of QH * (M, Λ) as Z/2Z-graded with
Recall that the quantum intersection product
is defined as follows:
where (a * b) B ∈ H i+j−2n+2c1(B) (M ) is defined by the requirement that
Here n M (a, b, c; B) denotes the Gromov-Witten invariant that counts the number of B-spheres in M meeting the cycles a, b, c ∈ H * (M ), and we have written · for the usual intersection pairing on H * (M ) = H * (M, Q). Thus a·b = 0 unless dim(a)+dim(b) = 2n in which case it is the algebraic number of intersection points of the cycles. The product * is extended to QH * (M ) by linearity over Λ, and is associative. Moreover, it preserves the R-grading. This product * gives QH * (M ) the structure of a graded commutative ring with unit 1l = [M ]. Further, the invertible elements in QH ev (M ) form a commutative group (QH ev (M, Λ)) × that acts on QH * (M ) by quantum multiplication.
The Seidel representation Ψ
Now consider the fibration P λ → S 2 constructed from a loop λ ∈ π 1 (Ham(M )) as in §3. The manifold P λ carries two canonical cohomology classes, the first Chern class of the vertical tangent bundle
and the coupling class u λ , i.e. the unique class in
where i : M → P λ is the inclusion of a fiber. The next step is to choose a canonical (generalised) section class 7 σ λ ∈ H 2 (P λ , R)/ ∼. In the general case, when c 1 and [ω] induce linearly independent homomorphisms H S 2 (M ) → R, σ λ is defined by the requirement that
which has a unique solution modulo the given equivalence. We show in [31] that when M is weakly exact such a class σ λ still exists and moreover is integral. In the remaining case, when c 1 is some multiple of [ω] in H S 2 (M ), we choose σ λ so that c vert (σ λ ) = 0. We then set
where, for all c ∈ H * (M ),
Note that Ψ(λ) belongs to the strictly commutative part QH ev of QH * (M ). Moreover deg(Ψ(λ)) = 2n because c vert (σ λ ) = 0. It is shown in [31] (using ideas from [49, 29] ) that for all λ 1 , λ 2 ∈ π 1 (Ham(M ))
where 0 denotes the constant loop. Therefore Ψ(λ) is invertible for all λ and we get a representation
Moreover since all ω-compatible forms are deformation equivalent, Ψ is independent of the choice of Ω.
Using Ψ to estimate area
Now let Ω be any ω-compatible symplectic form on P λ . As in Exercise 3.4, its cohomology class has the form
where area (P λ , Ω) = S 2 α. The next results are due to Seidel. Consider the valuation v :
It follows from the definition of the quantum intersection product in (9), (10) 
Proof: This follows immediately from the definitions. Proof: Since [ω] and c 1 are linearly independent on H S 2 (M ) we may define Ψ using a section σ λ that satisfies (11) . Let Ψ(λ) = B a B ⊗ e B . Then by definition a B is derived from a count of J-holomorphic curves in (P λ , Ω) in the class σ λ − B. If a B = 0 then this moduli space cannot be empty. Hence For applications of this estimate, see [33] and Lemma 5.7 below. There are analogous estimates for the one sided norms: see Entov's action inequalities from [12] and also McDuff-Tolman [36] .
Homotopical consequences of the existence of Ψ
We have described Ψ(λ) as a unit in QH * (M ). This unit induces an automorphism of QH * (M ) by quantum multiplication on the left:
If b ∈ H * (M ) then the element Ψ(λ) * b can also be described by Gromov-Witten invariants: it is a sum
Here is an equivalent formulation. 
Sketch of Proof: To see this, one first shows that for any section class σ the invariant n P λ ([M ], b, c; σ) may be calculated using a fibered J (i.e. one for which the projection π : P → S 2 is holomorphic) and representing cycles for b, c that each lie in a fiber. Then one is counting sections of P → S 2 . If the representing cycles for b, c are moved into the same fiber, then the curves must degenerate. Generically the limiting stable map will have two components, a section in some class σ − C together with a C curve that meets b and c. Thus, using much the same arguments that prove the usual 4-point decomposition rule, one shows that
But Ψ(λ) = q j e * j ⊗ e B where
where the first equality uses the definition of * , the second uses the definition of Ψ(λ) and the third uses (15) with σ = σ λ − (B − C). For more details, see [31] . 2
Since Ψ(λ) is a unit, the map b → Ψ(λ) * b is injective. Hence for every b ∈ H * (M ) there has to be some nonzero invariant n P λ ([M ], b, c; σ λ − B) in P λ . In particular, the image i * (b) of the class b in H * (P λ ) cannot vanish. Thus the map i * :
of rational homology groups is injective. By (5), this implies that the homology of P λ is isomorphic to the tensor product H * (S 2 ) ⊗ H * (M ). Equivalently, the map
Proposition 3.6.) This gives rise to a space (R K,H (2ε), Ω 0 ) with trivial monodromy round its boundary and that fibers over a disc. Identifying the boundary of this disc to a point, one therefore gets a symplectic fibration
By construction,
provided that ε is sufficiently small. Next we use the following fact from [24] which is proved by a simple geometric construction. Recall that the capacity of a ball of radius r is πr 2 .
Lemma 5.2
If H t is sufficiently small in the C 2 -norm and has a fixed maximum (resp. minimum), then for all ε > 0 it is possible to embed a ball of capacity
Therefore the manifold (P K,H (2ε), Ω 0 ) contains an embedded ball with capacity larger that its area. If the fibration (P K,H (2ε), Ω 0 ) → S 2 were symplectically trivial, this would contradict the nonsqueezing theorem proven in [24] for so-called "quasicylinders". As it is, we have no control on the topology of this fibration: it is built from the loop λ = (φ
−1 which does not have to contract in Ham(M ). Therefore, what we need to do is prove a version of the nonsqueezing theorem that holds in this context.
The rest of the lecture will discuss this question. Full details of the argument outlined above can be found in [33, 24] . Here is a question that is still open for arbitrary manifolds (M, ω).
Nonsqueezing for fibrations of small area
Question 5.4
Is there an ε = ε(M, ω) > 0 such that the nonsqueezing theorem holds for all fibrations (P λ , Ω) → S 2 whose generating loop λ has length ρ + (λ) ≤ ε? Would this be true if we bounded the length of both sides of λ, i.e. we assumed that both ρ + (λ) and ρ
An affirmative answer (to either question) would be enough to finish the proof of Theorem 5.1. For, by choosing H t so small that L(H t ) < ε/2 we could ensure that both (P K,H (2δ), Ω 0 ) and (P H,K (2δ), Ω 0 ) had area < ε. But they both contain balls of capacity = L(H t ) by Lemma 5.2, and one of them has to have area < L(H t ).
We show in [33] that if (M, ω) is a spherically integral symplectic manifold (i.e.
[ω] ∈ H 2 (M, Z)), the nonsqueezing theorem holds for all loops λ in Ham(M, ω) with ρ + (λ) + ρ − (λ) < 1/2. Thus in this case we may take ε = 1/2.
The best result for general manifolds involves the idea of weighted nonsqueezing. In other words the nonsqueezing inequality must be modified by a weight κ. Now the size of ε is governed by the minimum size of a class B for which there is a nontrivial Gromov-Witten invariant n M (a, b, c; B). Here nontrivial means that B = 0, and a, b, c can be any elements in H * (M ). Thus we set = (M ) = min{ω(B) > 0 : some n M (a, b, c; B) = 0}, so that = ∞ if all nontrivial Gromov-Witten invariants vanish. Note that > 0 for all (M, ω): standard compactness results imply that for each c > 0 there are only finitely many classes B with ω(B) ≤ c that can be represented by a J-holomorphic curve for generic J, and it is only such classes that give rise to nonzero invariants.
Proposition 5.5 Suppose that λ is a loop in π 1 (Ham(M ), ω) ) such that ρ + (±λ) < (M )/2. Then there is κ ∈ R with |κ| ≤ max( ρ + (λ), ρ + (−λ)) such that the radii of all symplectically embedded balls in (P ±λ , Ω) are constrained by the inequalities
Proof of Theorem 5.1 assuming Proposition 5.5.
Suppose as above that φ
1 has Hofer norm < /4 and that
As before, we may assume that:
−1 as before so that P K,H = P λ , P H,K = P −λ . Then for small ε
By Proposition 5.5 there is κ with |κ| ≤ /2 such that embedded balls satisfy πr 2 ≤ area (P K,H (ε), Ω) + κ, πr 2 ≤ area (P H,K (ε), Ω) − κ.
But, by construction, both (P K,H (ε), Ω) and (P H,K (ε), Ω) contain embedded balls of capacity πr 2 = L(γ) > area (P λ (κ), Ω). Hence κ > 0. Further,
Adding, we find 0 ≤ −δ + 2ε. Since δ is positive and ε can be arbitrarily small, this is impossible. Hence result. 2
It therefore remains to prove Proposition 5.5. We will assume in what follows that [ω] and c 1 are linearly independent on π 2 (M ) so that for any fibration P λ → S 2 it is possible to normalize the Seidel element Ψ(λ) by means of a generalized section σ λ such that u λ (σ λ ) = 0, c vert (σ λ ) = 0.
(If this assumption does not hold then (M, ω) is spherically rational and we can use the previously mentioned result for that case.) Then, as in (12) Note that κ could be positive or negative.
In particular, if Ψ is defined relative to a section class σ λ on which u λ vanishes, we may take κ to be the maximum of ω(B) where q B = 0 in the expression for Ψ(λ). Thus, in the language of Lemma 4.1, we can take κ = v( 1l ⊗ q B e B ).
Lemma 5.7 Suppose that (P λ , Ω) has a good section of weight κ. Then the radius r of an embedded ball in (P, Ω) is constrained by the inequality: πr 2 ≤ area (P, Ω) − κ.
Proof: The hypotheses imply that n P ([M ], [M ], pt; σ λ − B) = q B = 0. Since this invariant counts perturbed J-holomorphic stable maps in class σ λ − B through an arbitrary point, it follows that there is such a curve through every point in P . Since the perturbation can be taken arbitrarily small, it follows from Gromov's compactness theorem that there has to be some J-holomorphic stable map in this class through every point in P . Hence the usual arguments (cf. [17] or [23] ) imply that the radius r of any embedded ball satisfies the inequality:
where the last inequality follows as in Proposition 4.2. The result follows. 2
Proof of Proposition 5.5
By hypothesis there are fibrations (P ±λ , Ω) each with area < /2. Choose δ > 0 so that
By Proposition 3.6, there is a ω-compatible symplectic form Ω λ on P λ with area < ρ + (λ) + δ, and a similar form Ω −λ on P −λ with area < ρ + (−λ) + δ. Write Next apply the valuation v in (14) to the identity Ψ(λ) * Ψ(−λ) = Ψ(0) = 1l.
We claim that at least one of Ψ(λ), Ψ(−λ) has a term 1l ⊗ q B e B with q B = 0, ω(B) ≥ 0. For otherwise the product x * x ′ must contain the term 1l ⊗ e 0 with a nonzero coefficient. Because this term appears in x * x ′ − x ∩ x ′ we find from Lemma 4.1 that 0 = v(1l ⊗ e 0 ) ≤ v(Ψ(λ)) + v(Ψ(−λ)) − q(M ) ≤ ρ + (λ) + ρ + (−λ) + 2δ − < 0, contradicting (16) . Therefore for λ ′ equal to at least one of λ or −λ, Ψ(λ ′ ) has a term q B 1l ⊗ e B with q B = 0 and 0 ≤ ω(B) < area (P λ ′ , Ω).
For λ ′ = ±λ set κ(λ ′ ) = max{ω(B) : q B = 0 in Ψ(λ ′ )}.
The equation Ψ(λ) * Ψ(−λ) = 1l implies that κ(λ) = −κ(−λ). Moreover, by Lemma 5.7, the radius r of any embedded ball in (P λ ′ , Ω) satisfies
Hence we may take κ = −κ(λ). 2
This completes the proof of Theorem 5.1.
