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Abstract
We present a description of the moduli space of holomorphic vector bundles
over Riemann curves as a double coset space which is differ from the standard loop
group construction. Our approach is based on equivalent definitions of holomorphic
bundles, based on the transition maps or on the first order differential operators.
Using this approach we present two independent derivations of the Hitchin integrable
systems. We define a ”superfree” upstairs systems from which Hitchin systems are
obtained by three step hamiltonian reductions. A special attention is being given
on the Schottky parameterization of curves.
1 Introduction
The moduli space of holomorphic vector bundles over Riemann surfaces are popular sub-
ject in algebraic geometry and number theory. In mathematical physics they were investi-
gated due to relations with the Yang-Mills theory [1] and the Wess-Zumino-Witten theory
[2, 3]. The conformal blocks in the WZW theory satisfy the Ward identities which take
a form of differential equations on the moduli space [4, 5]. In this approach the moduli
space is described as a double coset space of a loop group defined on a small circle on a
Riemann surface [6].
The main goal of the paper is an alternative description of the moduli space and the
Hitchin integrable systems [7] based on this construction. We start with a special group
valued field on a Riemann surface which is defined as a map from a holomorphic basis
in a vector bundle to a C∞ basis. This field is an analogous of the tetrade field in the
General Relativity and we call it the Generalized Tetrade Field (GTF). The holomorphic
structures can be extracted from GTF. They are described via the holomorphic transition
maps, or by means of the operators d′′ . The former are invariant under the action of
the global C∞ transformations, while the later under the action of the local holomorphic
transformations. It allows to define the moduli space as a double coset space of GTF
with respect to the actions of the local holomorphic transformations and the global C∞
transformations.
We introduce a cotangent bundle to GTF and invariant symplectic structure on it. The
cotangent bundle to the moduli of holomorphic bundles can be obtained by the symplectic
factorizations over the action of two types of commuting gauge transformations. This
cotangent bundle is a phase space of the Hitchin integrable systems [7]. The tetrade fields
in their turns are sections of the principle bundle over the Riemann surface, which satisfy
some constraints equations. We interpret them as moment constraints in a big ”superfree
1
system” with a special gauge symmetry. This space is a cotangent bundle to the principle
bundle. Thus the Hitchin systems are obtained by the three step symplectic reductions
from this space.
We investigate specially our reductions in terms of Schottky parameterization, which
is a particular case of the general construction. This parameterization was used to derived
the Knizhnik-Zamolodchikov-Bernard equations on the higher genus curves [3, 8, 9]. On
the other hand the quantum second order Hitchin Hamiltonians coincide with them on
the critical level.
2 Moduli of holomorphic vector bundles
Let Σ = Σg be a nondegenerate Riemann curve of genus g with g > 1 . We will consider
in this section a set of stable holomorphic structures on complex vector bundles over
Σ [1]. To define them we proceed in two ways based on the Cˆech and the Dolbeault
cohomologies. Eventually, we come to the moduli space L of stable holomorphic bundles
over Σg and represent them as a double coset space (Proposition 2.3).
1. Consider a vector bundle V over Σg . To be more concrete we assume that the
structure group of V is GL(N,C). Let Ua, a = 1, . . . be a covering of Σg by open subsets.
We consider two bases in V the holomorphic {ehol} basis and the smooth C∞ {eC
∞
} one.
In local coordinates (za ∈ Ua)
ehola = e
hol(za), e
C∞
a = e
C∞(za, z¯a).
Let h be the transition map between them ha = h(za, z¯a). Then locally in Ua we have
hae
C∞
a = e
hol
a . (2.1)
We can consider ha as the sections Ω
0
C∞(Ua, P ) of the adjoint bundle P =Aut V . We call
the field h a generalized tetrade field (GTF). It follows from the definitions of the bases
that there exists a global section for eC∞
eC
∞
a (za, z¯a) = e
C∞
b (zb(za), z¯b(z¯a)), za ∈ Uab = Ua ∩ Ub 6= ∅, (2.2)
where zb = zb(za) are holomorphic functions defining a complex structure on Σg. On the
other hand the transformations of ehol are holomorphic maps
ehola (za) = gab(za)e
hol
b (zb(za)), gba(zb) = g
−1
ab (za(zb)) (2.3)
gab ∈ Ω
0
hol(Uab,Aut V ), (∂¯gab = 0, ∂¯ = ∂z¯a).
These matrix functions define the holomorphic structure in the vector bundle V .
We can describe the same holomorphic structure working with the smooth basis eC
∞
in V . Let
A¯a = h
−1
a ∂¯ha. (2.4)
Then the basis eC
∞
is annihilated by the operator d′′A|Ua = ∂¯ + A¯a
(∂¯ + A¯a)e
C∞
a = 0.
2
The GTF transformations h in (2.1) by no means free. LetRΣ be the subset of sections
in P which satisfies the following conditions
RΣ = {h ∈ Ω
0
C∞(Ua, P ) | h
−1
a ∂¯ha|Uab = h
−1
b ∂¯hb|Uab, ∀ Uab 6= ∅, a, b = 1, . . .}, (2.5)
(A¯a(za) = A¯b(zb(za)), za ∈ Uab).
Proposition 2.1 Conditions (2.1) and (2.5) are equivalent.
Proof. Since eC
∞
b = e
C∞
a in Uab (2.1) implies
gab = hah
−1
b . (2.6)
Then the holomorphicity of gab implies (2.5) . If h ∈ RΣ, then (2.6) defines the transition
map for some holomorphic basis ehol. The basis eholh satisfies (2.2) and therefore can be
taken as eC
∞
. ✷
Consider the group
GΣ = {Ω
0
C∞(Ua, P ), a = 1, . . .}. (2.7)
It transforms local basses of V over Ua. The group acts on itself by the left and right
multiplications.
There are two subgroups of GΣ. Let xa ∈ Ω
0
C∞(Ua, P ). Then
GholΣ = {xa → faxa | f ∈ Ω
0
hol(Σ, P )}, (2.8)
GC
∞
Σ = {xa → xaϕa | ϕ ∈ Ω
0
C∞(Σ, P ), ϕ(zb(za), z¯b(z¯a)) = ϕ(za, z¯a) za ∈ Uab}. (2.9)
We can consider the GTF (2.5) as a subset in GΣ. We have the following evident statement
Proposition 2.2 The left and right actions of GholΣ and G
C∞
Σ leave invariant RΣ.
In other words
GΣ : GΣ
right mltpl.
−→ GΣ
∪ ∪ ∪
GC
∞
Σ : RΣ
right mltpl.
−→ RΣ
and
GΣ : GΣ
left mltpl.
−→ GΣ
∪ ∪ ∪
GholΣ : RΣ
left mltpl.
−→ RΣ
2. Consider the space of holomorphic structures on the bundles V and P . Since
g > 1 there is an open subset of stable holomorphic structures. The holomorphic struc-
tures can be defined in two ways. In the first type of the construction, which we call the
3
D-type, the holomorphic structures are defined by the covariant operators. For V they
are
d′′A : Ω
0
C∞(Σ, V )→ Ω
0,1
C∞(Σ, V ).
It means that A¯ satisfies (2.5). The holomorphic structure is consistent with the complex
structure on Σg such that for any section s ∈ Ω
0
C∞(Σ, V ) and f ∈ C
∞(Σ) d′′A(fs) =
(∂¯f)s+ fd′′As. The space of holomorphic structures L
D
Σ on P is defined in the similar way
LDΣ = {d
′′
A = ∂¯ + A¯ : Ω
0
C∞(Σ, P )→ Ω
(0,1)
C∞ (Σ, P )}. (2.10)
with the action in the adjoint representation. The stable holomorphic structures LD,stΣ are
an open subset in (2.10). The automorphisms of the holomorphic structures are given by
the action of the gauge group GC
∞
Σ (2.9)
d′′A → ϕ
−1d′′Aϕ, ϕ ∈ G
C∞
Σ . (2.11)
They preserve the subset LD,stΣ . The moduli space L of stable holomorphic structures on
P is the quotient space
L = LD,stΣ /G
C∞
Σ . (2.12)
It is a smooth complex manifold with tangent space at A¯ is isomorphic to
H(0,1)(Σ,Lie(GL(N,C))). Its dimension is given by the Riemann-Roch theorem
dimL = N2(g − 1) + 1. (2.13)
The left action of the gauge transformations GholΣ (2.8) does not change
A¯a = h
−1
a ∂¯ha, a = 1, . . .. Therefore the space L
D
Σ (2.10) can be represented as the quotient
space LDΣ = G
hol
Σ \RΣ. There is an open subset in R
st
Σ such that the subset of the stable
holomorphic structures is the quotient space
LD,stΣ = G
hol
Σ \R
st
Σ .
The main statement of this section follows immediately from (2.12)
Proposition 2.3 The moduli space L of stable holomorphic structures on P can be rep-
resented as the double coset space
L = GholΣ \R
st
Σ/G
C∞
Σ . (2.14)
3. An alternative description of the holomorphic structures in terms of the Cˆech
cohomologies, which we call the C-type construction is based on the transition maps
(2.3), (2.6). The collection of transition maps
LChΣ = {gab(za) = ha(za)h
−1
b (zb(za)), za ∈ Uab, a, b = 1, . . . , }. (2.15)
defines the holomorphic structures on V or P depending on the choice of the represen-
tations. Again we choose the open subset of stable holomorphic structures LC,stΣ in L
Ch
Σ .
The gauge group GholΣ acts as the automorphisms of L
C,st
Σ
gab → fagabf
−1
b , fa = f(za), fb = fb(zb(za)), f ∈ G
hol
Σ . (2.16)
4
The space LChΣ has a transparent description in terms of graphs. Consider the skeleton
of the covering {Ua, a = 1, . . .}. It is an oriented graph, whose vertices are some fixed
inner points in Ua and edges Lab connect those Va and Vb for which Uab 6= ∅. We choose
an orientation of the graph, saying that a > b on the edge Lab and put the holomorphic
function zb(za) which defines the holomorphic map from Ua to Ub. Then the space L
Ch
Σ
can be defined by the following data. To each edge Lab, a > b we attach a matrix valued
function gab ∈ GL(N,C) along with zb(za). The gauge fields fa are living on the vertices
Va and the gauge transformation is (2.16).
The moduli space of stable holomorphic bundles is defined as the factor space under
this action
L = GholΣ \L
Ch,st
Σ . (2.17)
The tangent space to the moduli space in this approach isH1(Σ,Lie(GL(N,C))) extracted
from the Cˆech complex. Though LCh,stΣ differs from L
D,st
Σ we obtain the same moduli space
L of stable holomorphic structures on P due to the equivalence of the Dolbeault and the
Cˆech cohomologies.
In this construction the right action of GC
∞
Σ (2.9) leaves the transition maps gab in-
variant. Therefore
LCh,st
Σ˜
= RstΣ/G
C∞
Σ . (2.18)
Taking into account (2.17) we come to the same construction of the moduli space as the
double coset space (2.14).
4. We fit the components of our construction in the exact bicomplex
Mx∂C x∂C x∂C
0 −→ Ω0hol(Uab, P )
i
−→ Ω0C∞(Uab, P ) −→ Ω
(0,1)
C∞ (Uab,EndV )
∂¯
−→x∂C x∂C x∂C
0 −→ Ω0hol(Ua, P )
i
−→ Ω0C∞(Ua, P ) −→ Ω
(0,1)
C∞ (Ua,EndV )
∂¯
−→xi xi xi
0 −→ Ω0hol(Σ, P )
i
−→ Ω0C∞(Σ, P ) −→ Ω
(0,1)
C∞ (Σ,EndV )}
∂¯
−→x x x
0 0 0
Here ∂C are the Cˆech differentials, i are the augmentations. The right arrows from
Ω0C∞(∗, P ) to Ω
(0,1)
C∞ (∗,EndV ) are of the type h→ h
−1∂¯h. We have
gab ∈ Ω
(0,1)
C∞ (Uab,EndV ), ha ∈ Ω
0
C∞(Ua, P ),
δA¯ ∈ Ω
(0,1)
C∞ (Ua,EndV ).
If these fields satisfy the tetrade conditions (2.1),(2.3) or (2.5) then they lie in the images
of i. The Dolbeault cohomologies H(0,1)(Σ,EndV ) that define the tangent space to the
moduli space are living in Ω
(0,1)
C∞ (Σ,EndV ) and the Cˆech cohomologies H
1(Σ,EndV ) in
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Ω0hol(Uab,EndV ). Their equivalence can be derived from the properties of the double
spectral sequence.
The gauge transformations also can be incorporated in the exact bicomplex
G:x∂C x∂C x∂C
0 −→ Ω0hol(Uab,EndP )
i
−→ Ω0C∞(Uab,EndP )
∂¯
−→ Ω
(0,1)
C∞ (Uab,EndP )
∂¯
−→x∂C x∂C x∂C
0 −→ Ω0hol(Ua,EndP )
i
−→ Ω0C∞(Ua,EndP )
∂¯
−→ Ω
(0,1)
C∞ (Ua,EndP )
∂¯
−→xi xi xi
0 −→ Ω0hol(Σ,EndP )
i
−→ Ω0C∞(Σ,EndP )
∂¯
−→ Ω
(0,1)
C∞ (Σ,EndP )
∂¯
−→x x x
0 0 0
Let ǫhol ∈ Lie(GholΣ ), ǫ
C∞ ∈ Lie(GC
∞
Σ ). Then
ǫhol ∈ Image of(Ω0hol(Ua,EndP )) in Ω
0
C∞(Ua,EndP ),
ǫC
∞
∈ Image of(Ω0C∞(Σ,EndP ) in Ω
0
C∞(Ua,EndP ).
The actions of the gauge group (see (2.11) and (2.16))
δC
∞
A¯a = ∂¯ǫ
C∞
a + [A¯a, ǫ
C∞
a ], (2.19)
δholgab = ǫ
hol
a gab − gabǫ
hol
b . (2.20)
More generally, M is the bigraded G module. The action of G is consistent with the both
differential ∂C and ∂¯. The differentiations take into account the bigradings of M and G.
The actions (2.19),(2.20) are particular cases of these actions .
3 The Schottky specialization.
We apply the general scheme to the particular covering of Σg based on the Schottky
parameterization. Consider the Riemann sphere with 2g circles Aa,A
′
a, a = 1, . . . g. Each
circle lies in the external part of others. Let γa be g projective maps A
′
a = γaAa, γa ∈
PSL(2). The Schottky group Γ is a free group generated by γa, a = 1 . . . g. The exterior
part of all the circles
Σ˜ = P1/ ∪2gb=1 Db
is the fundamental domain of Γ. The surface Σ is obtained from Σ˜ by the pairwise gluing
of the circles A′a = γaAa and Aa. We have only one nonsimpliconnected 2d cell Ua ∼ Σ˜
with selfintersections Uaa′ = vicinity Aa = vicinity A
′
a. We choose g local coordinates
za, a = 1, . . . , g, which define the parameterizations of the internal disks of Aa circles. In
6
this case the holomorphic maps can be written as za′(za) = γa(za). The GTF RΣ (2.5) is
a twisted field h on Σ˜
h−1∂¯h(za, z¯a) = h
−1∂¯h(γa(za), γa(za)), a = 1, . . . , g.
In the definition of GC
∞
Σ (2.9) ”the periodicity conditions” take the form
ϕ(γa(za), γ¯a(z¯a)) = ϕ(za, z¯a), za ∈ vicinity of Aa.
The transition maps (2.3),(2.6) defining LChΣ are
ga = gaa′(za) = h(za, z¯a)h
−1(γa(za), γ¯a(z¯a)), a = 1, . . . , g. (3.1)
The gauge group GholΣ acts as a global holomorphic transformation on Σ˜. In the local
coordinates we have
ga → fagaf
−1
γa
, fa = f(za), ga = ga(za), fγa = f(γa(za)). (3.2)
In local coordinates ga have the form of Laurent polynomials. ga(za) =
∑
g(k)a z
k
a . Thus in
this parameterization the set of holomorphic structures on the vector bundles LChΣ can be
identified with the collection of the loop groups L(GLa(N,C)). But in fact, taking into
account the adjoint action of the gauge group (3.2), one concludes that the precise form
of components is the semidirect product L(GL(N,C))>✁PSL(2) = {g(z)>✁γ(z)}. Thus
LChΣ = ⊕
g
a=1La(GL(N,C))>✁ PSL(2)a, (3.3)
where the subgroups {PSL(2)a}, a = 1 . . . g are responsible for the complex structure on
Σ. To define the stable bundles one should choose an open subset in La(GL(N,C)).
Consider the bundles over genus g = 1 curves. Though the bundles are unstable this
case can be completely described in the wellknown terms. The Schottky parameterization
means the realization of elliptic curve as an annulus. Let γ(z) = qz, q = exp(2πiτ). The
holomorphic bundles are defined by the loop group extended by the shift operator
LChΣ = L(GL(N,C))>✁ exp(2πiτz∂). (3.4)
The gauge action (3.2)
g(z)→ f(z)g(z)f−1(qz)
transforms g(z) to a z independent diagonal form, up to the action of the complex affine
Weyl group Wˆ . Let W be the AN−1 Weyl group (the permutations of the Cartan el-
ements). Then Wˆ = (ZR∨τ + ZR∨) >✁W (R∨ is the dual root system). The moduli
space L in this case is the Weyl alcove. The comparison of two description of holomorphic
structures on elliptic curves (3.4) and (2.10) was carried out in [11, 12] in terms of two
loop current algebras and invariants of their coadjoint actions.
In general case (g > 1) the gauge transform (3.2) allows to choose ga as constant ma-
trices. They are defined up to the common conjugation by a GL(N,C) matrix. Thus the
moduli space of holomorphic bundles in the (3.3) description are defined as the quotient
L ∼ (GL(N,C)⊕ . . .⊕GL(N,C)︸ ︷︷ ︸
g
)/GL(N,C).
Since the center of GL(N,C) acts trivially we obtain dimL = N2(g− 1) + 1 (see (2.13)).
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4 Symplectic geometry in the double coset picture
Here we consider the Hitchin integrable systems which are defined on the cotangent bundle
T ∗L to the moduli of stable holomorphic bundles L. As it was done in the original work
[7] this space is derived as a symplectic quotient of T ∗LDΣ under the gauge action of G
C∞
Σ .
We will come to the same systems by the three step symplectic reductions from some big
upstairs space. The main object of this section is the commutative diagram (4.10), which
describes these reductions and intermediate spaces.
1. First, as intermediate step, consider the Hitchin description of T ∗L. The upstairs
phase space is the cotangent bundle T ∗LDΣ to the space L
D
Σ (2.10) of holomorphic structures
on the bundle P in the Dolbeault picture. It is the space of pairs
T ∗LDΣ = {φ, d
′′
A, φ ∈ Ω
(1,0)
C∞ (Σ, (EndV )
∗)}. (4.1)
The field φ is called the Higgs field and the bundle T ∗LDΣ is the Higgs bundle. We can
consider the Higgs field as a form
φ ∈ Ω0C∞(Σ, (EndV )
∗ ⊗K),
where K is the canonical bundle on Σ. Locally on Ua
d′′a = ∂¯ + A¯a, A¯a = h
−1
a ∂¯ha, ha ∈ Ω
0
C∞(Ua,RΣ).
The symplectic form on it is
ωD =
∫
Σ
tr(Dφ,Dd′′A). (4.2)
The action of the gauge group GC
∞
Σ (2.9) on d
′′
A (2.11) with
φ→ ϕ−1φϕ
is a symmetry of T ∗LDΣ . It defines the moment map
µGC∞
Σ
(φ, A¯) : T ∗LDΣ → Lie
∗(GC
∞
Σ ),
µGC∞
Σ
(φ, A¯) = [d′′A, φ].
For the zero level moment map [d′′A, φ] = 0 the Higgs field becomes holomorphic
φ ∈ H0(Σ, (EndV )∗ ⊗K).
The symplectic quotient µ−1(0)/GC
∞
Σ = T
∗LDΣ//G
C∞
Σ is identified with the cotangent
bundle to the moduli space T ∗L. The Hitchin commuting integrals are constructed by
means of (1− j, 1) holomorphic differentials νj,k, k = 1, . . .:
IDj,k =
∫
Σ
νDj,ktrφ
j. (4.3)
Since the space of these differentials H0(Σ, K ⊗ T j) (K is the canonical class,
T j is (−j, 0) forms) has dimension (2j − 1)(g − 1) for j > 1 and g for j = 1 we have
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N2(g − 1) + 1 independent commuting integrals, providing the complete integrability of
the Hamiltonian systems (4.2),(4.3). The integrals (4.3) define the Hitchin map
H0(Σ, (EndV )∗ ⊗K)→ H0(Σ, Kj).
2. The same system can be derived starting from the cotangent bundle T ∗LChΣ to the
holomorphic structures on P defined in the C-type description (2.15). Now
T ∗LChΣ = {ηab, gab| ηab ∈ Ω
(1,0)
hol (Uab, (EndV )
∗), gab ∈ Ω
0
hol(Uab, P )}, (4.4)
This bundle can be endowed with the symplectic structure by means of the Cartan-Maurer
one-forms on Ω0hol(Uab, P ). Let Γ
b
a(C,D) be a path in Uab with the end points in the triple
intersections C ∈ Uabc = Ua∩Ub∩Uc, D ∈ Uabd. We can put the data (4.4) on the fat graph
corresponding to the covering {Ua}. The edges of the graph are {Γ
b
a(CD)} and {Γ
a
b(DC)}
with opposite orientation. We assume that the covering is such that the orientation of
edges defines the oriented contours around the faces Ua. The fields ηab, gab are attributed to
the edge Γba(CD), while ηba, gba to Γ
a
b (DC). The last pair is not independent - (g
−1
ab = gba)
(see (2.3)). Its counterpart in the dual space is
ηab(za) = gab(za)ηba(zb(za))g
−1
ab (za). (4.5)
The symplectic structure is defined by the form
ωCh =
∑
edges
∫
Γba(CD)
Dtr(ηab(za)(Dgabg
−1
ab )(za)). (4.6)
Here the sum is taken over the edges of the oriented graph obtained from the fat graph
after the identifications of fields (4.5). In other words we consider only the edge Γba with
the fields gab, ηab and forget about the edge Γ
a
b . Since ηab and gab are holomorphic in Uab,
the definition is independent on a choice of the path Γba within Uab. The symplectic form
is invariant under the gauge transformations (2.16) supplemented by
ηab → faηabf
−1
a . (4.7)
The set of invariant commuting integrals on T ∗LChΣ is
IChj,k =
∑
edges
∫
Γba(CD)
νCh(j,k)(za)tr(η
j
ab(za)), (4.8)
where νChj,k are (1− j, 0) differentials, which are related locally to the (1− j, 1) differentials
as νDj,k = ∂¯ν
Ch
j,k .
We can consider the system on the defined above graph Lab which is dual to Γ
b
a(CD).
The fields gab, ηab, a, b = 1 . . . are defined on edges, while the gauge transformations fa
live on vertices.
The moment map is
µGhol
Σ
(ηab, gab) : T
∗LChΣ → Lie
∗(GholΣ ).
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According to (2.20) the Hamiltonian generating the gauge transformations is
Fǫhol =
∑
edges
∫
Γba(CD)
tr(ηab(za)ǫ
hol
a (za))− tr(ηab(za)gab(za)ǫ
hol
b ((zb(za))gab(za)
−1) =
∑
edges
∫
Γba(CD)
tr(ηab(za)ǫ
hol
a (za))− tr(ηba(zb(za))ǫ
hol
b (zb(za))) =
∑
a
∫
Γa
∑
b
tr(ηab(za)ǫ
hol
a (za)),
where Γa is an oriented contour around Ua. The moment equation µGhol
Σ
= 0 can be read
off from Fǫhol. It means that ηab is a boundary value of some holomorpfic form defined on
Ua
ηab(za) = Ha(za), for za ∈ Uab, Ha ∈ Ω
(1,0)
hol (Ua, (EndV )
∗). (4.9)
The reduced system is again the cotangent bundle to the moduli space of holomorphic
bundles
T ∗L = GholΣ \\T
∗LChΣ = G
hol
Σ \µ
−1
Ghol
Σ
(0),
which has dimension 2N2(g − 1) + 2.
3. To get the cotangent bundle T ∗L via the symplectic reduction we can start from
T ∗RΣ using the double coset representation (2.14). Then T
∗LDΣ or T
∗LChΣ are obtained
on the intermediate stages of the two step reduction under the actions of GholΣ or G
C∞
Σ .
Since these groups act from different sides on RΣ their actions commute and the result of
the reduction procedure is independent on their order. But the space RΣ, as we already
have remarked, is not free - its elements satisfy (2.5). We will represent the constraints
(2.5) as moment constraints and consider the ”superfree” space - cotangent bundle to the
group GΣ (2.7). More exactly we will consider (Theorem 4.1) the three step symplectic
reductions which result in the following commutative ”tadpole” diagram
T ∗GΣ
GAΣ ↓
T ∗RΣ
GholΣ ւ ց G
C∞
Σ
T ∗LDΣ T
∗LChΣ
GC
∞
Σ ց ւ G
hol
Σ
T ∗L
(4.10)
To begin with we define the initial data on T ∗GΣ and the gauge group G
A
Σ . To construct
T ∗GΣ we consider three dual elements
Ψa ∈ Ω
(1,1)
C∞ (Ua, (EndV )
∗), ηab, ηba ∈ Ω
(1,0)
C∞ (Uab, (EndV )
∗),
ξab, ξba ∈ Ω
(0,1)
C∞ (Uab, (EndV )
∗).
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Cotangent bundle T ∗GΣ is the set of fields (Ψ, η, ξ, h). We endow it with the symplectic
structure. Consider the same fat graph with edges Γba(CD) and Γ
a
b (DC) as in 4.2. Then
ωΣ = D{
∑
a
∫
Ua
tr(ΨaDhah
−1
a ) +
∑
b
[
∫
Γba
tr(ηabDhah
−1
a ) +
∫
Γba
tr(ξabh
−1
a Dha)]}. (4.11)
We assume as before that paths Γba,Γ
c
a, . . . can be unified in a closed oriented contour
Γa ⊂ Ua . The integral over Ua means in fact the integral over a part of Ua restricted by
the contour Γa. Thus the first sum can be replaced by the integration over Σ. To maintain
the independence of ωΣ on the choice of the contours Γa we introduce the following ”gauge”
symmetry. Its action defines of variations of fields along with variations of contours. Let
Γ′a be another contour and δUa be the corresponding variation of the integration domain.
There is the integral relation between fields coming from the Stokes theorem, providing
the independence of ωΣ
∫
δUa
tr(ΨaDhah
−1
a ) = [
∫
Γ′a
tr(ηabDhah
−1
a ) +
∫
Γ′a
tr(ξabh
−1
a Dha)] (4.12)
−[
∫
Γa
tr(ηabDhah
−1
a ) +
∫
Γa
tr(ξabh
−1
a Dha)].
In other words, the variation of contours is compensated by the variation of the field Ψ.
The form ωΣ (4.11) is invariant under the actions of G
hol
Σ :
ha → faha, Ψa → faΨaf
−1
a , ηab → faηabf
−1
a , ξab → ξab, (4.13)
and GC
∞
Σ
ha → haϕa, Ψa → Ψa, ηab → ηab, ξab → ϕ
−1
a ξabϕa. (4.14)
We extend these group transformations by the following affine action of the group
GAΣ = {sab ∈ Ω
0
C∞(Uab, P )|sab = sba} (4.15)
on ξab
ξab → ξab − s
−1
ab (∂¯ + h
−1
a ∂¯ha)sab + h
−1
a ∂¯ha
leaving the other fields untouched. This action commutes with GholΣ , but does not commute
with GC
∞
Σ . G
A
Σ can be imbedded in the bicomplex G (see (4.15)). On the Lie algebra level
we have
ξab → ξab − (∂¯ǫ
A
ab + [h
−1
a ∂¯ha, ǫ
A
ab]) (4.16)
(ǫAab ∈ Lie(G
A
Σ ) = {Ω
0
C∞(Uab,EndV )| ǫ
A
ab = ǫ
A
ba}.
Proposition 4.1 The form ωΣ (4.11) is invariant under the action of G
A
Σ .
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Proof. From (4.16)
δǫA
ab
ξab = −(∂¯ǫ
A
ab + [h
−1
a ∂¯ha, ǫ
A
ab]),
where ǫA ∈ Lie(GAΣ ). Then
−δǫAωΣ˜ =
∑
a
∑
b
∫
Γba
tr{D([h−1a ∂¯ha, ǫ
A
ab])h
−1
a Dha+∂¯ǫ
A
aD(h
−1
a Dha)+[h
−1
a ∂¯ha, ǫ
A
a ]D(h
−1
a Dha)}
= −
∑
a
∑
b
∫
Γba
tr{[D(h−1a Dha), h
−1
a Dha] + ∂¯D(h
−1
a Dha) + [h
−1
a ∂¯ha, D(h
−1
a Dha)], ǫ
A
ab}.
Then direct calculations show that the sum under the integral in front of ǫAab vanishes.
Therefore ωΣ is invariant under these transformations. ✷
More generally, the dual fields (Ψa, ηab, ηba, ξab, ξba) can be incorporated in a general
pattern of two exact G bimoduli:
M′
∗
x∂C x∂C x∂C
0→ Ω
(1,0)
hol (Uab, (EndV )
∗)
i
−→ Ω
(1,0)
C∞ (Uab, (EndV )
∗)
∂¯
−→ Ω
(1,1)
C∞ (Uab, (EndV )
∗)
∂¯
−→x∂C x∂C x∂C
0→ Ω
(1,0)
hol (Ua, (EndV )
∗)
i
−→ Ω
(1,0)
C∞ (Ua, (EndV )
∗)
∂¯
−→ Ω
(1,1)
C∞ (Ua, (EndV )
∗)
∂¯
−→xi xi xi
0→ Ω
(1,0)
hol (Σ, (EndV )
∗)
i
−→ Ω
(1,0)
C∞ (Σ, (EndV )
∗)
∂¯
−→ Ω
(1,1)
C∞ (Σ, (EndV ))
∗ ∂¯−→x x x
0 0 0
M′′
∗
x∂C x∂C x∂C
0→ Ω
(0,1)
antihol(Uab, (EndV )
∗)
i
−→ Ω
(0,1)
C∞ (Uab, (EndV )
∗)
∂
−→ Ω
(1,1)
C∞ (Uab, (EndV )
∗)
∂
−→x∂C x∂C x∂C
0→ Ω
(0,1)
antihol(Ua, (EndV )
∗)
i
−→ Ω
(0,1)
C∞ (Ua, (EndV )
∗)
∂
−→ Ω
(1,1)
C∞ (Ua, (EndV )
∗)
∂
−→xi xi xi
0→ Ω
(0,1)
antihol(Σ, (EndV )
∗)
i
−→ Ω
(0,1)
C∞ (Σ, (EndV )
∗)
∂
−→ Ω
(1,1)
C∞ (Σ, (EndV ))
∗ ∂−→x x x
0 0 0
We remind that
Ψa ∈ Ω
(1,1)
C∞ (Ua, (EndV )
∗), ηab, ηba ∈ Ω
(1,0)
C∞ (Uab, (EndV )
∗),
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ξab, ξba ∈ Ω
(0,1)
C∞ (Uab, (EndV )
∗).
We will see that after the symplectic reductions these fields will obey some special con-
straints. Now we have all initial data to start from the top of the diagram (4.10) -the
fields, the symplectic form ωΣ (4.11) and the gauge groups actions (4.13),(4.14),(4.15).
Theorem 4.1 There exist two ways of symplectic reductions represented by the commu-
tative diagram (4.10) which leads from T ∗GΣ to the cotangent bundle to the moduli space
T ∗L.
To prove Theorem we shall go down along the diagram.
4. Consider first the action of GAΣ (4.16). Let T
∗RΣ = {Ψ, η, h} and h is GTF with
symplectic form
ωΣ = D{
∑
a
[
∫
Ua
tr(ΨaDhah
−1
a ) +
∑
b
∫
Γba(CD)
tr(ηabDhah
−1
a )]}. (4.17)
Lemma 4.1
T ∗RΣ = T
∗GΣ//G
A
Σ = µ
−1
GA
Σ
(0)/GAΣ .
Proof. It follows from (4.11),(4.15) that the Hamiltonian of GAΣ action is
FǫA =
∑
a>b
Fab, Fab =
∫
Γba(CD)
tr(ǫAabh
−1
a ∂¯ha) +
∫
Γa
b
(DC)
tr(ǫAbah
−1
b ∂¯hb).
In fact the one-form
DFab =
∫
Γba(CD)
{tr(∂¯ǫAabh
−1
a Dha) + tr(ǫ
A
ab[h
−1
a ∂¯ha, h
−1
a Dha])}
can be obtain from ωΣ (4.11) by the action of the vector field generated by G
A
Σ (4.15). But
ǫAab = ǫ
A
ba (4.15). Putting the moment equal to zero µGA
Σ
= 0 we come to the constraints
h−1a ∂¯ha = h
−1
b ∂¯hb, which are exactly (2.5). Note that the gauge transform (4.16) allows
to fix ξab = 0. Thus the symplectic quotient T
∗RΣ = T
∗GΣ//G
A
Σ has the field content
(Ψ, η, h ∈ Ω0C∞(Σ,P)) with ωΣ (4.17). ✷
5. Consider the action of GholΣ (2.20),(4.13) on T
∗RΣ, which corresponds to the left
arrow in the diagram (4.11). We will prove
Lemma 4.2
T ∗LDΣ = G
hol
Σ \\T
∗RΣ = G
hol
Σ \µ
−1
Ghol
Σ
(0),
where T ∗LDΣ is defined by (4.1) with the symplectic structure (4.2).
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Proof. From (4.13) and (4.17) we read off the hamiltonian of the gauge fields
Fǫhol =
∑
a
[
∫
Ua
tr(Ψaǫ
hol
a ) +
∑
b
∫
Γba
tr(ηabǫ
hol
a )].
On Ua we can put Ψa = ∂¯(Φ˜a+Ha), where Φ˜a ∈ Ω
(1,0)
C∞ (Ua, (EndV )
∗ and Ha is an arbitrary
element from Ω
(1,0)
hol (Ua, (EndV )
∗) (see M′∗). Then
Fǫhol =
∑
a
∑
b
∫
Γba
tr((Φ˜a +Ha + ηab)ǫ
hol
a ).
Resolving the moment constraint µGhol
Σ
= 0 gives
ηab(za, z¯a) = −Φ˜a(za, z¯a)−Ha(za), za ∈ Uab. (4.18)
By means of the Stokes theorem ωΣ (4.17) can be transformed to the form
ωΣ = D{
∑
a
[
∫
Ua
tr(∂¯(Φ˜a +Ha)Dhah
−1
a ) +
∑
b
∫
Γba
tr(ηabDhah
−1
a )]} =
−
∑
a
D
∫
Ua
tr((Φ˜a +Ha)∂¯(Dhah
−1
a )).
Let
φa = −h
−1
a (Φ˜a +Ha)ha. (4.19)
Remind that Ha = Ha(za) is an arbitrary holomorphic function on Ua. We will choose it
in a such way that φa becomes a global section in Ω
(1,0)
C∞ (Σ, (EndV )
∗). In other words
(φa − φb)|Γba = 0. (4.20)
In fact, since gab = hah
−1
b ,
ha(φb − φa)h
−1
a = (Φ˜a − gabΦ˜bg
−1
ab ) + (Ha − gabHbg
−1
ab ), (4.21)
where the second term is holomorphic. Consider the integral Ia over the contour Γa = ∪bΓ
b
a
around Ua
Ia = −
∫
Γa
∑
b
(Φ˜a − gabΦ˜bg
−1
ab )(y)
z − y
dy.
Due to the Sokhotsky-Plejel theorem [13] Ia is holomorphic inside and outside Γa. It has
a jump Φ˜a − gabΦ˜bg
−1
ab on the contour. Let
Ha = Ia in Ua,
Hb = g
−1
ab Iagab outside Ua.
Therefore the functions Ha and gabHbg
−1
ab defining by this integral provide the vanishing
of the left hand side (4.21). The symplectic form ωΣ in terms of φ and A¯ can be rewritten
as
ωΣ =
∑
a
D
∫
Ua
tr(φaDA¯a) = D
∫
Σ
tr(φDA¯).
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This form coincides with ωD (4.2) for T ∗LDΣ . The field φ is invariant under the G
hol
Σ action
(4.13). Therefore the symplectic reduction by the gauging GholΣ leaves us with the fields
φ and h and the symplectic structure (4.2). In other words T ∗LΣ//G
hol
Σ = T
∗LDΣ . ✷ We
can now move down along the left side of diagram (4.11) as it was described in 1. and
obtain eventually T ∗L.
It will be instructive to look on relations between two type of dual fields η (4.18) and
φ (4.19) that arise after these two consecutive reductions. On the first step we found that
η are boundary valued forms
ηab(za, z¯a) = h
−1
a φha|Uab. (4.22)
Moreover, it follows from (4.20) that
ηab(za, z¯a) = gab((za, z¯a)ηba(zb(za), z¯b(z¯a))gab((za, z¯a)
−1. (4.23)
The second reduction gives ∂¯φ + [A¯, φ] = 0 (see 1.). It is equivalent to ∂¯η = 0, due to
(4.22).
6. Now look on the right side of the diagram.
Lemma 4.3
T ∗LChΣ = T
∗RΣ//G
C∞
Σ = µ
−1
GC
∞
Σ
(0)/GC
∞
Σ ,
where T ∗LChΣ is the cotangent bundle (4.4) with ω
Ch (4.6).
Proof. The gauge action of GC
∞
Σ (4.14) on T
∗RΣ defines the Hamiltonian (see (4.17))
FǫC∞ =
∑
a
{
∫
Ua
tr(h−1a Ψahaǫ
C∞
a ) +
∑
b
∫
Γba
tr(h−1a ηabhaǫ
C∞
a )}. (4.24)
Consider the zero level of the moment map
µGC∞
Σ
: T ∗L˜Σ → Lie
∗(GC
∞
Σ ).
From the first terms in (4.24) we obtain
Ψa = 0, a = 1, . . . .
This choice of Ψ breaks the invariance with respect to replacements of contours . But if
∂¯ηab = 0 then the exact form of the path Γ
b
a(C,D) is nonessential. Note that this choice
is consistent with the definition of η (4.20) (ηab = Ha in the G
hol
Σ reduction). Picking up
in the second sum in (4.24) integrals over two neighbor edges we come to the condition
∫
Γba
tr(h−1a ηabhaǫ
C∞
a ) +
∫
Γa
b
tr(h−1b ηbahbǫ
C∞
b ) = 0.
Since ǫC
∞
∈ Lie(GC
∞
Σ ) it is ”periodic” ǫ
C∞
a (za) = ǫ
C∞
b (zb(za)). It gives the following form
of constraints
(h−1a ηabha)(za) = (h
−1
b ηbahb(zb(za))), za ∈ Uab,
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or
ηab(za) = gab(za)ηba(zb(za))g
−1
ab (za), (gab(za) = ha(za, z¯a)h
−1
b (zb(za), zb(za))), (4.25)
which is just the twisting property of η (4.5). Furthermore, the symplectic form ωΣ (4.17)
due to vanishing the field Ψ now is
ωΣ =
∑
a>b
D[
∫
Γba(CD)
tr(ηabDhah
−1
a ) +
∫
Γa
b
(DC)
tr(ηbaDhbh
−1
b )].
Taking into account that
(Dgabg
−1
ab )(za) = Dha(za)h
−1
a (za)− ha(za)(h
−1
b Dhb)(zb(za))ha(za)
−1
and the moment constraint (4.25) we can rewrite ωΣ as
ωΣ =
∑
edges
∫
Γba(CD)
Dtr(ηab(za)(Dgabg
−1
ab )(za)).
It is just ωC (4.6) in the C-type description of holomorphic bundles. We have the same field
content and the same symplectic structure as in T ∗LChΣ . Therefore T
∗RΣ//G
C∞
Σ = T
∗LChΣ .
✷
The last step on the right side of diagram was described in 2. Its completes the proof
of Theorem.
5 Schottky description of Hitchin systems
1. Now consider the last step in the diagram (4.10) in the Schottky parameterization.
Since in this case we have only one topologically nontrivial cell Σ˜ the symplectic reduction
is differ from the described in 4.2 for the standard covering. In this case the holomorphic
fields ηa, ga = ga(za), a = 1, . . . , g live in vicinities Va of Aa-cycles, and za are local
parameters in the internal disks. (see (3.1)). The phase space is
T ∗LChΣ = {ηa, ga| ηa ∈ Ω
(1,0)
hol (Va, (EndV )
∗), ga ∈ Ω
0
hol(Va, P )}.
In other words in accordance with (3.3)
T ∗LChΣ = ⊕
g
a=1T
∗La(GL(N,C)),
and the loop groups La(GL(N,C)) are extended by the projective transformations of za
as in (3.3). The symplectic form on this object is (see(4.6)
ωCh =
g∑
a=1
D
∫
Aa
tr(ηa(za), Dgag
−1
a (za)). (5.1)
The gauge transformations (2.16),(4.7) act as the common conjugations by global holo-
morphic in Σ˜ matrix functions
ηa(za)→ f(za)ηaf
−1(za), ga → f(za)ga(za)f
−1(γa(za)). (5.2)
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The invariant commuting Hamiltonians (4.8) in this parameterization are
ICj,k =
∑
a
∫
Aa
νC(j,k)(za)tr(η
j
a(za)), (5.3)
The gauge transform (5.2) produces the moment map µGhol
Σ
, which takes the form
µGhol
Σ
= ηa(γa(za))− (g
−1
a ηaga)(za), a = 1, . . . g.
Assume as above that µGhol
Σ
= 0:
ηa(γa(za))− (g
−1
a ηaga)(za) = 0, a = 1, . . . g, (5.4)
which is twisting property (4.5) in the Schottky picture.
2. The solutions of the moment equations are known in a few degenerate cases [10].
We will consider here as an example of the above construction holomorphic bundles over
elliptic curves with a marked point.
Define the elliptic curve as the quotient
Στ = C
∗/qZ, q = exp 2πiτ.
In this case
T ∗LChΣ ∼ (η(z), g(z); p, s)
where s ∈ GL(N,C) is a group element in the marked point z = 1 and p ∈ Lie∗(GL(N,C)).
In addition to (5.2)
p→ f(z)pf−1(1), s→ f(1)s.
The one form η(z) has a pole in the singular point z = 1. The symplectic form (5.1) on
these objects is
ωCh = D
∫
A
tr(η(z)Dgg−1(z)) +Dtr(pDss−1). (5.5)
The transition map g(z) can be diagonalized by (5.2):
g(z) = exp 2πi~u = exp{diag 2πi(u1, . . . , uN)},
where uj are z-independent. We keep the same notation for the transformed η(z) =
Σn∈Zη
(n)
j,k z
n. The moment equation (5.5) takes the form
η(qz)− (g−1ηg)(z) = pδ(z),
Rewrite it as
qnη
(n)
j,k − e
2πi(xk−xj)η
(n)
j,k = p
(n)
j,k .
After the resolving the moment constraints we find
ηj,j(z) = wj, pjj = 0,
ηj,k = −
1
2πi
θ(uj − uk − ζ)θ
′(0)
θ(uj − uk)θ(ζ)
, z = exp 2πiζ,
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where wj are new free parameters and θ(ζ) =
∑
n∈Z e
πi(n2τ+2nζ). The symplectic form
(5.5) on the reduced space takes the form
ωred = D~w ·D~u+ trD(Js−1Ds),
and J defines the coadjoint orbit p = s−1Js. Consider the quadratic Hamiltonian (5.3).
After the reduction H takes the form of the N-body elliptic Calogero Hamiltonian with
the spins [14]:
H =
1
2
(~w · ~w +
1
4π2
N∑
j>k
[pj,kpk,j℘(uj − uk|τ) + E2(τ)]).
Here E2(τ) is the normalized Eisenstein series.
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