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I. INTRODUCTION
How predictable are exchange rates? As regards the short term (measured in days or weeks), the general view is that the nominal rate is completely unpredictable, so that the best predictor of the exchange rate tomorrow is its current value. 2 Taken literally, this would imply that such unpredictability extends out to all periods, with the future path being defined solely by relevant interest rate differentials in financial markets.
An increasingly dominant view, however, is that over the medium term (business cycle frequencies of say three to seven years) real exchange rates tend to move towards an underlying "equilibrium" value defined by real factors, usually defined by some version of purchasing power parity (PPP). Indeed, the slow rate of return to PPP was listed as one of the "six puzzles" of international finance.
3 This view, however, needs to be reconciled with empirical evidence that exchange rates depend upon a country's stage of development (Balassa-Samuelson effects) , trends in net foreign asset positions, and on commodity prices. 4 That said, attempts to integrate the underlying factors that determine equilibrium real exchange rates into a single model have gained little acceptance, in large part because of the perceived lack of theoretical underpinnings.
5
Changes in the substitutability of domestic and foreign traded goods are an appealing way of reconciling these various strands of the exchange rate literature. In the short run, trade is essentially predetermined, and the value of the exchange rate is dominated by unpredictable shocks emanating from highly efficient financial markets. Over the medium term, however, it becomes possible to substitute traded goods and hence the exchange rate is increasingly dominated by forces that determine their relative prices, such as net international investment positions and commodity prices. Over longer periods, as the structure of production also changes, the exchange rate is increasingly converges to PPP. This paper focuses on the determination of exchange rates across business cycle frequencies and hence the middle segment of this time scale. An equilibrium exchange rate model built on strong microeconomic underpinnings is derived and estimated assuming that domestic and foreign manufactured traded goods are imperfect substitutes. As a result, their relative price (the real exchange rate in this paper) depends upon relative supply of such goods and other determinants of the current account, such as interest payments on net foreign assets and terms 2 The seminal paper being Meese and Rogoff (1983) . 3 Obstfeld and Rogoff (2000) . 4 On the stage of development, see Balassa (1964) , Samuelson (1964) , and the review of recent contributions in Lee and Tang (2003) . On net foreign assets, see Faruqee (1995) , Gagnon (1996) , and Lane and Milesi-Ferretti (2001 and . On terms of trade, see Cashin, Céspedes, and Sahay (2002) and Chen and Rogoff (2003) .
of trade shocks from commodity prices. In the estimation, Balassa-Samuelson effects are incorporated by focusing solely on relative prices of manufactures.
The rest of the paper is organized as follows. The theoretical model is presented in Section II, data and specification in Section III, and results in Section IV. Section V concludes.
II. EXCHANGE RATE MODEL
We derive a static, two-country flexible-price model in which the real exchange rate depends upon factors such as commodity prices and the evolution of external debt payments while being flexible enough to incorporate difference between the home country and the rest of the world with regard to relative sizes of economies, the role of commodities in trade, and the degree of home bias in consumption. The resulting estimating equation contains further insights, such as the importance of the relative supply of home and foreign traded goods, as well as the composition of exports and imports in determining the exchange rate.
The world comprises two countries, home and a (larger) foreign one, the latter's variables denoted by a star. Each country produces three types of goods: a nontraded consumption good (N), a traded manufactured good (M) which is consumed, and a traded commodity (C) used in the production of the other two goods. Home and foreign goods are differentiated, so there are six goods, N, N*, M, M*, C, and C*. There are two factors of production with fixed endowments: labor, used to produce the traded and nontraded goods, and land, used to produce commodities. The exclusion of capital from the model avoids the complications analyzing the accumulation process. Prices are fully flexible and markets are assumed competitive.
Production
The production technology determines the relative prices between nontraded and manufactured goods. Both goods are produced using constant-returns to scale Leontief technologies between labor and each of the two commodities and differ only with regard to productivity. Formally: The home country is endowed with one unit of labor, and the foreign country with s units (assumed greater than one). The resource constraints are thus:
The foreign price of manufactures, * , M P is the numerator.
Assuming the Leontief constraints bind, we have:
It follows from the cost side of the model that the price of nontraded goods and manufactures in the home country is:
As a result:
with a similar expression for the foreign country. The relative price of nontraded goods to manufactured goods in each country is thus driven by relative productivities in the two sectors-the Balassa-Samuelson effect.
Commodity C (C*) is produced only in the home (foreign) country using a linear production function by a separate nontradable factor, land denoted A (A*), plus a productivity shock, T C (T C* ):
The intensity of land use depends on the relative rental price of land (which equals the price of commodities) to wages. 6 Using the derivation in Appendix I it can be shown that: 
with equivalent foreign relationships, where λ is assumed to be less than one to reflect the stylized fact that shocks to output of commodities produce larger-than-proportional changes in prices. Prices of commodities depend on the global labor force (1+s), commodity intensity of production (φ c ), productivity of land (T c ), and the relative price and productivity of manufactures. Output of the home commodity (Y C ), home consumption (C C ), and exports of the home commodity (X C ) depend only upon the world labor supply and shocks to the productivity of land.
Consumption
The representative agent's utility function has greater substitutability between home and foreign manufactured goods than across manufactured and nontraded goods. This is captured by having Cobb-Douglas preferences between the nontraded and manufactured goods, and CES preferences across the home and foreign manufactured goods with an elasticity of substitution of ε, which is greater than unity:
C C and X * are consumption of the home nontraded good, home manufactures, and foreign manufactures (which are exported from the foreign country, hence the X*), respectively, and β, γ, and ε are positive parameters. The utility function for the foreign consumer is similar, with ε and β being assumed the same, while the relationship between γ and γ* depends upon the relative sizes of the two economies, the structure of production, and the composition of trade. It helps at this stage to write the nonmanufacturing current account balance, comprising the balance on commodity trade and transfers (TR, priced in foreign manufactures), as:
To solve for the relative prices of the two manufactured goods, note that as for nontraded goods, production equals consumption:
The CES utility function implies that:
Combining with the budget constraints gives:
Equation (12) can be combined with the budget constraint on the trade balance
to produce the following expression for the relative prices of the two manufactured goods:
Rewriting gives:
To provide some intuition for equation (14) it is useful to review some special cases. If there is no home bias, so that * 1 γ γ + = , the equation becomes:
The relative price of manufactures depends negatively on the overall supply of home versus foreign manufactures, the balance on nonmanufactures trade, and the elasticity of substitution between manufactures.
If it is further assumed that in initial equilibrium trade in both manufactures and nonmanufactures is balanced, and in initial equilibrium P M =1, so that /(1 ) * 1/(1 ), s s and s γ γ = + = + the right-hand side of the expression simplifies to:
Only the relative supply of manufactures and nonmanufactures trade balance now matter. Finally, by making the two countries of equal size and eliminating commodities gives:
Hence, the complexity of the generalized form of the equation comes from creating a flexible model in which a range of real-world situations can be examined.
Equation (14) is log-linearized to obtain a more easily estimable specification. As detailed in Appendix II, this results in the following specification:
where bars above terms represent their equilibrium values, and hats are changes from equilibrium values, and
Equation (15) is the basic estimating equation of the paper. The numerator defines the underlying disturbances that can move the relative price of manufactures. The first term involves the relative supply and demand for home and foreign manufactured goods, as a rise in the quantity of home goods (for example) depresses their relative price on world markets. The second term shows that disturbances to the balance on commodity trade as well as transfers (comprising interest payments on international investment positions and uncompensated transfers) also matter, with the relative importance of these terms depending upon the relative importance of trade in manufactures and other flows in the overall trade accounts.
The denominator defines how much the relative price of manufactures varies in response to shocks. The first term is the expenditure-creating effect. A rise in the relative price of home manufactures leads to higher income in the home country, which sucks in more imports. The second term represents expenditure switching. As the elasticity of substitution rises, the relative price of manufactures has a larger impact on the trade balance, depending on home bias in domestic and foreign consumption. It also depends on the ratio of exports to imports of manufactures, as an exporter of manufactures has two margins along which the relative price operates (imports and exports of manufactures) while a commodity exporter has only one margin.
The influence of theory can be seen in the measurement of the explanatory variables and composition of the various coefficients. What matters are the relative output of manufactured goods; changes in nominal exports and imports of commodities, rather than the terms of trade; and trends in interest payments on international investments, rather than the path of net foreign assets. In addition, the coefficients depend upon numerous country-specific effects, such as the composition of trade and home bias of consumption.
III. DATA AND SPECIFICATION
We constructed the real exchange rate based on manufacturing output deflators, different from the conventional real exchange rate based on consumer prices, as our theory has the most distinct implication on the behavior of the manufacturing-based real exchange rate. We could construct this exchange rate for 10 advanced economies-Australia, Canada, Denmark, the euro area, Japan, Norway, New Zealand, Sweden, the United Kingdom, and the United States-for the period from 1980 to 2001 (see Appendix III for further details on data).
For the right-hand side variables of equation (15), theory provides several specific guidelines for the choice and measurement of regressors. To start with the denominator of equation (15), which applies to all regressors, it depends on the elasticity of substitution among other things. Our initial attempt to estimate the elasticity of substitution was unsuccessful, which appears to reflect the conventional finding in the macro-empirics literature that the coefficient in question is close to 1. If the coefficient is indeed equal to 1, it has no effect on our specification, making it difficult for the econometric estimation of equation (15) to pick out a particular value. On the other hand, trade literature working with disaggregated models has often found a much higher value for this elasticity. We thus made a pragmatic choice of setting its value equal to 1.05, close to the unit elasticity often used in the literature working with aggregate models.
The right-hand side variables of equation (15) are divided into three groups. The first term is captured by the log difference between real manufacturing output of home and foreign countries, and is named RYM in the rest of the paper. The commodity effects in the second term is captured by the log difference between the export and import prices of commodities, each augmented appropriately as indicated by theory. The commodity export price is multiplied by the ratio of commodity exports to noncommodity imports, and the commodity import price is multiplied by the ratio of commodity imports to noncommodity imports. The resulting variable is called TOT in the rest of the paper.
The major determinant of the transfer effects in the second term is the external financial position, for which several measures were used. We characterize separately flow receipts from gross foreign assets (ra*FA) and flow payments on gross foreign liabilities (rl*FL), dividing each by noncommodity imports. By using the gross inflows and outflows, we derive separate rates of return on external assets and liabilities.
Our first measure of external financial position is the net flow on foreign assets: rNFA = ra*FA -rl*FL, where the synthetic interest rate on net foreign assets, r, is a short-hand expression for the net inflow that is measured by allowing for separate rates of return on the asset and liability sides. The second measure of external financial position decomposes the first measure into the part driven by variation in the stock of net foreign assets ( r NFA ) and the remainder ( ( ) r r − NFA ) driven by variation in the implied rates of return. Here again, synthetic interest rates on net foreign assets, r and ( ) r r − , are short-hand expressions for separate calculations that are based on separate average returns on the asset and liability sides. That is, * * rNFA ra FA rl FL = − , and ( ) r r NFA rNFA rNFA − = − . The third measure relies only on the variation in the stock of net foreign assets, without regard to the variation in the rates of return ( r NFA ). We do not introduce uncompensated international transfers because they are of negligible amount for countries in our sample.
Incorporating these variables, we estimate a panel equation of the following type, in which country-specific fixed effects are allowed. 
Several issues arise in the econometric estimation, associated with the nonstationary nature of the data. On the basis of various unit root tests, all variables are viewed to be I(1) processes (Table 1 ). Reflecting the well-known difficulty of distinguishing I(1) and I(0) series in the finite sample, the battery of panel unit root tests does not always provide a unanimous answer. IPS test (column 1) often rejects the null hypothesis of unit root, while Breitung test (column 4) provides better support for the presence of unit roots in the data. However, the null hypothesis of I (0) is strongly rejected for all series, according to the test developed by Hadri (column 2).
For the correct statistical inference under nonstationary data, we used panel dynamic ordinary least squares estimation (panel DOLS), in line with Kao and Chiang (2000) and Mark and Sul (2000) . The specific combination of dependent and independent variables changes with each specification, but all regressions are of the following format, where explanatory variable it z refers to the vector of the corresponding dimensions. 
By including leads and lags of the differenced series, DOLS addresses an asymptotic bias contained in the OLS estimates. This econometric choice is based on Kao and Chiang (2000) , who find that DOLS outperforms the alternative fully modified ordinary least squares (FMOLS) approach. For one, DOLS reduces bias better than FMOLS, while being computationally simpler. Second, the t-statistic from DOLS approximates the standard normal density much better than the statistics from OLS or FMOLS.
IV. ESTIMATION RESULTS
We test the basic theoretical prediction as summarized in equation (15), including the predictions that coefficients on different variables are identical in size and that the specifications are cointegrated. We then investigate how fast the exchange rate converges to the long-term value defined by the cointegrating equation, allowing the speed of convergence to vary nonlinearly with the distance from the long-term value. Table 2 reports the long-run coefficients estimated for the manufacturing-based real exchange rate, corresponding to equation (19). In column (1), all external balance items are combined into one term (Z), while they are broken into TOT and NFA terms in the other three columns. The remaining three columns differ in their treatment of NFA terms. In column (2), NFA term measures the actual net flow income on foreign assets (rNFA); in column (3), the net flow income is decomposed into the part driven by changes in the stock of net foreign assets ( r NFA ) and the remainder driven by changes in the rate of return ( ( ) r r − NFA ); and in column (4), the term that reflects variation in the rate of return is dropped.
A. Cointegrating Relationship
Estimated coefficients are broadly consistent with the implications of theory. The coefficient on the RYM is strongly significant, and the estimates are around -0.7, consistent with the predicted supply effect. When all external balance items are combined into one variable in column (1), the coefficient estimate is close to 1, equal to the value predicted by theory. The hypothesis that these two coefficients are identical in size is not rejected by the Wald test at the 10 percent significance level (the test statistic is equal to 0.67 implying the p-value of 0.41). The cross-coefficient restrictions hold up in the specification for column (2), though less strongly. The hypothesis that the coefficients on RYM are identical in size to the coefficients on TOT and NFA terms is not rejected by the Wald test at the 10-percent significance level.
In columns (3) and (4) where NFA terms are broken down further, the cross-coefficient restrictions are strongly rejected at the 1 percent significance level. Similarly, the coefficient estimates are of the right sign but their magnitudes vary. The coefficient estimate on TOT is about 0.8 in columns (3) and (4), while it is smaller and not statistically significant in column (2). The coefficient estimate on NFA variables, in contrast, are about twice as large as the coefficient on the Z variable. The stronger statistical significance of NFA variables than TOT may be the combined effect of the persistence of underlying shocks and a finite sample. Our theoretical model focuses on the long-run relationship and does not allow for the differences engendered by the relative importance of shocks that do not have persistent effects. If shocks to TOT are more susceptible to short-term variations than shocks to NFA variables, our coefficient estimates based on this finite sample will capture the long-run relationship better for NFA variables than for TOT variables.
For each specification estimated in Table 2 , we examine whether the real exchange rate is cointegrated with the explanatory variables on the basis of panel cointegration tests proposed by Pedroni (2000 Pedroni ( , 1999 . 
B. Convergence and Forecastability
A central issue in the recent debates on the exchange rate has been the slow convergence to the long-run equilibrium. Accordingly, we explore how rapidly a deviation from the long-run cointegration relationship corrects itself in our model. In addition, we investigate if there is any nonlinearity in the speed of convergence toward the long-run relationship.
As the first step, we construct residuals from the cointegrating regression, calculated only on the basis of level-variables without including the leads and lags of first differences. We estimate the following second-stage error correction equation, allowing a nonlinear effect by including residual terms raised to the third power. The cubic term can capture the nonlinearity in the speed of convergence, while maintaining the sign of the deviation from the equilibrium.
( )
Tables 4 and 5 correspond to the first-stage regressions of columns (2) and (3) of Table 2 , respectively. When the deviation terms are included only in linear format, the half-life of deviations is two to three years, falling on the low-side of estimates obtained in the PPP literature, probably reflecting our specification that allows the long-run equilibrium exchange rates to vary over time, unlike the typical PPP literature.
When residual terms are included in both linear and cubic formats, we uncover statistically significant evidence of nonlinearity. The speed of convergence estimated by the linear term alone decreases, but the significant coefficient on cubic terms implies that the farther the exchange rate drifts away from the long-term trend, the faster it reverts toward the trend. It thus implies that unusually large deviations get corrected more rapidly, or that the speed of convergence rises with the size of the misalignment.
The fourth columns of Tables 4 and 5 contain a formal statistical confirmation of this finding, based on the following optimal nonlinear threshold model. When I stands for an indicator function and T stands for the optimal threshold,
where
The optimal threshold is endogenously determined as a value that minimizes the sum of squared residuals.
The width of the threshold is estimated to be 15 percent on each side of the equilibrium in Table 4 , and 9 percent each side in Table 5 . In both tables, the convergence speed is faster outside the threshold than inside the threshold. Inside the threshold, the convergence speed is slower but statistically different from zero in Table 4 , while statistically not different from zero in Table 5 . To compare the convergence speed outside the threshold with the convergence speed of linear specification in column (1), the coefficient of nonlinear convergence is larger by 0.03-0.04, implying that the half life outside the threshold is shorter by three to six months than the half life estimated by the linear specification. That is, outside the threshold, deviations from the long-run equilibrium decline more rapidly than most estimates of the PPP literature, while the convergence speed is slower or neatly equal to zero inside the threshold.
Finally, comparison of forecast errors is contained in Table 6 . The mean squared error for random walk hypothesis is juxtaposed with the mean squared errors based on cointegrating regressions of columns (2) and (3) of Table 2 . As in Meese and Rogoff (1983) , the realized values of independent variables were used. Structural equations outbid random-walk model in four-or five-year horizon. This implies that the estimated cointegrating relationship offers a relevant benchmark for assessing the long-term trends in the real exchange rate.
V. CONCLUSION
This paper has examined the issue of equilibrium real exchange rates by developing and estimating a micro-founded theoretical model. In the two-country flexible-price model, the equilibrium real exchange rate depends on relative supply of manufactured goods, interest payments on debt, and commodity prices. The model is sufficiently flexible to take account of realistic differences across countries in terms of their relative size, the composition of their trade, the degree of home bias in consumption, and the elasticity of substitution between home and foreign manufactures while being simple enough to provide an analytical estimating equation involving novel ways of defining variables and introducing cross-country restrictions on coefficients.
Estimating the model using data for 11 industrial countries/currency areas using cointegration techniques, we find that all of the variables are correctly signed and statistically significant at conventional levels, and can be used to examine the path of the implied equilibrium exchange rate, the importance of the various underlying determinants in defining this path, and the speed of adjustment to equilibrium.
The regressions produce a number of important results. First, the implied paths of the real exchange rate appear consistent with heuristic discussions of exchange rate trends by policymaking institutions. Second, the regressions imply a relatively large level of uncertainty about the equilibrium value, consistent with the received wisdom in the profession. We also find strong evidence that the rate of convergence to equilibrium is affected by the size of the deviation from equilibrium. This helps explain why authors who assume a common convergence rate find such a surprisingly slow adjustment to equilibrium.
More generally, we hope to reinvigorate the analysis of equilibrium exchange rates, an issue that has fallen out of favor in recent years in the academic literature (but not in policy debates), by providing a theoretically sound and analytically tractable way of examining trends in real exchange rates across countries. Such a model allows researchers to move beyond the purchasing power parity model that has underlain much recent work on mediumterm exchange rate determination without recourse to ad hoc assumptions and empirical specifications. Examining the path of the equilibrium exchange rate over time can be extremely helpful in allowing economists to determine the degree to which movements in actual exchange rates have deviated from fundamentals and to offer some idea as to the likely rate of return to the underlying equilibrium. Such a system has immense practical value, as such medium-term trends in exchange rates are an essential tool in assessing current and future macroeconomic conditions in a country. Furthermore, given the generality of the underlying theoretical model, such an analysis is not limited to the industrial country exchange rates examined here, but can be used to examine exchange rates of developing nations.
APPENDIX I

Derivation of Relative Price of Commodities
The intensity of land use depends upon the relative price of land to wages:
and hence the output of commodities are:
where Y C and Y C* are the output of the two commodities, A and * A are the amounts of land used in initial equilibrium, and λ and λ* are positive constants that are less than one.
As the demand for commodities is proportional to labor inputs times the Leontief coefficients: * * * * * *
(1 ) 
where Y C , C C, and X C represent output, home consumption, and exports of the home commodity to the rest of the world, with starred variables represent the same concepts for the foreign country.
Accordingly, the relative price of each commodity is:
APPENDIX II
Derivation of Log-linearized Exchange Rate Equation
Log-linearizing equation (14):
involves deriving expressions for the numerator and denominator. Assuming that P M = 1 in equilibrium, for the left-hand side, the following approximation is involved:
Turning to the numerator of the right hand side, and noting that 
Data Sources
Most manufacturing data-deflators and output-were obtained from the OECD's STAN database. When not available from STAN, manufacturing data were obtained from the OECD's ANIA data for industry, a sector that includes energy production. Trade weights used in constructing effective exchange rates came from the UN's UNCTAD database. The output, prices, and trade composition of commodities came from the UN's UNCTAD database, too. The data on income flows come from IFS and the data on external assets and liabilities come from Lane and Milessi-Ferretti (2001) . We calculate the implied rates of return on assets and liabilities separately, by combining the data on income flows and on asset and liability positions. Panel cointegration tests based on Pedroni (1997 Pedroni ( ,1999 . A *(**) indicates significance at the 10 (5) (2); t-statistics appear in parentheses. The optimal threshold for RESW is 0.151. Panel estimation of second-stage error correction model based on cointegrating relation of column (3); t-statistics appear in parentheses. The optimal threshold for RESW is 0.089. (2) and (3) in Table 2 .
