We measure accurate values of the inter-quark potentials on a 48 3 56 lattice with SU(2) pure gauge theory at β = 2.85. The scale is set by extracting the string tension -we obtain √ Ka = 0.063(3) at β = 2.85. From a careful study of the small-R potentials in the region 2 GeV < R −1 < 5 GeV, we extract a running coupling constant and estimate the scale Λ MS = 272(24) MeV.
Introduction
The only efficient non-perturbative technique at present for theories such as QCD is lattice simulation. It is important to demonstrate that the limit as the lattice spacing goes to zero is precisely understood. Moreover, the physical volume simulated should be kept constant as this spacing is reduced to disentangle scaling violation from finite size effects. This programme inevitably implies the study of lattices with many degrees of freedom and this is only feasible with recent increases in computing power.
To study this continuum limit in a non-abelian theory, we choose SU(2) pure gauge so that we can use the largest number of lattice sites. This work is a continuation of that reported [1] previously which was carried out using a Meiko Computing Surface composed of an array of 64 i860 processors with 16 Mbytes of memory per processor. The results presented here are from our final analysis which yields more precise values for the interquark potential.
We also studied glueball and torelon spectra and our results (with relatively large errors) are also reported here.
The questions addressed in this paper are:
• Scaling: whether ratios of physical quantities are found to be independent of the lattice spacing a.
• The link to perturbation theory: whether lattice observables can be accurately matched to perturbation theory calculations so enabling the scale Λ MS to be determined in terms of non-perturbative quantities such as the string tension K.
Updating SU(2) gauge fields
We use the usual local algorithms for simulating pure SU(2) lattice gauge theory on a hypercubic lattice with periodic boundary conditions. The largest size of lattice that will fit in memory, while allowing for efficient inter-processor communications, is 48 3 56. We estimate that we will be in the large volume region for such a lattice at β values up to β = 2.85, so we choose this value to be closest to the continuum limit. Previous work [2] has shown the virtues of using an over-relaxation algorithm (with ω = 2) to reduce the correlation between successive configurations. This is very efficient to implement in the case of SU(2) and we are able to obtain an update time of 458 nsec per link. For the heat-bath algorithm, we implement a variant of the Kennedy-Pendleton method [3] using a gaussian number generator based on Ahrens and Dieter's FL5 algorithm [4] . By coding in i860 assembler, we obtain an update time per link of 635 nsec where each link is updated (so any link unaccepted is retried until accepted). Note that these update times are about 7 times faster than the fastest so far reported which came from [2] using a very efficient program on a CRAY-2. We equilibrate our lattice configuration at β = 2.85 with 1200 heat-bath sweeps. We then use a ratio of 4 over-relaxation to 1 heat-bath sweep with configurations saved for measurement every 300 sweeps. Previous results [2] at β = 2.7 and 2.9 yield autocorrelation lengths of less than 300 sweeps for this updating procedure so we expect our configurations to be statistically independent. Subsequent analysis of our results for the potential V (R) at large R and for the glueball correlations confirms that the autocorrelation time is less than 450 sweeps for all observables. Our present results derive from 199 configurations -where several independent starts had to be made (in each case with 1200 heatbath equilibration sweeps). We evaluated the average plaquette action S on our equilibrated configurations and obtain S = 0.70571 (5) . The potential and glueball measurements were computed on a CRAY XMP416 at RAL.
Static quark -antiquark potentials
The potential between static colour sources at separation R can be obtained by measuring Wilson loops of size R × T . Several methods are known to improve the accuracy of extraction of the ground state potential from this information. Thus a variational path basis allows excited states to be separated more easily, a fuzzing or blocking algorithm enhances the ground state signal, and T -extrapolation techniques of varying sophistication can be used.
Variational path bases
As just mentioned, it is useful to consider generalised correlations of size R × T where the spatial paths are any gauge invariant path with cylindrical symmetry (A 1g )-not just the straight line used in a rectangular Wilson loop. Moreover these two spatial paths, at times t = T a apart, may be different. Hence the measurable will be C ij (R, T ) where i, j label the path type. Then the largest eigenvalue λ(R) of the transfer matrix in the presence of the static sources is related to the potential by aV (R) = − log(λ(R)) and λ(R) can be obtained from considering the limit as T → ∞ of the largest eigenvalue λ(R, T ) of the equation
This is a variational method where an optimum combination of paths i (with i = 1, ..N ) is chosen. At larger T , statistical errors may cause the eigenvalue analysis to become unstable. Thus a more robust procedure is to extract the optimum path basis u i from modest T -values such as 2/1 and then extract the appropriate path combination C for study of larger T :
and effective eigenvalue and potential values defined by
The best choice of paths would allow λ ef f (R, T ) to be close to its asymptotic value for small T. In this way the statistical errors will be smallest.
Fuzzing
As a measure of the efficiency of a path basis in extracting the ground state, it is convenient to introduce an "overlap" defined as
For straight paths of length R/a = 24 , we find O < 0.05. Thus rectangular Wilson loops are a very inaccurate way of extracting the ground state potential. As has been known for some time, a valuable improvement comes from fuzzing or blocking these paths [5, 6, 7] . Using a purely spatial blocking allows the transfer matrix interpretation to be retained. In order to reduce the memory and storage requirements of our lattice configurations, we performed one step of Teper blocking [5] which gives an effective spatial lattice of size 24 3 . We did not vary the parameters of this initial blocking step, but chose equal weights for the 5 paths (double straight path and 4U -bends) as found to be satisfactory previously [5, 7] . Because of this initial data smoothing we can only evaluate potentials at separations an even distance apart. For further smearing we used a more flexible scheme with no factor of two scale change: namely the recursive blocking scheme [6] :
After exploratory studies to optimise the overlap O, we chose c = 2 and a maximum of 110 iterations of this recursive blocking. Larger c values gave slightly bigger overlaps but at the expense of much larger iterations (eg. 150 iterations at c = 4). As a variational basis with N = 3, we use 110, 70 and 30 iterations for the paths. This basis for R/a = 24 yields an overlap O = 0.92 which is a huge improvement over the purely unblocked case. Because this value of the overlap is close to 1.0, one can get reliable estimates of the ground state potential from relatively small T -values which have smaller errors.
T -extrapolation
In order to extract the ground state potential values, one has to extrapolate the effective eigenvalues λ(R, T ) to large T . This will be controlled by the eigenstates of the lattice transfer matrix with
where for a given R-value, λ 0 is related to the ground state potential as exp(−V a) and λ 1 /λ 0 = exp(−∆V a) with ∆V the energy gap to the first excited state. Then the extrapolation of the effective eigenvalue will be controlled by the admixture of excited state contributions, since
Since we use the same path operator (the linear combination corresponding to the 2/1 eigenvector with largest eigenvalue) at each end, we will have b > 0 which ensures that λ ef f (T ) monotonically increases to the asymptotic value λ 0 or equivalently that V ef f (R, T ) monotonically decreases to the asymptotic value V (R). Now the appropriate energy gap is that to the first excited state that couples to the operator used for the path of length R. To avoid contamination by other path representations of lower energy, one should use the most symmetric path operators (with an A 1g representation under the group D 4h ), then the energy gap ∆V will be given by the next such A 1g state. Previous work [8, 7] has already determined the energy difference ∆V between the first excited A 1g state and the ground state we are trying to isolate. Moreover this determination agrees with the string model value of 2π/R which should be an appropriate estimate at large R. This implies that the problem of excited state contamination in the signal will be most important at large R where the energy gap is least. However, even at large R, ∆V a ≈ 0.2 and then any substantial contamination of this excited state would be very easily detectable as a steady decrease of the effective potential value with increasing T .
Data analysis
We have results from measurements of 199 configurations. We combine these into 39 blocks of 5 adjacent measurements. Each such a block covers 1500 update sweeps and we find no statistically significant evidence for any autocorrelation between blocks. There is a strong correlation between the measurements of different sized Wilson loops, however. We take this into account primarily by using a bootstrap analysis of statistical errors. Thus we choose 39 blocks randomly (with substitution) from the 39 available and for each such choice we repeat the analysis of any quantity of interest. The variance over many such random selections then gives the error distribution required.
To estimate the potential aV (R), we proceed as outlined above. With our variational basis of 3 paths (from the 3 different fuzzing levels), we can estimate the ground state and first excited state eigenvalues and eigenvectors of the transfer matrix even at relatively low T -ratios such as 2/1. Since the statistical error is here quite small, we use this determination of the eigenvectors to fix the linear combination of the paths to be used at larger T . We then obtain effective potential values for each adjacent T -ratio and these are given in Table 1 . To extrapolate to large T , we use two different methods. As a first method we identify the start of the plateau: namely the T -value at which the (T + 1)/T and T /(T − 1) effective potential values are equal within errors. Because of the strong correlation of the errors on these two quantities, we perform a bootstrap error analysis of the difference to ascertain the start of the plateau when this difference is statistically consistent with zero. In the preliminary analysis of part of this data [1] , we found that the 4/3 T -ratio was sufficient to give the plateau value. Because of the larger statistics in this work, we find somewhat larger T -values are needed in some cases. Indeed we find that the effective potential from 5/4 is always consistent with being equal within one standard deviation to the 6/5 effective potential. Thus the plateau value can be identified with the 5/4 T -ratio. Note that since the effective potential is monotonically decreasing with T , the 5/4 estimate is strictly an upper bound.
Because the excited state contamination is expected to be relatively larger at larger R, as discussed above, we may expect that the potential is overestimated more at large R so yielding a larger string tension value. In order to account for this, the other method we use is an attempt to extrapolate to T = ∞ using the information on the energy gap to the first excited state to stabilise this extrapolation. We are able to control this extrapola- The effective potentials at β = 2.85 between static sources at separation R. Here V (R, T ) is determined from the T /(T − 1) ratio of correlations as described in the text. V ∞ (R) is determined from extrapolating the 3/2 and 4/3 effective potential values as described in the text.
tion because we have an estimate of the energy gap to the first excited state and we know that the effective potential has a monotonic decrease with increasing T . Thus by assuming that the approach to asymptopia is as slow as possible (ie it is given entirely given by the lowest excited state), we can extract the maximum systematic error in the evaluation of the ground state potential. This is most probably an overestimate of the contribution of the first excited state since the variational analysis selects a path combination which is designed to separate out the contributions from the ground state and first excited state -and if this has been accomplished then b = 0. Fitting the effective potential values for T from 2 to 7, we find an acceptable fit (using the full covariance matrix) with the excited state energy gap fixed from the 2/1 variational analysis. In fact this fit gives very similar results to solving exactly for the two parameters λ 0 and b using the effective potentials from 3/2 and 4/3 only. These results are shown in table 1. One indeed sees evidence for a sizeable systematic error particularly at larger R. One feature worth noting is that the difference dV between the plateau value V (R, 5) and the extrapolated value V ∞ (R) is itself not smooth with R. It should be possible to use the reasonable requirement of continuity versus R to constrain the correction somewhat -we have not pursued this.
Off-axis potentials
As well as the preceding high statistics method of obtaining the potential between sites an even number of lattice spacings apart (and along a lattice axis), we carried out a complementary study of potentials at off-axis separations. We choose vector separations (R x , R y , R z ) with 0 ≤ R i ≤ 3a. For the 2 and 3 dimensional paths, we sum over all 2 (6) symmetric routes along the edges of the 2 (3) dimensional hypercuboid. We used the full 48 3 spatial configuration and constructed operators by repeated blocking of links with [6] c = 2 and 100 iterations. This level of blocking is less than that described above but it is optimal for the relatively shorter paths considered here. Indeed at R = 2a where a direct comparison can be made, we find overlaps of 99.5% here whereas only 97.9% with the previous fuzzing scheme. Because of the computational and data communication constraints, we carried out this small-R measurement for 8 configurations only. Nevertheless, the statistical errors are very small. We processed these results using the method of identifying a plateau as described above and we found that the 4/3 and 5/4 T -ratio effective potentials were equal within errors in every case. These results are shown in table 2. In subsequent analyses, we used the 4/3 T -ratio values.
R-dependent fits
We concentrate first on extracting a string tension value from our high statistics data. To avoid the influence of the form of the fit at smaller R, we fit the static potential for R ≥ 6a with the conventional lattice-Coulomb plus linear term:
A lattice-Coulomb expression for the lattice one gluon propagator on an infinite lattice is used for 1/R although in practice this is very close to 1/R for R ≥ 6a. Since the potential values at nearby R-values are highly correlated, we take into account the full covariance matrix in minimising χ 2 . Using a fit to the previously determined values of V (R) and taking into account correlations in errors between potentials at different R-values, we find the result of table 3. The fit is illustrated in fig 1. The errors on the potential values are somewhat less correlated when expressed as difference values related to the force (V (R + a) − V (R − a))/2a and these data are collected in table 4 to allow other fits to be considered. From these fits, we see the expected feature that the extrapolated potential values yield a smaller string tension since the extrapolation has most impact at large R. A reasonable approach would be to use the difference between the two string tension values as an estimate of the systematic error. Indeed the V (R, 5) values are upper bounds whereas the V ∞ values are very much extreme lower estimates. So the true value of the string tension should lie between the values extracted from our two fits. Since the V (R, 5) analysis has the smaller statistical errors, we quote K = 0.00401(8)(38). This is effectively a 10% error on K. Note that the χ 2 value is poor for the fit to the T -ratio 5/4 effective potential. This is part of a general phenomenon that at larger T -values the errors seem to be non-gaussian.
As well as the errors from statistics and from T -extrapolation, there may also be errors due to the choice of function V (R) to fit. To be specific, we have fitted for 0.38 < R √ K < 1.52 with a simple two parameter fit to the force (potential differences). If there were log(R) terms present as well, then the string tension would be much harder to extract. The fitted value for the string tension enables us to set the scale by requiring K = 0.44 GeV, so yielding a −1 = 6.95(35) GeV. Relating a to Λ L by the two-loop perturbative β-function then gives √ K/Λ L = 43.0(2.1) at β = 2.85. We also wish to understand the potential at all R and we follow the method used in [9] to make a comprehensive fit to on-and off-axis potential values. The potential shows a lack of rotational invariance at small R. To lowest order this can be attributed to the difference δG(R) between the lattice one gluon exchange expression and the continuum expression.
On a lattice, the next order of perturbation has been calculated [10] for R values on-axis and the dominant effect is a change from the bare coupling to an effective coupling [11] . In that case, using the difference above but with an adjustable strength will correct for the small R/a lack of rotational invariance. A test of this will be that a smooth interpolation to the off-axis potential value of V (R) versus R is obtained with this one free parameter. We evaluate δG(R) numerically using the limit of a very large lattice since we are not here concerned with long-range effects. Then we use the following empirical expression to fit for R > a,
Here f = 1 and B = 0 corresponds to the previous two parameter fit where E = A. Now we fix the parameter K from the foregoing large R analysis, and fit to the smaller R data with the above expression. We do not have sufficient data samples to use the full covariance matrix, so we fit to the force between adjacent R-values using the data for V (R, 4) of Table 2 . We find χ 2 per degree of freedom 9.7/14 which is acceptable. The fit parameters are shown in table 5 . The good fit quality shows that the lack of rotational invariance is indeed fully accommodated by the rather simple minded model of one lattice-gluon exchange. This is illustrated in fig 2 where the ratio of fit to data versus R is shown. For our present purposes the detailed form of this fit at small R is not relevant -what is needed is a confirmation that a good fit can be obtained. This then supports our prescription to correct the lattice artifacts responsible for the lack of rotational invariance. What is more difficult is to assign errors to this correction procedure. Since the correction coefficient f is determined to a few per cent, the statistical errors are small. The fact that one parameter corrects all the off-axis points simultaneously is very encouraging.
So in conclusion, we find that the lattice artifact effects from lack of rotational invariance can be well accommodated by the one gluon exchange correction with f = 0.63(3) and hence the lattice potential data can be corrected for this effect explicitly. This conclusion agrees with that [9] at β = 2.7 where f = 0.68(3) was obtained.
Scaling
These results can be compared with a similar analyses [7, 9] on 32 4 lattices at β = 2.7 and on 24 4 lattices [12] at β = 2.4 for which the potentials have been calculated extensively. A particularly explicit way to test scaling is to plot the force versus R at different β-values and match the resulting curves to one universal curve. The advantage of using the force is that self-energy effects cancel. In order to expose the scaling (ie a-dependence), we construct from the lattice artifact corrected potentials the dimensionless ratio
(the factor 4/3 is just a convention here). It turns out that the error in using a finite difference in R is negligible for this quantity in our subsequent use. The advantage of this quantity α(R) is that it is easy to visualise the scaling between different β-values since the R-axis only has to be scaled. Now we have access to accurate data on the force at β =2.4 from ref [12] and 2.7 from ref [9] . We consider the common physical R-range 0.4 < R √ K < 1.6 and determine the R-scaling factor at 2.4 and 2.7 needed to bring the data to overlap best the 2.85 results from table 4. The comparison is shown in fig 3 where we have used the best fit ratios of lattice spacings: a(2.4)/a(2.85) = 4.12(2) and a(2.7)/a(2.85) = 1.58(1) (these errors do not include the systematic error from T -extrapolation at 2.85). We see that a universal curve describes the data well. This is especially impressive given that the ratio of lattice spacings is as large as 4. Thus scaling is well satisfied by the interquark potential for β ≥ 2.4.
A more detailed study of the ratio a(2.7)/a(2.85) is possible once scaling is accepted. The most reliable determination comes from the force at moderate R: at small R the lattice artifact corrections are too big while at large R the T -extrapolation errors are large. We use α(R = 5a(2.85)) as the best determined point. We obtain 0.4448(32) from the 5/4 T -extrapolation and 0.4368(80) from V ∞ . The lattice artifact correction (using f A = 0.150 from our fit of table 5) is -0.0090. Thus we determine 0.436 (8) where the error covers statistical, T -extrapolation and lattice artifact correction. The lattice artifact corrected fit [9] to the β = 2.7 data gives an interpolation in terms of r = R/a(2.7): α(r) = 0.348 − 0.144/r + 0.01373r 2 Assuming that the errors on this expression are similar (ie 2% on α at α near 0.436), we obtain r = 3.12 (13) . Hence we obtain a(2.7)/a(2.85) = 1.60 (6) . This ratio agrees with that illustrated above but now all errors are included.
As found previously [1] , we find that asymptotic scaling is not valid at these β values. Indeed since two-loop asymptotic scaling implies a(2.7)/a(2.85) = 1.464, the above a-ratios already exclude asymptotic scaling. Another, more traditional, way to get at this ratio is to compare the string tension results at the two β-values. This has the disadvantage that an extrapolation in R is required but is useful since the string tension is easy to compare between different lattice analyses. In order to try and reduce the systematic errors in T -extrapolation, we use similar analyses at the two β-values. Thus fitting in the same R-range ( 0.4 < R √ K < 1.6 ) and (a) using T -ratio 5/4 we get string tension Ka 2 = 0.0109(2) and 0.00401(8); while (b) using the extrapolated value from 4/3 and 3/2 ratios gives 0.0103(2) and 0.00363(17) respectively at β = 2.7 and 2.85. Thus we evaluate a(2.7)/a(2.85) = 1.65(5) from the respective string tension measurements.
These discrepancies with asymptotic scaling can be expressed usefully in terms of the β-function. The perturbative expression for the effective β-function is −∆β ∆ ln a = 11 3π 2 [1 + 17g 2 44π 2 + . . .] which is 0.393 at β = 2.7 and 0.392 at 2.85. Thus an accurate determination of a(2.7)/a(2.85) will give the required β-function. Using a(2.7)/a(2.85) = 1.60(6) gives −∆β/∆ ln a = 0.319(25) which is only 81% of the two loop perturbative result.
Thus we conclude that asymptotic scaling of the string tension is not found up to β = 2.85. Moreover this effective β-function from 2.7 to 2.85 is rather close to that found at larger lattice spacing (e.g. from a comparison of β = 2.5 and 2.7 : −∆β/∆ ln a = 0.318(10) from a string tension determination [7, 9] and 0.310(6) from a MCRG analysis [2] ).
Glueballs and Torelons
We also have measured glueball and torelon correlations on our 199 configurations. The operators were those used by ref [7] at β = 2.7 except that another iteration of fuzzing was employed. The error analysis comes from a bootstrap evaluation of 39 blocks of 5 configurations each (as in the potential case). The effective masses in the 1/0 variational path basis are shown in table 6 . We see restoration of rotational symmetry (ie E + and T + 2 representations of O h are degenerate and form the 5-dimensional J P = 2 + state, etc). It is reasonable to take the 3/2 T -ratio effective masses as an estimate with a systematic error given by the differences between the results from different T -ratios. To compare with the results at β = 2.7, for the 3/2 effective mass, we quote the ratio a(2.7)/a(2.85) obtained: namely 1.70(16) for 0 + , 1.57(8) for 2 + and 1.68(9) for A(100) torelon. These ratios are consistent with each other and with the scaling found from the inter-quark potential in the previous section. For the heavier states, we also confirm the results found at β = 2.7, in particular the signal for a J P = 1 − state (from the T − 1 representation) which has exotic spin-parity.
From the A(100) torelon energy, we can find the effective string tension K 48 of the colour flux loop which encircles the spatial boundary of length L = 48a. This is K 48 a 2 = 0.00360 (15) . Correcting for string fluctuation effects then allows an estimate of the string tension K = K 48 + π/(3L 2 ) = 0.00405(15)a −2 . This latter value is in excellent agreement with our result from analysis of the heavy quark potential.
Running coupling
In the continuum the potential between static quarks is known perturbatively to two loops in terms of the scale Λ MS . For SU (2) colour, the continuum force is given by dV dR = 3 4 α(R) R 2 with the effective coupling α(R) defined as The effective glueball and torelon masses at β = 2.85 determined from the T /(T − 1) ratio of correlations as described in the text.
the vacuum, Λ R = 1.048Λ MS (note that there is an error in this numerical value as quoted in ref. [9] ). Note that the usual lattice regularisation scale Λ L = 0.05045Λ MS .
It is now straightforward to extract the running coupling constant from our lattice potentials by using [9] α(
where the error in using a finite difference is here negligible. Here V c (R) are the potentials corrected for lattice artifacts as discussed above. We assign a systematic error of 10% to this correction as an illustration. These values are shown in table 7 The figure clearly shows a running coupling constant. Moreover the result is consistent with the expected perturbative dependence on R at small R. There are systematic errors, however. At larger R, the perturbative two-loop expression will not be an accurate estimate of the measured potentials, while at smaller R, the lattice artifact corrections are relatively big. Setting the scale using √ K = 0.44 GeV implies 1/a(2.85) = 7.0 GeV, so R < 3.5a(2.85) corresponds to values of 1/R > 2 GeV. This R-region is expected to be adequately described by perturbation theory. Another indication that perturbation theory is accurate at such R-values is that ∆V c /∆R at small R is found to be very much greater than the non-perturbative value K at large R.
The curves shown in fig 4 allow an estimate of the running coupling at small R. In practice, α(R) is numerically nearly equal to α MS at a momentum scale q = 1/R. Thus α MS can be read directly off fig 4. Since the behaviour is consistent with two-loop perturbation theory, we may express this in the conventional way in terms of a Λ parameter. We can try to make a best fit to this data, however the smallest R point is suspect since the lattice artifact correction is presumably largest, and the larger R points are progressively affected by non-perturbative components. Thus we prefer to quote a band of values which encompass our results: aΛ R = 0.041(3). Expressed in the conventional way this gives √ K/Λ L = 32.1(2.8). This result is in agreement with that found by a similar analysis [9] at β = 2.7 namely 31.9(1.7). That agreement provides further justification for our procedure for removing the lattice artifacts from the force at small R. Because of the smaller lattice spacing in our present work, we are now able to push to smaller R-values (R √ K = 0.1 ). This gives more confidence that the two loop perturbative expression for the force is accurate and hence determines Λ more reliably.
A different method of extracting the running coupling constant from a study of finite volume effects on the lattice has recently been used by Lüscher et al. [13] . They analyse a succession of small-volume lattices to track the behaviour of the running coupling into the perturbative region. As a measurable they use the response to a constant colour electric field. They are able to reach scales corresponding to R √ K = 0.05 which is smaller than that we can reach here with confidence. They study the lattice size L/a needed to have constant renormalised coupling as β varies from 2.5 to 3.0. From this they obtain a(β) and their result is in close agreement with asymptotic (to 2 loops) scaling. This result is in contrast with the large volume analyses (see above) which find a(β) to decrease significantly faster with increasing β. These two observations suggest that the approach to asymptotic scaling differs in small volumes from large ones.
If that is the case, then it is difficult for them to set the scale since the The force ∆V /∆R and lattice artifact corrected force ∆V c /∆R at average separation R. The running coupling α(R) derived from the corrected force is shown as well. The second error shown on α is 10% of the lattice artifact correction.
largest lattice size L 8 used by [13] corresponds to z = m(0 ++ )L 8 = 3.2. However, for z < 5, the glueball and string tension results are significantly different from those on a large lattice [14] . The effect of adding a constant colour electric field is unlikely to change this conclusion that z < 5 is very different from the large volume domain. Indeed the simulations of [13] are in the z-region which is well described by the semi-analytic methods of Van Baal [15] . It would be interesting to extend those calculations to include a constant colour electric field and make a direct comparison with ref [13] . Indeed it might be expected that scaling close to two-loop perturbative scaling would then be found since the calculation leans heavily on perturbation theory and the (relatively) trivial vacuum structure of small volumes.
Conclusions
We have explored the lattice simulation of SU (2) gauge theory with the smallest lattice spacing used so far in a large volume study. It is important to keep the volume sufficiently large to avoid pronounced finite lattice effects. Indeed √ KL > 2 is needed [14] . Here we have √ KL = 3. To give a clearer indication of our results we set the scale using √ K = 0.44GeV. Then our lattice spacing a = 0.14 GeV = 0.028 fm while the spatial lattice size is 1.3 fm.
We find excellent scaling of large volume physical quantities for β ≥ 2.4. Thus the force dV (R)/dR is a universal function of R over a range of lattice spacings varying by a factor of 4. This, combined with evidence from glueball spectra, points to an excellent agreement with scaling for all physical measurables in pure gauge SU(2) simulation at large volume. Recent small volume simulations [13] suggest that the behaviour a(β) may be different in that case for the β−range we have explored. This would imply that the approach to asymptotic scaling is finite size dependent.
We do not find agreement with two-loop perturbative asymptotic scaling. Indeed the effective β-function is only 80% of the perturbative expression evaluated in terms of the bare lattice coupling constant from β = 4/g 2 . This deviation can be ascribed to the bad choice of the lattice bare coupling constant as an expansion parameter. Using instead the small-R force to define a renormalised coupling constant, we find a running coupling which varies as the two-loop perturbative expression. We explore this coupling down to scales R √ K = 0.1 which corresponds to R −1 = 4.4 GeV. This is a sufficiently hard momentum that the perturbative expression should be reliable and the scale Λ can be estimated. We find our running coupling results can be described by Λ MS = 272(24) MeV.
This work thus establishes that lattice gauge theory simulation is a viable method to extract continuum results. Further decrease in lattice spacing a beyond that reported here is not expected to lead to any change in our results for ratios of physical quantities. We have extended this approach to SU (3) [16] in the quenched approximation but the further extension to full QCD with dynamical fermions is still needed and is a considerable computational challenge.
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