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We propose a topological mechanism for superconductivity observed in twisted bilayer graphene (TBG) in
which both interaction-driven insulators and superconductors are realized near a ‘magic angle’ on varying the
electron filling. We show that topological textures of a promising candidate for the ordered insulating state,
the Kramers inter-valley coherent (K-IVC) phase, carry electric charge due to band topology, which we relate
to the observed superconductivity at finite doping. Specifically, we view the correlated flat bands of TBG as
a pair of quantum Hall ferromagnets related by time reversal symmetry. An antiferromagnetic interaction J
couples the two ferromagnets into a three component order parameter, which includes both the XY K-IVC order
and the nearby valley-Hall order. Skyrmions of this order parameter are charge 2e bosons, whose condensation
can trigger superconductivity. We work out microscopic aspects of this scenario including the (i) energetics
of charged skyrmions, which are shown to be relatively low energy excitations, relevant to the finite doping
problem (ii) the effective mass of charge 2e skyrmions and hence the superfluid stiffness and (iii) the pairing
symmetry compatible with skyrmion condensation. Pairing in this scenario originates from the kinetic energy
driven superexchange with characteristic scale J ∼ 1 meV, which is specific to twisted bilayer graphene, and is
not operative in other moire´ materials that lack C2z symmetry. An effective theory with a five component order
parameter that combines the superconductor and insulating orders is also discussed.
I. INTRODUCTION
Two sheets of graphene twisted relative to one another gen-
erate a moire´ pattern which reconstructs the electronic struc-
ture into minibands within a reduced Brillouin zone. Previ-
ous work demonstrated extremely narrow bands near charge
neutrality at a magic angle ∼ 1o [1–4]. Recent experiments
[5–8] revealed dramatic new physics near the same magic an-
gle. While band gaps are expected from the moire´ potential
at electron filling νT = ±4 per moire´ unit cell, indicating the
presence of two bands per spin and valley, electron-electron
interactions lead to insulators at other integer filling including
νT = ±2 [5, 7, 8] and in some experiments also at νT = 0
[8, 9] and at certain odd integer fillings.
Furthermore, superconductivity has been repeatedly ob-
served in unaligned twisted bilayer graphene, though its pre-
cise relation to the correlated insulating phase remains to be
determined. While early experiments observed the supercon-
ductivity in the vicinity of the νT = −2 correlated insulator,
more recently a wider extent of superconductivity has been
observed [9, 10]. Some of the overarching questions in this
area include (i) What is the nature of the insulating phases?
If they spontaneously break symmetries, which ones are bro-
ken? (ii) is there a relation between superconductivity and the
insulating phases, and if so, can we predict properties of the
superconductor and explain its origin from knowledge about
the insulator?
In previous work [11], we proposed a solution to (i) for
even filling νT = ±2, 0; An inter-valley coherent (IVC) state
which can be thought of as an excitonic insulator composed
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of electron-hole pairs in opposite valleys and sublattices. Fur-
ther, the structure of the condensate implies that time rever-
sal symmetry is broken (resulting in a spontaneous pattern of
currents in the ground state), but a combination of valley ro-
tation and time reversal is preserved. We dubbed this state the
Kramers -IVC (K-IVC), which combines spontaneous sym-
metry breaking with a Kane-Mele like Z2 topological index.
In addition, we found several other states which are close in
energy forming a manifold of states. In this work, we show
that the topological textures of this manifold are electrically
charged and can form charge 2e Cooper pairs leading to su-
perconductivity.
The prospect of charge transport via an electrically charged
topological texture has been theoretically proposed in various
contexts [12–18]. Nonetheless, the only experimentally es-
tablished instance of this phenomenon takes place in quantum
Hall ferromagnets, where topological textures of spin in the
form of skyrmions acquire a charge due to the Landau level
topology and are found to be the lowest energy charge exci-
tations [19–25]. On the other hand, finding situations where
Cooper pairing occurs between charged topological textures,
rather than between electrons, is harder to come by. For exam-
ple, in the aforementioned quantum Hall ferromagnets where
charged topological textures have been experimentally estab-
lished, strong breaking of time-reversal symmetry makes su-
perconductivity highly unlikely. In fact, obtaining robust su-
perconductivity by pairing topological textures typically re-
quires simultaneously satisfying three conditions: (a) an un-
broken time-reversal symmetry, (b) topological textures being
low energy charged excitations, and (c) an attractive interac-
tion between topological textures of the same electric charge.
Here we show that, under some conditions, all three criteria
are satisfied in TBG making it a promising candidate for su-
perconductivity arising from topological textures.
We exploit the viewpoint established in recent work [11]
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2of mapping magic angle twisted bilayer graphene (TBG) to a
pair of time-reversal related quantum Hall ferromagnets. This
mapping to a generalized spin-valley ferromagnet is broadly
consistent with the observation of a cascade of polarization
transitions on varying electron density [26, 27]. The ferro-
magnetic moments in the opposite Chern sectors couple to-
gether via an antiferromagnetic ‘superexchange interaction J .
Skyrmions in each sector carry charge ±e and are bound to-
gether by the superexchange J into charge 2e objects. These
antiferromagnetic skyrmions can also be interpreted as tex-
tures in a three component order parameter, the two compo-
nent K-IVC order and the energetically proximate valley Hall
order. Condensation of the resulting charge 2e bosonic exci-
tations would lead to superconductivity. We estimate the BKT
temperature of the resulting superconductor and argue that it
is a possible mechanism for the superconductivity observed in
these devices.
The role of skyrmions as charge carriers depends crucially
on their energy cost in comparison to particle- hole excita-
tions. In the quantum Hall problem this is straightforward
since neither the skyrmions nor the single particle excitations
have a dispersion. Here however, while our skyrmions are
nondispersive within a semiclassical approximation, the bands
have a dispersion. On using realistic values of the interac-
tion and band structure, we find that the energy of the charged
skyrmions is lower than that of single-particle excitations for
most of the Brillouin zone except for a small pocket around
the Γ point. Indeed the energy separation of the van-Hove
peaks, which gives a different measure of the bandgap, is
larger than the skyrmion energy. This suggests a picture where
skyrmions become the lowest charged excitations once doping
exceeds some relatively small threshold making the skyrmion
based mechanism discussed here relevant for TBG at small
but finite doping. We note that on approaching the chiral limit
[28] (i.e. on lowering the the interlayer tunneling between the
same sublattice sites) the charged skyrmions are found to be
the lowest energy charge excitations everywhere in the Bril-
louin zone.
Correlated insulators have also been observed in other
moire´ materials [29–33], although twisted bilayer graphene
remains unique in retaining 180 degree rotation symmetry
about the vertical axis (C2z), in the limit of small twist an-
gles. On breaking the C2z symmetry by aligning with a hBN
substrate, spontaneous quantum Hall states emerge at νT = 3
[34, 35] and superconductivity appears to be lost. Indeed our
mechanism for pairing, in particular the superexchange J , re-
lies on the presence of C2z symmetry and is therefore specific
to twisted bilayer graphene.
This paper is organized as follows. We being with an
overview which summarizes the main ideas of this work in
Sec. II which starts by reviewing the Quantum Hall ferromag-
net picture of TBG flat bands introduced in Ref. [11] and the
effective order parameter manifold which will be heavily em-
ployed in this work. We highlight topological textures of the
order parameter fields which are electrically charged and how
the coupling between charged skyrmions leads naturally to
pairing. We sketch a computation of the skyrmion pair ef-
fective mass, leading to an estimate of the superconducting Tc
with doping and discuss the pairing symmetry of the resulting
superconductor. In the following sections, we delve into the
details of the scenario sketched in the Overview. Sec. III in-
troduces the effective field theory of charged skyrmions which
is used for a detailed analysis of their energetics vis-a-vis
particle-hole excitations. Sec. IV discusses several aspects of
the superconductor resulting from skyrmion pairing. Sec. V
presents a field theoretic analysis of the evolution from the K-
IVC insulator to the superconductor upon doping. In addition,
we discuss a duality relating the insulating K-IVC and super-
conducting orders and perform a large N mean field calcula-
tion to study the onset and properties of the superconductor at
finite doping. Finally, we derive a unified field theory which
deals with the insulator and superconductor on equal footing
and describes the interplay between them with doping. We
finish with some concluding remarks regarding the relevance
of our results to experiments in TBG in Sec. VI.
II. OVERVIEW
A. Review of the quantum Hall ferromagnetism picture of
TBG
Let us begin by reviewing the picture introduced in
Ref. [11] inspired by quantum Hall ferromagnetism. In this
picture, we start from an idealized limit where the band dis-
persion is neglected and the wavefunctions are assumed to be
polarized onto the two sublattices (A/B) which we call the
“sublattice polarized” model [36]. The 8 flat band wavefunc-
tions can then be labelled by a sublattice σ = A/B, valley
τ = K/K ′ and spin s =↑ / ↓ indices. The flat band wave-
functions have the Chern number C = σzτz resulting in the
picture given in Fig. 1. To gain an intuitive understanding,
it is instructive to think of these flat Chern bands as Landau
levels. Then the system can be thought of as consisting of a
pair of four-component quantum Hall systems related by time-
reversal symmetry i.e. experiencing opposite magnetic field.
In an idealized limit, where dispersion and deviations from
sublattice symmetry are neglected, we can rotate the compo-
nents into each other yielding an overall U(4) × U(4) sym-
metry. Including these terms weakly break the U(4) × U(4)
symmetry and help select a unique ground state.
To understand the essential physics, we will consider a sim-
plified model without the spin degree of freedom, so that the
filling of the flat bands ranges from −2 < ν < 2. The precise
connection to the spinful model will be described in Section
VI: briefly, the insulator at ν = ±2 can under certain con-
ditions and on including spin polarization be understood in
terms of the spinless model we discuss here.
In the spinless case, the dispersionless sublattice-polarized
model has a U(2)×U(2) symmetry and is topologically equiv-
alent to a pair of two-component quantum Hall systems in op-
posite magnetic fields related by time-reversal symmetry, as
shown in Fig. 1.
At half-filling, the ideal model has a manifold of exact
ground states which can be understood as follows: (i) a quan-
3FIG. 1: From nearly flat bands of twisted bilayer graphene (left) to effective Chern bands distinguished by A-B sublattice
polarization (red and blue at center). Half filling of the spinless model correspond to quantum Hall ferromagnets in each Chern
band, described by unit vectors nˆ± at scales below the interaction strength. At lower scales set by Chern band ‘superexchange’
J, the two vectors are antiferromagnetically locked together into nˆ. The K-IVC order corresponds to nˆ along the equator, while
the north and south poles of the nˆ sphere are the valley Hall orders with spontaneous sublattice polarization. While (anti)
skyrmions of nˆ± are charge ±e fermions, the skyrmions in nˆ are charge 2e bosons.
tum anomalous Hall state with total Chern number ±2 arising
from filling only one of the Chern sectors and (ii) a mani-
fold of states with Chern number 0 which we will focus on
here. These states can be conveniently described by intro-
ducing pseudo-spin variable labeling the bands in each Chern
sector C = ±
| ↑〉± = |K,A/B〉, | ↓〉± = |K ′, B/A〉 (1)
In the pseudospin language, the C = 0 manifold of low en-
ergy states corresponds to a quantum Hall ferromagnet in each
sector whose pseudospin direction n± can be chosen freely.
The various half-filled insulators [11] then have a succinct
“magnetic” interpretation, in terms of the polarization of the
spins in plane (XY) or out of plane (Ising) and the ferro or
antiferro alignment between the Chern sectors. The valley po-
larized (VP) state is an “Ising ferromagnet”; while the T -IVC
state is a XY ferromagnet. On the other hand the valley Hall
(VH) state is an Ising antiferromagnet; and the K-IVC state is
an XY antiferromagnet (see Table I).
The realistic deviations from the sublattice-polarized limit
analyzed in Ref. [11] can be conveniently recast in the pseu-
dospin language. Dispersion generates tunnelling between
the opposite Chern sectors, perturbatively generating an anti-
ferromagnetic interaction Jn+ · n− analogous to superex-
change, with J ∼ t2/U ≈ 1 meV. On the other hand, im-
partial sublattice polarization favors pseudospins to be aligned
out of plane and anti-aligned in the plane λ(nxy+ ·nxy− −nz+nz−)
with λ ≈ 1 meV. These energetics can be summarized by the
following phenomenological non-linear sigma model,
E =
∫
ρps
2
[
(∇n+)2 + (∇n−)2
]
(2)
+ (J + λ)nxy+ · nxy− + (J − λ)nz+nz− + · · ·
Order Order parameter Pseudospin description
Valley polarized (VP) τz = ηz Ising Ferromagnet
T -IVC σxτx,y = ηx,y XY Ferromagnet
Valley Hall (VH) σz = γzηz Ising Antiferromagnet
Kramers IVC σyτx,y = γzηx,y XY Antiferromagnet
TABLE I: Review of the low-energy states in the spinless
limit and their desctiption in terms of the pseudospin
language. All phases are pseudospin quantum ferromagnets
in each Chern sector whose pseudo spin can be aligned
ferromagnetically or antiferromagnetically between the two
Chern sectors.
Among the manifold of low energy states in Table I,
the only state which benefits from both J and λ is the
XY-antiferromagnet which, in the original basis, is noth-
ing but the K-IVC state where the two bands |K,A〉 +
eiϑ|K ′, B〉 and |K,B〉 + ei(ϑ+pi)|K ′, A〉 are filled. More
explicitly, a simple model wavefunction for the state is:
|ϑ, KIVC〉 = ∏k∈B.Z.(c†K,A(k)+eiϑc†K′, B(k))(c†K,B(k)+
ei(ϑ+pi)c†K′, A(k))|0〉.
B. Charged skyrmions and superconductivity
Let us consider the half-filled C = 0 states in which each
Chern sector has filling one, which maps to a pair of quantum
Hall ferromagnets labeled by the pseudospin unit vector n±.
Because of the band topology, defects (skyrmions or merons)
in n± can carry quantum numbers which can be understand
as follows. In the idealized U(2) × U(2) limit where J =
λ = 0, n± are independent of one another, so we start by
4considering a defect in each sector independently. By analogy
to a quantum-Hall ferromagnet, [19, 20] a skyrmion in n+ or
n− is expected to be electrically charged, with charge density
δρ(r) = Ceq(r), where q(r) = 14pin± · (∂xn± × ∂yn±) is
the topological density which integrates to +1, and C is the
Chern number.
In quantum-Hall systems, it is well-established that such
skyrmions are in fact the charge carriers at ν = 1. Whether
the same is true for TBG depends on the precise details of
the energetics which we will address later. Before that, let us
investigate the consequences of having skyrmions as charge
carriers. We note in the passing that in the limit of small sizes
a skyrmion that involves a single ‘spin flip’ is equivalent to a
single particle excitation.
In the idealized limit where there is no coupling between
the two Chern sectors, the size of a skyrmion is determined
only by the Coulomb repulsion which prefers to spread it out
over the entire system, making it maximally distinct from
single particle excitations. In this case, the energy of the
skyrmion is given only by the elastic contribution ESk =
4piρps, where ρps is the pseudospin stiffness associated with
the n± vector fields [19, 21].
Now, including the coupling between opposite Chern sec-
tors via the ‘super-exchange’ J ∼ t2/U as discussed above,
the effective interaction HJ = Jn+ · n− will couple the
two sectors anti-ferromagnetically and lead to a binding of
a skyrmion (anti-skyrmion) in C = 1 with an anti-skyrmion
(skyrmion) in C = −1. The net charge of this combined
object is 2e, i.e. the exchange J has effectively resulted in
an extended Cooper pair. Note the crucial interplay of anti-
ferromagnetic coupling between opposite Chern-bands; had
J < 0, skyrmions would bind with skyrmions, leading to a
charge-neutral object.
Remarkably, despite the long-range Coulomb interaction,
such a bound state will form no matter how small J is, as long
as other anisotropy terms, e.g. λ, are absent. Roughly speak-
ing, an isolated skyrmion pays a “Zeeman” energy due to the
exhange term J which scales with the sizeR of the skyrmions
as∼ JR2. As in the case of quantum Hall skyrmions [19], the
competition with the Coulomb repulsion ∼ U/R leads to a fi-
nite size for the skyrmions and yields an extra energy penalty
on top of the elastic contribution. On the other hand, a pair of
antiferromagnetically locked skyrmions does not pay any ex-
change energy which enables it to evade Coulomb repulsion
by becoming very large. Hence, the extended nature of the
skyrmion allows for a pairing mechanism which completely
evades the Coulomb repulsion while benefitting locally from
the antiferromagnetic coupling.
In order for the bound state to condense with finite su-
perfluid velocity, it must have a finite effective mass despite
the flat-band dispersion. Remarkably, its effective mass is
generated entirely by the Coulomb repulsion through the ex-
change scale J . This can be understood by noting that the
skyrmion and antiskyrmion in opposite Chern sectors feel op-
posite effective magnetic fields Beff = 2pi~eAM where AM is
the area of the Moire´ unit cell. This leads to a Lorentz force
which tends to pull them apart when they move such that a
skyrmion-antiskyrmion pair moving with velocity v experi-
ence the Lorentz force FLor = eBeffv. This force is balanced
by the binding energy which has the form of a haromic po-
tential E = 12aJd
2 where d is the separation and the anti-
ferromagnetic coupling J plays the role of an effective spring
constant (with some numerical prefactor a). The optimal sep-
aration is obtained by balancing the spring force−aJd against
the Lorentz force leading to dopt = eBaJ v. The resulting en-
ergy is (eB)
2
2aJ v
2. The inertial mass of the bound pair can be
read from this expression to be
Mpair =
(eBeff)
2
aJ
=
4pi2~2
aJA2M
(3)
This formula is derived more rigorously in Sec. IV A with the
numerical prefactor a given by 4pi leading to Eq. 24. The
effective mass sets the condensation scale of the composite
objects leading to TBKT ∼ nJA2M which for JAM ∼ 1meV
and skyrmion density n ∼ 1/AM yields TBKT ∼ 1−5 K. This
mechanism is analogous to the generation of a finite mass for
inter-layer excitons in bilayer quantum Hall systems [37, 38],
and to the mass of a vortex in a spinor condensate [39].
Let us now return to the question of energetics. It is in-
structive to start by considering the chiral limit introduced in
Ref. [28]. In this limit, the mean field single-particle band
gap is relatively uniform throughout the Brillouin zone. In ad-
dition, the wavefunctions were shown to be intimately related
to the Landau level wavefunctions [28, 40] which suggests the
ratio of the skyrmion pair energy 8piρps and the particle-hole
gap is close that in a quantum Hall system where it equals
1/2. This will confirmed numerically by a direct calculation
in Sec. III C. On moving to the realistic parameter regime, we
find the value of the stiffness ρps ≈ 1meV leading to an en-
ergy of 8piρps ≈ 25 meV for the skyrmion pair which is not
substantially different from the chiral limit. On the other hand,
the mean field single particle dispersion develops a pocket
around the Γ point where the bandgap is significantly reduced
to about 25 meV making it comparable to the skyrmion pair
energy. Away from that pocket, the band gap remains rela-
tively large ≈ 40 meV and exceeds the energy of a skyrmion
pair. This larger value of the bandgap can be identified with
the distance between the van Hove peaks in the density of
states and its value of around 40 meV is consistent with the
data from STM experiments [41–44]. These values suggest a
scenario where the first few doped charges enter the system as
electrons but then for doping larger than a certain threshold,
doped charge enters instead as skyrmions. A detailed discus-
sion of the skyrmion energetics and their comparison with the
single-particle energies including all the realistic anisotropies
will be given in Sec. III C.
This topological mechanism of superconductivity is de-
scribed in more detail in Secs. III and IV, including realistic
anisotropies and values for physical parameters. One impor-
tant thing to clarify is that the charge 2e skyrmion-antiskyrion
pair discussed above can be thought of as a single skyrmion
texture in n = n+ = −n− assuming the pseudospins n±
are antiferromagnetically locked which is the case for the VH
and K-IVC states. To avoid confusion, we will usually re-
fer to the individual Chern sector charge e skyrmions as n±-
5skyrmions and to the charge 2e skyrmion-antiskyrmion pairs
as n-skyrmions. One important effect of the anisotropy term
λ that is already worth mentioning here, is that when suffi-
ciently large it selects the charge 2e meron pair in n as the
lowest energy topological texture. Such meron pair is topo-
logically equivalent to the n-skyrmion discussed above, but
it has a different charge distribution which enables it to mini-
mize the energy due to the anisotropy term λ.
Before we go in the details of that discussion, let us first
make a few observations about superconductivity and the K-
IVC order parameter, as well as J as a pairing mechanism.
C. Pairing symmetry of the Superconductor
While a superfluid of charge 2e n-skyrmions sounds very
exotic, as a phase of matter it is continuously connected to
a conventional BCS superconductor. This is because the
skyrmions themselves evolve into single-electron excitations
as their size shrinks. So we can define a superconducting order
parameter ∆ij = 〈ψiψj〉 (with [∆†]ij = 〈ψ†iψ†j 〉) and analyze
its pairing symmetry as usual. By carefully studying the trans-
formation properties of the skyrmions under elements of the
U(2) × U(2) symmetry group in Sec. IV B, we find the con-
densate corresponds to valley-singlet pairing ∆ = τy . Here,
we will motivate this pairing symmetry in a “weak-coupling”
language using the knowledge that it takes place between op-
posite Chern sectors and is driven by the antiferromagnetic
term J .
Given the antithetical relation between superconductivity
and magnetic fields, we expect pairing to only take place be-
tween opposite Chern sectors. This leads to the condition
{∆, γz} = 0. Further, the interactions between pseudospins
in opposite Chern sectors are antiferromagnetic, which can
lead to the pairing as follows. The antiferromagnetic interac-
tion is
HJ = J
∑
q
n+(q) · n−(−q). (4)
Making use of Eq. (14) and expressing the pseudospin vari-
ables in terms of fermions, n±(q) =
∑
k ψ
†
k
1±γz
2 ηψk+q , we
can decouple in the Cooper channel to obtain
HJ = −J
4
∑
k,k′,q
tr ∆k′,kγx∆
†
k+q,k′−qγx. (5)
For s-wave pairing between opposite momentum states
∆k,k′ = δk,−k′∆, which leads to an attractive interaction
whenever [∆, γx] = 0. Anti-symmetry ∆ = −∆T then
selects the unique (Chern-triplet pseudospin-singlet) pairing
channel: ∆ = γxηy . In terms of sublattice and valley de-
grees of freedom, this corresponds precisely to valley-singlet
pairing ∆ = τy .
This highlights the fact that the role of the skyrmions is
not to produce a particularly exotic superconductor, but rather
to provide an energetic mechanism whereby infinitesimal J
can overcome the Coulomb repulsion U without recourse to
retardation or screening.
III. CHARGED TOPOLOGICAL TEXTURES
The quantum Hall picture suggests that, in addition to elec-
trons, the topological pseudospin textures in the systems, e.g.
skyrmions and merons, can carry charge. In the following,
we will investigate the energetics of such excitations and and
compare their energies with single particle excitations. We
begin with reviewing the setup of the problem.
A. Setup
Let us begin by briefly reviewing the basic setup of the
problem. We will be closely following the notation of
Ref. [11]. The starting point is the flat-band projected inter-
acting Hamiltonian which can be written as
H = h+Hint (6)
The first part h is the single particle Hamiltonian. It includes
the Bistritzer-Macdonald non-interacting Hamiltonian [1] as
well as interaction-induced renormalization of the single-
particle dispersion [11, 45]. Its precise definition, which is
chosen to maintain an approximate particle-hole symmetry, is
provided in Ref. [11] with its form given by
h =
∑
k
c†k[hx(k)σx + hy(k)σyτz]ck (7)
The interaction is given by
Hint = 1
2A
∑
q
Vqδρ−qδρq, δρq = ρq − ρ¯q (8)
where Vq is the screened Coulomb interaction given by
1
20q
tanh qds with  being the relative dielectric constant
which we take to be 9.5 and ds is the screening length as-
sociated with the metallic gate. The projected density oper-
ator ρq is defined in terms of the form factor [Λq(k)]αβ =
〈uα,k|uβ,k+q〉 where uα,k are the flat-band single-particle
wavefunctions labelled by the combined index α = (τ, σ) and
it has the form
ρq =
∑
k
c†kΛ
S/A
q (k)ck+q, ρ¯q =
1
2
∑
k,G
δq,G tr ΛG(k)
(9)
The form factor can be split into two parts: a sublattice-
diagonal part which preserves the U(2)×U(2) symmetry and
has the simple form Λq(k) = Fq(k)eiφq(k)σzτz and sublattice
off-diagonal part which breaks the U(2)×U(2) symmetry and
has the form ΛAq (k) = σxτzF
A
q (k)e
iφAq (k)σzτz . The latter is
generally smaller and its effect can be included as a perturba-
tion [11].
6The ideal U(2) × U(2) model is obtained by neglecting
the single-particle dispersion h and the sublattice-off diagonal
part of the form factor ΛA. In this case, we find that, at inte-
ger fillings, any state in which every band is either completely
full or completely empty is a ground state for any repulsive
interactions, since the density operator δρ(q) annhilates such
states for all q. To relate these states to the pseudospin lan-
guage introduced earlier (cf. Eq. 1), it is convenient to define
the “anti-ferromagnetic” component n = n+ − n− and “fer-
romagnetic” component η = n+ + n−,
n = (σyτy, σyτx, σz) = (Re KIVC, Im KIVC,VH) (10)
η = (σxτx, σxτy, τz) = (Re TIVC, Im TIVC,VP) (11)
While the n± variables summarize the various C = 0 orders,
they do not capture the Chern-polarized C = 2 states, nor
states which include a “coherence” between the two Chern-
sectors. So for completeness we define a third Pauli triplet,
γ = (σx, σyτz, σzτz) = (SMx,SMy, C) (12)
Here SM denotes “semi-metal,”for reasons discussed in [11,
46, 47]; in particular the single-particle dispersion (7) takes
the form hx(k)γx + hy(k)γy , with h required to have two
nodes due the opposite C of the two bands [46]. In addition,
the sublattice-diagonal form factors now has the simple form
Λq(k) = Fq(k)e
iφq(k)γz (13)
The anti-ferromagnetic and ferromagnetic orders are related
by
n = γzη, n± =
1
2
(1± γz)η (14)
B. Non-linear sigma model
A field theory for topological textures in the ground state
manifold can be derived by considering slowly varying con-
figurations of the pseudospin vectors n± in the two Chern
sectors. The derivation parallels the standard derivation in
quantum Hall systems [21] with the main difference being
that we are considering the wavefunctions of the sublattice
resolved TBG Chern bands instead of Landau level wave-
functions and taking into account the realistic anisotropies of
TBG. The starting point is to consider a Slater determinant
state |ψ(n+,n−)〉 describing a quantum Hall ferromagnet in
each Chern sector labelled by the pseudospin vectors n±. We
then allow n± to vary slowly in space and time and com-
pute the effective imaginary-time Lagrangian L[n+,n−] as
〈ψ(n+,n−)|∂τ + H|ψ(n+,n−)〉 leading to (see Appendix
A for details)
L[n+,n−] =
∑
γ=±
(
1
2AM
A[nγ ] · ∂τnγ + ρps
2
[∇nγ(r)]2
)
+ (J + λ)nxy+ (r) · nxy− (r) + (J − λ)nz+(r)nz−(r)
− µeδρ(r) + 1
2
∫
d2r′δρ(r)V (r − r′)δρ(r′) (15)
where AM is the area of the Moire´ unit cell given by
√
3a2
2θ2
(with a =
√
3aCC). The first term is the Berry phase term,
the second represents the elastic energy of the non-uniform
pseudospin configurations, the third and fourth terms include
the effects of antiferromagnetic coupling J and anisotropy λ.
Notice that J and λ are defined here to have units of energy
per area. We will find it useful later to also define the corre-
sponding energy scales as
EJ = JAM , Eλ = λAM . (16)
The chemical potential couples to the charge deviations
from the background which is given by the skyrmion (anti-
skyrmion) topological charge in the + (−) Chern sector
δρ(r) = δρ+(r) + δρ−(r),
δρ±(r) = ∓ 1
8pi
∫
d2rijn±(r) · [∂in±(r)× ∂jn±(r)]
(17)
where the sum over latin indices i and j goes over the spatial
coordinates x and y.
The expression for the parameters of the field theory ρps, J
and λ in terms of of the microscopic parameters is provided in
Appendix A. These allow us to investigate the dependence of
these parameters on the twist angle and the screening length
of the interaction as shown in Fig. 2.
The stiffness ρps has a relatively weak dependence on the
angle above the magic angle and shows an increase with de-
creasing angle below the magic angle. This dependence can
be understood by invoking the approximate expression for the
stiffness [48] (see Appendix A)
ρps =
1
8A2
∑
q
Vqq
2
∑
k
Fq(k)
2Ω(k)2 (18)
where Ω(k) is the Berry curvature and Fq(k) is the magni-
tude of the form factor (cf. Eq. 13). This expression implies
that the stiffness is roughly proportional to the integral of the
square of the Berry curvature. The increase in the stiffness
with decreasing angle can then be explained by noting that
the Berry curvature becomes less uniform as the angle is de-
creased. The dependence on the screening length can also be
understood from this expression. Due to the factor of q2, the
contributions from small momenta is suppressed which ac-
counts for the very weak dependence of ρps on the screening
length d for distances exceeding the Moire length LM & 10
nm.
Notice that the pseudospin stiffness is computed in the ideal
7U(2) × U(2) symmetric limit. Symmetry breaking terms are
expected to slightly change the stiffness by assigning differ-
ent energy costs to twists in the order parameter depending
on the precise state, e.g. KIVC vs VH, as well as the di-
rection of such twist. In fact, the most general expression
allowing for all symmetry breaking perturbations would pro-
mote the kinetic term to ρij(n±)∂in±∂jn± with the stiffness
ρij(n) being a symmetric tensor defined on each point on the
ground state manifold parametrized by n±. In this sense,
the pseudospin stiffness computed above can be thought of
as the average of ρij(n) over the different directions and dif-
ferent points on the manifold. In Appendix B, we explicitly
compute the stiffness associated with the K-IVC phase twists
which is computed from the self-consistent Hartree-Fock nu-
merics. The result is shown in Fig. 2 and we see that the value
is very close to the pseudospin stiffness computed from the
ideal limit. Although the two values are very similar, we will
distinguish them throughout using the notation ρps and ρIVC
for the pseudospin computed from the analytical expression
and KIVC stiffness computed numerically, respectively.
We can similarly understand the dependence of the
anisotropy λ and the antiferromagnetic coupling J . Whereas
the former depends very weakly on the angle and the screen-
ing length, the latter has a pronounced dependence on both,
showing a dip around θ ≈ 1.08 and also increasing mono-
tonically with increasing the screening length. The angular
dependence can be understood by noting that J ∼ t2/U [11]
with the renormalized dispersion scale t reaching a minimum
around the magic angle. Similarly, the increase of J with re-
duced screening can be understood from the fact that both the
renormalized dispersion t and the interaction scale U increase
with increasing the screening length d leading to an overall
increase in J [11]. On the other hand, λ is determined by
the sublattice off-diagonal component of the form factor [11]
(see Appendix A) which has very weak angular dependence
and vanishes for small momentum q explaining the weak de-
pendence on both θ and d. These results imply that for short
screening length and angles very close to the magic angle, λ is
the dominant U(2)×U(2)-breaking perturbation whereas for
longer screening length or for angles slightly away from the
magic angle, J is the dominant U(2)×U(2)-breaking pertur-
bation.
C. Charged excitations
The ground state of the NLσM in Eq. (15) is the K-IVC
state given by n+ = −n− = (cosϑ, sinϑ, 0) which spon-
taneously breaks the U(1)v symmetry. To understand the en-
ergetics of topological textures in n±, it is convenient to first
discuss simple theoretical limits which illustrate the broad pic-
ture depicted schematically in Fig. 3. Our physical picture is
substantiated by concrete variational ansatz for various topo-
logical textures in Appendix C.
We begin by considering the limit where the largest energy
scale in Eq. (15) is the elastic energy set by ρps; this is min-
imized by the Belavin-Polyakov skyrmionic texture [49]. Let
us further turn off the antiferromagnetic coupling J and the
FIG. 2: Top panel: plot of the pseudospin stiffness as a
function of twist angle for different values of the screening
length d together with the IVC stiffness computed from the
self-consistent Hartree-Fock numerics as explained in
supplemental material. Bottom Panel: plot of the
antiferromagnetic coupling EJ = JAM (solid) and the
anisotropy Eλ = λAM (dashed) as a function of twist angle
for different values of the screening length d.
easy-plane anisotropy λ. Then the lowest-energy topological
excitations are simply charge e skyrmions in n+ or n−. Such
a skyrmion can avoid (unscreened) Coulomb charging energy
∝ R−1 by swelling to a large radius R, and its energy 4piρps
is solely determined by the pseudospin stiffness.
Next, turning on J adds an exchange penalty ∝ JR2 to
a charge e skyrmion; the competition between Coulomb and
exchange energy leads to a finite optimal size R for charge
e skyrmions. As J increases, R decreases and the skyrmion
smoothly crosses over to an electron or hole-like excitation.
However, a charge 2e bound pair between a skyrmion in
n+ and an antiskyrmion in n− (or vice-versa) can effec-
tively avoid both antiferromagnetic exchange penalty via lo-
cal alignment of pseudospins, and Coulomb energy by having
a large size. Therefore, infinitesimal J naturally leads to a 2e
skyrmion-antiskyrmion pair (or equivalently a skyrmionic tex-
ture in n ≡ n+ = −n−) with energy 8piρps. Provided 8piρps
is less than the particle-hole gap (∆KIVC), such 2e bosonic
pairs are the favored charged excitations.
Turning on anisotropy λ creates an energy penalty∝ λR2pair
for a 2e pair; its size is now determined by the competition
between anisotropy and Coulomb terms. Owing to a larger
Coulomb energy cost for the 2e pair compared to two well-
separated charge e skyrmions, pairing is only favorable be-
yond a critical value of J/λ ≡ (Jλ)c.
Finally, when the anisotropy λ becomes comparable to the
stiffness ρps, the 2e skyrmion smoothly deforms into a topo-
logically equivalent pair of two charge e merons in n. The
meron-pair is bound together by elastic forces like vortex-
8FIG. 3: Schematic phase diagram of the lowest energy
charged excitations. For Jλ <
(
J
λ
)
c
, these are single charge e
skyrmions which smoothly crossover to an electron/hole
excitation on increasing exchange J + λ. For Jλ >
(
J
λ
)
c
,
these are charge 2e skyrmion-antiskyrmion bound pairs that
distort into topologically equivalent meron-pairs in presence
of finite anisotropy λ.
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FIG. 4: Ratio of the elastic energy of the 2e skyrmion to the
KIVC band gap in the nearly chiral (orange) and realistic
(purple) limits, with stiffness and gap values extracted from
self-consistent Hartree-Fock. Below the grey dashed line, the
skyrmion energy in the absence of anisotropy lies within the
particle-hole gap.
antivortex pairs in the XY-model below TBKT. Such a config-
uration reduces the Coulomb interaction energy by separation
of charge, while simultaneously avoiding anisotropy energy
via small individual meron cores, at the expense of additional
elastic energy.
Now we turn to the relevance of charged topological exci-
tations to TBG, which requires a more accurate estimate of
their energetics for realistic parameters. To this end, we con-
sider the same gate-screened Coulomb potential with screen-
ing length ds used to compute the self-consistent band struc-
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FIG. 5: Energetics of charge 2e n-skyrmion pairs from
numerical lattice minimization, as a function of screening
length ds, in the nearly chiral (orange) and realistic (purple)
scenarios.
tures and energy scales in Fig. 2.
Vq ≡
∫
d2r V (r)eiq·r =
tanh (qds)
20q
(19)
Numerical minimization of the energy functional in Eq. (15)
on a lattice via non-linear conjugate gradient (fixing the net
charge above the ground state) is used to determine the en-
ergy of topological textures. This is complemented by numer-
ical solutions of saddle point equations in the limit of small
screening length, when the interaction can be approximated
by a contact term V (r) ≈ Uδ(r) with U = ds/(20) (see
Appendix C for details).
In the vicinity of the chiral limit, we find that the semi-
classical energy of two well-separated charge e skyrmions is
roughly equal to the KIVC gap, but the energy of a 2e bosonic
pair is definitely smaller than ∆KIVC; this can be understood
as follows. In this regime, the ratio 8piρps/∆KIVC is always
much smaller than one near the magic angle, as shown in
Fig. 4. Further, the anisotropy energy Eλ is small due to the
approximate U(2) symmetry, implying that the Coulomb cor-
rections to the elastic energy of 2e skyrmions is negligible ow-
ing to their large size (although they can be substantial for a e
skyrmion when EJ is large). Consequently, the lowest energy
charged excitations in this regime are charge 2e skyrmions.
For realistic values of interlayer hopping (w0/w1 = 0.75
and w1 = 110 meV), we find that the charge e skyrmion has
energy 20-30 meV on varying screening length ds in the range
5-20 nm at the magic angle θ = 1.05◦. Compared to half the
value of the particle-hole gap ∆KIVC/2 ≈ 15 meV, this in-
dicates that particle-hole excitations are favorable to charge-
e skyrmions. Charge e skyrmions are typically small in size,
with approximately 3-6 flipped (pseudo)spins. In comparison,
the binding energy substantially lowers the energy of the 2en-
skyrmions, which also become larger in size with 7-14 flipped
spins, to 25− 45 meV (see Fig. 5); an example configuration
is shown in Fig. 6. We note that the single particle dispersion
features a relatively sharp dip for a small pocket around Γ and
a relatively flat dispersion with a much larger gap for the rest
of the Moire´ Brillouin zone (MBZ) (cf. Fig. 7). As a result, the
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FIG. 6: The n-skyrmion texture obtained numerically for ds = 20 nm, θ = 1.05◦, with grid-spacing ` = 0.02LM and grid-size
500`× 500` (first two panels); and the associated topological density qα = `2nα · (∂xnα × ∂ynα)/(4pi) in the α = ± sectors
(last two panels, zoomed in). The local antiferromagnetic texture is exactly maintained in the minimum energy configuration,
as indicated q+ = −q−. The length-scale unit is LM .
FIG. 7: Energy contour (in meV) for pair energy
= ∆KIVC(k) in the moire´ BZ for ds = 20 nm, θ = 1.05◦
(repeated zone scheme). Beyond νc ≈ 0.2, doped charges go
in as 2e skyrmions, within the estimates of Section III C.
binding energy gain makes n-skyrmions the energetically fa-
vored charged excitation away from the pocket around Γ-point
in the MBZ. We can therefore define a critical doping νc such
that pair energy matches the direct momentum-dependent gap
∆KIVC(k). Beyond νc, doped charges will enter the system
as 2e n-skyrmions. Since the semiclassical energy is an over-
estimate as it ignores energy lowering via delocalization (dis-
persion) and overestimates the Coulumb repulsion, which has
been established in the quantum Hall context [50] , doped
charges could enter as topological textures at even lower dop-
ing. This scenario also implies that quantum oscillations at
very small doping are governed by electron or hole-like exci-
tations in TBG.
IV. SUPERCONDUCTIVITY FROM SKYRMION PAIRING
Having established the charge 2e n skyrmion (or topolog-
ically equivalent meron pair) as a stable excitation with the
minimum charge gap for sufficiently large exchange, we now
proceed to study the properties of the resulting superconduc-
tor, namely we will estimate the BKT temperature and the
symmetry of the order parameter.
A. Effective mass of skyrmion pair
In this section, we compute the effective mass of the
skyrmion pair which allows for an estimate of the BKT tran-
sition temperature of the skyrmion superconductor. Anal-
ogous to oppositely charged particle-hole pairs (excitons)
from bands with the same Chern number [37, 51], identically
charged skyrmions from bands with opposite Chern num-
bers carry momentum k which is proportional to the Chern-
resolved dipole moment and perpendicular to it: thus the ki-
netic energy is a measure of how tightly the pair is bound.
Therefore, our strategy is to calculate the potential well that
binds the pair of n±-skyrmions into a single charge 2e n-
skyrmion. The effective ‘spring constant’ of a quadratic ap-
proximation to the potential is then inversely proportional to
the effective mass.
We treat the shape and size of skyrmions as static variables,
i.e, n±(r) = ±nsk(r−R±) for some fixed function nsk(r).
Neglecting anisotropy effects for simplicity, the energy of the
pair configuration then depends only on the absolute distance
between them, enabling us to write down the following effec-
tive action where the dynamical degrees of freedom are the
core positionsR±.
S[R+,R−] =
∫
dtL,
L =
G
2
[(R+ × R˙+)− (R− × R˙−)] · zˆ − E(|R+ −R−|)
(20)
where G = 2pi~/AM is the gyrotropic constant [52, 53].
We re-write the Lagrangian in the center mass coordinates
Rs = (R+ +R−)/2 and relative coordinates Rd = R+ −
R−, and hence derivePs, the canonically conjugate momenta
toRs.
L = G(Rd×R˙s) · zˆ−E(|Rd|), Ps = ∂L
∂R˙s
= G(zˆ×Rd)
(21)
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The quantum Hamiltonian is then obtained by promoting the
variablesRd,Ps to operators.
[Rˆxd , Rˆ
y
d] = [Pˆ
x
s , Pˆ
y
s ] = 0, [Rˆ
i
d, Pˆ
j
s ] = i~δij ,
Hˆ = E(|Rd|) = E
(
|Pˆs|
G
)
(22)
where the commutation of the two momentum components
means that we can simultaneously diagonalize them and la-
bel the eigenstates and eigenvalues of Hˆ by their momenta.
Therefore, the pair-mass Mpair can be derived by expanding E
about small momenta (assumed at Ps = 0).
Mpair =
G2
E ′′(0) (23)
The primary effect of increasing core-separation Rd is to in-
crease the exchange energy cost, which can be estimated in
Appendix E, leading to
Mpair =
G2
4piJ
=
pi~2
JA2M
(24)
For EJ = JAM ≈ 1 meV, this gives Mpair ≈ 1.5me where
me is the electron mass. Additional small corrections that
arise from considerations of the Coulomb repulsion or defor-
mation of the skyrmion shape are discussed in Appendix E.
Given the effective mass of charge 2e skyrmions and the
density, we can evaluate an upper bound on the BKT transi-
tion temperature for the resulting superconductor at a given
skyrmion density ν/AM as
Tc =
νpi~2
2AMMpairkB
=
νEJ
2kB
= (25)
For ν ≈ 1 and EJ ≈ 1 meV, this yields Tc / 5K which is
similar in magnitude to Tc observed in TBG in the vicinity of
the half-filling insulator.
Let us now discuss a few subtleties related to the discussion
above. First, we have neglected the fluctuations in shape and
size of a single a skyrmion. These are considered in Appendix
D where we demonstrate that they generate corrections to the
action in Eq. (20) (e.g, a mass term ∼ MR˙2±/2) which scale
with the skyrmion size Rsk and inversely with the stiffness
ρps. As a result, the action S provides a reasonably accu-
rate description of skyrmion dynamics for the small ‘quan-
tum’ skyrmions relevant to TBG.
Second, we note that in the preceding estimate we have ig-
nored the (screened) Coulomb interactions which could lead
to a ‘pair’ Wigner crystal of charge 2e n-skyrmions, the other
possible ground state apart from the superconductor. The
competition between the two phases is determined by the rel-
ative strength of the kinetic and interaction energies. For a
gas of bosonic point particles interacting with 1/r potential,
a direct estimate of rs = qmeffaB
√
pin
yields rs ≈ 40/
√
ν for a
filling fraction ν. Directly comparing to the numerically ob-
tained critical value rs ≈ 60 [54], this suggests the superfluid
phase is realized for ν & 0.5. However, this analysis of point-
like Coulomb charges overestimates the Coulomb repulsion
for extended textures like skyrmions. Screening is expected
to further weaken the Coulomb repulsion making it ineffective
for inter-skyrmion separations exceeding the screening length.
Thus, we expect the superfluid phase to be stable for a wider
range of doping. For the rest of this work, we will assume that
the charge 2e skyrmions are always in the superfluid phase at
finite density. We leave the question of mapping the full phase
diagram of the interacting charge 2e skyrmions to future work.
B. Skyrmion transformation properties and superconducting
pairing symmetry
In this section, we would like to understand the transfor-
mation properties of the skyrmions under the approximate
U(2)×U(2) symmetry. We know thatn±-skyrmions in Chern
sector γz = ±1 carry charge ±e, which fixes the quantum
numbers of the skyrmions under the U(1) × U(1) subgroup
generated by γz and the identity. Below we will derive the
transformation properties of then-skyrmions under the six re-
maining generators of SU(2)× SU(2). We will show that the
charge 2e n-skyrmion transforms as a singlet under perform-
ing the same rotation in both Chern sectors, corresponding to
the generators ηx,y,z , while it transforms non-trivially under
opposite rotations in the two Chern sectors, corresponding to
the generators ηx,y,z . This will select the unique s-wave pair-
ing channel ηyγx consistent with the weak coupling analysis
of Sec. II C.
To understand these transformation properties, let’s start
with the simple SU(2) skyrmion in a Chern band. We consider
a skyrmion configuration with a fixed shapen(r) = nsk(r, ξ)
depending only on a real scalar ξ denoting its radius which is
taken to be a dynamical variables. If we apply a rotation with
angle φ around the z axis for all the spins, we can identify the
spin of the skyrmion in the z direction as the variable conju-
gate to φ which we now also promote to a dynamical variable.
Under this transformation the Berry phase term (15) changes
by
Sτ → Sτ + i
∫
dτφ˙Sz(ξ),
Sz(ξ) =
1
2
∑
r
[nsk,z(r, ξ)− 1] = 1
2
∑
r
nsk,z(r, ξ)− N
2
(26)
|Sz(ξ)| roughly counts the number of down spins (assuming
the background is pointing up) which yields the expected re-
sult with the spin of the skyrmion associated with the total z
component of the spin texture denoted by n. Of course, such
term in the action will lead to the quantization of spin which
will restrict the values of ξ to yield an integer values for the
spin.
The n±-skyrmion pairs considered in this section consist
of a skyrmion in C = +1 sector and an antiskyrmion in
C = −1 sector which we consider for simplicity to be on
top of each other (such assumption is not necessary for our ar-
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gument). We can then describe such pseudospin configuration
with n±(r) = ±nsk(r, ξ). The quantum number associated
with any generator ta of SU(2)× SU(2) is then given by
Sa(ξ) =
1
4
∑
r
tr[nsk(r, ξ)− n0] · ηγzta (27)
where n0 is the value of the field nsk at infinity. From
(27), it is clear that the charge 2e skyrmion-antiskyrmion pair
has vanishing quantum number associated with the generators
ηx,y,zγ0 and generally non-zero quantum numbers associated
with the generators ηx,y,zγz . That is to say that the skyrmion
pair is invariant under applying the same U(2) rotation to both
Chern sectors, which simply reflects the fact that the skyrmion
and antiskyrmion have opposite spin quantum numbers rela-
tive to any given direction.
We now compare the symmetry transformation of the
charge 2e skyrmion to the symmetry transformation prop-
erties of a generic superconducting order parameter under
U ∈ U(2)×U(2) which is given by:
∆ 7→ U∆UT (28)
This can be derived by writing ∆ as a fermion bilinear ∆ =
ψψT and acting with U as ψ 7→ Uψ. Invariance under
ηx,y,z implies that ∆ ∝ ηy . On the other hand, to trans-
form non-trivially under ηx,y,zγz , we should further restrict
to ∆ = γx,yηy . The antisymmetry of ∆ then leads to the
unique pairing channel ∆ = γxηy . This is consistent with
the discussion of Sec. II C where the pairing symmetry was
deduced based on a weak coupling approach which incorpo-
rated essential ingredients of the energetics.
V. EFFECTIVE FIELD THEORY FOR THE DOPED
PHASE: PHASE DIAGRAM
In this section, we perform a field theoretic analysis to un-
derstand the evolution of the insulator at half-filling to a su-
perconductor upon doping.
A. Duality between K-IVC insulator and superconductor
Let us begin by exposing a reciprocal relation between the
superconductor and K-IVC. This shows that these two orders
can coexist and are related by a natural particle-hole trans-
formation much like the relation between antiferromagnetic
order and d-wave superconductivity in the cuprates [55].
We start by writing the K-IVC and the superconduct-
ing order parameters as 〈c†KσcK′σ′〉 = ∆KIVCσyσσ′ and
〈c†τσc†τ ′σ′〉 = ∆SCδσ,σ′τyττ ′ , respectively, where ∆IVC =|∆IVC|eiϑ and ∆SC = |∆SC|eiϕ are complex numbers. The
two are related by the following particle-hole transformation
that acts in only one of the valleys:
cK,σ 7→ cK,σ, cK′,σ 7→ −iσyσ,σ′c†K′,σ′ (29)
nˆc ↔ nˆv, ϕ↔ ϑ (30)
Vortex Gauge Field Charge (nc, nv) Order Parameter
K-IVC: w1, 2 a˜ (±1, 0) w∗1w2 = ∆SC
SC: z1, 2 a (0, ±1) z∗1z2 = ∆KIVC
TABLE II: Summary of properties of K-IVC vortex
fields(merons) in the first row, charge quantum numbers and
relation to superconductor order parameter. Second row, the
corresponding properties for superconducting vortices
obtained from duality. The superconductor vortex fields turn
out to be equivalent to the CP1 representation of K-IVC order
as shown in Section V B.
This duality transformation exchanges the total U(1)c charge
conservation (of total charge nˆc) and the U(1)v valley-charge
conservation (of valley charge nˆv) which is consistent with
the fact that the KIVC (SC) order breaks (preserves) U(1)v
but preserves (breaks) U(1)c. Furthermore, this transforma-
tion interchanges the phases ϑ ↔ φ of the K-IVC and Su-
perconductor, conjugate to the charges nv and nc which are
interchanged.
In fact, it is helpful to organize the order parameters into a
five component object ni: n1 + in2 = ∆IVC and n4 + in5 =
∆SC while n3 represents the valley-Hall order. Under the du-
ality it is readily verified from the fermion transformation that
n3 ↔ n3, so the duality acts as a rotation in SO(5). In fact
combining the SO(3) pseudospin rotations of (n1, n2, n3)
and the U(1)c rotation of (n4, n5) with this duality, one re-
covers the full SO(5) group.
This duality immediately fixes properties of the supercon-
ductor, based on what we know about the K-IVC insulator.
For example, vortices in the order parameters are interchanged
by duality. Here, vortices of K-IVC have ‘cores’ that contain
the valley-Hall order n3, giving rise to merons, or two com-
ponent vortices with opposite direction of n3 order in their
cores. These carry electric charge ±e for opposite n3 con-
figurations of the same vorticity. Under the duality, these are
mapped to superconducting vortices, which also have a two
component structure, with n3 core that now determines their
valley-charge. Denoting the K-IVC and SC vortex creation
fields by (w1, w2) and (z1, z2), their properties are summa-
rized in Table II.
Does this duality play any role in phase diagram? We can
imagine two routes for the K-IVC to evolve into the supercon-
ductor: first, by modifying the interactions to induce super-
conductivity while remaining at the integer filling of the insu-
lator, and second, by doping away from the insulator. In the
former scenario, the K-IVC and superconductor could be con-
nected by an ‘easy plane’ deconfined critical point, in which
the duality is promoted to an emergent symmetry, itself part of
a larger emergent O(4) symmetry [56–60]. The latter ‘doping’
scenario is expected to be more conventional, involving an in-
termediate co-existence phase where both SC and K-IVC are
present, before the K-IVC order is lost and SC remains. The
transition from K-IVC to coexistence phase is driven by con-
densation of pseudospin skyrmions, meron anti-meron bound
states which carry charge 2e leading to superconductivity, but
which do not destroy the K-IVC order. In contrast the de-
12
confined critical point is driven by condensation of K-IVC
merons, that both destroy the order and establish supercon-
ductivity simultaneously. A detailed analysis of the interplay
between the insulating K-IVC and the superconducting order
is provided later in this section.
To understand why it is possible to have a coexistence
phase, we note that the gap functions for the K-IVC, VH and
the superconductor all anticommute with each other. This can
be seen more easily by performing a particle-hole transforma-
tion in the C = −1 sector only given by
c+ 7→ c+, cT− 7→ ηyc†− (31)
Under this transformation, the gap functions for the pseu-
dospin antiferromagnets c†γzηx,y,zc is invariant while the
superconducting gap maps to the excitonic insulating gap
c†γx,yc leading to the mass term
∑5
i=1 niΞi,
nˆ = (Re KIVC, Im KIVC,VH,Re SC, Im SC)
Ξˆ = (γzηx, γzηy, γzηz, γx, γy) (32)
which all manifestly anticommute. The coexistence phase
corresponds to an n-vector which has components in both the
insulating n123 space and the superconducting n45 plane.
This transformation also reveals a direct relation between
the “bilayer” picture of Fig. 1 and a conventional NF = 4
quantum-Hall ferromagnet. Since γz = C labels the layers,
the transformation applies particle-hole only to the “bottom”
layer, which takes C = −1 → 1. The system is now equiva-
lent to a spinful quantum Hall bilayer in a uniform magnetic
field [61] with inter-layer coherence 〈n4 + in5〉 6= 0 (an “ex-
citon condensate”) mapping on to superconductivity. In addi-
tion to double quantum wells, this system has been realized
experimentally in the zeroth Landau level of monolayer and
bilayer graphene, where valley plays the role of our “layer”
index γz and spin plays the role of our pseudospin η, so that
n1,2,3 and n4,5 give rise to “canted anti-ferromagnetism” and
“Kekule” (VBS) order respectively.
While none of these realizations are particularly close to
having SO(5) symmetry, projecting the five anti-commuting
mass terms into a Chern band nevertheless implies the ex-
istence of an Wess-Zumino-Witten (WZW) term linking the
spatial and temporal textures of both orders of nˆ [18, 62]. The
WZW term, which we will derive explicitly in Sec. V D, is the
origin of the charge-2e skyrmions in TBG.
B. Field theory for the pseudospin antiferromagnet
Since we are interested in the condensation of charge 2e
n-skyrmions, we are now going to restrict ourselves to the
antiferromagnetic sector of the ground state manifold where
the pseudospins in the opposite Chern sectors are locked op-
posite to each other n+(r) = −n−(r) = n(r). This mani-
fold is spanned by the K-IVC state (in-plane antiferromagnet)
and valley Hall state (out-of-plane antiferromagnet). To de-
rive the effective theory for this manifold, the ferromagnetic
fluctuations, whose mass is proportional to J , are integrated
out leading to the Lagrangian (See Appendix F)
L[n] = ρps(∇n)2 + χps(∂τn)2 + λ(n2z − n2xy)
− µeδρ(r) + 1
2
∫
d2r′δρ(r)V (r − r′)δρ(r′) (33)
with δρ(r) given by twice the topological charge of the texture
defined byn(r) since it describes charge 2e skyrmions. Com-
pared to (15), the action does not have a linear time deriva-
tive Berry phase term; A(nˆ) · nˆ. This term is excluded by
Kramers time reversal symmetry T ′ which leaves the anti-
ferromagnetic manifold invariant. Instead, a second deriva-
tive term (inertial dynamics) appears as a result of integrat-
ing out the ferromagnetic fluctuations whose coefficient χps
represents the compressibility of the KIVC-VH states and is
given explicitly by χps = 18JA2M
(see Appendix F for details).
Combined with ρps this gives us the speed of the Goldstone
modes: c2 = ρps/χps.
Since the field theory (33) is now expressed only in terms
of the SO(3) vector n, we can introduce the CP1 field z =
(z1, z2)
T which is related to n as n = z†ηz and satisfies the
constraint z†z = 1 to represent a unit vector field n [63–65].
The SO(3) rotations of n correspond (up to a gauge freedom)
to SU(2) unitary rotations on z. This includes the U(1)v de-
gree of freedom which corresponds to z1,2 → e±iφ/2z1,2. The
overall phase of z is a gauge degree of freedom.
Defining the gauge field aµ = −iz†∂µz, we have that the
skyrmion density (which here is related to the charge density)
can be rewritten as [63–65]:
− δρ(r) = 1
2pi
n · (∂xn× ∂yn) = (∂xay − ∂yax)
pi
(34)
where the extra factor of 2 comes from the fact that the
skyrmions in the antiferromagnetic manifold carry charge 2e.
Finally, we introduce the UV cutoff Λ = 1/
√
AM and the
coupling g and velocity c defined as
g =
Λ
4
√
ρpsχps
=
√
EJ
2ρps
, c =
√
ρps
χps
= 2
√
2EJρps
(35)
where, as before, EJ = JAM . Rescaling the time direction
as τ = 1c rz , we can write the CP
1 action as
S[z] =
∫
d3r
{
Λ
g
|Dµz|2 + λ
c
(z†ηzz)2 +
2eµ
c
ij
2pi
∂iaj
+
1
2c
∫
d2r′
ij
pi
(∂iaj)rV (r − r′)lk
pi
(∂lak)r′
}
(36)
where Latin indices i, j, k, l are summed over spatial coor-
dinates x, y whereas greek indices are summed over all co-
ordinates x, y, z and we introduced the covariant derivative
Dµ = (∂µ − iaµ).
To conveniently keep track of the total charge nc and val-
ley charge nv we introduce gauge fields A, Av that couple
minimally to the corresponding conserved currents. These ap-
pear in (i) the addition of a mutual Chern-Simons term ∆L =
13
2ie
2pi µνλAµ∂νaλ to the action in Eqn. 36 and (ii) the modifi-
cation of the covariant derivative Dµ = (∂µ − iηzAVµ − iaµ)
acting on the the two component z fields, which are oppo-
sitely charged under the valley U(1)v . Note, the fact that the
flux of a is tied to the electric charge implies that dynamical
events where the flux changes by units of 2pi are disallowed on
symmetry grounds. Thus the dynamics of this model resem-
bles that of the non-compact CP1 theory [56], since monopole
insertion operators, which are nothing but Cooper pairs, are
excluded from the Hamiltonian on the basis of charge conser-
vation.
We can readily identify three phases that appear as a func-
tion of doping, using well known properties of the non-
compact CP1 model [56–58]:
• Phase 1: In the absence of doping, at small g be-
low some critical coupling gc, we have the Higgs
phase 〈zi〉 6= 0 which, with the expected easy plane
anisotropy (λ > 0), favors equal amplitudes for z1,2,
takes the form
〈zi〉 = r0eiθi . (37)
This is nothing but the K-IVC phase, with K-IVC order
parameter 〈z∗1z2〉 = r20ei(θ1−θ2). The gapless photon of
a is absent due to the Higgs mechanism. This indicates
that density and current fluctuations are suppressed, im-
plying an electrical insulator. This can be seen by
explicitly integrating out a in the Higgs phase which
gives: L = (2e)22κ (µνλ∂µAλ)2 with κ = 16pi2r20Λ/g,
as expected for a insulating dielectric. On the other
hand, fluctuations of θ in the K-IVC phase lead to a
gapless Goldstone mode.
• Phase 2: Next, raising the chemical potential µ cor-
responds to applying a magnetic field to the Higgs
condensate. Beyond a critical value of µ, vortices of
the Higgs condensate form to accommodate flux. The
cheapest such configuration is a simultaneous vortex
in both z1 and z2, which has a finite energy cost and
carries charge 2e (this is nothing but the n skyrmion).
Condensing these vortices kills the Higgs condensate in
〈zi〉 = 0, which restores a to its Coulomb phase. This
is the superfluid and the photon of a is simply the su-
perfluid Goldstone mode. Nevertheless the K-IVC or-
der parameter is not destroyed since the phase of both
z1, z2 wind around such a vortex, their relative phase
z∗1z2 remains well defined, so 〈z∗1z2〉 6= 0 . This is the
coexistence phase. The phase transition from the in-
sulator to the coexistence phase with doping is in the
superfluid-insulator transition driven by the chemical
potential, with dynamical exponent z = 2 [66].
• Phase 3: Finally, on further raising µ, the amplitude of
the KIVC order is reduced, potentially driving a transi-
tion when the K-IVC order disappears. Beyond this we
simply have the superfluid order since a remains in the
Coulomb phase. This transition is expected to be in the
3D XY universality class.
• Phase 4: Although disfavored by anisotoropy, it is use-
ful to understand what results from condensing just one
of the two CP1 fields z1 or z2. This would lock (the
transverse components of) a = ∓AV resulting in the ef-
fective action ∆L = ∓ 2ie2pi µνλAµ∂νAVλ , which is sim-
ply the quantized valley-Hall response. This therefore
represents the valley Hall insulator.
Let us note three more points. First, in the above discussion
we have focused on the doping driven transition out of KIVC.
Potentially, raising the coupling strength g, effectively driven
by weakening the stiffness of the K-IVC, can lead to a tran-
sition where the Higgs fields are uncondensed 〈zi〉 = 0. The
resulting Coulomb phase of a is a superfluid without K-IVC
order, and this is the mean field description of an ‘easy-plane’
deconfined quantum critical point [57, 58].
We also note that while the zi fields above were introduced
using the CP1 representation of the n field, ultimately we can
think of the z variables as vortices of the superconductor. For
example whenever the zi are condensed 〈zi〉 6= 0, an insulator
is obtained.
Third, there is a dual description where we use the CP1
representation of the superconducting order parameter ∆SC =
w∗1w2, where in addition the wi are now vortices (or more
precisely vortex creation and destruction operators) of the K-
IVC order. A parallel description can be obtained from dual
theory where w fields are now minimally coupled to a gauge
field a˜. While w carry electric charge, the flux of a˜ carries
valley charge, which can be minimally represented as L =
|D˜µw|2+ 2i2pi µνλAVµ ∂ν a˜λ with the covariant derivative D˜µ =
(∂µ − iηzAµ − ia˜µ). A weak chemical potential µ = iAz
will then couple to the charged KIVC vortex fields which will
split the transition into an intervening co-existance phase as
discussed in a related problem in [58] [67], consistent with
the schematic phase diagram in Figure 8.
C. Phase diagram in the large N limit
Having discussed the qualitative aspects of the CP1 phase
diagram, our purpose in section this is to quantitatively inves-
tigate the phase boundary describing the onset of supercon-
ductivity and the properties of the resulting superconductor
by employing a large N mean field theory.
In the absence of anisotropy, doping and Coulomb inter-
action (λ = µ = V = 0), the large N phase diagram
of the CP1 model was discussed in the pioneering works of
Refs. [63, 64, 68] (see also Ref. [65]) which we will briefly
review below. The first step is to promote the z variable
to an N -component CPN−1 variable satisfying the constraint
z†z = N/2 which can be incorporated in the action by using
the integral representation of the delta function introducing a
mass term for the z bosons 1g∆
2(z†z −N/2). The constraint
relating the gauge field aµ to the z-variables can also be re-
moved by introducing a Hubbard-Stratonovich field αµ. The
field αµ is independent of z and enters the action in the same
way as aµ, so in the following we will relabel it αµ 7→ aµ.
Integrating out the z-bosons leads to a standard trace log ex-
pression for the action which is multiplied by N and, as a
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FIG. 8: Schematic phase diagram in the limit of short
screening length. We will be mainly concerned with
chemical potential driven transitions at small g < gc. The
dotted blue (red) curve at nonzero T indicates the BKT
transition out of the superconductor (KIVC) with quasi-long
range order. On increasing g at T = 0 and µ = 0, a direct
transition between the KIVC and SC states (deconfined
criticality) is potentially allowed, which then splits into two
ordinary quantum critical points (yellow circles) with a
region of co-existence when µ 6= 0.
result, can be evaluated within a saddle point approximation
at large N . By taking the variation of the action relative to the
gap ∆2, we obtain a saddle point equation for ∆ which yields
a finite expectation value
|∆| = Λ(1− gc/g) for g > gc = 4pi (38)
This means that the z-bosons are gapped and the field aµ is
in the Coulomb phase. In contrast, for g < gc, the gap ∆
vanishes and the field aµ is in the Higgs phase indicating a
finite expectation value of z. The Lagrangian for the gauge
field aµ in the Coulomb phase has the standard Maxwell form
L[a] = N
96pi|∆|f
2
µν +
2ie
2pi
µνλaµ∂µAλ, (39)
with fµν = ∂µaν − ∂νaµ. The field aµ can be integrated out
by introducing a dual phase variable φ which can be identified
with the phase of the superconducting condensate leading to
S =
∫
d2rdτ
{ρSC
2
(∂iφ− 2eAi)2 + χSC
2
(∂τφ− 2eAτ )2
}
ρSC =
3|∆|c
piN
, χSC =
3|∆|
picN
(40)
The superconducting phase stiffness yields the BKT tempera-
ture using the standard formula Tc = piρSC2kB .
Now consider what happens when we introduce a finite
density of charge 2e skyrmions n = ν/AM . This corresponds
to a finite magnetic flux for the a gauge field b = ∇ × a =
piνΛ2. The saddle point equation for the gap ∆ now takes the
0 2 4 6 8 10
0.00
0.05
0.10
0.15
0.20
0.25
0.30
0.35
0 2 4 6 8 10
0.0
0.2
0.4
0.6
0.8
FIG. 9: (a) Filling ν as a function of coupling g and chemical
potential µ˜ = µ/(Λc) with (b) several cuts as a function of µ
along constant g. (c) Gap function
|∆˜| = √∆2 + piνΛ2 ∝ ρSC as a function of coupling g and
chemical potential µ with cuts (d) as a function of µ˜ along
constant g
form (see Appendix G for details)
1 =
g
4
√
ν
2pi
{
ζ
(
1
2
,
1
2
+
∆2
2piνΛ2
)
− ζ
(
1
2
,
1
2
+
1
2piν
)}
,
(41)
where ζ(s, q) is the Hurwitz zeta function [69]. This equation
can be solved numerically to yield the gap ∆ as a function of
the coupling g and the filling ν. In the dilute limit ν  1,
the action for the gauge field has the same Maxwell form as
in (39) with the gap ∆ replaced by ∆˜ =
√
∆2 + piνΛ2.
The tuning parameter of the action (36) is the chemical po-
tential µ rather than the doping ν. At any fixed chemical po-
tential µ, we can find the corresponding filling ν by minimiz-
ing the free energy as explained in Appendix G. The result-
ing dependence of ν on µ can be computed numerically and
is shown in Fig. 9. For g > gc, a finite density of skyrmions,
which correspond to magnetic flux of the gauge field aµ, is in-
troduced for any finite value of µ since aµ is in the Coulomb
phase. In contrast, for g < gc, aµ is in the Higgs phase which
means that the chemical potential needs to exceed a certain
threshold to introduce magnetic flux into the system. This
threshold value corresponds to the gap to skyrmion excitations
and it can be computed explicitly as
|µc| = picΛ
g
(1− g/gc) (42)
Using the dependence of the doping ν on the chemical poten-
tial µ, we can obtain the gap ∆˜, which determines the phase
stiffness of the superconductor (cf. Eq. 40), as a function of g
and µ by numerically solving Eq. 41 as shown in Fig. 9.
The physical parameters for TBG are ρps ≈ 1 meV and
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EJ ≈ 0.5 meV leading to g ≈ 1/2  gc. In this limit,
the threshould value of the chemical potential for which the
flux of aµ is admitted to the system is |µc| ≈ Λpicg = 4piρps.
This is nothing but the energy of a singlen-skyrmion (per unit
charge) in agreement with our expectations. Similarly, we can
make analytical progress in solving the saddle point equation
(41) in the limit g
√
ν  1 where we find
∆2 = Λ2[−piν + 1
4
ν2g2 +O(ν3g4)]. (43)
The resulting stiffness and compressibility of the supercon-
ductor are
ρSC =
3c∆˜
piN
≈ 3Λcνg
4piN
=
3ν
16piNχpsAM
=
3EJν
2piN
, (44)
χSC =
3∆˜
picN
≈ 3Λgν
4piNc
=
1
N
3ν
16piρpsAM
(45)
Interestingly, the stiffness (compressibility) of the supercon-
ductor is inversely proportional to the compressibility (stiff-
ness) of the zero doping insulator with the proportionality con-
stant being, up to numerical prefactors, just the filling ν. This
leads to Tc ∼ Jν in agreement with Eq. 25.
In this particular large-N limit, the insulating K-IVC phase
undergoes a first order transition into a superconductor once a
threshold chemical potential is exceeded. A coexistence phase
is technically challenging to access within this approximation
and left to future work. Nevertheless this approach shows
that charged skyrmions can condense into a superconductor
and the properties of the superconductor can be calculated
and shown to agree with the properties of skyrmions accessed
within the semiclassical approach in Section III B.
D. SO(5) σ -Model of Superconductor & K-IVC Insulator
from the Dirac limit
In the previous sections, we have mainly focused on the
transition into the superconductor starting deep inside the K-
IVC state by tuning the chemical potential, treated within the
CP1 theory. However, following Refs. [18, 59, 70], it is in-
structive to derive an equivalent effective field theory which
deals with the insulator and superconductor on equal foot-
ing. Such a field theoretic description is known to include a
topological WZW term. In the following, we will outline this
derivation in the context of magic angle graphene including
the effect of the chemical potential.
To derive universal aspects of the field theory, such as the
presence of a topological term, it is sufficient to adopt a con-
venient starting point where we take a dispersion with Dirac
points for the nearly flat bands with a spontaneously induced
single particle gap (Dirac mass) that is much smaller than the
dispersion. The dispersion can then be linearized close to the
moire´ Dirac points KM and K ′M where we expect a gap to
be induced via a Dirac mass term. To deal with the insulating
and superconducting states on equal footing, we introduce the
Nambu basis defined as
χTk = (ψ
T
KM ,k, ψ
†
K′M ,−k) (46)
Let us now introduce the Pauli matrices ρx,y,z which act
within the two-dimensional Nambu space in χk. The Hamil-
tonian now takes the form
HD = kxγxρz + kyγy +M, (47)
The massM contains both the K-IVC and the superconduct-
ing order parameters, as well as the valley Hall order which is
a part of the antiferromagnetic manifold. All these correspond
to anticommuting mass terms for the Dirac equation and hence
can be written as: M = ∑5i=1 niΓi where the SO(5) order
parameter nˆ = (n,Re ∆SC, Im ∆SC) discussed in Sec. II C
(cf. Eq. 32). The corresponding orders and the matrices Γi are
shown in the Table III.
Order Re ∆IVC Im ∆IVC ∆VH Re ∆SC Im ∆SC
nˆ n1 n2 n3 n4 n5
Γ γzηxρz γzηy γzηzρz ηyγxρy ηyγxρx
TABLE III: SO(5) Order parameters and Dirac mass terms
We note that the massive Dirac Hamiltonian (H1) is in-
variant under the particle-hole symmetry P = γzρyK (i.e.
{HD,P} = 0) where K is complex conjugation. As a result,
it belongs to symmetry class C of the Altland-Zirnbauer clas-
sification [71]. The mass termM parametrizes the symplectic
Grassmanian manifold Sp(4n)Sp(2n)×Sp(2n) (our convention here is
that Sp(2n) constitutes 2n × 2n symplectic matrices). For
our case, n = 1 and Sp(4)Sp(2)×Sp(2) is isomorphic to the 4-sphere
parametrized by the 5-dimensional unit vector nˆ. The topol-
ogy of the symplectic Grassmanian pi4
(
Sp(4n)
Sp(2n)×Sp(2n)
)
= Z
is what allows for the existence of a WZW term in the action
[72–74].
Following the standard procedure by integrating out the
fermions and performing the gradient expansion (see Ap-
pendix H for details), we derive the following effective theory
S = SWZW +
∫
dτd2rL[nˆ] (48)
where L[nˆ] is given by
L[nˆ] = ρ˜
2
(∇nˆ)2 + χ˜
2
(∂τ nˆ)
2 +(g−gc+2χ˜µ2)(n2−|∆|2)
+ λn23 + 2χ˜µ∆
†∂τ∆− µ
2pi
n · (∂xn× ∂yn) (49)
We see that the chemical potential enters the action in three
different places. First it couples to the topological density of
the vector n representing the insulator. Note that since n now
does not have a fixed length, this term is not quantized. Sec-
ond, the chemical potential couples linearly to the first deriva-
tive of the superconducting gap and quadratically to its mag-
nitude. The latter coupling affects the effective potential, fa-
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voring superconductivity at finite doping. We note that both
couplings were considered before in the context of SO(5) the-
ories for cuprates Ref. [75, 76] although the topological term
which we turn to next was absent in that context.
SWZW is the well-known Wess-Zumino-Witten term which
can be written by introducing an auxillary integration variable
as
SWZW =
3i
4pi
∫ 1
0
du
∫
d2rdτabcdena∂unb∂τnc∂xnd∂yne
(50)
At µ = 0, this theory has the same form as the theory
describing the transition between an antiferromagnet and a
valence-bond-solid [57–59, 77]. In this case, the vector nˆ is
always either fully in the superconducting (12) phase or the
insulating (345) phase, i.e. there is no coexistence regime. At
g = gc, λ = 0, the model has been conjectured to possess
an emergent SO(5) symmetry [60, 78], reduced to an SO(4)
symmetry in the easy plane limit. The existence of a WZW
term implies that one cannot simultaneously disorder both the
superconductor and the K-IVC/Valley Hall order without in-
ducing either a gapless critical point (deconfined criticality as
shown in Figure 8) or topological order.
VI. DISCUSSION
In this work, we have shown that the Landau level descrip-
tion of spinless TBG introduced in Ref. [11] leads very natu-
rally to superconductivity. In this description, spinless TBG
is mapped to a pair of quantum Hall ferromagnets in op-
posite magnetic fields whose pseudospins are antiferromag-
netically coupled. At small, but finite, doping away from
half-filling, the charge excitations are topological pseudospin
textures (skyrmions or meron-antimeron pairs) which mini-
mize Coulomb repulsion by spreading the charge over a large
area. The pseudospin antiferromagnetic coupling J ∼ 1 meV
which arises from the interplay between the dispersion and
the interaction leads to pairing between skyrmions and anti-
skyrmion living in opposite fields thus having the same charge
e. This leads to the formation of charge 2e bound states which
condense and give rise to a superconductor with Tc ∼ nJ .
One remarkable feature of the pairing scenario proposed
here is the absence of any extrinsic attractive pairing mecha-
nism e.g. phonons. The large Coulomb repulsion is evaded by
spreading the charge over a large area, even in the absence of
screening. This allows for the small pseudospin antiferromag-
netic coupling J ∼ t2/U ∼ 1 meV to induce pairing. We note
that non-electronic contributions to pairing, e.g. phonons,
may favor the same or different pairing channels compared to
the ones considered here [79, 80]. Another important obser-
vation is that the pairing scenario discussed here, which leads
to a skyrmion ‘BEC’ superconductor, is insensitive to the de-
tails of the Fermi surface. This makes it fundamentally differ-
ent from many superconducting scenarios discussed in earlier
works which rely on the existence of a Fermi surface [81, 82]
or van-Hove singularities [83, 84] at particular fillings.
One interesting question is whether the superconductor dis-
FIG. 10: Two possible scenarios for the spin-polarized
K-IVC state at half-filling: (a) the opposite spin band lies
inside the K-IVC gap or (b) the opposite spin band lies
outside the K-IVC gap. In both scenarios, doping electrons
go into the upper K-IVC band. On the other hand, doped
holes go into the opposite spin band for (a) but goes into the
same spin K-IVC band for (b). We note here that we
considered the case of full spin polarization for simplicity.
Another possible state would be a spin-valley locked state for
which the same considerations apply.
cussed here would be smoothly connected to a weak coupling
BCS superconductor at larger doping where the charge carri-
ers are expected to be individual electrons at the Fermi surface
paired according to the standard BCS picture. This could po-
tentially lead to a change in pairing symmetry with doping.
Investigating such a question, both theoretically and experi-
mentally, would be an interesting future direction.
The role of the coupling J as the source of pairing can
account for the absence of superconductivity in magic angle
TBG samples which are aligned with the hexagonal Boron
Nitride (hBN) substrate. The latter generates a sublattice po-
tential which creates an energy gap of about 15− 20 meV be-
tween the bands polarized on sublattices A and B [24, 46, 85].
Such energy difference between bands associated with oppo-
site sublattices suppresses the tunneling term responsible for
the coupling J . This mechanism is also absent in other Moire´
systems lacking C2z symmetry such as twisted double bilayer
graphene [30, 32, 33] and ABC graphene on hBN [86]. These
systems can also be viewed as consisting of two quantum Hall
systems with opposite Chern numbers. The main difference
in this case is that the opposite Chern bands reside in opposite
valleys and are thus very weakly coupled due to valley charge
conservation.
The scenario proposed here should be contrasted to the
quantum Hall scenario where skyrmions are lowest energy
charged excitations for the insulating state. Here, based on
our best estimates, the lowest energy charged excitations for
the insulating state are particle-hole excitations associated
with a small pocket around the Γ point where the bandgap
is minimum. On the other hand, beyond a certain doping,
this pocket is filled and charges enter the system instead as
charge 2e skyrmions. This is helpful to reconcile our scenario
with quantum oscillation measurements [5, 7] which observe
a Landau fan compatible with electron, rather than skyrmion,
charge carriers at very small doping.
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The spinless model discussed in much of this paper is rele-
vant to describing the vicinity of the half-filling insulator away
from charge neutrality (at fillings ν = ±(2 + )). To see this,
we notice that an insulator at half filling requires opening a
gap at the Dirac point, presumably through developing KIVC
order, and polarizing the spin. Spin polarization means that
for each valley, K and K ′, only one spin species is filled.
This may correspond to a simple spin ferromagnet or alterna-
tively a spin-valley locked state where spins in opposite val-
leys are anti-aligned. The following analysis holds for either
case but we will focus on the former (spin ferromagnet) for
simplicity. There is then two options shown schematically in
Fig. 10 where the opposite spin band lies outside or inside
the Dirac gap. In the first scenario (a), electron (hole) dop-
ing at ν = 2(−2) resembles doping a spinless version of the
charge neutrality state whereas hole (electron) doping resem-
bles doping a spinless version of the full (empty) band struc-
ture whereas in the second scenario (b), there is no difference
between particle and hole doping at half-filling and both re-
duce to a spinless version of the doped state near charge neu-
trality. The first scenario is strongly supported by the quantum
oscillation measurements where the Landau fans are only ob-
served at ν = ±(2 + ) but not at ν = ±(2 − ) with a
degeneracy that is half that observed at charge neutrality [6–
8]. Further support of this picture is provided by the cascade
transition picture based on recent compressibility [26] as well
as STM [27] data, which suggests that the ν = ±(2 + ) state
is a flavor polarized version of the one near charge neutrality.
A similar story plays out at charge neutrality, although now
the intertwining of sublattice, valley and spin degrees of free-
dom leads to a more complicated order parameter manifold
and textures as well as pairing structure. This, along with sig-
natures of the proposed mechanism will be the subject of fu-
ture work. We note that odd integer filling presents a different
problem [87] that we do not discuss here.
The pairing symmetry favored by skyrmion condensation
(in the spinless model) is an intervalley singlet, with same
sublattice pairing i.e. ∆ˆ = ψ†στ ′τ
y
τ ′τψ
†
στ ′ . In order to embed
the spineless model within spinful TBG at ν = 2, we need to
polarize a flavor as explained above. If the polarized flavor is
just spin, then we are left with pairing between equal spins.
On the other hand, if the polarized flavor is more complex, for
example a spin valley locked combination, the corresponding
spin structure of the Cooper pair is also more involved.
Going forward, it will be important to further establish clear
experimental signatures of the skyrmion scenario. One signa-
ture potentially observable in STM experiments is the struc-
ture of the superconducting vortices. Due to the SO(5) trans-
formation relating the KIVC and SC orders (Table III) just as
vortices in the KIVC are electrically charged merons with sub-
lattice (valley-Hall) polarization at their core, vortices in the
superconductor may be valley-charged merons with sublattice
polarization at their core. Fixing the vorticity of the flux, there
would thus be two populations of vortices which could be
distinguished by their degree of sublattice polarization using
atomically resolved STM topography. One caveat, however,
is that due to the lack of of an actual SO(5) symmetry, there
may be a resolution of the vortex core with lower energy than
the valley-Hall state, so detailed calculations are required.
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Appendix A: Derivation of the effective field theory
In this appendix, we present the derivation of the effective field theory describing the low-lying excitations (spin waves and
skyrmions) for TBG following the manifold of ground states identified in Ref. [11] and summarized in Sec. II A.
The Hamiltonian of the flat-band projected interacting TBG [11] was given in Sec. III A and is repeated here for completeness
Heff = h˜+Hint, h˜ =
∑
k
c†kh(k)ck, Hint =
1
2A
∑
q
Vqδρ−qδρq (A1)
δρq = δρ
S
q + δρ
S
q , δρ
S/A
q = ρ
S/A
q − ρ¯S/Aq , ρS/Aq =
∑
k
c†kΛ
S/A
q (k)ck+q, ρ¯
S/A
q =
1
2
∑
k,G
δq,G tr Λ
S/A
G (k) (A2)
ΛSq (k) = F
S
q (k)e
iφSq (k)σzτz , ΛAq (k) = σxτzF
A
q (k)e
iφAq (k)σzτz (A3)
In the following, we will use the basis of Chern sector and pseudospin defined in the main text given by
γx,y,z = (σx, σyτz, σzτz), ηx,y,z = (σxτx, σxτy, τz) (A4)
In this basis, the Chern number is given by C = γz , the single particle-term is h(k) = hx(k)γx + hy(k)γy and the non-chiral
form factor is ΛAq (k) = γxηzF
A
q (k)e
iφAq (k)γz .
In the following, we will make our derivations as general as possible by considering a manifold of states described by
U(2n)/U(n) × U(n) in each Chern sector. The spinless limit which we focus on exclusively in this work corresponds to
n = 1. The spinful case which will be the topic of a later work corresponds to n = 2. All the derivations in the following will
be done for general n.
We begin by considering translationally symmetric Slater determinant states at half-filling (which describes charge neutrality
for n = 2 and the spinless model for n = 1) which can be described in terms of the projection operator P (k)
P (k) =
1
2
(1 +Q(k)), Q2 = 1, trQ = 0 (A5)
The states which minimize H+ are Slater determinant states characterized by the k-independent order parameter Q commuting
with γz . A fixed ground state |Ψ0〉 is specified by a given Q20 = 1, trQ0 = 0 and [Q0, γz] = 0. Projected onto the manifold of
ground state the effective energy functional has two contributions: (i) terms which break the U(2n)×U(2n) symmetry coming
from h andHA, (ii) slowly varying fluctuations in the order parameter Q0 cost small energy.
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In the spinless limit n = 1, the matrix Q can be written in terms of two unit vectors n± in the ± Chern sectors as
Q± =
(
m± · η 0
0 n±(r) · η
)
γz=±
(A6)
1. Order parameter fluctuations
The effective action associated with slow variations of the order parameter in space can be derived following Ref. [21] with
the generalization to the SU(N) case from Ref. [88]. The manifold of slowly varying massless excitations contains the massless
spin waves as well as charged topological excitations, skyrmions, which cost a finite energy. In computing the cost of slow
variations of the order parameter, we will only consider the effect of HS since the other terms are smaller corrections. We will
thus drop the subscript S from the density operator ρS,q and the form factor ΛS,q(k).
The order parameter fluctuations are parametrized using the generators of the U(2n) × U(2n) symmetry group of the inter-
action term HS which we denote by tµ, µ = 1, . . . , 4n2. These can be obtained from the generators of U(4n) by restricting to
those which commute with γz . The effect of the order parameter fluctuations can be taken into account by writing
|Ψ(w)〉 = e−iOˆ|Ψ0〉, Oˆ =
∑
µ
∫
d2rwµ(r)ψ†(r)tµψ(r) (A7)
Here the sum over µ goes over the generators of U(2n)×U(2n) excluding those which leave the ground state Q0 invariant. The
latter corresponds to the subgroup U(n)×U(n)×U(n)×U(n). This means that we restrict the sum to {tµ, Q0} = 0. ψ(r) is
the creation operator for the microscopic electron at point r, it can be written in terms of the operator cα,k which creates a state
in the flat band labelled by α = (s, τ, σ) at momentum k as
ψ(r) =
∑
α,k
φα,k(r)cα,k,
∫
d2rφ†α,k(r)φβ,k′(r) = δαβδk,k′ (A8)
Here, φα,k(r) are the Bloch wavefunctions written in terms of the periodic wavefunctions uα,k(k) as
φα,k(r) = e
ik·ruα,k(r), (A9)
Introducing the Fourier transform
wµ(r) =
∑
q
eiq·rwµq , (A10)
leads to
Oˆ =
∑
q,µ
wµq Sˆ
µ
−q, Sˆ
µ
q =
∑
α,β,k
c†α,kcβ,k+q〈uα,k|tµ|uβ,k+q〉 (A11)
We can now rewrite the action of tµ in terms of the corresponding projected operator Tµ defined as tµ|uα,k〉 =
∑
β T
µ
α,β |uβ,k〉
leading to
Sˆµq =
∑
α,β,η,k
c†α,kcβ,k[Λq(k)]α,ηT
µ
β,η =
∑
k
c†kΛq(k)[T
µ]T ck+q, [T
µ, γz] = 0, {Tµ, Q0} = 0 (A12)
The expression above assumes U(2n)×U(2n) is a good symmetry and includes only the the symmetric part of the form factor.
Although the form (A11) is more reminiscent of the standard derivation for the SU(2) spin skyrmions, we will find it more
convenient to express Oˆ in the slightly different form
Oˆ =
∑
q
Oˆq, Oˆq =
∑
k
c†kΛq(k)w
T
−qck+q, wq =
∑
µ
wµqT
µ, [wq, γz] = {wq, Q0} = 0 (A13)
Thus, wq is a hermitian matrix parametrizing the Tangent space to the ground state manifold at Q0.
In order to simplify the evaluation of the different terms in the expansion in Oˆ, we will derive a few simple identities below.
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We will be considering fermion bilinear operators
Aˆ =
∑
α,β
c†αAα,βcβ (A14)
where we use the hat notation Aˆ for the second quantized operator corresponding to the first quantized operator A. Using the
relation
[c†αcβ , c
†
γcδ] = δβγc
†
αcβ − δαδc†γcβ (A15)
we get
[Aˆ, Bˆ] = [̂A,B] (A16)
The ground state expectation values can be evaluated using the identities
〈Aˆ〉 = TrPT0 A, 〈AˆBˆ〉 = TrABPT0 + TrAPT0 TrBPT0 − TrAPT0 BPT0 (A17)
where
[P0]α,β = 〈c†αcβ〉, P0 =
1
2
(1 +Q0) (A18)
The traces in the above expressions go over all internal indices including momenta (we will use the symbol “Tr” with capital T
to denote traces which involve momentum summation to distinguish them from those involving only flavor summation denoted
by “tr”). We notice that whenever A or B commutes with P0, then the first and third terms in (A17) cancel leaving only the
second term. Similarly, if A or B anticommute with Q0, then the second and third terms vanish leaving only the first. This can
be summarized as
〈AˆBˆ〉 =

TrAPT0 TrBP
T
0 : [A,Q0] = 0 or [B,Q0] = 0
TrABPT0 : {A,Q0} = 0 or {B,Q0} = 0
0 : {AB,Q0} = 0
(A19)
In our notation, we can write the following
ρq = Λˆq, [Λq]k,k′ = δk′,k+qΛq(k), Oq = Λqw
T
−q (A20)
We note that since the order parameter manifold is isomorphic to the product of two Grassmanian manifolds U(2n)/U(n)×
U(n), each of these manifolds admits charged skyrmion textures since pi2(U(2n)/U(n) × U(n)) = Z. The skyrmion charge
can be evaluated directly using
〈Ψ(w)|δρq|Ψ(w)〉 = −i〈[Oˆ, ρq]〉 − 1
2
〈[Oˆ, [Oˆ, ρq]〉 (A21)
The first order term vanishes since
〈[Oˆ, ρq]〉 = 〈̂[O,Λq]〉 = TrPT0 OΛq = 0 (A22)
which follows from the fact that OΛq anticommutes with Q0. The second order term can be evaluated as
δρ(2)q = −
1
2
〈[Oˆ, [Oˆ, ρq]]〉 = −1
2
〈 ̂[O, [O,Λq]]〉 = TrPT0 [O, [O,Λq]] = −
1
2
∑
q′
Tr(wq+q′w−q′Q0)
T
Λq′ [Λ−q′−q,Λq] (A23)
Since the fluctuations wq are slowly varying in space, we can expand to leading order in small momenta q and q′. To simplify
the expansion, we note that
Λq(k) = 1 + iq ·A(k) +O(q2), (A24)
where A(k) = diag(A+(k),A−(k))γz with A
±(k) denoting the Berry connection for the ± Chern sectors γz = ±1. This
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leads to the following identity
[Λq,Λq′ ] = (q · ∇)(iq′ ·A)− (q′ · ∇)(iq ·A) +O(q3) = i(q ∧ q′)(∇×A) +O(q3) = i(q ∧ q′)Ω(k) +O(q3) (A25)
where Ω(k) denotes the Berry curvature.
Substituting in (A23) yields
〈[Oˆ, [Oˆ, ρq]〉 = i
∑
q′
(q′ ∧ q) trQ0w−q′wq+q′
∑
k
Ω(k) =
i
2pi
∫
d2r tr γzQ0∇rw(r) ∧∇rw(r) (A26)
where we used the fact that
∑
k Ω
±(k) = A(2pi)2
∫
BZ
d2kΩ±(k) = ± A2pi . Thus, the charge density associated with a skyrmion is
δρ(r) = − i
4pi
tr γzQ0∇rw(r) ∧∇rw(r) = − i
4pi
[trQ0,+∇rw+(r) ∧∇rw+(r)− trQ0,−∇rw−(r) ∧∇rw−(r)] (A27)
where we split Q0 and w(r) into ± Chern sectors. Since this expression only depends on gradients of w, we can lift the
assumption that w is small used in the derivation and consider a general slowly varying deformation of the order parameter
Q(r) = T (r)−1Q0T (r) with T (r) = e−iw(r). We can then make the replacement ∇w(r) 7→ i(∇T )T−1. Substituting in
(A27) yields after a sequence of straightforward manipulations
δρ(r) =
i
16pi
ij tr γzQ(r)∂iQ(r)∂jQ(r) =
i
16pi
ij [trQ+(r)∂iQ+(r)∂jQ+(r)− trQ−(r)∂iQ−(r)∂jQ−(r)] (A28)
This expression says that a skyrmion with topoplogical winding n is associated with charge ±n in the ± Chern sector.
In the spinless limit n = 1, we can substitute the expression (A6) in (A28), to get the more familiar expression
δρ± = ∓ 1
8pi
∫
d2rijn±(r) · [∂in±(r)× ∂jn±(r)] (A29)
The effective Hamiltonian is obtained as
〈Ψ(w)|H|Ψ(w)〉 = 〈Ψ0|eiOˆHe−iOˆ|Ψ0〉 = 〈Ψ0|eiadOˆH|Ψ0〉 = 〈Ψ0|iadOˆH−
1
2
ad2
Oˆ
H+. . . |Ψ0〉, adOˆA = [Oˆ, A] (A30)
where we used the factor that the Hamiltonian annihilates |Ψ0〉. It will be useful to rewrite the Hamiltonian (A30) as
H = 1
2A
∑
q
Vqρqρ−q − 1
A
∑
G
VGρGρ¯−G (A31)
by separating the density-density part from the background part.
To evaluate the leading order term, we need to evaluate
〈adOˆρqρ−q〉 = 〈[Oˆ, ρqρ−q]〉 = 〈̂[O,Λq]Λˆ−q〉+ 〈Λˆq ̂[O,Λ−q]〉 (A32)
which follows from the standard identity of commutators
[A,BC] = [A,B]C +B[A,C] ↔ adABC = (adAB)C +B adAC (A33)
Each term can be evaluated using (A17). From (A19), we can see that both terms vanish. In fact, this is the case for the
expectation value of any product of operator containing an odd number of Oˆ operators.
The second order term is evaluated by evaluating the expectation value
〈ad2
Oˆ
ρqρ−q〉 = 〈(ad2Oˆρq)ρ−q〉+ 2〈(adOˆρq)(adOˆρ−q)〉+ 〈ρqad2Oˆρ−q〉 (A34)
which can be obtained by repeatedly applying (A33). The first term yields
〈(ad2
Oˆ
ρq)ρ−q〉 = 〈 ̂[O, [O,Λq]]Λˆ−q〉 = TrPT0 Λ−q TrPT0 [O, [O,Λq]] =
∑
G
ρ¯−G〈[Oˆ, [Oˆ, ρG]]〉 (A35)
which, together with the last term, cancels against the corresponding term in the background (second term in (A31)). The second
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term is
〈(adOˆρq)(adOˆρ−q)〉 = 〈̂[O,Λq] ̂[O,Λ−q]〉 = TrPT0 [O,Λq][O,Λ−q] =
∑
q′
Tr(wq′w−q′P0)
T
[Λq′ ,Λq][Λ−q′ ,Λ−q] (A36)
We notice that, unlike (A23) where both q and q′ were small since the fluctuations are slowly varying in space, this expression
only includes w±q′ and as a result we should not assume that q is small. Introducing the gauge invariant combination
Mk(q, q
′) = Λq(k)Λq′(k + q)− Λq′(k)Λq(k + q′) (A37)
We can write
〈(adOˆρq)(adOˆρ−q)〉 =
1
2
∑
k,q′
Mk(q, q
′)Mk(−q,−q′) trw−q′wq′ (A38)
The corresponding energy is then given by
δE(2) = −1
2
〈ad2
Oˆ
H〉 =
∑
i,j=x,y
ρij
∫
d2r tr ∂iw(r)∂jw(r) (A39)
where ρij
ρij = − 1
4A2
∂2
∂q′i∂q′j
∑
k,q
VqMk(q, q
′)Mk(−q,−q′)
∣∣∣
q′=0
(A40)
Since we expect the continuum theory to be rotationally symmetric, we can assume ρxx = ρyy = ρps and ρxy = ρyx = 0
leading to the expresssion
ρps = − 1
8A2
∇2q′
∑
k,q
VqMk(q, q
′)Mk(−q,−q′)
∣∣∣
q′=0
(A41)
with the energy given by
δE(2) =
ρps
4
∫
d2r tr[∇Q(r)]2 = ρps
4
∫
d2r tr{[∇Q+(r)]2 + [∇Q−(r)]2}, (A42)
One possible simplification of (A41) was suggested in [48] by assuming that the magnitude of the form factor Fq(k) decays
relatively quickly with increasing |q| and depends weakly on k such that the terms containing the derivative ∇kFq(k) can be
ignored. This justifies expanding in small q using Λq(k) = Fq(k)[1 + iq ·A(k)] leading to
Mk(q, q
′) = iijqiq′jFq(k)Ω(k) (A43)
which gives
ρps =
1
8A2
∑
q
Vqq
2
∑
k
Fq(k)
2Ω(k)2 (A44)
in agreement with [48].
The next order term is the fourth order. This term is presumably smaller than the second order term since it has more
derivatives. However, it has a part that becomes relevant if the potential V (r) is sufficiently long-ranged (weak or no screening
limit). To see this, we write
〈ad4
Oˆ
ρqρ−q〉 = 〈(ad4Oˆρq)ρ−q〉+ 4〈(ad3Oˆρq)(adOˆρ−q)〉+ 6〈(ad2Oˆρq)(ad2Oˆρ−q)〉+ 4〈(adOˆρq)(ad3Oˆρ−q)〉+ 〈ρq(ad4Oˆρ−q)〉
(A45)
The first and last terms vanish against the background. The second and fourth terms include the product of two operators which
each anticommute with Q0 which implies that the ground state expectation value yields a single trace (cf. Eq. A19). As a result,
the expression has the form ∼ wq1wq2wq3w−q1−q2−q3 which enables taking the q dependence out of the trace similar to the
manipulations leading to (A42). The resulting expression is local in real space and contains at least four derivative terms. This
term is obviously smaller than the gradient term (A42) and can be safely neglected. On the other hand, the third term is the
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product of two even terms under Q0 which yields a product of Traces leading to the form ∼ wq1w−q−q1wq2wq−q2 . In real
space, this couples to the gradients of the order parameter at different points as we will see below. This means that such term
can be important for sufficiently long range interactions.
Using (A19), we find
〈(ad2
Oˆ
ρq)(ad
2
Oˆ
ρ−q)〉 = TrPT0 [O, [O,Λq]] TrPT0 [O, [O,Λ−q]] = 4δρqδρ−q (A46)
where we used (A23). The corresponding correction to the Hamiltonian is
δE(4) =
1
2
∫
d2rd2r′δρ(r)V (r − r′)δρ(r′) (A47)
We can now summarize the results of this section as
δE = 〈Ψ(w)|H − µδρ|Ψ(w)〉 = ρps
4
∫
d2r tr[∇Q(r)]2 + 1
2
∫
d2rd2r′δρ(r)V (r − r′)δρ(r′)− µe
∫
d2rδρ(r), (A48)
δρ(r) =
i
16pi
µν tr γzQ(r)∂µQ(r)∂νQ(r) = δρ+(r) + δρ−(r), δρ±(r) = ± i
16pi
µν trQ±(r)∂µQ±(r)∂νQ±(r)
(A49)
2. Effect of symmetry-breaking interactionH2
The effect of the symmetry-breaking interaction can be evaluated as (note that that ρ¯2,q = 0)
〈HA〉 = 1
2A
∑
q
Vq〈ρAq ρA−q〉 =
1
2A
∑
q
Vq〈ΛˆA,qΛˆA,−q〉 = λA
8
tr[Q, γxηz][Q, γxηz]
† = −λA
4
tr(Qγxηz)
2 + const.
= −λ
∫
d2r tr(Q(r)γxηz)
2 + const. (A50)
with λ given by
λ =
1
2A2
∑
k,q
VqFA,q(k)
2 (A51)
3. Effect of dispersion h
The dispersion term h is off-diagonal in the Chern basis h ∝ γx,y . This means that
〈adn
Oˆ
h〉 = 0 (A52)
for any n. That is, the energy does not recerive any corrections to first order in h. This is easy to understand since h creates a
particle-hole pair between bands with opposite Chern number. Such excitations are massive and cannot be described by slow
variations of the order parameter within the manifold of low-energy states. The effect of h can be captured by allowing for
massive excitations which take Q0 out of the ground state manifold. In the following, we will restrict ourselves to massive
excitations which can be created by h which are given by
|Ψ0〉 7→ |Ψ(M)〉 = e−iMˆ |Ψ0〉, Mˆ =
∑
k
c†kMkck, {Mk, γz} = {Mk, Q0} = 0 (A53)
The energy associated with these fluctuations can be evaulated by writing a very similar expanstion to (A30) with Oˆ replaced by
Mˆ . Similarly, the first order term in the expansion vanishes and the second order term can be expanded as in (A34) with the first
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and last terms cancelling against the background. The resulting expression then simplifies to
E
(2)
M = −
1
4A
∑
q
Vq〈ad2Mˆρqρ−q〉 = −
1
4A
∑
q
Vq TrP
T
0 [M,Λq][M,Λ−q] =
1
4A
∑
q
Vq TrP
T
0 [M,Λq][M,Λ−q]
=
1
2A
∑
q,k
VqFq(k)
2 trPT0 {M2k −MkMk+q[Λ†q(k)]2} =
1
4A
∑
q,k
VqFq(k)
2 tr{M2k −MkMk+q[Λ†q(k)]2} (A54)
where we used the fact that Mk anticommutes with Q0 in the last line. We can parametrize Mk as
Mk =
∑
µ
rµ(mµ,kγ+ +m
∗
µ,kγ−), Q+r
µQ− = −rµ, tr rµrν = δµ,ν (A55)
where rµ are the generators of U(2n) satisfying Q+rµQ− = −rµ (The map M 7→ Q+MQ− is a linear map on the space
of 2n × 2n matrices which squares to the identity, so it induces a decomposition on the space of matrices into even and odd
subspaces under this operator. rµ are taked to be the generators of the odd subspace). Here, mµ,k are complex functions of k.
Substituting in (A54) yields
E
(2)
M =
1
2
∑
k,k′,µ
m∗µ,kRk,k′mµ,k′ , Rk,k′ =
1
A
∑
q
VqFq(k)
2{δk,k′ − δk′,k+[q]e2iφq(k)} (A56)
where [q] denotes the component of q in the first Brillouin zone. We now compute the leading correction in h given by
E
(1)
h = −i〈[Mˆ, hˆ]〉 = −iTrPT0 [M,h] = −i
∑
k
trQ0Mkh(k) = −i
∑
k,µ
(mµ,kz
∗
k−m∗µ,kzk) trQ+rµ, zk = hx(k)+ihy(k)
(A57)
where we used the properties of the generators (A55). Thus the effective Hamiltonian for the massive excitations mµ,k is given
by
HM = 1
2
∑
k,k′,µ
m∗µ,kRk,k′mµ,k′ − i
∑
k,µ
(mµ,kz
∗
k −m∗µ,kzk) trQ+rµ (A58)
We can now integrate out the massive terms to get
Hh = −2
∑
k,k′
z∗k(R
−1)k,k′zk
∑
µ
trQ+r
µ trQ+r
µ (A59)
To evaluate the product of traces summed over the generators rµ, we use the Fierze identity for the generators of U(N) given by∑
µ
tµαβt
µ
γδ = δαδδβγ (A60)
which when restricted to generators satisfying (A55) yields∑
µ
trArµ trBrµ =
1
4
[trAB + trQ+AQ−Q+BQ− − trQ+AQ−B − trAQ+BQ−] (A61)
Substituting in (A59) then yields
Hh = −AJ(tr 1− trQ+Q−) = AJ trQ+Q− + const. = J
∫
d2r trQ+(r)Q−(r), J =
1
A
∑
k,k′
z∗k(R
−1)k,k′zk (A62)
This result means that integrating out the massive modes yields an antiferromagnetic coupling between the + and − Chern
sectors which favors Q+ = −Q−.
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4. Dynamical term
To obtain the full effective action, we need also to include the dynamical term obtained by allowing the fluctuations Oˆ to be
(imaginary) time-dependent
〈Ψ(w)|∂τ |Ψ(w)〉 = −1
2
〈ad2
Oˆ
∂τ 〉 = −1
2
〈[Oˆ(τ), ∂τ Oˆ(τ)]〉 = −N
2
trPT0 [w
T
0 (τ), ∂τw
T
0 (τ)] = −
N
2
trQ0w0∂τw0(τ) (A63)
Writing that Q(r, τ) = T−1(r, τ)Q0T (r, τ), we notice that this term matches the leading term in the expansion of
1
2 trT
−1Q0∂τT . This is in fact the well-known one-dimensional Wess-Zumino term which is actually the unique expression
that satisfies the required symmetries. Let us write it as
Sτ =
1
2
∑
R
∫ β
0
dτ tr{T+(R)−1Q0,+∂τT+(R) + T−1− (R)Q0,−∂τT−(R)}
=
1
2AM
∫
d2rdτ tr{T+(r)−1Q0,+∂τT+(r) + T−(r)−1Q0,−∂τT−(r)} (A64)
It is well-known that this term cannot be written in a gauge invariant way in terms of Q = T−1Q0T . To see this, we notice
that the operator T has a gauge freedom T (r, τ) 7→ K(r, τ)T (r, τ) for any matrix K(r, τ) which commutes with Q0. The
matrix T can be any matrix in G = S(U(2n) × U(2n)). The matrix Q on the other hand parametrizes the ground state
manifold which is given by the coset space G/K where K is the subgroup of G which commutes with Q0 (which is isomorphic
to U(n) × U(n) × U(n) × U(n)). All other terms in the action are manifestly gauge invariant since they are written explicitly
in terms of Q. The Wess-Zumino term (A64) on the other hand can only be written in a gauge invariant way by introducing an
auxiliary dimension which we will not do here. Its transformation under gauge transformations T (r, τ) 7→ K(r, τ)T (r, τ) is
given by (for simplicity, consider the + sector and drop the subscript and consider a fixed position r = R0)
Sτ =
1
2
∫ β
0
dτ trT−1Q0∂τT 7→ 1
2
∫ β
0
dτ trT−1K−1Q0∂τKT
= Sτ +
1
2
∫ β
0
dτ ∂τ trQ0 lnK = Sτ +
1
2
trQ0(lnK[β]− lnK[0]) (A65)
Since Q0 and K commutes, we can simultanuously diagonalize them. The eigenvalues of Q0 are ± whereas the eigenvalues of
lnK[β] − lnK[0] is an integer multiple of 4pii (since detK = 1) due to periodic boundary conditions, which implies that the
extra term is an integer multiple of 2pii.
We can write this term in the familiar form in the spinless limit by taking Q0 = ηz and T = e−
i
2φηze
i
2 θηxe
i
2φηz . Substiting
in (A64) yields
Sτ = − i
2
∫ β
0
dτ (1− cos θ)∂τφ (A66)
5. Full effective action
The full effective action is given by
S[Q] =
∫
d2rdτ
{
1
2AM
trT−1Q0∂τT +
ρps
4
tr[∇Q(r)]2 + J
4
tr(Qγx)
2 − λ
4
tr(Qγxηz)
2
−µeδρ(r) + 1
2
∫
d2r′δρ(r)V (r − r′)δρ(r′)
}
(A67)
In the spinless limit where Q is given by (A6), this leads to the field theory (15) in the main text.
Appendix B: Calculation of K-IVC stiffness ρIV C
In this appendix, we give the details of the procedure used to calculate the K-IVC stiffness ρIV C numerically.
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We start by threading valley flux φ in, say, the x-direction, and we choose a gauge which manifestly breaks translation in
the x-direction Tx, but which preserves the modified translation symmetry Tφx which is defined as a conventional translation
followed by a global valley rotation:
Tφx = e
i φ2Lx
∑
r c
†(r)τzc(r)Tx , (B1)
where Lx is length of the system in the x-direction. Because the single-particle Hamiltonian commutes with Tφx , we can label
the Bloch states with the modified momenta
kφ+ =
(
kx +
φ
2Lx
, ky
)
(B2)
in one valley, and modified momenta
kφ− =
(
kx − φ
2Lx
, ky
)
(B3)
in the other valley. In practice, this means that we simply have to shift the momentum grids in the x-direction in opposite ways
in the two valleys.
On the shifted momentum grids, we numerically solve the Hartree-Fock self-consistency conditions allowing for an inter-
valley coherence order parameter of the most general form consistent with the modified Tφx symmetry:
∆φ(k) = 〈ψ†
+,kφ+
ψ−,kφ−〉 (B4)
In this expression, sublattice and spin indices are implicit.
Following this procedure, we obtain the ground state energy of the K-IVC state as a function of φ. On general grounds (see
e.g. Ref. [89]), one knows that the ground state energy depends on the flux as
E0[φ] = E0[0] +
(2ρIV C)
2
A
L2x
φ2 + O(φ4) , (B5)
where A is the total area of the system. Note that we define ρIV C to be half of the actual stiffness in order to get rid of a spin
degeneracy factor. We obtain the stiffness by fitting to this quadratic function at small φ < 0.5. The simulations used to obtain
the results shown in the main text were done on a 18× 18 momentum grid, keeping only the two flat bands per spin and valley.
For the Coulomb interaction, a dual-gate screened potential was used with a gate distance of 20 nm, and a dielectric constant
 = 9.5.
Appendix C: Computation of energetics of topological charged excitations
In this section, we provide the computational details associated with the energetics of charged topological textures, elaborating
on our discussion in Section III C. First, we discuss the semi-classical energetics using variational ansatze for these textures with
unscreened Coulomb interaction between the charges. This simple setting allows us to analytically illustrate the basic physics
of pairing and the effects of anisotropy. Later, we focus on the parameter regimes relevant to TBG, including effects of gate-
screening. Here, we resort to more technical numerical energy minimization procedures, compare the energy of the charged
textures thus obtained with the particle-hole gap computed via self-consistent Hartree-Fock, and show that 2e skyrmions are
indeed the lowest energy charged excitations in certain parameter regimes relevant to TBG.
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1. Energetics via variational ansatze
a. Charge e skyrmions
Our starting point is the energy functional derived from the non-linear sigma model in Eq. (15) for the insulator (µ = 0) with
unscreened Coulomb interaction between the excess charge density δρ(r):
E[n+,n−] =
∫
d2r
[
ρps
2
(
(∇n+)2 + (∇n−)2
)
+ (J + λ)n+ · n− − 2λnz+nz−
+
1
2
∫
d2r′ δρ(r)V (r − r′)δρ(r′)
]
(C1)
The energy functional has a U(1) symmetry corresponding to simultaneous rotations of nˆ± about the zˆ axis. In accordance with
our Hartree Fock calculations [11], we choose the U(1) symmetry broken ground state to be nˆ±(r) = (±1, 0, 0). Although
the elementary excitations for the U(1)-symmetric case are merons, when the meron cores start strongly overlapping so that the
inter-core distance becomes of the order of the core size, it is more appropriate to think of two overlapping merons as a single
skyrmion. Therefore, we look for stable skyrmionic textures in nˆ±(r). A classical continuum variational texture for a skyrmion
with topological winding number N in a unit vector field nˆ(r) is given by
nˆ(r) = (cos(Θ(r)), sin(Θ(r)) cos(Φ(r)), sin(Θ(r)) sin(Φ(r))), with N = − 1
4pi
∫
d2r nˆ · (∂xnˆ× ∂ynˆ) ∈ Z
We simplify the ansatz by assuming Θ(r) = θ(r) and Φ(r) = Nφ, where r ≡ (r, φ) corresponds to cylindrical polar coordi-
nates. The winding number is then given by:
N = N
2
∫ ∞
0
dr ∂r cos(θ) =
N
2
[cos(θ(r →∞))− cos(θ(r = 0))] (C2)
Therefore, any ansatz with θ(∞) = 0 and θ(0) = pi will have a winding number N . The charge of the skyrmion texture is given
by the product of the Chern number C and N . Since we are interested in the binding of charge e skyrmions in C = ±1 bands,
we restrict ourselves to this class of ansatze with N = ±1. Substituting the simplified ansatz into Eq. (C1), we find that the
energy of a single skyrmion texture in nˆ+ is given by:
Esk(nˆ+) =
∫
d2r
[
ρps
2
(
(∂rθ)
2 +
sin2 θ
r2
)
+ (J + λ)(1− cos θ) + 1
2
∫
d2r′δρ(r)V (r − r′)δρ(r′)
]
≡ Eel + EZ + EC , where δρ(r) = e
(
sin θ
4pir
)
∂rθ = δρ(r) (C3)
In Eq. (C3) Eel, EZ and EC refer to the elastic, effective Zeeman and Coulomb energies respectively. To rigorously find
non-trivial textures corresponding to a local energy minimum, one needs to numerically solve the Euler-Lagrange equations.
To maintain an analytic handle, we instead turn to the variational principle, i.e, we start with an ansatz for θ(r) with a certain
number of free-parameters, and try to minimize the skyrmion energy as a function of these parameters. Allowing for two free
parameters, namely R (the skyrmion radius) and W (the skyrmion thickness) would presumably result in better energetics. An
example ansatz from literature on chiral magnets is [90]:
θ(r) = 2 tan−1
(
R
r
e−(r−R)/W
)
(C4)
However, optimizing both R and W can only be implemented numerically, as the energy integrals cannot be reduced by simple
scaling because of the presence of dimensionless ratio R/W . Therefore, we focus on single parameter ansatze, where the
different energy terms Eel, EZ and EC can be evaluated in terms of a dimensionless integral and the parameter R by simple
rescaling. This allows us to physically understand the competition between the different terms in determining the size and
energy of the skyrmion.
The energetics calculation for θ0(r) = 2 tan−1(R/r) (the stereographic projection ansatz) in absence of the anisotropy λ was
presented in Ref. 25, which necessitated the inclusion of a finite correlation length ξs of order-parameter fluctuations coming
from the effective Zeeman field (due to the J term). However, as discussed in Ref. 25, there is no effective Zeeman term for the
skyrmion-antiskyrmion pair, so the size of the pair will be formally infinite to minimize EC . However, an easy-axis or easy-plane
anisotropy cures this pathology and allows for a finite size. The aforementioned ansatz, which is aimed at optimizing the elastic
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θ1(r) = 2 arcsin
(
e−r/(2R)
)
θ2(r) = 2 arctan
(
R
r e
−(r/R−1)) θ0(r) = 2 arctan(R/r)
αρ 1.1 1.3 1.0
αex 4pi 2.6pi —
αλ 3pi 1.12pi —
αc pi/4 0.54pi 3pi
2/64
TABLE IV: The dimensionless parameters αi that determine the energy of skyrmions or skyrmion-pairs, defined via
Eqs. (C5,C7), for different ansatz (— indicates divergent).
energy only, suffers from unphysical divergences in presence of anisotropy. The divergence can thus be cured by choosing better
ansatz with faster decaying tails (higher power laws or exponentials) that do marginally worse for elastic and Coulomb energies.
Examples of such ansatze, along with the associated energetics are presented in table IV.
Although the numerical prefactors are different for different ansatz, we see that the total energy takes the form expected purely
on dimensional grounds:
Esk(R) = αρ(4piρps) + (αex(J + λ))R
2 + αc
(
e2
4piR
)
(C5)
where αρ ≥ 1 and αex, αc are O(1) constants whose exact values depend on the ansatz chosen (see Table IV). The optimal
radius is given by minimizing Esk(R), which leads to Rsk = [αce2/(8piαex(J + λ))]1/3 and
Esk(Rsk) = αρ(4piρps) +
3
4
(
αce
2
pi
)2/3
(αex(J + λ))
1/3 (C6)
To determine if skyrmions are the lowest energy charge e excitations, we compare the energy of two well-separated skyrmions
(with net zero charge) 2Esk with the particle-hole gap of the KIVC band structure ∆KIVC. For typical values (J + λ)AM ≈ 1
meV, ρps = 1 meV and EC = e
2
4piLM
≈ 10 meV, we find that 2Esk/∆KIVC > 1, implying that we need a better variational
estimate.
b. Charge 2e skyrmions
Next, we turn to the question of skyrmion-antiskyrmion binding from opposite Chern bands because of the J term, and
estimate the binding energy. Ideally, we should find the total energy of the pair as a function of L, the separation between their
cores, and minimize it as a function of L and R (the size of each skyrmion) to find the optimal configuration. While we will turn
to such numerical minimization later, intuitively we expect that for large J (and J > λ) the skyrmion-antiskyrmion pair prefer to
sit on top of each other to locally maintain the antiferromagnetic texture n+(r) = −n−(r) ≡ n(r) and avoid paying exchange
energy, while simultaneously spreading out to a radius Rpair that is fixed by the competition of anisotropy and Coulomb energy.
The energy of the pair in this configuration is given by:
Epair(Rpair) =
∫
d2r
[
ρps(∇nˆ)2 + 2λn2z +
1
2
∫
d2r′ρ(r)V (r − r′)ρ(r′)
]
= αρ(8piρps) + αλ(2λR
2
pair) + αc
(
(2e)2
4piRpair
)
(C7)
Optimizing leads to Rpair,opt = [αce2/(4piαλλ)]1/3, and a pair-energy of:
Epair(Rpair,opt) = αρ(8piρps) +
6
42/3
(
αce
2
pi
)2/3
(αλλ)
1/3 (C8)
Therefore, we can compute the binding energy of the skyrmion, which is given by the difference between the pair energy and
the energy of two isolated skyrmions at infinite separation:
δEB = Epair − 2Esk = 6
42/3
(
αce
2
pi
)2/3
(αλλ)
1/3 − 3
2
(
αce
2
pi
)2/3
(αex(J + λ))
1/3 (C9)
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FIG. 11: The skyrmion-antiskyrmion pair energy (in a.u.), plotted as function of the skyrmion-radius R (in LM ) at a fixed core
separation D, for varying D/R (and two different anisotropies). The global minimum lies at D = 0.
The binding energy is negative, i.e, the bound state is energetically favorable when
J
λ
> 4
(
αλ
αex
)
− 1 (C10)
For a typical ansatz, the RHS of Eq. (C10) is a O(1) number; for instance, it is 2 (0.72) for the ansatz θ1(2) discussed in Table
IV. Therefore, the bound pair is indeed the lowest energy charged excitation when the ratio the anisotropy λ is sufficiently small.
In TBG, 2J corresponds to the energy difference between the K-IVC and valley-polarized states, whereas 2λ is the energy
difference between the K-IVC and the valley-hall states. It turns out that this ratio is somewhat sensitively dependent on the
microscopic details like twist angle, gate-screening and dielectric constant of the substrate, however there are regimes where J
is indeed significantly larger than λ. It is in this regime that we expect the bound-pair to form on top of each other.
We now numerically establish that this is indeed the case with moderate anisotropy λ . J . For this purpose, we choose the
ansatz θ1(r), and numerically evaluate the pair energy with nˆ±(r) = n(r±Rd/2) at a fixed separationRd as a function of the
skyrmion size R. We find that as |Rd| ≡ D decreases, the optimal radius Ropt increases, as expected to minimize the Coulomb
repulsion, and further that that the smallerD, the lower the minimum value of the energy. This is shown in Fig. 11, for λ = 0.2J
and λ = J . This is an a-posteriori justification for our assumption that the global energy minima of the skyrmion-antiskyrmion
pair is when their core-separation D = 0.
c. Deformation into meron pairs due to anisotropy
As Eλ/ρps increases, the radially symmetric n-skyrmion solution which optimizes elastic energy first faces stiff competition
from large anisotropy. In this regime, a more appropriate picture is pairing of charge e merons, as illustrated schematically in
Fig. 12 and discussed in section III B in the main text. A single meron in n(r) carries charge ±e which is determined by the
product of its winding and sign core mass. While it formally costs infinite elastic energy in the thermodynamic limit, it can
minimize the anisotropy energy cost by maintaining a small core size. A pair of merons with opposite winding, but identical
charge, costs finite energy. The optimal relative separation between the cores of this pair is determined by the competition
between elastic attraction and Coulomb repulsion. Such a meron pair, topologically equivalent to the skyrmion-antiskyrmion
pair considered earlier, is the energetically favorable charge 2e excitation when the anisotropy is large.
For the energetics, we need to consider a pair of well-separated merons at a separation D much larger compared to the
individual core size Rm. First, we estimate the non-divergent energy contributions for a single meron of core size Rm using the
following ansatz:
n(r) = (sin Θ(r) cos Φ(r), sin Θ(r) sin Φ(r), cos Θ(r)), with Φ(r) = φ, Θ(r) = arccos
(
e−r/Rm
)
(C11)
The charge Qm of this meron is given by:
Qm = − 2e
4pi
∫
d2rn(r) · (∂xn(r)× ∂yn(r))
= −e
∫ ∞
0
dr∂r(cos(Θ(r))) = e[cos(Θ(0))− cos(Θ(r →∞))] = e (C12)
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FIG. 12: Meron-pair in n(r) with opposite vorticity and opposite core mass at separation D, bound together by elastic forces.
Each meron has core size R D and charge e concentrated mainly at the core.
The ansatz for the other meron with opposite winding and opposite core mass sign (and therefore the same charge) can be
obtained by (Θ,Φ)→ (pi−Θ,−Φ) in Eq. (C11). Since both have identical core energies and Coulomb self-energy, we estimate
them for n(r) in Eq. (C11).
Ecore = 2λ
∫
d2r n2z(r) + ρps
∫
r<Rm
d2r (∇n)2 = piλR2m + 0.81× 4piρps
EC,self = 1
2
∫
d2q
(2pi)2
V|q|δρqδρ−q =
1
4pi
∫ ∞
0
dq q
(
1
2q
)(
e√
1 + q2R2
)2
=
e2
16R
(C13)
The logarithmic elastic energy Eelastic which attracts two merons of opposite winding can be derived from continuum elasticity
theory [89], and the Coulomb interaction energy EC,int between the localized charge distributions of the merons can be estimated
by simply by treating them as point charges. Adding all the contributions together gives us the net energy E2m of a meron pair.
E2m(Rm, D) = 2Ecore + Eelastic + 2EC,self + EC,int
≈ 2piλR2m + 6.4piρps + 4piρps ln
(
D
Rm
)
+
e2
8Rm
+
e2
4piD
(C14)
Now, optimizing E2m(Rm, D) as a function of separation D yields Dopt =
(
EC
Eel
)
LM , where Eel = 4piρps and EC = e
2
4piLM
are the typical elastic and Coulomb energy scales. Minimizing E2m(Rm, Dopt) with respect to the meron core size Rm yields a
cubic equation which has an solution in terms of radicals. However, for all practical purposes, the core size is mainly determined
by the competition of the anisotropy and Coulomb scales, and the logarithmic elastic energy of the pair does not affect Rm,opt
much. In this limit, we have Rm,optLM =
(
EC
4Eλ
)1/3
, so that the final energy of the optimal meron pair is given by:
E2m(Rm,opt, Dopt) = Eel
[
3.1 +
1
3
ln
(
EλE
2
C
E3el
)]
+ pi
(
27
16
)1/3
(EλE
2
C)
1/3 (C15)
We note that our assumption breaks down when the inter-skyrmion separation approaches the core size. A rough criterion for
the validity of our formula for E2m can be derived by setting Dopt ≥ 2Rm,opt, or equivalently EλE2C ≥ 2E3el. Note that the
above criterion always breaks down when the anisotropy energy scale Eλ goes to zero, implying that a minimum anisotropy is
required to stabilize the meron-pair.
Lastly, we discuss the condition for two n± skyrmions to bind into a meron pair. This happens when E2m ≤ 2Esk, or
equivalently, using the energies from Eqs. (C6, C15)(
E3el
EλE2C
)1/3 [
0.9 +
1
3
ln
(
EλE
2
C
E3el
)]
≤ pi
(
27
16
)1/3 [
2
(
Eex
Eλ
)1/3
− 1
]
= pi
(
27
16
)1/3 [
2
(
J + λ
2λ
)1/3
− 1
]
(C16)
The LHS of Eq. (C16) is a bounded function, and its maximum value is less than the minimum value of the RHS reached at
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J = 0. Therefore, for our ansatz we expect the meron pair to be always the lowest charge 2e excitation, even when J = 0,
implying the the critical value of J/λ drops to zero as long as the anisotropy is large enough (or the elastic energy is small
enough) to allow for such pairs.
2. Energetics from numerical minimization
We now turn to the realistic dual-gate screened Coulomb interaction with screening length ds. The interaction potential is
conveniently written down in momentum space as
Vq ≡
∫
d2r V (r)eiq·r =
tanh (qds)
20q
(C17)
In the small screening length limit, we can approximate V (r) by a contact interaction V (r) = Uδ(r), with U =
∫
d2r V (r) =
Vq=0 = ds/(20). This allows us to numerically solve saddle-point equations for radially symmetric skyrmions, as we discuss
below.
Let us consider first charge e skyrmions in one of the Chern bands, say n+. Since the other Chern sector remains in the
ground state, i.e, n−(r) = (−1, 0, 0), the anisotropy term ∼ 2λn+,zn−,z in Eq. (C1) plays no role and the charge e skyrmions
are expected to be radially symmetric. Therefore, we use the texture for n+(r) in Eq. (C2), with Θ(r) = θ(r) and Φ(r) = φ.
Plugging this into the Hamiltonian with V (r) = Uδ(r) leads to (setting e = 1) a one-dimensional functional for θ(r).
Esk[θ(r)] = 2pi
∫ ∞
0
dr r
[
ρps
2
(
(∂rθ)
2 +
sin2 θ
r2
)
+ (J + λ)(1− cos θ) + U
2
(
sin θ ∂rθ
4pir
)2]
(C18)
This can be recast in a simpler form by re-writing it in terms of s =
√
(J + λ)U/ρps and re-scaling r → r/ξs, where ξs =
(U/(J + λ))1/4 is the intrinsic lengthscale the determines the size of the skyrmion.
Esk[θ] =
∫ ∞
0
drh(r), h(r) = 2piρpsr
[
1
2
(
(∂rθ)
2 +
sin2 θ
r2
)
+ s(1− cos θ) + s
32pi2
(
sin θ ∂rθ
r
)2]
(C19)
The saddle-point (Euler-Lagrange) equation for this functional and the associated boundary conditions are:(
1 +
s sin2 θ
16pi2r2
)
∂2rθ +
(
1− s sin
2 θ
16pi2r2
)
∂rθ
r
=
sin θ cos θ
r2
(
1− s
16pi2
(∂rθ)
2
)
+ s sin θ, with θ(∞) = 0 , θ(0) = pi (C20)
The above equation is solved numerically, and the associated energies for different parameter values relevant to TBG are plotted
[FIG]. We can also count the number of flipped spins associated with such textures, defined by:
δnx =
∫
d2r(1− n+,x(r)) = 2piξ2s
∫ ∞
0
dr r(1− cos θ(r)) (C21)
Typically, we find that δnx ∼ 3− 6, indicating that the skyrmions are small in size.
Next, we consider charge 2e skyrmionic textures in n ≡ n+ = −n−. The radial ansatz in Eq. (C2) is reasonable for the n
skyrmion when the anisotropy Eλ/EJ is small. Following the same approach as earlier leads to the following energy functional
and Euler Lagrange equation for θ(r) in terms of p =
√
λU/ρps and ξp = (U/λ)1/4.
Epair = 2piρs
∫ ∞
0
dr r
[ (
(∂rθ)
2 +
sin2 θ
r2
)
+ p
(
sin2 θ +
1
8pi2
(
sin θ ∂rθ
r
)2)]
(C22)(
1 +
p sin2 θ
8pi2r2
)
∂2rθ +
(
1− p sin
2 θ
8pi2r2
)
∂rθ
r
= sin θ cos θ
[
1
r2
(
1− p
8pi2
(∂rθ)
2
)
+ p
]
, with θ(∞) = 0 , θ(0) = pi(C23)
The numerical solutions and the associated values for parameters relevant to TBG are plotted in the chiral limit in Fig. 13, and
the 2e skyrmion energetics are compared for the chiral and realistic limits as a functin of screening length in Fig. 5 in the main
text. We note that Epair < 2Esk in this regime. While Epair < ∆KIV C(k) (the direct band-gap) everywhere in the chiral limit,
this condition holds true only in some parts of the moire´ BZ in the realistic limit. This implies that a well-separated 2e and
−2e skyrmion is energetically favorable to two particles and two holes, and the doped charges start going into the system as
topological textures beyond a certain critical doping νc, which we evaluate in the main text.
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FIG. 13: Comparison between the energy of 2e skyrmions via the saddle point approach (purple, EL) and lattice minimization
approach (red, Lattice), near the chiral limit (w0/w1 = 0.25). The KIVC gap (orange, ∆KIV C) for these parameters is always
larger than the lowest energy topological texture.
For solutions with better energetics when Eλ/EJ is larger, we turn to numerical minimization of the energy functional on a
lattice. In the lattice implementation it is useful to cut-off the interaction as Vq → V˜ (q) = Vqe−qL2UV /2, where LUV ∼ a . LM
is comparable to the grid spacing; we note that this does not affect the energetics within the range of validity of the NLsigmaM
(n varies slowly compared to the lattice spacing). We seed an initial state with a fixed non-zero charge (which is obtained by
minimizing a variational ansatz), and then apply non-linear conjugate gradient while preserving the topological charge. We
find that local antiferromagnetism is generally preserved, as expected; consequently the charges prefer to sit on top of each
other. However, we also find that the charge density grows elliptical, indicating that the 2e pair moves towards splitting into two
merons. The results for a 501 × 501 lattice with LM = 49 units is presented in Fig 5. While the lattice numerics match the
saddle-point approach in the chiral limit, as seen in Fig. 13, there is a significant lowering of energy in the realistic limit where
the anisotropy is not small. The improved energetics further reduce the critical value of doping beyond which charges enter as
topological textures, and are used in Fig. 7 the main text.
Appendix D: Effects of dynamical fluctuations on skyrmions
In section IV A in the main text, we assumed that we can neglect dynamical fluctuations in the shape and size of a skyrmion
while computing the effective mass of the pair. In this appendix, we examine our assumption critically, and show that it is an
excellent approximation when the skyrmion size is small.
Our strategy for considering dynamical degrees of freedom of the skyrmion uses a somewhat crude model for physical trans-
parency and analytical amenability, where the skyrmion is treated as a magnetic bubble with a nearly circular domain wall.
Outside the domain wall, the spins are approximately pointing up whereas inside, they point down, and along the domain wall
the spins lie in the x-y plane, i.e, nz(r) = 0 defines the domain wall. Therefore, we can parametrize the domain wall by the
following collective coordinates: r(φ) denoting the radius as a function of the azimuthal angle φ, (for a static bubble r = R)
and Φ(φ) which denotes the in-plane spin fluctuations on the domain wall. Our goal is to find an effective action for the col-
lective coordinates, and then integrate out the spin fluctuations Φ(φ) to generate the dynamics of r(φ), the harmonics of which
corresponds to motion/deformation of the bubble.
Following Ref. 91, we write down the action for a circular domain wall of static radius R, denoting the angular momentum
density by g.
S =
∫
dtL,where L = R
∫
dφL(r,Φ), with L(r,Φ) = −gΦr˙ − κ
2
(Φ− Φeq)2 (D1)
where Φeq denotes the equilibrium configuration. As before, our strategy is to integrate over φ first to obtain coupled equations of
motion for r(φ) and Φ(φ), and then integrate out Φ(φ) to generate the effective dynamics for r. For this purpose, we decompose
the fields into circular harmonics:
r(φ) = R+
∞∑
m=−∞
rm e
imφ, Φ(φ) = φ+ φ1 +
∞∑
m=−∞
Φm e
imφ (D2)
In Eq. (D2), rm = r−m denote circular harmonics of r. For example, r0 parametrizes the breathing mode, r±1 = (X ∓ iY )/2
correspond to the center-of-mass motion of the bubble, r±2 parametrize elliptical deformations, and so on. Similarly, Φm =
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Φ−m, and the shift by constant φ1 is motivated by the observation that in equilibrium, the spins prefer to point at a given angle to
the domain wall [91]. For example, for Bloch domain walls, φ1 = ±pi/2, so we have Φeq(φ) = φ±pi/2− 1r ∂r∂φ ≈ φ±pi/2− 1R ∂r∂φ .
However, our results will be insensitive to the the precise value of the angle φ1. Finally, κ ∼ ρpsW parametrizes the spin
stiffness, W being the width of the domain wall. Plugging this into the Lagrangian L, we find that (upto total time-derivatives):
L = 2piR
[(
−gr0Φ˙0 − κ
2
Φ20
)
+
∞∑
m=1
(−g)(r˙mΦm + r˙mΦm)− κ
∣∣∣∣Φm − imrmR
∣∣∣∣2
]
(D3)
Now, we can integrate out the (Φm, Φ¯m) modes to generate the effective action for the skyrmion coordinates:
Leff =
(
piRg2
κ
)
r˙20 +
∞∑
m=1
(
2piRg2
κ
)
|r˙m|2 + 2piimg(r˙mrm − r˙mrm)
=
Ms
2
R˙2 − pig(R× R˙) · zˆ + . . . (D4)
where Ms = piRg
2
κ denotes the effective mass of the skyrmion, and the ellipsis denotes the |m| 6= 1 terms which also scale
with the skyrmion mass. We see that the skyrmion mass Ms is directly proportional to the linear size R of the skyrmion, and
inversely proportional to the stiffness κ (a larger stiffness makes fluctuations expensive and suppresses the kinetic energy term
of the skyrmion). Therefore, for a small-size skyrmion or a large spin-stiffness, the dynamical fluctuations are likely to be
suppressed. On the contrary, the Berry phase term is independent of the skyrmion-size.
Finally, we note the implications for the skyrmion-antiskyrmion pair when we include the effective mass Ms. The action for
the pair is modified to (with G = 2pi~/AM ):
S[R+,R−] =
∫
dtLsas, where Lsas =
G
2
[(R+ × R˙+)− (R− × R˙−)] · zˆ + Ms
2
(R˙2+ + R˙
2
−)− E(|R+ −R−|)
Moving to center of mass coordinates Rs = (R+ + R−)/2 and relative coordinates Rd = R+ − R−, a rewriting of the
Lagrangian yields:
Lsas = G(Rd × R˙s) · zˆ +MR˙2s +
M
4
R˙2d − E(|Rd|) (D5)
The canonical momenta, and hence the Hamiltonian of the pair, are therefore given by:
Ps =
∂L
∂R˙s
= 2MR˙s +G(zˆ ×Rd), Pd = ∂L
∂R˙d
=
Ms
2
R˙d (D6)
Hsas = Ps · R˙s +Pd · R˙d − L = MsR˙2s +
Ms
4
R˙2d + E(|Rd|)
=
1
4Ms
(Ps −Gzˆ ×Rd)2 + 1
Ms
P2d + E(|Rd|) (D7)
In order to make further analytical progress, one needs to resort the Ms → 0 limit, which we analyzed in the main text. In this
limit, we have Ps = Gzˆ ×Rd and Pd = 0 strictly enforced, so that we can replace E(|Rd|) by E
(
|Ps|
G
)
. Therefore, the mass
of the pair can be derived by expanding E aboutRd = 0: it is given by:
Mpair =
G2
E ′′(0) (D8)
Appendix E: Computation of pair mass
In this appendix, we fill in the missing details of the computation of the pair mass Mpair. The pair potential energy E(|Rd|) is
isotropic in the limit of no anisotropy, which we focus on first. Since the elastic energy of the pair depends only on the winding
number, it is independent of the relative core-separatinRd. The exchange energy proportional to J increases, while the Coulomb
interaction energy decreases as the charged skyrmions are separated. As a function of separation |Rd| ≡ D, the change of pair
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energy (for λ = 0) is given by:
E(|Rd|)− E(0) = J
∫
d2r (1− n+(r) · n−(r)) +
∫
d2q
(2pi)2
V|q|δρqδρ−qeiq·Rd
= J
∫
d2r (1− nsk(r −Rd/2) · nsk(r +Rd/2)) + 1
4pi
∫ ∞
0
dq(δρq)
2J0(q|Rd|)
(E1)
where we have noted that δρq =
∫
d2r δρ(r)eiq·r is only dependent on |q| for cylindrically symmetric charge distributions, and
used V|q| = 1/(2|q|) as the Fourier transform of the (unscreened) Coulomb potential for two-dimensional motion. The pair
mass, therefore, may simply be computed by Taylor expanding the RHS of Eq. (E1) to second order inRd, which yields:
E(|Rd|)− E(0) =
[
J
4
∫
d2r(∇nˆ)2 − 1
16pi
∫ ∞
0
dq(δρq)
2q2
]
|Rd|2 + O(|Rd|4)
=⇒ E ′′(0) = J
2
∫
d2r(∇nˆ)2 − 1
8pi
∫ ∞
0
dq(δρq)
2q2 (E2)
For the stereographic projection ansatz θ0(r) = 2 tan−1(R/r), we find that δρq = e(qR)K1(qR), and it follows that:
E ′′(0) = 4piJ − 45pie
2
212R3
(E3)
For large skyrmions, the correction from the Coulomb term is insignificant, but for smaller skyrmions it can reduce E ′′(0)
substantially. Physically, it would enhance the pair effective mass Mpair and reduce the BKT transition temperature.
Appendix F: Integrating out the ferromagnetic fluctuations
Since the skyrmion pairing requires J to be larger than λ, it is instructive to consider the limit J  λ. In this case, the
pseudospins in the opposite Chern sectors try to be anti-aligned and we can integrate out the ferromagnetic fluctuations. Anti-
ferromagnetic alignment means that Q+ = −Q−. Including small deviations around this point can be implemented by writing
Q(W ) =
(
T˜−1e
i
2W Q˜0e
− i2W T˜ 0
0 −T˜−1e− i2W Q˜0e i2W T˜
)
, {W, Q˜0} = 0, (F1)
We assume that both W and its gradients as well as the gradients of T are small. To simplify the notation in the following, we
will introduce the variables
Q˜ = T˜−1Q˜0T˜ , Aµ = (∂µT˜ )T˜−1 (F2)
Since the action is expressed in terms of Q(W ), it is invariant under the gauge transformations
T˜ 7→ KT˜ , W 7→ KWK−1, Aµ 7→ KAµK−1 + (∂µK)K−1, for [K,Q0] = 0 (F3)
Substituting in the different terms in the action, we get
ρps
4
tr[∂iQ(W )]
2 =
ρps
2
tr[∂iQ˜]
2 − ρps
8
tr[Q0, ∂iW − [Ai,W ]]2, (F4)
1
2
trQ0(∂τT (W ))T
−1(W ) = −i tr Q˜0WA0 − i
2
tr Q˜0∂τW (F5)
J
4
tr(Q(W )γx)
2 = J trW 2 + const. (F6)
δρ(r) =
i
8pi
ij tr Q˜∂iQ˜∂jQ˜+
i
8pi
ij tr Q˜0∂iW∂jW (F7)
We notice that the second term in (F5) is a total derivative which can be ignored since W (β) = W (0). We also notice that the
second term in (F7) is a total derivative which vanishes if W is smooth and vanishes quickly enough at infinity (which is simply
the statement that smooth deformations cannot change the topological index) so we can also neglect this term. As a result, the
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action for the ferromagnetic fluctuations W has the form
SW =
∫
dτ
∫
d2r
{
J trW 2 − ρps
8
tr[Q˜0, ∂iW − [Ai,W ]]2 − i
AM
tr Q˜0WA0
}
(F8)
To proceed, we restrict ourselves to the spinless limit n = 1, where we can take Q˜0 = ηz and write
W =
(
0 w
w∗ 0
)
, Aµ = A0,µ +
∑
i=x,y,z
Ai,µηi, Ai,µ =
1
2
trAµηi (F9)
Substituting in (F8) yields
SW =
∫
dτ
∫
d2r
{
2Jw∗w + ρps[(∂i + 2Az,i)w∗][(∂i − 2Az,i)w] + 1
AM
(wA∗xy,0 − w∗Axy,0)
}
, Axy,µ = Ax,µ−iAy,µ
(F10)
We notice that under the gauge transformation generated by K = ei
φ
2 ηz , the w and A variables transform as
w 7→ eiφw, Az,µ 7→ Az,µ + i
2
∂µφ, Axy,µ 7→ eiφAxy,µ (F11)
which leaves (F10) invariant.
We can now easily integrate the w variable to get
Seff =
1
A2M
∫
dτd2rA∗xy,0[2J − ρps(∂i − 2Az,i)2]−1Axy,0 (F12)
Let us now introduce the CP1 representation defined from the 2× 2 Q matrix via
Q˜± = ±T˜−1Q˜0T˜ = ±n · η, n = z†ηz, zT = (z1, z2), z†z = 1 (F13)
It is straightforward to verify that
T˜ =
(
z†
izTσy
)
, Aµ =
(
∂µz
†z i∂µz†σyz∗
−i∂µzTσyz z†∂µz
)
⇒ Az,µ = −z†∂µz, Axy,µ = −iz†σy∂µz∗ (F14)
Introducing the gauge field and covariant derivate
aµ = iz
†∂µz, Dµ = ∂µ − iaµ (F15)
we can write
Az,µ = −iaµ, Axy,µ = −iz†σy(Dµz)∗ (F16)
where we used the fact that z†σyz∗ = 0. Substituting in (F12) yields
Seff = − 1
A2M
∫
dτd2rzTσy(D0z)[2J − ρps(∂i + 2iaµ)2]−1z†σy(D0z)∗ (F17)
In the following, we will be only interested in terms which has at most two gradients. This means we can neglect the second
term in the denominator. The resulting expression can be simplified by using the identity
(a†σyb∗)(cTσyd) = (a†d)(b†c)− (a†c)(b†d) (F18)
for any 2D complex vectors a, b, c and d. In addition, we can use the following identities
z†Dµz = (Dµz)†z = 0, z†DµDνz + (Dµz)†Dνz = 0, (F19)
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Substituting in (F17) yields
Seff =
1
A2M
∫
dτd2r
1
2J
|D0z|2 (F20)
The full CP1 action is then given by Eq. 36 in the main text with χps = 18JA2M
.
Appendix G: Large N phase diagram
Our purpose in this appendix is to provide the details for the calculation of the large N phase diagram for the CP1 model
whose Lagrangian is given in Eq. 36 which we repeat here for completeness
S[z] =
∫
d3r
{
Λ
g
|Dµz|2 + λ
c
(z†ηzz)2 +
2eµ
c
ij
2pi
∂iaj +
1
2c
∫
d2r′
ij
pi
(∂iaj)rV (r − r′)lk
pi
(∂lak)r′
}
(G1)
with g and c defined as
g =
Λ
4
√
ρpsχps
=
√
EJ
2ρps
, c =
√
ρps
χps
= 2
√
2EJρps (G2)
For simplicity, we will ignore the easy plane anisotropy λ which has no qualitative impact on the phase diagram.
1. Zero doping
Let’s first review the solution for the case of µ = V = 0 [63–65, 68]. In this case, we can start by writing
Λ
g
|Dµz|2 = Λ
g
(|∂µz|2 − a2µ) (G3)
and decouple the quadratic term in aµ via a Hubbard-Stratonovich transformation as
e
Λ
g a
2
µ =
∫
dαµe
−Λg (α2µ−2aµαµ) (G4)
Upon substituting in (F17), this leads to
L = Λ
g
|Dµz|2, Dµ = ∂µ − iαµ (G5)
Since αµ enters the field theory in the same way as aµ, in the following, we will relabel αµ 7→ aµ. The constraint z†z = 1 can
be included by writing the integral representation of the delta function
δ(z†z − 1) =
∫
dκ eiκ(z
†z−1) (G6)
leading to
L = Λ
g
{|Dµz|2 + ∆2(z†z − 1)}, ∆2 = iκ g
Λ
(G7)
We now introduce the large N limit by promoting z to an N -component vector in CPN−1 satisfying the constraint z†z = N .
The Lagrangian becomes
L = Λ
g
{
N∑
i=1
z†i [−D2 + ∆2]zi −∆2N
}
(G8)
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Integrating out the z variables leads to
S = N
{
tr ln
[−D2 + ∆2]− Λ
g
∫
d3r∆2
}
(G9)
Variation with respect to ∆2 and Aµ yield
Λ
g
= G0(∆),
z∗1Dµz1 − (Dµz1)∗z1 − ∂µG0(∆) = 0 (G10)
where G0 is the Green’s function at equal points
G0 = G(r, r), ∂µG0 =
∂
∂rµ
G(r, r′)
∣∣∣
r′=r
, G(r, r′) =
(−D2 + ∆2)−1
r,r′ (G11)
and the derivative in ∂µG0 is taken relative to the first index. Since µ = 0, we can consider saddle points when there is no
magnetic field, i.e. ∇×A = 0, so we can take Aµ = 0. In this case, the first saddle point equation becomes
G0(∆) =
∫
d3k
(2pi)3
1
k2 + ∆2
=
Λ
g
, (G12)
The integral can be regularized as follows
G0(∆) =
∫
d3k
(2pi)3
{
1
k2 + ∆2
− 1
k2 + Λ2
}
=
1
4pi
{Λ− |∆|} (G13)
As a result, we see that a self consistent solution to (G12) is only possible for g > gc = 4pi yielding
|∆| = Λ
(
1− 4pi
g
)
= 4piΛ(g−1c − g−1) (G14)
This gives a mass for the z fields which implies a finite correlation length for the spins, i.e. the phase is spin-disordered.
Furthermore, expanding the action in variations in aµ yields [65, 68]
S =
N
2
∑
q
aµ(q)Γµν(q)aν(−q) (G15)
Γµν(q) =
∫
d3k
(2pi)3
{
2δµν
k2 + ∆2
− (2kµ + qµ)(2kν + qν)
(k2 + ∆2)((k + q)2 + ∆2)
}
=
1
24pi|∆| (q
2δµν − qµqν) (G16)
which gives the Maxwell term
LMaxwell = N
96pi|∆|f
2
µν , fµν = ∂µaν − ∂νaµ (G17)
To see how this is related to the phase stiffness of the superconductor, we first include the coupling to the electromagnetic gauge
field A which takes the form 2ie2pi JµAµ where the current operator Jµ is given by Jµ = 
µνλ∂νaλ. The Lagrangian for aµ takes
the form
L = N
48pi|∆|J
2
µ +
2ie
2pi
JµAµ (G18)
where Jµ satisfies the current conservation ∂µJµ = 0 which can be included in the Lagrangian using the delta function repre-
sentation (G6) leading to
L = N
48pi|∆|J
2
µ +
2ie
2pi
JµAµ +
i
2pi
φ∂µJµ =
N
48pi|∆|J
2
µ +
i
2pi
Jµ(∂µφ− 2eAµ) (G19)
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We can now integrate out the Jµ variable leading to
L = 3|∆|
piN
(∂µφ− 2eAµ)2 (G20)
Identifying the phase φ with the superconducting phase, we can write the corresponding action
S =
∫
d2rdτ
{ρSC
2
(∂iφ− 2eAi)2 + χSC
2
(∂τφ− 2eAτ )2
}
, ρSC =
3|∆|c
piN
χSC =
3|∆|
picN
(G21)
We note here that it is also possible to access the spin-ordered phase by slighyly modifying the procedure above, integrating
out the variables z2, . . . , zN but leaving z1. In this case, we can similarly derive a set of saddle points [68, 92] with a saddle
point solution ∆ = 0 and
|z1|2 = 1− g
Λ
G0(0) = 1− g
4pi
(G22)
so that such solution is only valid for g < gc. This is the spin order phase since aµ field is in the Higgs phase.
2. Finite doping µ 6= 0
Let us now reintroduce the terms µ and V . Although the chemical potential µ does not enter the saddle point equations (G10),
its effect is to make it energetically favorable to introduce a finite magnetic flux of the field aµ which we will take to be uniform
such that b = ∇× a is a constant. Since aµ corresponds to the Skyrmion density in the original problem, the b and the cyclotron
frequency wc can be written in terms of the filling as
b = ∇× a = νpi
AM
= piνΛ2 wc = 2b = 2piνΛ
2 (G23)
with ν being the filling fraction. In the presence of a magnetic field, the spectrum of the operator −D2 + ∆2 corresponds to the
Landau level spectrum
n,kz = k
2
z + wc(n+ 1/2) + ∆
2, with degeneracy
1
2
νΛ2A (G24)
The Green’s function G0(∆) is modified to
G0(∆, ν) =
1
2
νΛ2
∑
n
∫
dkz
2pi
{
1
k2z + 2piνΛ
2(n+ 1/2) + ∆2
− 1
k2z + 2piνΛ
2(n+ 1/2) + Λ2
}
(G25)
This integral converges for ∆2 > −piνΛ2 and can be evaluated as
G0(∆, ν) =
Λ
4
√
ν
2pi
{
ζ
(
1
2
,
1
2
+
∆2
2piνΛ2
)
− ζ
(
1
2
,
1
2
+
α2
2piν
)}
, (G26)
where ζ(s, q) is the Hurwitz zeta function defined as [69]
ζ(s, q) =
∞∑
n=0
1
(q + n)s
(G27)
For ν 6= 0, the saddle point equation (G10) is always satisfied since G0(∆, ν) is unbounded from above (we can choose ∆2 to
be as close as we want to −piνΛ2) with the caveat being that the mass ∆2 would have to be negative whenever g < Λ/G0(0, ν).
This analysis implies that the purely ordered phase where z’s are gapless and aµ is Higgsed is immediately lost for any finite
doping. This arises since doping forces magnetic flux into the system. In principle, we can have a vortex lattice or a coexistence
phase as discussed in the main text. However, our current mean field scheme does not allow for any coexistence since non-zero
doping immediately implies the loss of spin order z = 0. For the action (36), the doping is controlled through the chemical
potential. The optimal doping at a given chemical potential is obtained by finding the minimum of the action as a function of
doping ν. To write the action for finite doping ν, let’s first consider the first term (in the following, we will consider the rescaled
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action S = NV S˜)
S˜1 =
1
V
tr ln
(−D†µDµ + ∆2) (G28)
We notice that the second derivative of this action with respect to ∆2 is finite and can be evaluated as
∂2S˜1
∂(∆2)2
= −1
2
νΛ2
∑
n
∫
dkz
2pi
1
(k2z + ωc(n+ 1/2) + ∆
2)2
= −1
8
νΛ2
∑
n
1
(ωc(n+ 1/2) + ∆2)3/2
= − 1
16piΛ
√
2piν
ζ
(
3
2
,
1
2
+
∆2
2piνΛ2
)
(G29)
This can be integrated to give a finite action with the help of two counter terms for the mass and free energy renormalization [92]
S˜1[∆, ν] = νΛ
3
√
ν
2pi
ζ
(
−1
2
,
1
2
+
∆2
2piνΛ2
)
+A(ν)∆2 + C(ν) (G30)
A(ν) is fixed by the requirement that the first derivative of the action with respect to ∆2 is equal to G0(∆, ν) given in (G26)
while C(ν) is fixed by the requirement the the free energy vanishes for ∆ = 0 which yields
A(ν) = −Λ
4
√
ν
2pi
ζ
(
1
2
,
1
2
+
1
2piν
)
, C(ν) = −νΛ3
√
ν
2pi
ζ
(
−1
2
,
1
2
)
(G31)
Collecting everything gives
S˜ =
S
NV Λ3
=
√
ν
2pi
{
νζ
(
−1
2
,
1
2
+
∆2
2piνΛ2
)
− 1
4
ζ
(
1
2
,
1
2
+
1
2piν
)
∆2
Λ2
− νζ
(
−1
2
,
1
2
)}
+ α
{
− ∆
2
gΛ2
+ µ˜ν +
ν2V0
2
}
(G32)
where
V0 =
Λ2
c
∫
d2rV (r) =
1
cAM
∫
d2rV (r), µ˜ =
µ
cΛ
(G33)
∆2 can be eliminated by solving the saddle point equation
1 =
g
Λ
G0(∆, ν) =
g
4
√
ν
2pi
{
ζ
(
1
2
,
1
2
+
∆2
2piνΛ2
)
− ζ
(
1
2
,
1
2
+
1
2piν
)}
, (G34)
The gap ∆ can be obtained by solving Eq. G34 in the limit g
√
ν  1. Writing
∆2 = Λ2[−piν + ν2g2a2 +O(ν3g4)] (G35)
We then use the asymptotic expressions
ζ(s, x 1) ≈ x−s +O(x−s+1), ζ(s, x 1) = x
1−s
s− 1 +
1
2
x−s +O(x−1−s) (G36)
Substituting in (G34), we find
a =
1
4
(G37)
which is valid for gν  1, g < gc.
The phase boundary between the spin ordered phase and the superconductor can be determined by looking for the point at
which the spin ordered phase becomes unstable, i.e. when the derivative of the Free energy relative to the doping is negative.
Using (G35) and (G36) we find that
∂S˜
∂ν
∣∣∣
ν=0
= −1
4
+
pi
g
+ µ˜ = 0 =⇒ µc = −picΛ
g
(
1− g
gc
)
= −4piρs
(
1− g
gc
)
(G38)
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This gives the phase boundary between the spin ordered state and the superconductor. This expression reduces to the energy of
a single skyrmion 4piρs in the SU(2) limit when g  gc.
We can also estimate the stiffness and compressibility of the superconductor similar to the derivation leading to Eq. G21. In
general, this requires recomputing (G16) using the propagator at finite doping. Such evaluation is in general complicated since
momentum conservation is lost and we need to use the Landau level wavefunctions. In the following, we will assume we are in
the limit ν  1 so that the discrete sum in G0(∆, ν) can be transformed into an integral. This is done by writing
1
2
νΛ2
∑
n
f(2piνΛ2n) =
∫
d
4pi
f() =
∫
d2k
(2pi)2
f(k2) (G39)
This allows us to evaluate the integral of (G16) with the main difference being the replacement ∆ 7→ ∆˜ = √∆2 + piνΛ2 leading
to
ρSC ≈ 3c
piN
|∆˜|, χSC ≈ 3
piNc
|∆˜|, ν  1 (G40)
Using the expressions (G35) which are valid for g
√
ν  1, we get
ρSC ≈ 3Λcνg
4piN
=
Λ2
N
3ν
16piχs
=
1
N
3Jν
2pi
, χSC ≈ 3Λgν
4piNc
=
1
N
3ν
16piρsAM
, g
√
ν  1 (G41)
Remarkably, the stiffness and compressibility of the superconductor are inversely proportional to the compressibility and the
stiffness of the insulator, respectively.
Appendix H: Theory of the intertwined insulator and superconductor order parameters
In the following, our goal is to derive an effective field theory which deals with the superconducting and insulating order
parameters on equal footing. Similar to Appendix A, we will perform a general number of flavors n which reveals the general
structure of the theory even though in this work we are focusing exclusively on the case n = 1. As a result, we will employ a
more general approach than the ones used in Ref. [93] which uses the fact that the mass term has the form of a unit vector in Sd.
Instead, our approach is similar to the derivations employed to derive effective theories in the contexts of disordered systems
[94–96]. In particular, we will follow the derivation in Ref. [95] very closely.
To derive an effective theory for the insulating and superconducting phases it is helpful to go close to the point g = gc where
there is a perfect symmetry rotating the two into each other. We consider the weak coupling limit where the order parameter
M constitutes a small mass term to the Dirac equation. Although the relation of the parameters of the resulting theory to the
microscopic parameters will not be valid for the strong coupling regime where M is a lot larger than the bandwidth, we expect
the form of the action, which is fixed by symmetries, to remain valid. To this end, we expand the non-interacting Hamiltonian in
the vicinity of the Moire´ Dirac points KM and K ′M as
HD = vF
∑
k
[ψ†KM ,k(kxγx + kyγy)ψKM ,k − ψ
†
K′M ,k
(kxγx + kyγy)ψK′M ,k] (H1)
The relative negative sign is fixed by time-reversal symmetry which has the form T = γxηxK and maps KM to K ′M . To deal
with the insulator and superconductor on equal footing, we introduce the Nabmu basis defined as
χTk = (ψ
T
KM ,k, ψ
†
K′M ,−k) (H2)
This form is inspired by the fact that the superconducting pairing takes place between states at opposite momenta and opposite
Moire´ valleys.
We can now introduce the Pauli matrices ρx,y,z which act in the Nambu space and rewrite the Dirac Hamiltonian (H1) as
HD = vF
∑
k
χ†k(kxγxρz + kyγy)χk (H3)
By construction, the Nambu Hamiltonian HD is invariant under the particle-hole transformation P = γzρyK which satisfies
P2 = −1 (class C). The analysis can be further simplified by introducing the Pauli matrices
α = (γxρz, γy, γzρz), β = (γyρy, γyρx, ρz) (H4)
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In this basis, the Dirac Hamiltonian has the form HD ∝ kxαx + kyαy and P = αxβyK. The most general mass term for the
Dirac Hamiltonian takes the form M˜ = αzM with
αxβyM˜
∗αxβy = −M˜ =⇒ βyM∗βy = +M (H5)
If we impose in addition the condition M2 = 1, this means that M parametrizes the symplectic Grassmanian manifold
Sp(4n)/Sp(2n) × Sp(2n) which for n = 1 is isomorphic to S4. In this case, we can write M explicitly in terms of the
vector n represting the insulating phases and the complex number ∆ representing the superconductor or alternatively an SO(5)
vector n as
M =
(
n · η ∆ηy
∆∗ηy n · ηT
)
β
=
5∑
i=1
niΓi, Γˆ = (ηx, ηyβz, ηz, ηyβx, ηyβy) (H6)
The full massive Dirac action for for χ becomes
S =
∫
dτd2rχ†[∂τ − iαx∂x − iαy∂y − µβz + αzmM ]χ (H7)
where we have included the chemical potential µ. We now define χ¯ = χ†αz to get
S =
∫
dτd2rψ¯[α˜ν∂ν − µα˜zβz +mM ]ψ˜, α˜ = αz(α0, iαx, iαy) = (αz,−αy, αx) (H8)
We can now integrate out the fermions to get an effective action of the matrix field M leading to
Seff = −Tr ln[α˜ν∂ν − µα˜zβz +mM ] (H9)
This expression is UV-divergent and needs to be regularized before any further manipulation. In the following, we follow
Refs. [94–96] by subtracting off the following action
S0 = − lim
→0+
Tr ln[α˜ν∂ν − µα˜zβz + M ] (H10)
In the limit  → 0+, the M -dependence of this action drops and it contributes an inessential constant. On the other hand, for
large momenta, this term cancels the UV-divergence of Seff . We can now use the condition M2 = 1 to write
M(x, τ) = U†(x, τ)ΛU(x, τ), Λ2 = 1, tr Λ = 0 (H11)
where Λ is just a constant matrix which can then be substituted in the gradient expansion. Since the action is now UV-finite, we
can use the cyclic property of the trace to get
Seff = −Tr ln[α˜ν∂ν + α˜νAν − µα˜zR+mΛ]− S0, Aν = U∂νU† = −∂νUU†, R = UβzU† (H12)
We can now expand the action in powers of µ and the gradients Aµ
Seff = −Tr ln[G−10 (m)− Σ]− S0 = −Tr lnG−10 − S0 +
∞∑
n=1
1
n
Tr(G0(m)Σ)
n (H13)
with G0 and Σ given by
G0(k) =
1
ikν α˜ν +mΛ
=
−ikν α˜ν +mΛ
k2 +m2
, Σ = α˜νA˜ν , A˜ν = Aν − µ δν,0R (H14)
The quadratic term in the action can be written as
S2 =
1
2
∑
k,q
1
(k2 +m2)((k + q)2 +m2)
{
m2 tr α˜µα˜ν tr ΛA˜µ(q)ΛA˜ν(−q)− kρ(kλ + qλ) tr α˜µα˜ρα˜ν α˜λ tr A˜µ(q)A˜ν(−q)
}
(H15)
In the long wavelength limit, we can set q = 0. In this case, we can use the symmetry of the integral under k 7→ −k and the
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rotation symmetry to reduces kρkλ = δρλk2/3. In addition, the traces over products of α˜ can be evaluated as
tr α˜µα˜ν = 2δµν ,
∑
ρ
tr α˜µα˜ρα˜ν α˜ρ = −2δµν (H16)
Evaluating the momentum integrals in S2 leads to
S2 =
V
2pi2
∫
dkk2
1
(k2 +m2)2
{
m2 tr ΛA˜νΛA˜ν +
1
3
k2 tr A˜νA˜ν
}
=
mV
8pi
tr[(ΛA˜ν)
2 − A˜2ν ] =
mV
16pi
tr[Λ, A˜ν ]
2 (H17)
Here, in evaluating the momentum integral, we have subtracted off a term from S0 to cancel the UV divergence of the second
term. The result can be written in terms of the mass matrix M as
S2 =
∫
d2rdτ
ρν
8
tr[Λ, A˜ν ]
2 =
∫
d2rdτ
ρν
8
tr(DνM)2, DνM = ∂νM − µδν,0[βz,M ] (H18)
where
ρi = ρ˜ =
m
2pi
, ρτ = χ˜ =
m
2piv2F
(H19)
For n = 1, this can be written explicitly by substituting (H6) leading to
S2 =
∫
d2rdτ
{
ρ˜
2
[(∇n)2 + |∇∆|2] + χ˜
2
[(∂τn)
2 + |∂τ∆|2] + 2χ˜µ∆∗∂τ∆− 2χ˜µ2|∆|2
}
(H20)
The last term implies that the chemical potential always disfavors the insulator.
We notice that Aµ is of the same order as the momentum qµ. Thus, the third order term has two contributions. First there is
the term ∼ A3
S3,A3 =
1
3
∑
k
1
(k2 +m2)3
{
m3 tr α˜µα˜ν α˜λ tr ΛA˜µΛA˜νΛA˜λ − 3kρkδm tr α˜µα˜ρα˜ν α˜δα˜λ tr ΛA˜µA˜νA˜λ
}
=
2iµνλm
3
∑
k
1
(k2 +m2)3
{
m2 tr ΛA˜µΛA˜νΛA˜λ + k
2 tr ΛA˜µA˜νA˜λ
}
(H21)
Here, both momentum integrals are UV finite and there are no corrections coming from S0 and we have used
tr α˜µα˜ν α˜λ = 2iµνλ (H22)
Evaluating the momentum integrals yields
S3,A3 =
i
48pi
∫
d2rdτµνλ{tr ΛA˜µΛA˜νΛA˜λ + 3 tr ΛA˜µA˜νA˜λ} (H23)
Second, there is the term proportional to qA2 which is obtained from the second order term in the gradient expansion of the
action
S3,qA2 = − im
2
∑
k,q
qλ
(k2 +m2)2
tr α˜µα˜λα˜ν tr ΛA˜µ(q)A˜ν(−q) = −V µνλ
8pi
∑
q
qλ tr ΛA˜µ(q)A˜ν(−q)
= − iµνλ
8pi
∫
d2rdτ tr ΛA˜µ∂λA˜ν (H24)
The part not containing µ is obtained by replacing A˜µ by Aµ. Using ∂νAµ = AµAν − (∂µ∂νU)U†, it can be written as
S3 =
i
48pi
∫
d2rdτµνλ{tr ΛAµΛAνΛAλ − 3 tr ΛAµAνAλ} (H25)
This part has the form of a Chern-Simons term in the non-Abelian gauge field Aµ and it is not manifestly gauge invariant. In
fact, under a gauge transformation U 7→ KU , with [K,Λ] = 0, it changes by a total derivative + a topological contribution
associated with large gauge transformations which cancels against a corresponding contribution from the regulator S0 [97, 98]
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(see Ref. [95] for a detailed discussion). As a result, this term is only gauge invariant on a manifold without a boundary and it
cannot be written explicitly in terms of M without introducing an extra dimension. To write it in the more familiar form, we
promote Aµ to depend on the extra variable u and notice that
µνλρ∂ρ[tr ΛAµΛAνΛAλ−3 tr ΛAµAνAλ] = −3µνλρ[tr ΛAµΛAνΛAλAρ−tr ΛAµAνAλAρ] = 3
8
µνλρ trM∂µM∂νM∂λM∂ρM
(H26)
which means that we can write
S3,0 =
i
128pi
∫ 1
0
du
∫
d2rdτµνλρ trM∂µM∂νM∂λM∂ρM (H27)
For the spinless model where M = naΓa with a = 0, . . . , 4, this reduces to
S3,0 =
i
32pi
∫ 1
0
du
∫
d2rdτµνλρabcdena∂µnb∂νnc∂λnd∂ρne
= 2pii
3
8pi2
∫ 1
0
du
∫
d2rdτabcdena∂unb∂τnc∂xnd∂yne (H28)
which is the well-known WZW term. Finally, we can extract the linear term in µ in S3 which is given by
S3,µ =
iµ
16pi
∫
d2rdτij [tr ΛAiΛAjΛR− tr ΛAiAjR− tr ΛAiRAj − tr ΛRAiAj ] (H29)
Now we notice that ∂µR = [R,Aµ] which means that the term ij tr ΛAiAjR is a total derivative since
ij∂j tr ΛAiR = ij tr Λ(AiAjR+AiRAj −AiAjR) = ij tr ΛAiRAj (H30)
As a result, we can rewrite (H29) as
S3,µ =
iµ
16pi
∫
d2rdτij trRΛ[Λ, Ai][Λ, Aj ] + SB =
iµ
16pi
∫
d2rdτij trβzM∂iM∂jM + SB (H31)
with SB given by
SB = − iµ
8pi
∫
dτ
∮
dri trβzU
†Λ∂iU (H32)
In the following, we will neglect the boundary term SB above. n = 1, we can substitute (H6) in the above expression yielding
S3,µ =
µ
4pi
∫
d2rdτijn · (∂in× ∂jn) (H33)
Combining all the terms yields the effective action (48) in the main text.
