ABSTRACT The texture feature tensor established from a subband time-frequency image (TFI) was extracted and used to identify the fault states of a rolling bearing. The TFI of adaptive optimal-kernel distribution was optimally partitioned into TFI blocks based on the minimum frequency band entropy. The texture features were extracted from the co-occurrence matrix of each TFI block. Based on the order of the segmented frequency bands, the texture feature tensor was constructed using the multidimensional feature vectors from all the blocks; this preserved the inherent characteristic of the TFI structure and avoided the information loss caused by vectorizing multidimensional features. The linear support higher order tensor machine based on the feature tensor was applied to identify the fault states of the rolling bearing.
I. INTRODUCTION
Every fault state of equipment has a unique characteristic that can be visualized using a time-frequency spectrogram of vibration signal. The recognition technology of timefrequency imaging (TFI) mechanical faults [1] - [3] . The TFI recognition technology avoids the subjective errors of operator observation and automatically identifies the fault condition. The vibration signal of faulty rolling bearings is generally very random, with strong interference and obvious irregularity. Thus, in practical engineering applications, it is not easy to classify the TFI using conventional image recognition methods, such as syntactic recognition [4] , timefrequency manifold matching [5] , [6] , two-dimensional linear discriminate [7] and geometrical transformation method [8] , etc. Artificial intelligence identification is more suitable because of its intuitive and extensive statistical properties; it eliminates the need for human experience, and delivers accurate fault warnings.
Intelligent TFI identification mainly focuses on how to extract relevant TFI features. TFI auto recognition can be applied to many image global features, such as multiscale singular value [9] , gray statistical characteristics [10] , textural features [11] , [12] , and sparse wavelet energy [13] . The bearing fault impulses are very weak compared to harmonics
The associate editor coordinating the review of this manuscript and approving it for publication was Chuan Li. or interference noises at the early stage of failure. The nonuniform nature of TFI and the global features of TFI lead to poor TFI representation at early failure, causing the loss of important information about incipient faults and decreasing the fault recognition rate.
There is some interdependence between the timefrequency characteristics of different frequency bands in the TFI of the bearing's vibration signal. The time interval and the strength of fault impulses are influenced by the rotation speed, so the primary TFI zone in the highfrequency band is inherently related to the secondary one in the low-frequency band. In order to make up the information lost in global feature extraction, it is necessary to perform feature extraction in the individual blocks of subband TFI. That is, the features of each TFI block must be extracted separately and processed differently. Since the bearing fault impulses generally distribute in a relatively independent and centralized band, the feature extraction in each TFI block can reduce the negative influences caused by the harmonic components or interference noise, and make the fault characteristics predominant.
Feature vectorization and dimension reduction are the major issues faced when performing feature extraction in TFI blocks. If the features from the different TFI blocks are stacked into a high dimension vector, the interactive relationship between the frequency bands is ignored. The loss of important information will affect the identification of bearing faults. However, it is necessary to 'cure' the dimension of the feature vector for identification. Put otherwise, it is necessary to reduce the dimension of feature vector using a dimensionality reduction technique, such as factor analysis, principal component analysis, independent component analysis or singular value decomposition [14] , [15] . The overdecomposition of feature vectors generally distorts the feature relevance, reduces the recognition rate, and consumes more computational resources. Meanwhile, incomplete decomposition will significantly slow down the learning process, increase the architectural complexity, cause malfunction of the classifier, and even lead to incorrect recognition of fault states [16] , [17] . Therefore, all these vectorization methods have limitations, because they cannot fully exploit the local detailed features of TFI This paper introduces the feature tensor to characterize the TFI of faulty bearing signals. The proposed method has the ability to keep redundant information submerged in the TFI features and ensure the integrality and relevance of the image's triphosphor. Since the feature tensor extracted from the TFI blocks does not fit well into the vector-based machine leaning framework, the linear support higher-order tensor machine (SHTM) proposed by Hao et al. [18] is applied to identify bearing faults.
The rest of this paper is organized as follows. Section 2 analyzes the TFI methodology. In Section 3, the TFI is optimally partitioned into subband blocks based on the minimum frequency band entropy of the entrogram. In Section 4, the texture features are extracted using the gray level co-occurrence matrix (GLCM) of TFI. Section 5 explains the procedure of the proposed method. The experimental results, discussion, and analysis are presented in Section 6, and the conclusions are given in Section 7.
II. ADAPTIVE OPTIMAL KERNEL TIME-FREQUENCY REPRESENTATION (AOK-TFR) AND TFI SEGMENTATION
Nonstationary impulses in vibration signals are a significant symptom of bearing faults. Although the linear time-frequency representations (TFRs), including short-time Fourier transform (STFT) and wavelet transform, perform well in detecting high frequency impulses in the signal, their poor resolution at low frequencies can easily cause the loss of information on texture in the low frequency band. The S transform [19] , S-method [20] , and their modified versions [21] , [22] have better time-frequency concentration and better cross-term suppression ability; this improves estimation accuracy at a continuous instantaneous frequency. However, for the instantaneous impulses of a bearing fault, it is not necessary to analyze the intermittent time-varying frequency law, as it has no clear physical meaning. Compared to linear TFRs, bilinear TFRs, including Wigner-Ville Distribution, Choi-Williams distribution, etc., have a better capability to suppress noise because of the operation of correlation, but suffer from inevitable cross-term interference. With high time-frequency aggregation, the adaptive optimal time-frequency representation (AOK-TFR) is suitable to track impulses, especially in noisy environments. Thus, the AOK-TFR is employed to acquire the TFI of bearing vibration signals in this study.
In the AOK-TFR of faulty bearing signals, the horizontal texture assimilation in low frequency bands produces a transverse filament in the TFI, and the vertical texture assimilation in the high frequency band produces a longitudinal one. The AOK-TFR of the analyzed signal x(t) can be expressed as
where
is the ambiguity function, and φ(τ, v) is a 2D radial Gaussian kernel function represented as a lowpass filter in the ambiguity domain. The optimal kernel function can be obtained by minimizing auto-term distortion by passing as much autoterm energy as possible for a kernel of fixed volume to suppress cross-terms.
The result of discrete AOK-TFR can be expressed as a two-dimension matrix AOK c (x, y), where x and y denote the horizontal and vertical coordinates, respectively. This can be changed to a real matrix, AOK r (x, y) , through absolute operation. Then, AOK r (x, y) is normalized to a gray-scale image, AOK g (x, y) , by
where 'int' represents the round operator and S r max and S r min are respectively the maximum and minimum values in the AOK r (x, y). Based on TFIs, deciding how to classify bearing fault states is a typical problem of pattern recognition. Because there are too many pixels in the TFI, it is necessary to reduce the TFI data dimension to an acceptable size while keeping as much TFI information as possible. The global features of TFI cannot reflect the local details of bearing fault signals. The bearing fault impulses generally concentrate in an inherent frequency band of TFI, unlike the harmonic components in the low frequency band. That is, the time-frequency position of interference components is usually different from those of fault impulses. To get more details about the fault characteristics, the TFI is divided into multiple blocks according to the frequency band distribution, as shown in Eq. (3):
where I is the number of TFI segmented blocks and R i (x, y) is the ith frequency band block. Then, the texture extraction is carried out in each block, not in the whole TFI.
III. OPTIMAL SEGMENTATION BASED ON ENTROGRAM
In [23] ,we subjectively partitioned the whole frequency band into uniformly distributed subbands to extract frequency subband textures for the fault diagnosis of a rotor system. For the 37612 VOLUME 7, 2019
rotor system, the texture features of TFI mainly characterize the harmonics distribution, and the corresponding frequency band partition is just to reduce the computation cost of SHTM classification. However, for the rolling bearing, the arbitrary partition in [23] might sacrifice the texture integrity of fault impulses in the TFI, and even introduce some false texture information. It is necessary to find a reasonable method of frequency band partition to keep the texture integrity of fault impulses. Entropy, as a measure of departure from a state of equilibrium, has been used to characterize the repetitive transients localized in some frequency bands [24] . Spectral negentropy [25] , [26] is subsequently applied to filter the vibration signal to extract repetitive transients for the fault diagnosis of rotation machinery. In this framework, the entropy allows the assessment of differences in the formation of content and signal variability averages across frequencies. It enables the comparison of the signal dispersion. Thus, it has potential for the study of frequency band segmentation.
To localize the transients or hidden non-stationarity in the fault bearing signal, the entropy is applied to the real and imaginary parts of STFT and then introduced to the concept of the entrogram. Suppose the STFT of
where M is the number of frequency points, and C = N /L, N is the sampling number of x(t)). Then, the entrogram of a signal x(t) is defined as
is the amplitude spectrum of
C ni , and H sj is the frequency band entropy at frequency f j . Frequency band entropy is defined as the complexity or uncertainty of the signal within a particular frequency band. It is noteworthy that the selected window length and the percent of window overlapping used for the STFT calculation significantly influence the value of entropy. Therefore, to select the optimal window length, the entropy is calculated for several window lengths. The window parameters for which the entropy has its minimum value determine the band-pass filter parameters.
The entrogram is defined as a 2D map representing the values of entropy calculated for various parameters of frequency f and bandwidth f . Let E k,l be the entropy value of the filtered signal issued from the lth filter at the kth decomposition level. Then, the entrogram paving of the f / f plane is represented as a colormap of entropy values.
It is conveniently represented on a plane, where the horizontal axis represents the frequency, the vertical axis represents the number of intervals into which the frequency band is divided, and the third dimension (the color scale) represents the entropy value of the envelop signal for each frequency bandwidth at each center frequency.
In the entrogram, the spectral representation of the bearing signal is partitioned using a bottom-up segment approach. The segmentation process is guided by the minimum entropy criteria. The frequency band with the minimum entropy is taken as the fault characteristic band, and the corresponding number of frequency segments is determined the optimal number for TFI segmentation. This optimal segmentation has the following two advantages: adaptive partitioning of the frequency band without the subjective specification of bandwidth and maximum coverage of characteristic frequency band, improving the quality of texture feature extraction.
IV. TEXTURE FEATURE EXTRACTION
Because of the non-stationary nature of the faulty bearing's vibration, the conventional time or frequency domain features based on statistical analysis have difficulty representing the fault states of the bearing, especially in a noisy environment. Texture feature can steadily describe the spatial changes in color, gradation or fine structure, and shape of the image with favorable rotation invariance and anti-interference capability [27] , [28] .
Because impulses are fault-related, different rolling bearing faults generate different vibration responses, thus affecting the 'color' and 'texture' of the corresponding TFI, which further influences both the interclass and intra class distances in the texture feature space. The fault impulses generate a vertical texture assimilation with a longitudinal structure in the high frequency band, and the harmonics produce a transverse filament and horizontal texture assimilation in the low frequency band.
Given the TFI texture of fault impulses, it is reasonable to extract texture feature using a gray level co-occurrence matrix (GLCM); the GLCM can exploit the high intensity similarities representing the available high redundancy and robustness to random noise. The GLCM uses the gray level spatial correlation, first to construct a co-occurrence matrix based on the direction and distance between image pixels, and then to extract meaningful statistical data from the co-occurrence matrix as the image texture feature [29] .
Let the coordinates of a pixel in an image be (x, y) and its gray value be i(f (x, y) = i), where i is the gray value of one sampled pixel. Another pixel's coordinate is then (x + x , y + y ), and its gray value is j (the gray value of another sampled pixel); i.e. f x + x , y + y = j, where x and y represent horizontal and vertical pixel distance deviations, respectively. The GLCM expressed as P(i, j/d, θ) is a two-dimensional matrix with the same size as the number of grey levels in an image, where d is the distance between the sampled pixel pair, i.e., the generating step value of VOLUME 7, 2019 the GLCM, θ is the angle of the sampled pixel pair, and '/' denotes a condition. Setting d and θ as certain values, we can compute P(i, j/d, θ). The P value of the GLCM represents the number of pixel pairs (base pixel and neighbor pixel) with gray value level (i, j) for a specified space d and direction θ in the image. The value of d is determined to be 1 by the method of minimum entropy value for TFI [30] . The final GLCM is chosen as the mean value of the four GLCMs deduced for 0 • , 45
• , 90
• , and135
• angle values.
where D is a normalized constant which is the sum of all 
(2) Inverse difference moment (IDM), written as
(3) Contrast (CON) reflecting the clear degree of image texture is represented as Eq. (8) . Note that rough texture has small inertia and fine texture has large inertia.
(4) Correlation (COR) used to describe the degree of matrix similarity between the row element and column elements is shown as
where µ x , µ y , and σ x , σ y are the mean values and standard
(5) Sum of squares: variance (VAR) is written as
where µ is the mean value of p(i, j). (6) Entropy (in Eq.11) shows the clutter degree of the image texture. The higher the image texture consistency, the greater the entropy; otherwise, the higher the image texture disorder, the smaller the entropy.
V. LINEAR SHTM FOR CLASSIFICATION
The support tensor machine (STM) is used for tensor classification, based on the SVM and tensor rank-order decomposition. STM results in convex optimization and fits into the primal-dual framework underlying SVM-like algorithms. Given m training data points X 1 , X 2 , · · · , X M in the tensor space R I 1 ×I 2 ×···×I N associated with the corresponding class labels y 1 , y 2 , · · · , y m ∈ {−1, 1} M m=1 , the STM for binary classification is just to predict the class label of testing sample X . Like the SVM, the STM involves the inner product computation of tensors. To obtain more compact and meaningful representations of the tensor objects, especially in the higher-order tensors, the rank-one decomposition based on the alternating least squares [31] is used to assist the inner product computation of tensors. Let the rank-one decomposition of X i and X j be
ir and
jr , respectively; then, the inner product of X i and X j is calculated as
Based on Eq.(12), the linear SHTM can be transformed into the following optimization problem:
where α m are Lagrange multipliers, and C is the trade-off between the classification margin and misclassification error. For each new testing sample X , the linear SHTM aims to find the decision function f (X ) and uses the multilinear function to determine the class label of X .
where x (n) mp and x (n) q are the elements of the rank-one decomposition of X m and X, respectively.
For an L-class classification problem in fault diagnosis, L(L-2)/2 binary classification SHTM models need to be constructed, with each one trained on data points from two classes. Once the one-against-one SHTM models have been solved, the class label of tested sample X can be predicted by applying a majority voting strategy; i.e., the vote counting takes into account the outputs of all binary classifiers. If X belongs to the ith class, then the ith class gets one vote; otherwise, the jth class gets one vote. X is labeled as the class with maximum number of votes [18] . 
VI. PROPOSED METHOD
Given the big difference between the textures in high and low frequency bands, if the texture features are calculated from the whole TFI, some detailed information about the bearing fault will be lost. So the texture features must be extracted from the individual block of the TFI after the optimal segmentation is obtained from the entrogram. The tensor is used to describe the relationships between the texture features from different TFI blocks and classified by linear SHTM. The proposed method is shown in Fig.1 .
Step 1: Collect the vibration signal of the bearing in the normal and fault states. Step 6: Construct the tensor based on the sequence of frequency band blocks. The texture feature vectors are reconstructed to be synthetic feature tensors:
Step 7: Normalize M I ×J to obtain the feature tensorM I ×J . Given the spatial distribution characteristics of frequency components, the absolute value of the texture feature cannot effectively reflect the difference j ; then the normalized feature tensorM I ×J is obtained.
Step 8: Apply the alternating least squares method to conduct the tensor rank-one decompositions for all the tensor samples and calculate the inner products between any two tensor samplesM i andM j .
Step 9: Determine the class label for test sampleM according to the one-against-one SHTM in Eq. (12)- (15). M is labeled as the class with the maximum number of votes from f (M), the outputs of all binary classifiers.
VII. EXPERIMENTS
To verify the effectiveness of the proposed method, we used it to analyze bearing fault data from the Bearing Data Center of Case Western Reserve University. A detailed description of the test rig can be found in [32] . We chose a 3 hp motor, with rotation speed 1725 rpm; the bearing of interest, SKF 6205, is at the drive end. The procedure is the following: First, single point faults are introduced into the test bearings using electro-discharge machining with fault diameters of 7, 14, 21 mil (1mil = 0.001 in), in the inner race, ball, and outer race. Considering different types and severity of bearing faults, there are 10 health states. The data corresponding to each bearing fault are equally divided into two parts: one for reference data and other for test data. For each bearing fault, the reference data and test data are also partitioned into equal fragments of time duration 0.08s. There are 1000 vibration records for ten bearing training states, or about 100 samples for each state. After time-frequency analysis, we obtain about 100 TFIs for each state.
To begin with, we perform AOK time-frequency transform on every sample. Fig.2 depicts the AOK-TFR of the bearing vibration signal in the different states. For small size damage, the impulses are not obvious in the corresponding TFI. Although there are some differences between the TFIs of different fault states, it is difficult to accurately identify the bearing faults using only the TFIs, especially for the rolling ball fault and inner race fault. When the rolling ball passes across the damaged site on the bearing surface, the impact between the passing ball and the damaged site triggers a system impulse response. For the bearing faults of the same type but with different severity, the corresponding transient impulses have a similar waveform shape but different strength.
Three vibration signals are respectively selected from the inner race, rolling ball, and outer race fault sample sets. Their corresponding entrograms are calculated according to Section 3 and shown in Fig.3 . In this figure, the minimum entropy for the three types of bearing faults occurs in the 3.6 th decomposition layer, indicating that the optimal segmentation number is six.
If the TFI is partitioned into six blocks, the impulse can be relatively concentrated in one frequency band. Accordingly, each TFI is partitioned into six blocks (R i (x, y), i = 1, 2, · · · 6), with equal frequency band 1kHz. The GLCM of R i is calculated, on the basis of which the texture features in Eq. (6)- (11) 
To make a fair comparison of the texture features of each frequency segment, the column vectors of M are normalized. The texture feature tensors of 10 bearing states are mapped onto the color lattices, as shown in Fig. 4-6 . These three figures show clear differences between the feature tensors of the different fault types, suggesting that the feature tensors can effectively reflect the fault states of a rolling bearing. Their good aggregation and separability help identify the bearing fault states. The feature tensors extracted from the training samples are used to train the linear SHTM model, based on which the fault state of the tested rolling bearing is identified automatically. The recognition rate of the trained SHTM reaches 96.38%. To verify the effectiveness of optimal segmentation, the classification results for the six blocks are compared with those for different TFI segmentations, as shown in Fig.7 . As this figure shows, the recognition rate increases monotonically with an increase in the number of training samples. At the same time, the rate is positively related to the number of segments. Certainly, the more segments there are, the greater the computation cost. It can be observed from Fig.7 that the recognition rate for six segments is higher than for other numbers of segments. In other words, the optimal segmentation of TFI improves the classification rate, especially in small samples.
To investigate the robustness of the selection of the timefrequency transform, we compare the recognition accuracy based on STFT, S transform (S-T), continuous wavelet transform (CWT), and AOK-TFR (Table1). To further evaluate the performance of the proposed method, we use the same training and test samples to carry out the identification test with the SVM and BP neural network. For the SVM and BP with multiple frequency segments, the input feature vectors are constructed by stacking the texture features of each segment. A comprehensive comparison of recognition performance is displayed in Table1. It is clear that the tensorbased SHTM performs better than the vector-based BP and SVM. The recognition rate of tensor-based SHTM reaches 96.38% when using the AOK-TFR. It is also always higher than 92%, when the different TFRs are used. The average recognition rate of the vector-based classifier ranges from 78.70% to 93.36%. Furthermore, for the vector-based classifiers, the recognition rates obtained by the different TFRs are quite different. However, for the tensor-based SHTM, the difference when six frequency segments are used is only 0.4%.
From Table1, we can conclude that the tensor-based SHTM can obtain a higher recognition rate and has better robustness to the selection of TFR than conventional vector-based classifiers. Therefore, it is much more appealing to use a feature tensor than a feature vector in the TFI classification of fault diagnosis, as it makes full use of construction information in the TFI and the differences between the frequency band textures. It is noteworthy that the proposed method is, to a certain extent, robust to the selection of TFR and noise interference, but not absolutely. So, the selected TFR should display the texture features of fault impulses; in fact, this is the prerequisite of the proposed method. If the noise embodied in the vibration signal is strong enough to completely cover the fault impulses in the TF distribution, the extracted texture features will mainly come from the noise. In this condition, the proposed method will lose its effectiveness. 
VIII. CONCLUSIONS
This paper develops a novel method for bearing fault state identification based on the linear SHTM using the subband TFT texture tensor. The proposed method innovatively adopts the texture tensor representation of subband TFI and makes full use of the abundant information of TFI without the 'curse of dimensionality' problem. To keep the integrity of fault impulses and avoid the feature information distortion caused by over-decomposition following arbitrary frequency band partition, the entrogram is used to find the optimal TFI segmentation. The linear SHTM is innovatively introduced to the field of mechanical fault diagnosis; it achieves a higher recognition rate than a conventional feature vectorbased classifier, especially for small samples. Our experimental results confirm the effectiveness of the proposed method and suggest its potential for application in bearing fault pattern representation and classification. 
