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Abstract
We consider a nonparametric regression setup, where the covari-
ate is a random element in a complete separable metric space, and the
parameter of interest associated with the conditional distribution of
the response lies in a separable Banach space. We derive the optimum
convergence rate for the kernel estimate of the parameter in this setup.
The small ball probability in the covariate space plays a critical role in
determining the asymptotic variance of kernel estimates. Unlike the
case of finite dimensional covariates, we show that the asymptotic or-
ders of the bias and the variance of the estimate achieving the optimum
convergence rate may be different for infinite dimensional covariates.
Also, the bandwidth, which balances the bias and the variance, may
lead to an estimate with suboptimal mean square error for infinite
dimensional covariates. We describe a data-driven adaptive choice of
the bandwidth, and derive the asymptotic behavior of the adaptive
estimate.
Keywords: Adaptive estimate, Bias variance decomposition, Gaus-
sian process, Maximum likelihood regression, Mean square error, Op-
timal bandwidth, Small ball probability, t process
1 Introduction
Suppose that we have a nonparametric regression problem, where the covari-
ate X is a random element in a complete separable metric space, and the
response Y lies in some arbitrary measure space. Our parameter of interest,
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which is denoted as Θ(x), is a parameter associated with the conditional dis-
tribution of Y given X = x. Let (X1,Y1), . . . , (Xn,Yn) be a sample of i.i.d.
observations from the joint distribution of (X,Y), and our objective is to esti-
mate Θ(x) based on this sample. In the particular case, where the response Y
is a real random variable, the covariate space is the q-dimensional Euclidean
space Rq and Θ(x) = E[Y |X = x], Stone (1980) proved that the optimal
convergence rate of a nonparametric estimate Θ̂n(x) of Θ(x) is n
−(β/(2β+q)).
Here, β is a positive constant such that |Θ(z) − Θ(x)| = O(‖z − x‖β) as
z −→ x, with ‖ · ‖ being the Euclidean norm in Rq. The optimum achievable
convergence rate for nonparametric regression with finite dimensional co-
variate was further investigated in Stone (1982), Ibragimov and Has´minskii
(1980), Yatracos (1988), Donoho and Liu (1991a,b), etc. However, when the
dimension of the covariate space is infinite, the expressions of the optimum
rate of convergence derived by these authors are no longer valid.
Recently nonparametric regression with functional covariates has been
studied in Masry (2005), Ferraty et al. (2007), Rachdi and Vieu (2007),
etc. These authors investigated nonparametric estimation of the conditional
mean when the covariate is functional, and the response is real-valued. They
investigated the consistency and the asymptotic normality of kernel estimates
as well as data-driven selection of the bandwidth. In Ferraty et al. (2012)
and Lian (2012), the problem of nonparametric regression when both the
response and the covariate are functions is investigated, where the parameter
of interest is the conditional mean of the response given the covariate. In
Ferraty et al. (2012), asymptotic normality of the estimate of the conditional
mean is derived and a bootstrap implementation is described. In Lian (2012),
an upper bound of the convergence rate of the estimate of the conditional
mean is established.
The problem of optimum convergence rate of a nonparametric regression
estimate was explored in Mas (2012) and Chagny and Roche (2014) when the
covariate is infinite dimensional. In Mas (2012), the usual mean regression
problem with a real-valued response was considered, and a lower bound for
the rate of convergence of the minimax risk was established (see Theorem 3
in Mas (2012)). In Chagny and Roche (2014), the optimum convergence rate
was derived for the estimate of the conditional distribution function of a real-
valued response given an infinite dimensional covariate. In both these cases,
the methodology developed is restricted to the conditional mean of some
real-valued response, and cannot be applied when the response is infinite
dimensional, or the parameter of interest is not the conditional mean.
In most of the existing literature on nonparametric regression with func-
tional data, the authors considered real or multivariate responses and func-
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tional covariates. However, regression problems, where the response itself
may be infinite dimensional in nature, are also common. Authors who inves-
tigated regression with functional responses and covariates, like Ferraty et al.
(2012) and Lian (2012), considered the conditional mean as their parameter
of interest. But, one may also be interested in various parameters of the con-
ditional distribution of the response other than the conditional mean, like the
conditional variance and covariance, the conditional coefficient of variation,
the conditional correlation, etc. In our study, the parameter of interest Θ(x)
lies in some separable Banach space, and it covers a large class of parameters
of interest including those stated above. We shall investigate the convergence
rate of a large class of kernel estimates in this setup and derive the optimal
convergence rate.
In Section 2, our regression setup and the kernel estimates are described
in detail. In Section 3, we discuss an asymptotic bias–variance decomposition
of our kernel estimate, and study the asymptotic behavior of the bias and the
variance terms. We show that the asymptotic behavior of the variance term
critically depends on the small ball probability in the covariate space. The
main convergence results for the estimate Θ̂n(x) are presented in Section 4.
A data-driven method of bandwidth selection along with the asymptotic be-
havior of the adaptive estimate is presented in Section 5. In the same section,
we demonstrate the adaptive estimates in simulated datasets from several re-
gression models. Section 6 contains concluding remarks and discussion. The
proofs and related mathematical details are provided in Section 7.
2 Kernel estimates
We assume that the covariate X is a random element in some complete sep-
arable metric space (C, d) with d being the metric, and the response Y is
a random element in some measurable space R equipped with some appro-
priate σ-field and probability measure. Denote the conditional probability
measure of Y given X = x as µ(· |x). We want to estimate a parameter Θ(x)
associated with µ(· |x) for a fixed x ∈ C. We employ the nonparametric ker-
nel regression method developed by Nadaraya (1964) and Watson (1964).
Let K(·) be a suitable kernel function with associated bandwidth h > 0. To
estimate Θ(x), we first construct the weighted empirical probability measure
µn(· |x) that assigns probability mass
Wi,n =
K(h−1d(x,Xi))∑n
i=1K(h
−1d(x,Xi))
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to the data point Yi for i = 1, . . . , n. The kernel estimate Θ̂n(x) of Θ(x) is
the corresponding parameter associated with µn(· |x).
We require the concept of a type 2 Banach spaces in our subsequent
discussion. A separable Banach space is called type 2 if there is a positive
constant c such that for any n ≥ 1 and independent zero-mean random
elements Z1, . . . ,Zn in that Banach space with E‖Zi‖2 <∞ for i = 1, . . . , n,
we have E‖Z1 + · · · + Zn‖2 ≤ c(E‖Z1‖2 + · · · + E‖Zn‖2) (Araujo and Gine´,
1980, p. 158). Also, a Banach space is said to have a Schauder basis {en} if
for every element v in that space, v =
∑∞
n=1 vnen for some sequence of real
numbers {vn}. Separable Hilbert spaces and Lp[a, b] spaces with p ≥ 2 and
−∞ ≤ a < b ≤ ∞ are well-known examples of type 2 Banach spaces with
Schauder bases. Henceforth, I(·) will denote the usual indicator function.
We now discuss some examples. These examples demonstrate the use of
kernel estimates in a diverse class of statistical models. In all our subsequent
discussion, the expectation of a random element in a separable Banach space
is defined in the sense of Bochner (Araujo and Gine´, 1980, p. 100).
Example 1 (Mean regression). : Consider Θ(x) = E[Ψ(Y) |X = x] ∈ B,
where B is a type 2 Banach space, and Ψ(·) is a function from R to B. The
estimate Θ̂n(x) of Θ(x) is
Θ̂n(x) =
∑n
i=1 Ψ(Yi)K(h
−1d(x,Xi))∑n
i=1K(h
−1d(x,Xi))
.
Some examples of Ψ(·) and the resulting Θ(x) are the following. Let
Y ∈ R, and Ψ(Y) = I(Y ≤ y), where y ∈ R. Then, Θ(x) is the conditional
distribution of Y given X = x at y (see Ferraty et al. (2006), Chagny and
Roche (2014), etc.). Alternatively, if Ψ(Y) = Yr, Θ(x) is the conditional
rth moment of Y given X = x. Next, let Y be a random vector in Rq. For
u,v ∈ Rq with u = [u1, . . . , uq] and v = [v1, . . . , vq], let u ≤ v denote ui ≤ vi
for i = 1, . . . , q. Then, for Ψ(Y) = I(Y ≤ y), where y ∈ Rq, Θ(x) becomes
the conditional multivariate distribution of Y at y given X = x. When
Y is a univariate or multivariate random variable, the choice Ψ(Y) = Y
corresponds to the conditional mean of a univariate or multivariate response
given X = x (see, e.g., Ferraty and Vieu (2006), Ferraty et al. (2007), etc.).
Similarly, whenY ∈ B and B is a separable Hilbert space, the choices Ψ(Y) =
Y and Ψ(Y) = Y ⊗ Y (the outer product of Y with itself) correspond to
the conditional mean and the second conditional moment of Y given X = x,
respectively (see Ferraty et al. (2012)). Note that when B = Rq, Y ⊗ Y
becomes the q × q matrix YYt.
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Example 2 (Functions of conditional mean). : Let B1,B2 be two sep-
arable Banach spaces, U be an open subset of B1, and Ψ(·) : R −→ B1
be such that E[Ψ(Y) |X = x] ∈ U . For Γ(·) : U −→ B2, we consider
Θ(x) = Γ(E[Ψ(Y) |X = x]). Here, the kernel regression estimate Θ̂n(x) is
Θ̂n(x) = Γ
(∑n
i=1 Ψ(Yi)K(h
−1d(x,Xi))∑n
i=1K(h
−1d(x,Xi))
)
.
As a special case, let Y be a real random variable. Let Ψ(Y) = (Y2,Y)
and U = {(u, v) ∈ R2 |u > v2, v > 0}. Let Γ(·) : U −→ R be defined by
Γ(u, v) = v−1
√
u− v2. Then, Θ(x) = Γ(E[Ψ(Y) |X = x]) is the conditional
coefficient of variation of Y given X = x (see, e.g., Dette and Wieczorek
(2009), Dette et al. (2012)).
As another special case, let Y = (Y1, Y2) be a bivariate random variable.
Let Ψ(Y) = Ψ(Y1, Y2) = (Y1Y2, Y1, Y2, Y
2
1 , Y
2
2 ) and U = {(s, t, u, v, w) ∈
R5 | v > t2, w > u2}. Let Γ(·) : U −→ R be defined by
Γ(s, t, u, v, w) =
s− tu√
v − t2√w − u2 .
Then, Θ(x) = Γ(E[Ψ(Y) |X = x]) is the conditional correlation coefficient
of Y1 and Y2 given X = x (see, e.g., Klemela¨ (2014, p. 13)).
As the third special case, let the response space R be a separable Hilbert
space, and B2 denote the space of Hilbert–Schmidt operators on R. Note
that B2 is a Hilbert space (Bhatia, 2009, p. 195). Also, the space of finite
rank operators is dense in the space of Hilbert–Schmidt operators (Bhatia,
2009, p. 196), and the space of finite rank operators on a separable Hilbert
space is itself separable. Consequently, B2 is a separable Hilbert space. Set
B1 = B2×R. Define Ψ(Y) = (Y⊗Y,Y), U = B1 and Γ(u,v) = u− v⊗ v.
Then, Θ(x) = COV[Y |X = x], which is the conditional covariance operator
of Y given X = x (see, e.g., Ferraty et al. (2012)). Note that when Y
is real random variable, this choice of Ψ(Y) and Γ(·, ·) corresponds to the
conditional variance of Y given X = x.
Example 3 (Maximum likelihood regression). : Nonparametric estima-
tion in a likelihood based regression problem with finite dimensional covariate
was investigated in Staniswalis (1989), Chaudhuri and Dewanji (1995) and
Aerts and Claeskens (1997). Let the covariate X and the response Y be
random elements in the complete separable metric spaces C and R, respec-
tively. Suppose Y given X has a conditional density with respect to some
sigma-finite measure in R, and it is given by f(· |Θ(x)) for X = x, where
Θ(·) : C −→ Rq. We assume that the form of the function f(· | ·) is known,
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but Θ(·) is unknown. We are interested in estimating Θ(x) using maximum
weighted likelihood procedure, where x ∈ C is fixed. The kernel estimate
Θ̂n(x) of Θ(x) is given by
Θ̂n(x) = arg max
t∈Rq
n∏
i=1
[f(Yi | t)]Wi,n(x), where Wi,n(x) = K(h
−1d(x,Xi))∑n
i=1K(h
−1d(x,Xi))
.
(2.1)
So, when f(y | t) is a differentiable function of t ∈ Rq, Θ̂n(x) is the solution
(in t) of the likelihood equation
n∑
i=1
[∇(log f(Yi | t))]Wi,n(x) = 0. (2.2)
Here ∇ denotes the gradient vector of first partial derivatives with respect
to t.
It is well known that when the covariate X is finite dimensional, say
X ∈ Rq, and X has a continuous positive density at x, one needs to have a
sequence of bandwidths {hn} such that hn −→ 0 and nhqn −→∞ as n −→∞
to ensure the consistency of the kernel regression estimate Θ̂n(x) (see, e.g.,
chapter 3 in Hardle (1990)). To deal with covariates, which are not necessar-
ily finite dimensional, define φ(z, h) = P[d(z,X) ≤ h]. The function φ(z, h)
is known as the small ball probability function, and it plays an important
role in the asymptotic properties of nonparametric regression estimates. We
make the following assumptions on the kernel and the sequence of band-
widths, which are required to establish the consistency of the estimates and
derive their convergence rates.
A(i) The kernel K(·) is supported on [0, 1] with K(u) being bounded and
bounded away from 0 for 0 ≤ u ≤ 1, i.e., there are constants 0 < l ≤ L
such that l ≤ K(u) ≤ L for all 0 ≤ u ≤ 1.
A(ii) The bandwidth hn −→ 0, and nφ(x, hn) −→∞ as n −→∞.
The choice of the kernel K(·) described in assumption A(i) is equivalent to
the type I kernel described in Ferraty and Vieu (2006, p. 42). This is a pop-
ular choice of kernel in the literature on nonparametric regression involving
functional covariates (see, e.g., Ferraty et al. (2006), Burba et al. (2009),
Chagny and Roche (2014, 2016), etc.). Note that for X ∈ Rq having a con-
tinuous positive density at x, the condition nφ(x, hn) −→ ∞ as n −→ ∞
in assumption A(ii) is equivalent to nhqn −→ ∞ as n −→ ∞. Assumption
A(ii) is required to ensure the consistency of the kernel estimates involving
an infinite dimensional covariate, and is also used in earlier works (see, e.g.,
Ferraty et al. (2007)).
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3 Bias-variance decomposition
Let B be a separable type 2 Banach space with a Schauder basis, and Θ(·) :
C −→ B. For x ∈ C, we consider the class of kernel regression estimates,
which satisfy
Θ̂n(x)−Θ(x) = Bn(x) + Vn(x) +Rn(x), (3.1)
where
Bn(x) = Lx
(∑n
i=1 F (Xi)K(h
−1
n d(x,Xi))∑n
i=1K(h
−1
n d(x,Xi))
− F (x)
)
, (3.2)
Vn(x) = Lx
(∑n
i=1[G(Yi)− E[G(Yi) |Xi]]K(h−1n d(x,Xi))∑n
i=1K(h
−1
n d(x,Xi))
)
. (3.3)
Here, F (·) : C −→ G, G(·) : R −→ G, Lx(·) : G −→ B and G is a separable
Banach space. Lx(·) is a continuous linear map. The functions F (·), G(·) and
the remainder term Rn(x) are assumed to satisfy the following conditions.
B(i) Let β > 0 be a constant. Then, F (·) ∈ F(x, β,G). Here, F(x, β,G) is
a class of functions F (·) : C −→ G such that for some constant bF > 0,
‖F (z)− F (x)‖ ≤ bFd(x, z)β for all z lying in a neighborhood of x.
B(ii) G(·) is such that for some ν > 2, E[‖G(Y)−E[G(Y) |X = z]‖ν |X = z]
is uniformly bounded for z lying in a neighborhood of x.
B(iii) Rn(x) = oP(δn) as n −→∞, where δn = max
{
hβn,
[
nφ(x, hn)
]−1/2}
.
Note that E[Vn(x) |X1, . . . ,Xn] = 0. We can view Bn(x) as the bias term
and Vn(x) as the variance term in kernel regression. Note that condition B(i)
is related to the smoothness of the regression function. Condition B(ii) im-
poses a bound on the variability of the residual of the regression. Condition
B(iii) essentially states that the remainder term in our bias–variance decom-
position is asymptotically negligible. We shall now verify the validity of the
above bias–variance decomposition in Examples 1, 2 and 3 in Section 2.
Example 1 (continued). Recall Example 1 considered in Section 2. We
can set
Bn(x) =
∑n
i=1 E[Ψ(Yi) |Xi]K(h−1n d(x,Xi))∑n
i=1K(h
−1
n d(x,Xi))
− E[Ψ(Y) |X = x],
Vn(x) =
∑n
i=1[Ψ(Yi)− E[Ψ(Yi) |Xi]]K(h−1n d(x,Xi))∑n
i=1K(h
−1
n d(x,Xi))
,
and Rn(x) = 0.
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Then, setting G(Y) = Ψ(Y), F (X) = E[Ψ(Y) |X] and Lx(·) to be the iden-
tity map on B, (3.1) holds for any kernel satisfying A(i) and any sequence of
bandwidths {hn} satisfying A(ii). Here, condition B(iii) is trivially satisfied.
Note that in this case, F (z) = Θ(z), and so condition B(i) is satisfied when
Θ(z) is Holder continuous at x with exponent β, and the class F(x, β,B) can
be taken as the class of all Holder continuous functions at x. Condition B(ii)
is satisfied when for some ν > 2, E[‖Ψ(Y)−E[Ψ(Y) |X = z]‖ν |X = z] is uni-
formly bounded for z lying in a neighborhood of x. In particular, B(ii) holds
for the location-scale type model Ψ(Y) = l(X)+s(X)U, where l(·) : C −→ B
and s(·) : C −→ (0,∞) are continuous functions, and U is a zero-mean ran-
dom element in B, which is independent of X with E[‖U‖ν ] < ∞ for some
ν > 2.
Example 2 (continued). Consider again the class of estimators described
in Example 2. The following proposition asserts that the bias–variance de-
composition (3.1) holds for those estimators.
Theorem 1. In Example 2 considered in Section 2, let B2 be a type 2 Banach
space. Let the kernel function K(·) satisfy A(i) and the bandwidths {hn}
satisfy A(ii). Assume that Γ(·) is Fre´chet differentiable with derivative Γ′(·).
Let Lx(·) = Γ′ (E[Ψ(Y) |X = x]) (·), G(Y) = Ψ(Y), F (z) = E[G(Y) |X =
z], and conditions B(i) and B(ii) hold. Then, B(iii) is also satisfied, and
consequently the bias–variance decomposition in (3.1) holds.
Note that in all the specific cases discussed in Example 2, namely, the
coefficient of variation, the correlation coefficient and the covariance operator,
the function Γ(·) satisfies the differentiability condition stated in Theorem 1,
and its derivative can be computed in a straight forward way.
When Y is a real-valued random variable and Θ(x) is the conditional
coefficient of variation of Y given X = x as mentioned in Example 2, the
assumption B(i) is satisfied if E[Y2 |X = z] and E[Y |X = z] are both Holder
continuous at x with exponent β. Further, the assumption B(ii) is satisfied if
E[Y4+α |X = z] is uniformly bounded for z lying in a neighborhood of x for
some α > 0. Note that conditions E[Y |X = x] > 0 and V[Y |X = x] > 0
ensure that E[Ψ(Y) |X = x] lies in the domain of Γ(·).
When Y = (Y1, Y2) is a bivariate random variable, and Θ(x) is the con-
ditional correlation between Y1 and Y2 given X = x as mentioned in Exam-
ple 2, assumption B(i) is satisfied if each of E[Y1Y2 |X = z], E[Y1 |X = z],
E[Y2 |X = z], E[Y 21 |X = z] and E[Y 22 |X = z] is Holder continuous at x
with exponent β. Assumption B(ii) is satisfied if E[‖Y‖4+α |X = z] is uni-
formly bounded for z lying in a neighborhood of x for some α > 0. Further,
V[Y1 |X = x],V[Y2 |X = x] > 0 ensure that E[Ψ(Y) |X = x] lies in the
domain of Γ(·).
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One can verify that when Θ(x) is the conditional covariance of Y given
X = x, assumption B(i) is satisfied if E[Y ⊗ Y |X = z] and E[Y |X = z]
are both Holder continuous at x with exponent β. Assumption B(ii) holds if
E[‖Y‖4+α |X = z] is uniformly bounded for z lying in a neighborhood of x
for some α > 0.
Example 3 (continued). In the case of Example 3 considered in Section 2,
define g(y | t) = log f(y | t), where t ∈ Rq. Let T be an open ball in Rq
containing the range of Θ(·). We now assume some Cramer-type regular-
ity conditions on the log-likelihood g(y | t) that are required for asymptotic
analysis of weighted maximum likelihood estimates (see, e.g., Chaudhuri and
Dewanji (1995)). The support of f(y | t) is assumed to be same for all t ∈ T ,
and g(y | t) is assumed to be thrice continuously differentiable with respect
to t for t ∈ T . Denote the Hessian matrix of all second order partial deriva-
tives of g(y | t) with respect to t as ∆2(g(y | t)), and the array of all third
order partial derivatives of g(y | t) with respect to t as ∆3(g(y | t)). De-
fine I(Θ(z)) = −E[∆2(g(Y |Θ(z))) |X = z], and assume that I(Θ(z)) is
finite, positive definite and continuous for z lying in a neighborhood of x.
Also, assume that for t ∈ T , there exist two nonnegative random variables
D1(Y | t) and D2(Y | t) such that E[D1(Y | t)]2 < ∞, E[D2(Y | t)] < ∞,
and ‖∆2(g(Y | s))‖ ≤ D1(Y | t), ‖∆3(g(Y | s))‖ ≤ D2(Y | t) for any s in
some neighborhood of t contained in T .
In the next proposition, we see that the decomposition (3.1) along with
conditions B(i)–B(iii) is satisfied for the weighted maximum likelihood esti-
mate Θ̂n(x) defined in (2.1).
Theorem 2. In Example 3 considered in Section 2, assume that Θ(·) ∈
F(x, β,Rq) for some β > 0, where F(x, β,Rq) is as defined in B(i). Let
the kernel function K(·) satisfy A(i) and the bandwidths {hn} satisfy A(ii).
Then, under the Cramer type regularity conditions stated above, the decom-
position (3.1) along with conditions B(i)–B(iii) will hold for Θ̂n(x) in (2.1)
if we choose Lx(·) = [I(Θ(x))]−1(·), G(Y) = ∇g(Y |Θ(X)) and F (X) =
I(Θ(x))(Θ(X)), where g(y | t) = log f(y | t).
3.1 Asymptotic behavior of the bias and the variance
In this subsection, the orders of convergence of the bias term Bn(x) and the
variance term Vn(x) in (3.1) are investigated. It follows from assumptions
A(ii) and B(i) that ‖Bn(x)‖ ≤ ‖Lx‖bFhβn for all sufficiently large n. So, for
all choices of bandwidths {hn} with hn −→ 0+ as n −→∞,
E
[‖Bn(x)‖2] ≤ (‖Lx‖bF )2h2βn (3.4)
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for all sufficiently large n. The inequality (3.4) leads to an upper bound of
the rate of convergence of the bias term, and it will be used later to study
the asymptotic properties of the estimate Θ̂n(x).
We next discuss the asymptotic behavior of the variance term Vn(x). We
derive an upper bound of the convergence rate of E[‖Vn(x)‖2] in the theorem
below.
Theorem 3. Under A(i), A(ii) and B(ii), nφ(x, hn)E[‖Vn(x)‖2] = O(1) as
n −→∞.
The following condition is needed to derive the asymptotic distribution
of Vn(x).
B(iv) B is a separable Hilbert space, and G(·) in (3.3) is such that the co-
variance operator D(·, · | z) : B × B −→ R defined by D(u,v | z) =
E[〈u,Lx(G(Y)−E[G(Y) |X = z])〉〈v,Lx(G(Y)−E[G(Y) |X = z])〉 |X =
z], where u,v ∈ B, converges to D(·, · | x) in the trace norm as z −→ x,
and D(·, · | x) is a bounded positive definite operator.
Condition B(iv) is related to the smoothness of the conditional distribu-
tion of the residual in the regression given the covariate, and it holds in
many common models. For example, consider the location-scale type model
Lx(G(Y)) = l(X) + s(X)U, where l(·) : C −→ B and s(·) : C −→ (0,∞) are
continuous functions, and U is a zero-mean random element in B, which is
independent of X, having a bounded positive definite covariance operator.
From assumption A(i), it follows that ljφ(x, h) ≤ E [Kj(h−1d(x,X))] ≤
Ljφ(x, h) for any positive integer j and any bandwidth h > 0. Define
E(j)n (x) = [φ(x, hn)]
−1 E
[
Kj(h−1n d(x,X))
]
(3.5)
for all positive integer j. Note that
0 < L−1l ≤ [E(2)n (x)]−1/2E(1)n (x) ≤ l−1L <∞ (3.6)
for all n. In the next theorem, we establish the asymptotic Gaussianity of
Vn(x).
Theorem 4. Let the kernel function K(·) satisfy A(i), and the sequence of
bandwidths {hn} satisfy A(ii). Then, under conditions B(ii) and B(iv),
[nφ(x, hn)]
1/2 [E(2)n (x)]−1/2E(1)n (x)Vn(x) −→W
in distribution as n −→ ∞, where W is a zero mean Gaussian random
element in B with covariance operator D(·, · |x).
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Recall that Rn(x) = 0 for the mean-type regression problems described
in Example 1. So, for these class of regression problems, from Theorem 4
and (3.1) we get that
[nφ(x, hn)]
1/2 [E(2)n (x)]−1/2E(1)n (x) [Θ̂n(x)−Θ(x)−Bn(x)] −→W
in distribution as n −→∞. Define
en[G(Y) |x] =
∑n
i=1G(Yi)K(h
−1
n d(x,Xi))∑n
i=1K(h
−1
n d(x,Xi))
.
The covariance operator D(·, · |x) of W may be estimated by
D̂n(u,v |x)
=
∑n
i=1 [〈u,Lx(G(Yi)− en[G(Y) |x])〉 〈v,Lx(G(Yi)− en[G(Y) |x])〉]K
(
d(x,Xi)
hn
)
∑n
i=1K
(
d(x,Xi)
hn
) .
The function φ(x, h) plays a central role in determining the convergence
rate and the asymptotic distribution of Vn(x), and we discuss it in detail in
the next subsection.
3.2 The small ball probability function
When the covariate X is finite dimensional, say X ∈ Rq, and it has a contin-
uous positive density at x, it follows that φ(x, h) ∼ hq as h −→ 0+. But if
X is a random element in an infinite dimensional space, getting the asymp-
totic order of φ(x, h) as h −→ 0+ is much more difficult, and the available
results in this area are mostly for the case where X is a Gaussian process
(see, e.g., Lifshits (2013)). In the literature, the popular approach has been
to first derive the limiting behavior of log φ(0, h) as h −→ 0+, when X is
a Gaussian random element centered at 0. Then, one makes a connection
between φ(x, h) and φ(0, h) for suitable x and sufficiently small h.
The asymptotic behavior of log φ(0, h) was investigated in Li (2001) for
real-valued centered Gaussian Markov processes on [0, 1] under the Lp-norm,
where 1 ≤ p ≤ ∞. It was shown there that in such a case, h2 log φ(0, h) −→
−c1 as h −→ 0+, where c1 > 0 is a constant depending on p. For X be-
ing a fractional Brownian motion on [0, 1] with Hurst index γ ∈ (0, 1), it
was shown in Theorem 4.6 in Li and Shao (2001) that under the L∞-norm,
−c2h−1/γ ≤ log φ(0, h) ≤ −c3h−1/γ for all 0 < h ≤ 1. Here, c2 and c3 are
positive constants depending on γ. For X being an integrated fractional
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Brownian motion with Hurst index γ ∈ (0, 1), it was established in Theo-
rem 4.10 of Li and Shao (2001) that under the L∞-norm, −c4h−1/(1+γ) ≤
log φ(0, h) ≤ −c5h−1/(1+γ) for all 0 < h ≤ 1, where c4 and c5 are positive
constants depending on γ.
For the Le´vy fractional Brownian motion on [0, 1]q with Hurst index γ ∈
(0, 1), it was proved in Theorem 5.1 in Li and Shao (2001) that under the
L∞-norm, −c6h−q/γ ≤ log φ(0, h) ≤ −c7h−q/γ for all 0 < h ≤ 1. Here, c6
and c7 are positive constants depending on γ and q. For a Brownian sheet
on [0, 1]q, it follows from Theorem 5.3 in Li and Shao (2001) that under the
L2-norm, −c8h−2(log(1/h))(2q−2) ≤ log φ(0, h) ≤ −c9h−2(log(1/h))(2q−2) as
h −→ 0+, where c8, c9 > 0 are constants depending on q. It was shown in
Theorem 5.4 in Li and Shao (2001) that if X is a Brownian sheet on [0, 1]2,
we have −c10h−2(log(1/h))3 ≤ log φ(0, h) ≤ −c11h−2(log(1/h))3 under the
L∞-norm, where c10, c11 > 0 are constants.
3.3 Shifted small ball probability
As we have already mentioned, the asymptotic behavior of log φ(x, h) is de-
rived by establishing some relationship between φ(x, h) and φ(0, h). As de-
scribed in subsection 1.2 in Mas (2012), one can establish a relation between
φ(x, h) and φ(0, h) if the probability measure of X − x is absolutely con-
tinuous with respect to the probability measure of X, and the density of
the measure of X− x with respect to the measure of X is suitably smooth.
This approach is motivated from the Cameron–Martin Theorem describing
the Radon–Nikodym derivative of a Weiner measure translated by x with
respect to the centered Weiner measure, where x is an element of the re-
producing kernel Hilbert space associated with the centered Weiner measure
(see Cameron and Martin (1944)). When X is a centered Gaussian random
element in a separable Banach space, and x is an element of the associated
reproducing kernel Hilbert space, from Theorem 3.1 in Li and Shao (2001)
we get that exp[−(1/2)‖x‖2µ]φ(0, h) ≤ φ(x, h) ≤ φ(0, h) for all h > 0, where
‖ · ‖µ is the norm in the reproducing kernel Hilbert space. But this result
is not very useful for our purpose since the probability of the event that an
infinite dimensional Gaussian random element lies in its reproducing kernel
Hilbert space is zero (see Corollary 7.1 in Lukic´ and Beder (2001)). Fortu-
nately, it follows from Remark 2.2 in Dereich and Lifshits (2005) that when
X is a centered Gaussian random element in a separable Banach space, then
for almost all x, (φ(0, h/2))2 ≤ φ(x, h) ≤ φ(0, h) for all sufficiently small h.
How small h needs to be depends on that particular x. On the other hand, it
follows from Theorem 2.1 in Hoffmann-Jorgensen et al. (1979) that for X be-
ing a centered Gaussian random element in a separable infinite dimensional
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Hilbert space, we have exp[−(1/2)‖x‖2]φ(0, h) ≤ φ(x, h) ≤ φ(0, h) for all
h > 0.
Let X be a centered Gaussian random element in a separable Hilbert
space. The Karhunen–Loeve expansion of X is X =
∑∞
j=1
√
λjZjψj, where
{Zj} is a collection of independent normal random variables with mean 0 and
variance 1, {λj} is the sequence of decreasing eigenvalues of the covariance
operator of X, and {ψj} is an orthonormal basis of the Hilbert space. Here,
the small ball probability φ(x, h) can be related to the rate of decrease of the
sequence {λj}. As discussed in subsection 4.1 in Chagny and Roche (2014),
for certain rates of decrease for {λj}, e.g., if for some α > 1, jαλj is bounded
and bounded away from 0 for all j, we may have c12h
p1 exp(−c13h−q1) ≤
φ(x, h) ≤ c14hp2 exp(−c15h−q1) for positive constants c12, c13, c14, c15, p1, p2
and q1. Alternatively, for some other rates, e.g., if j exp[2j]λj is bounded and
bounded away from 0 for all j, we may have c16h
p3 exp[−c17(log(1/h))q2 ] ≤
φ(x, h) ≤ c18hp4 exp[−c17(log(1/h))q2 ] for positive constants c16, c17, c18, p3,
p4 and q2 > 1 (see subsection 4.1 in Chagny and Roche (2014)). See also
Theorem 4.4, Examples 4.5, 4.6 and 4.7 in Hoffmann-Jorgensen et al. (1979)
for a discussion on the relation between the small ball probability φ(x, h)
and the rate of decrease of {λj}.
From the discussion on the small ball probability functions above, it is
now clear that in a diverse collection of cases, we have
C1h
t1 exp
[
−C2
(
1
h
)t2 (
log
1
h
)t3]
≤ φ(x, h) ≤ C3ht4 exp
[
−C4
(
1
h
)t2 (
log
1
h
)t3]
(3.7)
as h −→ 0+. Here, C1, C2, C3, C4 > 0 and t1, t2, t3, t4 ≥ 0 are appropriate
constants, all of which, except C1, are independent of x. C1 may or may not
depend on x, but if it depends on x then C1 = C
′
1 exp[−(1/2)‖x‖2] for some
positive constant C ′1. For infinite dimensional covariates, either t2 > 0, or
t3 > 1 is an integer with C2 = C4. Define
m(h) = C2(1/h)
t2(log(1/h))t3 (3.8)
for 0 < h < 1. We shall derive the optimum convergence rates of the esti-
mates in terms of m(h).
The previous discussion of small ball probabilities are concerned with only
Gaussian random elements. We next consider small ball probabilities of some
infinite dimensional non-Gaussian distributions. Let B1 and B2 be separable
Banach spaces, and f(·) : B2 −→ B1 be a function such that for any u ∈ B2,
there exist constants r, s > 0, which may depend on u, such that for any
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v ∈ B2 sufficiently close to u, we have r‖v−u‖ ≤ ‖f(v)−f(u)‖ ≤ s‖v−u‖.
Any Frechet differentiable function f(·) with a Frechet differentiable inverse
satisfies such a condition. If T and G are random elements with T = f(G),
and the small ball probability of G satisfies the bounds described in (3.7),
then similar bounds also hold for T (see Proposition 11). An example of
such a non-Gaussian process T is the geometric Brownian motion in an L2
space, where f(·) is the pointwise exponential map (Øksendal, 2003, p. 67).
Next, let G be a Gaussian process whose small ball probability satisfies
the bounds in (3.7), and T = G/U, where U is a bounded positive random
variable independent of G. Then, (3.7) will also hold for the small ball
probabilities of T (see Proposition 12). Also, bounds similar to (3.7) can
be established for the small ball probabilities of an infinite dimensional t-
process, whose corresponding Gaussian process has small ball probabilities
satisfying (3.7) (see Proposition 13).
The bounds in (3.7) were considered in Ferraty and Vieu (2006, p. 209)
with C2 = C4, t1 = t4 = 0, and they called it the small ball probability
function of an exponential-type process. For t2 = 0, t3 = 1 and appropriate
values of the parameters C1, C2, C3 and C4, (3.7) yields the case of a finite
dimensional covariate X with a continuous positive density at x, or a fractal-
type process as defined in Ferraty and Vieu (2006, p. 207).
4 Convergence rate
We now derive the optimum achievable convergence rate for kernel estimates
satisfying the bias–variance decomposition (3.1). As we shall see, the function
m(h) defined in (3.8) plays a central role in determining the convergence rate
of the estimate Θ̂n(x). We shall consider the covariate space to be infinite
dimensional. The case of finite dimensional covariates is extensively discussed
in the past literature (see, e.g., Stone (1980, 1982), Ibragimov and Has´minskii
(1980), Yatracos (1988), Donoho and Liu (1991a,b)). In order to consider
only infinite dimensional covariates, we assume that in (3.7), either t2 > 0,
or t3 > 1 with C2 = C4 in all subsequent discussions. In that case, m(h) is a
strictly decreasing positive function, and m−1(·), which is the inverse function
of m(·), is well-defined. In the next theorem, we see that (m−1(log n))β is
an attainable rate of convergence of Θ̂n(x). Also, under certain additional
conditions, (m−1(log n))2β is an attainable rate of convergence of the mean
square error of Θ̂n(x).
Theorem 5. Suppose that in (3.7), we have either t2 > 0, or t3 > 1 with
C2 = C4. Then, for any kernel K(·) satisfying A(i) and Θ(x) satisfying
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(3.1) along with conditions B(i)–B(iii), there is a sequence of bandwidths {hn}
satisfying A(ii) such that
∥∥Θ̂n(x)−Θ(x)∥∥ = OP( (m−1(log n))β ) as n −→∞,
where m(h) is as defined in (3.8). Further, if E[‖Rn(x)‖2] = o (δ2n) as n −→
∞, where δn is as defined in B(iii), E
∥∥Θ̂n(x)−Θ(x)∥∥2 = O( (m−1(log n))2β )
as n −→∞ for the aforementioned sequence of bandwidths {hn}.
Recall that when the parameter of interest is a conditional mean type
function as described in Example 1 in Section 2, Rn(x) = 0. So, in that case
the condition E[‖Rn(x)‖2] = o(δ2n) assumed in the second part of the above
theorem is trivially satisfied.
4.1 Lower bound on the convergence rate
We now proceed to investigate the lower bound of the convergence rate of
Θ̂n(x). In the next proposition, we establish an asymptotic lower bound of
the sequence of bandwidths {hn} that leads to consistent kernel regression
estimates. This result will be needed while deriving the lower bound of the
convergence rate of a kernel estimate.
Theorem 6. Suppose that in the upper and the lower bounds in the shifted
small ball probability in (3.7), we have either t2 > 0, or t3 > 1 with C2 = C4.
Then, for any sequence of bandwidths {hn}, which satisfies assumption A(ii),
we have hn/m
−1(log n) bounded away from 0 as n −→ ∞, where m(h) is as
defined in (3.8).
Define
B˜n(x) = Lx
(
E
[
(F (X)− F (x)) K(h
−1
n d(x,X))
E
(1)
n (x)φ(x, hn)
])
,
where Lx(·) and F (·) are as defined after (3.3), and E(1)n (x) is as defined
in (3.5). Also, let {e1, e2, . . .} be a Schauder basis of B, such that for any
v ∈ B, v = ∑∞n=1 vnen for a sequence of real numbers {vn}. Let φ˜i ∈ B∗ be
the projection functional corresponding to ei, i.e., v =
∑∞
i=1 φ˜i(v)ei for all
v ∈ B. Consider the following assumptions.
C(i) There is Θ(·) : C −→ B with the corresponding Lx(·) and F (·) such
that for any sequence of bandwidths {hn} satisfying A(ii),
h−βn
∥∥∥B˜n(x)∥∥∥ > b1 > 0 (4.1)
for all sufficiently large n.
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C(ii) Let G(·) be as defined after (3.3). For some positive integer i0, the
conditional variance function V(z) : C −→ R defined by V(z) =
E
[(
φ˜i0
(
Lx(G(Y) − E[G(Y) |X = z])
))2 ∣∣X = z] converges to V(x)
as z −→ x, and V(x) > 0.
Condition C(ii), like condition B(iv), is related to the smoothness of the con-
ditional distribution of the residual in the regression. In fact, condition C(ii)
holds in the same location-scale type models, which we described after con-
dition B(iv). Condition C(i) gives a lower bound on the rate of convergence
of the bias part of the estimate. Inequality (3.4) and condition C(i) together
imply that the rate of convergence of the bias part is same as hβn as n −→∞.
The following two conditions are sufficient to ensure that C(i) holds.
(a) There is a constant 0 < s < 1 such that φ(x, sh)/φ(x, h) is bounded
away from 1 for all sufficiently small h > 0.
(b) Let Lx(F(x, β,G)) be the class of all functions defined by the compo-
sition Lx ◦ H, where H ∈ F(x, β,G) and F(x, β,G) is as defined in
B(i). Then Lx(F(x, β,G)) contains the function z 7→ d(x, z)βv, where
v ∈ B, and z lies in a neighborhood of x.
Condition (a) is satisfied when in (3.7), t2 > 0, or t1 < t4, or C2 = C4.
We observe that at least one of these is true in the examples that we have
described in subsection 3.2.
Now, we derive the lower bound of the order of convergence of the bias
term Bn(x) in (3.1) under B(i) and C(i). Note that Bn(x) = B˜n(x) + R˜n(x),
where
R˜n(x)
= Lx
(∑n
i=1(F (Xi)− F (x))K(h−1n d(x,Xi))∑n
i=1K(h
−1
n d(x,Xi))
− B˜n(x)
)
= Lx
∑ni=1(F (Xi)− F (x))K
(
d(x,Xi)
hn
)
∑n
i=1K
(
d(x,Xi)
hn
) − 1
n
n∑
i=1
(F (Xi)− F (x))K
(
d(x,Xi)
hn
)
E
(1)
n (x)φ(x, hn)

+ Lx
 1
n
n∑
i=1
(F (Xi)− F (x))K
(
d(x,Xi)
hn
)
E
(1)
n (x)φ(x, hn)
− E
(F (X)− F (x))K
(
d(x,X)
hn
)
E
(1)
n (x)φ(x, hn)
 .
It follows form condition A(i) and Markov inequality that(
1
n
n∑
i=1
K(h−1n d(x,Xi))
E
(1)
n (x)φ(x, hn)
− 1
)
= OP
([
nφ(x, hn)
]−1/2)
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as n −→∞. Hence, from conditions A(i), A(ii) and B(i), we have
Lx
∑ni=1(F (Xi)− F (x))K
(
d(x,Xi)
hn
)
∑n
i=1K
(
d(x,Xi)
hn
) − 1
n
n∑
i=1
(F (Xi)− F (x))K
(
d(x,Xi)
hn
)
E
(1)
n (x)φ(x, hn)

= oP(h
β
n)
as n −→∞. Also, from assumptions A(i), A(ii), B(i) and Markov inequality,
it follows that
Lx
 1
n
n∑
i=1
(F (Xi)− F (x))K
(
d(x,Xi)
hn
)
E
(1)
n (x)φ(x, hn)
− E
(F (X)− F (x))K
(
d(x,X)
hn
)
E
(1)
n (x)φ(x, hn)

= oP(h
β
n)
as n −→∞. Hence,
R˜n(x) = oP(h
β
n) as n −→∞. (4.2)
Note that inequality (4.1) provides a lower bound of the convergence rate for
the bias termBn(x) in view of (4.2), and this will be used to determine a lower
bound of the rate of convergence of Θ̂n(x). Also note that φ˜i0
(
Lx(G(Y))
)
in condition C(ii) is a real-valued random variable. So, the convergence
condition in C(ii) of the conditional variance may be viewed as a special case
of condition B(iv). We now state the theorem on the lower bound of the
convergence rate of
∥∥Θ̂n(x)−Θ(x)∥∥.
Theorem 7. Suppose that in (3.7), we have either t2 > 0, or t3 > 1 with
C2 = C4, the kernel K(·) satisfies A(i), the sequence of bandwidths {hn}
satisfies A(ii), and the decomposition (3.1) along with conditions B(i)–B(iii),
C(i) and C(ii) hold. Then,
lim inf
n−→∞
P
[(
m−1(log n)
)−β ∥∥∥Θ̂n(x)−Θ(x)∥∥∥ > c] > 0
for some constant c > 0 depending on Θ(x), where m(h) is as defined in
(3.8).
Theorem 7 implies that we cannot get a faster rate of convergence than
(m−1(log n))β, since (m−1(log n))−β
∥∥Θ̂n(x) − Θ(x)∥∥ does not converge to
0 in probability as n −→ ∞. Further, from Theorem 7 it follows that
(m−1(log n))2β is a lower bound for the rate of convergence of the mean
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square error E
∥∥Θ̂n(x) − Θ(x)∥∥2. Hence, combining Theorem 5 and Theo-
rem 7, we get that (m−1(log n))β and (m−1(log n))2β are the optimum rates
of convergence of Θ̂n(x) and its mean square error, respectively, when all the
conditions of the two theorems are satisfied. We now deduce simplified ex-
pressions of the optimum rates for the specific infinite dimensional covariate
distributions considered in subsection 3.2.
For X being a real-valued continuous Gaussian Markov process on [0, 1],
under the Lp-norm, we have (m
−1(log n))β = O((log n)−β/2) as n −→∞. For
fractional Brownian motion on [0, 1] with Hurst index γ ∈ (0, 1), under the
L∞-norm, we have t2 = 1/γ, and consequently (m−1(log n))
β
= O((log n)−γβ)
as n −→ ∞. On the other hand, for an integrated fractional Brownian
motion with Hurst index γ and under the L∞-norm, we have t2 = 1/(1 + γ)
and (m−1(log n))β = O((log n)−(1+γ)β) as n −→ ∞. When X is a Le´vy
fractional Brownian motion on [0, 1]q with Hurst index γ, t2 = q/γ and
(m−1(log n))β = O((log n)−γβ/q) as n −→∞.
In the class of processes HX,L considered in subsection 4.1 of Chagny
and Roche (2014), t2 > 0 and t3 = 0, and we have (m
−1(log n))2β =
O((log n)−2β/t2) as n −→ ∞. On the other hand, for the class of processes
HX,M considered by these authors, we have (m
−1(log n))2β = O
(
exp[−2βC−1/t32
(log n)1/t3 ]
)
as n −→ ∞. Note that these rates coincide with the optimal
rates of convergence of the mean square error described in Chagny and Roche
(2014, Table 1, p. 2363), which were derived when the response is real-valued
and the parameter of interest is the conditional distribution function of the
response. We have covered this particular case of the parameter of interest
in Example 1.
4.2 Asymptotic dominance of bias over variance
Recall that in the case of finite dimensional covariates, the bias and the vari-
ance terms in nonparametric regression have the same rate of convergence
(see, e.g., Stone (1980), Ibragimov and Has´minskii (1980)). In fact, Mas
(2012) chose the bandwidth of the kernel estimate by balancing the asymp-
totic orders of the bias and the variance (see Lemma 1 and the preceding
discussion in Mas (2012)) even when the covariate is infinite dimensional.
However, as we shall show now, the optimum choice of the bandwidth in a
kernel estimate, as described in the proof of Theorem 5, leads to different
asymptotic orders of the bias and the variance when the covariate is infinite
dimensional in nature, i.e., when we have either t2 > 0 or t3 > 1 with C2 = C4
in (3.7).
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Theorem 8. Suppose that either t2 > 0 or t3 > 1 with C2 = C4 in the bounds
in (3.7). Also, let the kernel K(·) satisfy A(i), and the decomposition (3.1)
along with conditions B(i)–B(iii) hold. Then, for any Θ(x) satisfying C(i),
the ratio ‖Vn(x)‖/‖Bn(x)‖ = oP(1) as n −→ ∞ for the optimum choice of
bandwidth {hn} described in the proof of Theorem 5.
Theorem 8 illustrates that our optimum bandwidth, which minimizes
(7.22) in the proof of Theorem 5, does not balance the convergence rates of
the variance and the bias in kernel regression if the covariate is infinite dimen-
sional. Instead, the ratio of the variance to the bias for our optimal choice
of bandwidth tends to zero as the sample size increases. This phenomenon
is due to the exponential decay of the small ball probability function in infi-
nite dimensional spaces. When the covariate is infinite dimensional, we may
have very small number of observations in a neighborhood in the covariate
space. To cope with this problem, one has to use relatively larger band-
widths than what is required for finite dimensional covariates. This results
in an ‘over-smoothed’ estimate with its bias asymptotically larger than its
variance. It will be appropriate to note here that the optimum convergence
rate derived in Theorem 5 and Theorem 7 is same as the one derived in
Mas (2012) for estimation of the conditional mean of a real-valued response,
where the chosen bandwidth balances the bias and the variance (Mas, 2012,
p. 1760). However, our optimum bandwidth, which does not try to balance
the bias and the variance in the decomposition (3.1), will often lead to an
estimate with higher statistical precision compared to an estimate based on
a bandwidth that balances the bias and the variance. In several cases, the
statistical error will be substantially lower when our optimum bandwidth is
used as demonstrated in Theorem 9.
Theorem 9. Suppose assumptions A(i), A(ii), B(i)–B(iii) and C(ii) are
satisfied. Let Θ̂
(b)
n (x) be an estimate of Θ(x) constructed using bandwidth
h
(b)
n , which satisfies A(ii) and balances the bias and the variance so that
(h
(b)
n )2βnφ(x, h
(b)
n ) is bounded and bounded away from 0 as n −→ ∞. Also,
let Θ̂
(op)
n (x) be an estimate of Θ(x) constructed using our optimum band-
width minimizing (7.22) in the proof of Theorem 5. Assume that t2 > 0
in the bounds in (3.7). Then, for any β1 > β and any Θ(·) for which the
corresponding F (·) ∈ F(x, β1,G) ⊆ F(x, β,G),∥∥∥Θ̂(op)n (x)−Θ(x)∥∥∥∥∥∥Θ̂(b)n (x)−Θ(x)∥∥∥ = oP(1) as n −→∞.
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Further, if E[‖Rn(x)‖2] = o (δ2n) as n −→∞, where δn is as defined in B(iii),
then
E
∥∥∥Θ̂(op)n (x)−Θ(x)∥∥∥2
E
∥∥∥Θ̂(b)n (x)−Θ(x)∥∥∥2 = o(1) as n −→∞.
Recall that for conditional mean type functions described in Example 1
in Section 2, Rn(x) = 0, and the condition E[‖Rn(x)‖2] = o(δ2n) assumed in
the second part of the above theorem is trivially satisfied.
5 Adaptive selection of bandwidths
In practice, one has to choose the bandwidth h by some data-driven adap-
tive procedure. Such adaptive choice of bandwidth, when the covariate is
functional, has been investigated in Chagny and Roche (2014, 2016) for the
kernel estimates of the conditional distribution and the conditional mean of
a real-valued response. Their data-based bandwidth selection procedure can
be suitably extended for more general regression problems considered in this
paper.
Let Hn be a finite collection of bandwidths with cardinality less than or
equal to n such that for any h ∈ Hn, φ(x, h) ≤ 2(log n)−1 and φ(x, h) ≥
n−1(log n)2. Since φ(x, h) is a monotone increasing function of h, if a se-
quence of bandwidths {hn} is such that hn ∈ Hn for all n, then {hn} satisfies
condition A(ii). In this section, we shall write Θ̂n(x, h), Bn(x, h), Vn(x, h)
and Rn(x, h) for Θ̂n(x), Bn(x), Vn(x) and Rn(x), respectively, to indicate
the dependence of Θ̂n(x), Bn(x), Vn(x) and Rn(x) on the bandwidth h. We
assume the following:
D(i) There is a constant σ > 0 such that for any z in a certain neighborhood
of x and every integer k ≥ 2,
E
[‖Lx (G(Y)− E[G(Y) |X = z]) ‖kX = z] ≤ k!
2
σk.
D(ii) There are constants 1 > 0, 2 > 0 and M > 0 such that whenever
h ≤ 1 and ‖Vn(x, h)‖ ≤ 2, we have ‖Rn(x, h)‖2 ≤Mh2β+‖Vn(x, h)‖2.
Condition D(i) is similar to assumption (H) used in Chagny and Roche
(2016, p. 108), which was used to derive the convergence rate of the adaptive
estimate of the conditional mean for a real-valued response. Condition D(ii)
20
describes a bound on the remainder of our bias–variance type decomposition
in terms of the bound on the bias part and the variance part. Condition
D(ii) is trivially satisfied for the conditional mean type estimates described
in Example 1 in Section 2. It is also satisfied in the class of regression
problems described in Example 2 in Section 2. Define the empirical shifted
small ball probability φ̂(x, h) = (1/n)
∑n
i=1 I(d(x,Xi) ≤ h). Define
Dn(x, h) = σ
2ζn
log n
nφˆ(x, h)
I
(
φˆ(x, h) > 0
)
+ σ2ζnnI
(
φˆ(x, h) = 0
)
,
where {ζn} is a sequence of positive constants independent of h, such that
ζn −→ ζ0 > 0 as n −→ ∞. The constant ζ0 is described in the proof of
Lemma 24. Also define
Cn(x, h) = max
h′∈Hn
(∥∥∥Θ̂n(x, h′)− Θ̂n(x,max{h, h′})∥∥∥2 −Dn(x, h′))
+
.
Dn(x, h) approximates the upper bound of the variance term and Cn(x, h)
approximates the bias term. The data-driven choice of bandwidth is defined
as
h∗n = arg min
h∈Hn
[Cn(x, h) +Dn(x, h)] .
The following theorem gives an upper bound on the convergence rate of the
adaptive estimate Θ̂n(x, h
∗
n).
Theorem 10. Define
λn = min
h∈Hn
[
h2β +
log n
nφ(x, h)
]
.
Let conditions A(i), B(i), D(i) and D(ii) be satisfied. Then,∥∥∥Θ̂n(x, h∗n)−Θ(x)∥∥∥2 = OP (λn) as n −→∞. (5.1)
Further, for the conditional mean-type functions described in Example 1 in
Section 2, we have
E
∥∥∥Θ̂n(x, h∗n)−Θ(x)∥∥∥2 = O (λn) as n −→∞. (5.2)
Equation (5.1) gives an upper bound for the asymptotic convergence rate
of the adaptive estimate. In Chagny and Roche (2016), the adaptive estimate
and its convergence rate were derived for the estimation of the conditional
mean of a real-valued response in a homoscedastic model. Our setup includes
heteroscedastic regression models where the parameter to be estimated is an
element of a type 2 Banach space, and it is not necessarily the conditional
mean.
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5.1 Numerical demonstration
We next demonstrate the adaptive estimate Θ̂n(x, h
∗
n) in several regression
models. In all the examples, we consider the covariate X to be a random
element in L2[0, 1]. The usual norm in L2[0, 1] is denoted as ‖·‖2. We denote
the adaptive choice of the bandwidth as h∗n. We take ζn = min{
√
n, 1500} in
our computation, the validity of which is ensured from (7.115). We substitute
φ(x, h) by φˆ(x, h) in the construction of the collection of bandwidths Hn, as
done in Chagny and Roche (2016). The parameter σ2 used to define Dn(x, h)
and mentioned in D(i) also needs to be estimated. This is done based on the
regression model. Note that for σ2, which satisfies
σ2 ≥ ‖Lx‖2 sup
z
E
[‖G(Y)− E[G(Y) |X = z]‖2X = z] (5.3)
for z lying in some neighborhood of x, condition D(i) will hold. Since by
construction maxHn −→ 0 as n −→∞, and the kernel K(u) = I(0 ≤ u ≤ 1)
satisfies condition A(i), it is enough to consider the supremum in (5.3) over
the Xis such that d(x,Xi) ≤ maxHn for estimating σ2. So, if σˆ21 is an
estimated upper bound of ‖Lx‖2, and σˆ22(Xi) is an estimated upper bound
of E [‖G(Yi)− E[G(Yi) |Xi]‖2|Xi], then we can take
σˆ2 = σˆ21 max{σˆ22(Xi) | d(x,Xi) ≤ maxHn}
as an estimate of σ2. Let hn,1 = minHn and hn,2 = maxHn. Denote
W
(1)
i,n (z) =
K(hn,1
−1d(z,Xi))∑n
i=1K(hn,1
−1d(z,Xi))
.
In the case of the mean regression model as described in Example 1, an
estimate of σ2 is
σˆ2 = max

n∑
j=1
∥∥∥∥∥Ψ(Yj)−
(
n∑
k=1
Ψ(Yk)W
(1)
k,n(Xj)
)∥∥∥∥∥
2
W
(1)
j,n (Xi)
d(x,Xi) ≤ hn,2
 .
The function Ψ(·) is as described in Example 1. The rationale for using the
weights W
(1)
i,n (z) is the same as that described in subsection 4.1.2 in Chagny
and Roche (2016). In case the parameter to be estimated is a function of
the conditional mean as discussed in Example 2, or in the case of a max-
imum likelihood regression model as described in Example 3, we need to
additionally estimate an upper bound of the term ‖Lx‖2 in (5.3). For a
function of conditional mean type estimate, we have seen in Theorem 1 that
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Lx(·) = Γ′ (E[Ψ(Y) |X = x]) (·), where Γ(·) and Ψ(·) are as described in
Example 2. Hence, we can take σˆ21 =
∥∥∥Γ′ (∑ni=1 Ψ(Yi)W (1)i,n (x))∥∥∥2, and
σˆ2 = σˆ21 max

n∑
j=1
∥∥∥∥∥Ψ(Yj)−
(
n∑
k=1
Ψ(Yk)W
(1)
k,n(Xj)
)∥∥∥∥∥
2
W
(1)
j,n (Xi)
d(x,Xi) ≤ hn,2
 .
Here, the function Ψ(·) is as described in Example 2. In a maximum like-
lihood regression model (Example 3), we have seen from Theorem 2 that
Lx(·) = [I(Θ(x))]−1(·). So, we need to estimate I(Θ(x)) = −E[∆2(g(Y |Θ(x))) |X =
x], which we estimate by Iˆ = −∑ni=1 ∆2(g(Yi | Θ̂(1)n (x)))W (1)i,n (x), where
Θ̂
(1)
n (x) is defined as the solution of the likelihood equation (2.2) with the
bandwidth being hn,1. So, we can take σˆ
2
1 =
∥∥Iˆ∥∥−2. In this case, G(Y) =
∇g(Y |Θ(X)), so that E[G(Yi) |Xi] = 0 for all i. Since Θ(Xi) is unknown,
we estimate G(Yi) by ∇g(Yi | Θ̂(1)n (Xi)), where Θ̂(1)n (Xi) is the solution of
the likelihood equation (2.2) with x replaced by Xi and the bandwidth being
hn,1. Consequently, here we have
σˆ2 = σˆ21 max
{
n∑
j=1
∥∥∥∇g(Yj | Θ̂(1)n (Xj))∥∥∥2W (1)j,n (Xi)
d(x,Xi) ≤ hn,2
}
.
As our first example, we consider Y following a normal distribution with
mean zero and variance ‖X‖22. We consider two distributions for X, namely,
the standard Brownian motion and the fractional Brownian motion with
Hurst index 0.8. We want to estimate the conditional variance V[Y |X = x],
which we do in two ways. In the first case, we estimate V[Y |X = x] by
V̂(1)n [Y |X = x] =
n∑
i=1
[
Yi −
(
n∑
i=1
YiWi,n(x)
)]2
Wi,n(x),
where
Wi,n(x) =
K ((h∗n)
−1d(x,Xi))∑n
i=1K ((h
∗
n)
−1d(x,Xi))
.
So, this estimate belongs to the class of estimates described in Example 2.
In the second case, we estimate V[Y |X = x] using the weighted maximum
likelihood procedure described in Example 3, with the conditional density of
Y given X being the density of the normal random variable with mean zero
and variance ‖X‖22. In this case, our estimate turns out to be
V̂(2)n [Y |X = x] =
n∑
i=1
Y2iWi,n(x).
23
0.4 0.6 0.8 1.0
0.2
0.4
0.6
0.8
1.0
sample size = 1000
|| x ||
V [
 Y 
| X
 = 
x ]
0.4 0.6 0.8 1.0
0.2
0.4
0.6
0.8
1.0
sample size = 2000
|| x ||
V [
 Y 
| X
 = 
x ]
0.4 0.6 0.8 1.0
0.2
0.4
0.6
0.8
1.0
sample size = 4000
|| x ||
V [
 Y 
| X
 = 
x ]
0.2 0.4 0.6 0.8 1.0
0.0
0.2
0.4
0.6
0.8
1.0
sample size = 1000
|| x ||
V [
 Y 
| X
 = 
x ]
0.2 0.4 0.6 0.8 1.0
0.0
0.2
0.4
0.6
0.8
1.0
sample size = 2000
|| x ||
V [
 Y 
| X
 = 
x ]
0.2 0.4 0.6 0.8 1.0
0.0
0.2
0.4
0.6
0.8
1.0
sample size = 4000
|| x ||
V [
 Y 
| X
 = 
x ]
Figure 1: Plots of actual conditional variance V[Y |X = x] (line) and its
estimates V̂(1)n [Y |X = x] (points, first row) and V̂(2)n [Y |X = x] (points,
second row) for different sample sizes. The covariate is a standard Brownian
motion.
We randomly generate 100 values of x from the distribution ofX and compute
the estimates V̂(1)n [Y |X = x] and V̂(2)n [Y |X = x] for each of them. We plot
the estimates V̂(1)n [Y |X = x] and V̂(2)n [Y |X = x] along with the actual
V[Y |X = x] values for different sample sizes against the values of ‖x‖ in
Figure 1, where X is a standard Brownian motion. When X is a fractional
Brownian motion with Hurst index 0.8, we plot the estimates along with the
actual values in Figure 2. from the plots, we observe that the two estimates
V̂(1)n [Y |X = x] and V̂(2)n [Y |X = x] have no noticeable differences. Also,
there appears to be some underestimation when the value of V[Y |X = x] is
high. This is due to the fact that the V[Y |X = Xi] values for Xi lying in
a neighborhood of x tend to be smaller than V[Y |X = x], and the kernel
estimate is based on those Xi and their corresponding Yi values. We also
observe that the deviations of the estimated values from the actual values
are marginally less when the covariate is a fractional Brownian motion with
Hurst index 0.8, compared to the case where the covariate is a standard
Brownian motion. This may be due to the fact that the distribution of ‖X‖2
is more concentrated at lower values when X is a fractional Brownian motion
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Figure 2: Plots of actual conditional variance V[Y |X = x] (line) and its
estimates V̂(1)n [Y |X = x] (points, first row) and V̂(2)n [Y |X = x] (points,
second row) for different sample sizes. The covariate is a fractional Brownian
motion with Hurst index 0.8.
25
0.4 0.6 0.8 1.0
0.5
0
0.6
0
0.7
0
sample size = 1000
|| x ||
P[ 
Y =
 1 
| X
 = 
x ]
0.4 0.6 0.8 1.0
0.5
0
0.6
0
0.7
0
sample size = 2000
|| x ||
P[ 
Y =
 1 
| X
 = 
x ]
0.4 0.6 0.8 1.0
0.5
0
0.6
0
0.7
0
sample size = 4000
|| x ||
P[ 
Y =
 1 
| X
 = 
x ]
0.2 0.4 0.6 0.8 1.0
0.5
0.6
0.7
0.8
sample size = 1000
|| x ||
P[ 
Y =
 1 
| X
 = 
x ]
0.2 0.4 0.6 0.8 1.0
0.5
0.6
0.7
0.8
sample size = 2000
|| x ||
P[ 
Y =
 1 
| X
 = 
x ]
0.2 0.4 0.6 0.8 1.0
0.5
0.6
0.7
0.8
sample size = 4000
|| x ||
P[ 
Y =
 1 
| X
 = 
x ]
Figure 3: Plots of estimated probability P̂n[Y = 1 |X = x] (points) and
actual probability P[Y = 1 |X = x] (line). The covariate is the standard
Brownian motion in the first row, and the fractional Brownian motion with
Hurst index 0.8 in the second row.
with Hurst index 0.8 compared to the distribution of the same when X is a
standard Brownian motion.
In the second example, we take Y to be a Bernoulli random variable,
with P[Y = 1 |X = x] = 1 − P[Y = 0 |X = x] = 1/(1 + ‖X‖2). Here
our parameter of interest is P[Y = 1 |X = x], and we estimate it using
the weighted maximum likelihood procedure described in Example 3, while
employing the adaptive choice of the bandwidth. We again consider two
distributions of X, namely the standard Brownian motion and the fractional
Brownian motion with Hurst index 0.8, randomly generate 100 values of x
from the distribution of X and plot the estimated values and the actual
probabilities against the values of ‖x‖ in Figure 3 for three different sample
sizes. The improvement in accuracy of the estimate over the sample sizes is
noticeable. We also observe that there appears to be some overestimation
for small values of P[Y = 1 |X = x], which is due to the fact that values
of P[Y = 1 |X = Xi] for Xi lying in a neighborhood of x tend to be larger
than P[Y = 1 |X = x] in such a case. Further, like in the first example, we
observe that the deviations of the estimated values from the actual values are
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less when the covariate is a fractional Brownian motion with Hurst index 0.8,
compared to the case where the covariate is a standard Brownian motion.
In the third example, we consider a functional response Y, defined by
Y(t) =
∫ t
0
X(t)dt + E(t), where E(·) is a Brownian motion independent of
X(·) with the covariance operator COV(E(s),E(t)) = 0.25 min{s, t}. We
want to estimate the conditional mean curve E[Y |X = x], for some fixed
value x of the covariate. We again consider two distributions of X, namely
the standard Brownian motion and the fractional Brownian motion with
Hurst index 0.8. In each case, we generate 3 random curves as values of x
and plot the adaptive estimates of the corresponding conditional means for
different sample sizes in Figure 4. In the first column, we have plotted the
curves chosen as values of x. The first three rows in Figure 4 present the
estimated conditional mean curves and the actual conditional mean curves
for different sample sizes corresponding to the respective values of x in the
particular rows when the covariate is a standard Brownian motion. The last
three rows in Figure 4 present the estimated conditional mean curves and the
actual conditional mean curves for different sample sizes when the covariate
is a fractional Brownian motion with Hurst index 0.8. We observe that in all
the cases, the estimates follow the actual curves closely.
5.2 Demonstration in real data
We now demonstrate the adaptive estimates of several regression parameters
in the Tecator data. The Tecator data is a popular dataset available in the R
package ‘caret’. This dataset contains the percentage values of moisture, fat
and protein contents of 215 meat samples along with their absorbance spectra
in the wavelength range 850–1050 nm measured by a Tecator spectroscope.
The chemical contents of the meat samples are measured by analytical chem-
istry, which is expensive. The spectra of the samples are measured using a
Tecator spectroscope, which is relatively inexpensive compared to the analyt-
ical chemistry method. So, it is economically beneficial to be able to predict
the chemical contents of a sample from its spectra. Hence, we consider the
fat and the protein content values as the response and the curve of the ab-
sorbance spectra as the covariate. We denote the percentage values of the
fat and the protein contents as Y1 and Y2, respectively, and curve of the ab-
sorbance spectra as X. So, the covariate X is a random function here, which
we consider as a random element in the L2 space. We consider 5 regression pa-
rameters of interest, namely E[Y1 |X = x], E[Y2 |X = x], VAR[Y1 |X = x],
VAR[Y2 |X = x] and COR[Y1,Y2 |X = x]. We compute the adaptive
estimates of all this parameters, where x varies over all the sample curves
of the absorbance spectra. We plot the adaptive estimates of E[Y1 |X = x],
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Figure 4: Plots of estimated conditional mean curves Ên[Y |X = x] (dashed
line) and actual conditional mean curves E[Y |X = x] (solid line). The co-
variate is a standard Brownian motion in the first three rows, and a fractional
Brownian motion with Hurst index 0.8 in the last three rows.
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Figure 5: Plots of adaptive estimates of E[Y1 |X = x], E[Y2 |X = x],
VAR[Y1 |X = x] and VAR[Y2 |X = x] against the L2-norm of x in the
Tecator data.
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Figure 6: Plot of adaptive estimates of COR[Y1,Y2 |X = x] against the
L2-norm of x in the Tecator data.
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E[Y2 |X = x], VAR[Y1 |X = x] and VAR[Y2 |X = x] against the L2 norm
of x in Figure 5, and the adaptive estimate of COR[Y1,Y2 |X = x] against
the L2 norm of x in Figure 6. The clear patterns of variation of the regression
parameters over the covariate values are noticeable in each of the plots.
Next, we demonstrate the adaptive estimates of the conditional mean
in another dataset, where both the response and the covariate are random
functions. The dataset we consider is the Cigar data, which is available in
the ‘Ecdat’ package in R. This dataset contains information about cigarette
sales in packs per capita, per capita net disposable income (NDI) and other
economic parameters in 46 states in the USA over a 30 years period from
1963 to 1992. We consider the curve of NDI over 30 years as the covariate
X, and the curve of cigarette sales over 30 years as the response Y. So,
both the response and the covariate in this setup are random functions, and
our sample size is 46. We choose 3 sample covariate curves as values of x,
and compute the adaptive estimates of E[Y |X = x] for these 3 values of x.
We plot the estimated curves along with the respective covariate curves in
Figure 7, where the first row contains the plots of the 3 curves chosen as values
of x, and the second row contains the plots of the corresponding adaptive
estimates of E[Y |X = x]. The 3 estimated curves reflect the variation of
E[Y |X = x] over x.
6 Concluding remarks
In this paper, we have derived the optimum convergence rate for a wide class
of kernel regression estimates when the covariate as well as the response may
be infinite dimensional. It is shown that the convergence rates of such es-
timates do not depend on the dimension of the response, but they depend
critically on the dimension of the covariate. We have seen that, for a wide
class of covariates having infinite dimensional Gaussian distributions, the
convergence rate is much slower than the optimum achievable rate for fi-
nite dimensional covariates. For instance, if the covariate is a real-valued
continuous Gaussian Markov process in Lp[0, 1], the convergence rate is
O((log n)−δ) for some δ > 0. Theorem 4 implies that if h2βn nφ(x, hn) −→ 0 as
n −→∞, [nφ(x, hn)]1/2cn[Θ̂n(x)−Θ(x)] converges in distribution to a Gaus-
sian random element with zero mean as n −→ ∞, where cn = [E(2)n (x)]−1/2
E
(1)
n (x) is a sequence of positive numbers bounded and bounded away from
0. Note that this corresponds to an under-smoothed kernel estimate of
Θ(x). On the other hand, if h2βn nφ(x, hn) −→ ∞ as n −→ ∞, which in-
cludes the case of our optimum bandwidth obtained in Theorem 5, we have
h−βn [Θ̂n(x) − Θ(x)] − h−βn B˜n(x) −→ 0 in probability as n −→ ∞. Here,
30
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Figure 7: Plots of adaptive estimates of E[Y |X = x] for 3 values of x in the
Cigar data.
B˜n(x) is a non-random deterministic object described at the beginning of
subsection 4.1.
In Ferraty and Vieu (2006), Ferraty et al. (2006, 2010) and Chaouch
and La¨ıb (2013, 2015), asymptotic properties of nonparametric regression
estimates of different parameters other than the mean of the conditional
distribution of the response were investigated. However, they only considered
finite dimensional responses, and they did not investigate the problem of
optimum convergence rates of nonparametric regression estimates.
The problem of slow convergence rate of the regression estimates with
infinite dimensional covariates that has been derived in this paper may be
coped with using an appropriate dimension reduction procedure on the co-
variate. Some procedures for such dimension reduction for infinite dimen-
sional covariates available in the literature are the uses of functional sliced
inverse regression (Ferre´ and Yao, 2003, 2005), functional average deriva-
tive regression (Ferraty et al., 2011) and distance correlation maximization
(Vepakomma et al., 2016). If the covariate with the reduced dimension is
adequate for regression analysis, the new small ball probability function in
the reduced covariate space will lead to better convergence rates.
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7 Proofs and mathematical details
7.1 Small ball probabilities of non-Gaussian processes
In Propositions 11, 12 and 13 below, we consider two random elements T and
G, and define φT(t, h) = P [‖T− t‖ ≤ h] and φG(g, h) = P [‖G− g‖ ≤ h],
where t and g are some fixed elements and h > 0.
Proposition 11. Let B1 and B2 be separable Banach spaces, and f(·) :
B2 −→ B1 be a function such that for any u ∈ B2, there exist constants
r, s > 0, which may depend on u, such that for any v ∈ B2 sufficiently close
to u, we have r‖v − u‖ ≤ ‖f(v)− f(u)‖ ≤ s‖v − u‖. If T and G are ran-
dom elements with T = f(G), and the small ball probability of G satisfies
the bounds described in (3.7), then similar bounds also hold for T.
Proof. Under the assumptions of the proposition, f(·) is a one-to-one func-
tion. Let t be an element in the range of f(·). Then, t = f(g) for some g.
Consequently, for some positive constants r and s, which may depend on g,
we have for all sufficiently small h,
P [s‖G− g‖ ≤ h] ≤ P [‖f(G)− f(g)‖ ≤ h] ≤ P [r‖G− g‖ ≤ h]
⇐⇒ φG
(
g,
h
s
)
≤ φT(x, h) ≤ φG
(
g,
h
r
)
. (7.1)
The proof follows by applying the bounds in (3.7) in (7.1).
Let G be a Gaussian process whose small ball probability φG(g, h) satis-
fies the bounds in (3.7) for sufficiently small h, so that
C1h
t1 exp
[−C2(1/h)t2(log(1/h))t3] ≤ φG(g, h)
≤ C3ht4 exp
[−C4(1/h)t2(log(1/h))t3]
as h −→ 0+. Here, C1, C2, C3, C4 > 0 and t1, t2, t3, t4 ≥ 0 are appropriate
constants, all of which, except C1, are independent of g. C1 may or may not
depend on g, but if it depends on g then C1 = C
′
1 exp[−(1/2)‖g‖2] for some
positive constant C ′1. Also, either t2 > 0, or t3 > 1 with C2 = C4.
In Proposition 12 and Proposition 13 below, we derive the bounds on
the small ball probabilities of some non-Gaussian processes. There, we shall
assume C1 = C
′
1 exp[−(1/2)‖g‖2] for some positive constant C ′1. Since C ′1 ≥
C ′1 exp[−(1/2)‖g‖2] for all g, establishing the lower bound of the small ball
probability, when C1 = C
′
1 exp[−(1/2)‖g‖2], also gives an appropriate lower
bound when C1 does not depend on g.
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Proposition 12. Let T = G/U, where G is a Gaussian process whose small
ball probability satisfies the bounds in (3.7), and U is a bounded positive
random variable independent of G. Then, the small ball probability of T also
satisfies the bounds in (3.7).
Proof. Note that
φT(t, h) = P [‖G− tU‖ ≤ hU] = E [φG (tU, hU)] . (7.2)
Let 0 ≤ U ≤ u0 for some u0 > 0. Recall from (3.8) thatm(h) = C2(1/h)t2(log(1/h))t3
for 0 < h < 1. Since m(hu0) ≤ m(hU) for all h > 0, we have
φG (tU, hU) ≤ C3(hU)t4 exp [−(C4/C2)m(hU)]
≤ C3(hu0)t4 exp [−(C4/C2)m(hu0)]
= C3u
t4
0 h
t4 exp
[
−C4
(
1
u0
)t2 (
1− log u0
log 1
h
)t3 (1
h
)t2 (
log
1
h
)t3]
≤ C3ut40 ht4 exp
[
−C4
2
(
1
u0
)t2 (1
h
)t2 (
log
1
h
)t3]
for all sufficiently small h. Hence, for all sufficiently small h,
E [φG (tU, hU)] ≤ C3ut40 ht4 exp
[
−C4
2
(
1
u0
)t2 (1
h
)t2 (
log
1
h
)t3]
. (7.3)
Now, if U is a degenerate positive random variable, i.e., P[U = u0] = 1,
then the lower bound of φG (tU, hU) trivially satisfies (3.7). So, we assume
that U is non-degenerate, and P[l0 ≤ U < u0] > 0 for some l0 > 0. We
consider the case where the constant C1 depends on the center of the small
ball probability of G. The case when C1 does not depend on the center of
the small ball probability of G can be covered similarly. So, we have
E [φG (tU, hU)]
≥ E [C ′1 exp[−(1/2)‖tU‖2](hU)t1 exp [−m(hU)]]
≥ E [C ′1 exp[−(1/2)U2‖t‖2](hU)t1 exp [−m(hU)] I(U ≥ l0)]
≥ E [C ′1 exp[−(1/2)u20‖t‖2](hU)t1 exp [−m(hU)] I(U ≥ l0)]
≥ C ′1 exp[−(1/2)u20‖t‖2]lt10 ht1 exp [−m(hl0)]
= C ′1 exp
[
−1
2
u20‖t‖2
]
lt10 h
t1 exp
[
−
(
1
l0
)t2 (
1− log l0
log 1
h
)t3 (1
h
)t2 (
log
1
h
)t3]
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≥ C ′1 exp[−(1/2)u20‖t‖2]lt10 ht1 exp
[
−2
(
1
l0
)t2 (1
h
)t2 (
log
1
h
)t3]
(7.4)
for all sufficiently small h. The proof is completed combining (7.2), (7.3) and
(7.4).
Note that if T is an infinite dimensional t-process with degree k, it can
be expressed as T = G/
√
χ/k, where G is an infinite dimensional Gaussian
process, χ follows a χ2 distribution with degree of freedom k, and χ is
independent of G. In the proposition below, we establish the bounds for
the small ball probability of an infinite dimensional t-process T.
Proposition 13. Let T be an infinite dimensional t-process in some normed
vector space with corresponding Gaussian process G, and the small ball prob-
ability of G satisfies the bounds in (3.7) with t2 > 0. Then, the small ball
probability of T also satisfies the bounds in (3.7).
Proof. We have
φT(t, h) = P
[∥∥∥G− t√χ/k∥∥∥ ≤ h√χ/k]
= E
[
P
[∥∥∥G− t√χ/k∥∥∥ ≤ h√χ/k  χ]]
=
1
2
k
2 Γ
(
k
2
) ∫ ∞
0
φG
(
t
√
u
k
, h
√
u
k
)
e−
u
2 u
k
2
−1du. (7.5)
Definem1(h) = (1/h)
t2(log(1/h))t3 for 0 < h < 1. Since t2 > 0, m1(h) −→∞
as h −→ 0+. Let
t5 = 1 +
t2
2
. (7.6)
Define
U(h) = (m1(h))
1
t5 . (7.7)
Clearly, U(h) −→∞ as h −→ 0+. Also,
h
√
U(h) = h
[(
1
h
)t2 (
log
1
h
)t3] 12t5
= h
1
t5
(
log
1
h
) t3
2t5 −→ 0 as h −→ 0+.
(7.8)
So, from (3.7) and (7.6), (7.7) and (7.8), we have for all sufficiently small h
and for any u ≤ U(h),
φG
(
t
√
u
k
, h
√
u
k
)
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≤ C3
(
h
√
u
k
)t4
exp
[
−C4m1
(
h
√
u
k
)]
=
C3
k
t4
2
u
t4
2 ht4 exp
[
−C4k
t2
2 u−
t2
2
(
1
h
)t2 (
log
1
h
)t3 (
1 +
log
√
k
log 1
h
− log
√
u
log 1
h
)t3]
≤ C3
k
t4
2
u
t4
2 ht4 exp
[
−C4k
t2
2
(
1
t2 + 2
)t3
(m1(h))
1
t5
]
, (7.9)
since for all sufficiently small h and any u ≤ U(h),
1 +
log
√
k
log 1
h
− log
√
u
log 1
h
>
1
t2 + 2
.
Hence, from (7.5) and (7.9), we have for all sufficiently small h,
φT(t, h)
=
1
2
k
2 Γ
(
k
2
) ∫ U(h)
0
φG
(
t
√
u
k
, h
√
u
k
)
e−
u
2 u
k
2
−1du
+
1
2
k
2 Γ
(
k
2
) ∫ ∞
U(h)
φG
(
t
√
u
k
, h
√
u
k
)
e−
u
2 u
k
2
−1du
<
1
2
k
2 Γ
(
k
2
) C3
k
t4
2
∫ U(h)
0
ht4 exp
[
−C4k
t2
2
(
1
t2 + 2
)t3
(m1(h))
1
t5
]
e−
u
2 u
t4+k
2
−1du
+
1
2
k
2 Γ
(
k
2
) ∫ ∞
U(h)
exp
[
−1
4
U(h)
]
e−
u
4 u
k
2
−1du
<
1
2
k
2 Γ
(
k
2
) C3
k
t4
2
[∫ ∞
0
e−
u
2 u
t4+k
2
−1du
]
ht4 exp
[
−C4k
t2
2
(
1
t2 + 2
)t3
(m1(h))
1
t5
]
+
1
2
k
2 Γ
(
k
2
) [∫ ∞
0
e−
u
4 u
k
2
−1du
]
exp
[
−1
4
(m1(h))
1
t5
]
=
(
Γ
(
t4+k
2
)
Γ
(
k
2
) (2
k
) t4
2
C3
)
ht4 exp
[
−C4k
t2
2
(
1
t2 + 2
)t3
(m1(h))
1
t5
]
+ 2
k
2 exp
[
−1
4
(m1(h))
1
t5
]
≤
(
Γ
(
t4+k
2
)
Γ
(
k
2
) (2
k
) t4
2
C3 + 2
k
2
)
×
exp
[
−min
{
C4k
t2
2
(
1
t2 + 2
)t3
,
1
4
}(
1
h
) t2
t5
(
log
1
h
) t3
t5
]
. (7.10)
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We now proceed to find a lower bound for φT(t, h). From (3.7), (7.6), (7.7)
and (7.8), we get that for all sufficiently small h and for any U(h) ≤ u ≤
2U(h),
φG
(
t
√
u
k
, h
√
u
k
)
≥ C ′1 exp
[
−1
2
∥∥∥∥t√uk
∥∥∥∥2
](
h
√
u
k
)t1
exp
[
−C2m1
(
h
√
u
k
)]
=
C ′1
k
t1
2
u
t1
2 ht1×
exp
[
−u‖t‖
2
2k
− C2k
t2
2 u−
t2
2
(
1
h
)t2 (
log
1
h
)t3 (
1 +
log
√
k
log 1
h
− log
√
u
log 1
h
)t3]
≥ C
′
1
k
t1
2
u
t1
2 ht1 exp
[
−‖t‖
2
k
(m1(h))
1
t5 − C2k
t2
2
(
2
t5
)t3
(m1(h))
1− t2
2t5
]
=
C ′1
k
t1
2
u
t1
2 ht1 exp
[
−
(
‖t‖2
k
+ C2k
t2
2
(
2
t5
)t3)
(m1(h))
1
t5
]
, (7.11)
since for all sufficiently small h and any U(h) ≤ u,
1 +
log
√
k
log 1
h
− log
√
u
log 1
h
<
2
t5
.
From (7.5) and (7.11), we have for all sufficiently small h,
φT(t, h)
≥ 1
2
k
2 Γ
(
k
2
) ∫ 2U(h)
U(h)
φG
(
t
√
u
k
, h
√
u
k
)
e−
u
2 u
k
2
−1du
≥ 1
2
k
2 Γ
(
k
2
) C ′1
k
t1
2
×
∫ 2U(h)
U(h)
ht1 exp
[
−
(
‖t‖2
k
+ C2k
t2
2
(
2
t5
)t3)
(m1(h))
1
t5
]
e−
u
2 u
t1+k
2
−1du
=
1
2
k
2 Γ
(
k
2
) C ′1
k
t1
2
[∫ 2U(h)
U(h)
e−
u
2 u
t1+k
2
−1du
]
×
ht1 exp
[
−
(
‖t‖2
k
+ C2k
t2
2
(
2
t5
)t3)
(m1(h))
1
t5
]
36
≥ 1
2
k
2 Γ
(
k
2
) C ′1
k
t1
2
[∫ 2U(h)
U(h)
e−
U(h)
2 (U(h))
t1+k
2
−1 du
]
×
ht1 exp
[
−
(
‖t‖2
k
+ C2k
t2
2
(
2
t5
)t3)
(m1(h))
1
t5
]
=
1
2
k
2 Γ
(
k
2
) C ′1
k
t1
2
(U(h))
t1+k
2 ×
ht1 exp
[
−
(
1
2
+
‖t‖2
k
+ C2k
t2
2
(
2
t5
)t3)
(m1(h))
1
t5
]
> ht1 exp
[
−
(
1
2
+
‖t‖2
k
+ C2k
t2
2
(
2
t5
)t3)(1
h
) t2
t5
(
log
1
h
) t3
t5
]
. (7.12)
So, from (7.10) and (7.12), we have for all sufficiently small h,
ht1 exp
[
−u1
(
1
h
) t2
t5
(
log
1
h
) t3
t5
]
< φT(t, h) < u2 exp
[
−u3
(
1
h
) t2
t5
(
log
1
h
) t3
t5
]
,
where
u1 =
(
1
2
+
‖t‖2
k
+ C2k
t2
2
(
2
t5
)t3)
, u2 =
(
Γ
(
t4+k
2
)
Γ
(
k
2
) (2
k
) t4
2
C3 + 2
k
2
)
and u3 = min
{
C4k
t2
2
(
1
t2 + 2
)t3
,
1
4
}
.
7.2 Proofs of theorems
Proof of Theorem 1. From the definitions of Lx(·), G(Y) and F (z) in the
statement of Theorem 1, and from (3.2) and (3.3), we have
Bn(x)
= Γ′ (E[Ψ(Y) |X = x])
(∑n
i=1 E[Ψ(Yi) |Xi]K(h−1n d(x,Xi))∑n
i=1K(h
−1
n d(x,Xi))
− E[Ψ(Y) |X = x]
)
,
Vn(x) = Γ
′ (E[Ψ(Y) |X = x])
(∑n
i=1[Ψ(Yi)− E[Ψ(Yi) |Xi]]K(h−1n d(x,Xi))∑n
i=1K(h
−1
n d(x,Xi))
)
.
Set Rn(x) = [Θ̂n(x) − Θ(x)] − Bn(x) − Vn(x). From A(ii) and (3.4), we
have ‖Bn(x)‖ −→ 0 as n −→ ∞. From A(ii) and Theorem 3, we have
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E[‖Vn(x)‖2] −→ 0 as n −→∞, and consequently ‖Vn(x)‖ −→ 0 in probability
as n −→∞. So, ‖Bn(x)+Vn(x)‖ −→ 0 in probability as n −→∞. Therefore,
‖Rn(x)‖
=
∥∥∥[Θ̂n(x)−Θ(x)]−Bn(x)− Vn(x)∥∥∥
=
∥∥∥∥Γ(∑ni=1 Ψ(Yi)K(h−1n d(x,Xi))∑n
i=1K(h
−1
n d(x,Xi))
)
− Γ(E[Ψ(Y) |X = x])
−Γ′ (E[Ψ(Y) |X = x])
(∑n
i=1 Ψ(Yi)K(h
−1
n d(x,Xi))∑n
i=1K(h
−1
n d(x,Xi))
− E[Ψ(Y) |X = x]
)∥∥∥∥
= o (‖Bn(x) + Vn(x)‖) whenever ‖Bn(x) + Vn(x)‖ −→ 0,
= o (‖Bn(x)‖+ ‖Vn(x)‖) whenever ‖Bn(x)‖+ ‖Vn(x)‖ −→ 0, (7.13)
= oP
(
max
{
hβn, [nφ(x, hn)]
−1/2}) as n −→ 0,
since from (3.4), we have ‖Bn(x)‖ = O(hβn) as n −→∞, and from Theorem 3,
we have ‖Vn(x)‖ = OP([nφ(x, hn)]−1/2) as n −→∞. So, B(iii) is satisfied.
Proof of Theorem 2. Under the assumptions stated in Example 3, it follows
that condition B(i) holds from the Holder continuity of Θ(z). The continuity
of the linear operator Lx(·) follows from the invertibility of I(Θ(x)), and B(ii)
follows from the assumptions stated in Example 3 using arguments similar
to those used in the proof of Theorem 3.2 in Chaudhuri and Dewanji (1995).
We now proceed to verify condition B(iii).
Using arguments similar to those in the proof of Theorem 3.1 in Chaud-
huri and Dewanji (1995), we get Θ̂n(x) −→ Θ(x) in probability as n −→∞.
Using this fact, (2.2) and a Taylor expansion of ∇g(Yi | t) at t = Θ̂n(x), we
get
n∑
i=1
∇g(Yi |Θ(Xi))Wi,n(x) =
n∑
i=1
∆2(g(Yi | ηi(x)))
(
Θ(Xi)− Θ̂n(x)
)
Wi,n(x)
=⇒ Θ̂n(x)−Θ(x)
=
[
n∑
i=1
∆2(g(Yi | ηi(x)))Wi,n(x)
]−1( n∑
i=1
∆2(g(Yi | ηi(x)))(Θ(Xi)−Θ(x))Wi,n(x)
)
−
[
n∑
i=1
∆2(g(Yi | ηi(x)))Wi,n(x)
]−1( n∑
i=1
∇g(Yi |Θ(Xi))Wi,n(x)
)
,
where ηi(x) lies between Θ(Xi) and Θ̂n(x). Also, under the assumptions
in Example 3, using arguments similar to those used in the proofs of The-
orem 3.1 and Theorem 3.2 in Chaudhuri and Dewanji (1995), we get that
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‖∑ni=1 ∆2(g(Yi | ηi(x)))Wi,n(x) + I(Θ(x))‖ −→ 0 in probability as n −→∞.
Also, since Θ(z) ∈ F(x, β,Rq), we have max{‖Θ(Xi) − Θ(x)‖Wi,n(x) | i =
1, . . . , n} ≤ chβn for all n, where c > 0 is a constant. Consequently, it follows
that
Θ̂n(x)−Θ(x)
= [I(Θ(x))]−1
(
n∑
i=1
I(Θ(x))(Θ(Xi)−Θ(x))Wi,n(x)
)
+ [I(Θ(x))]−1
(
n∑
i=1
∇g(Yi |Θ(Xi))Wi,n(x)
)
+ oP
(
hβn
)
+ oP
(∥∥∥∥∥[I(Θ(x))]−1
(
n∑
i=1
∇g(Yi |Θ(Xi))Wi,n(x)
)∥∥∥∥∥
)
.
Taking
Vn(x) = [I(Θ(x))]
−1
(
n∑
i=1
∇g(Yi |Θ(Xi))Wi,n(x)
)
and Bn(x) = [I(Θ(x))]
−1
(
n∑
i=1
I(Θ(x))(Θ(Xi)−Θ(x))Wi,n(x)
)
,
we have Rn(x) = oP
(
hβn + ‖Vn(x)‖
)
as n −→ ∞, and the proof is com-
plete using the convergence rate of E[‖Vn(x)‖2] as described in the proof on
Theorem 1.
Proof of Theorem 3. The arguments used in this proof are closely related to
the arguments in the proof of Proposition 1 in Chagny and Roche (2016).
Define
Wn(x) = n
−1
n∑
i=1
[E(1)n (x)φ(x, hn)]
−1K(h−1n d(x,Xi)),
where E
(1)
n (x) is as defined in (3.5). It follows from Bernstein’s inequality
(Serfling, 2009, p. 95) and condition A(i) that
P[|Wn(x)− 1| > (1/2)] ≤ 2 exp(−c1nφ(x, hn)), (7.14)
where c1 is a positive constant. Note that
E[‖Vn(x)‖2]
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= E[‖Vn(x)‖2I(Wn(x) < (1/2))] + E[‖Vn(x)‖2I(Wn(x) ≥ (1/2))]. (7.15)
For the first term on the RHS in (7.15), using the fact that B is a type 2
Banach space and conditions A(i), A(ii) and B(ii), we have from (7.14),
E[‖Vn(x)‖2I(Wn(x) < (1/2))]
= E[E[‖Vn(x)‖2I(Wn(x) < (1/2)) |X1, . . . ,Xn]]
≤ c2E
[∑n
i=1 E[‖G(Yi)− E[G(Yi) |Xi]‖2 |Xi]K2(h−1n d(x,Xi))
(
∑n
i=1K(h
−1
n d(x,Xi)))
2
I
(
Wn(x) <
1
2
)]
≤ c3E
[ ∑n
i=1K
2(h−1n d(x,Xi))
(
∑n
i=1K(h
−1
n d(x,Xi)))
2
I
(
Wn(x) <
1
2
)]
≤ c3P[|Wn(x)− 1| > (1/2)] ≤ 2c3 exp(−c1nφ(x, hn)) (7.16)
for all sufficiently large n, where c2 and c3 are positive constants. Since
ue−u ≤ e−1 for u > 0, from (7.16), we get that for all sufficiently large n,
nφ(x, hn)E[‖Vn(x)‖2I(Wn(x) < (1/2))] ≤ 2c3
c1e
. (7.17)
Now, for the second term on the RHS in (7.15), again using the fact that B
is a type 2 Banach space, conditions A(i), A(ii), B(ii) and inequality (3.6),
we get that for all sufficiently large n,
E[‖Vn(x)‖2I(Wn(x) ≥ (1/2))]
≤ ‖Lx‖2E

∥∥∥∥∥∥ 1n
n∑
i=1
[G(Yi)− E[G(Yi) |Xi]]K
(
d(x,Xi)
hn
)
E
(1)
n (x)φ(x, hn)
∥∥∥∥∥∥
2
I
(
Wn(x) ≥ 12
)
(Wn(x))
2

= ‖Lx‖2×
E
E

∥∥∥∥∥∥ 1n
n∑
i=1
[G(Yi)− E[G(Yi) |Xi]]K
(
d(x,Xi)
hn
)
E
(1)
n (x)φ(x, hn)
∥∥∥∥∥∥
2
X1, . . . ,Xn
 I (Wn(x) ≥ 12)
(Wn(x))
2

≤ ‖Lx‖2c4E
 n∑
i=1
E
[‖G(Yi)− E[G(Yi) |Xi]‖2Xi]K2 (d(x,Xi)hn ) I (Wn(x) ≥ 12)
(Wn(x))
2 (E
(1)
n (x))2n2(φ(x, hn))2

≤ c5E
[
n∑
i=1
K2(h−1n d(x,Xi))I(Wn(x) ≥ (1/2))
(Wn(x))
2 (E
(1)
n (x))2n2(φ(x, hn))2
]
≤ 4c5E
[
n∑
i=1
K2(h−1n d(x,Xi))
(E
(1)
n (x))2n2(φ(x, hn))2
]
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=
4c5E
(2)
n (x)
(E
(1)
n (x))2
1
nφ(x, hn)
≤ 4c5L
2
l2
1
nφ(x, hn)
=⇒ φ(x, hn)E[‖Vn(x)‖2I(Wn(x) ≥ (1/2))] ≤ 4c5L
2
l2
, (7.18)
where c4 and c5 are positive constants. From (7.15), (7.17) and (7.18), we
get nφ(x, hn)E[‖Vn(x)‖2] = O(1) as n −→∞.
Proof of Theorem 4. Note that
[nφ(x, hn)]
1/2 [E(2)n (x)]
−1/2E(1)n (x)Vn(x)
=
∑n
i=1
K(h−1n d(x,Xi))
[E
(2)
n (x)]1/2[nφ(x,hn)]
1/2Lx(G(Yi)− E[G(Yi) |Xi])
n−1
∑n
i=1
[
E
(1)
n (x)φ(x, hn)
]−1
K(h−1n d(x,Xi))
. (7.19)
Define
V ∗n (x) =
n∑
i=1
K(h−1n d(x,Xi))
[E
(2)
n (x)]1/2 [nφ(x, hn)]
1/2
Lx(G(Yi)− E[G(Yi) |Xi]).
The covariance operator of V ∗n (x), denoted as Dn(·, · |x), is given by
Dn(u,v |x)
= E
〈u,Lx(G(Y)− E[G(Y) |X])〉 〈v,Lx(G(Y)− E[G(Y) |X])〉K2
(
d(x,X)
hn
)
E
(2)
n (x)φ(x, hn)

for u,v ∈ B. Under conditions A(i), A(ii) and B(iv), Dn(·, · |x) converges to
D(·, · |x) in the trace norm as n −→ ∞. Consequently, conditions (i) and
(ii) in Theorem 1.1 in Kundu et al. (2000) are satisfied. Define
Un,i(x) =
K(h−1n d(x,Xi))
[E
(2)
n (x)]1/2
Lx(G(Yi)− E[G(Yi) |Xi]).
Given  > 0 and b ∈ B, define
Ln(,b) =
n∑
i=1
E
〈 Un,i(x)
[nφ(x, hn)]
1/2
,b
〉2
I
[∣∣∣∣∣
〈
Un,i(x)
[nφ(x, hn)]
1/2
,b
〉∣∣∣∣∣ > 
] .
From A(i), A(ii) and B(ii), we have for any b with ‖b‖ = 1,
Ln(,b)
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= E
[
〈Un,1(x),b〉2
φ(x, hn)
I
[
|〈Un,1(x),b〉| >  [nφ(x, hn)]1/2
]]
≤ E
〈Un,i(x),b〉2
φ(x, hn)
[
|〈Un,1(x),b〉|
 [nφ(x, hn)]
1/2
]ν−2
≤
[
1
 [nφ(x, hn)]
1/2
]ν−2
E
[
‖Lx‖ν ‖G(Y)− E[G(Y) |X]‖ν Kν(h−1n d(x,X))
[E
(2)
n (x)]ν/2φ(x, hn)
]
≤ c [nφ(x, hn)]−
ν−2
2 −→ 0
as n −→∞, where ν > 2 is the constant mentioned in B(ii). Hence, condition
(iii) in Theorem 1.1 in Kundu et al. (2000) is satisfied. Consequently,
V ∗n (x) −→W (7.20)
in distribution as n −→∞. Now, under conditions A(i), A(ii) and an appli-
cation of the Markov inequality, we get
n−1
n∑
i=1
[
E(1)n (x)φ(x, hn)
]−1
K(h−1n d(x,Xi)) −→ 1 (7.21)
in probability as n −→∞. The proof is completed from (7.19), (7.20), (7.21)
and an application of Slutsky’s Theorem.
Proof of Theorem 5. From the upper bounds of E‖Bn(x)‖2 and E‖Vn(x)‖2
in (3.4) and Theorem 3, respectively, and the lower bound of φ(x, hn) in
(3.7), we have
E‖Bn(x) + Vn(x)‖2 ≤ 2
[
E‖Bn(x)‖2 + E‖Vn(x)‖2
] ≤ f1(hn)
for all sufficiently large n, where
f1(hn) = ah
2β
n +
b
nC1
(1/hn)
t1 exp [m(hn)] , (7.22)
and a, b > 0 are some constants. We establish below that the choice of band-
widths {hn} described in the statement of Theorem 5 is one which minimizes
(7.22). Note that m(h), which is defined in (3.8), is a differentiable function
of h, and
m′(h) = −m(h)(1/h)
(
t2 +
t3
log(1/h)
)
. (7.23)
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Consequently, f1(h) is differentiable for all n, and
f ′1(h) = 2βah
2β−1 − bt1
nC1
(1/h)t1+1 exp[m(h)]
− b
nC1
(1/h)t1+1 exp[m(h)]m(h)
(
t2 +
t3
log(1/h)
)
(7.24)
= exp[m(h)]
[
2βah2β−1
exp[m(h)]
− bt1
nC1
(1/h)t1+1
− b
nC1
(1/h)t1+1m(h)
(
t2 +
t3
log(1/h)
)]
. (7.25)
From (7.25), we get that for every fixed n, f ′1(h) −→ −∞ as h −→ 0+, and for
any 0 < s < 1, f ′1(s) > 0 for all sufficiently large n. Since f
′
1(h) is continuous
in h for 0 < h < 1, given any 0 < s < 1, f ′1(h) must have a root in (0, s)
for all sufficiently large n. For any fixed n, consider h0 = inf{h | f ′1(h) = 0}.
Again, since f ′1(h) is continuous in h, we have f
′
1(h0) = 0. Further, since
f ′1(h) −→ −∞ as h −→ 0+, from the continuity of f ′1(h) we have f ′1(h) < 0
for h < h0, which implies that f1(h) is a decreasing function for h < h0.
Also, for any 0 < s < s′ < 1, we have for all sufficiently large n, f ′1(h) > 0
for all s ≤ h ≤ s′, which implies f1(h) is increasing in s ≤ h ≤ s′. Therefore,
f1(h) must have a minima for all sufficiently large n, whose corresponding h
will satisfy f ′1(h) = 0. Now, from (7.24), f
′
1(hn) = 0 implies that
2βah2β−1n = n
−1(1/hn)t1+1 exp[m(hn)]
×
[
bt1
C1
+
b
C1
m(hn)
(
t2 +
t3
log(1/hn)
)]
⇐⇒ h2βn = n−1(1/hn)t1 exp[m(hn)]
×
[
bt1
2βaC1
+
b
2βaC1
m(hn)
(
t2 +
t3
log(1/hn)
)]
(7.26)
⇐⇒ n = (1/hn)2β+t1 exp[m(hn)]
×
[
bt1
2βaC1
+
b
2βaC1
m(hn)
(
t2 +
t3
log(1/hn)
)]
(7.27)
⇐⇒ log n
m(hn)
= 1 + (2β + t1)
log(1/hn)
m(hn)
+
1
m(hn)
× log
([
bt1
2βaC1
+
b
2βaC1
m(hn)
(
t2 +
t3
log(1/hn)
)])
.
(7.28)
Let {hn} be such that f ′1(hn) = 0 for all n. If either t2 > 0 or t3 > 1, then
from (7.27), we get that hn −→ 0+ as n −→ ∞. Consequently, from (7.26),
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we have
nC1h
t1
n exp[−m(hn)] = h−2βn
[
bt1
2βa
+
b
2βa
m(hn)
(
t2 +
t3
log(1/hn)
)]
−→∞
as n −→ ∞, which implies nφ(x, hn) −→ ∞ as n −→ ∞ from the lower
bound of φ(x, hn) in (3.7). Therefore, {hn} satisfies A(ii). Also, hn −→ 0+
as n −→∞ implies that
log(1/hn)
m(hn)
−→ 0 as n −→∞, (7.29)
1
m(hn)
log
([
bt1
2βaC1
+
b
2βaC1
m(hn)
(
t2 +
t3
log(1/hn)
)])
−→ 0 (7.30)
as n −→∞. Combining (7.28), (7.29) and (7.30), we have
log n
m(hn)
−→ 1 as n −→∞. (7.31)
Consequently, when either t2 > 0 or t3 > 1, we have for all sufficiently large
n,
ah2βn < aC
′
2(m
−1(log n))2β, (7.32)
where C ′2 is a positive constant depending on C2 and β. From (7.22) and
(7.26), we get that ah2βn < f1(hn) < 2ah
2β
n for all sufficiently large n, and
consequently f1(hn) < 2aC
′
2(m
−1(log n))2β for all sufficiently large n. Hence,
for the bandwidth sequence {hn} minimizing f1(h) for every fixed n, we have
E‖Bn(x) + Vn(x)‖2 < 2aC ′2
(
m−1 (log n)
)2β
(7.33)
for all sufficiently large n, which implies ‖Bn(x)+Vn(x)‖ = OP
(
(m−1 (log n))β
)
as n −→ ∞. Also, when either t2 > 0 or t3 > 1, from (7.26) and the lower
bound of φ(x, h) in (3.7), we get
h2βn /[[nφ(x, hn)]
−1] −→∞ (7.34)
as n −→∞. Hence, from (7.32) and (7.34), we get that (m−1 (log n))−β ‖Rn(x)‖ =
oP(1) as n −→ ∞. Therefore,
∥∥Θ̂n(x) − Θ(x)∥∥ = OP( (m−1(log n))β ) as
n −→∞.
Next, if E[‖Rn(x)‖2] = o (δ2n) as n −→∞, where δn = max
{
hβn,
[
nφ(x, hn)
]−1/2}
,
we get from (7.32) and (7.34) that (m−1 (log n))−2β E‖Rn(x)‖2 −→ 0 as
n −→∞. From (3.1), we have E∥∥Θ̂n(x)−Θ(x)∥∥2 ≤ 2E∥∥Bn(x) + Vn(x)∥∥2 +
2E‖Rn(x)‖2. Therefore, from (7.33), we get E
∥∥Θ̂n(x)−Θ(x)∥∥2 = O( (m−1(log n))2β )
as n −→∞.
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Proof of Theorem 6. For a sequence of bandwidths {hn} satisfying A(ii), it
follows from the upper bound of φ(x, h) in (3.7) and the definition of m(h)
in (3.8) that
nC3h
t4
n exp [−(C4/C2)m(hn)] ≥ nφ(x, hn) −→∞ as n −→∞
=⇒ log n− t4 log(1/hn)− (C4/C2)m(hn) −→∞
⇐⇒ m(hn)
[
log n
m(hn)
− t4 log(1/hn)
m(hn)
− C4
C2
]
−→∞ (7.35)
as n −→ ∞. Now, since either t2 > 0 or t3 > 1, and hn −→ 0 as n −→ ∞
under assumption A(ii), we have
m(hn) −→∞ as n −→∞ and log(1/hn)
m(hn)
−→ 0 as n −→∞. (7.36)
Hence, for (7.35) to be satisfied, in view of (7.36), we must have, for all
sufficiently large n,
log n
m(hn)
− C4
C2
> 0 ⇐⇒ m−1
(
log n
(C4/C2)
)
< hn =⇒ hn
m−1 (log n)
> c1 > 0,
(7.37)
where c1 is a constant depending on C2, C4. Clearly, when C2 = C4, c1 =
1.
Proof of Theorem 7. Suppose, if possible,
lim inf
n−→∞
P
[(
m−1(log n)
)−β ∥∥∥Θ̂n(x)−Θ(x)∥∥∥ > c] = 0 (7.38)
for every c > 0. Then, given any c > 0, there is a subsequence {n′} such that
lim
n′−→∞
P
[(
m−1(log n′)
)−β ∥∥∥Θ̂′n(x)−Θ(x)∥∥∥ > c] = 0. (7.39)
Consider the bandwidth sequence {hn′}. If lim infn′−→∞ h2βn′ nφ(x, hn′) = 0,
then there exists a further subsequence {n′′} such that h2βn′′nφ(x, hn′′) −→
0 as n′′ −→ ∞. But in this case, we get a contradiction of (7.39) from
Lemma 15. On the other hand, if lim supn′−→∞ h
2β
n′ nφ(x, hn′) = ∞, then
there exists a further subsequence {n′′} such that h2βn′′nφ(x, hn′′) −→ ∞ as
n′′ −→ ∞. But again, we get a contradiction of (7.39) from Lemma 16. We
consider the only remaining case, which is 0 < lim infn′−→∞ h
2β
n′ nφ(x, hn′) ≤
lim supn′−→∞ h
2β
n′ nφ(x, hn′) < ∞. Then, there exist 1 > 0, 2 > 0 and a
further subsequence {n′′} such that 0 < 1 < h2βn′′nφ(x, hn′′) < 2 for all
sufficiently large n′′. But in this case also, we get a contradiction of (7.39)
from Lemma 17. Therefore, the assertion (7.38) is not possible, and this
completes the proof.
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Proof of Theorem 8. From (7.26) in the proof of Theorem 5 and the lower
bound of φ(x, h) in (3.7), it follows that
h2βn nφ(x, hn) −→∞ (7.40)
as n −→ ∞. Now, choose Θ(·) as in Theorem 7 such that h−βn ‖B˜n(x)‖ ≥
b1 > 0 for a constant b1 and all sufficiently large n. So, P[h−βn ‖Bn(x)‖ >
b1/2] −→ 1 as n −→∞. Hence, for this choice of Θ(·) and using Theorem 4
and (7.40), we have
‖Vn(x)‖
‖Bn(x)‖ =
1
[nφ(x, hn)]1/2h
β
n
[nφ(x, hn)]
1/2‖Vn(x)‖
h−βn ‖Bn(x)‖
= oP(1) as n −→∞.
Proof of Theorem 9. Let U and V be two nonnegative random variables.
Then, given any  > 0 and δ > 0, we have
P
[
U
V
< 
]
≥ P [U < δ, V > δ] ≥ P [U < δ] + P [V > δ]− 1. (7.41)
We denote our optimum bandwidth minimizing (7.22) in the proof of Theo-
rem 5 as h
(op)
n . Given any  > 0, from Lemma 20, we get that there is δ > 0
such that
P
[
(h(b)n )
−β
∥∥∥Θ̂(b)n (x)−Θ(x)∥∥∥ > δ] > 1−  (7.42)
for all sufficiently large n. Further, from Lemma 19, we get that for this
constant δ,
P
[
(h(op)n )
−β
∥∥∥Θ̂(op)n (x)−Θ(x)∥∥∥ < δ] > 1−  (7.43)
for all sufficiently large n. Therefore, from (7.41), (7.42) and (7.43), we get
that
(h
(op)
n )−β
∥∥∥Θ̂(op)n (x)−Θ(x)∥∥∥
(h
(b)
n )−β
∥∥∥Θ̂(b)n (x)−Θ(x)∥∥∥ = oP(1) as n −→∞. (7.44)
Hence, from (7.44) and Lemma 18, we have∥∥∥Θ̂(op)n (x)−Θ(x)∥∥∥∥∥∥Θ̂(b)n (x)−Θ(x)∥∥∥ = oP(1) as n −→∞.
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On the other hand, from Lemma 18, Lemma 19 and Lemma 20, we have
E
∥∥∥Θ̂(op)n (x)−Θ(x)∥∥∥2
E
∥∥∥Θ̂(b)n (x)−Θ(x)∥∥∥2 = o(1) as n −→∞.
Proof of Theorem 10. This proof is partly based on arguments used in Chagny
and Roche (2014, 2016). For every h ∈ Hn, we have∥∥∥Θ̂n (x, h∗n)−Θ (x)∥∥∥2
≤ 3
[∥∥∥Θ̂n (x, h∗n)− Θ̂n (x,max{h∗n, h})∥∥∥2 + ∥∥∥Θ̂n (x, h)− Θ̂n (x,max{h∗n, h})∥∥∥2]
+ 3
∥∥∥Θ̂n(x, h)−Θ(x)∥∥∥2
≤ 3 [(Cn(x, h) +Dn(x, h∗n)) + (Cn(x, h∗n) +Dn(x, h))] + 3
∥∥∥Θ̂n(x, h)−Θ(x)∥∥∥2
≤ 6 [Cn(x, h) +Dn(x, h)] + 3
∥∥∥Θ̂n(x, h)−Θ(x)∥∥∥2 . (7.45)
From Lemma 21, Lemma 22 and Lemma 24, we get
Cn(x, h) ≤ C(1)n (x, h) + C(2)n (x, h). (7.46)
Here, for all sufficiently large n,
E
[
C(1)n (x, h)
] ≤ c1h2β + 1
n log n
(7.47)
for all h ∈ Hn and some constant c1 > 0 independent of h. Also,
P
[
C(2)n (x, h) > n
−2] = O (n−2) as n −→∞. (7.48)
Further, C
(2)
n (x, h) = 0 for all h if Rn(x, h) = 0 for all h. From Lemma 22,
we get that for all sufficiently large n,
E [Dn(x, h)] ≤ c2 log n
nφ(x, h)
(7.49)
for all h ∈ Hn, where c2 > 0 is a constant independent of h. On the other
hand, from decomposition (3.1), we get∥∥∥Θ̂n(x, h)−Θ(x)∥∥∥2 ≤ 3 [(‖Bn(x, h)‖2 +Mh2β)+ 2‖Vn(x, h)‖2]
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+ 3
(‖Rn(x, h)‖2 − (Mh2β + ‖Vn(x, h)‖2))+ , (7.50)
where M is the constant described in condition D(ii). From inequality (3.4)
and Theorem 3, we have
E
[(‖Bn(x, h)‖2 +Mh2β)+ 2‖Vn(x, h)‖2] ≤ c3h2β + c4
nφ(x, h)
(7.51)
for all sufficiently large n and some constants c3 > 0 and c4 > 0 independent
of h. Also, from Lemma 24, we have
max
h∈Hn
(‖Rn(x, h)‖2 − (Mh2β + ‖Vn(x, h)‖2))+ = oP (n−2) (7.52)
as n −→∞. Therefore, from (7.45)–(7.52), we get that∥∥∥Θ̂n (x, h∗n)−Θ (x)∥∥∥2
≤ [6C(1)n (x, h) + 6Dn(x, h) + 9 ((‖Bn(x, h)‖2 +Mh2β)+ 2‖Vn(x, h)‖2)]
+
[
6C(2)n (x, h) + 9
(‖Rn(x, h)‖2 − (Mh2β + ‖Vn(x, h)‖2))+] ,
where
E
[
6C(1)n (x, h) + 6Dn(x, h) + 9
((‖Bn(x, h)‖2 +Mh2β)+ 2‖Vn(x, h)‖2)]
= O
(
h2β +
log n
nφ(x, h)
)
(7.53)
and
max
h∈Hn
[
6C(2)n (x, h) + 9
(‖Rn(x, h)‖2 − (Mh2β + ‖Vn(x, h)‖2))+]
= oP
(
n−2
)
as n −→∞. (7.54)
Further, if Rn(x, h) = 0 for all h, then
max
h∈Hn
[
6C(2)n (x, h) + 9
(‖Rn(x, h)‖2 − (Mh2β + ‖Vn(x, h)‖2))+] = 0 for all h.
From (7.53) and (7.54), we get∥∥∥Θ̂n (x, h∗n)−Θ (x)∥∥∥2 = OP (λn) as n −→∞,
and if Rn(x, h) = 0 for all h, then
E
∥∥∥Θ̂n (x, h∗n)−Θ (x)∥∥∥2 = O (λn) as n −→∞.
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7.3 Results required to prove Theorem 7
Lemma 14. Let {Un} be a sequence of real random variables and let {Vn} be
another sequence of positive random variables with Vn = oP(1) as n −→ ∞.
Then, for any a > 0 and any  > 0, P [Un > a+Vn] > P [Un > 2a] −  for
all sufficiently large n.
Proof. Since Vn = oP(1) as n −→∞, for any a > 0 and any  > 0,
P [Un > a+Vn] ≥ P [Un > 2a and Vn < (a/2)]
≥ P [Un > 2a]− P [Vn > (a/2)]
> P [Un > 2a]− 
for all sufficiently large n, which completes the proof.
Lemma 15. Suppose that in (3.7), we have either t2 > 0, or t3 > 1 with C2 =
C4, the kernel K(·) satisfies A(i), and the decomposition (3.1) along with
conditions B(i)–B(iii), C(i) and C(ii) are satisfied. Consider a bandwidth
sequence {hn} that satisfies A(ii) and h2βn nφ(x, hn) −→ 0 as n −→∞. Then,
there exist c > 0 and δ > 0 such that
P
[(
m−1(log n)
)−β ∥∥∥Θ̂n(x)−Θ(x)∥∥∥ > c] > δ
for all sufficiently large n.
Proof. Recall from subsection 4.1 thatBn(x) = B˜n(x)+R˜n(x), where R˜n(x) =
oP(h
β
n), and B˜n(x) is a non-random quantity. So, from (3.1) and condition
B(iii), we have
Θ̂n(x)−Θ(x) = B˜n(x) + Vn(x) +Qn(x), (7.55)
where Qn(x) = Rn(x)+R˜n(x) = oP
(
max
{
hβn,
[
nφ(x, hn)
]−1/2})
as n −→∞.
Recall the projection functional φ˜i(·) defined in subsection 4.1 and the
positive integer i0 mentioned in condition C(ii). Note that ‖φ˜i0‖ = 1. So, for
all v ∈ B,
|φ˜i0(v)| ≤ ‖v‖. (7.56)
Using A(i), A(ii), B(ii), C(ii) and arguments similar to those in Theorem 4,
we get
[nφ(x, hn)]
1/2[E(2)n (x)]
−1/2E(1)n (x)φ˜i0(Vn(x)) −→ Z (7.57)
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in distribution as n −→∞, where Z follows a normal distribution with mean
zero and variance V(x) > 0.
Next, consider {hn} that satisfies A(ii) and
h2βn nφ(x, hn) −→ 0 as n −→∞. (7.58)
From (7.37) and (7.58), we get that for all sufficiently large n,
[nφ(x, hn)]
−1/2 > hβn > c
β
1
(
m−1 (log n)
)β
=⇒ (m−1 (log n))−β [nφ(x, hn)]−1/2 > cβ1 , (7.59)
where c1 > 0 is a constant. Since Qn(x) = oP
(
max
{
hβn,
[
nφ(x, hn)
]−1/2})
as n −→∞, from (7.58), we have Qn(x) = oP
([
nφ(x, hn)
]−1/2)
as n −→∞.
Further, from B(i), we get that h−βn B˜n(x) is bounded, and hence from (7.58),
we have [nφ(x, hn)]
1/2B˜n(x) −→ 0 as n −→∞. Therefore,
[nφ(x, hn)]
1/2
[∥∥B˜n(x)∥∥+ ∥∥Qn(x)∥∥] = oP(1) (7.60)
as n −→ 0. Take
c =
lcβ1
2L
and δ =
1
2
P[|Z| > 1],
where Z is the normal random variable described in (7.57). So, from (3.6),
Lemma 14, (7.56), (7.57), (7.59), (7.60) and the triangle inequality, we have
for all sufficiently large n,
P
[ (
m−1(log n)
)−β ∥∥Θ̂n(x)−Θ(x)∥∥ > c]
≥ P
 [nφ(x, hn)]1/2
[∥∥Vn(x)∥∥− ∥∥B˜n(x)∥∥− ∥∥Qn(x)∥∥]
(m−1(log n))β [nφ(x, hn)]1/2
> c

≥ P
[
[nφ(x, hn)]
1/2
∣∣∣φ˜i0(Vn(x))∣∣∣ > c
cβ1
+ [nφ(x, hn)]
1/2
[∥∥B˜n(x)∥∥+ ∥∥Qn(x)∥∥]]
≥ P
[
[nφ(x, hn)]
1/2
∣∣∣φ˜i0(Vn(x))∣∣∣ > 2cc−β1 ]− δ2
≥ P
[∣∣∣[nφ(x, hn)]1/2[E(2)n (x)]−1/2E(1)n (x)φ˜i0(Vn(x))∣∣∣ > 2cc−β1 Ll
]
− δ
2
= P
[∣∣∣[nφ(x, hn)]1/2[E(2)n (x)]−1/2E(1)n (x)φ˜i0(Vn(x))∣∣∣ > 1]− δ2 > δ.
50
Lemma 16. Suppose that in (3.7), we have either t2 > 0, or t3 > 1 with C2 =
C4, the kernel K(·) satisfies A(i), and the decomposition (3.1) along with
conditions B(i)–B(iii), C(i) and C(ii) are satisfied. Consider a bandwidth
sequence {hn} that satisfies A(ii) and h2βn nφ(x, hn) −→ ∞ as n −→ ∞.
Then, there exist c > 0 and δ > 0 such that
P
[(
m−1(log n)
)−β ∥∥∥Θ̂n(x)−Θ(x)∥∥∥ > c] > δ
for all sufficiently large n.
Proof. Consider {hn} that satisfies A(ii) and
h2βn nφ(x, hn) −→∞ as n −→∞. (7.61)
LetQn(x) be as defined in (7.55). SinceQn(x) = oP
(
max
{
hβn,
[
nφ(x, hn)
]−1/2})
as n −→ ∞, from (7.61), we have Qn(x) = oP
(
hβn
)
as n −→ ∞. Further,
from Theorem 3 and (7.61), we get
h−2βn E[‖Vn(x)‖2] = h−2βn [nφ(x, hn)]−1 nφ(x, hn)E[‖Vn(x)‖2] −→ 0
as n −→∞, which implies h−βn Vn(x) = oP
(
1
)
as n −→∞. Therefore,
h−βn
[∥∥Vn(x)∥∥+ ∥∥Qn(x)∥∥] = oP(1) (7.62)
as n −→∞. Note that we have chosen Θ(x) satisfying C(i), so that for any
kernel K(·) satisfying A(i) and any sequence of bandwidths {hn} satisfying
A(ii), we have for all sufficiently large n,
h−βn ‖B˜n(x)‖ ≥ b1 > 0, (7.63)
where b1 is a constant. Take
c =
b1c
β
1
4
and δ =
1
2
.
Then, from (7.37), Lemma 14, (7.62), (7.63) and the triangle inequality, we
have for all sufficiently large n,
P
[ (
m−1(log n)
)−β ∥∥Θ̂n(x)−Θ(x)∥∥ > c]
≥ P
h−βn
[∥∥B˜n(x)∥∥− ∥∥Vn(x)∥∥− ∥∥Qn(x)∥∥]
(m−1(log n))β h−βn
> c

≥ P
[
h−βn
∥∥B˜n(x)∥∥ > cc−β1 + h−βn [∥∥Vn(x)∥∥+ ∥∥Qn(x)∥∥]]
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≥ P
[
h−βn
∥∥B˜n(x)∥∥ > 2cc−β1 ]− 14
= P
[
h−βn
∥∥B˜n(x)∥∥ > b1
2
]
− 1
4
=
3
4
> δ.
Lemma 17. Suppose that in (3.7), we have either t2 > 0, or t3 > 1 with C2 =
C4, the kernel K(·) satisfies A(i), and the decomposition (3.1) along with
conditions B(i)–B(iii), C(i) and C(ii) are satisfied. Consider a bandwidth
sequence {hn} that satisfies A(ii), and 0 < 1 < h2βn nφ(x, hn) < 2 for all
sufficiently large n and some 1 and 2. Then, there exist c > 0 and δ > 0
such that
P
[(
m−1(log n)
)−β ∥∥∥Θ̂n(x)−Θ(x)∥∥∥ > c] > δ
for all sufficiently large n.
Proof. Consider {hn} that satisfies A(ii) and
0 < 1 < h
2β
n nφ(x, hn) < 2 (7.64)
for all sufficiently large n and some 1 and 2. From (7.37) and (7.64), we get
that for all sufficiently large n,
(
m−1 (log n)
)β
[nφ(x, hn)]
1/2 <
[nφ(x, hn)]
1/2hβn
cβ1
<
√
2
cβ1
, (7.65)
where c1 > 0 is a constant. Let Qn(x) be as defined in (7.55). Since Qn(x) =
oP
(
max
{
hβn,
[
nφ(x, hn)
]−1/2})
as n −→∞, from (7.64), we have
max
{
hβn,
[
nφ(x, hn)
]−1/2} ≤ max{√2, 1}[nφ(x, hn)]−1/2
=⇒ [nφ(x, hn)]1/2 ‖Qn(x)‖ = oP
(
1
)
(7.66)
as n −→∞. From A(ii), B(i) and (7.64), we get
[nφ(x, hn)]
1/2
∥∥B˜n(x)∥∥ ≤ [nφ(x, hn)]1/2hβnh−βn ∥∥B˜n(x)∥∥ ≤ √2‖Lx‖bF (7.67)
for all sufficiently large n. Take
c =
cβ1 l
2
√
2L
and δ =
1
2
P
[
|Z| > 1 +√2L
l
‖Lx‖bF
]
,
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where Z is the normal random variable described in (7.57), and l and L are
the constants described in A(i). So, from (3.6), Lemma 14, (7.56), (7.57),
(7.65), (7.66), (7.67) and the triangle inequality, we have for all sufficiently
large n,
P
[ (
m−1(log n)
)−β ∥∥Θ̂n(x)−Θ(x)∥∥ > c]
≥ P
 [nφ(x, hn)]1/2
[∥∥Vn(x)∥∥− ∥∥B˜n(x)∥∥− ∥∥Qn(x)∥∥]
(m−1(log n))β [nφ(x, hn)]1/2
> c

≥ P
[
[nφ(x, hn)]
1/2
∣∣∣φ˜i0 (Vn(x))∣∣∣ > c√2
cβ1
+
√
2‖Lx‖bF + [nφ(x, hn)]1/2
∥∥Qn(x)∥∥]
≥ P
[
[nφ(x, hn)]
1/2 E
(1)
n (x)
[E
(2)
n (x)]1/2
∣∣∣φ˜i0 (Vn(x))∣∣∣ > 2√2L
cβ1 l
c+
√
2
L
l
‖Lx‖bF
]
− δ
2
≥ P
[∣∣∣∣∣[nφ(x, hn)]1/2 E(1)n (x)[E(2)n (x)]1/2 φ˜i0 (Vn(x))
∣∣∣∣∣ > 1 +√2Ll ‖Lx‖bF
]
− δ
2
> δ.
7.4 Results required to prove Theorem 9
Lemma 18. Suppose assumptions A(i) and A(ii) are satisfied. Let {h(b)n } be
a sequence of bandwidths that satisfies A(ii) and balances the bias and the
variance so that
0 < c1 ≤ (h(b)n )2βnφ(x, h(b)n ) ≤ c2 <∞ (7.68)
for all sufficiently large n, where c1, c2 are some constants. Also, let {h(op)n }
denote the sequence of optimum bandwidths minimizing (7.22) in the proof
of Theorem 5. Assume that t2 > 0 in the bounds on the small ball probability
of the covariate in (3.7). Then,
0 < c3 ≤ h
(b)
n
h
(op)
n
≤ c4 <∞
for all sufficiently large n, where c3, c4 are some constants.
Proof. Recall from (3.8) that m(h) = C2(1/h)
t2(log(1/h))t3 for 0 < h < 1.
From (3.7) and (7.68), we have
(h(b)n )
2β+t1nC1 exp
[−m(h(b)n )] ≤ c2
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and c1 ≤ (h(b)n )2β+t4nC3 exp
[−(C4/C2)m(h(b)n )]
=⇒ (h(b)n )2β+t1n exp
[−m(h(b)n )] ≤ c2C1
and
c1
C3
≤ (h(b)n )2β+t4n exp
[−(C4/C2)m(h(b)n )]
=⇒
−(2β + t1) log 1
h
(b)
n
m(h
(b)
n )
+
log n
m(h
(b)
n )
− 1 ≤ log
c2
C1
m(h
(b)
n )
and
log c1
C3
m(h
(b)
n )
≤
−(2β + t4) log 1
h
(b)
n
m(h
(b)
n )
+
log n
m(h
(b)
n )
− C4
C2
(7.69)
for all sufficiently large n. When t2 > 0 in (3.7), we have
−(2β + t1) log 1
h
(b)
n
m(h
(b)
n )
−→ 0, log
c2
C1
m(h
(b)
n )
−→ 0,
log c1
C3
m(h
(b)
n )
−→ 0 and
−(2β + t4) log 1
h
(b)
n
m(h
(b)
n )
−→ 0
as n −→ ∞. Therefore, given any  > 0, from (7.69), we have for all
sufficiently large n,
log n
m(h
(b)
n )
≤ 1 +  and C4
C2
−  ≤ log n
m(h
(b)
n )
=⇒ log n
1 + 
≤ m(h(b)n ) ≤
log n
(C4/C2)− 
=⇒ m−1
(
log n
1 + 
)
≥ h(b)n ≥ m−1
(
log n
(C4/C2)− 
)
. (7.70)
Next, we consider our optimum bandwidth h
(op)
n . From (7.31) in the proof of
Theorem 5, we have, given any  > 0 and for all sufficiently large n,
m−1
(
log n
1 + 
)
≥ h(op)n ≥ m−1
(
log n
1− 
)
. (7.71)
Sincem(h) is strictly monotone decreasing function for h ∈ (0, 1) andm(h) −→
∞ as h −→ 0+, m−1(u) is well-defined for all u > 1 and m−1(u) −→ 0+ as
u −→∞. Given  > 0, we have
m
(
c
− 1
t2 (1 + )h
)
= cm(h)
1
(1 + )t2
(
1− log(1 + )
log 1
h
+
1
t2
log c
log 1
h
)t3
,
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m
(
c
− 1
t2 (1− )h
)
= cm(h)
1
(1− )t2
(
1− log(1− )
log 1
h
+
1
t2
log c
log 1
h
)t3
.
For sufficiently small h > 0, we have
1
(1 + )t2
(
1− log(1 + )
log 1
h
+
1
t2
log c
log 1
h
)t3
< 1
<
1
(1− )t2
(
1− log(1− )
log 1
h
+
1
t2
log c
log 1
h
)t3
,
which implies
m
(
c
− 1
t2 (1 + )h
)
< cm(h) < m
(
c
− 1
t2 (1− )h
)
for all sufficiently small h > 0. Hence, for all sufficiently large u, we have
m
(
c
− 1
t2 (1 + )m−1(u)
)
< cu < m
(
c
− 1
t2 (1− )m−1(u)
)
=⇒ c− 1t2 (1− ) < m
−1(cu)
m−1(u)
< c
− 1
t2 (1 + ). (7.72)
From (7.72), we get that for any c > 0,
m−1(cu)
m−1(u)
−→ c− 1t2 (7.73)
as u −→∞. Therefore, using (7.70), (7.71) and (7.73), we have
0 < c3 ≤ h
(b)
n
h
(op)
n
≤ c4 <∞
for all sufficiently large n, where c3, c4 are some constants.
Lemma 19. We denote our optimum bandwidth minimizing (7.22) in the
proof of Theorem 5 as h
(op)
n . Let Θ̂
(op)
n (x) be as defined in Theorem 9. Then,
under the conditions in Theorem 9,
(h(op)n )
−β
∥∥∥Θ̂(op)n (x)−Θ(x)∥∥∥ = oP(1) as n −→∞,
and (h(op)n )
−2βE
∥∥∥Θ̂(op)n (x)−Θ(x)∥∥∥2 −→ 0 as n −→∞.
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Proof. From (7.26) in the proof of Theorem 5 and the lower bound of φ(x, h)
in (3.7), we get
(h(op)n )
2βnφ(x, h(op)n ) −→∞ as n −→∞. (7.74)
Since F (·) ∈ F(x, β1,G) for some β1 > β, we have
(d(x, z))−β ‖F (z)− F (x)‖ −→ 0 as d(x, z) −→ 0.
Consequently,
(h(op)n )
−β ∥∥B(op)n (x)∥∥ = oP(1) as n −→∞, (7.75)
and (h(op)n )
−2βE
∥∥B(op)n (x)∥∥2 −→ 0 as n −→∞. (7.76)
From Theorem 3 and (7.74), we have
(h(op)n )
−2βE
∥∥V (op)n (x)∥∥2
=
(
(h(op)n )
−2β (nφ(x, h(op)n ))−1)nφ(x, h(op)n )E∥∥V (op)n (x)∥∥2 −→ 0 (7.77)
as n −→∞, and from (7.77) and the Markov inequality, we get
(h(op)n )
−β ∥∥V (op)n (x)∥∥ = oP(1) as n −→∞. (7.78)
From condition B(iii) and (7.74), we have
(h(op)n )
−β ∥∥R(op)n (x)∥∥ = oP(1) as n −→∞. (7.79)
Since ‖φ˜i0‖ = 1, when E[‖Rn(x)‖2] = o(δ2n) as n −→ ∞, from (7.74), we
have
(h(op)n )
−2βE
∥∥R(op)n (x)∥∥2 −→ 0 as n −→∞. (7.80)
Therefore, from (7.75), (7.78) and (7.79), we have
(h(op)n )
−β
∥∥∥Θ̂(op)n (x)−Θ(x)∥∥∥
≤ (h(op)n )−β
∥∥B(op)n (x)∥∥+ (h(op)n )−β ∥∥V (op)n (x)∥∥+ (h(op)n )−β ∥∥R(op)n (x)∥∥
= oP(1) as n −→∞.
Further, from (7.76), (7.77) and (7.80), we have
(h(op)n )
−2βE
∥∥∥Θ̂(op)n (x)−Θ(x)∥∥∥2
≤ 3(h(op)n )−2βE
∥∥B(op)n (x)∥∥2 + 3(h(op)n )−2βE∥∥V (op)n (x)∥∥2
+ 3(h(op)n )
−2βE
∥∥R(op)n (x)∥∥2
−→ 0 as n −→∞.
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Lemma 20. Let h
(b)
n and Θ̂
(b)
n (x) be as defined in Theorem 9. Then, under
the conditions in Theorem 9, given any  > 0, there is δ > 0 such that
P
[
(h(b)n )
−β
∥∥∥Θ̂(b)n (x)−Θ(x)∥∥∥ > δ] > 1− 
for all sufficiently large n. Further,
(h(b)n )
−2βE
∥∥∥Θ̂(b)n (x)−Θ(x)∥∥∥2 is bounded away from 0 as n −→∞.
Proof. Let h
(b)
n satisfy (7.68). Since F (·) ∈ F(x, β1,G) for some β1 > β, we
have
(d(x, z))−β ‖F (z)− F (x)‖ −→ 0 as d(x, z) −→ 0. (7.81)
Consequently,
(h(b)n )
−β ∥∥B(b)n (x)∥∥ = oP(1) as n −→∞. (7.82)
Let Z be the normal random variable described in (7.57). Given any  > 0,
there exists δ > 0 such that
P
[|Z| > 2δ√c2l−1L] > 1− , (7.83)
where c2 is a constant described in (7.68), and l, L are constants described
in assumption A(i). Hence, from (3.6), (7.57), (7.68) and (7.83), we have
P
[∥∥(h(b)n )−βV (b)n (x)∥∥ > 2δ]
= P
[(
(h(b)n )
−β (nφ(x, h(b)n ))−1/2)∥∥∥(nφ(x, h(b)n ))1/2 V (b)n (x)∥∥∥ > 2δ]
≥ P
[∥∥∥(nφ(x, h(b)n ))1/2 V (b)n (x)∥∥∥ > 2δ√c2]
≥ P
[∣∣∣(nφ(x, h(b)n ))1/2 φ˜i0(V (b)n (x))∣∣∣ > 2δ√c2]
≥ P
[∣∣∣(nφ(x, h(b)n ))1/2 [E(2)n (x)]−1/2E(1)n (x)φ˜i0(V (b)n (x))∣∣∣ > 2δ√c2l−1L]
> 1−  (7.84)
for all sufficiently large n. From condition B(iii) and (7.68), we have
(h(b)n )
−β ∥∥R(b)n (x)∥∥ = oP(1) as n −→∞. (7.85)
Therefore, from Lemma 14, (7.82), (7.84) and (7.85), we have
P
[
(h(b)n )
−β
∥∥∥Θ̂(b)n (x)−Θ(x)∥∥∥ > δ]
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≥ P [(h(b)n )−β ∥∥V (b)n (x)∥∥− (h(b)n )−β ∥∥B(b)n (x)∥∥− (h(b)n )−β ∥∥R(b)n (x)∥∥ > δ]
= P
[
(h(b)n )
−β ∥∥V (b)n (x)∥∥ > δ + (h(b)n )−β ∥∥B(b)n (x)∥∥+ (h(b)n )−β ∥∥R(b)n (x)∥∥]
> P
[
(h(b)n )
−β ∥∥V (b)n (x)∥∥ > 2δ] > 1− 
for all sufficiently large n.
We proceed to prove the second part of the lemma. Since |φ˜i0(v)| ≤ ‖v‖
for any v, from an application of the Cauchy-Schwarz inequality, we have
E
∥∥∥Θ̂(b)n (x)−Θ(x)∥∥∥2
= E
∥∥B(b)n (x) + V (b)n (x) +R(b)n (x)∥∥2
≥ E
[
φ˜i0(B
(b)
n (x)) + φ˜i0(V
(b)
n (x)) + φ˜i0(R
(b)
n (x))
]2
= E
[(
φ˜i0(B
(b)
n (x))
)2]
+ E
[(
φ˜i0(V
(b)
n (x))
)2]
+ E
[(
φ˜i0(R
(b)
n (x))
)2]
+ 2E
[
φ˜i0(R
(b)
n (x))
(
φ˜i0(B
(b)
n (x)) + φ˜i0(V
(b)
n (x))
)]
≥ E
[(
φ˜i0(B
(b)
n (x))
)2]
+ E
[(
φ˜i0(V
(b)
n (x))
)2]
+ E
[(
φ˜i0(R
(b)
n (x))
)2]
− 2
[
E
[(
φ˜i0(R
(b)
n (x))
)2]]1/2 [
E
[(
φ˜i0(B
(b)
n (x))
)2]
+ E
[(
φ˜i0(V
(b)
n (x))
)2]]1/2
.
(7.86)
From (7.81), we have
(h(b)n )
−2βE
[(
φ˜i0(B
(b)
n (x))
)2]
≤ (h(b)n )−2βE
∥∥B(b)n (x)∥∥2 −→ 0 (7.87)
as n −→∞. From (3.6), (7.57) and (7.68), we have
(h(b)n )
−2βE
[(
φ˜i0(V
(b)
n (x))
)2]
=
(
(h(b)n )
−2β (nφ(x, h(b)n ))−1)nφ(x, h(b)n )E [(φ˜i0(V (b)n (x)))2]
≥ 1
c2
P
[∣∣∣(nφ(x, h(b)n ))1/2 [E(2)n (x)]−1/2E(1)n (x)φ˜i0(V (b)n (x))∣∣∣ > l−1L]
> c6 > 0 (7.88)
for all sufficiently large n and for some constant c6. Further, since ‖φ˜i0‖ = 1,
from Theorem 3 and (7.68), we have
(h(b)n )
−2βE
[(
φ˜i0(V
(b)
n (x))
)2]
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≤
(
(h(b)n )
−2β (nφ(x, h(b)n ))−1)nφ(x, h(b)n )E∥∥V (b)n (x))∥∥2 ≤ c7c1 (7.89)
for some constant c7 > 0 and for all sufficiently large n. Since ‖φ˜i0‖ = 1,
when E[‖Rn(x)‖2] = o(δ2n) as n −→∞, from (7.68) and (7.74), we have
(h(b)n )
−2βE
[(
φ˜i0(R
(b)
n (x))
)2]
≤ (h(b)n )−2βE
∥∥R(b)n (x)∥∥2 −→ 0 (7.90)
as n −→∞.
Therefore, from (7.86), (7.87), (7.88), (7.89) and (7.90), we have
(h(b)n )
−2βE
∥∥∥Θ̂(b)n (x)−Θ(x)∥∥∥2 ≥ c62 > 0
for all sufficiently large n.
7.5 Results required to prove Theorem 10
Lemma 21. Let 0 < 0 < 0.5 be fixed. For h ∈ Hn, define
D˜n(x, h) =
1
(1 + 0)
σ2ζn
log n
nφ(x, h)
,
C˜n(x, h) = max
h′∈Hn
(∥∥∥Θ̂n(x, h′)− Θ̂n(x,max{h, h′})∥∥∥2 − D˜n(x, h′))
+
.
Then,
Cn(x, h) ≤ C˜n(x, h) + max
h′∈Hn
(
D˜n(x, h
′)−Dn(x, h′)
)
+
.
Proof. The proof is straight forward from the definitions of Cn(x, h), Dn(x, h),
C˜n(x, h) and D˜n(x, h).
Lemma 22. Let D˜n(x, h) be as defined in Lemma 21, where h ∈ Hn. Then,
there exists a positive integer N1 such that for all n ≥ N1,
E
[
max
h′∈Hn
(
D˜n(x, h
′)−Dn(x, h′)
)
+
]
<
1
n2
,
and E [Dn(x, h)] ≤ 3D˜n(x, h) + 3ζ0σ
2
n2
.
Proof. Define the event
U(x) =
⋂
h′∈Hn
{∣∣∣∣∣ φ̂(x, h′)φ(x, h′) − 1
∣∣∣∣∣ < 0
}
,
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where 0 is as in Lemma 21. Since the cardinality of Hn is at most n, from
an application of the Bernstein inequality, we get that there exists an integer
n1 such that for all n ≥ n1,
P [(U(x))c] = P
[ ⋃
h′∈Hn
{∣∣∣φ̂(x, h′)− φ(x, h′)∣∣∣ ≥ 0φ(x, h′)}]
≤
∑
h′∈Hn
P
[∣∣∣∣∣
n∑
i=1
[I (d(x,Xi) ≤ h′)− φ(x, h′)]
∣∣∣∣∣ ≥ 0nφ(x, h′)
]
< 2
∑
h′∈Hn
exp [−4 log n] ≤ 2
n3
. (7.91)
Note that
E
[
max
h′∈Hn
(
D˜n(x, h
′)−Dn(x, h′)
)
+
]
= E
[
max
h′∈Hn
(
D˜n(x, h
′)−Dn(x, h′)
)
+
I(U(x))
]
+ E
[
max
h′∈Hn
(
D˜n(x, h
′)−Dn(x, h′)
)
+
I ((U(x))c)
]
. (7.92)
When I(U(x)) = 1, we have
(1− 0)φ(x, h′) < φ̂(x, h′) < (1 + 0)φ(x, h′) for all h′ ∈ Hn
⇐⇒ 1
(1 + 0)
1
φ(x, h′)
<
1
φ̂(x, h′)
<
1
(1− 0)
1
φ(x, h′)
for all h′ ∈ Hn
(7.93)
=⇒ max
h′∈Hn
(
D˜n(x, h
′)−Dn(x, h′)
)
+
I(U(x)) = 0
=⇒ E
[
max
h′∈Hn
(
D˜n(x, h
′)−Dn(x, h′)
)
+
I(U(x))
]
= 0. (7.94)
Let n2 be a positive integer such that for all n ≥ n2, ζn ≤ (1 + 0)ζ0. So,
from (7.91), we get that for all n ≥ max{n1, n2},
E
[
max
h′∈Hn
(
D˜n(x, h
′)−Dn(x, h′)
)
+
I ((U(x))c)
]
≤
∑
h′∈Hn
E
[(
D˜n(x, h
′)−Dn(x, h′)
)
+
I ((U(x))c)
]
≤
∑
h′∈Hn
D˜n(x, h
′)P [(U(x))c]
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=
∑
h′∈Hn
1
(1 + 0)
σ2ζn
log n
nφ(x, h′)
P [(U(x))c] < 2ζ0σ2
1
log n
1
n2
. (7.95)
Let n3 = min{n | log n > (2/(1 + 0))σ2ζ0}. Then, from (7.92), (7.94) and
(7.95), we get that for all n ≥ max{n1, n2, n3},
E
[
max
h′∈Hn
(
Dn(x, h
′)− D˜n(x, h′)
)
+
]
<
1
n2
. (7.96)
Next, from (7.91) and (7.93), we have for all n ≥ n1,
E [Dn(x, h)] = E [Dn(x, h)I (U(x))] + E [Dn(x, h)I ((U(x))c)]
≤ (1 + 0)
(1− 0)D˜n(x, h) + σ
2ζnnP [(U(x))c]
< 3D˜n(x, h) +
3ζ0σ
2
n2
. (7.97)
Taking N1 = max{n1, n2, n3}, the proof is complete from (7.96) and (7.97).
Lemma 23. Let the assumptions of Theorem 10 be satisfied. Let y > 0. We
have for all sufficiently large n,
P
[∥∥∥∥∥
n∑
i=1
Lx (G(Yi)− E[G(Yi) |Xi]) K(h
′−1d(x,Xi))
nE[K(h′−1d(x,X))]
∥∥∥∥∥ > y
]
≤ n−3
for all h′ ∈ Hn. Further, given any c1 > 0, c2 > 0 and any 0 <  < 1, we
have, for all sufficiently large n,
P
∥∥∥∥∥∥
n∑
i=1
Lx (G(Yi)− E[G(Yi) |Xi])
K
(
d(x,Xi)
h′
)
nE
[
K
(
d(x,X)
h′
)]
∥∥∥∥∥∥ > c2√c1Dn(x, h′) + t

≤ exp
[
−(1− )
2l2nφ(x, h′)c22(c1Dn(x, h
′) + t)
16σ2L2
]
+ exp
[
−(1− )
2l2nφ(x, h′)c2
√
c1Dn(x, h′) + t
16σL2
]
.
for all h′ ∈ Hn and all t ≥ 0.
Proof. We use the following result from Yurinski˘ı (1976): Let ξ1, . . . , ξn ∈ B
be independent random elements with
E‖ξj‖m ≤ (m!/2)b2jHm−2
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for all integers m ≥ 2. Let
βn ≥ E‖ξ1 + · · ·+ ξn‖, U2n = b21 + · · ·+ b2n.
If u¯ = u− (βn/Un) > 0, then
P[‖ξ1 + · · ·+ ξn‖ ≥ uUn] ≤ exp
[
− u¯
2
8(1 + (u¯H/2Un))
]
. (7.98)
Now, we choose
ξi = Lx (G(Yi)− E[G(Yi) |Xi]) K(h
′−1d(x,Xi))
nE[K(h′−1d(x,X))]
for i = 1, . . . , n. Since B is a type 2 Banach space, from D(i), we have
E‖ξ1 + · · ·+ ξn‖
= E
∥∥∥∥∥
n∑
i=1
Lx (G(Yi)− E[G(Yi) |Xi]) K(h
′−1d(x,Xi))
nE[K(h′−1d(x,X))]
∥∥∥∥∥
≤
E∥∥∥∥∥
n∑
i=1
Lx (G(Yi)− E[G(Yi) |Xi]) K(h
′−1d(x,Xi))
nE[K(h′−1d(x,X))]
∥∥∥∥∥
2
 12
≤
[
c
n∑
i=1
E
∥∥∥∥Lx (G(Yi)− E[G(Yi) |Xi]) K(h′−1d(x,Xi))nE[K(h′−1d(x,X))]
∥∥∥∥2
] 1
2
=
√
c
 n∑
i=1
E
E [‖Lx (G(Yi)− E[G(Yi) |Xi])‖2Xi] K2
(
d(x,Xi)
h′
)
(
nE
[
K
(
d(x,X)
h′
)])2


1
2
≤ √c σL
l
√
nφ(x, h′)
= βn,
where c is a positive constant. Also, again using D(i), we get
E‖ξi‖m = E
∥∥∥∥Lx (G(Yi)− E[G(Yi) |Xi]) K(h′−1d(x,Xi))nE[K(h′−1d(x,X))]
∥∥∥∥m
≤ m!
2
(
σL
lnφ(x, h′)
)m−2
σ2L2
l2n2φ(x, h′)
,
and we can take
U2n =
σ2L2
l2nφ(x, h′)
and H =
σL
lnφ(x, h′)
.
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So, (βn/Un) =
√
c. Now,
y
Un
− βn
Un
=
yl
√
nφ(x, h′)
σL
−√c ≥ yl log n
σL
−√c > 0
for all sufficiently large n and for all h′ ∈ Hn. Also,(
y
Un
− βn
Un
)
H
2Un
=
(
yl
√
nφ(x, h′)
σL
−√c
)
1
2
√
nφ(x, h′)
<
yl
2σL
.
So, from (7.98), we get that for all sufficiently large n (depending on y),
P
[∥∥∥∥∥
n∑
i=1
Lx (G(Yi)− E[G(Yi) |Xi]) K(h
′−1d(x,Xi))
nE[K(h′−1d(x,X))]
∥∥∥∥∥ > y
]
< exp
[
−(yl log n−
√
cσL)
2
8σ2L2 + 4ylσL
]
< exp [−3 log n] = n−3.
For the next part in the statement of this lemma, we have
min
t≥0
c2
√
c1Dn(x, h′) + t
Un
≥
√
log n
lc2
√
c1
2
3
σ2ζn
σL
>
√
c =
βn
Un
for all sufficiently large n and all h′ ∈ Hn. Also, given any 0 <  < 1, we
have, for all sufficiently large n,

c2
√
c1Dn(x, h′) + t
Un
≥ 
√
log n
 lc2
√
c1
2
3
σ2ζn
σL
 > √c
=⇒
(
c2
√
c1Dn(x, h′) + t
Un
−√c
)2
> (1− )2c22
c1Dn(x, h
′) + t
U2n
for all h′ ∈ Hn and all t ≥ 0. Now,(
c2
√
c1Dn(x, h′) + t
Un
− βn
Un
)
H
2Un
≤ c2
√
c1Dn(x, h′) + t
H
2U2n
< c2
√
c1Dn(x, h′) + t
l
σL
for all h′ ∈ Hn and all t ≥ 0. So, from (7.98), we get that for all sufficiently
large n,
P
[∥∥∥∥∥
n∑
i=1
Lx (G(Yi)− E[G(Yi) |Xi]) K(h
′−1d(x,Xi))
nE[K(h′−1d(x,X))]
∥∥∥∥∥ > c2√c1Dn(x, h′) + t
]
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≤ exp
−(1− )2c22l2nφ(x, h′)(c1Dn(x, h′) + t)
8σL2
(
σ + c2
√
c1Dn(x, h′) + t
)

≤ exp
[
−(1− )
2l2nφ(x, h′)c22(c1Dn(x, h
′) + t)
16σ2L2
]
+ exp
[
−(1− )
2l2nφ(x, h′)c2
√
c1Dn(x, h′) + t
16σL2
]
for all h′ ∈ Hn and for all t ≥ 0.
Lemma 24. Let C˜n(x, h) be as defined in Lemma 21, where h ∈ Hn. Let
the assumptions in Theorem 10 be satisfied. Then, there exists an integer N2
such that for all n ≥ N2,
C˜n(x, h) ≤M1h2β + 24 max
h′∈Hn, h′≤h
(
‖Vn(x, h′)‖2 − D˜n(x, h
′)
24
)
+
+ 12 max
h′∈Hn, h′≤h
(
‖Rn(x, h′)‖2 −
(
Mh′2β + ‖Vn(x, h′)‖2
))
+
for all h ∈ Hn, where M1 > 0 is some constant. Further, for all n ≥ N2 and
all h ∈ Hn, we have
P
[
max
h′∈Hn, h′≤h
(
‖Rn(x, h′)‖2 −
(
Mh′2β + ‖Vn(x, h′)‖2
))
+
>
1
n2
]
≤ 2n−2,
and E
[
max
h′∈Hn, h′≤h
(
‖Vn(x, h′)‖2 − D˜n(x, h
′)
24
)
+
]
<
1
n
.
Proof. Note that
C˜n(x, h)
= max
h′∈Hn, h′≤h
(∥∥∥Θ̂n(x, h′)− Θ̂n(x, h)∥∥∥2 − D˜n(x, h′))
+
≤ max
h′∈Hn, h′≤h
(
2
∥∥∥Θ̂n(x, h′)−Θ(x)∥∥∥2 + 2 ∥∥∥Θ̂n(x, h)−Θ(x)∥∥∥2 − D˜n(x, h′))
+
≤ 2 max
h′∈Hn, h′≤h
(∥∥∥Θ̂n(x, h′)−Θ(x)∥∥∥2 − D˜n(x, h′)
4
)
+
+ 2 max
h′∈Hn, h′≤h
(∥∥∥Θ̂n(x, h)−Θ(x)∥∥∥2 − D˜n(x, h′)
4
)
+
64
≤ 4 max
h′∈Hn, h′≤h
(∥∥∥Θ̂n(x, h′)−Θ(x)∥∥∥2 − D˜n(x, h′)
4
)
+
(7.99)
since D˜n(x, h
′) ≥ D˜n(x, h) for h′ ≤ h. From (3.1), we have
max
h′∈Hn, h′≤h
(∥∥∥Θ̂n(x, h′)−Θ(x)∥∥∥2 − D˜n(x, h′)
4
)
+
≤ 3 max
h′∈Hn, h′≤h
(
‖Bn(x, h′)‖2 + ‖Vn(x, h′)‖2 + ‖Rn(x, h′)‖2 − D˜n(x, h
′)
12
)
+
≤ 3 max
h′∈Hn, h′≤h
(
‖Bn(x, h′)‖2 +Mh′2β
)
+ 6 max
h′∈Hn, h′≤h
(
‖Vn(x, h′)‖2 − D˜n(x, h
′)
24
)
+
+ 3 max
h′∈Hn, h′≤h
(
‖Rn(x, h′)‖2 −
(
Mh′2β + ‖Vn(x, h′)‖2
))
+
. (7.100)
From assumption B(i) and the fact that max{h′ |h′ ∈ Hn} −→ 0 as n −→∞,
we get that for all sufficiently large n,
max
h′∈Hn, h′≤h
(
‖Bn(x, h′)‖2 +Mh′2β
)
≤M1h2β (7.101)
for all h ∈ Hn, where M1 > 0 is a constant.
Next, define the event
S(x, h′) =
{
1
n
n∑
i=1
K(h′−1d(x,Xi))
E [K(h′−1d(x,X))]
> (1− 0)
}
,
where 0 is the number described in Lemma 21. From assumption D(ii) and
the fact that max{h′ |h′ ∈ Hn} −→ 0 as n −→∞, we have for all sufficiently
large n,
P
[
max
h′∈Hn, h′≤h
(
‖Rn(x, h′)‖2 −
(
Mh′2β + ‖Vn(x, h′)‖2
))
+
>
1
n2
]
≤
∑
h′∈Hn
P
[(
‖Rn(x, h′)‖2 −
(
Mh′2β + ‖Vn(x, h′)‖2
))
+
> 0
]
≤
∑
h′∈Hn
P
[
‖Rn(x, h′)‖2 > Mh′2β + ‖Vn(x, h′)‖2
]
≤
∑
h′∈Hn
P [‖Vn(x, h′)‖ > 2]
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≤
∑
h′∈Hn
P [‖Vn(x, h′)‖ > 2 and I(S(x, h′)) = 1] +
∑
h′∈Hn
P [(S(x, h′))c] .
(7.102)
Now, using assumption A(i), the fact that nφ(x, h′) ≥ (log n)2 for all h′ ∈ Hn
and the Bernstein inequality, we get that for all sufficiently large n,∑
h′∈Hn
P [(S(x, h′))c] =
∑
h′∈Hn
P
[
1
n
n∑
i=1
[
1− K(h
′−1d(x,Xi))
E [K(h′−1d(x,X))]
]
≥ 0
]
≤
∑
h′∈Hn
exp [−3 log n] ≤ n−2. (7.103)
Also, from Lemma 23, we get∑
h′∈Hn
P [‖Vn(x, h′)‖ > 2 and I(S(x, h′)) = 1]
≤
∑
h′∈Hn
P
[∥∥∥∥∥
n∑
i=1
Lx (G(Yi)− E[G(Yi) |Xi]) K(h
′−1d(x,Xi))
nE[K(h′−1d(x,X))]
∥∥∥∥∥ > (1− 0)2
]
≤ n−2 (7.104)
for all sufficiently large n. Hence, from (7.102), (7.103) and (7.104), we have
P
[
max
h′∈Hn, h′≤h
(
‖Rn(x, h′)‖2 −
(
Mh′2β + ‖Vn(x, h′)‖2
))
+
>
1
n2
]
≤ 2n−2
(7.105)
for all sufficiently large n and all h ∈ Hn. Next,
E
[
max
h′∈Hn, h′≤h
(
‖Vn(x, h′)‖2 − D˜n(x, h
′)
24
)
+
]
≤
∑
h′∈Hn
E
[(
‖Vn(x, h′)‖2 − D˜n(x, h
′)
24
)
+
]
≤
∑
h′∈Hn
E
[(
‖Vn(x, h′)‖2 I(S(x, h′))− D˜n(x, h
′)
24
)
+
]
+
∑
h′∈Hn
E
[
‖Vn(x, h′)‖2 I ((S(x, h′))c)
]
. (7.106)
Since B is a type 2 Banach space, from D(i) and (7.103), we have∑
h′∈Hn
E
[
‖Vn(x, h′)‖2 I ((S(x, h′))c)
]
66
=
∑
h′∈Hn
E
E
[∥∥∥∑ni=1 Lx (G(Yi)− E[G(Yi) |Xi])K (d(x,Xi)h′ )∥∥∥2X1, . . . ,Xn](∑n
i=1K
(
d(x,Xi)
h′
))2 I ((S(x, h′))c)

≤
∑
h′∈Hn
E
c∑ni=1 E [‖Lx (G(Yi)− E[G(Yi) |Xi])‖2Xi]K2
(
d(x,Xi)
h′
)
(
∑n
i=1K(h
′−1d(x,Xi)))
2 I ((S(x, h
′))c)

≤ cσ2
∑
h′∈Hn
E
[ ∑n
i=1K
2(h′−1d(x,Xi))
(
∑n
i=1K(h
′−1d(x,Xi)))
2 I ((S(x, h
′))c)
]
≤ cσ2
∑
h′∈Hn
P [(S(x, h′))c] ≤ cσ2n−2 (7.107)
for all sufficiently large n, where c > 0 is a constant. On the other hand,
taking  = 0 in Lemma 23, we have for all sufficiently large n,∑
h′∈Hn
E
[(
‖Vn(x, h′)‖2 I(S(x, h′))− D˜n(x, h
′)
24
)
+
]
=
∑
h′∈Hn
∫ ∞
0
P
[(
‖Vn(x, h′)‖2 I(S(x, h′))− D˜n(x, h
′)
24
)
+
≥ t
]
dt
=
∑
h′∈Hn
∫ ∞
0
P
‖Vn(x, h′)‖ I(S(x, h′)) ≥
√
D˜n(x, h′)
24
+ t
 dt
≤
∑
h′∈Hn
∫ ∞
0
P
∥∥∥∥∥∥
n∑
i=1
Lx (G(Yi)− E[G(Yi) |Xi])K
(
d(x,Xi)
h′
)
nE
[
K
(
d(x,Xi)
h′
)]
∥∥∥∥∥∥ ≥ (1− 0)
√
D˜n(x, h′)
24
+ t
 dt
≤
∑
h′∈Hn
∫ ∞
0
exp
[
−(1− 0)
4l2nφ(x, h′)
16σ2L2
(
1
24
Dn(x, h
′) + t
)]
dt
+
∑
h′∈Hn
∫ ∞
0
exp
[
−(1− 0)
3l2nφ(x, h′)
16σL2
√
1
24
Dn(x, h′) + t
]
dt. (7.108)
Now, for the second term on the right hand side of (7.108), we have
∑
h′∈Hn
∫ ∞
0
exp
[
−(1− 0)
3l2nφ(x, h′)
16σL2
√
1
24
Dn(x, h′) + t
]
dt
= 2
∑
h′∈Hn
∫ ∞
√
1
24
Dn(x,h′)
exp
[
−(1− 0)
3l2nφ(x, h′)
16σL2
s
]
sds
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<
1
n log n
(7.109)
for all sufficiently large n. Next, we take
ζ0 ≥ 768(1 + 0)
2
(1− 0)4
L2
l2
. (7.110)
Since ζn −→ ζ0 as n −→∞, we have
ζn > 768
(1 + 0)
(1− 0)4
L2
l2
(7.111)
for all sufficiently large n. Consequently, for the first term on the right hand
side of (7.108), we have from (7.111),∑
h′∈Hn
∫ ∞
0
exp
[
−(1− 0)
4l2nφ(x, h′)
16σ2L2
(
1
24
Dn(x, h
′) + t
)]
dt
=
∑
h′∈Hn
∫ ∞
1
24
Dn(x,h′)
exp
[
−(1− 0)
4l2nφ(x, h′)
16σ2L2
s
]
ds
=
∑
h′∈Hn
16σ2L2
(1− 0)4l2nφ(x, h′) exp
[
−(1− 0)
4l2nφ(x, h′)
16σ2L2
1
24
Dn(x, h
′)
]
=
∑
h′∈Hn
16σ2L2
(1− 0)4l2nφ(x, h′) exp
[
− 1
768
(1− 0)4
(1 + 0)
l2
L2
ζn(2 log n)
]
≤ 16σ
2L2
(1− )4l2(log n)2n
−1 <
1
n log n
(7.112)
for all sufficiently large n. Hence, from (7.108), (7.109) and (7.112), we have
∑
h′∈Hn
E
[(
‖Vn(x, h′)‖2 I(S(x, h′))− D˜n(x, h
′)
24
)
+
]
<
2
n log n
(7.113)
for all sufficiently large n. Therefore, from (7.106), (7.107) and (7.113), we
get that for all sufficiently large n and all h ∈ Hn,
E
[
max
h′∈Hn, h′≤h
(
‖Vn(x, h′)‖2 − D˜n(x, h
′)
24
)
+
]
<
1
n
. (7.114)
We choose an integer N2 large enough such that the assertions in (7.101),
(7.105) and (7.114) are satisfied for all n ≥ N2 and all h ∈ Hn. Hence, the
proof is complete from (7.99), (7.100), (7.101), (7.105) and (7.114).
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From (7.110), we see that ζ0 depends on the choice of 0, and it increases
with an increase in the value of 0. Taking 0 = 0.1 we see that
ζ0 = 1500
L2
l2
(7.115)
satisfies (7.110). Taking smaller values of 0, we can further decrease the
value of ζ0, but it cannot be less than 768 in view of (7.110).
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