An infinite-horizon robust filter for uncertain hidden Markov models with conditional relative entropy constraints by Ford, Jason et al.
This is the author’s version of a work that was submitted/accepted for pub-
lication in the following source:
Ford, Jason J., Ugrinovskii, Valery A., & Lai, John S. (2011) An infinite-
horizon robust filter for uncertain hidden Markov Models with conditional
relative entropy constraints. In Australian Control Conference, University
of Melbourne, Melbourne, VIC. (In Press)
This file was downloaded from: http://eprints.qut.edu.au/46498/
c© Copyright 2011 [please consult the authors]
Notice: Changes introduced as a result of publishing processes such as
copy-editing and formatting may not be reflected in this document. For a
definitive version of this work, please refer to the published source:
An Infinite-Horizon Robust Filter for Uncertain Hidden Markov
Models with Conditional Relative Entropy Constraints
Jason J. Ford Valery Ugrinovskii John Lai
Abstract— We consider a robust filtering problem for uncer-
tain discrete-time, homogeneous, first-order, finite-state hidden
Markov models (HMMs). The class of uncertain HMMs con-
sidered is described by a conditional relative entropy constraint
on measures perturbed from a nominal regular conditional
probability distribution given the previous posterior state dis-
tribution and the latest measurement. Under this class of
perturbations, a robust infinite horizon filtering problem is
first formulated as a constrained optimization problem before
being transformed via variational results into an unconstrained
optimization problem; the latter can be elegantly solved using
a risk-sensitive information-state based filtering.
I. INTRODUCTION
Hidden Markov model (HMM) filters have been applied
to solve a wide range of signal processing problems [1].
Traditional HMM filtering approaches, such as described in
[4], are effective when an accurate model of the system is
known. Unfortunately, in most practical applications there is
either some uncertainty about the system models or they are
too complex to be accurately described within the constraints
of the filter design class [1], [6]. The possibility of model
uncertainty motivates consideration of alternative filtering
approaches that are suitable for situations where the true
system is not known with complete certainty.
Recently, within the control community, relative entropy
concepts have been exploited in a number of robust control
problems and estimation problems for uncertain systems
[15], [16], [3]. In these approaches, relative entropy is used
to characterise the difference between nominal and perturbed
dynamics, the latter include true dynamics. In particular, by
using a nominal model as a reference point, the set of models
with relative entropy with respect to the nominal model
constrained to be less than a specified amount can be used to
describe a set of perturbed models about the nominal model
(intuitively, a smaller set of perturbed models corresponds to
a higher degree certainty). Robust design problems can then
be posed in the context of seeking designs that optimize the
behaviour seen by the worst element in this constrained set
of perturbed models (that is, posed as a constrained min-max
optimization problem).
In recent work, these types of relative entropy constraint
descriptions of uncertainty have been applied to a finite-
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state finite-alphabet HMM filtering problem and led to finite
horizon robust estimators for uncertain HMMs [3]. In this
previous work, the class of uncertain HMMs under consider-
ation is described by a conditional relative entropy constraint
on perturbed conditional probability measures, given an ob-
servation sequence. This leads to a constrained optimisation
problem, that is solved using a Lagrange multiplier technique
and an information state filtering approach. However, an
unfortunate characteristic of the uncertainty description used
in this previous work is that the conditional relative entropy
given past measurements typically grows with time. Hence,
this type of constraint seems unsuitable as an uncertainty
description in infinite horizon estimation problems.
The main contribution of this paper is to propose an
uncertain HMM filtering problem formulation in which
model uncertainty is described by a novel conditional relative
entropy constraint given the previous posterior state estimate
and the latest measurement (rather than a constraint based
on all previous measurements [3]). Then, by applying the
Lagrange multiplier and information state techniques in a
similar manner to the previous work [3], we are able to show
that our novel uncertainty description leads to the proposal
of an infinite horizon estimator. A second contribution of
this paper is that we solve the uncertain HMM filtering
problem in the context of a continuous-range observation
model (which requires careful consideration of additional
technical issues that arise in this case). In this second
context, it is worth acknowledging that both conditional mean
filters [4] and risk-sensitive filters [17] for continuous-range
observation models have previously been proposed.
This paper is organized as follows: In Section II, we intro-
duce our nominal HMM, our perturbed HMM, and our novel
conditional relative entropy constraint. In Section III, we
pose our robust HMM filter as the solution to a constrained
optimization problem, and then use a variational formula to
repose this constrained problem as an unconstrained opti-
mization problem. In Section IV, we present an information
state solution to our robust filtering problem. Our proposed
robust HMM filter is illustrated in a simulated estimation
problem in Section V.
Notation: For a metric space E, BE denotes the Borel
σ-algebra of subsets of E. Also, we let z0,k denote the
sequence {z0, . . . , zk} of elements of E. For a z ∈ Rm,
zi will denote the i-th component of z.
II. HMMS AND CONDITIONAL RELATIVE ENTROPY
CONSTRAINTS
A. The underlying coordinate probability space and the
reference and true HMMs
The term ‘hidden Markov model’ (HMM) commonly
refers to a bivariate random process (X,Y ) = {Xk, Yk, k =
1, 2, . . .}, where the process X describes evolution of a
hidden state, and Y describes measurements of that hidden
state [4]. In this paper, we will be concerned with HMMs
whose state space is a finite set EX of cardinality N , while
the observation space is an arbitrary subset of RM , denoted
EY , i.e., EY ⊂ RM . Without loss of generality, we assume
that EX = {e1, . . . , eN}, where ei = (0, . . . , 1, . . . , 0) ∈
RN with a 1 in the ith position, see [4].
To present a formal definition of an HMM, consider
the set Ω consisting of all infinite sequences ω ,
(x0, . . . , xk, . . . ; y0, . . . , yk, . . .), where x0, . . . , xk ∈ EX
and y0, . . . , yk ∈ EY . Note that Ω is a separable and
complete metric space. Hence it can be endowed with a Borel
σ-algebra F , BΩ [12, Thm. 1.10]. The measurable space
(Ω,F) will serve as the canonical measurable space related
to the HMM under consideration.
To complete the definition of the HMM, we now define
a probability measure on (Ω,F). To this end, consider a set
ζ = (A,C, ψ(·), pi). Here A = (aji), C = (cji) are N ×N
and M × N real matrices, pi ∈ RN , and ψ : RM → R1
is a given probability density function on RM . Using the
parameter set ζ, define a collection of marginal densities, as
follows
pk(x0,k; y0,k) = bxk(yk)axkxk−1 . . . bx1(y1)ax1x0bx0(y0)pix0 ,
where bx(y) , ψ(y − Cx). Also, by slightly abusing
the notation, we have let axz = aji whenever x = ej ,
z = ei. Furthermore, define the pair of coordinate processes
{Xk, Yk}k≥0 by letting Xk(ω) = xk, Yk(ω) = yk for
ω = (x0,∞, y0,∞). Also, for every pair of Borel subsets
X ∈ BEk+1X , Y ∈ BEk+1Y , respectively, consider the Borel
set Z ⊂ Ω of the form Z = {ω = (x0,∞, y0,∞) : X0,k(ω) ∈
X , Y0,k(ω) ∈ Y}, and define finite-dimensional marginal
probability distributions of {Xk, Yk}k≥0
Pk(Z) =
∑
x0,k∈X
axkxk−1 . . . ax1x0pix0
×
∫
Y
bxk(yk) . . . bx0(y0)dy0,k,
Using the Kolmogorov’s extension theorem, a probability
measure P can now be defined on (Ω,F) by extending the
marginal probability distributions Pk(·); see [5]. Under this
probability measure, the matrix A is interpreted as the one-
step state transition matrix of the state process {Xk}k≥0, and
the observation process {Yk} can be written in the form
Yk = CXk + wk,
where the random variable wk has the probability density
ψ(·) [4]. The probability space (Ω,F , P ) and the bivariate
coordinate process {Xk, Yk}k≥0 with the marginal probabil-
ity densities Pk, k ≥ 0, are called the complete Kolmogorov
model of the HMM associated with the parameter set ζ.
We now introduce some additional notation conventions
that are used throughout this paper. We will let Yk denote
the complete filtration generated by {Y0, . . . , Yk}, and Fk
denote the complete filtration generated by {X0, . . . , Xk}
and {Y0, . . . , Yk}. Finally, we note that the functions Pk de-
fined above can be completed to be the probability measures
on the measurable spaces (Ω,Fk). Therefore, for every k,
Pk is a restriction of P on (Ω,Fk).
Now let us consider another parameter set ζ¯ =
(A¯, C¯, ψ¯(·), p¯i). Associated with the parameter set ζ¯ is the
following family of probability measures on (Ω,Fk):
P¯k(Z) =
∑
x0,k∈Ek+1X
a¯xkxk−1 . . . a¯x1x0 p¯ix0
×
∫
{y0,k:(x0,k,y0,k)∈Z}
b¯xk(yk) . . . b¯x0(y0)dy0,k,
We will say that ζ¯ is absolutely continuous with respect
to ζ and denote this fact by ζ¯  ζ, provided that P¯k is
absolutely continuous with respect to Pk, P¯k  Pk.
In the robust filter problem considered in this paper the
parameterizations ζ and ζ¯ will be regarded as the nominal
parameterization and the true parameterization, respectively.
Let us introduce the conditional probability distribution of
Xk−1 given Yk−1, denoted pk−1. Let S denote the compact
set {q ∈ RN : qi ≥ 0,∑Ni=1 qi = 1}. By definition, we
let pk−1 be a random vector with values in S, whose i-th
component is defined as pik−1 , P (Xk−1 = ei|Yk−1).
From the above definition, pk−1 is a posterior distribution
of Xk−1. In the sequel it will be used to compute the
posterior distribution of Xk, therefore we refer to pk−1 as
the previous posterior distribution. This previous posterior
distribution allows us to define the Yk-measurable EY × S-
valued random variable Zk , (Yk,pk−1). We will let Zk
denote the σ-field generated by Zk. By definition, Zk is a
sub-σ-field in that Zk ⊂ Yk ⊂ F . Using Theorem A.4.2 in
[8], we can show that for any Polish space Ξ and a random
variable R : Ω → Ξ, the regular probability distributions
for R given Yk = y, pk−1 = q, denoted Pk(dr|Yk =
y,pk−1 = q) and P¯k(dr|Yk = y,pk−1 = q), exist and
define stochastic kernels on Ξ given EY × S, parameterized
by z = (y, q) ∈ EY × S. As the notation suggests, these
regular probability distributions differ in that they are defined
with respect to the measures Pk and P¯k, respectively.
B. Regular conditional relative entropy constraints
In this paper, we will use the notion of relative entropy
to quantify the amount of uncertainty contained in the true
HMM parameterised by ζ¯ relative to the nominal HMM
parameterised by ζ. Specifically, we will be interested in the
relative entropy between the regular conditional probability
distributions defined in the previous section. To this end,
let us consider the measurable space (EY × S,BEY ×S),
and define the Polish space (Ξ,BΞ) to be (EX ,BEX )1. Let
Q(dx; y, p) be a stochastic kernel defined on EX given EY ×
S. Denote the set of probability measures on (EX ,BEX ) as
Q. Then for any stochastic kernel on EX given EY × S,
Q(·; y, p) ∈ Q.
The relative entropy between stochastic kernels on EX
given EY ×S is defined in [8] as follows. Let Q(·; z), Q¯(·; z)
be such two kernels parameterized by z ∈ EY × S. Then,
we let for every z,
R(Q¯(·; z)||Q(·; z))
,

EQ¯(·;z)
[
log dQ¯(·;z)dQ(·;z)
]
if Q¯(·; z) Q(·; z) &
dQ¯(·,z)
dQ(·;z) is L1 integrable w.r.t. Q¯(·; z)
∞ otherwise,
(1)
where dQ¯(·;z)dQ(·;z) is the Radon-Nikodym derivative of Q¯(·; z)
with respect to Q(·; z), see [5]. We highlight that the Radon-
Nikodym derivative exists under the stated absolute continu-
ity conditions, and that the expectation exists under the stated
integrability conditions.
As was noted previously, Pk(dx|Yk = y,pk−1 = q)
and P¯k(dx|Yk = y,pk−1 = q) belong to Q. Hence,
the conditional relative entropy R(P¯k(·|Yk = y,pk−1 =
q)||Pk(·|Yk = y,pk−1 = q)) can be defined. It will be
used to describe the discrepancy between the two HMMs,
parameterised by ζ and ζ¯, based on the observed and previous
information at time k, (Yk,pk−1). We highlight that the
conditional relative entropy concept here is different from
the concept used in [3], due to consideration of the common
previous posterior distribution (or previous estimate) rather
than conditioning on the whole prior measurement sequence
Y0,k−1. For this reason, the conditional relative entropy
concept used here involves only the information stamped
with the time instant k rather than involving information
about random sequences that grows with k. The specific
importance of the second difference is that the conditional
relative entropy concept proposed here need not grow with
k, and this “non-growth” property plays an instrumental role
in allowing us to pose an infinite horizon state estimation
process (rather than being limited to the proposition of an
finite horizon estimator).
Definition 2.1: The set{
z , (y, p) ∈ EY × S :
R(P¯k(·|Zk = z)‖Pk(·|Zk = z)) <∞
}
is said to be the k-feasible set.
Using this concept, for any k-feasible information (y, q),
we define the following set of probability measures on
(EX ,BEX ) for the robust filtering problem to be considered
in the next section:
P(Pk, y, q) ,
{
Q¯ ∈ Q such that
R(Q¯(·)||Pk(·|Yk = y,pk−1 = q)) <∞
}
.
(2)
1Recall that EX is a discrete metrizable space, which can be turned into
a Polish space using a metric ρ(x, y) = 1 if x 6= y, 0 otherwise.
Essentially, each set P(Pk, y, q) is parameterized by a k-
feasible (y, q) and consists of perturbation measures Q¯(·)
that are absolutely continuous with respect to Pk(·|Yk =
y,pk−1 = q).
Note that the set of perturbed stochastic measures (2)
may be larger than a set of perturbed regular conditional
probability distributions given (Yk = y,pk−1 = q) that
can be associated with admissible parameter sets ζ¯ such that
ζ¯  ζ. It may include measures corresponding to processes
(Xk, Yk) that are not HMMs.
In the next sections, the consideration of the set of
probability measures on EX (rather than a set of regular
conditional probability measures on (Ω,F) as in [3]) will
allow for the application of standard variation results on
probability measures. We also note that for any k-feasible
(y, q), the set P(Pk, y, q) is convex, and that R(·||Pk(·|Yk =
y,pk−1 = q)) is a strictly convex function on P(Pk, y, q) [8,
Lemma 1.4.3(b)]. The strict convexity follows from the
definition of the set P(Pk, y, q) which only includes kernels
with a conditional finite relative entropy with respect to
Pk(·|Yk = y,pk−1 = q).
Definition 2.2: Let d > 0 be a given constant. A proba-
bility measure Q¯ ∈ P(Pk, y, q) is said to be admissible, if
for almost all k-admissible (y, q), the following bound holds
R(Q¯(·)||Pk(·|Yk = y,pk−1 = q)) ≤ d. (3)
For every k and a k-feasible pair (y, q), the set of all
measures Q¯ satisfying condition (3) forms a set of admissible
perturbed measures for the robust filtering problem under
consideration
Ξk(y, q) ,
{
Q¯ ∈ P(Pk, y, q) : Q¯ satisfies (3)
}
. (4)
Since R(Pk(·|Yk = y,pk−1 = q)||Pk(·|Yk = y,pk−1 =
q) = 0, the nominal regular conditional probability distri-
bution of Xk given (Yk = y,pk−1 = q) is admissible, for
any k and any k-feasible (y, p) ∈ EY × S, i.e., Pk(·|Yk =
y,pk−1 = q) ∈ Ξk(y, q). Hence, Ξk(y, q) is not empty
for any k and any k-feasible (y, q). Moreover, in the next
section, we will assume that d is selected so that Ξk(y, q)
includes our true model in the sense that the perturbed regular
conditional probability distribution P¯k(·|Yk = y,pk−1 = q)
satisfies (3) and is admissible, in that P¯k(·|Yk = y,pk−1 =
q) ∈ Ξk(y, q).
III. A ROBUST HMM FILTERING PROBLEM
A. The problem formulation
Let Ψk(x, ξ) ≥ 0 be a convex finite function which is a
Borel measurable mapping EX×EX → R. In the following
this function will describe a penalty on the mismatch between
the true state location x and its estimate ξ. It will be used
to define the estimation criterion in the estimation problem
under consideration. We will consider the filtering problem
where the true parameterisation ζ¯ is unknown, but that we
have access to a nominal reference parameterisation ζ =
(A,C, pi, ψ). Our true model will be assumed to satisfy a
specified conditional relative entropy constraint with respect
to the reference model (that is, the true model is assumed to
be an element of the set of admissible perturbation measures,
Ξk(y, q)).
Definition 3.1: A sequence of observations y1,∞ will be
called feasible if for any k ≥ 1, the pair (yk, pk−1), where
pk−1 = pk−1(y0, . . . , yk−1), is k-feasible.
From an application viewpoint, only measurement se-
quences from which feasible subsequences can be extracted,
can be used for infinite horizon robust filtering. We now
make an assumption on our HMMs to guarantee that the set
of such measurement sequences is sufficiently rich.
Assumption 3.1: The HMMs ζ, ζ¯ under consideration
have the following property:
∞∑
k=1
P
(R(P¯k(·‖Zk)‖Pk(·‖Zk)) =∞) <∞. (5)
By direct application of the Borel-Cantelli lemma, con-
dition (5) implies that for almost all y1,∞, there exists
at most a finite number of time instances k such that
R(P¯ (·‖Zk)‖P (·‖Zk)) = ∞. The corresponding (yk, pk−1)
are not k-feasible. However, since each measurement se-
quence contains only a finite number of such data points,
these data points can be ignored when the filter is imple-
mented. This leads us to restrict attention, without loss of
generality, to the case where R(P¯k(·‖Zk)‖Pk(·‖Zk)) < ∞
for every k ≥ 1. Equivalently, without loss of generality,
under Assumption 3.1 almost every sequence y1,∞ can be
regarded to be feasible.
To illustrate a situation when Assumption 3.1 holds, we
note that Assumption 3.1 holds if A is irreducible and
aperiodic and both ψ(w) > 0, ψ¯(w) > 0 for all w. These
sufficient conditions for Assumption 3.1 correspond to a
useful class of models.
Given a feasible sequence of observations y1,∞, we ad-
dress the problem of finding a recursive method for obtaining
an estimate Xˆk ∈ EX of the HMM state process Xk
that solves the following min-max problem subject to the
constraint (3). Given a previous information pk−1 = pk−1
and the current measurement Yk = yk, we define the
estimator:
Xˆk = arg inf
ξ∈EX
sup
Q¯(·)∈Ξk(yk,pk−1)
EQ¯ [Ψk(Xk, ξ)] . (6)
The estimator (6) consists of an infinite sequence of con-
strained optimization problems. In every such problem, the
maximizer Q¯ is constrained to take values from the set
Ξk(yk, pk−1).
Our Assumption 3.1 ensures that the conditional distri-
bution generated by the true HMM ζ¯ is feasible at every
time step. It will be further assumed that it belongs to
Ξk(yk, pk−1) for each k ≥ 1, for almost all observation
sequences y1,∞. It will be demonstrated in Section V that
such an assumption is justified.
In the following, we will demonstrate that both pk and Xˆk
can be calculated in a recursive manner from the observation
sequence y1,k. As the first step toward showing this, we
use the Lagrange multiplier technique of [3] to convert the
constrained minimax problem on the right-hand side of (6)
into an unconstrained optimization problem.
B. An unconstrained optimization problem
Given a τ ∈ R, ξ ∈ EX , and Zk, then for any k-feasible
(y, q), let us introduce the auxiliary cost functional:
F (Q¯(·), ξ, τ) = EQ¯(·) [Ψk(Xk, ξ)]
−τ (R(Q¯(·)||Pk(·|(y, q)))− d) . (7)
Here we have used a shorthand notation Pk(·|(y, q)) ,
Pk(·‖Yk = y,pk−1 = q). Let us also introduce
Vk(τ, ξ, (y, q)) = sup
Q¯(·)∈P(Pk,y,q)
F (Q¯(·), ξ, τ). (8)
Unlike (6), here the supremum is taken over the entire set
P(Pk, y, q). For τ > 0, we can write
Vk(τ, ξ, (y, q)) = τ (Wk(τ, ξ, (y, q)) + d) , (9)
where, for any k-feasible (y, q),
Wk(τ, ξ, (y, q)) = sup
Q¯(·)∈P(Pk,y,q)
{
EQ¯(·)
[
τ−1Ψk(Xk, ξ)
]
−R(Q¯(·)||Pk(·|(y, q)))
}
. (10)
Theorem 3.1: For a k-feasible (y, q), the cost functional
Vk(τ, ξ, (y, q)) defined by (8) can be calculated as follows:
1) When τ = 0,
Vk(0, ξ, (y, q)) = sup
Q¯(·)∈P(Pk,y,q)
EQ¯(·) [Ψk(Xk, ξ)]
= max
x∈EX
Ψk(x, ξ) (11)
2) When τ ∈ (0,∞),
Vk(τ, ξ, (y, q))
= τ
(
log
(
EPk(·|(y,q))
[
exp
(
τ−1Ψk(Xk, ξ)
)] )
+ d
)
.
(12)
The proof of this result follows the same lines as the proof
of Theorem 3.1 of [3].
C. A solution to the constrained optimization problem
We now employ a standard technique for converting the
constrained optimization problem (6) into a family of uncon-
strained optimization problems (8) parameterized by τ .
Lemma 3.1: For each k, and each feasible (y, q), we have
sup
Q¯(·)∈Ξk(y,q)
EQ¯(·) [Ψk(Xk, ξ)] = inf
τ∈[0,∞)
Vk(τ, ξ, (y, q)).
(13)
IV. CALCULATION OF A ROBUST FILTER ESTIMATE
From this point forward, the pair (y, q) is not arbitrary, but
instead takes the form (yk, pk−1) where y1,∞ is a feasible
observation sequence and pk−1 = pk−1(y1,k−1). In this
context, Lemma 3.1 shows that a set of unconstrained opti-
mization problems involving Vk(τ, ξ, (yk, pk−1)) can be used
to solve our original constrained optimization problem (6), so
long as Vk(τ, ξ, (yk, pk−1)) is computable. In this section we
use the information state approach to risk-sensitive filtering
to calculate Vk(τ, ξ, (yk, pk−1)) when τ > 0, using (12) in
a recursive manner (the case τ = 0 is trivial due the first
statement of Theorem 3.1). To this end, we demonstrate that
pk can be calculated recursively.
A. A change of probability measure
Let us define a new probability measure P †, under which
the coordinate process {Xk}k≥0 has transition and initial
probability A and pi, but that the measurement coordinate
process {Yk}k≥0 is a sequence of mutually independent
i.i.d. vector random variables with density ψ(·). According
to [4, p. 58], this new measure is related to the reference
probability measure P via the Radon-Nikodym derivative
dP †k (·|Yk=y,pk−1=p)
dPk(·|Yk=y,pk−1=p) = Λ¯(x), where Λ¯ =
ψ(y−Cx)
ψ(y) .
Note that the nature of the measure change does not restrict
the nature of the perturbed model P¯ . Here, the role of P †
is to simplify calculation of the filtered quantities associated
with the nominal model P . The above measure change differs
from the measure change appearing in the previous work of
[3] because of the different measurement model.
B. Recursion for pk−1 and information states
We now apply the information state method for the HMMs
to derive the recursion for pk−1 [4]. Let us define
αk(yk, pk−1) , [αk(e1, (yk, pk−1)), . . . , αk(en, (yk, pk−1))]′,
αk(ei, (yk, pk−1)) = EP
†
k (·,(yk,pk−1))
[
Λ¯〈Xk, ei〉
]
(14)
to be the unnormalized information state vector [4, p. 32].
From basic principles (similar to the working on p.62 of[4]),
this information state is given by the following recursion
αk(yk, pk−1) = B(yk)Apk−1, (15)
where
B(yk) =
1
ψ(yk)
diag (ψ(yk − Ce1), . . . , ψ(yk − CeN )) .
Now, as shown in [4], we note that
pk−1(·) = N−1k−1αk−1(yk−1, pk−2), (16)
where Nk−1 =
∑N
i=1 αk−1(ei, (yk−1, pk−2)) and p0 = pi.
We highlight that together (15) and (16) can be calculated
in a recursive manner (and are hence suitable for recursive
implementation).
C. The recursive state estimator
To complete our recursive information-state based estima-
tor we introduce the function
Jk(τ, ξ, (y, q)) =
EP
†
k (·,(y,q))
[
Λ¯ exp
(
τ−1Ψk(Xk, ξ)
)]
EP
†
k (·,(y,q))
[
Λ¯
] .
The relevance of this function to our problem relates to the
realisation that for a given feasible observation sequence
y1,∞ and τ > 0, using the conditional Bayes theorem [4],
the cost functional Vk(τ, ξ, (yk, pk−1)) given by (12) can be
rewritten under the new probability measure P †k as
Vk(τ, ξ, (yk, pk−1)) = τd
+τ log
(
EP
†
k (·,(yk,pk−1))
[
Λ¯ exp
(
τ−1Ψk(Xk, ξ)
)]
EP
†
k (·,(yk,pk−1))
[
Λ¯
] )
= τ(log Jk(τ, ξ, (yk, pk−1)) + d). (17)
We can then state the main result of this paper.
Theorem 4.1: Consider the robust state estimation prob-
lem defined by (6). The robust state estimator solving this
problem is given by
Xˆk = arg inf
ξ∈EX
inf
τ∈[0,∞)
Vk(τ, ξ, (yk, pk−1)) (18)
where pk−1 is determined by the recursion (15), (16), and
Vk(τ, ξ, (yk, pk−1)) is determined by
Vk(τ, ξ, yk, pk−1)) =

maxx∈EX Ψ(x, ξ), τ = 0;
τ
(
log Hkαk(yk,pk−1)Nk + d
)
,
τ > 0,
(19)
Hk ,
[
exp(τ−1Ψk(e1, ξ)), . . . , exp(τ−1Ψk(eN , ξ))
]
.
(20)
We highlight that the recursive nature of αk(yk, pk−1)
implies that Vk(τ, ξ, (yk, pk−1)) and hence Xˆk can be cal-
culated in a recursive manner.
V. ILLUSTRATIVE EXAMPLES
1) Random Walk HMMs: In this first study, a 4th order
random walk HMM is used to illustrate our proposed infinite
horizon robust estimator. We consider a nominal HMM, ζ,
with parameters: C = [1, 2, 3, 4]′, ψ(·) is a unit normal
distribution, and A = R(0.95), where
R(a) =

1− a a 0 0
0 1− a a 0
0 0 1− a a
a 0 0 1− a

is the transition probability matrix of a right biased random
walk with the probability a of transitioning to the right. We
also consider a true model ζ¯ with parameters A¯ = R(0.7),
C¯ = C, and ψ¯(·) is also a unit normal distribution. We
note that Assumption 3.1 holds in this situation because
A is irreducible and aperiodic, and both ψ(w) > 0 and
ψ¯(w) > 0 for all w. Hence, almost every sequence of
observations will be feasible (as defined by Definition 3.1;
also, see the comments following that definition), and we
are able to consider robust estimation problems with respect
to observation sequences of any length of interest. We also
highlight that due to the irreducible and aperiodic A matrices
involved, both the nominal and true model are ergodic in
this example. Hence, for large enough k, time averages will
approach ensemble averages. This will allow us to evaluate
performance of the proposed estimator by computing long
term time-average of the quantities of interest.
Let us consider an estimation problem with the following
estimation penalty
Ψ(x, ξ) =
N∑
i=1
N∑
j=1
〈x, ei〉〈ξ, ej〉|i− j|.
We note that this penalty is linear in both arguments, and
hence satisfies the convexity requirement.
On the basis of generated data sequences, the conditional
relative entropy between the true and nominal model was
estimated to be less than 0.4. Yet, in a realistic robust filtering
problem we would not know the true model (in fact, this is
the whole motivation for our robust filtering problem). In this
study, we assume known that the true model is an element
of the relative entropy constraint set (3) with d = 0.5.
For evaluation purposes, an observation sequence of length
L = 10000 was generated by the true model ζ¯. This sequence
was used to compare the performance of the robust estimator
presented in Theorem 4.1 (with relative entropy constraint (3)
having d = 0.5) with the maximum posteriori risk-neutral
estimator defined as:
XˆMAPk ,
{
i∗ : pi
∗
k = max
i
pik
}
.
We now describe how our robust estimator (18) was
calculated. At each time instant, the information state (14)
and Theorem 4.1 were used to calculate Vk(τ, ξ, (yk, pk−1)).
Let ξ∗k and τ
∗
k denote the optimizing ξ and τ values for
Vk(τ, ξ, (yk, pk−1)) at time instant k (and hence giving
the robust estimate Xˆk = ξ∗k). As an example, Figure
1 illustrates the cost functional Vk(τ, ξ∗k, (yk, pk−1)) as a
function of τ corresponding to k = 5000. At this time
instant, an optimal τ∗ of approximately 0.45 was obtained.
Similar shaped curves occurred at other time instants, and
the optimising τ∗k was calculated at each time instant. We
highlight that the value of τ∗k remained between 0.2 and
1.3 during the simulation, and did not tend towards zero
as occurs in the finite horizon robust estimator presented in
[3]. With these optimised ξ∗k and τ
∗
k , the time average value
of Vk(τ∗k , ξ
∗
k, (yk, pk−1)) was 0.8084.
Fig. 1. Random walk illustrative example: The cost functional value Vk
versus parameter τk at time instant k = 5000.
Fig. 2. Random walk illustrative example: the cumulative error cost rate
of the proposed robust estimator (lower curve, green) and the maximum a
posteriori risk-neutral estimator (higher curve, blue).
We now compare estimators. Figure 2 shows the cumu-
lative error cost 1k
∑k
`=1 Ψ`(Xˆ`, X`) versus k for both the
robust estimator Xˆk and the maximum a posteriori risk-
neutral estimator XˆMAPk . The time average of the robust
estimator error cost and maximum posteriori risk-neutral
estimator error cost were 0.5800 and 0.6131, respectively.
Even though the theorems and estimators presented in this
paper are developed in terms of conditional expectations,
it is illustrative to note that the time average of the ro-
bust estimator error cost is less than the time average
of Vk(τ, ξ∗k, (yk, pk−1)) (i.e. less than 0.8084). Finally we
note that the robust estimator provided approximately a 5%
reduction in estimation error in this example.
2) Dim Target Tracking Application: We will now present
a second illustrative example based on a point target tracking
problem (from morphological processed image sequences)
that is described in [6]. Let us consider a robust target
tracking problem described by the following system:
Zk = Zk−1 +
[
V cos (θ)
V sin (θ)
]
, (21)
Yk = M (Zk, nk) (22)
where Zk ∈ R2 is the target’s horizontal and vertical position
in the image plane, and Yk ∈ RNv×Nh denotes the mor-
phologically processed image (note that the morphological
processing forces the property that Yk(i, j) ≥ 0 for all
1 ≤ i ≤ Nv and 1 ≤ j ≤ Nh, where Yk(i, j) is the ijth
element of Yk). Here, V ∈ R denotes the target’s speed in
pixels/frame, θ ∈ [0, 360] denotes the target heading angle in
the image plane, nk ∈ RNv×Nh is a vector noise sequence
corrupting the image (possibly having spatial correlation),
and M (·, ·) : RNv×Nh × RNv×Nh → RNv×Nh denotes a
(non-linear) morphology operation on the noise corrupted
image information generated by target at location Zk at
time k (see [7] for a more detailed description of the
observation model). Typically, the morphological operation
M (·, ·) is introduced to combat any spatially correlated noise
introduced by nk. Hence, after this morphological processing
stage, the temporal filtering problem becomes to estimate Zk
from the sequence of morphological processed images Yk.
In this specific example, let us consider a true model with
θ = 310 degrees, V = 0.2 pixels/frame, Nv = 100, Nh =
100, and for simplicity, we consider nk that is i.i.d spatially
uncorrelated Gaussian noise with unit variance.
Due to complexity of the dynamic model, it is convenient
to consider target tracking by the HMM filter. For this
purpose, Xk ∈ EX is an indicator vector denoting the
current pixel location, where N = NvNh. Our HMM
measurement Yk will be the morphological output in (22).
Without loss of generality, let us suppose that there is an
enumeration ordering imposed on pixels so that each pixel
can be associated with an indicator vector, and let the
mapping G(ei) : EX → R2 denote this enumeration.
We will consider a target tracking situation where there is
uncertainty about target heading (which is a realistic situation
in practice). Hence, the HMM estimator design process starts
by creating a HMM state transition model that represents
our approximate target heading knowledge (in this case, we
will assume that the target has heading direction somewhere
within a known angular quadrant). Hence, let us select a
sparse A for which there are only 4 non-zero probability
transitions from each pixel. The probability of self-pixel
transition will be set to 0.75, the probability of transitioning
to a neighbour pixel to the left, down or diagonally left-
down will be set to 0.0833, and all other transitions will have
zero probability (this selection describes the angular quadrant
270−360 degrees, which contains the true heading θ = 310).
At image edges, A will describe transitions to pixels on the
opposite side of the image (ie. the dynamics will wrap around
image boundaries so that the state process is ergodic). See
[6] for an alternative description of this reference HMM.
The true non-linear observation process described by (22)
involves quite complex morphological operations; but for
filtering purposes, we will approximate our observation den-
sities as bi(Yk) = c(1+Yk(G(ei))) with some normalisation
factor c > 0, see [6] for further justification. We set pii =
100/ (N + 99) for ei = X0 and pii = 1/ (N + 99) otherwise
(that is, we assume the filter is initialised at the target’s initial
location).
This reference model is an imperfect representation of
(21)-(22) and the imperfections in this model motivates
investigation of a robust filtering solution, such as our
proposed filter (6). We will develop a robust filter based on
the conditional relative entropy constraint (3) with d = 0.01
(experiments showed this to be a reasonable value). Let us
consider the following penalty function Ψk (based on the
2-norm of pixel difference):
Ψk (ξk, Xk) = min [|G(Xk)−G(ξk)| , γ] , (23)
where γ = 2 was found to offer good performance.
Our robust filter (18) was applied to a 400-frame image
sequence (simulated). For comparison purposes, the cumula-
tive track error rate 1k
∑k
`=1 Ψ`(Xˆ`, X`) for both the robust
filter and the risk-neutral filter (τ = 0) are shown in Figure
3. In this case, at frame 400, the average track error for the
robust filtering approach was 0.37 pixel/frame, compared to
0.49 pixel/frame for the risk-neutral filter.
Fig. 3. Illustrative example: the cumulative track error rate for robust and
risk-neutral filters.
To further examine the performance of our robust filter, we
conducted a Monte-Carlo test involving 150 measurement
sequences. For computational reasons, let us fix τ at 6.6
rather than separately optimise τ for each sequence (this τ
value corresponds to the average τ∗k in the previous 400-
frame study). When τ is fixed at τ¯ we can consider the
sub-optimal robust estimate given by
Xˆτ=τ¯k = argξ inf
ξ∈EX
Vk(τ¯ , ξ, (yk, pk−1)). (24)
In this Monte-Carlo study, a paired-sample t-test (149
degrees of freedom) at a significance level of 0.05 showed
that the sub-optimal robust filter Xˆτ=6.6k had better error
performance than the risk-neutral filter Xˆτ=0k . Moreover, the
mean tracking error of the sub-optimal robust filter Xˆτ=6.6k
was approximately 3.5% better than the mean tracking error
of the risk-neutral filter Xˆτ=0k .
VI. CONCLUSION
In this paper, a robust state estimator for uncertain HMMs
has been introduced in which the uncertainty is described
by a conditional relative entropy constraint on measures
perturbed from a nominal regular conditional probability
measure. An infinite horizon robust state estimator has been
derived that guarantees a certain bound on the state esti-
mation error, provided that the true conditional probability
measure satisfies the conditional relative entropy constraint.
Illustrative examples are presented that demonstrate the prac-
tical utility of the proposed robust filter.
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