Abstract-In this paper, an ordinal optimization (OO) based algorithm is applied to minimize the overkills under a tolerable level of re-probes in a wafer probe testing process, which is formulated as a constrained stochastic simulation optimization problem that consists of a huge input-variable space formed by the vector of threshold values in the testing process. First, we construct a crude but effective model based on a shorter stochastic simulation with a small amount of test wafers. This crude model will then be used as a fitness function evaluation in the genetic algorithm to select N good enough solutions. Then, starting from the selected N good enough solutions we proceed with the goal softening searching procedures to search for a good enough solution. Applying to a real semiconductor product, the vector of good enough threshold values obtained by the proposed algorithm is promising in the aspects of solution quality and computational efficiency. We also demonstrate the computational efficiency of the proposed algorithm by comparing with the genetic algorithm and the evolution strategy.
INTRODUCTION
The wafer fabrication process is a sequence of hundreds of different process steps, which results in an unavoidable variability accumulated from the small variations of each process step. Chips are tested multiple times throughout the design and manufacturing process to ensure the integrity of the chip design and the quality of the manufacturing process. Thus, to avoid incurring the significant expense of assembling and packaging chips that do not meet specifications, a wafer probe testing in the manufacturing process becomes an essential step to identify flaws early [1] . The major components of a wafer probe testing system include probes, probe card, probe station, and test equipment. Wafer probe testing establishes a temporary electrical contact between test equipment and each individual die on a wafer to determine the goodness of a die. In general, an 8-inches wafer may consist of 500 to 15000 dies and each die is a chip of integrated circuits. Although there exist techniques such as the statistical process control (SPC) [2] - [3] , statistical analysis methods [4] - [5] and machine learning methods [6] for monitoring the operations of the wafer probes, the probing errors may still occur in many aspects and cause some good dies being over killed; consequently, the profit is diminished. Fig. 1 shows the Causeand-Effect diagram of overkills.
Thus, minimizing the number of overkills is always one of the main goals in wafer probe testing process. The key tool to identify or save overkills is re-probe, which is an additional wafer probe testing. However, re-probe is a major factor for decreasing the throughput. Thus, the overkill and the re-probe possess inherent conflicting factors, because decreasing the former can gain more profit, however, at the expense of increasing the latter, which will degrade the throughput and increase the cost. What implies is that drawing a fine line for deciding whether to go for a re-probe to save possible overkills is an important research issue in this optimization problem of the wafer probe testing process. Considering the economic situation regarding throughput requirement, it would be most beneficial for us to use the trade-off method [7] to solve the current problem. That is to minimize the overkills subject to a tolerable level of re-probes provided by the decision maker. There may be various testing procedures in different chip manufacturers. After the wafer probe testing, a bin number is used to label each defective die of the wafer. A bin number denotes a classification of circuitry-defect failure in a die. The bin number goes from 1 to a certain number as defined by engineers. But, no matter what testing procedures are used, the decision for carrying out the re-probe should be based on whether the number of good dies and the number of defective dies in a wafer exceed the corresponding threshold values. Thus, determining these threshold values so as to minimize the overkills under a tolerable level of re-probes is the main theme of the optimization problem considered here. Furthermore, since the goodness of a die and the probing errors are of stochastic nature, the considered problem becomes a constrained stochastic simulation optimization problem.
Typical solution methods for such a type of problems may be the simulated annealing (SA) method [8] , tabu search (TS) method [9] , genetic algorithm (GA) [10] , and evolutionary strategy (ES) [11] . The SA and TS methods have difficulties in handling the constraints. GA is a more popular technique than ES. However, calculating the fitness of a chromosome in the considered problem is very time consuming and cause GA to be very sluggish. This may prevent GA to obtain a good enough best-so-far solution within tolerable computation time. Thus, this computationally intractable problem is most suitable for the application of ordinal optimization (OO) theory [12] - [13] to seek for good enough threshold values.
We organize our paper in the following manner. In Section II, we will describe the constrained stochastic optimization problem of minimizing overkills under a tolerable level of reprobes in semiconductor wafer probe testing process. In Section III, we will present the ordinal optimization based algorithm and apply the proposed algorithm to the corresponding problem. In Section IV, we will show the test results of applying the proposed algorithm on a real case. We also demonstrate the solution quality and the computational efficiency by comparing with a vast number of randomly generated solutions and two competing methods, respectively. Finally, we will make a conclusion in Section V.
II. PROBLEM STATEMENTS AND MATHEMATICAL FORMULATION
There may be various testing procedures in different chip manufacturers. But no matter what testing procedures are used, the logic of the decision process for carrying out a retest are approximately the same. In this section, we employ typical testing procedures used in a local world-renowned wafer foundry in Taiwan. Fig. 2 shows the flow chart of the wafer probe testing procedures, the operation of which is briefly described in the following.
For every wafer, a wafer probe testing is performed twice. The second probe testing applies only to those dies failed in the first one. A die is considered to be good if it is good in either probe testing. wafers. Thus, the relationship between the inputs and the outputs of the considered problem can be illustrated in Fig. 3 This constrained stochastic simulation optimization problem (1) is to find an optimal vector of threshold values, * x , to minimize V subject to the employed testing procedures and the constraint on R . Therefore, we can use a penalty function to transform (1) into the following unconstrained stochastic simulation optimization problem:
where ) ( 
III. ORDINAL OPTIMIZATION BASED ALGORITHM
Since the order of vectors are relatively immune to effects of estimation noise, performance "order" of the vectors is likely to be preserved even evaluated using a crude model. Thus, to select N good enough vectors from X without consuming much computation time, we need to construct a crude but effective model to evaluate the objective value ) (x F for a given vector x , and use a selection scheme to select N good enough vectors. The proposed crude model is constructed based on a shorter stochastic simulation with a small amount of test wafers, and the selection scheme is genetic algorithm (GA) [10] .
A. Genetic Algorithm
To
L , say 1000 test wafers. As indicated in Chen et al. [14] , the stochastic simulation of shorter length is an approximate model for the lengthy stochastic simulation. For the sake of simplicity in expression, we let ) ( 0 x F denote the objective value for a given x computed by crude model with 0 L test wafers. GA is a stochastic search algorithm based on the mechanism of natural selection and natural genetics. By the aid of the above effective objective value (or the so-called fitness value in GA terminology) evaluation model, we can select N good enough vectors from X using GA, which is briefly described as follows. Assuming an initial random population produced and evaluated, genetic evolution takes place by means of three basic genetic operators: (a) parent selection; (b) crossover; (c) mutation. The chromosome in GA terminology represents a vector x in our problem, and each chromosome is encoded by a string of 0s and 1s. Parent selection is a simple procedure whereby two chromosomes are selected from the parent chromosome based on their fitness values. Solutions with high fitness values have a high probability of contributing new offspring to the next generation. The selection rule we used in our approach is a simple roulette-wheel selection. Crossover is an extremely important operator for the GA. It is responsible for the structure recombination (information exchange between mating chromosomes) and the convergence speed of the GA and is usually applied with relatively high probability, say 0.8. The chromosomes of the two parents selected are combined to form new chromosomes that inherit segments of information stored in parent chromosomes. There are many crossover scheme, we employ the single-point crossover in our approach. While crossover is the main genetic operator exploring the information included in the current generation, it does not produce new information. Mutation is the operator responsible for the injection of new information. With a small probability, random bits of the offspring chromosomes flip from 0 to 1 and vice versa and give new characteristics that do not exist in the parent chromosome. In our approach, the mutation operator is applied with a relatively small probability 0.03 to every bit of the chromosome.
There are two criteria for the convergence of GA. One is when the fitness value of the best chromosome does not improve from the previous generation, and the other is when evolving enough generations. In our algorithm, GA is iterated until the maximum iteration count max C is reached. The initial populations of the GA are I , say 4000, randomly selected vectors from X . After the stopping criteria have been reached, we rank the final generation of these I chromosomes based on their fitness values and pick the top N chromosomes, which form the N good enough vectors that we look for.
B. Goal Softening Searching Procedures
Starting from the selected N good enough vectors, we will proceed directly with the existing goal softening searching procedures. That is, we will evaluate the objective value of each vector using a more refined model than the crude one employed in GA. This more refined model uses stochastic simulation with various number of test wafers L . We let
represent the sufficiently large L . In the sequel, we define the exact model of (2) . If the obtained value of i N is not an integer, we round it to the nearest integer. We denote s n as the total number of subphases, and s n is determined by is the good enough vector that we seek.
C. The OO based algorithm
Now, our OO based algorithm can be stated as follows.
Step 1: Randomly select I vectors from X as the initial populations. Apply a GA with the following setup: simple roulette-wheel selection scheme, single-point crossover scheme with probability c p , and mutation probability m p to these chromosomes by the aid of the fitness-value evaluated rough model using a small amount of test wafers. After the algorithm reaches the maximum iteration max C , we rank all the final I chromosomes based on their fitness values and select the best N chromosomes (i.e. x 's).
Step 2: Define an appropriate basic number of test wafers 0 L and determine the number of subphases s n by (3). Specific data in the OO based algorithm applying to this product are given in the following. 
Step 1, the parameters are set as I =4000, N =1000,
, and the convergence criteria we employed for our GA is when the evolving number of generations exceed max C =30. In Step 2, we define an appropriate basic number of test wafers 1000 0 = L and the number of subphases s n is 6. Table 1 shows the number of candidate solutions and test wafers in each subphase of Step 3. Table 2 . This also demonstrates the conflicting nature between the two objectives -minimizing overkills under a tolerable level of re-probes. We also use the 630 real test wafers, whose bins and overkills before re-probe are known, to test the performance of the vector of threshold values obtained by our algorithm for the three cases shown in Table 2 test wafers are shown in Fig. 4 as the points marked by " ", " ", " * " with the corresponding T r shown on the top right corner of the figure. We also use 3000 randomly selected vectors of threshold values to test the same 630 test wafers; the resulted pairs of V and R are shown as the points marked by "•" in Fig. 4 .
We have also used typical GA and ES methods to solve the exact model of problem (2) using s L test wafers for the case of T r =50. As indicated in Section 1, the global searching techniques are computationally expensive in solving the exact model of (2). In Fig. 5 , we show the progress of the best-so-far objective values of (2) versus the CPU times consumed by the GA and ES methods. From this figure, we can observe the sluggish improvement of the best-so-far objective values of these two methods. We stop the GA and ES methods when they consumed 60 times of the CPU time consumed by the OO based algorithm, and the best-so-far objective values of (2) they obtained are still 16.61% and 25.46% more than the final objective value obtained by the OO based algorithm, respectively. Using the threshold values they obtained to test the 630 wafers, the resulted (V , R ) pairs from GA and ES methods are marked by "+" and "Δ" in Fig. 4 , respectively. We found that using OO based algorithm, we can save 17.56% and 26.77% more overkills than using the GA and ES methods for 50 ≤ R , respectively. In addition, both GA and ES methods do not generate the optimal solution, because the best so far solution they obtained for one hour of CPU time are still far away from the optimal solution of (2).
We see that for 50 ≤ R , the V resulted by the good enough vectors of threshold values obtained by our algorithm is almost the minimum compared with the randomly selected vectors of threshold values. Similar conclusions can be drawn for the cases of T r =20 and 80. From Fig. 4 , we can see that the results we obtained for the cases of T r =20, 50 and 80 are almost on the boundary of the region resulted from the randomly generated vectors of threshold values; this implicit boundary represents the (V , R ) pairs resulted by the optimal vectors of threshold values. The above result implies that our algorithm not only controls the level of re-probes but also obtain a near optimal solution. 
V. CONCLUSION
To cope with the computationally intractable constrained stochastic simulation optimization problems, we have proposed an ordinal optimization based algorithm to solve for a good enough solution using reasonable computational time. To demonstrate the applicability of the proposed algorithm, we have used it to solve for a vector of good enough threshold values to minimize overkills under a tolerable level of reprobes in a wafer probe testing process of a wafer foundry. We have tested the performance of the solution we obtained using the real data and found that the resulting average number of overkills and re-probes per wafer lie almost on the boundary resulted from the optimal vector of threshold values of the considered problem. We have demonstrated the computational efficiency of the proposed algorithm by comparing with the genetic algorithm and the evolution strategy. The vector of good enough threshold values obtained by the proposed algorithm is promising in the aspects of solution quality and computational efficiency.
