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Clustering methods are often used to model energy consumption for two reasons. First, clustering is often
used to process data and to improve the predictive accuracy of subsequent energy models. Second, stable
clusters that are reproducible with respect to non-essential changes can be used to group, target, and
interpret observed subjects. However, it is well known that clustering methods are highly sensitive to
the choice of algorithms and variables. This can lead to misleading assessments of predictive accuracy
and mis-interpretation of clusters in policymaking.
This paper therefore introduces two methods to the modeling of energy consumption in buildings:
clusterwise regression, also known as latent class regression, which integrates clustering and regression
simultaneously; and cluster validation methods to measure stability. Using a large dataset of multifamily
buildings in New York City, clusterwise regression is compared to common two-stage algorithms that use
K-means and model-based clustering with linear regression. Predictive accuracy is evaluated using 20-
fold cross validation, and the stability of the perturbed clusters is measured using the Jaccard coefficient.
These results show that there seems to be an inherent tradeoff between prediction accuracy and cluster
stability. This paper concludes by discussing which clustering methods may be appropriate for different
analytical purposes.
 2015 The Author. Published by Elsevier Ltd. This is an open access article under the CC BY license (http://
creativecommons.org/licenses/by/4.0/).1. Introduction
Buildings have become a major focus of energy policy world-
wide, because they constitute nearly 40% of all worldwide primary
energy consumption and associated greenhouse gas emissions
[1,2]. Many different policy initiatives have been recently proposed
that are intended to affect building energy consumption. In order
for policymakers to design and target policies to reduce building
energy consumption effectively, it is necessary to develop ways
to find relevant sub-groups in the overall population using meth-
ods that are stable, consistent, and statistically-valid.
However, buildings may be grouped in many different ways,
because they are complex, multi-dimensional, and heterogeneousobjects. In addition, the overall population of buildings may be
composed of sub-groups, and appropriate groupings may vary con-
siderably at different scales, such as at the urban, metropolitan,
regional, or national level. These scales often represent particular
jurisdictions that implement policies and regulations on buildings.
Sub-groups in the overall population of buildings can be found
or defined in many possible ways: a large group of papers is
reviewed below which seek to do this in the building energy con-
sumption literature. This paper critiques a particularly popular
approach, which uses quantitative clustering methods as the first
of a two-stage process: that is, as a pre-processing step to divide
the overall data into smaller groups, which are then subsequently
modeled using either physics-based simulation or statistical
regression models. While this approach almost always improves
subsequent modeling because it allows separate and different
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statistical uncertainties in the clustering step, which leads to
over-fitting and/or over-confidence in the results in the second
analysis stage. Specifically, it is well-known in the statistical
literature that clustering methods are highly sensitive to the choice
of method and variables, initial assumptions, cleaning steps taken,
the distribution of the data, and that clustering results have signif-
icant statistical uncertainties. This is why one scholar of clustering
methods describes it as ‘‘one of the most fundamental modes of
understanding and learning”, and yet goes on to say that ‘‘in spite
of the fact that K-means was proposed over 50 years ago and
thousands of clustering algorithms have been published since then,
K-means is still widely used. This speaks to the difficulty in design-
ing a general purpose clustering algorithm and the ill-posed
problem of clustering.” [3, page 651].
This paper therefore introduces two methods to the building
energy consumption literature. First, clusterwise regression (also
known as latent class regression) is a statistically-valid technique
that integrates classification and regression simultaneously. Sec-
ond, cluster validation metrics measure the stability of clusters
when they are subjected to small perturbations, such as adding
noise, bootstrapping, or taking subsets. These methods are likely
to be useful in other areas of energy modeling and analysis that
are applied to large, heterogeneous populations, and that also rely
upon clustering or partitioning observed behavior into different
groups. Finding stable and valid clusters is necessary in order to
apply and target policies consistently.
These methods improve the modeling of energy consumption in
buildings in two ways: first, the integrated approach of clusterwise
regression simultaneously optimizes for prediction accuracy and
explanatory groupings in a statistically-valid approach. Second, it
will be shown that clusterwise regression achieves significantly
superior prediction accuracy over the competing two-stage
approaches that use K-means and model-based clustering in the
initial step. However, since the clusters found through clusterwise
regression are found to be less stable than those found in the two-
stage processes with respect to small perturbations, this highlights
a fundamental and perhaps unavoidable tradeoff between cluster
stability and prediction accuracy.
This rest of this paper is organized as follows. Section 2 reviews
the extensive literature that uses clustering to predict building
energy consumption, as well as some of the statistical caveats
associated with clustering methods. Section 3 then reviews the
statistical theory of clusterwise regression using model-based clus-
terings, as well as the appropriate metrics for cluster validation
and stability. Section 4 describes a comprehensive dataset of build-
ing energy consumption in a large and highly diverse population of
almost 4000 New York City multifamily buildings, and Section 5
presents the results of the analysis and discusses the relative
advantages and disadvantages of clusterwise regression over two
stage approaches. Section 6 concludes the paper by discussing
the implications of the results for energy modeling and analysis,
and policies targeted at particular subgroups of buildings.2. Related work
Clustering methods have been used widely throughout the
energy consumption literature. A number of articles in this
journal have used clustering to extract similar groups out of
overall population data: examples include searching for groups
composed of similar energy consumers, load or generation pro-
files, building or site feasibility [4–9]. Since the overall literature
that uses clustering for energy analysis is quite large, this
review will focus on building energy consumption as a particular
example to illustrate how these clustering methods, which areoften thought of as unsupervised learning, are often used in pre-
dictive analyses.
Similar to other areas of energy modeling, a wide variety of
quantitative methods have been used to describe variation within
overall populations of buildings. Building sectors are often ana-
lyzed in terms of archetypes, which are based on a variety of
approaches, such as expert knowledge [10]; as key sectors of
aggregated energy consumption [11,12], or simply as the result
of ad hoc decisions to stratify the overall population. Other meth-
ods, such as principal components analysis, principal components
regression, partial least squares, and self-organizing maps have
all been used to describe the key dimensions or linear combina-
tions that describe the variation in buildings, either for exploratory
factor analysis [13], parameter investigations [14], or to provide
customized recommendations [15]. Decision trees and their
extensions, such as classification and regression trees (CARTs)
and random forests, have also been applied [16,17].
For buildings, however, clustering has by far been the most
popular approach to identify sub-groups in the overall population.
Clustering methods used include K-means, hierarchical, model-
based, fuzzy, or other clustering approaches, with K-means as the
most popular. Examples include using clustering methods to sum-
marize the key clusters for subsequent simulation analysis [18,19],
to assess clusters for particular behaviors and opportunities
[20,21], or to identify key patterns from high-frequency data
[22–26].
An increasingly popular approach is to use clustering methods
as a pre-processing step for subsequent models. Examples include,
but are not limited to, using archetypes to justify subsequent
regression analysis of aggregate residential energy consumption
[27]; to find segments for a complex ‘grey-box’ model [19]; and
to apply subsequent multivariate analysis to measure the operat-
ing performance of particular systems and building types [4,28,29].
However, in the statistical literature it is well-known that initial
choices in clustering methods can give drastically different results.
Depending on the overall goals, choice of algorithm, variables
selected, initial assumptions, and the natural shape of the data,
clustering results can vary dramatically [3,30,31]. Hennig [32]
points out a number of possible problems with clusterings, even
if they are stable. To take a simple example, K-means clustering
assumes and subsequently finds a specific number of clusters,
but when applied to homogeneous data, this algorithm will still
find the assumed number of clusters even if they are essentially
meaningless. In addition, stable clusterings may still be meaning-
less if they fail to distinguish useful subsets of the overall data.
Humans can still sometimes identify meaningful patterns that
computers cannot. Finally, clustering algorithms taken to the
extreme, such as in hierarchical clustering with many branches,
may find that each data point belongs to its own cluster, which
is also useless.
This review and this overall paper are therefore intended to
raise awareness of the potential problems that need to be consid-
ered when using clustering. These issues are often overlooked
because of the belief that clustering is an unsupervised learning
problem, in which there may be different clusters for different pur-
poses, and therefore there is no one ‘true’ clustering that exists
within the data. However, in many energy analyses and particu-
larly in the previous work described above, cluster analysis is
clearly intended to identify heterogeneous sub-groups in order to
improve subsequent prediction. Fig. 1 illustrates in a flowchart-
style diagram how common approaches in the literature often
integrate clustering and prediction. At the top, clustering and pre-
diction are often two important and inter-related activities. Key
considerations are the choice of the number of clusters, assignment
to clusters, and model selection for accurate prediction. The large
arrows at left describe common approaches or algorithmic steps,
Fig. 1. Diagram of clustering and modeling processes. Reading from left to right, and then top to bottom, building energy consumption data has often been modeled in a two-
stage process, first clustering and then modeling. Key choices in ovals are number of clusters, assignment to clusters, and model selection. Large arrows indicate common
approaches and steps: combining K-means (M1) and model-based clusters (M2) with ordinary least squares regression. A-posteriori probabilities can also be used as weights
in subsequent weighted linear regression (M3) or integrating all steps in latent-class regression (M4). Clouds and diamonds at the bottom indicate key metrics of cluster
stability and predictive accuracy, measured by the Jaccard coefficient and cross validation.
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process the data, and then to model the data using ordinary least
squares regression (OLS). It is also possible to use model-based
clustering to give probabilities of membership in each cluster,
and also to use these weights in subsequent regression.
Clusterwise or latent class regression will be described further
below, and offers a statistically-principled method to integrate
clustering and prediction simultaneously. Finally, the validity of
clustering and prediction can be tested using various assessment
metrics and methods such as the Jaccard coefficient and cross
validation respectively.
The next section, Section 3, will discuss how the various cluster-
ing and modeling techniques are applied and Section 5 evaluatesthese the implementation of these various approaches on a
common dataset.
3. Theory & calculations
The theory of K-means and model-based clustering are well-
known [3,33], and have been widely implemented in the area of
modeling building energy consumption, as the literature review
in the previous section demonstrated. The theory and calculations
presented in this section will therefore be limited to the less famil-
iar and new techniques introduced by this paper to energy analy-
sis. Statistical theory for clusterwise regression and cluster
validation are introduced in Sections 3.1 and 3.2, respectively,
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mented in calculation steps and software.
3.1. Clusterwise regression
Clusterwise regression as a combination of cluster analysis and
regression is usually first credited to the work of Späth [34–36] and
Cron [37]. Clusterwise regression generally sets up an objective
function that simultaneously allows for both clustering and regres-
sion, and then uses the expectation–maximization (EM) algorithm
[38] to find the optimal parameters to minimize this objective
function. In this model, the EM algorithm is used to find the opti-
mal parameters to capture the heterogeneity in the regression
coefficients and variances in the data, but within each cluster the
functional relationship between explanatory and dependent vari-
ables remains the same. This section will outline the approach
and important steps; a more detailed treatment of clusterwise
regression is provided in Leisch [39] and Grün and Leisch [40].
Starting with the standard linear regression problem:
y ¼ bxþ  ð1Þ
where the vector of responses y is of length N, the vector of coeffi-
cients b is of length P, the explanatory predictors are the matrix x of
N  P dimension, and the error term  is independently and identi-
cally distributed (i.i.d) normally with zero mean and a constant
variance of r2, that is i  Nð0;r2Þ.
The key elements of clusterwise regression are to create finite
mixture models for each of K classes with the specific form:
hðyjx;wÞ ¼
XK
k¼1
pkf kðyjx; hkÞ ð2Þ
where the conditional density h is a function of y conditioned on x
and the vector of all parameters, w ¼ ðp1; . . . ;pK ; h01; . . . ; h0KÞ0;pk is
the prior probability of y belonging to component k with density
function f k and the parameter vector hk for each component. Prior
probabilities are of course constrained to be greater than zero and
sum to 1.
The posterior probability P that the observation ðx; yÞ belongs to
class j among the K classes is given by:
Pðjjx; y;wÞ ¼ pjf jðyjx; hjÞP
kpkf kðyjx; hkÞ
ð3Þ
The data is clustered by either assigning each observation to the
class with maximum posterior probability, or else simulating clus-
ter assignments. The functions f jðyjx; hjÞ are referred to as the mix-
ture components, and can be implemented with different statistical
distributions. Gaussian response is the distribution typically used in
linear regression, as in Eq. (1). The choice of distribution f j results in
different models of clustering: the univariate normal distribution
gives latent class regression, the exponential distribution gives gen-
eralized linear models, and the multivariate normal distribution
without covariates in the components gives model-based clustering
[41].
A log-likelihood function for a sample of N observations is given
by:
log L ¼
XN
n¼1
loghðynjxn;wÞ ¼
XN
n¼1
log
XK
k¼1
pkf kðynjxn; hkÞ
 !
ð4Þ
The parameters are estimated by maximizing the log-likelihood
function subject to constraints on the mixing proportions
and by applying the following two steps of the EM algorithm itera-
tively, where the cluster assignments are considered as missing
data:1. The a-posteriori probabilities are determined (E-step);
2. the prior weights and the component specific parameters are
determined based on these a-posteriori weights (M-step).
These steps are repeated until a particular criteria is reached,
such as if the log-likelihood improvement reaches a particular
threshold, the parameters converge, or a maximum number of iter-
ations is reached. The Bayesian Information Criterion (BIC) is used
to penalize the log-likelihood in terms of the number of parame-
ters required and to choose the suitable number of mixture compo-
nents. Multiple restarts can be used to find avoid local maxima and
to find the global maximum.
Clusterwise regression and model-based clusterings have
particular advantages compared to the more popular heuristic
algorithms such as K-means. First, clusterwise regression offers a
statistically-valid theory and approach to integrate clustering and
prediction, since this integrated approach takes into account
uncertainty in the clustering process when simultaneously fitting
the regression models. In contrast, clustering using K-means does
not pass along any information about uncertainties in clustering
to the subsequent ordinary least squares (OLS) regression. Second,
statistical theory can also be used to obtain key parameters, such
as the appropriate choice of number of clusters for the data [33],
that otherwise are required as an assumption in heuristic algo-
rithms such as K-means (although an extensive literature on how
to make this assumption is discussed in Tibshirani et al. [42]).
Third, mixture-based models are robust when extended to new
data: Hennig [43] points out that heuristic methods such as
K-means with fixed numbers of clusters and without trimming
can be spoiled by adding a single outlier, while mixture models
that determine the appropriate number of clusters based on the
entire statistical distributions are comparatively more robust.
However, clusterwise regression does not avoid all of the prob-
lems of other clustering methods. Brusco et al. [44] find that while
clusterwise regression can explain a high proportion of explained
variance, much of the improvement comes from the clustering
process and not necessarily from attributing response to different
variables within each cluster. Also, the statistical significance of
particular predictors within each cluster may not be accurate
because a particular model criterion has to be chosen, which must
be informed by the data itself [45].
This paper therefore evaluates clusterwise regression both in
terms of overall predictive accuracy and cluster stability. A stan-
dard 20-fold cross validation using sampled training and test data
from the overall dataset is used to assess the overall accuracy of
predictions [46].3.2. Cluster stability & validation
The stability and validation of clusters have been extensively
studied, particularly in the context of high-dimensional genomic
data. The Jaccard similarity coefficient is often used to measure
the similarity of clusters [32,43]. This approach resamples or per-
turbs the data in various ways, compares the resulting new clusters
with the original clustering, and calculates the mean similarity
within clusters. Where the set of observations xn can be initially
mapped into two subsets fC1; . . . ;CSg and fD1; . . . ;DTg with the
number of subsets as S and T, respectively, the Jaccard coefficient
c for any two subsets Cs and Dt is defined as:
cðCs;DtÞ ¼ jCs \ DtjjCs [ Dtj ; Cs;Dt# xn ð5Þ
which is the size of the interaction of two subsets divided by the
size of their union. The Jaccard coefficient ranges between 0 and
1, where higher values indicate greater similarity of groupings.
Table 1
Descriptive statistics for key variables and interactions. Abbreviations: PM = U.S.
Environmental Protection Agency Portfolio Manager data, PLUTO = City of New York
Primary Land Use and Tax Output, ACS = U.S. Census American Community Survey
data. All ACS data describes the surrounding census tracts. Interactions for each
variable are formed by multiplying the predictors for each observation.
Variable Data
(units)
Min 25% 50% 75% Max
Log Total Site Energy PM (kbtu) 0.3 4.2 4.3 4.5 11.4
% Electricity PM (0–1) 0.0 0.2 0.2 0.3 1.0
% Steam PM (0–1) 0.00 0.0 0.0 0.0 1.0
Log Tax Value PLUTO ($) 11.6 14.1 14.9 15.8 18.2
% Built in 80s ACS (0–1) 0.0 0.0 0.0 0.1 0.8
% HH Electric Heat ACS (0–1) 0.0 0.0 0.1 0.2 0.7
% Electricity: % Steam Interaction 0.0 0.0 0.0 0.0 0.3
% Electricity: Log Tax Value Interaction 0.0 2.3 3.2 5.0 16.8
% Steam: % Built in 80s Interaction 0.0 0.0 0.0 0.0 0.8
D. Hsu / Applied Energy 160 (2015) 153–163 157Induced clusters are created by resampling methods such as
bootstrapping, subsets, or adding noise to the sampled distribu-
tion. Since the induced clusters are meant to have relatively small
changes relative to the original data, for each of the clustering
methods, clusters are then matched by maximizing the number
of common, non-modified, observations within each cluster. The
clusterwise Jaccard coefficient is then calculated across all of
the samples as the mean similarity measure between clusters in
the original dataset and clusters in the resampled dataset.
3.3. Modeling and assessment steps
Implementation of these methods, as well as comparing exist-
ing methods, required initial data cleaning and some necessary
assumptions in order to carry out the different modeling processes
and to make fair comparisons. For example, variables selected for
the clustering and modeling processes were selected through a
lengthy regularization process described in a previous paper [47].
There is unfortunately very little guidance in the statistical litera-
ture on variable or feature selection for clusterwise regression, so
the best variables were chosen for predictions across the entire
‘‘global” dataset.
Fig. 1 shows how the two main processes of clustering and pre-
diction are handled in different modeling processes. It is important
to note that two separate calculations are performed, respectively,
to assess first prediction accuracy and then second, clustering
stability.
1. Prediction accuracy is calculated using cross validation. ‘‘Folds”
composed of a training and test set are created by randomly
sampling the data with replacement. By repeating our calcula-
tions on each training set and then comparing our predictions
with the test set, the cross-validated mean-squared-error
(CVMSE) can be calculated. Twenty (20) folds, i.e., 95% training
and 5% test sets, were selected to avoid too small training sets in
some clusters and to best avoid rank deficiency in making sub-
sequent predictions; stratified sampling was not used to avoid
making any clustering assumptions a priori. Each of the main
approaches, denoted by the large arrows on the left-hand side
of Fig. 1, are calculated in the following steps:
(a) K-means (M1): assume K = 4 or K = 9, to compare with the
subsequent model-based and cluster-wise regression
approaches. An OLS model is then trained within each clus-
ter and then used to predict the outcome values for the
remaining test data in each cluster, and to calculate the
CVMSE across folds.
(b) Model-based clustering (M2): the best fitting mixture
model is selected by minimizing the Bayesian Information
Criterion (BIC) [48]. Different clusters are identified from
the training data and then these cluster memberships are
assigned using hard assignment by maximum a-posteriori
probabilities for the remaining test data [49]. An OLS model
is then trained within each cluster and then used to predict
the outcome values for the remaining test data in each
cluster, and to calculate the CVMSE across folds.
(c) Model-based clustering (M3): same as above, but cluster
memberships are described by a-posteriori probabilities,
which are then passed to a weighted linear regression
(WLS).
(d) Clusterwise regression model (M4): integrates clustering
and prediction as described in Section 3.1, and the best fit-
ting mixture model is also selected by minimizing the BIC.
2. Clustering stability is first observed and then calculated:
(a) cross-validation for predictive accuracy creates some varia-
tion in the number of clusters, because the clusters are
formed on different training sets, i.e., 95% of the wholedataset. This is briefly discussed qualitatively with the
other results in Section 5.2; and
(b) by perturbing the data using noise, subsetting, or bootstrap-
ping, the Jaccard coefficient measures stability between
similar clusters after small perturbations [32].
3.4. Software
All of the data cleaning and integration was performed in the R
environment for statistical computing and graphics [50]. The algo-
rithm for K-means clustering is in the base stats package of R. Ini-
tial variable selection and regularization was carried out using the
glmnet package [51]. The algorithm for model-based clustering is
the mclust package [48]. Clusterwise regression is computed
using the flexmix package [39,40]. For the predictive analysis
and cross validation, extending the cluster identification from
training data to test data using the various clustering models
required the clue package [49]. Cluster stability for the cluster
found in K-means, model-based, and clusterwise regression are
all calculated using the clusterboot method in the fpc package
[32,43].4. Data
The data analyzed in this paper has been described extensively
in a previous paper [47], so only specific changes in the dataset will
be described here.
Large buildings represent 48% of all primary energy use in New
York City (compared to 17% transportation and 35% from small
buildings), and multifamily and office buildings represent 87% of
all gross floor area of all large buildings [52]. The datasets were
assembled from multiple data sources, including the U.S. Environ-
mental Protection Agency’s Portfolio Manager, the City of New
York’s Primary Land Use Tax Lot Output (PLUTO) database, real
estate and financial information from the CoStar Group, and census
tract level information from the U.S. Census, including information
from the 2010 decadal Census, the 2011 American Housing Survey,
and the 2013 American Community Survey (ACS). After cleaning,
the datasets for the analysis have 3902 multifamily housing build-
ings and more than 250 possible continuous predictors.
The outcome variable to be modeled for each building is the
center-normalized logarithm of total metered energy, so all results
will be interpreted in terms of standard deviations from the mean.
Site energy was modeled since all of the buildings are in one city
and therefore all share the same conversion coefficients from
source (primary) energy.
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sion, and the two-stage clustering and regression procedure, were
selected using regularization [47], and also center-normalized.
Descriptive statistics for the outcome and predictors are presented
in Table 1.
5. Results & discussion
The results will be discussed in terms of the two main assess-
ment methods, prediction accuracy and cluster stability, and also
in terms of the implications for policy.Table 2
Cross-validated Mean Squared Error (CVMSE) for all observations. Prediction error is
calculated as the CVMSE of the error between the observed data and the predicted
data in 5% test sets, based on 20-folds.
Method CVMSE
Mean SD
K-means, K = 4 M1 4.99 16.72
K-means, K = 9 M1 0.49 0.28
Model-based + OLS M2 0.48 0.26
Model-based + WLS M3 0.48 0.26
Clusterwise M4 0.30 0.15
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Fig. 2. Histograms of number of clusters found in 20-fold cross validation. K-means appro
each fold, while in the right-hand column, the clusterwise and model-based approache
training data varies by fold.5.1. Prediction accuracy
Typical linear regression approaches applied to an overall
population, such as used by the EPA’s Energy Star model, have
relatively low out-of-sample predictive accuracy. Measured in
terms of the standardized outcome, these models typically only
predict the energy consumption intensity of a building within
one or two standard deviations. When a model using regularization
was applied to the entire population, the 10-fold CVMSE of a single
linear regression model applied to the entire dataset was roughly
0.40–0.46 [47]. This is roughly on par with the results of the 20-
fold cross-validation analysis applied in this paper, summarized
in Table 2. The two-stage approaches that combine K-means (with
K = 9) or the model-based clustering with OLS andWLS approaches
all give similar CVMSE of approximately 0.48–0.49, with small
standard deviations ranging from 0.26 to 0.28. The clusterwise
approach gives a slightly better CVMSE of 0.30 with a standard
deviation of 0.15. However, the two-stage K-means analysis with
K = 4 gives extremely poor CVMSE, with a mean of 4.99 and a
standard deviation of 16.72. This last result does not initially seem
correct until the errors introduced by the clustering process are
examined more closely.Clusterwise (4 clusters)
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aches in the left-hand column automatically find the assumed number of clusters in
s find different number of clusters depending in each fold, because the input 95%
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clusters across folds because many of the clusters were found to
be fairly distinct in their composition. When clustering is per-
formed with K-means, the number of clusters assumed automati-
cally results in finding that number of clusters. In Fig. 2, the
left-hand column for the K-means approaches shows that all 20
folds return 4 and 9 clusters, as assumed. However, in the cluster-
wise and model-based approaches, the number of clusters can vary
by fold because each clustering is based on a different 95% training
dataset. As the figure shows, clusterwise regression consistently
finds 4 clusters nineteen out of twenty times, while the number
of clusters found by model-based regression ranges between 6
and 9 over the twenty folds. In general, while the identifying labels
for clusters can be permuted without loss of information, if there
are different numbers of clusters in each fold then it is difficult
to compare information for individual clusters.
However, the clusterings found in this dataset are fairly distinct.
In Table 3, the number of observations in each cluster averaged
across folds appear to be distinctly separated because the standard
deviations in the number of observations per cluster are much
lower than the associated means; that is, across the folds in
cross-validation, similarly-sized clusters repeatedly appear and
do not seem to mix or overlap with one another. The right-hand
columns show that the mean number of observations per cluster
are separated by more than the calculated standard deviation in
observations per cluster, with most clusterings finding one largeTable 3
Cross-validated prediction error and composition by cluster. Columns show the
method used, cluster IDs, the mean and standard deviation of the prediction CVMSE
for 20-fold cross validation, and the size of each cluster across folds.
Method Cluster ID CVMSE Obs. in cluster
Mean SD Number SD % tot
K-Means (M1, K = 4) 1 0.36 0.19 2325.9 69.6 59
2 17.53 60.43 1086.2 20.2 28
3 2.32 4.20 345.0 27.2 9
4 1.17 1.41 172.0 27.8 4
K-Means (M1, K = 9) 1 0.35 0.36 1360.6 140.2 35
2 0.35 0.26 872.5 47.7 22
3 0.21 0.12 613.5 68.6 16
4 0.34 0.32 300.4 28.9 8
5 0.84 1.28 261.5 25.2 7
6 1.03 0.83 209.2 31.1 5
7 0.95 1.29 159.5 33.6 4
8 3.03 6.66 123.2 48.0 3
9 0.60 1.39 28.8 10.0 1
Density + OLS (M2) 1 0.36 0.24 1870.2 256.4 47
2 0.26 0.22 954.6 235.8 24
3 0.58 0.50 401.3 172.2 10
4 2.30 4.81 220.2 39.2 6
5 0.67 0.58 177.5 27.2 4
6 0.64 0.80 141.9 34.6 4
7 0.83 1.07 122.8 31.6 3
8 0.11 0.11 63.9 37.3 2
9 0.14 0.06 36.7 20.0 1
Density + WLS (M3) 1 0.36 0.24 1870.2 256.4 47
2 0.26 0.22 954.6 235.8 24
3 0.58 0.50 401.3 172.2 10
4 2.25 4.72 220.2 39.2 6
5 0.67 0.58 177.5 27.2 4
6 0.64 0.80 141.9 34.6 4
7 1.00 1.37 122.8 31.6 3
8 0.12 0.10 63.9 37.3 2
9 0.14 0.06 36.7 20.0 1
Clusterwise (M4) 1 0.06 0.03 2517.6 238.8 63
2 0.09 0.08 838.3 258.0 21
3 0.32 0.98 414.8 171.8 10
4 5.44 4.14 153.5 10.7 4cluster and other distinct clusters. It is generally easier to compare
the largest clusters that have a high percentage of total observa-
tions, but it may be difficult to compare the clusters with higher
identifying numbers from clusterwise regression or the model-
based clusterings, because the CVMSE may be skewed by folds
with different numbers of clusters.
Examining the prediction error by column is presented in the
middle columns of Table 3. In the case of K-means with K = 4, the
largest cluster (ID = 1) which comprises 59% of the observations,
has a relatively low mean CVMSE of 0.36 and a standard deviation
of 0.19. Many of the errors in this analysis stem from the very large
errors in cluster 2, which is 28% of the dataset. In contrast, when
we set K = 9, the errors in most of the clusters drop, meaning
that there is a small subset of observations which are either poorly
clustered or modeled.
In contrast to the K-means results, the model-based approaches
combined with OLS and WLS, designated as M2 and M3, do not
give very different results from one another, which was surprising
to the author. The a-posteriori probabilities obtained from the
model-based clustering have a mean and standard deviation of
0.70 and 0.21, respectively, which seems to indicate fairly strong
assignment to clusters whether using hard assignment or weight-
ing. However, the predictive accuracy of the model-based cluster-
ing methods M2 and M3 remain virtually the same and on par with
K-means.
Clusterwise regression (M4), however, clearly has much lower
CVMSE readings for three out of its four clusters, and the outliers
(ID = 4) comprise only 4% of the data in this analysis.
Fig. 3 plots this same data and may be more intuitively inter-
preted. Reading from top left and counter-clockwise, it can be seen
that K-means with K = 4 has a large concentration of observations
in the first cluster (ID = 1, with 59% of the observations) with low
mean and variation in the CVMSE, but the plot shows a clear clus-
ter of outliers and another large cluster (ID = 2, with 28% of the
observations) predicts poorly enough that it is beyond the limits
of the plot. Below, K-means with K = 9 shows that the majority of
the clusters have decent predictive accuracy relatively stable in
terms of the mean and standard deviation in CVMSE, but that there
are 4–5 clusters that have very poor predictions. Similarly, model-
based clustering has a large number of clusters with poor predic-
tive accuracy as measured by the mean and standard deviation
in CVMSE. However, clusterwise regression clearly has the largest
number of observations near the origin, meaning that 94% of the
observations in the first three clusters (IDs = 1, 2 and 3) have a
CVMSE of less than 0.32.
The key determinants of energy consumption found by cluster-
wise regression are reported in Table 4, and show clearly that
different factors influence the behavior of each subgroup. This
information could be used to target interventions or policies to
each cluster. However, the significance patterns also vary by group,
but can only be used for exploratory data analysis, since the partic-
ular reported model was selected based upon criteria from the
initial model runs and so p-values do not accurately reflect the null
hypothesis that the coefficients and effects are actually zero
[45,39].
5.2. Cluster stability
Cluster stability was measured or validated in two ways. First,
in the predictive accuracy calculation above, when the folds
were sampled, the different methods found different numbers of
clusters: Fig. 2 showed this and the variability of the number
of clusters depending on the folds was discussed above. Second,
cluster stability metrics based on the Jaccard coefficient and the
bootstrapping, subset, and noise schemes are calculated and
presented in Table 5 and Fig. 4 for all of the clustering methods.
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Fig. 3. Plot of prediction accuracies by size of cluster for each method (plot of Table 3). Horizontal axis is the mean cross-validated mean-squared error (CVMSE) from 20-fold
cross-validation, the vertical axis is the standard deviation of CVMSE, and the size of the circles are proportional to the average number of observations placed in each cluster.
Crosses indicate the center of each circle, and the dotted lines indicate zero CVMSE mean and standard deviation, respectively, so best predictions are as close to the
intersection point (0, 0) as possible. One cluster in the K-means (K ¼ 4) plot cannot be plotted because of large errors.
Table 4
Clusterwise regression coefficients for each cluster. As discussed in text, statistical
significance cannot be reported because of the assumptions used to select the optimal
mixture model fit.
Variable Component
1 2 3 4
(Intercept) 0.03 0.42 0.10 0.04
Pct Electricity 3.25 4.00 0.04 1.62
Pct District Steam 0.29 0.84 1.12 0.18
Log Assessed Total 0.36 0.40 0.15 0.06
Pct Yr. Built in 1980s 0.02 0.34 0.06 0.02
Pct Household Heating Fuel Electric 0.01 0.15 0.02 0.08
Pct Electricity  Pct District Steam 0.25 0.66 1.06 0.20
Pct Electricity  Log Assessed Total 3.31 3.33 0.37 1.03
Pct District Steam  Pct Yr. Built in 1980s 0.00 0.12 0.02 0.00
160 D. Hsu / Applied Energy 160 (2015) 153–163The Jaccard coefficient can be interpreted [43] as representing a
dissolved cluster for c less than or equal to 0.5, a pattern between
0.6 and 0.75, a valid cluster between 0.75 and 0.85, and ‘‘highly
stable” when above 0.85. The graphic shows that only K-means
with K = 4 results in four highly stable clusters across all three
perturbation methods. All of the other methods have relativelyunstable Jaccard coefficients for most of their clusters, and there
is no discernible pattern of stability.
5.3. Limitations of the analysis
Although the focus of this paper was largely methodological,
assessment of prediction accuracy and cluster stability was car-
ried out on a single large dataset from a particular city, so any
conclusions about the effectiveness of these methods may be
hard to generalize to other dissimilar data. Furthermore, this
paper compares methods that sometimes generate different
number of clusters depending on sampling, so the comparisons
of predictive accuracy and cluster stability may not be valid
where sampling results in very different clusterings. Finally, this
analysis explains the difficulties in using clustering as a
pre-processing step for predictive analysis, but as many
scholars have noted, clusterings can have many other uses and
interpretations.
5.4. Policy implications
In summary, clusterwise regression gives extremely accurate
predictions for a large section of the population but relatively
Table 5
Jaccard coefficient as a measure of cluster stability. Grouped by method and number of clusters in descending order of cluster size.
Cluster method Sampling method Cluster number (K)
1 2 3 4 5 6 7 8 9
K-means (M1, K = 4) Bootstrap 0.98 0.90 0.93 0.93
Subset 0.99 1.00 0.97 0.99
Noise 0.99 0.97 0.97 0.97
Clusterwise (M4) Bootstrap 0.20 0.85 0.30 0.65
Subset 0.16 0.81 0.18 0.58
Noise 0.16 0.65 0.27 0.55
K-means (M1, K = 9) Bootstrap 0.89 0.98 0.78 0.22 0.61 0.54 0.73 0.59 0.81
Subset 0.84 0.98 0.72 0.24 0.59 0.52 0.66 0.56 0.78
Noise 0.81 0.99 0.83 0.11 0.58 0.61 0.61 0.58 0.78
Density (M2, M3) Bootstrap 0.19 0.16 0.55 0.82 0.62 0.54 0.38 1.00
Subset 0.25 0.10 0.52 0.79 0.61 0.41 0.33 0.99
Noise 0.09 0.12 0.38 0.73 0.51 0.43 0.23 0.97
●
●
● ●
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
K−means (K=4)
Cluster Number
Ja
cc
ar
d 
C
oe
ffi
ci
en
t
1 2 3 4 5 6 7 8 9
● Bootstrap
Subset
Noise
●
●
●
●
●
●
●
●
●
K−means (K=9)
Cluster Number
Ja
cc
ar
d 
C
oe
ffi
ci
en
t
1 2 3 4 5 6 7 8 9
● Bootstrap
Subset
Noise
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
●
●
●
●
Clusterwise (4 clusters)
Cluster Number
Ja
cc
ar
d 
C
oe
ffi
ci
en
t
1 2 3 4 5 6 7 8 9
● Bootstrap
Subset
Noise
●
●
●
●
●
●
●
●
Density−Based (8 clusters)
Cluster Number
Ja
cc
ar
d 
C
oe
ffi
ci
en
t
1 2 3 4 5 6 7 8 9
● Bootstrap
Subset
Noise
Fig. 4. Plot of cluster stability by method (plot of Table 5, ordered as in Table 3). The stability of the clusters is measured by the Jaccard coefficient with three different
perturbation methods: bootstrapping, subsetting, and noise. Ideally, the measures would be consistently high for all three methods as represented by lines. Reading from top
left clockwise: K-means with K = 4 is very stable with respect to method and for all clusters; clusterwise regression is relatively stable with respect to method but not cluster;
K-means with K = 7 is stable with all methods but stability varies by cluster; and model-based clustering seems to give relatively unstable clusters, with stability fluctuating
significantly by both cluster and perturbation method.
D. Hsu / Applied Energy 160 (2015) 153–163 161unstable clusters, K-means gives more stable clusters but relatively
poor predictions, and model-based clustering does neither poorly
or spectacularly. These results are useful for different policy sce-
narios in particular ways. For building analysis, where accurate
prediction of energy consumption is an important goal, clusterwiseregression can be used to group relatively similar buildings for
comparison. Similarly, benchmarking policies require accurate
measurement of buildings relative to one another, so it may be
enough to use the majority of the data and to discard clear outliers.
However, for energy efficiency programs that may require
162 D. Hsu / Applied Energy 160 (2015) 153–163buildings to be consistently targeted on a year-over-year basis, it
may be better to use K-means clustering, since these clusterings
will remain relatively the same as long as the data retains the same
shape or structure going forward.
The results of this paper indicate that there seems to be a fun-
damental tradeoff between the prediction accuracy exhibited by
clusterwise regression and the cluster stability of K-means cluster-
ing. This may be particular to the structure of this data and how
well particular strategies capture existing clusters in the data,
but this also seems similar to the tradeoff between model flexibil-
ity and more accurate predictions. While it is possible in some
circumstances to find methods that achieve an optimum balance
between prediction accuracy and cluster stability – these results
indicate that a fundamental tradeoff still appears to exist between
these two goals. The necessity to choose between these two goals
is an important methodological insight for policymakers and pro-
gram designers, since some policies need to be consistently applied
and some policies need to provide accurate prediction in order to
remain credible.6. Conclusion
This paper presented some of the clustering methods that are
used in the building energy consumption literature. Clusterwise
regression and cluster validation methods were introduced to the
literature on modeling building energy consumption in order to
address the separate issues of predictive accuracy and cluster
stability. Clusterwise regression was then compared to the
commonly-used two-stage processes of K-means and model-
based clustering as applied to a large dataset of New York City mul-
tifamily buildings. Measures of prediction accuracy indicate that
clusterwise regression gives extremely accurate predictions but
somewhat unstable clusters, while K-means gives more stable
clusters but very poor predictions in some clusters, which may
not be identifiable at the outset of the analysis. Clustering methods
should be chosen appropriately for particular use cases depending
on the conflicting goals of prediction accuracy and cluster stability.
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