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ON SUBMEASURES ON BOOLEAN ALGEBRAS
OMAR SELIM
Abstract. We present a collection of observations and results concerning sub-
measures on Boolean algebras. They are all motivated by Maharam’s problem
and Talagrand’s construction that solved it.
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1. Introduction
Given a Boolean algebra A, a function µ : A → R is called a submeasure if the
following conditions are satisfied:
• µ(0) = 0;
• (∀a, b ∈ A)(a ≤ b→ µ(a) ≤ µ(b));
• (∀a, b ∈ A)(µ(a ∪ b) ≤ µ(a) + µ(b)).
A submeasure is additive if, given disjoint a, b ∈ A, we have µ(a∪ b) = µ(a) +µ(b).
Additive submeasures are called measures. Two submeasures µ and λ are equivalant
if, for any sequence (an)n from A, we have
lim
n
µ(an) = 0↔ lim
n
λ(an) = 0.
A submeasure µ on A is called exhaustive if, given a pairwise disjoint sequence
(an)n from A, we have limn µ(an) = 0. Maharam’s problem, also known as the
control measure problem, asks if every exhaustive submeasure is equivalent to a
measure. This problem was first asked in [Mah47] (but not in this form) and in
[Tal08], building on [Rob91] and [Far04], M. Talagrand constructs an exhaustive
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submeasure on the clopen (closed and open) sets of the Cantor space that is not
equivalent to a measure. Maharam’s problem and the numerous forms in which it
appears are, by now, well documented. A detailed treatment of this topic is given
in [Fre04, Chapter 39], and a very accessible survey, which also discusses a related
problem of von Neumann, is given in [BJ06].
A frustrating aspect of Maharam’s problem is the complexity of its solution. It
seems, at least in the literature, that very little progress has been made (or per-
haps, attempted) in trying to analyse Talagrand’s construction. The only discussion
(other than [Tal08]) on Talagrand’s solution that we are aware of is [Fre]. Conse-
quently it is still not clear how much more insight we have into Maharam’s problem
now that it has been settled, and in particular why it was so difficult. What follows
is a result of trying to understand Maharam’s problem, its solution, and also some
of the open questions that concern this solution.
This article may be summarised as follows. In Section 3 we discuss how one can gen-
eralise the main result of [DH00] to show that, under Todorcevic’s Open Colouring
Axiom (OCA), the Boolean algebra P(ω)/Fin does not contain a Maharam algebra
as a subalgebra. This was motivated by the problem of whether or not Talagrand’s
construction of a non-measurable Maharam algebra contains a regular subalgebra
isomorphic to the random algebra (see [FV07, Question 12], [Fre, Problem 3A],
[Vel09, Question 3]).
In Section 4 we consider the collection of submeasures µ : A → Q, where A is
some finite subalgebra of the collection of clopen sets of the Cantor space, partially
ordered by reverse inclusion. We show that any generic filter for this forcing gives
rise to a submeasure that is not equivalent to a measure, but is exhaustive with re-
spect to the antichains that appear in the ground model. This line of investigation
is motivated by the fact that Maharam’s problem is equivalent to a Π12-statement
and is thus absolute for forcing extensions (see [BJ06]). In particular if one could
force the existence of an exhaustive submeasure that is not equivalent to a measure,
then the existence of such a submeasure follows from ZFC.
In Section 5 we investigate some basic properties of the forcing associated to Tala-
grand’s construction. We show that in any such forcing extension, the collection of
random reals will have ν-measure 0, where ν is Talagrand’s submeasure. We also
give a proof that, in any such extension, the collection of ground model reals will
be Lebesgue null and meagre.
In Section 6 we consider the first pathological submeasure ψ constructed by Tala-
grand in [Tal08]. We give explicit values for the entire space and for relative atoms.
The motivation here is that the values of the Lebesgue measure on the Cantor space
are indeed easily calculable, and it would be very helpful if the same could be said
for Talagrand’s submeasure.
In Section 7 we find a linear association between the space of all functionals on
the clopen sets of the Cantor space and the collection of all signed measures on this
space. We give an explicit construction of this map. This result may be interesting
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in itself, but perhaps it may also shed some light on the theory of submeasures by
allowing us to consider the classical theory of measures.
2. Preliminaries
We gather here the background material that we shall need in what follows. We
have tried to make our notation and terminology as standard as possible. Unless
otherwise stated our set theory follows [Kun80] and in particular ‘p ≤ q’ is taken to
mean that ‘p is stronger than q’. Everything concerning Boolean algebras follows
[Kop89]. By A we denote the countable atomless Boolean algebra. If A is a Boolean
algebra and A ⊆ A, then we let 〈A〉 be the smallest subalgebra of A containing A.
If a ∈ A then by Aa we denote the Boolean algebra {b ∈ A : b ≤ a} (with unit a).
We let N = {1, 2, ...} and ω = {0, 1, 2, ...}. If n ∈ N then we let [n] = {1, 2, ..., n}.
Given sets (Xi)i∈N, I ⊆ N and s ∈
∏
i∈I Xi, we let
[s] = {f ∈
∏
i∈N
Xi : (∀i ∈ I)(f(i) = s(i))}.
Given a topological space K, we let Clopen(K) and Borel(K) be the collections of
clopen sets and Borel sets of K, respectively.
Unless otherwise stated, everything concerning submeasures may be found in [Fre04].
A functional on a Boolean algebra A is any real-valued function defined on A that
assumes the value 0 at 0A. Given a submeasure µ on a Boolean algebra A, we say
that µ is strictly positive if (∀a ∈ A)(µ(a) = 0 → a = 0). The submeasure µ is
called diffuse if, for every ǫ > 0 we can find a finite partition A of A, such that
max{µ(a) : a ∈ A} < ǫ. The submeasure µ is called uniformly exhaustive if, for
every ǫ > 0, we can find an N ∈ N such that for any antichain a1, ..., aN from
A we have mini µ(ai) < ǫ. The submeasure µ is called pathological if there does
not exist a non-zero measure λ on A such that λ ≤ µ, where by λ ≤ µ we mean
(∀a ∈ A)(λ(a) ≤ µ(a)). The well-known Kalton-Roberts theorem reads as follows.
Theorem 2.1. ([KR83]) A submeasure is uniformly exhaustive if and only if it is
equivalent to a measure.
If A is σ-complete then µ is called continuous if for each sequence a1 ≥ a2 ≥ · · ·
from A such that
∏
i ai = 0 we have limi µ(ai) = 0. It follows that if µ is continuous
and (ai)i is a sequence from A such that
a := lim sup
i
ai = lim inf
i
ai
then limi µ(ai) = µ(a). An atomless σ-complete Boolean algebra that carries a
strictly positive continuous submeasure is called a Maharam algebra. Every Ma-
haram algebra satisfies the countable chain condition (ccc) and no such algebra can
add a Cohen real (see [BJ06, Theorem 5.9]). If A is σ-complete then µ is called
σ-additive if for every antichain (ai)i from A we have
µ(
∑
i
ai) =
∑
i
µ(ai).
An atomless σ-complete Boolean algebra that carries a strictly positive σ-additive
measure is called a measure algebra. The random algebra is the unique measure
algebra that is σ-generated by a countable set. The Cohen algebra is the unique
atomless σ-complete Boolean algebra with a countable dense subset.
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Since σ-additivity implies continuity, every measure algebra is a Maharam alge-
bra. The different formulations of Maharam’s problem that we shall need are as
follows.
Fact 2.2. ([Fre04, §393]) The following statements are equivalant.
• Every Maharam algebra is a measure algebra.
• Every exhaustive submeasure is equivalent to a measure.
• Every exhaustive submeasure is uniformly exhaustive.
• Every exhaustive submeasure is not pathological.
Finally, although our notation follows quite closely to that of [Tal08], for complete-
ness we present Talagrand’s example of an exhaustive pathological submeasure that
is not uniformly exhaustive. For the remainder of this section, everything is taken
from [Tal08]. Let
T =
∏
n∈N
[2n].
We also fix
T = Clopen(T ).
For each n ∈ N, let An = {[f ↾ [n]] : f ∈ T } and Bn be the subalgebra of T
generated by An. Members of Bn will be finite unions of sets of the form [s], for
s ∈
∏
k∈[n][2
k].
Let
M = T× [N]<ω × R≥0.
For finite X ⊆M, where X = {(X1, I1, w1), ..., (Xn, In, wn)}, let
w(∅) = 0, w(X) =
n∑
i=1
wi,
⋃
X =
n⋃
i=1
Xi.
The value w(X) is called the weight of X .
We have the following general construction.
Definition 2.3. If Y ⊆M and is such that there exists a finite Y ′ ⊆ Y such that
T =
⋃
Y ′ then Y defines a submeasure φY given by
φY (B) = inf{w(Y
′) : Y ′ ⊆ Y ∧ Y ′ is finite ∧B ⊆
⋃
Y ′}.
For k ∈ N and τ ∈ [2n] let
Sn,τ = {f ∈ T : f(n) 6= τ}.
For k ∈ N let
η(k) = 22k+102(k+5)
4
(23 + 2k+52(k+4)
4
), α(k) = (k + 5)−3
and set
Dk = {(X, I, w) ∈ M : |I| ∈ [η(k)]∧w = 2
−k
(
η(k)
|I|
)α(k)
∧(∃τ ∈
∏
n∈I
[2n])(X =
⋂
n∈I
Sn,τ(n))}.
Let D =
⋃
k∈NDk and
ψ = φD.
An important property of ψ is the following.
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Proposition 2.4. Any non-trivial submeasure µ such that µ ≤ ψ must be patho-
logical and cannot be uniformly exhaustive.
Thus it is enough to now construct a non-trivial exhaustive submeasure that lies
below ψ.
Definition 2.5. Let µ : T→ R be a submeasure and let m,n ∈ N.
• For each s ∈
∏
i∈[m][2
i] we define the map
π[s] : T → [s]
by
(π[s](x))(i) =
{
s(i), if i ∈ [m];
x(i), otherwise.
• For m < n we say a set X ⊆ T is (m,n, µ)-thin if and only if
(∀A ∈ Am)(∃B ∈ Bn)(B ⊆ A ∧B ∩X = ∅ ∧ µ(π
−1
A [B]) ≥ 1).
For I ⊆ N, we say that X is (I, µ)-thin if it is (m,n, µ)-thin for each m,n ∈ I
with m < n.
The rest of the construction proceeds by a downward induction. For p ∈ N let
Ep,p = Cp,p = D and ψp,p = φCp,p . Now for k < p, given Ek+1,p, Ck+1,p and ψk+1,p,
we let
Ek,p = {(X, I, w) ∈ M : X is (I, ψk+1,p)-thin, |I| ∈ [η(k)] and w = 2
−k
(
η(k)
|I|
)α(k)
},
Ck,p = Ck+1,p ∪ Ek,p and ψk,p = φCk,p .
Next let U be a non-principal ultrafilter on N. For each k ∈ N let Ek and Ck
be subsets of M defined by
x ∈ Ek ↔ {p : x ∈ Ck,p} ∈ U ,
and Ck = D ∪
⋃
l≥k El.
Finally, let νk = φCk . It is clear from Definition 2.3 that we have
ν1 ≤ ν2 ≤ ν3 · · · ≤ ψ.
Now the submeasure ν1, which we shall denote by ν from here on, is the desired
counter example to Maharam’s problem. The fact that ν is non-trivial and ex-
haustive requires two separate arguments. Exhaustivity follows by showing that
for each k and antichain (an)n from T we have
lim sup
n
νk(an) ≤ 2
−k.
This last property is known as 2−k-exhaustivity.
3. OCA and Maharam algebras
The main result of [DH00] is the following.
Theorem 3.1. Assuming OCA, the random algebra is not a subalgebra of P(ω)/Fin.
In this section we show how Theorem 3.1 remains true if we replace the random
algebra by any Maharam algebra:
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Theorem 3.2. Assuming OCA, the Boolean algebra P(ω)/Fin does not contain a
Maharam algebra as a subalgebra.
Definition 3.3. Let B be a σ-complete Boolean algebra. Say that C(B) holds if
and only if there exists an embedding F : Clopen(ω × ω2) → B such that
(∀n ∈ ω)(∀f1, f2, ... ∈
ω2)(∃N1, N2, ... ∈ ω)(
∑
i∈ω
F({n} × [fi ↾ Ni]) < F({n} × 2
ω)).
Here we work in the product space ω × 2ω corresponding to the discrete topology
on ω. The passage from Theorem 3.1 to Theorem 3.2 relies on the observation that
the proof of Theorem 3.1 from [DH00] still works if one replaces the random algebra
by any σ-complete Boolean algebra B such that C(B) holds. Since the arguments
needed under these more general conditions are (verbatim) the same as the original
ones, we refer the reader to [DH00].
What is left to do here then is to show that C(B) holds for any Maharam al-
gebra B, and this is a straightforward consequence of continuity and the following
fact.
Fact 3.4. ([Fre04, 392Xg]) If B is an atomless σ-complete Boolean algebra then
any strictly positive continuous submeasure on B will be diffuse.
Proposition 3.5. C(B) holds for every (atomless) Maharam algebra B.
Proof. Let B be a Maharam algebra carrying a strictly positive continuous sub-
measure µ. Let (ai)i∈ω be a partition of B. Since µ will be diffuse, for each i, j ∈ ω
we can find a partition Aji of ai into finitely many pieces each with µ-measure not
greater than 1
j+1 . For each i, let Bi be the (countable atomless) subalgebra of Bai
generated by
⋃
j A
j
i and let fi : A→ Bi be any isomorphism. Now let
F(
⋃
n∈ω
{n} ×Bn) =
∑
n∈ω
fn(Bn).
Let f ∈ ω2 and m ∈ ω. For each ǫ > 0 there exists a finite partition a1, a2, ..., an
of Clopen({m} × 2ω) such that for each i, µ(F(ai)) ≤ ǫ. But for k large enough
there will be an i such that {m} × [f ↾ k] ⊆ ai, and so µ(F({m} × [f ↾ k])) → 0
as k → ∞. Thus given f0, f1, ... ∈ ω2 for each i we can choose Ni such that
µ(F({m}× [f ↾ Ni])) < 2−i−2µ(F({m}× 2ω)). Then by σ-subadditivity of µ we get
µ(
∑
i∈ω
F({n} × [fi ↾ Ni])) ≤
∑
i∈ω
µ(F({n} × [fi ↾ Ni])) <
1
2
µ(F({n} × [∅]),
and since µ is strictly positive we are done. 
4. Forcing submeasures
Let P be the collection of all normalised submeasures µ : A→ [0, 1]∩Q where A is
a finite subalgebra of A. Order P by reverse inclusion: µ  λ if and only if λ ⊆ µ.
In this section we prove the following.
Theorem 4.1. Let M be a countable transitive model of of ZFC. If G ⊆ P ∈
M is P-generic over M then λ :=
⋃
G is a normalised submeasure on A that is
not uniformly exhaustive and is such that for any antichain (ai)i∈N ∈ M we have
limi λ(ai) = 0.
ON SUBMEASURES ON BOOLEAN ALGEBRAS 7
In fact P is a well known forcing notion.
Lemma 4.2. The separative quotient of P is countably infinite and atomless and
therefore its Boolean completion is the Cohen algebra.
Proof. Let P′ be the separative quotient of P. Since the submeasures in P only
take rational values and we have assumed B is countable the partial order P is also
countable and so P′ is at most countable. Given a ∈ B+ \ {1} and q ∈ Q ∩ [0, 1]
we can always find a submeasure λq ∈ P such that λq(a) = q. The λq correspond
to countably many distinct equivalence classes of P′, so P′ is infinite. Now suppose
that λ ∈ P and let a be an atom of dom(λ) such that λ(a) > 0. Let c ∈ A+ be such
that c < a and let A be the subalgebra generated by dom(λ) ∪ {c}. Let λ1 be the
submeasure on A defined by
(4.1) λ1(b) = min{λ(d) : d ∈ A ∧ b ⊆ d}.
Then λ1  λ and λ1(c) = λ(a). Now given b ∈ A we can find b′ ∈ dom(λ) and
b′′ ∈ {c, a \ c, 0} such that b = b′ ⊔ b′′, so we can take λ2 to be the submeasure on
A defined by
λ2(b) =
{
λ(b′ ∪ a), if b′′ = a \ c;
λ(b′), otherwise.
Then λ2  λ and λ2(c) = 0 6= λ1(c). Thus λ1 and λ2 correspond to two different
members of P′ and so one of them must define a different equivalence class to λ,
and we are done. 
Thus Theorem 4.1, together with Lemma 4.2, is saying that in any forcing exten-
sion adding a Cohen real there exists a submeasure, constructed from P, that is
not uniformly exhaustive but is exhaustive with respect to the antichains from the
ground model. Of course in any forcing extension due to P new antichains might
be added that have not been accounted for. It is not clear to us how to proceed.
A natural direction to pursue would be to attempt a forcing iteration of some sort.
However it seems that the claims gathered here do not give us enough information
about the added submeasure to do so.
Let us prove Theorem 4.1. The following is implicit in [HC75, Theorem 2], and
actually we have already used two instances of it in Lemma 4.2.
Lemma 4.3. Let C be an atomless Boolean algebra carrying a normalised sub-
measure µ and let a0, a1, ..., an ∈ C+ be a finite partition of C. Let ϕ0, ..., ϕn be
normalised submeasures on Ca0 , ...,Can, respectively. Then C carries a normalised
submeasure ϕ such that for each a ∈
⋃
i Cai ∪ 〈a0, ..., an〉, we have
(4.2) ϕ(a) =
{
µ(ai)ϕi(a), if i ∈ n+ 1 and a ∈ Cai ;
µ(a), otherwise.
Moreover, if the µ and the ϕi take only rational values then so does ϕ.
Proof. Let A = 〈a0, a1, ..., an〉. Define the function f :
⋃n
i=0 Cai ∪ A→ R by
f(a) =
{
µ(ai)ϕi(a), if i ∈ n+ 1 and a ∈ Cai ;
µ(a), otherwise.
Now define ϕ : C→ R by
(4.3) ϕ(a) = inf{
∑
c∈A
f(c) : A ∈ [
n⋃
i=0
Cai ∪ A]
<ω ∧ c ≤
∑
A}.
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It is straightforward to check that ϕ is a submeasure.
Finally let us observe that the value in (4.3) can always be achieved by a cover
from [
⋃n
i=0 Cai ∪ A]
<ω, that is to say, in (4.3) we are actually taking a minimum
rather than an infimum. In particular the submeasure ϕ will be rational valued if µ
and the ϕi are. To obtain the minimum, note that if a ∈ C then a will be a disjoint
union of sets ci ∈ Cai and so if A ∈ [
⋃n
i=0 Cai ∪ A]
<ω is a cover of a then we can
find another cover A′ ∈ [
⋃n
i=0 Cai ∪A]
<ω such that the members of A′ are pairwise
disjoint, (∀i)(A′ ∩ Cai ∈ {∅, ci}) and∑
c∈A′
f(c) ≤
∑
c∈A
f(c).
Since there are only finitely many such A′ (given a) we are done. 
If C is a Boolean algebra carrying a normalised submeasure µ : C→ [0, 1] and n ∈ N
then we will say that µ is n-pathological if we can find disjoint a1, ..., an ∈ C such
that
(∀i)(µ(ai) = 1).
The density arguments needed for P are summarised by the following lemma.
Lemma 4.4. Let p ∈ P and let A be the domain of p.
(D.1) There exists an exhaustive submeasure ϕ : A→ [0, 1] ∩Q extending p.
(D.2) For every ǫ ∈ (0, 1] and antichain (ai)i∈ω from A, there exists q ∈ P extending
p, such that for some i ∈ ω we have ai ∈ dom(q) and q(ai) < ǫ.
(D.3) For any n ∈ N there exists an n-pathological submeasure q ∈ P such that
q  p.
Proof. For (D.1), let a0, ..., an be the atoms of A and for each i ∈ n + 1 let ϕi :
Aai → Q be a normalised finitely additive measure (take the Lebesgue measure
for example). Let ϕ be the submeasure promised by Lemma 4.3. To see that ϕ is
exhaustive let (bi)i∈ω be a disjoint sequence in A and fix ǫ > 0. For each i ∈ n+ 1
let Di = {bj ∩ ai : j ∈ ω}. Then each Di is a disjoint sequence in Aai and so, since
each ϕi is exhaustive, we can find an N such that
(∀m ≥ N)(ϕ(bm) = ϕ(
⊔
i∈n+1
bm∩ai) ≤
∑
i∈n+1
ϕ(bm∩ai) =
∑
i∈n+1
ϕi(bm∩ai) ≤ (n+1)ǫ).
Since ǫ was arbitrary (and n was fixed) we are done.
The claim (D.2) follows from (D.1) since we can find an exhaustive submeasure
ϕ : A→ [0, 1]∩Q extending p, so that for some n we have ϕ(an) < ǫ. Let C be the
algebra generated by A ∪ {an} and take q = ϕ ↾ C.
For (D.3), let b0, ...., bk be the atoms of A. For each i ∈ k + 1 let bi1, ..., b
i
n be
a partition of bi into non-zero pieces. Let C be the subalgebra of A generated by
{bij : i ∈ k + 1, j ∈ [n]}). For a ∈ C let
(4.4) q(a) = p(
⋂
{b ∈ C : a ≤ b}).
Then q : A → [0, 1] is a submeasure extending p. Also if, for l ∈ [n], we let
al =
⋃
i∈k+1 b
i
l then (since al 6∈ A and al intersects each atom of C) q(al) = 1 and
of course the al are pairwise disjoint. 
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Proof of Theorem 4.1. The fact that λ ∈ BR follows by the genericity of G and the
fact that for any p ∈ P and a 6∈ dom(p), we can find q  p such that a ∈ dom(q)
(for example, see (4.4)). It is a normalised submeasure because its restriction
to any finite subalgebra of B is. By (D.3), for each n ∈ N, the set {p ∈ P :
p is n-pathological} is dense in P and so for each n, we can find an n-pathological
p ∈ G. The disjoint sequence that witnesses this, a1, ..., an, is such that (∀i)(λ(ai) =
p(ai) = 1). Thus λ cannot be uniformly exhaustive. Suppose for a contradiction
that for some antichain (ai)i∈ω in M and ǫ ∈ (0, 1] we have (∀i)(λ(ai) ≥ ǫ). By
(D.2) the set D = {p ∈ P : (∃i ∈ N)(ai ∈ p∧ p(ai) < ǫ)} is dense. Thus we can find
a p ∈ G ∩D and an i ∈ ω such that ai ∈ dom(p) ⊆ dom(λ) and λ(ai) = p(ai) < ǫ,
which is a contradiction. 
5. Talagrand’s ideal
Recall that T is the product space
∏
i∈N[2
i], T = Clopen(T ) and ν : T → R
is Talagrand’s submeasure. We may extend ν to a σ-subadditive submeasure on
P(T ) by
(5.1) ν(A) = inf{
∑
i∈N
ν(Ai) : Ai ∈ T ∧A ⊆
⋃
i∈N
Ai}
where the restriction of ν to Borel(T ) is a continuous submeasure (see for example
[Rob91, Proposition 7.1]). Plainly this extension remains pathological. Let
path = {A ∈ P(T ) : ν(A) = 0}.
Let meagre be the ideal of meagre subsets of T and null be the ideal of Lebesgue
null sets. For the rest of this section fix a countable transitive model M of ZFC
and U ∈M such that, in M , U is a non-principal ultrafilter. By νM we mean Tala-
grand’s submeasure as defined in M and with respect to U . By pathM we mean the
collection (inM) of νM -null sets. We will also denote the complete Boolean algebra
Borel(T )/path, as computed in M , by pathM . By N we mean either a countable
transitive model of ZFC such thatM ⊆ N or V itself. By νN we mean ν as defined
in N with respect to any non-principal ultrafilter V (in N) such that U ⊆ V . Such
an ultrafilter exists since U will always have the finite intersection property and will
not contain any finite sets, and so any non-principal extension will do. We do not
know if different ultrafilters produce different ideals, nevertheless, the choice of the
ultrafilter here will not matter. We let pathN denote the collection of ν
N -null sets.
If V is any non-principal ultrafilter over N we let νV be Talagrand’s submeasure
defined with respect to the ultrafilter V .
Given a subset A of BC let R(A) = {f ∈ T : (∀c ∈ A)(Ac ∈ null→ f 6∈ Ac)}. By
BC we mean the collection of Borel codes as described in [Jec03, Chapter 25]. If
H is a countable transitive model of ZFC then R(BC∩H) is just the collection of
random reals over H . We prove the following.
Theorem 5.1. Let G be a pathM -generic filter over M . Then in M [G] we have
(∀V)((V is a non-principal ultrafilter on N ∧ U ⊆ V)→ νV(R(BC ∩M)) = 0).
The two claims we will need are as follows, the first is due to Christensen.
Fact 5.2. ([Chr78, Theorem 1]) There exists a Borel set A such that A ∈ path and
T \A ∈ null.
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Fact 5.2 is saying that the ideals path and null are dual, according to [Kun84].
Proposition 5.3. If c ∈ BC ∩M then νM (AMc ) ≥ ν
N (ANc ). In particular for any
c ∈ BC ∩M , if Ac ∩M ∈ pathM then Ac ∩N ∈ pathN .
Assuming this for now, we have the following.
Proof of Theorem 5.1. By Fact 5.2, we can find c, d ∈ BC ∩ M such that that
Ac ∩M ∈ nullM and Ad ∩M = T \ Ac ∩M ∈ pathM . Let G be a path-generic
filter over M . In M [G], if f ∈ R(BC ∩M) then f 66∈ Ac so that R(BC ∩M) ⊆ Ad.
But by Proposition 5.3 we know that, since Ad ∩M ∈ pathM , for any appropriate
V we have ν
M [G]
V (Ad ∩M [G]) = 0. 
Proof of Proposition 5.3. This proof follows the same induction argument as in
[Fre, Proposition N]. Let T ∗ be the collection
⋃
I∈[N]<ω
∏
n∈I [2
n]. Let φ1(f, τ) be
the formula
τ ∈ T ∗ ∧ f ∈ T ∧ (∀n ∈ dom(τ))(f(n) 6= τ(n)))
Of course
f ∈
⋂
n∈dom(τ)
Sn,τ(n) ↔ φ1(f, τ).
Since T ∗M = T ∗ and T M = T ∩M , we have
(∀τ)(∀f ∈M)(φ1(f, τ) ↔ φ
M
1 (f, τ)).
So if τ ∈ T ∗
(5.2) (
⋂
n∈I
Sn,τ(n))
M = {f : φ1(f, τ)}
M = {f ∈M : φM1 (f, τ)} =
⋂
n∈I
Sn,τ(n) ∩M.
Let φ2(x) be the formula
x is a function ∧ dom(x) = 3 ∧ (∃τ ∈ T ∗)(∃k)(x(0) =
⋂
n∈dom(τ)
Sn,τ(n)
∧ x(1) = |τ | ∧ x(2) =
(
η(k)
|τ |
)α(k)
).
Of course
φ2(X)↔ X ∈ D.
By this and (5.2) we see that
(5.3) DM = {(A ∩M, I, w) : (A, I, w) ∈ D}.
Note that the sequences (η(k))k∈N and (α(k))k∈N are in M .
Now we proceed by downwards induction. Let [k, p] be the statement that
(CMk,p = {(A
M , I, w) : (AM , I, w) ∈ Ck,p}) ∧ (∀A ∈ T)(ψ
M
Ck,p
(AM ) = ψNCk,p(A
N )).
We show that for each k ≤ p the statement [k, p] holds. First we show that
ψMD (A
M ) = ψND (A
N ), this along with (5.3) will prove [p, p]. Suppose ψMD (A
M ) < η,
for some η ∈ Q>0. Then we can find {(Xi ∩ M, Ii, wi) : i ∈ [N ]} ⊆ DM such
that AM = A ∩M ⊆
⋃
i∈[N ]Xi ∩M = (
⋃
i∈[N ]Xi)
M and
∑
i∈[N ] wi < η. Thus
{(Xi ∩ N, Ii, wi) : i ∈ I} ⊆ DN witnesses ψND (A) < η. The other direction is
the same but just using the fact that if {(Xi ∩ N, Ii, wi) : i ∈ I} ⊆ DN then
{(Xi ∩M, Ii, wi) : i ∈ I} ⊆ D
M .
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Suppose now for some [k + 1, p] holds. By [k + 1, p], for every s ∈ T ∗ and B ∈ T,
we have
ψMk+1,p((π
−1
[s] (B))
M ) = ψNk+1,p((π
−1
[s] (B))
N ),
from which it follows that
(∀X ∈ T)( X ∩M is (I, ψMk+1,p)-thin if and only if X ∩N is (I, ψ
N
k+1,p)-thin).
From this, arguing as in the case for [p, p], we obtain [k, p].
Finally, since U ⊆ V , we have for each k ∈ N:
If (X ∩M, I, w) ∈ EMk then (X ∩N, I, w) ∈ E
N
k ,
where of course EMk = {(X, I, w) : {p : (X, I, p) ∈ C
M
k,p} ∈ U} and E
N
k = {(X, I, w) :
{p : (X, I, p) ∈ CNk,p} ∈ V}. This completes the proof. 
An ideal I on Borel(T ) is called analytic on Gδ if, for every Gδ set A ⊆ T × T ,
the set {x : Ax ∈ I} is analytic. By Proposition 5.5, below, path is analytic on Gδ.
The following now follows from [FZ04].
Theorem 5.4. path  Tˇ ∈ ˙meagre∩ ˙null.
The following should be compared to [Kec95, Theorem 17.25].
Proposition 5.5. Let µ : Borel(T )→ R be a Maharam submeasure. Then for each
Borel set A ⊆ T × T , the map
x 7→ µ(Ax)
is Borel. In particular, by considering the preimage of {0}, the ideal Null(µ) is
analytic on Gδ.
Proof. Fix a Maharam submeasure µ on Borel(T ). Given A ∈ Borel(T × T ), let
[A] be the statement:
The map T → T : x 7→ µ(Ax) is Borel.
We show that the collection of all A ∈ P(T ×T ) such that [A] holds is closed under
countable intersections of decreasing sequences and countable unions of increasing
sequences and contains all open sets. By the Monotone Class Theorem (see [Hal50,
Theorem 6B]) it follows that [A] holds for each A ∈ Borel(T × T ). Indeed, let
(Ai)i∈N be a decreasing sequence such that [Ai] holds for each i and let A =
⋂
iAi.
Let f : T → R be the map x 7→ µ(Ax) and, for each n ∈ N, let fn : T → R be the
map
x 7→ µ((An)x).
By the monotonicity of µ, we have that f1(x) ≥ f2(x) ≥ · · · , and since µ is Maharam
we have
f(x) = lim
n
fn(x).
Since each fn is Borel the map f remains Borel (see [Dud02, Theorem 4.2.2]), and
so we must have [A]. The same argument shows that, if (Ai)i∈N is an increasing
sequence such that [Ai] holds for each i, then [
⋃
iAi] also holds. Let us now show
that [A] holds for each open set A of T × T . If A =
⋃
i∈[n][si] × [ti] ⊆ T × T , for
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some finite sequences si and ti, then for each x ∈ T and function µ : Borel(T )→ R
we have
µ(Ax) = µ(
⋃
{[ti] : i ∈ [n] ∧ x ∈ [si]}).
From this it is straightforward to see that the map x 7→ µ(Ax) is continuous (and so
Borel). Now suppose A is an open set in T × T . Then we can find finite sequences
(si)i∈N and (ti)i∈N such that A =
⋃
i∈N[si]×[ti]. For each n, let An =
⋃
i∈[n][si]×[ti].
Then, by the above, we see that [A] holds. 
Finally for this section let us remark that [FZ04] may be avoided in justifying The-
orem 5.4. By [Fre, Proposition N], the ideal path satisfies the following condition:
(∀f ∈ T )(∀A ∈ path)(A+ f ∈ path).
This is called 0-1-invariance in [Kun84]. Now we have the following.
Fact 5.6. ([Kun84]) If I is a 0-1-invariant ideal on P that is dual to null then
Borel(T )/I  Tˇ ∈ ˙null.
The above is still true if we replace null by meagre.1
Theorem 5.4 now follows by Fact 5.2 and the following.
Lemma 5.7. For every A ∈ Borel(T )\path there exists B ∈ (Borel(T )∩meagre)\
path such that B ⊆ A. In particular, meagre and path are dual.
Proof. Suppose that for some A ∈ Borel(T ) \ path we have Borel(T ) ∩ meagre ∩
P(A) ⊆ path. Let r˙ be a name such that
(5.4) path  (∀c ∈ BˇC)(Ac ∩ Tˇ ∈ ˇpath→ r˙ 6∈ Ac).
2
We claim that
(5.5) A  ‘r˙ is a Cohen real’.
If not then for someB ⊆ A and some c ∈ BC with Ac ∈ meagrewe haveB  r˙ ∈ Ac.
If d ∈ BC is such that B = Ad then B  r˙ ∈ Ad ∩Ac. Let e ∈ BC be such that
Ae = Ac ∩ Ad. But then
Ac ∩Ad ∈ Borel(T ) ∩ meagre∩ P(A) ⊆ path.
In particular B  Ae ∩ Tˇ ∈ ˇpath∧ r˙ ∈ Ae, which contradicts (5.4). Thus (5.5)
holds which contradicts the fact that a Maharam algebra cannot add a Cohen real.
Now use the above to find, for each A ∈ Borel(T ) \ path, a meagre Borel set
Γ(A) 6∈ path such that Γ(A) ⊆ A. Let B1 = Γ(T ). If Bβ for β < α < ω1 has been
constructed let
Bα =
{
Γ(T \ (
⋃
β<αBβ)), if T \ (
⋃
β<αBβ) 6∈ path,
∅, otherwise.
Since Borel(T )/path is ccc, we know that B := {Bα : α < ω1 ∧ Bα 6∈ path} is
countable. Thus T \
⋃
B ∈ path and
⋃
B ∈ meagre, since each Bα ∈ meagre. 
1Note that the assumptions in this claim do not include the absoluteness of I, as in [Kun84], but
the proof still works.
2See [Zap08, Proposition 2.1.2].
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6. Talagrand’s ψ
Let λ be the Lebesgue measure on Clopen(2ω). If A ∈ Clopen(2ω) then we know
that for some n ∈ ω we have
λ(A) = |{s ∈ n2 : [s] ⊆ A}| · 2−n.
A similarly explicit description for Talagrand’s submeasure would be very useful. To
this end, we investigate the first (pathological) submeasure constructed in [Tal08],
this is the submeasure denoted by ψ in Section 2 (and in [Tal08]). We remark that
in [Tal08] the value η(k) was set to 22k+102(k+5)
4
(23+2k+52(k+4)
4
). As pointed out
in [Tal08] anything larger will do, so for simplicity we take the value
η(k) = 22500k
4
.
In Subsection 6.1 we prove the following:
Theorem 6.1. We have ψ(T ) = η(1)α(1) = 2
2500
216 and
ψ([s]) = min{2−δ(|I|)+1, 2−δ(|I|)
(
η(δ(|I|))
|I|
)α(δ(|I|))
},
where s ∈
∏
i∈I [2
i], for some finite I ⊆ N, and δ(m) = min{n ∈ N : η(n) ≥ m}.
In Subsection 6.2 we list the numerical inequalities that we shall need for Subsection
6.1.
6.1. Main calculations. We begin with the following two definitions.
Definition 6.2. For X ∈ T we say that X is a D-set if and only if for some
(non-empty) finite set I ⊆ N and some τ ∈
∏
n∈I [2
n] we have
X =
⋂
n∈I
{y ∈ T : (∀n ∈ I)(y(n) 6= τ(n)}) =
⋂
n∈I
Sn,τ(n).
Since we can recover I and τ from X we allow ourselves to denote I by X Ind and
τ(n) by X(n).
Definition 6.3. Let A ⊆ T , X a collection of D-sets and Y ∈ [D]<ω. We say that
X (resp. Y ) is a cover of A if and only if A ⊆
⋃
X (resp. A ⊆
⋃
Y ). We say
that X (resp. Y ) is a proper cover of A if and only if it is a cover of A and for
any X ′ ( X (resp. Y ′ ( Y )
A 6⊆
⋃
X ′(resp. A 6⊆
⋃
Y ′).
Clearly then given A ⊆ T we have
(6.1) ψ(A) = inf{w(X) : X ⊆ D and X properly covers A}.
Let us now measure T . The idea here is as follows. For each proper cover X of T
we find another cover Y of T of lower weight, where the Y here will have a very
regular structure and so will have an easily calculable weight. Of course it will be
sufficient to consider the infimum over all such regular structures.
Definition 6.4. For any n ∈ N let
w(n) = 2−δ(n)
(
η(δ(n))
n
)α(δ(n))
.
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If X is a finite collection of D-sets then we will denote the weight of X by
w(X) =
∑
Y ∈X
w(|Y Ind|).3
By Inequality 1 from Subsection 6.2, we see that if X is a D-set then w(|I(X)|) will
be the least weight that we can possibly attach to it. Specifically, we will always
have (X, I(X), w(|I(X)|)) ∈ D and, if (X, I(X), w) ∈ D then w ≥ w(|I(X)|).
Here is the regular structure we mentioned above.
Definition 6.5. Let X = {Xi : i ∈ I} be a collection of D-sets. We call X an
N-rectangle for some integer N ≥ 2 if and only if the following hold:
• |I| = N ;
• X Indi = X
Ind
j for all i, j ∈ I;
• Xi(m) 6= Xj(m), whenever i 6= j and m ∈ X Indi ;
• |X Indi | = N − 1 for all (any) i ∈ I.
Notice that the weight of an N -rectangle is given by
(6.2) N · w(N − 1).
Rectangles give rise to proper covers of T :
Lemma 6.6. If X := {Xi : i ∈ I} is an N -rectangle then X is a proper cover of
T .
Proof. Assume that x ∈ T \
⋃
iXi. Then for each i we can find an mi ∈ X
Ind
i
such that x(mi) = Xi(mi). These mi must be distinct for if i 6= j and m := mi =
mj, then Xi(m) = x(m) = Xj(m), for some i, contradicting the third item from
Definition 6.5. But then {m1, ...,mN} ⊆ X Indi a (cardinality) contradiction. To see
that this cover is proper let J be a non-empty strict subset of {1, 2, ..., N}. Then
|J | ≤ N − 1 = |X Indi |, for each i ∈ J . Enumerate
J = {a1, a2, ..., ak}.
Inductively, choose b1 ∈ X Inda1 , b2 ∈ X
Ind
a2
\ {b2}, b3 ∈ X Inda3 \ {b1, b2}, ..., bk ∈
X Indak \ {b1, ..., bk−1}. Now define y ∈
∏
i∈J [2
bi ] by
yi =
{
Xai(bi), if i ∈ {b1, ..., bk};
1, if i 6∈ J .
and note that y ∈ T \
⋃
i∈J Xi. 
Given a proper cover of T we claim that we can find an N -rectangle of lower weight.
Before we can demonstrate this we need one more claim.
Lemma 6.7. Let X = {Xi : i ∈ I} be a collection of D-sets that properly covers
T . Then
|
⋃
i∈I
X Indi | ≤ |I| − 1.
3We now are using the term weight for D-sets and members of D, but with a slight variation in
meaning.
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Proof. For each i ∈ I let Ii = X Indi . Recall that a complete system of distinct
representatives for {Ii : i ∈ I} (a CDR) is an injective function F : I →
⋃
i∈I Ii
such that (∀i ∈ I)(F (i) ∈ Ii), and that by Hall’s marriage theorem a CDR exists if
and only if
(∀J ⊆ I)(|J | ≤ |
⋃
i∈J
Ii|).
4
Clearly if a CDR existed for {Ii : i ∈ I} then
⋃
i∈I Xi would not cover T (just argue
as in the proof of Lemma 6.6). So for some J ⊆ I we have |
⋃
i∈J Ii| ≤ |J | − 1.
Assume that |J | is as large as possible so that
(6.3) (J ′ ⊆ I ∧ |J ′| > |J |)→ (|J ′| ≤ |
⋃
i∈J′
Ii|).
If J = I then we are done. So we may assume that J ( I. Since X is a proper cover
of T there exists t ∈ T such that t 6∈
⋃
i∈J Xi. For i ∈ I \ J let I
′
i = Ii \
⋃
j∈J Ii.
Suppose that {I ′i : i ∈ I\J} has a CDR F : I\J →
⋃
i∈I\J I
′
i . Let s ∈
∏
k∈ran(F )[2
k]
be defined by s(k) = XF−1(k)(k). Then the function (t \ {(k, t(k)) : k ∈ ran(F )})∪
s 6∈
⋃
i∈I Xi, which is a contradiction. Thus no such CDR can exist and so by Hall’s
theorem again, we may find a J ′ ⊆ I \ J such that |
⋃
i∈J′ I
′
i | ≤ |J
′| − 1. But then
|
⋃
i∈J∪J′
Ii| = |
⋃
i∈J
Ii ∪
⋃
i∈J′
I ′i | ≤ |J | − 1 + |J
′| − 1 ≤ |J |+ |J ′| − 1 = |J ∪ J ′| − 1.
But |J ∪ J ′| > |J |, contradicting (6.3). 
Proposition 6.8. For every proper cover of T there exists an N -rectangle of lower
weight.
Proof. Let X = {(X, Ii, wi) : i ∈ [M ]} is a proper cover of T and assume that I1 is
such that (∀i ∈ [M ])(w(|I1|) ≤ w(|Ii|)). By Lemma 6.7 we have
(6.4) (∀i)(|Ii|+ 1 ≤ |
⋃
i∈[N ]
Ii|+ 1 ≤M).
So if Y is an |I1|+ 1-rectangle we get:
w(X) ≥
∑
i∈[M ]
w(|Ii|) ≥Mw(|I1|) ≥ (|I1|+ 1)w(|I1|)
(6.2)
= w(Y ).

Thus we have
(6.5) ψ(T ) = inf{w(X) : X is an N -rectangle, for some N}.
But by Inequality 3 we see that ψ(T ) is just the weight of a 2-rectangle, that is to
say,
(6.6) ψ(T ) = η(1)α(1).
This gives the first half of Theorem 6.1.
Now let us try to measure sets of the form [s]. Fix a non-empty finite subset
I of N and an τ ∈
∏
i∈I [2
i] and lets measure A := [τ ].
4See [Hal35].
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Note that as before
ψ(A) = inf{w(X) : X ⊆ D is a proper cover of A}.
The idea here is the same as before but instead of rectangles we use the following
analogue of Definition 6.5 and also Definition 6.12, below.
Definition 6.9. Let X := {Xi : i ∈ I} be a collection of D-sets. We call X a
(J, S,N)-rectangle for some non-empty finite subset J of N, S ⊆
∏
j∈J [2
j ] and
integer N ≥ 2 if and only if the following hold:
• J ( X Indi , always;
• {
⋂
l∈XInd
i
\J Sl,Xi(l) : i ∈ I} is an N -rectangle;
• (∀s ∈ S)(∀i ∈ I)(∀j ∈ J)(Xi(j) 6= s(j)).
In the case that S = {s}, we shall call X a (J, s,N)-rectangle.
For example, in the case that J = [m], for some m ∈ N, this new type of rectangle
is just an old rectangle with m rows attached to the bottom (most likely with a
gap) where the values of the determining sequences along these rows miss the cor-
responding values of s.
Of course the weight of a (J, s,N)-rectangle is given by
N · w(|J |+N − 1)
Lemma 6.10. Every (I, τ, N)-rectangle covers A.
Proof. Let X = {Xi : i ∈ I} be an (I, τ, N)-rectangle, as in the above statement.
Assume that we can find a y ∈ A \
⋃
X . The assumption that y 6∈ X cannot be
witnessed by y(i) for some i ∈ I since for each such i, we have y(i) = τ(i) 6= Xj(i),
for each j ∈ I. In particular y witnesses that Y = {
⋂
l∈XInd
i
\I Sl,Xi(l) : i ∈ I}
does not cover T , which contradicts Lemma 6.6 and the fact that Y is an N -
rectangle. 
Next we see how to use Lemma 6.7 in this new situation and adapt what we have
already done with ψ(T ) to ψ(A) (compare (6.4) above, and (6.10) below).
Lemma 6.11. If X = {Xi : i ∈ I} is a proper cover of A such that (∀i ∈ I)(X Indi \
I 6= 0) then {
⋂
l∈XIndi \I
Sl,Xi(l) : i ∈ I} is a proper cover of T
Proof. For each i ∈ I, let Ii = X
Ind
i . Let X
′
i =
⋂
l∈Ii\I
Sl,Xi(l) and lets show that
Y := {X ′i : i ∈ I} is a cover of T . Suppose not and let x ∈ T \
⋃
Y . Thus for every
i ∈ I there exists an mi ∈ X Indi \ I such that x(mi) = Xi(mi). Let y ∈ A be such
that y(j) = x(j), for each j ∈ {mi : i ∈ I}. Then it is straightforward to see that
y 6∈
⋃
X , which contradicts the assumption that X is a cover of A. Suppose now
that Y is not proper. Then there exists I ′ ( I such that {X ′i : i ∈ I
′} is a cover of
T . But then {Xi : i ∈ I ′} is a cover of A, contradicting the properness of X . 
Definition 6.12. A D-set X is a (I, S, J)-spike for some non-empty finite subset
I of N, S ⊆
∏
j∈I [2
j ] and J ⊆ I if and only if X is of the form
(6.7) X =
⋂
j∈J
Sj,t(j)
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such that t ∈
∏
j∈J [2
j ] and (∀s ∈ S)(∀j ∈ J)(t(j) 6= s(j)). In the case that S = {s},
we shall call X an (I, s, J)-spike.
Of course, every (I, τ, J)-spike covers A.
Proposition 6.13. For every proper cover of A there exists an (I, τ, J)-spike of
lower weight.
Assuming this for now we obtain
ψ(A) = min{w(X) : X is an (I, τ, J)-spike for some J ⊆ I}
= min{2−δ(|I|)+1, w(|I|)}.(6.8)
which completes the proof of Theorem 6.1.
Proof of Lemma 6.13. Let X = {(Xi, Ii, wi) : i ∈ [N ]} be a proper cover of A and
let m = |I|. If there exists i ∈ [N ] such that |Ii| ≤ m then any (I, τ, J)-spike such
that |J | = |Ii| will have a lower weight than X and will cover A and we will be
done. So we may assume that
(6.9) (∀i ∈ [N ])(|Ii| > m).
By Lemma 6.11 and Lemma 6.7 we get
(6.10) (∀i ∈ [N ])(|Ii| ≤ N +m− 1).
We now divide the proof into the following cases.
• δ(N +m− 1) = 1. Then
w(X) =
∑
i∈[N ]
2−1
(
η(1)
|Ii|
)α(1) (6.10)
≥ N2−1
(
η(1)
N +m− 1
)α(1)
,
and this lower bound can be achieved by any (I, τ, N)-rectangle.
• δ(N + m − 1) > 1. Let δ1 = δ(N + m − 1) − 1, δ2 = δ(N + m − 1),
J1 = {i ∈ [N ] : δ(|Ii|) ≤ δ1} and J2 = [N ] \ J1. Of course
(6.11) η(δ1) < N +m− 1 ≤ η(δ2).
Notice that if 2 > η(δ1)−m+ 1 then
(∀i ∈ [N ])(η(δ1)
(6.11)
≤ m
(6.9)
< |Ii| ≤ N +m− 1 ≤ η(δ2)),
and so
w(X) =
∑
i∈[N ]
2−δ2
(
η(δ2)
|Ii|
)α(δ2) (6.10)
≥ N2−δ2
(
η(δ2)
N +m− 1
)α(δ2)
,
which can be achieved by any (I, τ, N)-rectangle. So we may assume that
2 ≤ η(δ1)−m+ 1.
By Inequality 2 we have
w(X) =
∑
i∈J1
w|Ii| +
∑
i∈J2
w|Ii| ≥ |J1|2
−δ1 + |J2|2
−δ2
(
η(δ2)
N +m− 1
)α(δ2)
.
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– 2−δ2
(
η(δ2)
N+m−1
)α(δ2)
≤ 2−δ1 . Then
w(X) ≥ N2−δ2
(
η(δ2)
N +m− 1
)α(δ2)
,
which can be achieved by any (I, τ, N)-rectangle..
– 2−δ2
(
η(δ2)
N+m−1
)α(δ2)
> 2−δ1 . Then
w(X) ≥ N2−δ1
(6.11)
> (η(δ1)−m+ 1)2
−δ1 .
But this can be achieved by any (I, τ, η(δ1)−m+ 1)-rectangle since
w(η(δ1)−m+1) = 2
−δ(η(δ1))
(
η(δ(η(δ1)))
η(δ1)
)−α(δ(η(δ1)))
= 2−δ1
(
η(δ1)
η(δ1)
)−α(δ1)
= 2−δ1 .
Now, by Inequality 4, any (I, τ, I)-spike has a lower weight than any (I, τ, k)-
rectangle, and this completes the proof. 
6.2. Inequalities. Here we list the inequalities that are needed for Subsection 6.1.
Inequality 1. For each k ∈ N and n ∈ [η(k)]
2−k
(
η(k)
n
)α(k)
< 2−(k+1)
(
η(k + 1)
n
)α(k+1)
.
Inequality 2. For δ1, δ2, k ∈ N such that δ1 ≤ δ2 and k ∈ [η(δ1)] we have
2−δ1
(
η(δ1)
k
)α(δ1)
≥ 2−δ2 .
Inequality 3. Let N,M, δ1, δ2 ∈ N be such that 2 ≤ N ≤M and δ1 ≤ δ2. Then
N2−δ1
(
η(δ1)
N − 1
)α(δ1)
≤M2−δ2
(
η(δ2)
M − 1
)α(δ2)
.
Inequality 4. Let k,N, δ1, δ2 ∈ N be such that δ1 ≤ δ2. Then
(6.12) 2−δ1
(
η(δ1)
k
)α(δ1)
≤ N2−δ2
(
η(δ2)
N + k − 1
)α(δ2)
.
7. Submeasures and signed measures
We begin with the following definition.
Definition 7.1. If B is a Boolean algebra, call a collection {ai : i ∈ [n]} ⊆ B,
∗-free if and only if for every non-empty J ⊆ [n] we have
⋂
j∈J
aj

 ∩

⋂
j 6∈J
acj

 6= 0 ∧ ⋃
i∈[n]
ai = 1.
In this section we prove the following.
Theorem 7.2. For every countable Boolean algebra A there exists a Boolean algebra
B and an injective map f : A→ B with the following properties:
(T.1) B = 〈f[A]〉, in particular B will also be countable;
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(T.2) if A′ ⊆ A is a finite subalgebra, then the collection f[atoms(A′)] is ∗-free in
B;
(T.3) (∀a, b ∈ A)(f(a ∪ b) = f(a) ∪ f(b)).
Moreover, if D is a Boolean algebra and g : A → D satisfies the above, then for
any functional µ on A, there exists a unique signed finitely additive measure λ on
D such that µ(a) = λ(g(a)), for each a ∈ A.
Thus to each functional on a given countable Boolean algebra we associate a signed
measure. In fact this association will be a linear map from the real vector space of
all functionals on A to the real vector space of all signed measures on B. We are of
course interested in the case when µ is a submeasure. Unfortunately even for very
simple submeasures, the corresponding measure may be unbounded.
At the end of this section we give an explicit example of such an f. More specifaclly,
given a sequence (Xi)i∈N of finite non-empty sets, we construct another sequence
(Yi)i∈N, consisting also of finite non-empty sets, and an injective map
f : Clopen(
∏
i∈N
Xi)→ Clopen(
∏
i∈N
Yi)
that satisfies properties (T.2) and (T.3) of Theorem 7.2. To obtain the rest of
Theorem 7.2, we can take B = 〈f[A]〉 where A := Clopen(
∏
i∈NXi).
To illustrate the motivating idea behind Theorem 7.2 consider the submeasure
µ defined on the finite Boolean algebra A of two atoms, a and b, given by
µ(a) = µ(b) =
3
4
, µ(a ∪ b) = 1.
This is clearly not additive. If we supposed for a moment that µ was additive then
a and b would have to intersect. Thus we view the atoms a and b as not having
enough space for the submeasure µ. We try to insert this space by allowing a and
b to intersect, and by doing so we turn µ into a measure. To this end we consider
the algebra B of three atoms c, d and e and the map f : A→ B define by
a 7→ c ∪ d, b 7→ d ∪ e, a ∪ b 7→ c ∪ d ∪ e.
The atom d then becomes the inserted space, and on B we can take the measure
λ(c) = λ(e) =
1
4
, λ(d) =
1
2
Notice that no matter what values we had for µ, we would still be able to solve
(uniquely) for λ and so we have a finite version of Theorem 7.2. Indeed, one need
only solve the following system of linear equations:
λ(c) + λ(d) = µ(a), λ(d) + λ(e) = µ(b), λ(c) + λ(d) + λ(e) = 1.
The final f and B will be obtained as a direct limit of these finite constructions.
In this way we obtain the definition of ∗-free from Definition 7.1, and the following:
Definition 7.3. For n ∈ N let Fr∗n be the Boolean algebra P(P([n])+). Call the
sets {y ∈ P([n])+ : i ∈ y}, for i ∈ [n], the ∗-free generators of Fr∗n.
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Remark 7.4. Clearly the ∗-free generators of Fr∗n are ∗-free and generate Fr∗n.
If Frn is the freely generated Boolean algebra over n elements with free generators
a1, ..., an then Fr
∗n may be viewed as the Boolean algebra
Frn⋃n
i=1 ai
(= {a ∈ Frn : a ⊆
⋃
i∈[n]
ai}).
In the motivating example we see that the algebra B with three atoms c, d and e
is given by Fr∗2 where we can take
c = {{1}}, d = {{1, 2}}, e = {{2}}.
Notice that the atoms of A are mapped to the ∗-free generators of B (= Fr∗2).
The fact that we can always solve for λ (as in the motivating example) is given
by the following two lemmas.
Lemma 7.5. For each n ∈ N enumerate P([n])+ = {yi : i ∈ [2n − 1]}. Then the
matrix (aij)i,j∈[2n−1] defined by
aij =
{
1, if yi ∩ yj 6= 0;
0, otherwise.
is invertible.
Since we could not find a particularly enlightening proof of Lemma 7.5 we leave it
to the end of this section.
Lemma 7.6. Let a1, ..., an be the ∗-free generators of Fr
∗n and µ : {
⋃
i∈I ai :
I ∈ P([n])+} → R any functional. Then there exists a unique signed measure
λ : Fr∗n→ R such that (∀I ∈ P([n])+)(λ(
⋃
i∈I ai) = µ(
⋃
i∈I ai)).
Proof. Since we only need to decide the values that λ should take on the atoms of
Fr∗n we need only find a solution to the following set of linear equations:∑
y∈P([n])+∧q∩y 6=0
Xy = µ(
⋃
i∈q
ai) : q ∈ P([n])
+.
These equations have a unique solution by Lemma 7.5. Now set λ({y}) = Xy. 
Definition 7.7. Let A be a finite Boolean algebra with n atoms. A map f : A →
Fr∗n is called A-good if and only if the following hold:
• f injectively maps the atoms of A onto the ∗-free generators of Fr∗n;
• for each a ∈ A we have f(a) =
⋃
{f(b) : b ∈ atoms(A) ∧ b ≤ a}.
Of course in the context of the above definition any map sending the atoms of A
onto the ∗-free generators of Fr∗n, induces an A-good map (by just taking unions).
Lemma 7.8. Let A be a finite Boolean algebra with n atoms and let f be an A-good
map. Then f is injective and satisfies the following properties:
• f(0) = 0Fr∗n and f(1) = 1Fr∗n,
• (∀a, b ∈ A)(f(a ∪ b) = f(a) ∪ f(b)).
Moreover, for any functional µ on A, we can find a unique signed measure λ on
Fr∗n such that (∀a ∈ A)(µ(a) = λ(f(a))).
Proof. The properties of f follow by definition. The last part is just Lemma 7.6. 
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The fact that we can coherently put together the maps from Lemma 7.8 to build
the map f from Theorem 7.2 is justified by following two lemmas.
Lemma 7.9. Let n ∈ N and for each i ∈ [n], let ai = {y ∈ P([n])+ : i ∈ y}, so
that a1, ..., an are the ∗-free generators of Fr
∗n. Let B be a finite Boolean algebra
and let b1, ..., bn be ∗-free members of B. Then the map ai 7→ bi extends uniquely
to a monomorphism from Fr∗n to B.
Proof. We need only define the embedding on the atoms of Fr∗n and this is given
by
{y} =

⋂
j∈y
aj

 ∩

⋂
j 6∈y
acj

 7→

⋂
j∈y
bj

 ∩

⋂
j 6∈y
bcj

 .

Lemma 7.10. Let A be a subalgebra of a finite Boolean algebra B. Let f be A-good
and g be B-good. Let m be the number of atoms of A and n the number of atoms
of B. Then there exists an embedding F : Fr∗m→ Fr∗n such that
(7.1) g ↾ A = F ◦ f.
Proof. Let F ′ : f [A]→ g[B] be the map g ◦ f−1. By Lemma 7.8 we see that
⋃
a∈f [A]
F ′(a) =
⋃
a∈f [A]
g ◦ f−1(a) = g ◦ f−1(
⋃
a∈f [A]
a) = g(1A) = g(1B) = 1Fr∗n,
and so the map F ′ sends the ∗-free generators of Fr∗m to ∗-free members of Fr∗n.
By Lemma 7.9 we can find an embedding F : Fr∗m → Fr∗n which agrees with F ′
on f [A]. 
Proof of Theorem 7.2. Everything on direct limits here is taken from [Hod93, Pages
49-51]. Fix a countable Boolean algebra A let (Ai)i∈N be a sequence of finite
subalgebras of A such that Ai ⊆ Ai+1 ⊆ A. For each i, let ni = |atoms(Ai)| and, by
choosing the Ai appropriately, see to it that ni < ni+1. For each i, let Ci = Fr
∗ni
and let fi be an Ai-good map. For i < j, let fi,j : Ci → Cj be the embeddings
promised by Lemma 7.10, with respect to the good maps fi. If i = j then we
let fi,j = Id in Ai. Now suppose that i ≤ j ≤ k and let a1, ..., al be the ∗-free
generators of Ci. By applying (7.1) appropriately, it is straightforward to compute
that both fi,k and fj,k ◦ fi,j map am to fk(am), for each m ∈ [l]. Thus both these
embeddings map the ∗-free generators of Ci to the same ∗-free members of Ck and
so, by the uniqueness part of Lemma 7.9, we see that
fi,k = fj,k ◦ fi,j .
This shows that ((N,≤), (Ci)i∈N, (fi,j)i,j∈N) is a directed system. Let B be the
corresponding direct limit and let gi : Ci → B be the corresponding limit maps.
We have the following commutative diagram for i ≤ j:
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B
Ci Cj
Ai Aj
gi gj
fi,j
fi fj
Id
Set f(a) = (gi ◦ fi)(a) for any i such that a ∈ Ai. Let us now check that f sat-
isfies the desired properties. The fact that f is injective follows since each gi is
an embedding (and in particular injective), and each fi is a Ai-good map (and in
particular injective). Properties (T.2) and (T.3) follow by the properties of good
maps. Property (T.1) follows since for every b ∈ B, we can find a finite subalgebra
A′ ⊆ A, such that b ∈ 〈f[A]〉.
Let µ : A → R be any functional. By the final part of Lemma 7.8 for each i
we can find a unique measure λi : Ci → R such that (∀a ∈ Ai)(µ(a) = λi(fi(a))).
We now define the measure λ : B→ R by
λ(b) = λi(g
−1
i (b))
for any i such that b ∈ ran(gi). To see that this is well defined we just notice that
for i ≤ j, the uniqueness of λi implies that λj ◦ fi,j = λi.
Suppose now that D is a Boolean algebra and g : A→ D is an injective map satisfy-
ing (T.1), (T.2) and (T.3). Let (Ai)i∈N and (ni)i∈N be as above. For each i ∈ N, let
Di = g[Ai], gi = g ↾ Ai and pi : Di → Fr
∗ni be any isomorphism which injectively
maps the ∗-free generators of Di to the ∗-free generators of Fr
∗ni. For each i, let
fi,i+1 = pi+1 ◦ p
−1
i and fi = pi ◦ gi. For i < j let, fi,j = fj−1,j ◦ · · · fi+1,i+2 ◦ fi,i+1
and fi,i = Id. The system ((N,≤), (fi,j)i,j∈N, (Fr
∗ni)i∈N) is a directed system. Let
B be its direct limit and gi be the corresponding limit maps. Define f : A → B
by f(a) = (gi ◦ fi)(a), for any i such that a ∈ Ai. As above, we see that B and f
satisfy the properties in the statement of Theorem 7.2, with respect to A. Finally,
for each i ∈ N, let hi = p
−1
i and notice that by construction, for i ≤ j we have
hi = hj ◦ fi,j . Thus we can find an isomorphism F : B→ D such that hi = F ◦ gi,
for each i. In particular, given a functional µ on A, if we let λ be the signed measure
on B defined by (∀a)(µ(a) = λ(f(a))), then we can define a signed measure on D
by ϕ(a) = λ(F−1(a)), and for each a ∈ A we have,
µ(a) = λ(f(a)) = λ((gi ◦ fi)(a)) = λ((F
−1 ◦ hi ◦ fi)(a)) = λ((F
−1 ◦ p−1i ◦ fi)(a))
= λ((F−1 ◦ gi)(a))
= ϕ(g(a)).

As we have already mentioned, even for very simple submeasures the corresponding
measure obtained from Theorem 7.2 may be signed and, even worse, unbounded,
as the following example shows.
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Example 7.11. For each n let µ : P([n]) → R be the submeasure µ([n]) = 1,
µ(0) = 0 and µ(a) = 12 , otherwise. If λ : Fr
∗n → R is the corresponding measure
from Lemma 7.8 then
(∃a ∈ Fr∗n)(λ(a) = −
1
2
(
n
2
)
)
In particular, in the context of Theorem 7.2 and its proof, if we take µ : A → R to
be (∀a ∈ A \ {0, 1})(µ(a) = 12 ) and µ(1) = 1 then for each i, the algebra 〈f[Ai]〉 will
contain an element of λ-measure − 12
(
ni
2
)
. Thus infb∈B λ(b) = −∞.
Proof. Notice that I ∈ P([n])+ we have {I} = (
⋂
i∈I ai) \ (
⋃
i6∈I ai). Notice also
that λ({{i}}) = λ(
⋃
l∈[n] al)−λ(
⋃
l∈[n]\{i} al). We also have that for i 6= j we have
λ({{i, j}}) = λ(
⋃
l∈[n] al) − (λ(
⋃
l∈[n]\{i,j} al) + λ({{i}}) + λ({{j}})). This shows
that if i 6= j then
λ({{i, j}}) = −λ(
⋃
l∈[n]
al)− λ(
⋃
l∈[n]\{i,j}
al) + λ(
⋃
l∈[n]\{i}
al) + λ(
⋃
l∈[n]\{j}
al)).
Thus we can take a = {y : y ∈ [[n]]2}. 
It is not clear to us how to predict when a submeasure will generate a non-negative
measure, or even just a bounded signed measure.
Let us now define explicitly an instance of Theorem 7.2. Let (Xi)i∈N be a se-
quence of finite non-empty sets. Let X(n) =
∏
i∈[n]Xi and X =
∏
i∈NXi. For
convenience we assume that for each i, we have
(7.2) |Xi| > 1,
and we also set X(0) = {∅}. Let T1 = P(X1)+ and
(7.3) Ti+1 = {A ⊆ X
(i+1) : (∀t ∈ X(i))(∃s ∈ A)(s ↾ [i] = t)}.
Let T (n) =
∏
i∈[n] Ti and T =
∏
i∈N Ti. Let A = Clopen(X) and B = Clopen(T ).
Definition 7.12. Let f : A → B be defined as follows. For every n ∈ N and
t ∈ X(n) we set
f([t]) =
⋃
{[f ] : f ∈ T (n) ∧ (∀i ∈ [n])(t ↾ [i] ∈ f(i))}
= {f ∈ T : (∀i ∈ [n])(t ↾ [i] ∈ f(i))}
We then extend f to all members of A by taking unions.
Proposition 7.13. The function f is injective and satisfies (T.2) and (T.3) of
Theorem 7.2.
Before we prove Proposition 7.13, it will be helpful to record the following.
Definition 7.14. For f ∈ T (n) say that t ∈ X(n) generates f if and only if
(∀i ∈ [n])(t ↾ [i] ∈ f(i)).
Lemma 7.15. For every n ∈ N and f ∈ T (n), there exists t ∈ X(n) that generates
f . Conversely, for every n and A ⊆ X(n) there exists an f ∈ T (n) that is generated
by precisely the members of A.
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Proof. The first claim may be seen by induction on n using (7.3). Indeed, for the
case n = 1, any member of f(1) generates f . Suppose it is true for n and let
f ∈ T (n+1). By induction, find t ∈ X(n) that generates f ↾ [n]. By (7.3), there
exists s ∈ f(n + 1) such that s ↾ [n] = t and so, since t generates f ↾ [n], it must
be the case that s generates f . The second claim also proceeds by induction on n.
For the case n = 1, if A ⊆ X(1) then the function {(1, A)} ∈ T (1) and is generated
precisely by A. Now suppose it is true for n, and let A ⊆ X(n+1). Let g ∈ T (n) be
generated by precisely the members of B := {t ↾ [n] : t ∈ A}. Now fix x ∈ Xn+1
and let f = g⌢(A∪{t⌢x : t ∈ X(n)\B}). It is clear that f ∈ T (n+1). If t 6∈ A, then
t ↾ [n] 6∈ B and so t ↾ [n] cannot generated g, which means that t cannot generate
f . If t ∈ A, then by definition t ∈ f(n+ 1), and since t ↾ [n] generates g, we must
have that t generates f . 
Proof of Proposition 7.13. This all follows from Lemma 7.15. For injectivity, Let
n ∈ N and suppose that C,B ⊆ X(n), such that C 6= B. Without loss of generality,
we can find t ∈ C \ B. Now let f ∈ T (n) be generated only by t. Then f ∈⋃
s∈C f([s]) \
⋃
s∈B f([s]). For property (T.2), it is enough to check that for each
n ∈ N, the collection {f([t]) : t ∈ X(n)} forms a ∗-free collection in B. For this
just observe that if A is a non-empty subset of X(n) and f ∈ T (n) is generated by
precisely the members of A, then
f ∈
(⋂
t∈A
f[t]
)
∩
(⋂
t∈A
f[t]
)c
6= ∅.
Property (T.3) follows from how we constructed f (by taking unions). 
As a final remark, notice that if f : C→ C′ is such that we always have f(c ∪ d) =
f(c)∪f(d) then for any (non-negative) measure λ on C′ one can define a submeasure
µ on C by µ(c) = λ(f(c)). This raises the following question: If λ is the Lebesgue
measure on B, then what submeasure do we get on A? The counting required to
understand this submeasure µ (say), for general Xi, is quite complicated. In the
case where we restrict to Xi = [2], the counting becomes manageable, and it can be
shown that µ is not pathological and is not exhaustive, witnessed by an antichain of
Borel sets of length continuum, once we have extended µ to Borel(X) as in (5.1).5
Proof of Lemma 7.5. By induction on n. For the case n = 1, the matrix in question
is the identity, so let us show that this is true for n + 1 assuming it is true for n.
Let m = 2n−1 and m′ = 2n+1−1. Enumerate P([n+1])+ = {yi : i ∈ [m′]} so that
{yi : i ∈ [m]} is an enumeration of P([n])+, ym+1 = {n} and yi+m+1 = yi ∪ {n} for
i ∈ [m]. Let An be m×m matrix where, for i, j ∈ [m], we let
An(i, j) =
{
1, if yi ∩ yj 6= 0;
0, otherwise.
Let An+1 be the m
′ ×m′ matrix where, for i, j ∈ [m′], we set
An+1(i, j) =
{
1, if yi ∩ yj 6= 0;
0, otherwise.
5See [Sel12, §7].
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We want to show that An+1 is invertible. By induction the rows of An are linearly
independent. Let vi denote the ith row of An+1 and ui the ith row of An. Then
vi =


ui
⌢0⌢ui, if i ∈ [m];
0m⌢1m
′−m, if i = m+ 1;
ui−m−1
⌢1m
′−m, otherwise.
That is
An+1 =

An (0m)T An0m 1 1
An 1 1

 .
Here, (0m)T denotes the column vector of length m containing only 0’s. Now let
λi ∈ R be such that
∑
i∈[m′] λivi = 0
m′ . Since
∑
i∈[m]
λiui +
m′∑
i=m+2
λiui−m−1 =
∑
i∈[m]
(λi + λi+m+1)ui = 0
m,
by the linear independence of the ui, we must have
(7.4) (∀i ∈ [m])(λi+m+1 = −λi).
Considering the (m+1)th column of An+1, by (7.4), we see that λm+1−
∑
i∈[m] λi =
0. We now have
0 =
∑
i∈[m′]
λivi =
m∑
i=1
λivi + λm+1vm+1 +
m′∑
i=m+2
λivi
=
m∑
i=1
λivi +
m∑
i=1
λi0
m⌢1m
′−m +
m∑
i=1
λi+m+1vi+m+1
=
m∑
i=1
λiu
⌢
i 0
⌢ui +
m∑
i=1
λi0
m⌢1m
′−m −
m∑
i=1
λiu
⌢
i 1
m′−m
=
m∑
i=1
λi0
m+1⌢ui +
m∑
i=1
λi0
m⌢1m
′−m −
m∑
i=1
λi0
m⌢1m
′−m
=
∑
i∈[m]
λi0
m+1⌢ui.
By the linear independence of the ui and (7.4), we may conclude that λi = 0 for
each i 6= m+ 1. But then
λm+10
m⌢1m
′−m = 0m
′
and so we must have λm+1 = 0, also. Thus the rows {vi : i ∈ [m′]} are linearly
independent and An+1 is invertible. 
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