The analysis of yield-related phenotypes was based on NDVI signals of iceberg lettuces across the 146 field. Figure 2 shows a high-level analysis workflow of AirSurf-L, which consists of five steps: data 147 input, image calibration and pre-processing, ML-based traits analyses, results visualisation, and 148 quantifications of yield-related phenotypes.
Step 1 accepts raw NDVI images as gray-level imagery datasets. As pixels with extremely high NDVI signals usually have overflowed intensity values (i.e. 150 black pixels in Fig. 2A ), a pre-processing step ( Step 2) is designed to calibrate raw NDVI images, so 151 that intensity distribution can be normalised and overflowing pixels can be corrected. In this step, an 152 algorithm called contrast limited adaptive histogram equalization (CLAHE) 36 is applied to increase 153 the contrast between the foreground (i.e. lettuces) and background (i.e. soils) in a given NDVI image 154 ( Fig. 2B ). Additional File 1 provides pseudo code and explanations of this step. 
(A)
Step 1 accepts raw NDVI images as input imagery data (pixels with extremely high NDVI signals are 
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Step 3 carries out ML-based traits analyses that quantify lettuce number (Fig. 2C ) as well as classify 165 head size (Fig. 2D ). It includes six steps: removing noise signals, partitioning a given image into 166 sections (250 x 250 pixels) for local analysis, producing a sliding window (20 x 20 pixels) to traverse 167 within a sectioned image, using non-max suppression to detect lettuces, and classifying recognised Page 9 lettuces into three size categorises (i.e. small, medium and large). The analysis result is visualised in
169
Step 4, where lettuce counting, size distribution map, and GPS-tagged harvest regions are saved as 170 processed images ( Fig. 2E ). At the final step (Step 5), statistics of yield-related traits are saved in a 171 comma-separated values (CSV) file, including lettuce counts per field, lettuce size distribution, lettuce 172 number and size measures within GPS-based grids, harvest regions, and their associated GPS 173 coordinates (Additional File 2). To enable users to carry out the above analysis workflow, a GUI-174 based software application has been developed ( Supplementary Fig. 1 ).
176

Data construction for model training and testing 177
To generate a sound training and testing dataset for ML-based image analysis, we randomly selected 178 dozens of patches of a given field and manually labelled each lettuce in the patch with a red dot 179 ( Supplementary Fig. 2 ). Then, each dot is identified by a bounding box, which is then used to build 180 the learning model. A training dataset with over 100,000 20x20-pixel labelled images has been 181 created, amongst which 50% are lettuces and the remaining are background signals such as soil, edges 182 of the field, and other non-lettuce objects. Following a standard CNN segmentation approach 37 , we 183 designed a sliding window function to go through a given image to divide foreground and background 184 signals, splitting lettuce and non-lettuce objects. Training and testing datasets are equally balanced.
185
Validation sets are used alongside training sets to verify the performance of the model as well as to 186 prevent overfitting in model training, which is also an important step to allow us to fine-tune 187 hyperparameters of different learning layers 38 . and batch normalisation to accelerate the learning process to enable higher learning rates 40 ; (2) the 194 same block is then repeated together with a max pooling layer to down-sample input using a 2x2
Page 10 kernel based on the assumption that useful input features could be contained in sub-regions; (3) after 196 that, a second convolutional block is constructed, consisting of a Conv2D layer with 64 filters, a 3x3 197 kernel, a ReLU activation, and batch normalisation; (4) finally, this block is repeated, followed by 198 another max pooling layer (with a 2x2 kernel) to complete the learning procedure. After the 199 convolutional layers, layers are connected to a fully connected layer of size 512, which is followed by 200 a dropout layer with a 50% chance. To complete the learning architecture, a binary output generates 201 the probability of whether a given bounding box (20x20 pixels) contains a lettuce signal. If the 202 probability equals or is close to 1.0 (i.e. 100%), it indicates that it is highly likely that the bounding 203 box contains a complete lettuce head (Fig. 3B ). The above architecture is commonly applied to 204 vision-based object detection problems 41 . The training and validation accuracy and loss curves are 205 reported in Figure 3C , showing that the model converges in only 10 epochs. To avoid overfitting, the 206 stopping criterion was designed to ensure that the validation accuracy is higher than the training 207 accuracy. By doing this, we can ensure the generalisation of the model. When training the CNN 208 model, the labelled data was also divided equally into train and validation sets. After a CNN classifier was trained, we used it to recognise and classify lettuce signals in ultra-large 218 NDVI images. The six-step approach discussed before ( Fig. 2) is followed. However, during the 219 testing and implementation, we found that the CNN classifier could wrongly score lettuces as a lettuce 220 head is extremely tiny in an orthomosaic image (e.g. 11,330x6,600 pixels for a 7-hectare field when 221 GSD is 3cm, which can contain over half million lettuce heads). To resolve this issue, we have 222 designed a two-step approach: (1) sectioning the whole image into many 250x250 pixels sub-images, 223 and (2) using a fix-sized bounding-box (20x20 pixels) as a sliding window (with a stepping parameter 224 of 5 pixels to reduce the sliding calculation) to prune the detected lettuce objects in each sub-image.
225
Another reason that caused the CNN classifier's wrong detection is overlapped lettuce objects. Even 226 in a sub-image, overlapped lettuces could be detected repeatedly by the classifier. Hence, we 227 employed a non-maximum suppression (NMS) algorithm 42 to rectify the detection result. NMS uses 228 probabilities to order the detected lettuce objects in a sub-image. After the sliding window function is 229 performed and many small patches have been identified in a sub-image, the NMS algorithm computes 230 an overlap coefficient to determine how to retain these patches. As lettuces are relatively well-spaced, 231 bounding boxes surrounding a complete lettuce signal will be retained, whereas partially covered 232 signals will be removed. To select the best overlap parameter for the NMS, a gradient descent method 233 is formulated. Additional File 3 explains the NMS algorithm and its implementation in AirSurf-L. 258 which led to much better detection results. (C) A predefined colour code (small is coloured blue, medium is 259 coloured green, and large is coloured red) is assigned to each recognised lettuce head across the field.
260
GPS-tagged harvest regions 262
The final phase of the phenotypic analysis is to define harvest regions based on colour-coded 263 lettuces. Using the size distribution map (Fig. 5A ), the field is firstly segmented into many small grids 264 based on the optimal GPS resolution determined by the altitude of aerial imagery (3cm GSD, in our 265 case) as well as the size of the harvester machinery used by the grower. After dividing the field into 266 thousands of grids ( Fig. 5B ), GPS coordinates of each grid are recorded and each grid is coloured 267 with the most representative lettuce size category. By combining all coloured grids, a GPS-tagged 268 harvest map is produced, representing harvest regions of the field (Fig. 5C ). The harvest map is then 269 used for designing harvesting strategies such as guiding a harvester to collect desired sized lettuces or AirSurf-L reads an NDVI image, it first computes the number of lettuce heads and associated size 283 categories on the image (Fig. 6A ). Then, by 3D visualising the relationship of GPS-based field grids, 284 the number of lettuces in the grid, and the representative size category (Fig. 6B ), a dynamic 3D bar Page 14 chart is generated to present lettuce number using the z axis, infield layout (both columns and rows) 286 using both x and y axes, and the representative lettuce size using the predefined colours ( Fig. 6C ).
287
Through the 3D plot, users can zoom into one sub-region of the field to check detailed yield-related 288 traits within each infield grid and plan harvesting strategies accordingly. analysis (<5% difference). Besides the field-level comparison, we also randomly selected different 302 sizes of subsections in a given experiment field to evaluate AirSurf-L more precisely. We split these 303 subsections into two sets (i.e. 36 small regions and 21 large regions), where the small regions have 304 less than 400 lettuces and the large ones contain greater than 900 lettuces heads. After that, laboratory Page 15 technicians manually counted lettuce heads within these regions. The correlation between the manual 306 and AirSurf-L counting shows that, for the small regions, the difference between the human and 307 automatic counting is approximately 2%; for the large regions, the average difference is around 0.8%.
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Supplementary Figure 3 
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More interestingly, the close monitoring of key yield-related traits can also be used to guide farmers 393 and growers to reduce variability of agrichemical applications and irrigation in different fields, 394 leading to increased harvest yield and better operating profit margin 63 . Finally, the AirSurf-L 395 approach fits in the cost-effective category in precision agriculture. The platform utilises existing 396 aerial imagery data routinely performed by the growers and farmers, which means that no extra data 397 collection cost is required by this approach and hence the adoptability of the technology, an important 398 factor for new Agri-Tech solutions to be accepted by the Agri-Food sector 53 .
399
Conclusions 401
AirSurf-Lettuce automatically measures infield iceberg lettuces using ultra-scale NDVI aerial images, 402 with a focus on yield-related traits such as lettuce number, size categories, field size distribution, and 403 GPS-tagged harvest regions. The analysis results are close to the manual and industrial counting and 404 can be used to improve existing crop measures and estimates. By monitoring millions of lettuces in 405 the field, we demonstrate the significant value of AirSurf-L in ultra-scale field phenotyping, lettuce 406 size distribution mapping, precise harvest strategies, and marketability estimates before harvesting.
407
We believe that our algorithm design, software implementation, lessons learned from applying ML-408 and CV-based algorithms, and the academic-industrial R&D activities will be highly valuable for 409 future plant phenomics research projects that are destined to be dynamic and cross-disciplinary.
410
Finally, with continuous development work, we are confident that the analytic platform is likely to 411 support the Agri-Food sector with a smarter and more precise crop surveillance approach of vegetable 412 crops and therefore lead to better precision agriculture management decisions. 
421
The NDVI sensor can gather ultra-large crop imagery datasets at very low operating costs, as the 422 VLA can carry 45 kilograms of payload to cover four or five fields in a single flight. This aerial 423 imaging approach can also be used to understand the spectral changes associated with key disease 424 conditions. The NDVI lettuce signals used in this study were captured at H1 or H2 growth stage 425 (moderately compact and crushable head, when lettuce leaves are not largely overlapping with 426 neighbours). The experimental fields are operated by G's Growers near Ely UK, ranging from 10 to Page 20 20 hectares with at least 0.5 million lettuce heads in a single field. A rough manual yield estimate was 428 produced by specialists during the harvest, which were used for testing and improving AirSurf-L.
430
Dataset preparation
431
To generate a sound dataset for machine learning-based image analysis, we randomly selected 60 432 patches of the field of varying sizes, each containing between 300 and 1,000 individual lettuce heads, 433 and manually labelled each lettuce in the selected patches. Each labelled lettuce is extracted as a 434 20x20 pixel image representing a single lettuce head. We then used these images, along with images 435 that did not correspond to a lettuce head, to train a CNN classifier to recognize and separate potential 436 lettuces from the ultra-large field images. The pixels contained within the potential lettuces were used 437 for further phenotypic analysis of lettuce size. To format the manually labelled dataset for building the 438 model, we created another training dataset with over 100,000 20x20 pixel images, among which 50% Like AlexNet, we used rectified linear units (ReLU) as our activation function, which is now a 454 common standard in CNNs. This is because ReLU reduces the vanishing gradient problem 19 . After 455 each convolutional layer, we also perform batch normalisation. This reduces the covariance shift, 456 which helps ensure that the model generalises well and the network converges faster. Finally, we 457 included two max pooling layers to reduce the problem into smaller samples. Other architectures 458 might use more max pooling layers, but our input images were segmented and hence quite small. In 459 order to avoid too much information loss from the training procedure, we trained the CNN on our 460 datasets until the validation accuracy was greater that the training accuracy. The training and 461 validation accuracy and loss are reported in Figure 3 , where it is shown that the model converged in 462 only 10 epochs. More importantly, to avoid over fitting, the stopping criterion was set for when the 463 validation accuracy is higher than the train accuracy. 
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With these cut-off values, most of the background pixels were captured in the first two bins, with 477 increasing granularity as the values approached the maximum of 255.
478
Having transformed the pixel regions into a series of histogram count vectors, we were able to 479 compare regions and cluster the patches into groups. The count vectors are grouped into three distinct 
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