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Abstract
We consider the Chern-Simons theory with Wilson lines in 3D and in
1D in the BV-BFV formalism of Cattaneo-Mnev-Reshetikhin. In partic-
ular, we allow for Wilson lines to end on the boundary of the space-time
manifold. In the toy model of 1D Chern-Simons theory, the quantized
BFV boundary action coincides with the Kostant cubic Dirac operator
which plays an important role in representation theory. In the case of 3D
Chern-Simons theory, the boundary action turns out to be the odd (de-
gree 1) version of the BF model with source terms for the B field at the
points where the Wilson lines meet the boundary. The boundary space of
states arising as the cohomology of the quantized BFV action coincides
with the space of conformal blocks of the corresponding WZW model.
1 Introduction
In the case of complicated space-time topology, a promising approach to quan-
tization of general field theories involves cutting the space-time manifold into
simple pieces, where the problem is more easily solved, and then gluing back
the individual elements to obtain the final answer. This method was proposed
by Atiyah and successfully applied by Witten in [15] to study the quantiza-
tion of the Chern-Simons theory with Wilson lines (cf. also [9]). Following this
idea, a systematic program to understand quantization in the Batalin-Vilkovisky
formalism for field theories with degeneracies on manifolds with boundaries has
been initiated in [6]. As a part of the construction, a Batalin-Fradkin-Vilkovisky
model is associated to the boundary of the space-time manifold. The canonical
quantization of this boundary BFV model provides a space of boundary states,
together with a cohomological invariance condition that defines the admissible
quantum states of the theory among all boundary states. In the case of quan-
tum field theories on manifolds without boundary, the partition function and
∗Section de mathe´matiques, Universite´ de Gene`ve, 2-4 rue du Lie`vre, c.p. 64, 1211 Gene`ve
4, Switzerland
†Institut fu¨r Mathematik, Universita¨t Zu¨rich, Winterthurerstrasse 190, CH-8057, Zu¨rich,
Switzerland
1
other correlation functions are complex-valued. In the presence of a boundary,
the correlators of the bulk theory take values in this boundary space of states.
The aim of this paper is to apply the BV-BFV formalism of [6] to the Chern-
Simons theory on manifolds with boundary, with Wilson lines ending on the
boundary. The BV formulation of this theory on closed manifolds is well under-
stood (and served as the motivating example for the AKSZ construction). We
will also consider the one-dimensional Chern-Simons model, obtained when the
AKSZ construction is carried out in one dimension.
We include in our construction Wilson lines which may end on the boundary
of the manifold. This requires some extra work in BV-BFV formalism. Our
treatment is based on the path integral representation for Wilson loops suggested
in [1], [7]. This is also an example of a more general construction of observables
for AKSZ sigma models proposed in [12].
We compare our answers with those obtained using the geometric quantiza-
tion for the boundary [15] and using canonical quantization [10], [8].
One of our main results is the boundary BFV action for Chern-Simons theory
with Wilson lines, which has the form of an odd (degree 1) version of BF action
modified by source terms for the B field at points where the Wilson lines meet
the boundary. We also consider the toy model of one-dimensional Chern-Simons
theory and derive the corresponding boundary action. Its quantization coincides
with Kostant cubic Dirac operator. We compare the BV-BFV results for the
one-dimensional model with the ones obtained in [3] on segments, and also see
how Wilson lines can be added to the one-dimensional model. In the three-
dimensional case, the boundary space of states, arising as the cohomology of
the quantized BFV action, coincides with the space of conformal blocks of the
WZW model on the boundary (in the picture of [10]).
We begin in section 2 with the treatment of Wilson lines in the BV formalism.
We also provide a short introduction to the relevant aspects of the BV formalism.
In section 3 we describe the BV formulation of the Chern-Simons theory with
Wilson lines, applying the AKSZ construction to this special setting. Then we
proceed to explain how the bulk model gets supplemented with a boundary BFV
theory if the underlying manifold has a boundary. We repeat this procedure in
section 4 for the one-dimensional Chern-Simons model. The Z2-grading that
replaces the usual Z-grading in this case leads to certain subtleties with the
master equation. In section 5 we present the quantization of the boundary BFV
models and describe the arising spaces of quantum states, that we compare with
known results for the quantization of the involved models.
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2 Wilson lines in the BV formalism
In this section, we start with a brief introduction to the BV formalism. The
main point is to incorporate the Wilson line observables in this approach.
2.1 A short introduction to the BV formalism
We know that the path integral in quantum field theories is not well defined if the
classical action Scl defined over the space of classical fields Fcl is degenerate, for
instance due to gauge symmetries. The Batalin-Vilkovisky formalism provides
a general method for the perturbative calculation of partition functions and
correlators.
In the BV formalism, the space of fields is augmented to a BV space of
fields FBV , a graded infinite-dimensional manifold equipped with a symplectic
structure ΩBV of degree -1 called the BV structure. The grading (usually Z,
sometimes Z2) is commonly referred to as “ghost number”, in relation with the
Faddeev-Popov prescription. The BV bracket is defined as the Poisson bracket
obtained by inverting the BV structure,
{F,G} = Ω−1BV (δF, δG),
and obviously has a ghost number 1. Note that the variational operator δ can
be interpreted as a de Rham differential in the space of fields. In many cases
of interest, the BV space of fields is a cotangent bundle where the degree of
the fibers is shifted to −1, which ensures its canonical symplectic form has the
proper degree. Coordinates along the cotangent fibers are then called antifields.
In the case of gauge theories, where the degeneracy arises under the action of
a gauge group, the BV space of fields is simply the shifted cotangent bundle
of the BRST space of fields which contains all classical fields as well as the
ghosts parametrizing the gauge symmetries (basically the infinitesimal gauge
parameters with a ghost number shifted by one), FBV = T ∗ [−1]FBRST .
At the classical level, infinitesimal gauge transformations and the classical
action can be used to construct a differential acting on the functionals on the BV
space of fields. Geometrically, this differential corresponds to a cohomological
vector field Q on FBV . Moreover, Q is a Hamiltonian vector field,
ıQΩBV = δSBV ,
with the Hamiltonian function being the BV action SBV that reduces to the
classical action when all antifields are set to zero. The condition Q2 = 0 follows
from the classical master equation {SBV , SBV } = 0, and determining the BV
formulation of a given theory amounts to determining an extension of the classi-
cal action to the BV space of fields that satisfies this classical master equation.
2.2 The AKSZ construction
While it is usually difficult to find the BV formulation of a given field theory
with a degenerate action, the study of the geometric interpretation of the clas-
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sical master equation in [4] led to an insightful procedure to construct solutions
thereof, called the AKSZ construction after its authors. A formalized more
recent treatment can be found in [5].
In this construction, the target space of the theory is a graded manifold
Y equipped with a symplectic structure ωY of degree n − 1 and a compatible
cohomological vector field QY of degree 1, in the sense that it preserves the
symplectic structure, LQY ωY = 0. We also want ωY to be associated to a
Liouville one-form αY (of degree n − 1 as well), namely ωY = δαY . Here δ
denotes the de Rham exterior derivative on Y , while we keep the usual d for
the one on the source manifold N of the model. For n 6= 0 (see for instance [13]
for details), QY can be shown to be Hamiltonian, i.e. there exists a function
ΘY of degree n on Y such that ıQY ωY = δΘY . Like in the BV formalism, the
nilpotency of QY follows from the condition {ΘY ,ΘY }Y = 0, where the curly
braces with a subscript Y denote the Poisson bracket on Y associated to its
symplectic structure.
The BV space of fields is then given by maps between the odd tangent bundle
of some n-dimensional manifold N and the graded manifold Y ,
FAKSZ = Map(T [1]N, Y ).
The odd tangent bundle is naturally equipped with a cohomological vector field,
the de Rham vector field, which can be expressed as
D = θµ
∂
∂xµ
in coordinates xµ of the base manifold N and θµ of the odd fibers. Notice also
that real-valued functions on T [1]N can be interpreted as differential forms on
N (by expanding the function in powers of θµ),
C∞(T [1]N,R) ≃ Ω•(N),
which allows to define a canonical measure µ on T [1]N : the Berezinian inte-
gration along all odd fibers simply extracts the top-form out of this expansion
and it remains to integrate it over the base N .
Roughly, the idea behind the AKSZ construction involves lifting the sym-
plectic structure ωY from the target space to define the BV structure ΩAKSZ
on the space of fields. In effect, we replace functions and differential forms on
Y by functionals on the space of fields with values in differential forms on N
and their variations (which also explains the choice of δ to denote the exte-
rior derivative on Y ), and we integrate over the source space T [1]N using its
canonical measure µ,
ΩAKSZ =
∫
T [1]N
µ ω˜Y . (1)
The tilde denotes the extension from function on Y to functional on the space of
fields. The Berezinian integration along the fibers will lower the ghost number
of ωY from n− 1 to −1 as required.
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In a second stage we need to lift the cohomological vector field QY on the
target-space Y as well as the de Rham vector field D on the source-space T [1]N
to the space of fields, and combine them to form the BV cohomological vector
field Q discussed above that will happen to be Hamiltonian. Its generating
functional is nothing but the BV-AKSZ action
SAKSZ =
∫
T [1]N
µ
(
ıQD α˜Y + Θ˜Y
)
, (2)
where QD = ΣiDφ
i δ
δφi
is the lift of the de Rham vector field (φi denotes generic
coordinates on the space of fields). This AKSZ action automatically solves the
classical master equation as a consequence of the integrability condition on ΘY
and the fact that the integral of exact forms vanishes provided ∂N = ∅.
As an example of the AKSZ construction, we derive here the BV formulation
of the Chern-Simons theory, which corresponds to the special case n = 3 with
Y = g [1], where g is a Lie algebra equipped with an invariant scalar product.
As required, the target space g [1] supports a symplectic structure of degree 2
and a Hamiltonian cohomological vector field of degree 1 (sometimes called a
Q-structure). If we denote with δ the exterior derivative on g [1] and ψ a generic
element, the symplectic form, its Liouville potential and the Hamiltonian of the
cohomological vector field respectiviely can be written as
ωg[1] = −
1
2
(δψ, δψ) , (3)
αg[1] = −
1
2
(ψ, δψ) , (4)
Θg[1] = −
1
6
(ψ, [ψ, ψ]) . (5)
Note that Grassmanian variables ψ anticommute, but so do differential forms of
odd degree, which explains why ωg[1] may be built out of a symmetric product.
If we use coordinates xµ, µ = 1, 2, 3 on N and corresponding Grassma-
nian coordinates θµ on the odd fibres of T [1]N , we can decompose the fields
A ∈ Map(T [1]N, g [1]) into g-valued differential forms of various degrees and
grading,
A = γ +Aµθ
µ +
1
2
A+µνθ
µθν +
1
6
γ+µνσθ
µθνθσ, (6)
specifically
γ ∈ Map(N, g[1]),
A ∈ Γ(T ∗N ⊗ g),
A+ ∈ Γ(
∧2
T ∗N ⊗ g[−1]),
γ+ ∈ Γ(
∧3
T ∗N ⊗ g[−2]).
These fields are endowed with two gradings, namely the ghost-grading (that
stands in square brackets when non-zero) and the degree as a differential form.
Their sum, the total degree, should amount to 1, since each θµ has a ghost
number 1, and all terms in the decomposition (6) should have the same total
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ghost number of 1. As usual, the fields of ghost number 0 are the classical fields,
here a g-valued connection A, and the fields of ghost number 1 are simply called
ghosts. The other two fields are their antifields (which in the BV formalism
means canonically conjugated), as is clear when one computes the BV structure,
ΩCSBV =
∫
T [1]N
µ ω˜g[1] = −
∫
T [1]N
µ (δA, δA)
=
∫
N
((
δγ+, δγ
)
−
(
δA+, δA
))
=
∫
N
(
−
(
δγ, δγ+
)
+
(
δA, δA+
))
.
(7)
Note that the commutation rules for the fields (which are simultaneously
functions on F and differential forms on N) are determined by the total degree
(the de Rham degree of the differential form plus the ghost number): two fields
of odd total degree anti-commute, and commute if at least one field has even
total degree.
It remains to compute the BV action, which is straightforward in the AKSZ
scheme,
SCSBV =
∫
T [1]N
µ
(
ıQD α˜g[1] + Θ˜g[1]
)
=
∫
T [1]N
µ
(
(A, DA) +
1
6
(A, [A,A])
)
=
∫
N
(
1
2
(A, dA) +
1
6
(A, [A,A])−
(
A+, dγ + [A, γ]
)
+
(
γ+,
1
2
[γ, γ]
))
.
(8)
In the two terms involving only physical fields, we recognize the classical action
of the Chern-Simons theory. The other terms complete the BV action, and by
construction, it is clear that it satisfies the classical master equation. Neverthe-
less, we will show it explicitly, mainly to present an example of calculations in
the space of fields, on which we will rely in the rest of this paper.
2.3 Calculations in the BV formalism
First of all, we need to find the BV bracket, simply by inverting the BV structure
(7), without forgetting that the product between two differential forms in the
space of fields really means the exterior product,
δφ+δφ = δφ+ ∧ δφ = δφ+ ⊗ δφ± δφ⊗ δφ+,
where the sign depends on the commutation rules between φ and φ+. We find
the following expression for the BV bracket of two functionals F1 and F2,
{F1, F2} =
∫
N
((
F1
←−
δ
δγ
,
−→
δ F2
δγ+
)
−
(
F1
←−
δ
δγ+
,
−→
δ F2
δγ
)
−
(
F1
←−
δ
δA
,
−→
δ F2
δA+
)
+
(
F1
←−
δ
δA+
,
−→
δ F2
δA
)) (9)
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where the functional derivatives
−→
δ
δφ
and
←−
δ
δφ
for φ ∈ {A,A+, γ, γ+, g+} are the
duals of the differentials δφ in the space of fields (which can be interpreted as
variations of fields in the framework of variational calculus). We need to make
the difference between right- and left-derivatives due to the commutation rules
that depend on ghost numbers and degrees of differential forms on N .
All the fields of the Chern-Simons model are g-valued, so taking the func-
tional derivative of a real-valued functional F on F by one of these fields should
produce a g∗-valued result, but we can use the non-degenerate scalar product
(·, ·) to identify g with its dual. If F is constructed as an integral, like an action,
the left- and right-derivatives by a field φ ∈ {A,A+, γ, γ+, g+} can be defined
as the components of the exterior derivative with respect to the local frame
induced by these coordinate-fields of F ,
δF (φ1, . . . , φn) =
∫
∂N
n∑
j=1
(
δφj ,
−→
δ F
δφj
)
=
∫
∂N
n∑
j=1
(
F
←−
δ
δφj
, δφj
)
.
If on the other hand F is a local functional, we may still express it as an integral
provided we filter its position with a Dirac distribution, a distribution that will
stick to the functional derivative.
At a later stage, we will need to consider Lie group-valued fields of the form
g ∈ Map(N,G). The problem with such a field is that its variation does not
take value in g, but rather in the tangent space at g of the Lie group G. Natural
coupling with the other g-valued fields via the invariant scalar product involves
the right multiplication by g−1 to bring it back to the Lie algebra, explicitly
δg g−1. The dual derivative δ
δg
assumes its value in T ∗
g−1
G, which is isomorphic
to Tg−1G thanks to the invariant non-degenerate scalar product, and we need
to apply this time left-multiplication by g to get back to the Lie algebra. If the
functional F depends also on g, we find for the derivative
δF (φ1, . . . , φn, g) =
∫
∂N
n∑
j=1
(
δφj ,
−→
δ F
δφj
)
+
(
δg g−1, g
−→
δ F
δg
)
.
To compute
{
SCSBV, S
CS
BV
}
, we need the derivatives of the Chern-Simons BV
action. We find
δSCSBV =
∫
N
((
δA, dA +
1
2
[A,A] +
[
A+, γ
])
+
(
δγ,−dAA
+ −
[
γ+, γ
])
+
(
δA+,−dAγ
)
+
(
δγ+,
1
2
[γ, γ]
))
,
(10)
where we introduced the covariant derivative dA = d+[A, ·]. Note that we need
to integrate by parts to find the contribution of the exterior derivatives, such as∫
N
(A, δdA) =
∫
N
(A, dδA) = −
∫
∂N
(A, δA) +
∫
N
(dA, δA) ,
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where the boundary term vanishes for a closed manifold N . When we consider
source spaces with boundaries, these terms will no longer vanish, and they will
contribute to a one-form in the boundary space of fields. For now we can check
the classical master equation,
1
2
{
SCSBV, S
CS
BV
}
=
∫
N
((
SCSBV
←−
δ
δγ
,
−→
δ SCSBV
δγ+
)
−
(
SCSBV
←−
δ
δA
,
−→
δ SCSBV
δA+
))
=
∫
N
((
dAA
+ +
[
γ+, γ
]
,
1
2
[γ, γ]
)
−
(
dA+
1
2
[A,A] +
[
A+, γ
]
,−dAγ
))
= 0.
In the last step we make repeated use of the invariance of the scalar product,
the Jacobi identity for g, and the Stokes theorem.
We are now fully prepared to describe Wilson lines in the BV formalism.
2.4 Wilson Lines
In gauge theories, a degeneracy arises under the local action of a Lie group
on the space of fields, the gauge group. In what follows, we will denote by G
the gauge group, and g its associated Lie algebra. Their so-called gauge field
is a connection A in a principal G-bundle over some manifold N . The gauge
symmetry is parametrized in the BV (and BRST) formalism by a ghost field
γ ∈ Map(N, g [1]). The BV variation of these two fields depends only on their
behavior under gauge transformations and not on the specific type of the un-
derlying ambient theory. We assume that the dynamics and the gauge structure
of this ambient theory is encoded in the BV action Samb and the corresponding
BV structure Ωamb (both defined as integrals over N), and of course that Samb
solves the ambient classical master equation
{
Samb, Samb
}
amb
= 0. The part
of this ambient BV bracket involving the gauge connection and the ghost field
relevant for our further investigation is defined by the BV variation of these
fields, namely {
Samb, A
}
= QA = dAγ,{
Samb, γ
}
= Qγ = 12 [γ, γ] .
(11)
Natural non-local observables to consider in gauge theories are given by
Wilson-loops, traces of the holonomy of the connection A along a curve Γ em-
bedded in N in given representations of the Lie algebra,
WΓ,R [A] = TrRPexp
(∫
Γ
A
)
,
where P stands for the path-ordering and R labels the representation of g.
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This cumbersome path-ordering can be removed at the price of integrating
over all inequivalent gauge transformations along the loop [1],
WΓ,R [A] =
∫
Dg exp
(∫
Γ
〈T0, g
−1Ag + g−1dg〉
)
. (12)
The dual algebra element T0 ∈ g∗ encodes the representation R, along the lines
of the orbit method [11] that links unitary irreducible representations of Lie
groups and their coadjoint orbits. This expression for the Wilson loop can be
absorbed into an extended action by adding the auxiliary term
SWilson =
∫
Γ
〈Ad∗g(T0), A+ dg g
−1〉 (13)
to the ambient action Samb of the model under consideration. In this last step we
replaced the adjoint action on the second factor of the product by the coadjoint
action on the first factor, to emphasize the role of the coadjoint orbit O of T0.
Now we would like to find a BV formulation of this contribution, so as to
obtain a BV action of the full model with Wilson loops. The partition function
of such a model with an action extended to take into account a Wilson line as
an auxiliary term actually corresponds to the expectation value of this Wilson
line in the pure theory,
ZSamb+Saux = 〈WΓ,R〉Samb .
We note that the coadjoint orbitO supports the Kirillov symplectic structure
ωO, of ghost number 0, and that the curve Γ carrying the Wilson line has
dimension 1, the first two main ingredients for the AKSZ construction for n = 1.
It is thus tempting to try to apply the prescription proposed in [12] to construct
observables within the AKSZ formalism. Nonetheless, [12] treats exclusively the
case of an ambient theory of the AKSZ type, whereas we want to consider gauge
theories, with the sole requirement that their space of fields contains a gauge
connection and an associated ghost field obeying the relations (11). The obvious
solution is to study a gauge theory of the AKSZ type, a condition fulfilled by the
Chern-Simons model, the main subject of this paper. The BV formulation of the
Wilson line contribution will happen to remain valid for other gauge theories.
So following [12], the auxiliary fields are the maps between the odd tangent
bundle of the curve Γ and the coadjoint orbit,
Faux = Map(T [1] Γ,O).
This auxiliary space of fields needs to be equipped with its own BV structure,
Ωaux, that once added to the BV structure Ωamb of the ambient theory will
provide the BV structure Ω = Ωamb+Ωaux of the full model with space of fields
F = Famb ⊕ Faux. Then it will be possible to add to the ambient action Samb
an auxiliary term Saux that obeys certain constraints to obtain a solution of the
master equation of the full model.
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The definition of Ωaux is similar to the one of the AKSZ-BV structure (1),
we just need to change the source space and the symplectic structure of the
target,
Ωaux =
∫
T [1]Γ
µΓ ω˜O.
Here µΓ is obviously the canonical measure on T [1] Γ.
Unfortunately, the Kirillov symplectic form on the coadjoint orbit is in gen-
eral not exact, so it is in general not possible to find a Liouville one-form,
which we would normally use to construct the kinetic term of the auxiliary
action. However, in the case of integrable orbits, we may pick a line bundle
(the pre-quantum line bundle in the language of geometric quantization) and a
connection αO thereon with curvature ωO,
δαO = ωO
(we recall that in the target spaces of AKSZ theories, we denote by δ the exterior
derivative), and we can simply use this connection to construct the kinetic term
of the auxiliary action.
This formulation is not very practical to carry out calculations. To find
expressions easier to deal with, we apply the defining property of the Kirillov
symplectic form, that the pullback by the projection map
pi : G→ O ≃ G/Stab(T0) (14)
brings it to an explicit presymplectic form ωG on G,
pi∗(ωO) = ωG = −〈Ad
∗
g(T0),
1
2
[
δg g−1, δg g−1
]
〉. (15)
This two-form is the contraction of T0 with the exterior derivative of the Maurer-
Cartan one-form on G. It thus admits a potential
αG = −〈Ad
∗
g(T0), δg g
−1〉. (16)
As it happens, the pullback by the projection map pi brings the connection αO
over to the one-form αG,
pi∗(αO) = αG,
that we will use in the place of the more cumbersome connection to compute
certain quantities. Since ωG is degenerate, it is not possible to construct a
Poisson bracket out of it, unless we restrict it to invariant functions on G, such
as the ones obtained by pullback of functions on the coadjoint orbit O by the
projection map pi.
It remains to define the interaction term. The idea of [12] is to construct a
function ΘO on g [1]× O that will generate together with Θg[1] a Hamiltonian
cohomological vector field on g [1]×O. While Θg[1] already satisfies an integra-
bility condition on its own and generates a cohomological vector field Qg[1], the
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integrability condition for ΘO needs to be slightly adapted to account for the
mixed term, namely
Qg[1]ΘO +
1
2
{ΘO,ΘO}O = 0.
As it happens, the function
ΘO = 〈Ad
∗
g(T0), ψ〉 (17)
satisfies this requirement and naturally extends the term 〈Ad∗g(T0), A〉 that al-
ready appeared in the classical part (13). This integrability condition is most
easily checked by pulling it back by pi to a function on g [1] × G, where the
Poisson bracket {·, ·}
O
becomes {·, ·}G, which can be explicitly determined by
inverting ωG.
We now have all the ingredients to construct the auxiliary BV action, that
we just need to combine into a formula similar as the usual AKSZ action (2),
Saux =
∫
T [1]Γ
µΓ
(
ıQD α˜O + Θ˜O
)
.
By construction, if Samb is the AKSZ action of the Chern-Simons model, the
total action
S = Samb + Saux
automatically satisfies the classical master equation generated by the total BV
structure
Ω = Ωamb +Ωaux.
We claimed that it remains true when Samb is the BV action of a generic gauge
theory with gauge group G. To verify this assertion, we need to compute
1
2
{S, S} =
1
2
{
Samb, Samb
}
+
{
Samb, Saux
}
+
1
2
{Saux, Saux} . (18)
The first two terms involve only the ambient BV structure, since Samb does not
depend on the auxiliary fields. The first one vanishes due to the master equation
of the BV ambient model. To compute the second term, we should know the
exact dependence of the auxiliary term Saux on the ambient fields A and γ, and
to compute the last one, we need an expression of the auxiliary BV structure
Ωaux that we know how to invert.
These two issues can be addressed by using the projection map (14) to define
an extended space of fields,
FˆauxG = pi
∗(Faux) =
{
(g, g+)|g ∈Map(Γ, G), g+ ∈ Ω1(Γ)⊗ g∗(TO) [−1]
}
.
The subscript G emphasizes the fact that the coadjoint orbit is replaced by the
whole group.
This projection map, now seen as a map between spaces of fields,
pi : FˆauxG → F
aux,
11
acts on the group-valued component g by sending it to its image Ad∗g(T0) in
the coadjoint orbit of T0. It can be used to pull back differential forms on the
auxiliary space of fields (such as the auxiliary BV structure, a two-form, or
the auxiliary BV action, a zero-form) to this extended space of fields, where it
is easier to compute BV brackets of G-invariant functionals given the explicit
formulas for the pullbacks of the auxiliary BV structure and of the auxiliary
action.
In FˆauxG , both fields g and g
+ can be combined into a superfield of total
degree 0 that we can use to express the pullback of the auxiliary BV structure
and action,
H(x, θ) = Ad∗g(x)(T0)− θg
+(x).
Here x is a coordinate of Γ and θ a Grassmanian coordinate on the odd fibers
of T [1] Γ, and g+(x) is the component of the one-form g+ expressed in this
coordinate system, g+ = g+(x)dx.
We now have all the tools to compute the pullback of the auxiliary BV
structure,
ΩˆauxG = pi
∗(Ωaux) =
∫
T [1]Γ
µΓ pi
∗(ω˜O) =
∫
T [1]Γ
µΓ ω˜G
= −
∫
T [1]Γ
µ δ〈H, δg g−1〉 =
∫
Γ
δ〈g+, δg g−1〉
=
∫
Γ
〈δg+, δg g−1〉+ 〈g+,
1
2
[
δg g−1, δg g−1
]
〉,
(19)
and of the auxiliary BV action,
SˆauxG = pi
∗(Saux) =
∫
T [1]Γ
µΓ
(
ıQD α˜G + pi
∗(Θ˜O)
)
=
∫
T [1]Γ
µΓ
(
〈H, Dg g−1〉+ 〈H,A〉
)
=
∫
Γ
(
〈Ad∗g(T0), A+ dg g
−1〉 − 〈g+, γ〉
)
.
(20)
The additional term 〈g+, γ〉 encodes the action of gauge transformations of the
ambient model on the auxiliary classical field Ad∗g(〈T0).
We insist on the fact that ΩˆauxG is only a pre-BV structure in Fˆ
aux
G , it is
closed but degenerate. Nevertheless, like its finite dimensional counterpart ωG,
it can be used to define a BV bracket on invariant functionals, such as the ones
obtained by pullback from Faux, for instance SˆauxG .
We can turn our attention to the pullback of the last two terms in (18). To
compute the second one, we notice that
{
Samb, ·
}
acts as a differential (namely
Q) on the fields of the ambient model, of which only A and γ appear in the
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auxiliary action (20), so that we may simply use the relations (11) to find{
Samb, SˆauxG
}
=
∫
Γ
(
〈Ad∗g(T0), Q(A)〉 − 〈g
+, Q(γ)〉
)
=
∫
Γ
(
〈Ad∗g(T0), dAγ〉 − 〈g
+,
1
2
[γ, γ]〉
)
.
(21)
Next, the bracket of the third term contains only contributions from the auxil-
iary structure, and we may compute
1
2
{
SˆauxG , Sˆ
aux
G
}
=
∫
Γ
(
〈g
SˆauxG
←−
δ
δg
,
−→
δ SˆauxG
δg+
〉+ 〈g+,
1
2
[
SˆauxG
←−
δ
δg+
,
−→
δ SˆauxG
δg+
]
〉
)
=
∫
Γ
(
〈(d+ ad∗A)Ad
∗
g−1T0, γ〉+ 〈g
+,
1
2
[γ, γ]〉
)
.
(22)
The first line displays the BV bracket of invariant functionals on FˆauxG con-
structed out of the pre-BV structure ΩˆauxG .
The sum of these two terms yields the integral of an exact term that vanishes
since Γ is closed (for now), and the pullback of the classical master equation is
satisfied,
pi∗
(
1
2
{
Samb + Saux, Samb + Saux
})
= 0.
Furthermore, since the left-hand side of this last equality is G-invariant, it be-
haves nicely enough under the projection pi so that Samb + Saux still solves the
classical master equation at the level of F = Famb ⊕Map(T [1] Γ,O), also for
generic gauge theories.
2.5 Quadratic Lie algebras
In many cases of interest, the Lie algebra g is equipped with a non-degenerate
scalar product (·, ·), which we can use to define an isomorphism β : g∗ → g, that
we can apply to T0, H and g
+. The relation β(Ad∗g(T0)) = Adg (β(T0)) will be
very useful, in particular we can replace the canonical pairing between g and g∗
with the scalar product,
〈Ad∗g(T0), ·〉 = (Adg(β(T0)), ·) ,
and thus identify coadjoint orbits with adjoint orbits.
In the rest of this article, we will assume that g admits such a non-degenerate
scalar product. We will make use of it to write down all actions and BV struc-
tures, and we will simply consider T0, H and g
+ to be elements of g instead
of its dual, g∗ (we drop the β for simplicity). Coadjoint orbits will therefore
be identified with adjoint orbits. To summarize the main results of this section
with this new convention, we can re-write the auxiliary BV structure (19) as
ΩˆauxG =
∫
Γ
(δg+, δg g−1) + (g+,
1
2
[
δg g−1, δg g−1
]
) (23)
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and the auxiliary BV action (20) as
SˆauxG =
∫
Γ
(
(Adg(T0), A+ dg g
−1)− (g+, γ)
)
. (24)
3 3D Chern-Simons Theory with a Wilson line
Our main goal in this paper is to study the behaviour of Chern-Simons models on
a manifoldN with boundaries andWilson lines ending on these boundaries, both
in three and one dimension, in the BV formalism. The presence of a boundary
requires either a careful choice in the boundary conditions for the fields, so as
to keep the classical master equation under control, or the application of the
recently developed BV-BFV formalism for gauge theories with boundaries [6],
which presents the big advantage that it allows to glue pieces together along
their boundary.
In order to obtain the BV-BFV formulation of the three-dimensional Chern-
Simons model with a boundary supporting some Wilson lines, we first need
to determine the BV theory of the bulk. Actually we already know all its
ingredients. Obviously, we will treat the Wilson lines as an auxiliary part of
the action, as described in section 2, added to the ambient Chern-Simons action
(8),
Samb = SCSBV .
To include Wilson lines to our model, say n of them, we need to extend the
ambient space of fields
Famb = Map(T [1]N, g [1])
carrying the ambient BV structure Ωamb = ΩCSBV with an auxiliary part
Faux =
n⊕
k=1
Map(T [1] Γk,Ok)
made of n components, one for each Wilson line labeled by k. We recall that we
denote by Ok the (co)adjoint orbit of a Lie algebra element T0,k encoding the
representation in which the k-th Wilson line is computed and by Γk the curve
embedded in N supporting this Wilson line. The BV structure of this auxiliary
space of fields is the sum of N copies of the auxiliary BV structure of a single
Wilson line,
Ωaux =
n∑
k=1
∫
T [1]Γk
µΓk ω˜Ok .
The auxiliary BV action is similarly constructed as a sum,
Saux =
n∑
k=1
∫
T [1]Γk
µΓk
(
ıQD α˜Ok + Θ˜Ok
)
.
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From now on, unless specified otherwise, a superscript “amb” will always
describe a quantity associated to the BV formulation of the bare Chern-Simons
model, be it a BV structure, a BV action or a BV space of fields, “aux” will
always describe a quantity associated to the BV formulation of the auxiliary
contribution of n Wilson lines, and no superscript will mean a BV quantity of
the full model, namely F = Famb⊕Faux, Ω = Ωamb+Ωaux and S = Samb+Saux.
Before we consider the case of a source manifold with boundary, we need to
compute the Hamiltonian vector field Q generated by S, i.e. satisfying
ıQΩ = δS. (25)
Once the BV structure Ω is inverted to form the BV bracket {·, ·}, this is
equivalent to
Q = {S, ·} .
This relation is linear in Q and S, namely ıQambΩ = δS
amb and ıQauxΩ = δS
aux.
We will again use the projection maps pik : G → Ok to pull back the auxiliary
action and the auxiliary BV structure to the space of fields
⊕n
k=1 Fˆ
aux
G where
the calculations are easier. Note that we need one copy of FˆauxG for each Wilson
line. The results can then be easily brought over to the actual auxiliary space
of fields by the n projections pik.
For the ambient Hamiltonian vector field we obtain
Qamb =
{
Samb, ·
}
=
((
dAA
+ +
[
γ+, γ
])
,
−→
δ
δγ+
)
−
1
2
(
[γ, γ] ,
−→
δ
δγ
)
−
((
dA+
1
2
[A,A] +
[
A+, γ
])
,
−→
δ
δA+
)
+
(
dAγ,
−→
δ
δA
)
,
(26)
and for its auxiliary counterpart
QˆauxG =
{
SˆauxG , ·
}
=−
∑
k
(
Adg (T0,k)δ(Γk),
−→
δ
δA+
)
−
(
dA(Adg (T0,k)),
−→
δ
δg+
)
−
(
γ, g
−→
δ
δg
)
−
∑
k
(
g+δ(Γk),
−→
δ
δγ+
)
.
(27)
Here δ(Γk) denotes a Dirac distribution two-form centred on Γk to filter the
curve out of the whole manifold N . The fields g and g+ that appear in front
of these Dirac two-forms are defined only on the Wilson lines. The functional
derivatives appearing right after them act on functionals in the bulk, but their
results are zero- and one-forms that make sense on the curves Γk. Since the
ambient and the total actions solve classical master equations, we know that
Qamb and Q = Qamb +Qaux are cohomological, but not Qaux.
If the source space has a boundary, on which might end an open Wilson line
along one or more curves Γk (for simplicity, we will assume all of them), these
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cohomological vector fields cease to be Hamiltonian due to boundary effects
affecting the variation of the differentiated terms in the action. The integration
by part required to compute the contribution of these terms to the variation of
the action now contains a surface integral. The BV-BFV formalism is based on
the observation that this correction can be seen as a one-form in the boundary
space of fields F∂ . This boundary space of fields contains the restriction of
the fields of the bulk BV theory to their value on the boundary of the source
manifold, ∂N in the case of our ambient theory,
⋃n
k=1 ∂Γk for the auxiliary
model describing the Wilson lines. We denote by
pi∂ : F → F∂
the projection corresponding to this restriction. The correction to the Hamilto-
nian condition (25) can be expressed as
δS = ıQΩ+ pi
∗
∂(α∂). (28)
The exterior derivative of this one-form,
Ω∂ = δα∂ ,
happens to be symplectic and is called the BFV structure. It is a two-form
of ghost number 0 in the boundary space of fields. The corrected Hamiltonian
condition (28) is linear in α∂ , too, so we may decompose the boundary BFV
structure
Ω∂ = Ω
amb
∂ +Ω
aux
∂
and compute it in two parts. The ambient one corresponds to the Chern-Simons
model,
Ωamb∂ =
∫
∂N
(
1
2
(δA, δA) +
(
δγ, δA+
))
, (29)
and could actually be derived in a two-dimensional adaptation of the AKSZ
construction. To compute the auxiliary part, we make use of the usual trick to
do calculations in the augmented space of fields. The result
Ωˆaux∂,G =
∑
k
∫
∂Γk
(
Adg(T0,k),
1
2
[
δg g−1, δg g−1
])
(30)
is the sum of 2k copies of the symplectic form ωG of the target space of the
augmented space of fields Fˆaux∂,G, one carried by each extremity of every Wilson
line. Using the relation (15), we immediately find the BFV structure on the
actual auxiliary boundary space of fields Faux∂ =
⊕n
k=1Map(∂Γk,OK),
Ωaux∂ =
∑
k
∫
∂Γk
ω˜Ok , (31)
where ω˜Ok is evidently the Kirillov symplectic form on the k-th (co)adjoint orbit
Ok lifted to the space of fields.
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The curve Γk being one dimensional, we have ∂Γk = {zk, z′k} ⊂ ∂N , and
what the last integral really means is
∫
∂Γk
ω˜Ok = ω˜Ok(zk)− ω˜Ok(z
′
k).
In the last step of the construction of the boundary BFV model, we know
that the restriction of Q to the boundary surface ∂N is Hamiltonian with respect
to the BFV structure, and the boundary BFV action is defined as its generating
functional,
ıQ∂Ω∂ = δS∂ .
Ghost number counting shows that the BFV action has ghost number 1.
In the case of the Chern-Simons model with Wilson lines, we calculate the
restriction of QˆG = Q
amb + QˆauxG in the extended space of fields,
Qˆ∂,G =−
(
1
2
[γ, γ] ,
−→
δ
δγ
)
−
((
dA+
1
2
[A,A] +
[
A+, γ
])
,
−→
δ
δA+
)
+
(
dAγ,
−→
δ
δA
)
−
∑
k
(
Adg(T0,k)δ(Γk),
−→
δ
δA+
)
−
(
γ, g
−→
δ
δg
)
,
(32)
which leads to the two contributions
Samb∂ = −
∫
∂N
((
dA+
1
2
[A,A] , γ
)
+
(
A+,
1
2
[γ, γ]
))
(33)
and
Sˆaux∂,G = −
∑
k
∫
∂Γk
(Adg(T0,k), γ) (34)
to the boundary BFV action. As expected, the G-valued field g appears only in
a (co)adjoint action, so the projection to the auxiliary space of fields is straight-
forward, and we obtain the BFV action
S∂ =−
∫
∂N
((
dA+
1
2
[A,A] , γ
)
+
(
A+,
1
2
[γ, γ]
)
+
∑
k
(Adg(T0,k), γ) (δ
(2)(zk)− δ
(2)(z′k))
)
.
(35)
In the last line, we have cast everything into the integral over ∂N by making
use of Dirac distributions centered on the extremities of the Wilson lines.
We recognize in the boundary BFV action of the Chern-Simons model with
Wilson lines an odd version of the two-dimensional BF model with sources,
where the role of the B field is taken over by the restriction to the boundary of
the ghost field γ of the bulk theory.
We conclude this section with a short remark regarding the insertions (la-
beled by zk and z
′
k) of the boundary model. In our setting, with Wilson lines
ending on the boundary, these insertions always come in pairs of points carrying
the same representation, one insertion at each end of a Wilson line. If we con-
sider Wilson graphs in the bulk model, which are a natural generalizations of
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the Wilson lines, we can obtain any configuration of points and representations
as insertions. Wilson graphs are observables modeled after Wilson lines, but
based on oriented graphs instead of curves. Each edge carries a representation
of g and contributes with a similar term as a Wilson line to the total action,
while each vertex carries an intertwining operator between the representations
of the attached edges. If the formulation of these intertwining operators is
straightforward in the operator formalism, their description is more involved in
the path-integral formalism and goes beyond the scope of this paper, where we
will for simplicity consider only Wilson loops and open Wilson lines.
4 1D Chern-Simons Theory with a Wilson line
The AKSZ construction for the Chern-Simons model can also be carried out
in one dimension [3]. In this section, we will see how to add a Wilson line to
this model, by following the same procedure as in the previous section. The
main difference comes from the fact that the Wilson line is now a space-filling
observable, and that the BV bracket of the auxiliary term with itself will pick up
terms from the ambient part of the BV structure. Moreover, as stated before, we
will now use a Z2-grading, since a Z-grading is not possible in one dimension,
so instead of denoting the ghost number in square brackets, we will use the
parity-reversing operator Π.
Given a one-dimensional manifold Γ (in general a disjoint union of circles
and open segments), the space of fields is
Famb = Map(ΠTΓ,Πg), (36)
where g is again assumed to be equipped with an invariant scalar product (·, ·).
The target space Πg supports the same geometric structures as before, that
we may again transpose to the space of fields.
If x is a coordinate on Γ and θ a Grassmanian coordinate on the odd fibers of
ΠTΓ, we can decompose the fields Ψ ∈ Map(ΠTΓ,Πg) into a g-valued fermion
ψ and a g-valued one-form A = A(x)dx,
Ψ = ψ + θA(x). (37)
We repeat the same procedure to find the BV structure
Ωamb = −
∫
ΠΓ
µ (δΨ, δΨ) =
∫
Γ
(δψ, δA) (38)
and the BV action
Samb =
∫
ΠΓ
µ
(
1
2
(Ψ, DΨ)+
1
6
(Ψ, [Ψ,Ψ])
)
=
∫
Γ
1
2
(ψ, dAψ) . (39)
The g-valued one-form A can be interpreted as a connection for some principal
G-bundle over Γ, where G is a Lie group integrating g. The odd g-valued scalar
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ψ serves simultaneously as a ghost for the gauge symmetry and an antifield for
A.
In order to add Wilson lines to this model, we need to extend the space
of fields, the BV structure and the action with precisely the same auxiliary
structure Ωaux and action Saux as in the three-dimensional case, except that
they are now supported directly by the base manifold of the ambient source
space Γ. We consider a single Wilson line for simplicity, it is easy to add similar
terms for additional lines. Furthermore we assume it covers the whole source
space Γ. Actually it could involve only some of the connected components of Γ,
and the other ones would support a bare (in the sense that there are no Wilson
lines) one-dimensional Chern-Simons model. Notice also that instead of γ we
write ψ to emphasize the fact that it plays simultaneously the role of γ and A+
of the previous model.
We insist once more that since the Wilson line is a space-filling observable,
we need to check that the classical master equation is solved, a result which is
not guaranteed by the AKSZ construction due to the term {Saux, Saux}ambient
coming from the auxiliary part of the action and the ambient part of the BV
structure. If we use again the projection map pi : G → O to pull differential
forms from the auxiliary space of fields Faux to the extended one FˆauxG , we can
calculate
1
2
{
SˆG, SˆG
}
=
∫
Γ
((
SˆG
←−
δ
δA
,
−→
δ SˆG
δψ
)
+
(
g
SˆG
←−
δ
δg
,
−→
δ SˆG
δg+
)
−
1
2
(
SˆG
←−
δ
δg+
,
[
g+,
−→
δ SˆG
δg+
]))
=
∫
Γ
(
−
1
2
[ψ, ψ] + AdgT0, dAψ + g
+
)
+ (−dA(AdgT0),−ψ)
−
1
2
(
ψ,
[
g+,−ψ
])
=
∫
Γ
(
AdgT0, g
+
)
= −
1
2
∫
ΠTΓ
µ (H,H)
= −
1
2
∫
ΠTΓ
µ
(
Saux
←−
δ
δΨ
,
−→
δ Saux
δΨ
)
,
(40)
and the last line shows it explicitly. Nevertheless, this term vanishes, since g+
takes value in the tangent space THO at H = AdgT0 to the adjoint orbit, which
is easily seen to be orthogonal to H with respect to the invariant scalar product
on g.
Again, before we turn to the case of a source space with a boundary, we
need to compute the Hamiltonian cohomological vector field Q generated by S,
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or more accurately its counterpart in the extended space of fields, namely
QˆG =
((
dAψ + g
+
)
,
δ
δA
)
+
((
−
1
2
[ψ, ψ] + Adg(T0)
)
,
δ
δψ
)
−
(
ψ, g
δ
δg
)
−
(([
ψ, g+
]
+ dA(Adg(T0))
)
,
δ
δg+
)
.
(41)
If the source space has a boundary, in other words if some of its components are
segments, we can repeat the procedure to construct the BFV boundary model.
We first calculate the image of the symplectic potential of the boundary BFV
structure in the augmented space of fields from the variation of the BV action,
αˆ∂,G =
∫
∂Γ
(
1
2
(ψ, δψ) +
(
T0, g
−1δg
))
, (42)
and the corresponding pre-BFV structure,
Ωˆ∂,G =
∫
∂Γ
(
1
2
(δψ, δψ)−
1
2
(
Adg(T0),
[
δg g−1, δg g−1
]))
. (43)
We see that the second term is connected to the pullback by the projection map
pi : G→ O of the Kirillov-Kostant-Souriau symplectic structure, and we obtain
as a BFV structure in the proper boundary space of fields
Ω∂ =
∫
∂Γ
(
1
2
(δψ, δψ) + ω˜O
)
. (44)
In all these expressions, the integral over ∂Γ is nothing but a sum over the
boundary points, with each term carrying a sign given by the orientation of its
segment.
The restriction of the cohomological vector field QˆG to the boundary,
Qˆ∂,G =
((
−
1
2
[ψ, ψ] + Adg(T0)
)
,
δ
δψ
)
−
(
ψ, g
δ
δg
)
, (45)
is Hamiltonian with respect to the BFV structure, and it is generated by the
BFV action of the boundary model,
S∂ =
∫
∂I
(
−
1
6
(ψ, [ψ, ψ]) + (Adg(T0), ψ)
)
. (46)
Finally we show that S∂ solves the master equation of the BFV model,
{S∂ , S∂} = Q∂S∂ =
∫
∂Γ
(T0, T0) = 0. (47)
As stated before, the last integral is really a sum over the boundary elements
of ∂Γ with a sign assigned to their orientation, and since they come in pairs, at
each end of every segment, the overall sum vanishes.
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5 Boundary Quantum States
Upon quantization, the partition function and correlators of a field theory de-
fined on a manifold N without boundary are complex numbers. In the pres-
ence of a boundary, one should rather expect quantum states, elements of a
Hilbert space associated to each component of the boundary ∂N , according to
the Atiyah-Segal picture of quantum field theory. The disjoint union of bound-
ary components corresponds to the tensor product of the associated Hilbert
spaces. Then gluing together a pair of components of ∂N corresponds to taking
the scalar product of the two corresponding factors of the tensor product.
For instance, if N = [0, 1] is an interval, the partition function of the BV-
BFV model should take value in some Hilbert space of the form H⊗H, with one
factor for each component of the boundary ∂N = {0, 1}, and upon gluing the
two ends, contracting this tensor product using the scalar product on H should
yield the BV partition function of the same model constructed on the circle S1.
If the bulk theory is studied in the BV formalism, the boundary information
is encoded in the associated BFV model, at least at the classical level, as we saw
in the particular cases of the Chern-Simons theory in one and three dimensions,
possibly with Wilson lines.
To pass to the quantum level, we first observe that a BFV boundary model
can be canonically quantized. The BFV structure, a symplectic structure of
ghost number 0 in the space of fields, is used to define the (anti)commutation
rules for the quantized fields. These act on the Hilbert spaceHBFV∂ associated to
the boundary where the partition function of the bulk takes value. This Hilbert
space inherits a grading from the ghost number of the classical fields. In this
picture, the BFV action S∂ , which was the generator of the cohomological vector
field on the boundary Q∂ , can be quantized by replacing the classical fields with
their quantized counterparts, and we obtain the quantized BFV charge Sˆ∂ . Its
action on the boundary space of states squares to zero and it roughly encodes
the gauge transformations. At the classical level, a physical observable is a
functional annihilated by the cohomological vector field Q generated by the BV
action in the bulk and the BFV action S∂ on the boundary, and two observables
are gauge equivalent if they differ by a Q-exact term. At the quantum level, the
role of Q is taken over by the BFV charge Sˆ∂ : a gauge invariant boundary state
should be annihilated by the BFV charge, and two states are gauge-equivalent
if they differ by a BFV-exact term. Moreover, we require physical states to
depend only on physical quantum fields, and not on the ghosts or the antifields.
In other words, the space of boundary quantum states should correspond to the
BFV-cohomology at ghost number zero H0
Sˆ∂
(HBFV∂ ).
The relation with the quantized bulk theory is that the partition function
(and all the other correlators) should obviously be gauge invariant and there-
fore belong to this cohomology H0
Sˆ∂
(HBFV∂ ). Its determination thus becomes a
subject of interest.
We will start with the one-dimensional Chern-Simons theory, a simpler
model where all calculations can be done until the end, before we study the
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more interesting three-dimensional model.
5.1 1D Chern-Simons Theory
The zero-dimensional boundary model of the one-dimensional Chern-Simons
theory contains g-valued fermions and bosonic fields H = Adg(T0) which take
value in the (co)adjoint orbit O. Once quantized, the fermions form a Clifford
algebraCl(g). If (ta)dimga=1 is an orthononormal basis of g with structure constants
fabc, we obtain the anticommutation rules[
ψˆa, ψˆb
]
= ~δab (48)
for the quantized fermions.
For the bosonic content of the model, the Kirillov symplectic form on the
(co)adjoint orbits is the inverse of the restriction from g∗ ≃ g to O of the
Kirillov-Kostant-Souriau Poisson structure, so that the commutator of two O-
valued quantized fields is simply given by their Lie bracket. If we use the basis
(ta) of the Lie algebra to write
H = Adg(T0) = Xa ta,
we can express the commutation rules with the structure constants of the Lie
algebra, [
Xˆa, Xˆb
]
= ~fabcXˆc. (49)
The corresponding sector of the algebra of quantum operators is a representation
of the enveloping algebra U(g) of the Lie algebra g, namely ρR(U(g)) ⊂ End(VR).
This representation is simply the representation R in which we computed the
Wilson loops in the previous sections.
We can use these operators ψˆ and Xˆ to construct the expectation value of
the Wilson line 〈WΓ,R〉 in the operator formalism, such as in [3], where the
partition function for the one-dimensional Chern-Simons model is derived in
both the path-integral and the operator formalism. If the curve Γ is open, this
expectation value maps the space of fields to the boundary space of quantum
states which is the cohomology at level 0 of the quantum BFV charge,
〈WI,R〉 ∈ H
0
Sˆ∂
(H∂).
We need to find this cohomology.
The BFV charge
Sˆ∂ =
∫
∂Γ
Xˆaψˆa −
1
6
fabcψˆaψˆbψˆc (50)
carries one copy of the cubic Dirac operator [2]
D = Xˆaψˆa −
1
6
fabcψˆaψˆbψˆc
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at each boundary point of Γ. This operator squares to
D2 =
1
2
[D,D] =
1
2
XˆaXˆa −
1
48
fabcfabc,
a central element in the quantum Weil algebra U(g)⊗ Cl(g), which guarantees
that the action of the BFV charge squares to zero.
It is known that this cohomology in trivial ([2],[3]). The resulting quantized
BV-BFV is therefore not very interesting, so we should turn to the more involved
problem of the three-dimensional Chern-Simons theory.
5.2 3D Chern-Simons Theory
We may now repeat the same procedure for the three-dimensional model. The
first observation is that the treatment of the part coming from the extremities
of the Wilson lines, namely the terms in the insertion points labeled by zk and
z′k, is essentially the same as in the one-dimensional model. Each insertion con-
tributes to the overall BFV structure with a term in (31), that when canonically
quantized gives the algebra of operators (49) we encountered in the quantization
of the one-dimensional model. We can formally express the quantization map
Adg(zk)(Tk,0) = Xk,a(zk)ta 7→ ρk(Xˆa(zk))t
a.
Even though the orbits might be different for different insertions, the commu-
tation rules (49) are identical for all of them, only the representation ρk differs,
as we emphasized on the right-hand side.
In the next step, if we choose a complex structure on the boundary surface
Σ = ∂N , we get a polarization of the connection
A = Azdz +Azdz, (51)
which allows us to rewrite the ambient part of the BFV structure (29) in Dar-
boux coordinates of the corresponding sector Famb∂ of the BFV space of bound-
ary fields,
Ωamb∂ =
∫
∂N
dzdz
(
(δAzδAz) +
(
δγ, δA+
))
. (52)
Consequently, we may perform the canonical quantization by choosing among
each pair of conjugated fields one quantum field and replace the other one by
the corresponding functional differential, for instance
Az → a,
Az → −
δ
δa
,
γ → γ,
A+ → δ
δγ
,
(53)
so as to obtain canonical (anti)commutation rules. Note that a is a boson and
γ a fermion.
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The Hilbert space HBFV∂ of boundary states on which act all these operators
is therefore the space of functionals in a and γ with value in a tensor product
of all the representation space associated to each insertion,
HBFV∂ = Fun
(
a, γ;
⊗
k
Vρk ⊗ Vρk
)
.
We recall it is graded by the ghost number.
Among these states, we want to determine the cohomology H0
Sˆ∂
(HBFV∂ ) of
the BFV charge at ghost number zero, made up of the quantum states of the
BV-BFV model. At degree zero, we are considering functionals ψ of the g-
valued (0, 1)-form a, independent of the ghosts γ, which take value in the tensor
product of all representation spaces associated to the extremities of the Wilson
lines of the models.
The BFV charge
Sˆ∂ =−
∫
∂N
dzdz
((
∂a+ ∂
δ
δa
+
[
a,
δ
δa
]
, γ
)
−
∑
k
(
ρk(Xˆa(zk))δ(z − zk)− ρk(Xˆa(zk′))δ(z − zk′)
)
(ta, γ)
+
(
1
2
[γ, γ] ,
δ
δγ
)) (54)
acts on the Hilbert space HBFV∂ via multiplication and differentiation by the
quantum fields a and γ and via the obvious action of the representation ρk on
its representation space Vρk .
At ghost number zero, BFV quantum states ψ are therefore subject to the
condition(
∂a+ ∂
δ
δa
+
[
a,
δ
δa
]
−
∑
k
(
ρk(Xˆa(zk))δzk(z)− ρk(Xˆa(zk′))δzk(z)
)
ta
)
ψ = 0.
(55)
This actually coincides with the constraint (1) in [10] imposed to the Schro¨dinger
picture states in the canonical quantization of the Chern-Simons model on Σ×R
at genus 0, or the constraint (2.2) in [8] in the same situation at genus 1, where it
is found that the cohomology H0
Sˆ∂
(HBFV∂ ) coincides with the space of conformal
blocks in the WZW model for a correlator of fields inserted at the extremities
of the Wilson lines.
The condition (55) for quantum states also appears in the geometric quanti-
zation framework, see for instance constraint (3.4) in [15], therefore the space of
states in geometric quantization coincides with the space of quantum boundary
states in BV-BFV quantization.
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