The heterogeneity within, and similarities between, yeast chromosomes are studied. For the former, we show by the size distribution of domains, coding density, size distribution of open reading frames, spatial power spectra, and deviation from binomial distribution for C + G% in large moving windows that there is a strong deviation of the yeast sequences from random sequences. For the latter, not only do we graphically illustrate the similarity for the above mentioned statistics, but we also carry out a rigorous analysis of variance (ANOVA) test. The hypothesis that all yeast chromosomes are similar cannot be rejected by this test. We examine the two possible explanations of this interchromosomal uniformity: a common origin, such as genome-wide duplication (polyploidization), and a concerted evolutionary process.
The first completely sequenced genome of a eukaryotic organism, Saccharomyces cerevisiae (budding yeast) (Oliver et al. 1992; Dujon et al. 1994; Feldman et al. 1994; Johnston et al. 1994 Johnston et al. , 1997 Bussey et al. 1995 Bussey et al. , 1997 Murakami et al. 1995; Galibert et al. 1996; Bowman et al. 1997; Churcher et al. 1997; Dietrich et al. 1997; Jacq et al. 1997; Philippsen et al. 1997; Tettelin et al. 1997) , provides a unique opportunity to analyze the compositional variations within and between chromosomes that form the genome. It has been known that there is a pervasive compositional heterogeneity in eukaryote DNA sequences (Macaya et. al. 1976; Bernardi 1989 Bernardi , 1995 , that is, different regions of the same chromosome could be compositionally different. This heterogeneity is also manifested by the long-range statistical correlation in DNA sequences (Li et al. 1994; Li 1995 Li -1998a Li , 1997a . When the correlation structure was measured more quantitatively, a surprising connection to a common form of long-ranged, multiple-scaled, slow-varying fluctuation in nature called ''1/f noise'' (e.g., see Li 1995 Li -1998b was discovered (Li 1992; Li and Kaneko 1992; Voss 1992) .
Before the whole budding yeast genome was sequenced, it was rare to compare DNA sequences between different chromosomes owing to lack of data. Now this task is possible. At first glance, the 16 yeast chromosomes are quite different: The longest chromosome (chromosome IV with 1,531,974 bases) is 6.65 times the size of the shortest one (chromosome I with 230,209 bases), a considerable difference. A comparative display of C + G% from centromere to two telomeres for all chromosomes does not reveal any obvious common pattern. It has frequently been pointed out in the literature that the observation that yeast chromosome III has two C + G-rich peaks (Oliver et al. 1992; Sharp and Lloyd 1993) , one for each arm, does not hold for other yeast chromosomes (Dujon 1996) . On the other hand, it was conjectured first by Smith (1987) , then recently supported by a study by Wolfe and Shields (1997) , that yeast may have experienced whole-chromosome duplication (polyploidization). If one chromosome was originally duplicated from another and if the subsequent evolutionary histories of the two were similar because of the shared cellular environment or if there are mechanisms to create and maintain the similarity between chromosomes, such as the reciprocal translocations (Sherman and Helms 1978; Sugawara and Szostak 1983; Breilmann et al. 1985; Ryu et al. 1996) , the difference (in a statistical sense) between the two chromosomes should be small. The implication from this argument is that different chromosomes should share common features. We aim to resolve the two conflicting perspectives by studying both the intra-(within) and inter-(between) chromosomal heterogeneity in the yeast genome.
A commonly adopted procedure in presenting compositional variation along a chromosome is to plot C + G% in an overlapping moving window, (e.g., Oliver et al. 1992; Sharp and Lloyd 1993; Dujon 1996) . However, features of this C + G% in the moving window plot can depend on both the window length and the moving distance. The total number of C + G-rich peaks may actually depend on how the window length and the moving distance are chosen. In this paper we use a unique set of nonoverlapping windows determined by a segmentation procedure, and the C + G% in these windows are tested using the analysis of variance (ANOVA) and similar rigorous treatments. We believe conclusions based on this method, concerning the statistical similarities and differences among the 16 chromosomes, are unambiguous.
RESULTS

Homogeneous Domains in Yeast Genome
Rather than treating a moving (overlapping) window with a fixed window size as a sample point of the C + G%, we use a systematic procedure to partition a sequence into (nonoverlapping) homogeneous domains. (This segmentation algorithm is described in Bernaola-Galván et al. 1996; Román-Roldán et al. 1998; see Methods) . There is a single parameter that controls how homogeneous a domain is: the significance level s. When s is 99%, for example, there is a 99% chance that the segmentation is attributable to true heterogeneity and a 1% chance that such segmentation can be accomplished in a random sequence. The larger the s, the more stringent the criterion for the segmentation and the larger the domain size. For this reason, s can also be called the ''stringency level.'' Table 1 lists the number of domains in all yeast chromosomes when the significance level s is 95%, 99%, 99.9%, 99.99%, and 99.999%. Each domain is relatively homogeneous at that significance level. At s = 95% and 99%, there are many domains with sizes smaller than 20 bases. At s = 99.999%, the number of domains per chromosome is small, which is not ideal for carrying out statistical analysis. Thus, we choose s = 99.9%. Figure 1 shows the density function of the logarithm of domain sizes segmented at the significance level s = 99.9%. If no logarithm is taken, the distribution exhibits a long tail at large domain sizes.
Testing Uniformity of C + G% between Different Chromosomes
Despite the difference of domain sizes and the number of domains between 16 chromosomes, the similarity of the density function of (log) domain sizes in Figure 1 is obvious. Here, we examine the similarity of C + G% among different chromosomes. Using each domain segmented at the significance level of 99.9% as a sample point, we first show two exploratory plots: One is the box plot of C + G% (Fig.  2) , and the other is the density function of C + G% (Fig. 3) . Because each domain contributes one sample point and domain sizes vary, the average or median presented in Figures 2 and 3 are not the same as the C + G% obtained from counting bases. In both Figure 2 and Figure 3 , chromosome I has the highest C + G%, and chromosome III is near the lowest end.
ANOVA is a method to compare different groups (Fisher 1925 (Fisher , 1932 . A test statistic, the F value, compares two quantities, one owing to the variance within group and the other owing to both the within-and between-group variances (see Methods). A large F value means that one or more of the group means differs from the rest. When the ANOVA is applied to yeast chromosomes, each chromosome is a group, and each segmented domain is a member of a group. Table 2 shows the results of the ANOVA test at the significance level s = 99.9%. The F value in this test is equal to 1.037479, which is very small. With this F value, the null hypothesis that all chromosomes have the same C + G% cannot be rejected (the probability that the F value will be this large or larger under the null hypothesis, i.e., the P value, is 0.4118962).
The derivation of the P value depends on an assumption that the C + G% follows a normal distribution. Because the distribution of C + G% as shown in Figure 3 does not look normal, we may not trust the P value obtained. A more robust test is the nonparametric Kruskal-Wallis test (Kruskal and Wallis 1952) . Such a test was performed on the C + G% obtained at s = 99.9%, and it leads to a 2 value of 21.3307 with 15 degrees of freedom, which corresponds to a p-value of 0.1266. Again, the null hypothesis cannot be rejected.
Similar ANOVA tests were carried out when the sequences are segmented at different significance levels. When s > 99.9%, the domains are larger, and F values are consistently small, thus failing to reject the null hypothesis. When s < 99%, there are many short ''domains,'' and their C + G% are very likely to be either 0 or 100%. Because domains of such small sizes are not of interest in terms of characterizing large-scale heterogeneity in DNA sequences, we prefer to choose a significance level ∼99.9% or larger.
Statistics of Open Reading Frames
We define an open reading frame (ORF) as strictly a subsequence between a start and a stop codon, regardless of its length. When a start codon is followed by another start codon before encountering a stop codon, the first start codon is used. Figure 4 shows the number of ORFs in each chromosome, when the size is >100 and 300 bases, as a function of the chromosome length. The linear increase in the number of ORFs with chromosome length indicates that the spatial density of ORF (i.e., coding density) is extremely uniform among different chromosomes. When the ORFs in one chromosome are examined, there are both long and short ones (remember that we define ORF without a reference to its length). As emphasized by Senapathy (1986) , the length distribution of ORFs in a random sequence is negative exponential (or geometric). Consequently, if DNA sequences are random sequences, it would be very hard to observe long ORFs. Figure 5 shows the length distribution (divided by the chromosome length, in the unit of 100 kb) of ORFs in all 16 yeast chromosomes (in linear-log scale). The corresponding distributions of ORFs of two random sequences are also illustrated for a comparison: one unbiased ( A = C = G = T = 0.25) a n d a n o t h e r b i a s e d ( A = T = 0 . 3 1 a n d C = G = 0.19, same base composition as the yeast chromosomes). Although there is a difference between unbiased and b i a s e d r a n d o m s e q u e n c e s [C + G-poor random sequences tend to have shorter ORFs than unbiased ones (Oliver and Marín 1996) , simply because stop codons are C + G-poor], the biggest difference is between a random sequence and a yeast sequence (Fig. 5) .
The similarity of length distribution of ORF's among different chromosomes is striking. It is even more striking when we examine ORFs longer than 4500 bases-''outliers''-that are not included in Figure 5 . The number of outliers per 100 kb is listed in Table 3 . With the exception of chromosome I (because there is only one outlier in that chromosome), the number of outliers per unit length is very similar among different chromosomes.
Figure 5
Length distribution of ORFs (<4500) per 100 kb for all 16 chromosomes (labeled 1-9 and a-g), in linear-log scale. The similar distributions for two random sequences (r, unbiased; i, biased) are also plotted. The bin size on x-axis is 100 bases. 
Spectral Analysis
A power spectrum is a transformation of a sequence of variables in the ''frequency domain'' or ''frequency space.'' There are at least two common applications of the spectral representation of a sequence. One is to examine whether or not the sequence is a random sequence that lacks correlation between different components: Random sequences exhibit flat power spectra. Sequences with flat power spectra are also known as ''white noise.'' Another application of the spectral representation is to identify underlying periodic patterns in the sequence: Each periodic signal is manifested as a peak in the power spectrum. For DNA sequences, the sequence of variables can either be the base sequence or can be the base density sequence where each base density is obtained from a nonoverlapping window (see Methods). The usefulness of spectral analysis for DNA sequences has well been recognized, such as the determination of the periodicity of ∼10 bases in genomic sequences (Widom 1996) . Figure 6 shows the 16 power spectra, one for each chromosome. Each chromosome is partitioned into N = 2 14 = 16384 equal-length, nonoverlapping windows, and the base density in each window is used as the sequence for a spectral analysis. The inset in Figure 6 , which is the regular power spectra multiplied by the chromosome length (in 100 kb), shows a remarkable similarity between the 16 chromosomes. There is a simple explanation of the multiplication of the sequence length: The base density is approximately equal to a constant plus a variance term O(1/√n), where n = L/N is the number of bases per window (L is the chromosome length). Inserting this expression in the definition of the power spectra (see Methods), the L dependence is 1/L. Multiplying by L will remove the L dependence. Another nontrivial observation of Figure 6 is that these are 1/f spectra. 1/f noise, also called ''pink noise'' (e.g., Dumermuth and Molinari 1987) , is noise whose power spectra are approximately inversely proportional to the frequency. This form of noise is ubiquitous in nature, ranging from fluctuation of star luminosity to traffic flow density on highways (e.g., see Li 1995 Li -1998b . 1/f noise is neither a white noise nor a 1/f 2 spectrum [the latter is typical for sequences with simple heterogeneity (Li 1997b) ], and comparisons have been made among the three (Schroeder 1991) . 1/f spectra are typical for se- 
Figure 6
Smoothed power spectra P(f) (in log-log scale) of density sequence for all 16 yeast chromosomes. The number of nonoverlapping windows is 2 14 = 16384. Neighboring 32 spectral components are averaged into one point. (Main plot) The original spectra; (inset) spectra multiplied by the chromosome length (in 100 kb).
quences with a broad range of length scales, including long tails at the high end of the length scale. The presence of 1/f spectra in yeast chromosomes is consistent with the long tails in Figure 1 (remember that the logarithm compresses the x-axis at the high domain sizes) and Figure 5 .
Overabundant Subsequences
A favorite analysis of DNA sequences is the frequency count of subsequences (''words'') in overlapping windows and comparing these with those from unbiased and biased random sequences. Instead of repeating this type of analysis, our aim here is to show that overabundancy of some subsequences is similar among yeast chromosomes.
We first show the overabundancy of subsequences of length 25. Because the number of possible subsequences with length 25 is 4 25 ≅ 10 15 , whereas the length of a yeast chromosome is ഛ10 6 bases, most of the length 25 subsequences appear only once. We identify those length 25 subsequences that appear more than once in Figure 7 , which plots the number of such subsequences for each chromosome. It is sometimes called a Zipf's curve of the first kind (Miller 1965 ) (Zipf's curve of the first type is often used for analyzing rare events, and Zipf's curve of the second type for analyzing common events).
The inset in Figure 7 is the Zipf's plot for chromosome VIII. We identify the most over-abundant length 25 subsequences in this chromosome as: ATAT. . .TA and TATA. . .AT [poly(AT) tract], (both appearing 16 times, no. 9), TT. . .T (appearing 13 times, no. 8) and AA. . .A (appearing 9 times, no. 7)
[poly(A) and poly(T) tract], length 25 subsequences originated from a repeat element within the ORF YHR211W (part of nos. 6 and 5), and subsequences originated from a GTTTT repeat (part of nos. 5 and 4).
Poly(A)/poly(T) tracts are particularly abundant in yeast genome as part of poly-purine/polypyrimidine tracts (Yagil 1994; Behe 1995) We plot the length distribution of poly(A)/poly(T) tracts in Figure 8 . In the inset in Figure 8 , we plot the similar length distribution of poly(G)/poly(C) tracts, which is consistent with the corresponding random sequences. This indicates that poly-purine tracts are A-rich instead of G-rich.
Again, what is striking about Figures 7 and 8 is that even rare events are qualitatively similar among different yeast chromosomes. We have already encountered this phenomenon in the frequency counts of very long ORFs (Table 3) , which are also rare events.
Deviation from Binomial Distribution
The C + G% in overlapping windows (length n) in a random sequence follows the binomial distribution:
where cg = N cg,n /n is the estimated C + G% in the length n subsequence.
For yeast sequences, this distribution actually approximates the data well when the window size n is small (e.g., <30). For larger window sizes, however, the binomial distribution fails to fit the data, as can be seen from Figure 9 . In Figure 9a , we plot The wider spread in the distribution of Figure 9a can be characterized by the second-order moment (variance). Instead of plotting the similar distribution as Figure 9a for each window size n, in Figure 9b we plot the variance as the function of n from 1 to 1000 (again, for all 16 chromosomes). The binomial distribution predicts a linear increase of the variance on n with a slope cg (1 ‫מ‬ cg ) (it is drawn in Fig. 9b ). We can see that the deviation from the binomial distribution starts from ∼30 bases.
Another characterization of a distribution is its third-order moment, which measures the skewness of the distribution. Figure 9 plots this third-order moment (in absolute value) as a function of the window size n. The binomial distribution predicts that this third-order moment increases linearly with n with the slope | cg (1 ‫מ‬ cg )(1 ‫מ‬ 2 cg )|. Again, the deviation from the binomial distribution is clear when the window size is large.
We repeat similar plotting for experimentally confirmed coding sequences in Figure 9 , d-f). The confirmed coding sequences are those ORFs whose locus description in the corresponding ''Chromosomal Feature Table' ' of the Saccharomyces Genome Database (Cherry et al. 1997 ) is other than Hypothetical ORF. There is still a deviation from the binomial distribution, only with a lesser degree. The conclusion is the same: Even if each individual chromosome sequence exhibits deviations from a random sequence, this deviation is similar in different chromosomes.
DISCUSSION Heterogeneity within Chromosomes
Our analysis of the primary DNA sequences in budding yeast reveals nonrandomness at large length scales, as illustrated by the long tail in the length distribution of homogeneous domains (Fig. 1) , the existence of extremely long ORFs (Fig. 5) , the 1/ftype power spectra (Fig. 6) , and the deviation from the binomial distribution for long subsequences (Fig. 9) . These features will not be revealed if one only examines short-range correlations such as the dinucleotide abundancy (Karlin and Mrázek 1997) .
The degree of heterogeneity within a chromosome can be rigorously characterized and tested by what we called a ''two-level segmentation test.'' It should be noted that this test concerns the magnitude of the base composition fluctuation instead of spatial distances spanned by these fluctuations. The two-level segmentation test reveals that chromosomes III and VIII have larger fluctuation of C + G% than other chromosomes, even though the spatial structure of the fluctuation is similar among all chromosomes as shown in this paper. More details of this test will be presented elsewhere (J.L. Oliver and W. Li, in prep.)
Uniformity among 16 Chromosomes: Common Origin?
What we observe in this paper, that 16 yeast chromosomes are statistically similar to each other, may not be a surprise to many people. For example, Grantham proposed that the codon usage bias within a genome is similar, whereas those between different species are different (the so-called ''genome hypothesis,' ' Grantham et al. 1980) . A conclusion similar to ours was obtained (Lió et al. 1996) where block entropy is used to reveal compositional homogeneity at short length scales. What is new in this paper is a more systematic comparison of chromosome-wide statistics among different chromosomes. The ANOVA analysis and the related nonparametric test, in particular, provide a more quantitative characterization of C + G% difference or similarity between chromosomes.
Our results show with little doubt the uniformity among chromosomes. The question is, How can we explain it in light of the heterogeneity within a single chromosome? There could be two possible explanations: The first is that all 16 chromosomes might have originated from a limited set of ancestral chromosomes, either through repeated polyploidization, as occurred in many animal and plant genomes (Ohno 1970; Holland and GarciaFernández 1996; Spring 1997) , or by a derivation from a single hypothetical ancestral chromosome through breakage and chromosomal rearrangements, as occurred in the genomes of cereals (Moore 1995; Moore et al. 1995) .
A polyploid origin for the budding yeast genome was first proposed by Smith (1987) based on an evolutionary study of the histone genes. Recently, Wolfe and Shields (1997) reported evidence for an 8-to 16-chromosome doubling, though there is no stronger support for more ancestral duplications. Whether these ancient duplications occurred is still an open question. The extensive gene duplication present in the yeast genome would have profound implications for the evolution of new gene functions (Ohno 1970 ) and the correlation structure that this genome shows.
Uniformity among 16 Chromosomes: Concerted Evolution?
The second explanation is that whether or not all chromosomes originated from the same source, they could evolve together either ''passively'' or ''actively.'' By passively, we mean these chromosomes were expressed, replicated, and repaired in the same cellular environment. By actively, we mean some mechanism that forces different chromosomes to have similar sequences.
Although repetitive sequences could be such a forcing mechanism-the similar repetitions in all chromosomes may cause these chromosomes to be statistically similar-it is known that the yeast genome is remarkably poor in tandem repetitive sequences (Dujon 1996) [the best known repetitive sequences in yeast, the subtelomeric repeats (Szostak and Blackburn 1982; Chan and Tye 1983a,b) , are only located near the two ends of the chromosome]. Also, repetitive sequences are not the most important contributor to the nonrandomness of a DNA sequence. They can be easily separated from the rest of the sequence, and the remainder of the sequence will still exhibit compositional heterogeneity and statistical correlation (Li 1992) .
The insertion of mobile elements such as transposons in yeast (Ty) (Boeke and Sandmeyer 1991) , which are bracketed by long-terminal repeats (LTRs), can possibly contribute to the uniformity because they introduce similar segments into different chromosomes. However, Ty and LTRs constitute only 3.15% of the yeast genome (Dujon 1996) . Furthermore, yeast transposon seems to insert in specific regions, and its density is very different from one chromosome to another; thus, it is unlikely that it is primarily responsible for the pervasive interchromosome uniformity we observed.
One of the best candidates for forcing uniformity among different yeast chromosomes is the interchromosome recombination (e.g., through reciprocal translocation), despite the higher meiotic cost related to this interchange (Sherman and Helms 1978; Sugawara and Szostak 1983; Breilmann et al. 1985; Ryu et al. 1996) . This mechanism is supported by the observation that most of the duplicated gene clusters maintain the same orientation toward the centromere (Wolfe and Shields 1997) . Recombinant events, such as reciprocal translocation, ensure a recurrent interchromosome genetic flux, which may lead to uniformity among different chromosomes.
If reshuffling chromosomal segments forces uniformity among different chromosomes, why did the same mechanism not force homogeneity within a chromosome? One possibility is that although interchromosome recombinations are common (Sherman and Helms 1978; Sugawara and Szostak 1983; Breilmann et al. 1985; Ryu et al. 1996) , the internal rearrangements within a same chromosome (through inversion) are less frequent. It is also possible that the interchromosome recombinations act only on a large length scale; thus, all nonrandomness in smaller scales is untouched. A definite answer to this question requires further investigation.
The molecular and evolutionary knowledge obtained from the yeast genome provides essential clues to understanding the general problem of complex heterogeneity in eukaryotic DNA sequences. Current models of genome dynamics consider single-base duplication and point mutation (Li 1989 (Li , 1991 , nonlocal duplication (Li 1992) , and insertion of mobile elements (Buldyrev et al. 1993) . Despite their extreme simplicity, some of these models, such as the expansion-modification model (Li 1989 (Li , 1991 , are able to generate complex heterogeneity, self-similar long-range correlation, and 1/f power spectra. None of them, however, considers multiple chromosome dynamics, such as the whole-genome duplication and interchromosomal exchange mentioned above. It is conceivable that by adding these genome-wide dynamics to the single-sequence models, both intrachromosome heterogeneity and interchromosome uniformity can be simulated and explained.
METHODS Segmentation Algorithm
A DNA sequence is segmented into (relatively) homogeneous domains by the following 1-to-2 and recursive 1-to-2 segmentation algorithm (Bernaola-Galván et al. 1996; Román-Roldán et al. 1998 ): In the 1-to-2 segmentation, for each partition
where L is the sequence length), the Jensen-Shannon distance (Lin 1991) between the left and right subsequences, D(i), is calculated:
where
/L, and p 1 and p 2 are the base compositions at the left and the right subsequence. Then, the partition point i* is selected that maximizes the D(i).
In recursive 1-to-2 segmentation, the above 1-to-2 segmentation is recursively applied to each segmented domain until (1) the size of the domain is equal to 1 base (or smaller than a selected lower bound) or (2) the D(i*) falls within the s% of the distribution under null hypothesis (i.e., the sequence is a random sequence). The s is called the significance level in this paper (note that in many statistics books, 1 ‫מ‬ s is called the significance level), which is usually chosen to be high (stringent), for example, 99% or 99.9%. A computer program for segmenting DNA sequences is available upon request (J.L. Oliver, R. Román-Roldán, J. Alegre, J. Pérez, P. BernaolaGalván, in prep.).
ANOVA
The single-classification ANOVA is introduced in great detail by Sokal and Rohlf (1995) . Denoting the jth member in ith group as Y ij , and the average of Y ij over j as Y i ,the average of Y i over i as Y, the following within-and between-sum of squares (SS) are calculated:
2 , where n i is the number of members in group i. If the number of groups is a, the within-, and between-degrees of freedom are given by df w = ⌺ i (n i ‫מ‬ 1), df a = a ‫מ‬ 1. The sum of the squares divided by the degree of freedom is called the mean of squares (MS), and the ratio of the two MSs is the F value:
MS w is an estimator of the variance of the population, 2 , and MS a ≈ 2 + n 2 A , where n is some average number of members per group and 2 A is the ''added variance component among groups'' (Sokal and Rohlf 1995) .
Power Spectra
A power spectrum can be defined for a base sequence or a density sequence. When it is defined for a base sequence of DNA, it is
where L is the sequence length, and x ␣ (j) is the binary indicator of the base at position j. When the power spectrum is defined on a density sequence, it is
where N is the number of nonoverlapping windows, and ␣ (j) is the base composition at window j.
To take advantage of the fast Fourier transform algorithm (Cooley and Tukey 1965) , the number of data points to be analyzed should be a power of 2, that is, N = 2 m , where m is an integer.
P(k)s are often plotted as a function of the frequency f = k/L, which ranges from 0 to 0.5 in the unit of 1/base. We smooth a noisy plot of P(k) by averaging neighboring spectral components (Press et al. 1990 ).
