Weak Holomorphic Structures over K\"ahler Surfaces by Paunoiu, Alexandru & Rivière, Tristan
ar
X
iv
:1
91
0.
13
16
8v
1 
 [m
ath
.D
G]
  2
9 O
ct 
20
19
Weak Holomorphic Structures over Ka¨hler Surfaces.
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Abstract: In this work we prove that any unitary Sobolev W 1,2 connection of an Hermitian bundle
over a 2-dimensional Ka¨hler manifold whose curvature is (1, 1) defines a smooth holomorphic structure.
We prove moreover that such a connection can be strongly approximated in any W 1,p (p < 2) norm
by smooth connections satisfying the same integrability condition.
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1 Introduction
The calculus of variations of Yang-Mills in 4-dimensions has naturally lead to the definition of Sobolev
connections [7]. We consider this notion in the following complex framework. Let E be C∞ complex
vector bundle of rank n over a Ka¨hler manifold X and h0 be some reference Hermitian inner product
in the fibers of E: i.e. (E, h0) defines an Hermitian vector bundle. We shall sometimes consider E
issued from it’s associated GLn(C) principal bundle or from it’s associated unitary principal bundle.
We are interested in the space of Sobolev W 1,2 connections of E which are defined as follows: Let ∇0
be a smooth connection of E, we denote
S1,2(E, h0) :=
{
∇ := ∇0 + η where η ∈W
1,2(Ω1(adh0(E)))
}
∗Forschungsinstitut fu¨r Mathematik, ETH Zentrum, CH-8093 Zu¨rich, Switzerland.
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whereW 1,2(Ω1(adh0(E))) is the space of SobolevW
1,2 1-form sections into the sub-bundle of the endo-
morphism bundle End(E) made of the unitary endomorphisms for the reference metric h0. S
1,2(E, h0)
is called the space of Sobolev unitary W 1,2−connections of (E, h0).
Throughout the paper we will heavily use gauge theory in order to obtain our results. Thus, we find
it useful to recall to the reader the notion of a gauge transformation of a connection ∇ ∈ S1,2(E, h0).
Let g be a section of the Hermitian vector bundle E, then the gauge transformation of ∇ = ∇0 + η
by g is defined as ∇g = ∇0 + η
g, where ηg := g−1dg + g−1ηg.
We will be interested in the convergence of Sobolev unitary connections, and their respective Sobolev
structures in the case of closed Ka¨hler surface. We will positively answer the question of strong
convergence: unitary W 1,2 connections ∇ that preserve the integrability condition
F 0,2∇ = 0
can be strongly approximated by smooth connections which also satisfy the condition. Recall that
in the smooth case that unitary connections satisfying the integrability condition are in one to one
correspondance with holomorphic structures (see [5, Theorem 2.1.53]). The goal of this paper is to
extend this identification to Sobolev connections.
More precisely, our first main result is the following:
Theorem 1.1. Let ∇ be a unitary W 1,2 connection of an hermitian bundle (E, h0) over a closed
Ka¨hler surface X2. Assume ∇ satisfies the integrability condition
F 0,2∇ = 0 (1.1)
then there exists a smooth holomorphic structure E on E and a
⋂
q<2
W 2,q section h of the bundle of
positive Hermitian endomorphisms of E such that
∇ = ∂0 + h
−1∂0h+ ∂E (1.2)
where ∂E is the ∂−operator associated to the holomorphic bundle E and ∂0 is the 1-0 part of the Chern
connection associated1 to the holomorphic structure E and the chosen reference hermitian product h0.
The second main result of this paper asserts that Sobolev holomorphic structures associated to Sobolev
unitary connections are strongly approximable by smooth ones in 2 complex dimension (the dimension
for which the Yang-Mills energy is critical):
Theorem 1.2. Under the assumptions of Theorem 1.1, there exists a sequence of smooth connections
∇k on a smooth holomorphic bundle Ek satisfying
F 0,2∇k = 0 ,
and converging to ∇ in the sense of:
dp(∇k,∇) := inf
σ∈G1,2(GL(n,C))
∫
X2
|∇k −∇
σ|p ω2 +
∫
X2
|F∇k − F∇σ |
p ω2 → 0 (1.3)
for any p < 2, where G1,2(GLn(C)) is the space of W
1,2 gauge transformations on E for the group
GLn(C).
Moreover, there exists a family of isomorphisms Hk such that
∂Ek = H
−1
k ◦ ∂E ◦ Hk.
That is, the sequence of connections ∇k act on an equivalent bundles to E. ✷
1These connections are not necessarily unitary with respect to h0 anymore.
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The strong approximation of Sobolev connections by smooth ones has been proven in the case of
Riemannian manifolds without the integrability condition (1.1). This is less involved and hence, one
of the novelties of this paper is exploring how the approximation can be achieved by adding the
integrability condition.
Remark 1.1. We have formulated these theorems by considering closed Ka¨hler manifolds. This
consideration has been done for simplicity, since it allows us to use the fact that ∂∂
∗
+ ∂
∗
∂ is locally
equal to the Hodge-Laplace operator ∆d = dd
∗ + d∗d. The reader should take into account the fact
that the results are generalisable to closed complex manifolds by carefully dealing with error between
the ∂∂
∗
+ ∂
∗
∂ and ∆d operators.
There has been a definition of weak connections with L2 bounded curvature given by the second author
in collaboration with M. Petrache in [17] and [18]. This definition was motivated in a search of the
closure of Sobolev connections below a Yang-Mills energy level. Roughly speaking a weak connection
in real 5-dimensions is defined as being an L2 1-form into a Lie algebra g such that its restriction
on a.e. 4-sphere is a Sobolev connection. In higher dimensions weak connections are defined in an
iterative way. That is, for n > 5, a weak connection in n-dimensions is an L2 form A into the Lie
Algebra such that when restricted to a.e n−1 spheres is itself a weak connection. This space has been
proved to be weakly sequentially closed under Yang-Mills Energy control. This was one of the main
results in [17] and [18].
In higher even dimensions, for the weak connections defined in [18] over a complex manifold and sat-
isfying in addition the integrability condition F 0,2A = 0, we expect theorems 1.1 and 1.2 to extend in
the following way : We expect to have necessary singularities and the smooth holomorphic structures
should be replaced by the more general notion of coherent sheaves. The question remains to know how
smooth these sheaves can be and if a weak holomorphic structure defines a reflexive sheaf or not.
The motivation for addressing these questions takes it’s roots in a paper of G. Tian [25] in which the
closure of the space of smooth Yang-Mills fields has been studied. It leads naturally to the study of
Yang-Mills Fields on a bundle well defined away from a co-dimension 4 closed rectifiable set in the
basis. The attempts in [17] and [18] was to give a suitable notion of such singular bundles together
with a singular connection that enjoys a sequential weak closure property. The attached singular
“bundle” to these singular connections could be thought as a real version of coherent sheaves. The
goal of mixing the notion of weak connection with the integrability condition F 0,2A = 0 is to check
whether the corresponding singular bundle coincide with the classical notion of reflexive sheaves in
the complex framework. The present paper is bringing a positive answer to this question when the
basis is a Ka¨hler surface.
Structure of the paper
In 1.1 we introduce some notation.
Section 2 is devoted to the proof of theorem 1.2 in the case of small Yang-Mills energy. This proof is
not going to be used for proving the theorem in its full generality. However, we thought that it could
be useful for the reader to expose a different approach in this particular case and the scheme of the
proof we are giving in this section is going to be used in later ones.
Under the smallness condition of Yang-Mills energy, in Section 2.1 we prove that connections satis-
fying the integrability condition (1.1) are locally holomorphically trivialisable, meaning that in any
geodesic ball embedded in our manifold X2 where we can write ∇ = d+A, we show the existence of
3
g ∈ GLn(C) such that A
0,1 = −∂g · g−1. Using this result, we prove theorem 1.1 in Section 3.
Sections 4 and 5 are dedicated to proving theorem 1.2 in the case of high Yang-Mills energy. The
former section proves the strong approximation result, and the latter concludes the statement by
proving that the connections ∇k act on equivalent bundles to E.
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1.1 Notations
Mn(C) - the space of n× n complex valued square matrices
G1,2(GLn(C)) - the space of W
1,2 gauge transformations on E for the group GLn(C)
Γ(E) - the space of global smooth sections of the vector bundle E
ΓW p,q(E) - the space of global W
p,q sections of the vector bundle E
Ap,q(E) - the space of global (p, q)-sections defined on the vector bundle E
Ωp,qU ⊗ g - the space of g-valued (p, q)-forms on U
W 2,pD - the space of Sobolev functions W
2,p that vanish on the boundary of the domain
ϑω - ϑ = − ∗ ∂∗, formal adjoint of ∂ (see [6, p. 83])
Nω - N is the inverse operator of ✷ = ∂∂
∗
+ ∂
∗
∂ applied to the (p, q)-form ω
B4 - 4-dimensional unit open ball
B4r - 4-dimensional open ball of radius r > 0
[A,B] - [A,B] = A ∧B +B ∧A, if A,B are (p, q)-forms
(
A0,1
)g
- g−1∂g + g−1A0,1g
|||T ||| - the norm of the operator T : X → Y , for X,Y Banach spaces
σ(T ) - the spectrum of the operator T
ρ(T ) - the resolvent of the operator T , defined as C \ σ(T )
A(x) - for k-forms A =
∑
|I|=k xIdxI denote A(x) =
∑
I ai(x)dxI
dp(∇k,∇) - infσ∈G1,2(GL(n,C))
∫
X2 |∇k −∇
σ|p ω2 +
∫
X2 |F∇k − F∇σ |
p ω2
2 Density under low energy
Given a unitary W 1,2 connection ∇ of the hermitian bundle (E, h0) over a closed Ka¨hler surface X
2
satisfying F 0,2∇ = 0, we assume without loss of generality that B
4 is a geodesic ball in X2 and that ∇
trivialises as ∇ = d+A in B4, where A is a connection 1-form. Moreover, in this section we will work
with low Yang-Mills energy and hence assume that the L2 norm of curvature 2-form is controlled by
the W 1,2 norm of A - which satisfies the smallness condition
‖A‖W 1,2(B4) ≤ ε0(X
2, ω)
for some ε0(X
2, ω) > 0 depending on the surface X2 and the Ka¨hler form ω. We will use the smallness
assumption throughout this section. Moreover, to fix ideas we will assume that B4 is the flat closed
5
unit ball.
We start by showing how to smooth 1-forms, keeping the approximating sequence unitary. This method
however, does not ensure the integrability condition (1.1). Let p > 1 and A ∈W 1,p(Ω1B4⊗u(n)) then
we can always find a smooth sequence of unitary 1-forms Ak ∈ C
∞(Ω1B4 ⊗ u(n)) such that
Ak → A in W
1,p(B4).
Indeed, we can write A as A = A0,1 −A0,1
T
, where A0,1 = α1dz1 + α2dz2. Since for each i = 1, 2, we
have αi ∈W
1,p(B4, u(n)), then by the density of C∞ functions into W 1,p, there exist sequences
α1,k → α1 in W
1,p(B4)
and
α2,k → α2 in W
1,p(B4).
By definingA0,1k := α1,kdz1+α2,kdz2 and Ak := A
0,1
k −A
0,1
k
T
, we obtain by construction the convergence
of Ak to our initial form A in W
1,p. Moreover, Ak is a unitary 1-form.
The next lemma helps us to prove that we can always find a perturbation of a given a connection
1-form A ∈W 1,p with low norm such that the integrability condition (1.1) is satisfied.
Lemma 2.1. Let p ≥ 2. There exists ε > 0 depending on p such that for any A ∈W 1,p(Ω1B4⊗ u(n))
satisfying ‖A‖W 1,p(B4) ≤ ε, there exists a 1-form
A˜ ∈W 1,p(Ω1B4 ⊗ u(n))
that satisfies the integrability condition
F 0,2
A˜
= 0
and ∥∥∥A˜−A∥∥∥
W 1,p(B4)
≤ C
∥∥∥F 0,2A ∥∥∥
Lp(B4)
,
for some constant C > 0 depending on p. Moreover, if A is smooth then A˜ is also.
In the proof we will use Sobolev embeddings under the assumption that p ∈ [2, 4) - which is the more
delicate case. If p ≥ 4, the results hold by considering the corresponding Sobolev embeddings.
Proof of Lemma 2.1. In order to obtain a form satisfying the integrability condition, we want to
perturb the A with a form V ∈ C∞(Ω1B4, u(n)) such that F 0,2A+V = 0. We express V by V = v − v
T ,
where v ∈W 1,p(Ω0,1B4 ⊗Mn(C)). By expanding F
0,2
A+V = 0 we, thus, get the following equation
∂v + [v,A0,1] + v ∧ v = −F 0,2A .
By the fact that we work on a Ka¨hler manifold, we know that ∂∂
∗
· = 12∆ · dz1 ∧ dz2 on the space
Ω0,2B4. Thus, we want to transform the PDE above into an elliptic one by taking v of the form
v = ∂
∗
ω
with ω = 0 on ∂B4 - so that ∂
∗
is well defined. We solve the following elliptic system:
∂∂
∗
ω + [∂
∗
ω,A0,1] + ∂
∗
ω ∧ ∂
∗
ω = −F 0,2A .
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Since A0,1 and F 0,2A have small norms, we can solve it using a fixed point argument. We consider the
following Dirichlet problem:

∂∂
∗
ω = −[∂
∗
ω,A0,1]− ∂
∗
ω ∧ ∂
∗
ω − F 0,2A in B
4
ω = 0 on ∂B4.
We fix k and we build the following sequence {ωj}
∞
j=1 of forms that solve the PDEs:
∂∂
∗
ω1 = −F
0,2
A
∂∂
∗
ω2 = −[∂
∗
ω1, A
0,1]− ∂
∗
ω1 ∧ ∂
∗
ω1 − F
0,2
A
· · ·
∂∂
∗
ωj+1 = −[∂
∗
ωj, A
0,1]− ∂
∗
ωj ∧ ∂
∗
ωj − F
0,2
A
· · ·
where ωj = 0 on ∂B
4 for all j ≥ 1.
Claim. {ωj}
∞
j=1 exists and is a bounded sequence in W
2,p.
By classical elliptic theory, since F 0,2A ∈ L
p, there exists a constant C1 > 0 depending only on p such
that
‖ω1‖W 2,p(B4) ≤ C1
∥∥∥∂∂∗ω1∥∥∥
Lp(B4)
= C1
∥∥∥F 0,2A ∥∥∥
Lp(B4)
< 2C1
∥∥∥F 0,2A ∥∥∥
Lp(B4)
.
By induction we prove that ωj exists and satisfies the uniform bound ‖ωj‖W 2,p(B4) ≤ 2C1
∥∥∥F 0,2A ∥∥∥
Lp(B4)
.
We assume that ωj exists and ‖ωj‖W 2,p(B4) ≤ 2C1
∥∥∥F 0,2A ∥∥∥
Lp(B4)
and prove that ωj+1 exists with the
sameW 2,p bound. By the Sobolev embeddingW 1,p →֒ L4p/(4−p), there exists constants C2 > 0, C3 > 0
so that ∥∥∥∂∗ωj∥∥∥
L4p/(4−p)(B4)
≤ C2 ‖∇ωj‖W 1,p(B4) ≤ C2 ‖ωj‖W 2,p(B4) ≤ 2C1 · C2
∥∥∥F 0,2A ∥∥∥
Lp(B4)
and ∥∥A0,1∥∥
L4p/(4−p)(B4)
≤ C3
∥∥A0,1∥∥
W 1,p(B4)
≤ C3ε
In addition, since 4p/(4− p) ≥ 2p for any p ≥ 2, then W 1,p continuously embeds into L2p and we can
bound ‖FA‖Lp(B4) as such:
‖FA‖Lp(B4) ≤ ‖dA‖Lp(B4) + ‖A‖
2
L2p(B4) ≤ ‖A‖W 1,p(B4) + C3 ‖A‖
2
W 1,p(B4)
≤ ‖A‖W 1,p(B4) + C3ε ‖A‖W 1,p(B4)
= (1 + C3ε) ‖A‖W 1,p(B4) .
Define the constant C4 := 1 + C3ε. Moreover, since p ≥ 2, we have the embedding L
2p/(4−p) →֒ Lp.
Denote
fj := −[∂
∗
ωj, A
0,1]− ∂
∗
ωj ∧ ∂
∗
ωj − F
0,2
A .
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Using the estimates above we obtain:
‖fj‖Lp(B4) ≤
∥∥∥[∂∗ωj, A0,1]∥∥∥
Lp(B4)
+
∥∥∥∂∗ωj ∧ ∂∗ωj∥∥∥
Lp(B4)
+
∥∥∥F 0,2A ∥∥∥
Lp(B4)
≤
∥∥∥[∂∗ωj, A0,1]∥∥∥
L2p/(4−p)(B4)
+
∥∥∥∂∗ωj ∧ ∂∗ωj∥∥∥
L2p/(4−p)(B4)
+
∥∥∥F 0,2A ∥∥∥
Lp(B4)
≤
∥∥∥∂∗ωj∥∥∥
L4p/(4−p)(B4)
∥∥A0,1∥∥
L4p/(4−p)(B4)
+
∥∥∥∂∗ωj∥∥∥2
L4p/(4−p)(B4)
+
∥∥∥F 0,2A ∥∥∥
Lp(B4)
≤ C2C3
∥∥∥F 0,2A ∥∥∥
Lp(B4)
ε+ 4C21 · C
2
2
∥∥∥F 0,2A ∥∥∥2
Lp(B4)
+
∥∥∥F 0,2A ∥∥∥
Lp(B4)
≤ C2C3
∥∥∥F 0,2A ∥∥∥
Lp(B4)
ε+ 4C21 · C
2
2C4
∥∥∥F 0,2A ∥∥∥
Lp(B4)
‖A‖W 1,p(B4) +
∥∥∥F 0,2A ∥∥∥
Lp(B4)
≤ (C2C3ε+ 4C
2
1C
2
2C4ε+ 1)
∥∥∥F 0,2A ∥∥∥
Lp(B4)
Hence, −[∂
∗
ωj, A
0,1]− ∂
∗
ωj ∧ ∂
∗
ωj − F
0,2
A ∈ L
p and the solution ωj+1 to the PDE

∂∂
∗
ωj+1 = −[∂
∗
ωj, A
0,1]− ∂
∗
ωj ∧ ∂
∗
ωj − F
0,2
A in B
4
ωj+1 = 0 on ∂B
4
(2.4)
exists. Choosing ε > 0 such that
C2C3ε+ 4C
2
1C
2
2C4ε < 1
is satisfied, it follows that we can obtain the required bound:
‖ωj+1‖W 2,p(B4) ≤ C1
∥∥∥∂∗∂ωj+1∥∥∥
Lp(B4)
= C1 ‖fj‖Lp(B4) ≤ 2C1
∥∥∥F 0,2A ∥∥∥
Lp(B4)
.
Hence, by induction, we have proven the claim.
Claim. {ωj}
∞
j=1 is a Cauchy sequence.
Since each ωj satisfies the elliptic PDE (2.4), we can estimate the difference ωj+1 − ωj as such:
‖ωj+1 − ωj‖W 2,p(B4) ≤ C
(
‖ωj − ωj−1‖W 2,p(B4)
∥∥A0,1∥∥
W 1,p(B4)
+
∥∥∥F 0,2A ∥∥∥
Lp
‖ωj − ωj−1‖W 2,p(B4)
)
≤ 2Cε ‖ωj − ωj−1‖W 2,p(B4)
where C > 0 is a constant depending on p. Choosing ε such that in addition 2Cε < 1 is satisfied, it
then follows that the sequence is Cauchy.
Because W 2,p is a Banach space and the sequence {ωj}
∞
j=1 is Cauchy, we have that the sequence
converges strongly in W 2,p to a limit which we denote by ω. Moreover, by construction ω satisfies the
PDE: 

∂∂
∗
ω = −[∂
∗
ω,A0,1]− ∂
∗
ω ∧ ∂
∗
ω − F 0,2A in B
4
ω = 0 on ∂B4.
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Define A˜ = A+ ∂
∗
ω − ∂
∗
ω
T
. Then F 0,2
A˜
= 0 and
∥∥∥A˜−A∥∥∥
W 1,p
=
∥∥∥∥∂∗ω − ∂∗ωT
∥∥∥∥
W 1,p
≤ 4C1
∥∥∥F 0,2A ∥∥∥
Lp
.
We have proven the first result of this article.
Using the result above, we can prove the first theorem of this paper.
Theorem 2.3. There exists ε0 > 0 such that if A ∈W
1,2(Ω1B4, u(n)) satisfies the smallness condition
‖A‖W 1,2(B4) ≤ ε0 and the integrability condition F
0,2
A = 0, then there exists a smooth sequence Ak ∈
C∞(Ω1B4, u(n)) so that:
Ak → A in W
1,2(Ω1B4, u(n))
and satisfies the integrability condition F 0,2Ak = 0.
Proof of Theorem 2.3. As we have discussed at the start of this section, we can always construct a
sequence smooth sequence of forms Aˆk that converge in W
1,2 to A and F 0,2
Aˆk
→ 0 = F 0,2A in L
2 as
k →∞. Let ε > 0 be the constant given by Lemma 2.1 and pick ε0 = ε/2. Then there exists k0 ≥ 0
such that
∥∥∥Aˆk −A∥∥∥
W 1,2(B4)
≤ ε0 for all k ≥ k0 and:
∥∥∥Aˆk∥∥∥
W 1,2(B4)
≤
∥∥∥Aˆk −A∥∥∥
W 1,2(B4)
+ ‖A‖W 1,2(B4) ≤ 2ε0 = ε.
Thus, for each k ≥ k0 we can apply Lemma 2.1 in order to obtain a perturbed sequence Ak satisfying
the integrability condition F 0,2Ak = 0 and there exists a constant C > 0 such that∥∥∥Ak − Aˆk∥∥∥
W 1,2
≤ C
∥∥∥F 0,2
Aˆk
∥∥∥
L2
→ 0.
Thus,
‖Ak −A‖W 1,2 ≤
∥∥∥Ak − Aˆk∥∥∥
W 1,2
+
∥∥∥Aˆk −A∥∥∥
W 1,2
≤ C
∥∥∥F 0,2
Aˆk
∥∥∥
L2
+
∥∥∥A− Aˆk∥∥∥
W 1,2
→ 0
as k →∞. This concludes the statement.
2.1 Existence of holomorphic trivialisations
In this section we show an application of our density results and prove that under the integrability
condition F 0,2A = 0 we obtain the existence of local holomorphic trivialisations assuming low W
1,2
norm for A as before. We state the result:
Theorem 2.4. There exists ε0 > 0 such that if A ∈ W
1,2(Ω1B4 ⊗ u(n)) satisfies ‖A‖W 1,2(B4) ≤ ε0,
and the integrability condition F 0,2A = 0. There exists r > 0 and g ∈ W
2,q(B4r , GLn(C)) for all q < 2
such that
A0,1 = −∂g · g−1 in B4r , (2.5)
and there exists a constant Cq > 0 such that
‖g − id‖W 2,q(B4r ) ≤ Cq ‖A‖W 1,2(B4) and
∥∥g−1 − id∥∥
W 2,q(B4r )
≤ Cq ‖A‖W 1,2(B4) .
Moreover, Ag = h−1∂h where h = gT g.
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This result is an analog of the real case framework. Indeed, the flatness condition FA = 0 together
with the compactness of the Lie group G imply that A = −dg · g−1 where g ∈ W 2,2 ∩ L∞. This
can be easily done by using Uhlenbeck’s gauge extraction procedure [26]. In the complex framework,
however, due to the lack of compactness of the group GLn(C), we fail to obtain W
2,2 ∩L∞ regularity
of g.
Strategy:
Since this proof is quite technical, we start by describing the strategy. We will first prove in Proposition
2.2 that we can extend a small perturbation of our connection 1-form A to CP2 while also keeping the
integrability condition (1.1). Secondly, Lemma 2.2 shows that this extended form is holomorphically
trivialisable in the sense of (2.16). Thirdly, Lemma 2.3 proves a technical result which shows the
existence of holomorphic trivialisations of forms that are more regular than W 1,2 and this will help us
later to cancel the initial perturbation we have added.
By combining all these steps, we obtain in Theorem 2.4 the existence of holomorphic trivialisation of
our initial form A0,1 in B4r for some r > 0. We conclude the section with Corollary 2.1 which proves
a stability result.
We can assume without loss of generality that the ball of radius 2, B42 , is holomorphically embedded
into CP2, by Kodaira’s embedding theorem [8]. Before we start we need to prove the following technical
proposition:
Proposition 2.1. There exists ε > 0 such that for any A˜ ∈W 1,2(Ω1CP2⊗ u(n)) satisfying the bound∥∥∥A˜∥∥∥
W 1,2(CP2)
≤ ε, the operator LA˜ :W
2,2(Ω2CP2 ⊗Mn(C))→ L
2(Ω2CP2 ⊗Mn(C)) defined by
LA˜(ω) = ∂∂
∗
ω + [A˜0,1, ∂
∗
ω] (2.6)
is Fredholm and invertible.
Proof of Proposition 2.1. It follows from G˚arding’s Inequality, that the operator ∂∂
∗
is elliptic over
CP2 (see [8, p. 93]), and hence it is also Fredholm. By choosing ε > 0 so that A˜ is small in norm, it
follows that the operator [A˜0,1, ∂
∗
·] has small operator norm. Hence, from the continuity of the index
maps [23, Theorem 4.4.2, p.185], we have that LA˜ is Fredholm and has the same index as ∂∂
∗
as an
operator mapping W 2,2(CP2,Mn(C)) to L
2(CP2,Mn(C)).
It is well-known that there are no global nonzero holomorphic (0, 2)-forms on CP2 [8, p. 118]. This
implies that ∂∂
∗
is an invertible operator on the space of (0, 2)-forms and consequently has index 0.
Thus, it follows that index(LA˜) = index(∂∂
∗
) = 0.
It remains to show that LA˜ has trivial kernel. Once we have shown this, we can use the zero index of
LA˜ in order to conclude that LA˜ is invertible. Assume ω ∈ KerLA˜. Hence, ω satisfies
∂∂
∗
ω = −[A˜0,1, ∂
∗
ω].
By the Fredholm Lemma, we obtain
‖ω‖W 2,2 ≤ C
∥∥∥∂∂∗ω∥∥∥
L2
≤ C(
∥∥LA˜(ω)∥∥L2 +
∥∥∥[A˜0,1, ∂∗ω]∥∥∥
L2
)
≤ C
∥∥LA˜(ω)∥∥L2 +
∥∥∥A˜0,1∥∥∥
L4
∥∥∥∂∗ω∥∥∥
L4
≤ C
∥∥LA˜(ω)∥∥L2 + C ′ε ‖ω‖W 2,2
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for some constants C,C ′. We can take the term C ′ε ‖ω‖W 2,2 on the left hand side of the inequality:
(1− C ′ε) ‖ω‖W 2,2 ≤ C
∥∥LA˜(ω)∥∥L2 .
Choosing ε > 0 such that 1− C ′ε > 12 , then we can divide by the positive factor 1 − C
′ε. We obtain
the bound:
‖ω‖W 2,2 ≤
C
1− C ′ε
∥∥LA˜(ω)∥∥L2 .
Because ω ∈ KerLA˜, we have that ω = 0. Since ω was arbitrarily chosen from the kernel, it follows
that the kernel of LA˜ is trivial: KerLA˜ = {0}. This finishes the proof.
Having this result at our disposal, we can prove the existence of a CP2 extension of our connection
form A, keeping the integrability condition (1.1).
Proposition 2.2. There exists ε > 0 such that for any A ∈ W 1,2(Ω1B4 ⊗ u(n)) satisfying F 0,2A = 0
and ‖A‖W 1,2(B4) < ε, there exists A˜ ∈ W
1,2(Ω1CP2 ⊗ u(n)) that satisfies F 0,2
A˜
= 0 in CP2 and
ω ∈W 2,2(Ω0,2CP2 ⊗Mn(C)) such that A˜
0,1 = A0,1 + ϑω in B4.
Moreover, ω satisfies the estimate ‖ω‖W 2,2(CP2) ≤ C ‖A‖W 1,2 for some constant C > 0.
Proof of Proposition 2.2.
Step 1. We can decompose A into it’s (0, 1) and (1, 0) parts: A = A0,1 −A0,1
T
where
A0,1 = α1dz1 + α2dz2
and αi ∈ W
1,2(B4, u(n)) for i = 1, 2. We extend each αi into B
4
2 to a compactly supported function
αˆi, so that αˆi = 0 in B
4
2 \B
4
3/2. Indeed, for each i = 1, 2 we solve:

∆φi = 0 in B
4
3/2 \B
4
1
φi = αi on ∂B
4
1
φi = 0 on ∂B
4
3/2
Such solutions exist by [13, Remark 7.2, Chapter 2] and satisfy
‖φi‖W 1,2(B4
3/2
\B41)
≤ C ‖αi‖H1/2(∂B41 )
≤ C ′ ‖αi‖W 1,2(B41)
for some constants C,C ′ > 0. We can now define the following extensions on B42 :
αˆi =


αi in B
4
1
φi in B
4
3/2 \B
4
1
0 in B42 \B
4
3/2.
By the construction of φi, the functions αˆi are well-defined W
1,2(B42) Sobolev functions that satisfy
the estimate:
‖αˆi‖W 1,2(B42)
≤ C ‖αi‖W 1,2(B41 )
.
Define the (0, 1)-form Aˆ0,1 = αˆ1dz1 + αˆ2dz2 and
Aˆ := Aˆ0,1 − Aˆ0,1
T
∈W 1,2(Ω1B42 ⊗ u(n)).
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By covering CP2\B42 with coordinate charts, we can trivially extend Aˆ by 0 on CP
2\B42 . Thus, we have
obtained Aˆ ∈W 1,2(Ω1CP2⊗u(n)) and there exists a constant Cˆ > 0 such that
∥∥∥Aˆ∥∥∥
W 1,2
≤ Cˆ ‖A‖W 1,2 .
Step 2. It remains to perturb the form Aˆ so that we obtain the integrability condition. This can be
done by finding a (0, 2)-form solution ω to the integrability condition:
F 0,2
Aˆ+∂
∗
ω−∂
∗
ω
T = 0.
This amounts to solving the following PDE globally on the complex projective space CP2:
∂∂
∗
ω + [Aˆ0,1, ∂
∗
ω] = −∂
∗
ω ∧ ∂
∗
ω − F 0,2
Aˆ
(2.7)
where ω is a (0, 2) form on CP2. Using the invertibility of the operator LAˆ proven in Proposition 2.1,
we can solve equation (2.7) using a fixed point method. This is done by mimicking the procedure we
have employed before, in Lemma 2.1. Indeed, consider the sequence given by:
LAˆ(ω1) = −F
0,2
Aˆ
LAˆ(ω2) = −∂
∗
ω1 ∧ ∂
∗
ω1 − F
0,2
Aˆ
· · ·
LAˆ(ωk) = −∂
∗
ωk−1 ∧ ∂
∗
ωk−1 − F
0,2
Aˆ
· · ·
By showing that the sequence ωk converges strongly inW
2,2, we obtain aW 2,2 solution to the required
equation (2.7). Since LAˆ is invertible as an operator W
2,2 to L2, it is clear that existence holds for
each ωk, k ≥ 1. We need to show that the sequence {ωk}
∞
k=1 is a Cauchy in W
2,2.
Let e0 := C
∥∥∥F 0,2
Aˆ
∥∥∥
L2(CP2)
, where C > 0 is the constant appearing in Fredholm inequality:
‖φ‖W 2,2(CP2) ≤ C
∥∥LAˆ(φ)∥∥L2(CP2) .
Claim. {ωk}
∞
k=1 is a Cauchy sequence in W
2,2(CP2).
We first show by induction the uniform bound on the sequence ‖ωk‖W 2,2(CP2) ≤ 2ε0. By the Fredholm
Lemma [23, Lemma 4.3.9] we have that
‖ω1‖W 2,2(CP2) ≤ C
∥∥LAˆ(ω1)∥∥L2(CP2) = C
∥∥∥F 0,2
Aˆ
∥∥∥
L2(CP2)
= ε0 < 2ε0
Let k ≥ 1. By the Sobolev embedding W 1,2(CP2) →֒ L4(CP2) there exists a constant C1 > 0 so that∥∥∥∂∗ωk∥∥∥
L4(CP2)
≤ C1
∥∥∥∂∗ωk∥∥∥
W 1,2(CP2)
≤ C21 ‖ωk‖W 2,2(CP2) .
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Thus, the following inequalities follow:
‖ωk+1‖W 2,2(CP2) ≤ C
∥∥LAˆ(ωk+1)∥∥L2(CP2)
≤ C
∥∥∥∂∗ωk ∧ ∂∗ωk∥∥∥
L2(CP2)
+ C
∥∥∥F 0,2
Aˆ
∥∥∥
L2(CP2)
≤ C ‖ωk‖
2
L4(CP2) + ε0
≤ C · C41 ‖ωk‖
2
W 2,2(CP2) + ε0
By the induction hypothesis, we assume the bound ‖ωk‖W 2,2(CP2) < 2ε0. Thus,
‖ωk+1‖W 2,2(CP2) ≤ 4(C · C
4
1 )ε
2
0 + ε0.
Having chosen ε > 0 such that 4(C · C41 )ε < 1 and
∥∥∥Aˆ∥∥∥
W 1,2(CP2)
≤ Cˆ ‖A‖W 1,2(B4) ≤ ε, it follows that
4(C · C41 )ε0 < 1 and we conclude
‖ωk+1‖W 2,2(CP2) ≤ 2ε0.
By induction, we have proven that we have a uniform bound for the sequence of 2-forms {ωk}:
‖ωk‖W 2,2(CP2) ≤ 2ε0.
for all k ≥ 1. It remains to show that {ωk} is a Cauchy sequence. Let k ≥ 2. Thus, we derive the
following bounds from the recurrence relation satisfied by the sequence:
‖ωk+1 − ωk‖W 2,2(CP2) ≤ C
∥∥LAˆ(ωk+1 − ωk)∥∥L2(CP2)
≤ C
∥∥∥∂∗(ωk − ωk−1) ∧ ∂∗ωk∥∥∥
L2(CP2)
+ C
∥∥∥∂∗ωk−1 ∧ ∂∗(ωk − ωk−1)∥∥∥
L2(CP2)
≤ 4C · C21ε0 ‖ωk − ωk−1‖W 2,2(CP2)
To simplify notation, denote ε1 := 4C · C
2
1ε0 < 1. We further expand our estimate above:
‖ωk+1 − ωk‖W 2,2(CP2) ≤ ε ‖ωk − ωk−1‖W 2,2(CP2) ≤ . . . ≤ ε
k
1 ‖ω1 − ω0‖W 2,2(CP2) ≤ 4ε
k
1ε
2
0
Let ℓ > k > 0. It follows that
‖ωℓ − ωk‖W 2,2(CP2) ≤ ‖ωℓ − ωℓ−1‖W 2,2(CP2) + ‖ωℓ−1 − ωk‖W 2,2(CP2)
≤ 4εℓ−11 ε
2
0 + ‖ωℓ−1 − ωℓ−2‖W 2,2(CP2) + ‖ωℓ−2 − ωk‖W 2,2(CP2)
≤ 4εℓ−11 ε
2
0 + 4ε
ℓ−2
1 ε
2
0 + . . .+ 4ε
k
1ε
2
0
= 4ε20 · ε
k
1 ·
1−εℓ−k1
1−ε1
≤ εk1
This is clearly a Cauchy sequence by the inequality above and the claim is proven.
Hence, since {ωk}
∞
k=1 is a Cauchy sequence in the Banach space W
2,2(Ω0,2CP2 ⊗Mn(C)), it has a
limit ω and converges strongly in W 2,2 to it. Hence, by defining A˜ = Aˆ + ∂
∗
ω − ∂
∗
ω
T
, we obtain a
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skew-Hermitian 1-form, satisfying F 0,2
A˜
= 0 such that A˜0,1 = Aˆ0,1 + ϑω = A0,1 + ϑω in B4.
Moreover, by convergence, we have that the uniform bound is satisfied by the limiting form ω, indeed
‖ω‖W 2,2 < 2ε0 = 2C
∥∥FAˆ∥∥L2 . By construction of Aˆ, it is clear that there exists a constant C ′ > 0 so
that
∥∥FAˆ∥∥L2 ≤ C ′ ‖A‖W 1,2 . This leads to the required estimate on ω, ‖ω‖W 2,2 ≤ C ‖A‖W 1,2 , where
C > 0 is some constant.
Lemma 2.2. There exists ε > 0 such that for any form A˜ ∈ W 1,2(Ω1CP2 ⊗ u(n)) satisfying the
integrability condition (1.1) and
∥∥∥A˜∥∥∥
W 1,2
< ε, there exists a gauge g˜ ∈ W 2,q(CP2, GLn(C)) for any
q < 2 such that
A˜0,1 = −∂g˜ · g˜−1
and there exists a constant Cq > 0 such that
‖g˜ − id‖W 2,q(CP2) ≤ Cq
∥∥∥A˜∥∥∥
W 1,2(CP2)
and ∥∥g˜−1 − id∥∥
W 2,q(CP2)
≤ Cq
∥∥∥A˜∥∥∥
W 1,2(CP2)
.
Proof of Lemma 2.2.
Step 1. We prove this result using a fixed point argument. Indeed, consider the linear operator:
T : W 1,2(CP2,Mn(C))→W
1,2(CP2,Mn(C))
given by
T (g˜) = −∂
∗
N(A˜0,1g˜) + id.
We verify that this operator is well-defined. It follows from the G˚arding inequality on CP2 (see for
example [8, p. 93]) that we have the elliptic estimate∥∥∥∂∗N(A˜0,1g˜)∥∥∥
W 1,2(CP2)
≤ C
∥∥∥∂∂∗N(A˜0,1g˜)∥∥∥
L2(CP2)
for some constant C. Moreover, using the ∂-Hodge decomposition we can decompose A˜0,1g˜ as such:
A˜0,1g˜ = ∂
∗
∂N(A˜0,1g˜) + ∂∂
∗
N(A˜0,1g˜) (2.8)
and because ∂
∗
⊥ ∂, it follows that∥∥∥A˜0,1g˜∥∥∥
L2
=
∥∥∥∂∗∂N(A˜0,1g˜)∥∥∥
L2
+
∥∥∥∂∂∗N(A˜0,1g˜)∥∥∥
L2
.
Consequently, ∥∥∥∂∂∗N(A˜0,1g˜)∥∥∥
L2
≤
∥∥∥A˜0,1g˜∥∥∥
L2
.
Putting the above together, we obtain:∥∥∥∂∗N(A˜0,1g˜)∥∥∥
W 1,2(CP2)
≤ C
∥∥∥A˜0,1g˜∥∥∥
L2(CP2)
≤ C
∥∥∥A˜0,1∥∥∥
L4(CP2)
‖g˜‖L4(CP2) .
Furthermore, using the Sobolev embedding in 4-dimensions W 1,2 →֒ L4, there exists a constant C ′ so
that ∥∥∥∂∗N(A˜0,1g˜)∥∥∥
W 1,2
≤ C ′
∥∥∥A˜0,1∥∥∥
W 1,2
‖g˜‖W 1,2 . (2.9)
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Thus, the operator T is well-defined, mapping W 1,2 functions to W 1,2 function.
We can now show that T has a unique fixed point. Consider g˜1, g˜2 ∈W
1,2(CP2,Mn(C)). Then
‖T (g˜1)− T (g˜2)‖W 1,2(CP2) =
∥∥∥∂∗N(A˜0,1(g˜1 − g˜2))∥∥∥
W 1,2(CP2)
.
Using the above inequalities, we obtain∥∥∥∂∗N(A˜0,1(g˜1 − g˜2))∥∥∥
W 1,2(CP2)
≤ C ′
∥∥∥A˜0,1∥∥∥
W 1,2(CP2)
‖g˜1 − g˜2‖W 1,2(CP2)
and we can choose ε > 0 such that the bound
∥∥∥A˜0,1∥∥∥
W 1,2(CP2)
< ε is small gives that the factor
C ′
∥∥∥A˜0,1∥∥∥
W 1,2(CP2)
is strictly smaller than 1. Hence, T is a contraction operator and there exists a
unique fixed point g˜ ∈W 1,2(CP2,Mn(C)), T (g˜) = g˜. Thus, we have
∂g˜ = −∂∂
∗
N(A˜0,1g˜).
Step 2. We can now show that the equation above coupled with the integrability condition satisfied
by A˜0,1, imply that g˜ solves the required PDE: ∂g˜ = −A˜0,1g˜. The ∂-Hodge decomposition (2.8) gives
∂g˜ = −A˜0,1g˜ + ∂
∗
∂N(A˜0,1g˜). (2.10)
Since the operators N and ∂ compute, N∂ = N∂ (see [4]), we can further compute the term
∂
∗
∂N(A˜0,1g˜):
∂
∗
∂N(A˜0,1g˜) = ∂
∗
N∂(A˜0,1g˜) = ∂
∗
N(∂A˜0,1g˜ − A˜0,1 ∧ ∂g˜).
Using the above equation (2.10), the equation becomes
∂
∗
∂N(A˜0,1g˜) = ∂
∗
N(∂A˜0,1g˜ − A˜0,1 ∧ ∂g˜) = ∂
∗
N(∂A˜0,1g˜ + A˜0,1 ∧ A˜0,1g˜ − A˜0,1 ∧ ∂
∗
∂N(A˜0,1g˜)).
Since A˜ satisfies the integrability condition F 0,2
A˜
= 0, we have the recurrence relation:
∂
∗
∂N(A˜0,1g˜) = −∂
∗
N(A˜0,1 ∧ ∂
∗
∂N(A˜0,1g˜)). (2.11)
Thus, it is natural to consider the operator
L : L2(Ω1CP2 ⊗Mn(C))→ L
2(Ω1CP2 ⊗Mn(C))
V 7→ −∂
∗
N(A˜0,1 ∧ V ).
We need to establish whether L is a well-defined operator and find its fixed points in order to analyse
equation (2.11). By the Sobolev embedding W 1,4/3 →֒ L2 it follows that
‖L(V )‖L2(CP2) ≤ C ‖L(V )‖W 1,4/3(CP2)
for some constant C > 0. We also have that
‖∇L(V )‖L4/3(CP2) ≤ C
∥∥∥∇2N(A˜0,1 ∧ V )∥∥∥
L4/3(CP2)
and consequently, since N(A˜0,1 ∧ V ) is a (0, 2)-form in 4-dimensions, the elliptic estimate holds:∥∥∥∇2N(A˜0,1 ∧ V )∥∥∥
L4/3(CP2)
≤ C
∥∥∥∂∂∗N(A˜0,1 ∧ V )∥∥∥
L4/3(CP2)
= C
∥∥∥A˜0,1 ∧ V ∥∥∥
L4/3(CP2)
.
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By the Ho¨lder inequality and the estimates above, it immediately follows that:
‖L(V )‖L2(CP2) ≤ C
∥∥∥A˜0,1∥∥∥
L4(CP2)
‖V ‖L2(CP2) .
Similarly as before, this means that L is a well-defined contraction operator and has a unique fixed
point. In particular, 0 is its fixed point. We know from equation (2.11) that ∂
∗
∂N(A˜0,1g˜) is also a
fixed point for L and, thus, we have that the term ∂
∗
∂N(A˜0,1g˜) vanishes. In particular, the equation
is solved:
∂g˜ = −A˜0,1g˜.
Step 3. It remains to show that g˜ ∈W 2,q(CP2, GLn(C)) for all q < 2 and the required estimates. Let
q < 2. We know that g˜ is a W 1,2 function and satisfies:
g˜ − id = ∂
∗
N(A˜0,1g˜).
Since g˜ is a fixed point of T , then it satisfies the estimate (2.12), which means:
‖g˜ − id‖W 1,2(CP2) ≤ C
∥∥∥A˜0,1∥∥∥
W 1,2(CP2)
‖g˜‖W 1,2 ≤ C
∥∥∥A˜0,1∥∥∥
W 1,2(CP2)
‖g˜ − id‖W 1,2 + C
∥∥∥A˜0,1∥∥∥
W 1,2(CP2)
.
Because
∥∥∥A˜0,1∥∥∥
W 1,2(CP2)
< ε, where ε is small, then there exists a constant C > 0 such that
‖g˜ − id‖W 1,2(CP2) ≤ C
∥∥∥A˜0,1∥∥∥
W 1,2(CP2)
.
Since g˜ satisfies this estimate, we can bootstrap using Lemma 6.7 and Remark 6.5(i), from which
follow the required estimate and regularity:
‖g˜ − id‖W 2,q(CP2) ≤ Cq
∥∥∥A˜∥∥∥
W 1,2(CP2)
, (2.12)
for some constant Cq > 0.
We need to show that g˜ is in GLn(C) over CP
2 and that its inverse satisfies a similar estimate as
(2.12). Arguing in a similar way, we can show that there exists u˜ ∈W 2,q(CP2, GLn(C)) for any q < 2
such that
∂u˜ = u˜A˜0,1
and ‖u˜− id‖W 2,q(CP2) ≤ Cq
∥∥∥A˜∥∥∥
W 1,2(CP2)
for some constant Cq > 0. In particular, we have that
∂(u˜g˜) = 0. Hence, there exists a holomorphic function h˜ such that u˜g˜ = h˜. However, since the only
holomorphic functions on CP2 are the constant ones [8], then h˜ is a constant.
We can pick q0 < 2 so that we obtain the Sobolev embedding W
2,q0 →֒ L∞ on any 3-dimensional
hypersurface. Moreover, by [22, Section 4.8.2, Theorem 1], there exists q1 ∈ (q0, 2) such that u˜, g˜ ∈
W 2,q1(CP2,Mn(C)) and u˜g˜ ∈ W
2,q0 and ‖u˜g˜ − id‖W 2,q0 (CP2) ≤ Cq0
∥∥∥A˜∥∥∥
W 1,2(CP2)
for some constant
Cq0 > 0. By Fubini, there exists a radius r > 0 and z0 ∈ CP
2 such that
‖u˜g˜ − id‖W 2,q0 (∂B4r (z0)) < 2C
′
q0
∥∥∥A˜∥∥∥
W 1,2(CP2)
where B4r (z0) is holomorphically embedded in CP
2. Thus, by the embedding of W 2,q0 into L∞ in 3-
dimensions, there exists a constant C ′′q0 > 0 so that ‖u˜g˜ − id‖L∞(∂B4r (z0)) ≤ C
′′
q0
∥∥∥A˜∥∥∥
W 1,2(CP2)
. Having
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chosen ε > 0 such that
∥∥∥A˜∥∥∥
W 1,2(CP2)
< ε is small enough, we obtain that h˜ = u˜g˜ ∈ GLn(C) over
∂Br(z0). However, because h˜ is a constant, then h˜ ∈ GLn(C) and satisfies the estimate:∥∥∥h˜− id∥∥∥
L∞(CP2)
≤ C
∥∥∥A˜∥∥∥
W 1,2(B4)
,
for some constant C > 0.
Hence, we can define g˜−1 := h˜−1u˜. Since g˜−1g˜ = id by construction, we obtain that g˜ maps into
GLn(C). Moreover, it follows that g˜
−1 ∈ W 2,q(CP2, GLn(C)) for any q < 2, and by the estimates on
u˜, we obtain that for each q < 2 there exists a constant Cq > 0 such that∥∥g˜−1 − id∥∥
W 2,q(CP2)
≤ Cq ‖A‖W 1,2(CP2) .
This conclude the proof.
Before proving the existence of a local holomorphic trivialisation for our initial W 1,2 form, we need to
show a stronger version of existence. We consider forms of small norm in W 1,p, p > 3. This will be a
useful result for our final theorem.
Lemma 2.3. Let p > 3. There exists ε > 0 such that for any ω ∈ W 1,p(Ω0,1B4 ⊗Mn(C)) satisfying
F 0,2ω = 0 and ‖ω‖W 1,p(B4) ≤ ε, there exists r ∈ (1/2, 1) and a gauge u ∈W
2,p(B4r , GLn(C)) so that
ω = −∂u · u−1 in B4r ,
with estimates ‖u− id‖W 2,p(B4r ) ≤ C ‖ω‖W 1,p(B4) and
∥∥u−1 − id∥∥
W 2,p(B4r )
≤ C ‖ω‖W 1,p(B4).
Remark 2.2. The reader can note the fact that the technique to solve this Lemma is similar to
the ideas used in the previous one. However, this proof will rely more on regularity results from the
literature on the analysis of several complex variables.
Proof of Lemma 2.3.
Step 1. Let q = 4p/(4 − p). We show the existence of a gauge u ∈ GLn(C) that ”almost” solves our
equation modulo a perturbation term. Indeed, in Step 2 we can show that the perturbation term van-
ishes and consequentially u is the solution. Let T1, T2 be the operators defined as in (6.54) and (6.55).
Note that we can extend T1 and T2 to operators defined on Sobolev spaces by density arguments.
We define the operator
H : L∞(B4,Mn(C)) ∩ {f : ∂f ∈ L
q} → L∞(B4,Mn(C)) ∩ {f : ∂f ∈ L
q}
given by
H(u) = id+ T1(−ω · u).
Claim. H is well-defined.
Since T1 takes (0, 1)-forms to functions we only need to check that H maps L
∞ ∩ {f : ∂f ∈ Lq}to
L∞ ∩ {f : ∂f ∈ Lq}. By the Sobolev embedding W 1,p →֒ Lq, there exists a constant C1 > 0 so that
‖ω‖Lq(B4) ≤ C1 ‖ω‖W 1,p(B4) .
The assumption p > 3 implies that q = 4p/(4− p) > 12. Consequently, for u ∈ L∞(B4,Mn(C))∩ {f :
∂f ∈ Lq} we have ω · u ∈ Lq. Moreover ∂(ω · u) ∈ Lq/2. We prove this.
∥∥∂(ω · u)∥∥
Lq/2(B4)
≤
∥∥∂ω∥∥
Lq/2(B4)
‖u‖L∞(B4) +
∥∥ω ∧ ∂u∥∥
Lq/2(B4)
≤
∥∥∂ω∥∥
Lq/2(B4)
‖u‖L∞(B4) + ‖ω‖Lq(B4)
∥∥∂u∥∥
Lq(B4)
(2.13)
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Crucially, we have that F 0,2ω = ∂ω + ω ∧ ω = 0. Because ω ∈ Lq(B4), then ∂ω ∈ Lq/2. Thus,
∥∥∂(ω · u)∥∥
Lq/2(B4)
≤ ‖ω‖2Lq(B4) ‖u‖L∞(B4) + ‖ω‖Lq(B4)
∥∥∂u∥∥
Lq(B4)
≤ C1ε ‖ω‖Lq(B4) ‖u‖L∞(B4) + ‖ω‖Lq(B4)
∥∥∂u∥∥
Lq(B4)
≤ C21 ‖ω‖W 1,p(B4)
(
‖u‖L∞(B4) +
∥∥∂u∥∥
Lq(B4)
)
.
(2.14)
where we have implicitly used the fact that we can choose ε < 1 so that ‖ω‖W 1,p(B4) ≤ ε. Hence, we
have shown that ∂(ω · u) ∈ Lq/2. Taking into account that q/2 > 6 and the embedding W 1,q/2 →֒ Lq,
we can apply Proposition 6.14 to the (0, 1)-form ω · u and obtain the estimate:
‖T1(ω · u)‖L∞(B4) +
∥∥∂T1(ω · u)∥∥Lq(B4) ≤ C
(
‖ω · u‖Lq(B4) +
∥∥∂(ω · u)∥∥
Lq/2(B4)
)
. (2.15)
This shows that, H is well-defined, since the operator T1(ω·) is a well-defined map from L
∞ ∩ {f :
∂f ∈ Lq} to L∞ ∩ {f : ∂f ∈ Lq}. We have proven the claim.
Next, we show that H has a fixed point. From (2.15), it follows that
‖T1(ω · u)‖L∞(B4) +
∥∥∂T1(ω · u)∥∥Lq(B4) ≤ C
(
‖ω‖Lq(B4) ‖u‖L∞(B4) +
∥∥∂(ω · u)∥∥
Lq/2(B4)
)
.
Since ω is less than ε in W 1,p norm and using (2.14), for any u1, u2 ∈ L
∞(B4,Mn(C))∩{f : ∂f ∈ L
q}
we have:
‖H(u1)−H(u2)‖L∞(B4) +
∥∥∂H(u1)− ∂H(u2)∥∥Lq(B4)
= ‖T1(−ω · (u1 − u2))‖L∞(B4) +
∥∥∂T1(−ω · (u1 − u2))∥∥L∞(B4)
≤ Cε
(
‖u1 − u2‖L∞(B4) +
∥∥∂(u1 − u2)∥∥Lq(B4)
)
.
Choosing ε > 0 such that Cε < 1 , we obtain that H is a contraction and therefore there exists
u ∈ L∞(B4,Mn(C)) ∩ {f : ∂f ∈ L
q} satisfying
u = id+ T1(−ω · u) = H(u).
This fixed point ”almost” solves the required equation. We will show in the next step that the error
we obtain vanishes in light of the integrability condition F 0,2ω = 0.
Step 2. Having obtained this fixed point, we show that u satisfies ∂u = −ω · u. Since we have proven
that u−id = T1(−ω ·u), we get ∂u = ∂T1(−ω ·u) ∈ L
q. We can apply Theorem 6.7 from the Appendix
to get the integral representation of −ω · u:
−ω · u = ∂T1(−ω · u) + T2(∂(−ω · u))
and expand the last term in the following way:
T2(∂(−ω · u)) = T2(−∂ω · u+ ω ∧ ∂u)
= T2(−∂ω · u+ ω ∧ ∂T1(−ω · u))
= T2(−∂ω · u+ ω ∧ (−ω · u− T2(∂(−ω · u)))
= T2(−(∂ω + ω ∧ ω)u− ω ∧ T2(∂(−ω · u))).
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By using the fact that ω satisfies the integrability condition F 0,2ω = ∂ω + ω ∧ ω = 0, we obtain:
T2(∂(−ω · u)) = T2(ω ∧ T2(∂(−ω · u))).
We want to show that this recurrence equation implies that T2(∂(−ω ·u)) = 0. From Proposition 6.13,
T2 is a well-defined operator mapping L
s to W 1,s for any s > 1 and the following estimate holds:
∥∥T2(∂(−ω · u))∥∥L∞(B4) ≤ C ∥∥T2(∂(−ω · u))∥∥W 1,q(B4)
≤ C
∥∥ω ∧ T2(∂(−ω · u))∥∥Lq(B4)
≤ C ‖ω‖Lq(B4)
∥∥T2(∂(−ω · u))∥∥L∞(B4)
≤ CC1ε
∥∥T2(∂(−ω · u))∥∥L∞(B4) ,
where C is the Sobolev constant given by the Sobolev embeddingW 1,q →֒ L∞ (q > 6) in 4 dimensions.
Moreover, we also choose ε > 0 so that 1− C · C1ε > 0 and
(1− C · C1ε)
∥∥T2(∂(−ω · u))∥∥L∞(B4) ≤ 0.
Thus, T2(∂(−ω · u)) = 0 and we can conclude that the ∂-equation is solved:
∂u = −ω · u in B4.
Step 3. It remains to that u ∈ GLn(C) and satisfies the required estimates. We have:
‖u− id‖L∞(B4) = ‖H(u)− id‖L∞(B4) ≤ C ‖ω‖W 1,p(B4) ‖u‖L∞(B4) ≤ Cε ‖u− id‖L∞(B4)+C ‖ω‖W 1,p(B4) .
Thus, since ε > 0 is small, we get the L∞ bound:
‖u− id‖L∞(B4) ≤
C
1− Cε
‖ω‖W 1,p(B4) .
Because we can assume that 1 − Cε > 12 for ε small enough, then ‖u− id‖L∞(B4) ≤ 2C ‖ω‖W 1,p(B4).
This implies that u ∈ GLn(C). Remark 6.5(iii) gives the existence of r ∈ (1/2, 1) and a constant
C > 0 such that
‖u− id‖W 2,p(B4r ) ≤ C ‖ω‖W 1,p(B4) .
Moreover, since u−1 exists, we have the following L∞ estimate:
∥∥u−1 − id∥∥
L∞(B4)
≤
∥∥u−1 − u−1u∥∥
L∞(B4)
≤
∥∥u−1∥∥
L∞(B4)
‖u− id‖L∞(B4)
≤
∥∥u−1 − id∥∥
L∞(B4)
‖u− id‖L∞(B4) + ‖u− id‖L∞(B4)
.
The estimate on u also implies that the norm of u − id in L∞ is small. Hence, the estimate of u−1
then follows: ∥∥u−1 − id∥∥
L∞(B4)
≤
‖u− id‖L∞(B4)
1− ‖u− id‖L∞(B4)
≤ C ‖ω‖W 1,p(B4) ,
for some constant C > 0. By Remark 6.5 applied to u−1, we obtain a similar estimate. This finishes
the proof.
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Having the results above at our disposal, we are ready to proceed at showing the existence of local
holomorphic trivialisations in B4r for some r > 0.
Theorem 2.4. There exists ε0 > 0 such that if A ∈ W
1,2(Ω1B4 ⊗ u(n)) satisfies ‖A‖W 1,2(B4) ≤ ε0,
and the integrability condition F 0,2A = 0. There exists r > 0 and g ∈ W
2,q(B4r , GLn(C)) for all q < 2
such that
A0,1 = −∂g · g−1 in B4r , (2.16)
and there exists a constant Cq > 0 such that
‖g − id‖W 2,q(B4r ) ≤ Cq ‖A‖W 1,2(B4) and
∥∥g−1 − id∥∥
W 2,q(B4r )
≤ Cq ‖A‖W 1,2(B4) .
Moreover, Ag = h−1∂h where h = gT g.
Proof of Theorem 2.4. From Proposition 2.2, there exists a 1-form A˜ ∈W 1,2(Ω1CP2⊗u(n)) satisfying
the integrability condition so that A˜0,1 = A0,1 + ϑω in B4, where ω ∈ W 2,2(Ω0,2CP2 ⊗Mn(C)) with
estimate ‖ω‖W 2,2(CP2) ≤ ‖A‖W 1,2(B4). This implies that∥∥∥A˜0,1∥∥∥
W 1,2(CP2)
≤ C ‖A‖W 1,2(B4) (2.17)
for some constant C > 0.
Lemma 2.2 applied to the form A˜ gives the existence of a gauge g˜ ∈W 2,q(CP2, GLn(C)) for all q < 2
so that
∂g˜ = −A˜0,1g˜ in CP2
and for each q < 2 there exists Cq > 0 such that
‖g˜ − id‖W 2,q(CP2) ≤ Cq
∥∥∥A˜∥∥∥
W 1,2(CP2)
and
∥∥g˜−1 − id∥∥
W 2,q(CP2)
≤ Cq
∥∥∥A˜∥∥∥
W 1,2(CP2)
. (2.18)
On the unit ball B4 we can rewrite
(
A0,1
)g˜
as such:
(
A0,1
)g˜
= g˜−1∂g˜ + g˜−1A0,1g˜ = g˜−1∂g˜ + g˜−1A˜0,1g˜ − g˜−1ϑωg˜ = −g˜−1 (ϑω) g˜.
In order to find a gauge g for A0,1 that gives a holomorphical trivialisation, it remains to find a gauge
change u that cancels perturbation term −g˜−1 (ϑω) g˜:
∂u = g˜−1 (ϑω) g˜ · u. (2.19)
We claim that the composition of gauges g˜ · u satisfies the statement.
Since the Sobolev embedding W 2,q →֒ L2q/(2−q) holds for any q < 2, it implies that g˜, g˜−1 ∈
⋂
q<∞
Lq.
Because A and A˜ satisfy the integrability condition on B4: F 0,2A = 0 and F
0,2
A˜
= 0, imply that
ω ∈W 2,2(Ω0,2B4) satisfies the following PDE:
1
2
∆ω = −[A0,1, ϑω]− ϑω ∧ ϑω.
Proposition 6.12 applied to this PDE improves on the regularity of ω inside B4. Indeed, we have a
much better regularity ω ∈W 2,qloc (B
4,Mn(C)) for any q < 4. Sobolev embeddings yield:
ϑω ∈
⋂
q<4
W 1,qloc (B
4,Mn(C)) →֒
⋂
q<∞
Lqloc.
20
Putting together the regularity of ϑω, g˜ and g˜−1 we can obtain the regularity of g˜−1 (ϑω) g˜:
g˜−1 (ϑω) g˜ ∈
⋂
q<4
W 1,qloc →֒
⋂
q<∞
Lqloc. (2.20)
Fix p > 3 and δ > 0 small,. There exists r0 ∈ (0, 1) so that
∥∥g˜−1 (ϑω) g˜∥∥
W 1,p(B4r0 )
< δ. This (0, 1)-form
also solves F 0,2
g˜−1(ϑω)g˜
= 0 in B4r0 . Hence, we apply Lemma 2.3 to g˜
−1 (ϑω) g˜ in B4r0 (by rescaling) to
get the existence of r ∈ (r0/2, r0) and u ∈W
2,p(B4r , GLn(C)) that solves the ∂-equation above (2.19):
∂u = g˜−1 (ϑω) g˜ · u in B4r .
and satisfies the estimates
‖u− id‖W 2,p(B4r ) ≤ C
∥∥g˜−1 (ϑω) g˜∥∥
W 1,2(B4r )
≤ C ‖A‖W 1,2(B4) (2.21)
and ∥∥u−1 − id∥∥
W 2,p(B4r )
≤ C
∥∥g˜−1 (ϑω) g˜∥∥
W 1,2(B4r )
≤ C ‖A‖W 1,2(B4) , (2.22)
for some constant C > 0.
Define g := g˜u in B4r . By construction, the required ∂-equation is solved:
∂g = −A0,1g in B4r (2.23)
We show that g satisfies the required estimate: for any q < 2 there exists Cq > 0 such that
‖g − id‖W 2,q(B4r0 )
≤ C ‖A‖W 1,2(B4r ). Let q < 2 arbitrary. The triangle inequality applied on the
norm W 2,q gives:
‖g − id‖W 2,q(B4r ) ≤ ‖(g˜ − id)(u − id)‖W 2,q(B4r ) + ‖g˜ − id‖W 2,q(B4r ) + ‖u− id‖W 2,q(B4r ) .
Using the results of [22, Section 4.8.2, Theorem 1] and the regularity of g˜− id ∈∈
⋂
q<2W
2,q(B4r ) and
u− id ∈W 2,p(B4r ), it follows that (g˜ − id)(u− id) ∈
⋂
q<2W
2,q(B4r ) with
‖(g˜ − id)(u− id)‖W 2,q(B4r ) ≤ C ‖g˜ − id‖W 2,q1 (B4r ) · ‖u− id‖W 2,p(B4r ) ,
for some q1 ∈ (q, 2) and constant C > 0. Hence, from (2.17), (2.18) and (2.21) it immediately follows
that there exists a constant Cq > 0 such that:
‖g − id‖W 2,q(B4r ) ≤ Cq ‖A‖W 1,2(B4) .
By arguing in a completely analogous way, we obtain the fact that∥∥g−1 − id∥∥
W 2,q(B4r )
≤ Cq ‖A‖W 1,2(B4) .
It remains to show the existence of h. We apply g to A in B4r to get:
Ag = g−1(∂g + ∂g) + g−1A0,1g − g−1A0,1
T
g = g−1∂g − g−1A0,1
T
g.
Since (2.23) holds, then ∂gT = −gTA0,1
T
. Hence,
(
gT
)−1
∂gT = −A0,1
T
. By plugging this into the
equation above, we get
Ag = g−1∂g + g−1
(
gT
)−1
∂gT g = (gT g)−1∂(gT g).
We conclude the proof by defining h := gT g, and h ∈W 2,q(B4r , iu(n)). for any q < 2.
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Remark 2.3.
(i) Firstly, from the proof of the theorem above that the radius r > 0 can be chosen to be the same
under small perturbations of the 1-form A.
(ii) Secondly, all the above estimates on g hold also for g−1. They can be similarly computed using
the ones of g as in the proof of Lemma 2.3.
Having made the above remarks, we end the section by proving a stability result for holomorphic
trivialisations. Later on, this Corollary will be used to show the convergence of holomorphic structures.
Corollary 2.1. Let r < 1, A1 ∈ W
1,2(Ω1B4 ⊗ u(n)) and g1 ∈ W
2,q(B4r , GLn(C)) satisfying Theorem
2.4. There exists δ > 0 such that for all A2 ∈W
1,2(Ω1B4 ⊗ u(n)) with F 0,2A2 = 0 satisfying
‖A1 −A2‖W 1,2(B4) ≤ δ,
there exists a radius r0 ∈ (r/2, r) depending only on A1 and a gauge g2 ∈
⋂
q<2
W 2,q(B4r0 , GLn(C)) that
trivialises A2 in the sense:
A2 = −∂g2 · g
−1
2 in B
4
r0
with the following estimates: for any q < 2 there exists Cq > 0 such that
‖g2 − id‖W 2,q(B4r0 )
≤ Cq
(
‖A1‖W 1,2(B4) + ‖A2‖W 1,2(B4)
)
and there exists C > 0 such that
‖g1 − g2‖Lp(B4r0 )
≤ C ‖A1 −A2‖W 1,2(B4)
for any p < 12.
Proof of Corollary 2.1. Choose δ > 0 such that A2 is a small perturbation of A1. By Remark 2.3(i)
and Theorem 2.4 applied to the forms A1 and A2 we obtain the existence of r > 0 and gauges
g1, g2 ∈W
2,q(B4r , GLn(C)) for any q < 2 so that
∂g1 = −A
0,1
1 · g1 and ∂g2 = −A
0,1
2 · g2 in B
4
r
and there exists a constant Cq > 0 such that
‖g1 − id‖W 2,q(B4r ) ≤ Cq ‖A1‖W 1,2(B4) ,
‖g2 − id‖W 2,q(B4r ) ≤ Cq ‖A2‖W 1,2(B4) ≤ Cq
(
‖A1‖W 1,2(B4) + ‖A1 −A2‖W 1,2(B4)
)
and
∥∥g−12 − id∥∥W 2,q(B4r ) ≤ Cq ‖A2‖W 1,2(B4) ≤ Cq
(
‖A1‖W 1,2(B4) + ‖A1 −A2‖W 1,2(B4)
)
(2.24)
Since g1 and g2 holomorphically trivialise A1 and A2 respectively, we can relate the transition gauge
g−12 g1 with the difference 1-form A2 −A1 through the following ∂-equation:
∂(g−12 g1) = g
−1
2 (A2 −A1)
0,1g2 · (g
−1
2 g1). (2.25)
We first estimate g−12 g1 − id using the inequalities (2.24) and then use the equation to show that
g−12 g1 − id is only bounded by the norm of A2 −A1. Fix q < 2. The triangle inequality gives:∥∥g−12 g1 − id∥∥W 2,q(B4r ) ≤ ∥∥(g−12 − id)(g1 − id)∥∥W 2,q(B4r ) + ∥∥g−12 − id∥∥W 2,q(B4r ) + ‖g1 − id‖W 2,q(B4r )
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Hence, by the results of [22, Section 4.8.2, Theorem 1] applied to the product (g−12 − id)(g1 − id) and
estimates (2.24), there exists a constant Cq > 0 so that∥∥g−12 g1 − id∥∥W 2,q(B4r ) ≤ Cq(‖A1‖W 1,2 + ‖A2‖W 1,2) ≤ 2Cq(‖A1‖W 1,2 + ‖A1 −A2‖W 1,2). (2.26)
for any q < 2. We can use equation (2.25) in order to find an a-posteriori estimate of g−12 g1 − id
involving only the 1-form A2 − A1. Let s < 4. By the regularity of ∂ in L
s (see [11]) there exists a
holomorphic function h and a constant Cs > 0 such that∥∥g−12 g1 − h∥∥L6s/(6−s)(B4r ) ≤ Cs ∥∥∂(g−12 g1)∥∥Ls(B4r ) ≤ Cs ∥∥g−12 (A2 −A1)0,1g2∥∥Lsp/(p−s)(B4r ) ∥∥g−12 g1∥∥Lp(B4r ) ,
where s < p <∞ arbitrary. Hence, it follows that there exists C > 0 depending on A1 such that∥∥g−12 g1 − h∥∥L6s/(6−s)(B4r ) ≤ C ‖A1 −A2‖W 1,2(B4) ∥∥g−12 g1 − id∥∥Lp(B4r ) + C ‖A1 −A2‖W 1,2(B4) .
There exists q < 2 such that W 2,q →֒ Lp. Since g−12 g1 − id is bounded in W
2,q (2.26), then it is also
bounded in Lp. Hence, ∥∥g−12 g1 − h∥∥L6s/(6−s)(B4r ) ≤ C ‖A1 −A2‖W 1,2(B4) .
Since s < 4, there exists a constant C > 0 independent of p such that∥∥g−12 g1 − h∥∥Lp(B4r ) ≤ C ‖A1 −A2‖W 1,2(B4) ,
for any p < 12. Having this inequality at our disposal, we can turn to estimate g1− g2 ·h. Let p < 12,
then:
‖g1 − g2 · h‖Lp(B4r ) =
∥∥(g2 − id)(h − g−12 g1) + h− g−11 g2∥∥Lp(B4r ) .
For v ∈ (p, 12), we get:
‖g1 − g2 · h‖Lp(B4r ) ≤ ‖g2 − id‖Lvp/(v−p)(B4r )
∥∥g−12 g1 − h∥∥Lv(B4r ) + ∥∥g−12 g1 − h∥∥Lp(B4r ) .
Thus, there exists a constant Cvp > 0 depending on v, p and A1 such that
‖g1 − g2 · h‖Lp(B4r ) ≤ Cvp ‖A1 −A2‖W 1,2(B4) .
Moreover, g2 · h solves the equation:
∂(g2 · h) = A
0,1
2 (g2 · h).
in a distributional sense. It remains to show that the g2 · h is bounded in W
2,q by the norms of A1
and A2 in a possible slightly smaller ball. Let r0 ∈ (r/2, r), then there exists a constant C > 0 such
that
‖g2 · h− id‖W 1,2(B4r0 )
≤ C
(∥∥∂g2 · h∥∥L2(B4r ) + ‖g2 · h− id‖L2(B4r )
)
.
Consequently, by using the ∂-equation satisfied by g2 · h, it follows that:
‖g2 · h− id‖W 1,2(B4r0 )
≤ C
(
‖A2‖L4(B4r ) ‖g2 · h‖L4(B4r ) + ‖g2 · h− g1‖L2(B4r ) + ‖id− g1‖L2(B4r )
)
.
Having shown that g2 · h ∈ L
p for all p < 12, we obtain
‖g2 · h− id‖W 1,2(B4r0 )
≤ C
(
‖A1‖W 1,2(B4) + ‖A2‖W 1,2(B4)
)
.
Hence, given that g2 · h ∈W
1,2 and g2 · h− id is bounded by A1 and A2, we get from Lemma 6.7 and
Remark 6.5(ii) the estimate: for any q < 2 there exists a constant Cq > 0 such that:
‖g2 · h− id‖W 2,q(B4r0 )
≤ Cq
(
‖A1‖W 1,2(B4) + ‖A2‖W 1,2(B4)
)
.
By redefining g2 as g2 · h, we have proven our stability result.
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3 Proof of Theorem 1.1
We pick geodesic balls B4r (xi) covering X
2 on which the connection can be trivialised: ∇ = d + Ai
and
‖Ai‖W 1,2(B4r (xi)) ≤ ε0(X
2, ω),
where ε0(X
2, ω) is given by Theorem 2.4. Because X2 is a compact manifold, there are finitely many
such balls covering X2. By Theorem 2.4 there exists r′ ∈ (0, r), gi ∈ W
2,p(B4r′(xi), GLn(C)) and
hi = g
T
i gi ∈W
2,p(B4r′ , iU(n)) for any p < 2 so that A
gi
i = h
−1
i ∂hi. Hence
∇gi = d+ h−1i ∂hi in B
′4
r (xi).
We conclude that there exists W 2,p global sections h and g such that
∇g = ∂0 + h
−1∂0h+ ∂E .
Thus, there exists a smooth holomorphic structure E on our hermitian bundle (E, h0).
4 Density under high energy
Until now we have looked at density results under the assumption of low Yang-Mills energy. As
before we start by assuming that we work on the flat unit ball B4 and in section 4.4 we show how
to generalise our results on the compact manifold X2. We start by investigating the case when
A ∈W 1,2(Ω1B4 ⊗ u(n)) and ‖A‖W 1,2(B4) <∞. Furthermore we are assuming the integrability condi-
tion F 0,2A = 0 is satisfied.
Difficulty:
If we want to proceed as in the case of low Yang-Mills energy, we start by smoothing A inside B4
by simple convolution and thus, obtain a sequence of smooth forms Ak converging to A in W
1,2
as k → ∞. The integrability condition (1.1) is, however, lost for Ak. Furthermore, since we want
to preserve the condition for each k, the argument reduces to finding a sequence of perturbations
ωk ∈ C
∞(Ω0,2B4 ⊗Mn(C)) uniformly bounded in W
2,2 that solve

∂∂
∗
ωk = −
[
∂
∗
ωk, A
0,1
k
]
− ∂
∗
ωk ∧ ∂
∗
ωkj − F
0,2
Ak
in B4
ωk = 0 on ∂B
4
Since A0,1k is not small in W
1,2 norm, we cannot hope to apply a fixed point argument even if F 0,2Ak is
very small in L2 norm (it converges to F 0,2A = 0). To make the situation worse, the linear operator
∂∂
∗
·+
[
∂
∗
·, A0,1k
]
might have non-trivial kernel.
Hence, in this section we have developed a method that deals with the case of Ak having high W
1,2
norm. We present it below:
Strategy:
We recall that in Section 2, Proposition 2.1 and Lemma 2.2, we were able to find a perturbation ∂
∗
ω
to the form A˜ in order to obtain the integrability condition (1.1) over CP2. This method, however,
heavily used that the operator LA˜ (2.6) is invertible under the smallness condition of the W
1,2 norm
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of A˜. Following this blueprint, our idea is to find a unitary gauge change g of A such that the operator
∂∂
∗
·+
[
∂
∗
·,
(
A0,1
)g]
is invertible.
Firstly, we will need to acquaint ourselves with this idea. We found it natural to start by considering
the case of linear perturbations of A and show that we can always find a smooth perturbation U such
that the operator ∂∂
∗
·+
[
∂
∗
·, A0,1 + β∂U
]
acting on (0, 2) forms has a trivial kernel for some β > 0.
Having this idea, we search for a unitary gauge change g that forces the operator ∂∂
∗
·+
[
∂
∗
·,
(
A0,1
)g]
to have trivial kernel. Moreover, we show that for k large enough, the same gauge g gives that the
operators ∂∂
∗
· +
[
∂
∗
·,
(
A0,1k
)g]
are also invertible. This enables us to find a perturbation ωk that
solves
∂∂
∗
ωk +
[
∂
∗
ωkj ,
(
A0,1k
)g]
+ ∂
∗
ωk ∧ ∂
∗
ωk = −F
0,2
Agk
with ωk = 0 on ∂B
4, and satisfies the estimate:
‖ωk‖W 2,20 (B4)
≤ C
∣∣∣∣
∣∣∣∣
∣∣∣∣T−1(A0,1k )g
∣∣∣∣
∣∣∣∣
∣∣∣∣
∥∥∥F 0,2Agk
∥∥∥
L2(B4)
,
for some constant C > 0. Using this estimate, together with the convergence of Ak to A in W
1,2 and
F 0,2A = 0, we obtain the strong convergence of the sequence ωk to 0.
Hence, we prove the first theorem of this section by also taking into account that g is a unitary
gauge transformation, and we can thus, use the invariance of the L2 norm under the action of g:∥∥∥F 0,2Ak
∥∥∥
L2
=
∥∥∥g−1F 0,2Agk g
∥∥∥
L2
=
∥∥∥F 0,2Agk
∥∥∥
L2
.
The local theorem on B4 is stated as follows:
Theorem 4.5. Let A ∈ W 1,2(Ω1B4 ⊗ u(n)), with F 0,2A = 0. There exists a smooth sequence of forms
Ak ∈ C
∞(Ω1B4 ⊗ u(n)), F 0,2Ak = 0 and Ak → A in W
1,2(B4).
Moreover, using the local theorem, we will show that it implies the global existence of an approximating
smooth sequence. In particular, we obtain:
Theorem 4.6. Let ∇ a W 1,2 unitary connection over X2, satisfying the integrability condition
F 0,2∇ = 0.
Then there exists a sequence of smooth unitary connections ∇k, with F
0,2
∇k
= 0 such that
d2(∇k,∇)→ 0.
4.1 Linear perturbation
We will be looking at finding a small linear perturbation that forces the operator
LA0,1 = ∂∂
∗
·+[A0,1, ∂
∗
·]
to have trivial kernel, assuming a 0 boundary condition. Let U ∈ C∞(B4,Mn(C)). We define the
following operators
L0 :W
2,2
D (Ω
0,2B4 ⊗Mn(C))→ L
2(Ω0,2B4 ⊗Mn(C))
ω 7→ ∂∂
∗
ω + [A0,1, ∂
∗
ω]
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Lβ,U : W
2,2
D (Ω
0,2B4 ⊗Mn(C))→ L
2(Ω0,2B4 ⊗Mn(C))
ω 7→ L0ω + βBUω
where BU = [∂U, ∂
∗
·].
Proposition 4.3. L0 and Lβ,U are Fredholm operators of index zero from the space W
2,2
D (Ω
0,2B4 ⊗
Mn(C)) to L
2(B4,Mn(C)).
Proof of Proposition 4.3. It is sufficient to prove this statement for L0. L0 is Fredholm since it is ellip-
tic. Moreover, ∂∂
∗
= 12∆dz1 ∧ dz2 is an elliptic operator of Fredholm index zero from W
2,2
D (Ω
0,2B4 ⊗
Mn(C)) into L
2(Ω0,2B4 ⊗Mn(C)).
Let Ak be a smooth sequence of 1-forms converging strongly in W
1,2 to A. Then the bracket operator
ω 7→ [A0,1k , ∂
∗
ω]
is compact W 2,2(Ω0,2(B4)) to L2(Ω0,2(B4)). Indeed, Ak is bounded in L
∞ and hence:∥∥∥[A0,1k , ∂∗ω]∥∥∥
L2(B4)
≤ C ‖Ak‖L∞(B4)
∥∥∥∂∗ω∥∥∥
W 1,2(B4)
,
for some constant C > 0, where we have used thatW 1,2 is compactly embedded in L2 in 4-dimensions,
by Rellich-Kondrachov [2]. By the compact embeddedness, it follows that the operators ω 7→ [A0,1k , ∂
∗
ω]
are compact W 2,2 to L2 for all k. Hence, using the compactness of these operators and the fact that
∂∂
∗
is Fredholm, then by [23, Theorem 4.4.2, p.185]) we have
index(∂∂
∗
·+[A0,1k , ∂
∗
·]) = index(∂∂
∗
) = 0.
Moreover, for fix ε > 0 given by [23, Theorem 4.4.2, p.185], then there exists k0 > 0 such that for
all k ≥ k0, we have that
∣∣∣∣∣∣∣∣∣[A0,1k −A0,1, ∂∗]∣∣∣∣∣∣∣∣∣ ≤ ε since Ak converges strongly to A in W 1,2. Thus, by
applying [23, Theorem 4.4.2, p.185] to the perturbation operator [A0,1k −A
0,1, ∂
∗
] and to L0, we obtain
that
index(L0) = index(L0 + [A
0,1
k −A
0,1, ∂
∗
]) = index(∂∂
∗
·+[A0,1k , ∂
∗
·]) = 0
This proves the statement.
We will be working with operators of the form L0 and Lβ,U , where β ∈ R is small and U ∈
W 2,2(B4,Mn(C)). By the Proposition above the kernel of L0 is finite dimensional. On the space
(KerL0)
⊥, there exists a compact operator S = L−10 from L
2 into W 2,2D such that
S : RanL0 → (KerL0)
⊥.
By classical spectral theory, S has discrete spectrum with a possible accumulation point at 0 (see for
example [20, Theorem VI.15]). This means that the spectrum of S is {λ1, λ2, . . . , λn, . . .} where λn → 0.
Thus, on (KerL0)
⊥, the spectrum of L0 is{
1
λ1
,
1
λ2
, . . . ,
1
λn
, . . .
}
where λn → 0. If we assume KerL0 6= {0}, we have that 0 has to be in the spectrum as well and then{
0,
1
λ1
,
1
λ2
, . . . ,
1
λn
, . . .
}
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is the spectrum of the operator L0. In addition, Lβ,U has discrete spectrum by arguing as before with
A0,1 + β∂U instead of A0,1.
In the next Proposition we show that the number of eigenvalues near 0 of Lβ,U cannot exceed the
multiplicity of the 0 eigenvalue of L0 for β small enough. Let m be the multiplicity of 0 for the
operator L0.
Proposition 4.4. There exists β0 > 0 so that for each 0 ≤ β ≤ β0, Lβ,U has at most m finitely many
not necessarily distinct eigenvalues λ
(1)
U (β), . . . λ
(m)
U (β) near 0 that converge to 0 as β → 0.
Proof of Proposition 4.4. Denote ε0 :=
∣∣∣ 1λ1
∣∣∣ . and let ε < ε0. Since the ball Bε(0) = {|λ| ≤ ε} ⊆ C is
compact, then Lβ,U has finitely many not necessarily distinctmβ eigenvalues inBε(0), λ
(1)
U (β), . . . , λ
(mβ)
U (β).
Moreover, by [3] there are at most m eigenvalues, where m is the multiplicity of the 0 eigenvalue of
L0. We need to show that λ
(i)
U (β)→ 0 as β → 0 for each 1 ≤ i ≤ mβ.
We argue by contradiction. If this wouldn’t be the case, then there exists λ0 6= 0 and i0 such that
λi0U (β) → λ0 as β → 0, with λ0 ∈ σ(L0). Since Lβ,U is an analytic family of operators in β, we know
that the set Γ = {(β, λ)|λ ∈ ρ(Lβ,U )} is open (see [19, Theorem XII.7]).
Because Γ is open and Bε(0) contains only one point of the spectrum of L0, there exists δ > 0 and an
open tubular neighbourhood
T = (−δ, δ) × (Bε+δ(0) \Bε−δ(0))
of {0} × ∂Bε(0) that does not contain any elements of the spectrum of Lβ,U . By definition of Γ, we
have that T ⊂ Γ. In particular, δ can be chosen small enough such that for each β satisfying |β| < δ,
there is no λε,β,U ∈ ∂Bε(0) ∩ σ(Lβ,U ). Thus, we have a contradiction since |λ0| ≥ ε0. We conclude
that for all i ≤ mβ, λ
(i)
U (β)→ 0 as β → 0.
Define the following operator:
Pβ,U := −
1
2πi
∮
|λ|=ε
(Lβ,U − λ)
−1 dλ
where ε is chosen as in Proposition 4.4. Since we have isolated branched points of the spectrum, we
can rewrite this as
Pβ,U := −
1
2πi
m∑
i=1
∮
|λ−λ
(i)
U (β)|=ε1
(Lβ,U − λ)
−1 dλ.
for some ε1 small enough. Each term of this sum is the projection onto the generalised eigenspace of
Lβ,U corresponding to the eigenvalue λ
(i)
U (β) (see [19, Chapter XII]). By Proposition 4.4 on the circle
|λ| = ε, we have that λ ∈ ρ(Lβ,U). Thus, the resolvent Rλ = (Lβ,U − λ)
−1 is analytic on the ε circle.
It follows that Pβ,U is also analytic in terms of β for β small enough. Similarly, we can define the
operator P0 associated to L0.
We denote the generalised eigenspace (as defined in [23, Chapter 5]) corresponding to 0 for L0 by
G0 =
∞⋃
k=1
{
v ∈W 2,2D (Ω
0,2B4 ⊗Mn(C))|L
k
0v = 0
}
and the range of Pβ,U by
Gβ,U =
∞⋃
k=1
m⊕
i=1
{
v ∈W 2,2D (Ω
0,2B4 ⊗Mn(C))|(Lβ,U − λ
(i)
U (β))
kv = 0
}
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respectively. The following proposition will show that these two spaces are isomorphic for small values
of β.
Proposition 4.5. There exists β0 > 0 so that Pβ,U : G0 → Gβ,U is an isomorphism for all 0 < β < β0.
Proof of Proposition 4.5. From [19, Theorem XII.5], Pβ,U and P0 define two surjective projection
operators:
Pβ,U :W
2,2
D (Ω
0,2B4 ⊗Mn(C))→ Gβ,U
and
P0 :W
2,2
D (Ω
0,2B4 ⊗Mn(C))→ G0.
Claim 1. There exists β0 > 0 so that for all β < β0, Pβ,U is surjective as an operator from G0 to
Gβ,U .
Pβ,U − P0 = −
1
2πi
∮
|λ|=ǫ(Lβ,U − λ)
−1 − (L0 − λ)
−1 dλ
= − 12πi
∮
|λ|=ǫ
(
(L0 − λ)
−1 −
∞∑
i=1
βi(L0 − λ)
−1(BU (L0 − λ)
−1)i
)
−(L0 − λ)
−1 dλ
= O(β)
Thus, there exists β0 such that for all β < β0 we have the following bound for the norm of the operator
P (β)− P (0):
‖Pβ,U − P0‖W 2,2D
<
1
16
.
Since Lβ,U − λ is a continuous operator from W
2,2
D to L
2 for any λ, β ∈ R, we have that
(Lβ,U − λ)
−1G0
is closed, since RanP0 = G0 is closed (see [19, Theorem XII.5]). This implies that Pβ,UG0 is closed as
Pβ,U is a composition of two continuous operators.
Assume that Pβ,UG0 6= Gβ,U . Since Pβ,UG0 is closed in Gβ,U , we can apply Riesz Lemma (see for
example [23, Lemma 1.2.13]). Then there exists u ∈ Gβ,U where ‖u‖W 2,2D
= 1 and
inf
v∈Pβ,UG0
‖u− v‖W 2,2D
> 12 .
Pβ,U is a projection operator and u ∈ Gβ,U , then u is its own projection - u = Pβ,Uu. Moreover, the
norm distance between u and P0u satisfies the following inequality
‖u− P0u‖W 2,2D
= ‖Pβ,Uu− P0u‖W 2,2D
≤ ‖Pβ,U − P0‖W 2,2D
‖u‖W 2,2D
= ‖Pβ,U − P0‖W 2,2D
< 116 .
The last inequality holds, because β is chosen to be small. From the above estimate, we can easily
estimate the norm of P0u:
‖P0u‖W 2,2D
≤ ‖u‖
W 2,2D
+ ‖u− P0u‖W 2,2D
< 1 + 116 .
28
By further computing, we get
‖Pβ,UP0u− P0u‖W 2,2D
= ‖Pβ,UP0u− P0P0u‖W 2,2D
P 20=P0
≤ ‖Pβ,U − P0‖W 2,2D
‖P0u‖W 2,2D
< 1162 +
1
16 .
Thus,
‖u− Pβ,UP0u‖W 2,2D
≤ ‖Pβ,UP0u− P0u‖W 2,2D
+ ‖u− P0u‖W 2,2D
< 216 +
1
162
.
Since Pβ,UP0u ∈ Pβ,UG0, we get a contradiction with inf
v∈Pβ,UG0
‖u− v‖W 2,2 >
1
2 . Hence, Pβ,UG0 = Gβ,U
and we have proven the claim that Pβ,U is surjective from G0 to Gβ,U .
Claim 2. Pβ,U is injective as an operator from G0 to Gβ,U .
Let ω0, ω1 ∈ G0 such that Pβ,Uω1 = Pβ,Uω0 . Then
0 = Pβ,U (ω1 − ω0) = −
1
2πi
∮
|λ|=ǫ(Lβ,U − λ)
−1(ω1 − ω0) dλ
= − 12πi
∮
|λ|=ǫ
(
(L0 − λ)
−1 −
∞∑
i=1
βi(L0 − λ)
−1(BU (L0 − λ)
−1)i
)
(ω1 − ω0) dλ
= ω1 − ω0 +O(β).
Because this holds for any β < β0 we conclude that ω0 = ω1.
Hence, from the two claims above, there exists β0 > 0 so that
Pβ,U : G0 → Gβ,U
is an isomorphism for all β < β0.
The last ingredient we need to prove, in order to obtain the existence of a perturbation that makes
KerLβ,U trivial, is the next statement. It gives us the perturbation U which will satisfy the neces-
sary condition to make the kernel trivial. This next Proposition together with the existence of the
isomorphism Pβ,U will be key to proving the result.
Proposition 4.6. There exists a smooth Hermitian function U ∈ C∞(B4, u(n)) such that BU is
injective on KerL0.
Proof of Proposition 4.6. Since KerL0 is finite dimensional, let {e1, . . . , eN} be an orthonormal basis
of it.
Let v ∈ KerL0, v 6= 0. We show that for each such v, we can find Uv such that BUvv 6= 0. Assume
by contradiction that BUv = 0 for all smooth functions U on B
4. Define the linear operator H(ω) :=(
[ω, ∂
∗
v]
)0,2
: C∞(Ω1B4 ⊗Mn(C)) → C
∞(Ω2B4 ⊗Mn(C)) which satisfies the fact that H(ω(z)) =
H(ω)(z), where ω(z) means that each component of ω is applied to z. Moreover, we have that
0 = BUv = [∂U, ∂
∗
v] = H(dU)
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for all smooth functions U on B4. Applying Proposition 6.9 to H, we obtain that H = 0. By density
of smooth (0, 1)-forms into W 1,2 (0, 1)-forms, it follows in particular that
H(A0,1) = [A0,1, ∂
∗
v] = 0.
Putting this together with the fact that v ∈ KerL0, we obtain:
0 = L0v = ∂∂
∗
v.
Since v = 0 on ∂B4 and ∂∂
∗
v = 0, then v = 0 in B4. This is a contradiction because ‖v‖W 2,2D
= 1.
Hence, there exists Uv ∈ C
∞(B4,Mn(C)) so that BUvv 6= 0.
Next, we show that such a Uv can be chosen to be Hermitian. Indeed since Uv ∈Mn(C), there exists
a decomposition in terms of its Hermitian and anti-Hermitian part:
Uv = U1 + U2,
where U1 ∈ C
∞(B4, u(n)) and U2 ∈ C
∞(B4, iu(n)). Assume that BU1v = 0, otherwise we redefine
Uv := U1. Under this assumption, by linearity it then necessarily follows that
BU2v 6= 0.
If this condition holds, then by multiplying with i,
iBU2v = BiU2v 6= 0.
Moreover, iU2 ∈ C
∞(B4, u(n)) and in this case we redefine Uv := iU2. Hence, there exists
Uv ∈ C
∞(B4, u(n)) so that BUvv 6= 0, for any v ∈ KerL0, v 6= 0. (4.27)
Claim. There exists U smooth Hermitian function such that BU is injective on KerL0.
We formulate the following inductive hypothesis:
I(k) =


there exists Uk ∈ C∞(B4, u(n)) supported in V k ( B4 such that
{BUkej}
k
j=1 is linearly independent,
where k ≤ N We show by induction that I(N) holds from which it follows that BUN is injective on
KerL0.
By (4.27), there exists U1 such that BU1e1 6= 0. Without loss of generality, by multiplying with a
compactly supported function ρ1, we can localise U1 in V1 ( B
4. Hence I(1) holds. Assume that for
k < N , I(k) holds. We prove that I(k + 1) holds as well.
If {BUkej}
k+1
j=1 is linearly independent, then set U
k+1 = Uk. Otherwise there exists λ1, . . . , λk+1 not
all 0 such that
∑k+1
i=1 λiBUkei = 0. Notice that λk+1 6= 0.
By (4.27) there exists Uk+1 such that BUk+1
∑k+1
i=1 λiei 6= 0. We can choose a neighbourhood Vk+1 and
V˜ k ⊆ V k disjoint from Vk+1 such that {BUkej}
k
j=1 is linearly independent in V˜
k and
Bρk+1Uk+1
k+1∑
i=1
λiei 6= 0 in Vk+1
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In particular, we can define functions ρk+1 compactly supported in Vk+1, ρk compactly supported in
V˜ k. Define Uk+1 := ρkU
k + ρk+1Uk+1.
It remains to show that {BUk+1ej}
k+1
j=1 is linearly independent. Assume there exists β1, . . . , βk+1 such
that
k+1∑
j=1
βjBρkUk+ρk+1Uk+1ej =
k+1∑
j=1
βjBUk+1ej = 0. (4.28)
In the neighbourhood V˜ k, we have that
k+1∑
j=1
βjBUkej = 0.
Then (β1, . . . , βk+1) = c(λ1, . . . , λk+1) for some constant c. Hence, in Vk+1, we have that
c
k+1∑
j=1
λjBUk+1ej = 0.
By the choice of Uk+1, we obtain that c = 0. Hence β1 = . . . = βk+1 = 0. To conclude, define
V k+1 = V˜ k ∪ Vk+1. This proves the induction.
Hence, we have obtained U = UN such that {BUej}
N
j=1 are linearly independent, where ej the or-
thonormal basis of KerL0 we have picked initially. It follows that BU is injective on KerL0.
We are now ready to prove the result of this section.
Lemma 4.4. There exists a small constant β ∈ [0, 1] and U ∈ C∞(B4,Mn(C)) such that
KerLβ,U = {0}
where
Lβ,U : W
2,2
D (Ω
0,2B4 ⊗Mn(C))→ L
2(Ω0,2B4 ⊗Mn(C)).
Hence, Lβ,U is an invertible operator.
Proof of Lemma 4.4. The case when β = 0 and KerL0 = {0} is trivial. We focus on the case when
KerL0 6= {0}.
We assume the worst case scenario dimG0 = ∞. By Proposition 4.6, there exists U ∈ C
∞(B4, u(n))
so that BU is injective on KerL0. Furthermore it follows from Proposition 4.5 that there exists an
isomorphism Pβ,U between G0 and Gβ,U for all β < β0 for some β0 > 0. We want to show the existence
of β so that KerLβ,U = {0}.
Assume that for all β < β0 we have that KerLβ,U 6= {0}. We aim at showing by contradiction that
for some β < β0 we will get that KerLβ,U = {0}. Thus, let the space
Sβ,U = P
−1
β,U (KerLβ,U).
Since KerLβ,U is finite dimensional and its dimension is bounded by the dimension of KerL0 by
Proposition 4.4. Because Pβ,U is an isomorphism, then Sβ,U is a finite dimensional space in G0 of
dimension at most dimKerL0. Moreover, KerL0 ∩ Sβ,U is also finite dimensional and there exists
an orthonormal basis of this space. We can complete it, to obtain an orthonormal basis {eβ,Uj }
N
j=1
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on Sβ,U , where N = dimKerLβ,U = dimSβ,U . Fix 1 ≤ j ≤ N and ε > 0 small enough such that
λ ∈ ρ(L0) for all |λ| = ε. We compute the following:
0 = Lβ,UPβ,Ue
βU
j = −
1
2πi
Lβ,U
∮
|λ|=ǫ
(Lβ,U − λ)
−1eβ,Uj dλ
= −
1
2πi
Lβ,U
∮
|λ|=ǫ
(L0 + βBU − λ)
−1eβ,Uj dλ
= −
1
2πi
(L0 + βBU )
∮
|λ|=ǫ
(L0 + βBU − λ)
−1eβ,Uj dλ
= −
1
2πi
(L0 + βBU )
∮
|λ|=ǫ
((L0 − λ)
−1 −
∞∑
i=1
βi(L0 − λ)
−1(BU (L0 − λ)
−1)i)eβ,Uj dλ
= −
1
2πi
L0
∮
|λ|=ǫ
(L0 − λ)
−1eβ,Uj dλ
+ β
1
2πi
L0
∮
|λ|=ǫ
∞∑
i=1
βi−1(L0 − λ)
−1(BU (L0 − λ)
−1)ieβ,Uj dλ
− β
1
2πi
BU
∮
|λ|=ǫ
(L0 − λ)
−1eβ,Uj dλ
+
1
2πi
βBU
∮
|λ|=ǫ
∞∑
i=1
βi(L0 − λ)
−1(BU (L0 − λ)
−1)ieβ,Uj dλ
= L0e
β,U
j − β
1
2πi
(
BUe
β,U
j − L0
∮
|λ|=ǫ
(L0 − λ)
−1BU (L0 − λ)
−1eβ,Uj dλ
)
(4.29)
+O(β2)
The last equality holds because eβ,Uj ∈ G0 and we have
P0e
β,U
j = −
1
2πi
∮
|λ|=ǫ
(L0 − λ)
−1eβ,Uj dλ = e
β,U
j .
We further discuss two cases:
Case 1. eβ,Uj /∈ KerL0
Because eβ,Uj is an element of the orthonormal basis, then e
β,U
j ∈ (KerL0)
⊥. Moreover, since L0 is
Fredholm, we have
1 =
∥∥∥eβ,Uj ∥∥∥
W 2,2D
≤ C
∥∥∥L0eβ,Uj ∥∥∥
L2
≤ O(β)
∥∥∥eβ,Uj ∥∥∥
W 2,2D
= O(β),
where C > 0 is a constant independent of β. Since β < β0 is small, we get a contradiction.
Case 2. eβ,Uj ∈ KerL0
Because the equation (4.29) vanishes for any β < β0 and KerL0 6= {0} it follows that
BUe
β,U
j = L0
∮
|λ|=ǫ
(L0 − λ)
−1BU (L0 − λ)
−1eβ,Uj dλ. (4.30)
Using the invertibility of the operator L0 − λ, where λ ∈ ρ(L0) then (L0 − λ)
−1(L0 − λ) = I. Thus,
by expanding we obtain that
(L0 − λ)
−1L0 − I = (L0 − λ)
−1λ.
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((L0 − λ)
−1L0
λ −
I
λ )e
β,U
j = (L0 − λ)
−1eβ,Uj . Since e
β,U
j ∈ KerL0, then (L0 − λ)
−1eβ,Uj = −
1
λe
β,U
j . We
obtain the following:
(4.30) = −L0
∮
|λ|=ǫ(L0 − λ)
−1 1
λBUe
β,U
j dλ
= −
∮
|λ|=ǫ
(
(L0 − λ)
−1 + Iλ
)
BUe
β,U
j dλ
= −2πiBUe
β,U
j −
∮
|λ|=ǫ(L0 − λ)
−1BUe
β,U
j dλ
(4.31)
Putting the above equalities 4.30 and 4.31 together, we have that
(1 + 2πi)BU e
β,U
j = −
∮
|λ|=ǫ
(L0 − λ)
−1BUe
β,U
j dλ = 2πiP0BUe
β,U
j
We apply P0 on both sides of the equation to get (1+2πi)P0BUe
β,U
j = 2πiP
2
0BUe
β,U
j . Moreover, since
P0 is a projection, and thus satisfies P
2
0 = P0, our computations then give us the following equality
(1 + 2πi)P0BUe
β,U
j = 2πiP0BUe
β,U
j .
This can be true only if P0BUe
β,U
j = 0. Together with
(1 + 2πi)BU e
β,U
j = 2πiP0BUe
β,U
j ,
it implies that BUe
β,U
j = 0. This is a contradiction by the choice of our initial U .
We conclude that for some β < β0 we have KerLβ,U = {0}.
4.2 Gauge perturbation
After having acquainted ourselves with the linear perturbation in the section before, we are now in a
position to generalise the previous results. First consider operators of the form
T(A0,1)g(βU) = ∂∂
∗
·+[(A0,1)g(βU), ∂
∗
·]
where
T(A0,1)g(βU) : W
2,2
D (Ω
0,2B4 ⊗Mn(C))→ L
2(Ω0,2B4 ⊗Mn(C))
and g(βU) := exp(βU) ∈ C∞(B4, U(n)). For the following proofs we will denote TA0,1 and TA0,1g(βU)
by T0 and Tβ,U respectively. We can remark the fact that T0 = L0.
Similar to the linear case, we can deduce that Tβ,U has a discrete spectrum for any U and β, with
β < 1 small (so that exp is defined). Moreover, the family of operators have discrete spectrum with
no accumulation points and we can express them as
Tβ,U = ∂∂
∗
·+[(A0,1)g(βU), ∂
∗
·]
= ∂∂
∗
·+
∞∑
n=0
[βnAn, ∂
∗
·]
= ∂∂
∗
·+[A0,1, ∂
∗
·] +
∞∑
n=1
βn[An, ∂
∗
·]
where A1 = A
0,1 and An are (0, 1)-forms. This shows that the resolvent is an analytic function of
β. Thus, the operator is analytic in the sense of Kato (see [19]). In a completely analogous way to
33
Proposition 4.4 we have the existence of m not necessarily distinct eigenvalues corresponding to Tβ,U ,
namely λ
(1)
U (β), . . . , λ
(m)
U (β). There exists ε > 0 so that |λ
(i)
U (β)| < ε for all β ≥ 0 and 1 ≤ i ≤ m. In
this section we denote Pβ,U by
Pβ,U = −
1
2πi
∮
|λ|=ε
(Tβ,U − λ)
−1 dλ
and it is an analytic function of β on |λ| = ε. Similarly, we define P0 for the operator T0.
We denote the generalised eigenspace corresponding to 0 for T0 by
G0 =
∞⋃
k=1
{
v ∈W 2,2D (Ω
0,2B4 ⊗Mn(C))|T
k
0 v = 0
}
and the range of Pβ,U by
Gβ,U =
∞⋃
k=1
m⊕
i=1
{
v ∈W 2,2D (Ω
0,2B4 ⊗Mn(C))|(Tβ,U − λ
(i)
U (β))
kv = 0
}
respectively.
Since g(βU) = exp(βU), we then have the existence of an operator Bβ,U so that
βBβ,U · = [(A
0,1)g(βU) −A0,1, ∂
∗
·]
and Bβ,U is analytic in β (in particular it does not have any poles). Since U is a smooth Hermitian
function we can obtain
Bβ,U · = [∂U + [A
0,1, U ], ∂
∗
·] +O(β),
by expanding Bβ,U in β. Define
B0,U · := [∂U + [A
0,1, U ], ∂
∗
·]
as a map from W 2,2D (Ω
0,2B4 ⊗Mn(C)) to L
2(Ω0,2B4 ⊗Mn(C)). Thus, by again using the smoothness
of U , we can expand Tβ,U in U and obtain
Tβ,U = T0 + βBβ,U = T0 + βB0,U +O(β
2).
In a completely analogous way we also have that Pβ,U is an isomorphism between G0 and Gβ,U . Hence,
we can assume this and prove the reciprocal version of Lemma 4.4. Firstly, we prove an analogue of
Proposition 4.6. The proof will follow very similar steps as before.
Proposition 4.7. There exists a smooth Hermitian function U ∈ C∞(B4, u(n)) such that B0,U is
injective on KerT0.
Remark 4.4. It is important to remark that this proof will give us a function U that belongs to the Lie
algebra u(n). This, in turn, will yield a perturbation by a gauge that is unitary, since g(βU) = exp(βU).
It is crucial to find a unitary gauge, because it will preserve our Hermitian vector bundle structure
later on.
Proof of Proposition 4.7. Since KerT0 is finite dimensional, let {e1, . . . , eN} be an orthonormal basis
of it.
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Let v ∈ KerT0, v 6= 0. We show that for each such v, we can find Uv such that B0,Uvv 6= 0. Assume
by contradiction that B0,Uv = 0 for all smooth functions U on B
4. Define the linear operators
H0(ω) :=
(
[[A0,1, ω], ∂
∗
v]
)0,2
: C∞(B4,Mn(C))→ C
∞(Ω2B4 ⊗Mn(C))
and
H1(ω) :=
(
[ω, ∂
∗
v]
)0,2
: C∞(Ω1B4 ⊗Mn(C))→ C
∞(Ω2B4 ⊗Mn(C))
which satisfies the fact that H0(ω(z)) = H0(ω)(z). Moreover, we have that
0 = B0,Uv = [∂U + [A
0,1, U ], ∂
∗
v] = H1(dU) +H0(U)
for all smooth functions U on B4. Applying Proposition 6.10 to H1 and H0, we obtain that H1 ◦d = 0
and H0 = 0. In particular, we have obtained that for all U smooth functions on B
4,
H1(dU) = [∂U, ∂
∗
v] = 0.
This is a contradiction by Proposition 4.4. Hence, there exists Uv ∈ C
∞(B4,Mn(C)) so that B0,Uvv 6=
0.
Next, we show that such a Uv can be chosen to be Hermitian. Indeed since Uv ∈Mn(C), there exists
a decomposition in terms of its Hermitian and anti-Hermitian part:
Uv = U1 + U2,
where U1 ∈ C
∞(B4, u(n)) and U2 ∈ C
∞(B4, iu(n)). Assume that B0,U1v = 0, otherwise we redefine
Uv := U1. Under this assumption, by linearity it then necessarily follows that
B0,U2v 6= 0.
If this condition holds, then by multiplying with i,
iB0,U2v = B0,iU2v 6= 0.
Moreover, iU2 ∈ C
∞(B4, u(n)) and in this case we redefine Uv := iU2. Hence, there exists
Uv ∈ C
∞(B4, u(n)) so that B0,Uvv 6= 0, for any v ∈ KerT0, v 6= 0. (4.32)
Claim. There exists U smooth Hermitian function such that B0,U is injective on KerT0.
We formulate the following inductive hypothesis:
I(k) =


there exists Uk ∈ C∞(B4, u(n)) supported in V k ( B4 such that
{B0,Ukej}
k
j=1 is linearly independent,
where k ≤ N We show by induction that I(N) holds from which it follows that B0,UN is injective on
KerT0.
By (4.32), there exists U1 such that B0,U1e1 6= 0. Without loss of generality, by multiplying with a
compactly supported ρ1, we can localise U1 in a neighbourhood V1 ( B
4. Hence I(1) holds. Assume
that for k < N , I(k) holds. We prove that I(k + 1) holds as well.
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If {B0,Ukej}
k+1
j=1 is linearly independent, then set U
k+1 = Uk. Otherwise there exists λ1, . . . , λk+1 not
all 0 such that
∑k+1
i=1 λiB0,Ukei = 0. Notice that λk+1 6= 0.
By (4.27) there exists Uk+1 such that B0,Uk+1
∑k+1
i=1 λiei 6= 0. We can choose a neighbourhood Vk+1
and V˜ k ⊆ V k disjoint from Vk+1 such that {B0,Ukej}
k
j=1 is linearly independent in V˜
k and
B0,ρk+1Uk+1
k+1∑
i=1
λiei 6= 0 in Vk+1
In particular, we can define functions ρk+1 compactly supported in Vk+1, ρk compactly supported in
V˜ k. Define Uk+1 := ρkU
k + ρk+1Uk+1.
It remains to show that {B0,Uk+1ej}
k+1
j=1 is linearly independent. Assume there exists β1, . . . , βk+1 such
that
k+1∑
j=1
βjB0,ρkUk+ρk+1Uk+1ej =
k+1∑
j=1
βjB0,Uk+1ej = 0. (4.33)
In the neighbourhood V˜ k, we have that
k+1∑
j=1
βjB0,Ukej = 0.
Then (β1, . . . , βk+1) = c(λ1, . . . , λk+1) for some constant c. Hence, in Vk+1, we have that
c
k+1∑
j=1
λjB0,Uk+1ej = 0.
By the choice of Uk+1, we obtain that c = 0. Hence β1 = . . . = βk+1 = 0. To conclude, define
V k+1 = V˜ k ∪ Vk+1. This proves the induction.
Hence, we have obtained U = UN such that {B0,Uej}
N
j=1 are linearly independent, where ej the
orthonormal basis of KerT0 we have picked initially. It follows that B0,U is injective on KerT0.
The following Lemma proves our perturbation result.
Lemma 4.5. There exists a small constant β ∈ [0, 1] and U ∈ C∞(B4, u(n)) such that
KerTβ,U = {0}
where
Tβ,U : W
2,2
D (Ω
0,2B4 ⊗Mn(C))→ L
2(Ω0,2B4 ⊗Mn(C)).
Hence, Tβ,U is an invertible operator.
Proof of Lemma 4.5. We argue as before:
The case when β = 0 and KerT0 = {0} is trivial. We focus on the case when KerT0 6= {0}.
We assume the worst case scenario dimG0 = ∞. By Proposition 4.7, there exists U ∈ C
∞(B4, u(n))
so that B0,U is injective on KerT0. To further set up our proof, it follows from Proposition 4.5 that
there exists an isomorphism Pβ,U between G0 and Gβ,U for all β < β0 for some β0 > 0. We want to
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show the existence of β so that KerTβ,U = {0}.
Assume that for all β < β0 we have that KerTβ,U 6= {0}. We aim at showing by contradiction that
for some β < β0 we will get that KerTβ,U = {0}. Thus, let the space
Sβ,U = P
−1
β,U (KerLβ,U).
Since KerTβ,U is finite dimensional, its dimension is bounded by the dimension of KerT0 by Propo-
sition 4.4. Because Pβ,U is an isomorphism, then Sβ,U is a finite dimensional space in G0 of size at
most dimKerT0. Moreover, KerT0 ∩ Sβ,U is also finite dimensional and there exists an orthonormal
basis of this space. We can complete it, to obtain an orthonormal basis {eβ,Uj }
N
j=1 on Sβ,U , where
N = dimKerTβ,U = dimSβ,U . Fix 1 ≤ j ≤ N and ε > 0 small enough such that λ ∈ ρ(T0) for all
|λ| = ε. We compute the following:
We compute the following:
0 = Tβ,UPβ,Ue
β,U
j = −
1
2πi
Tβ,U
∮
|λ|=ǫ
(Tβ,U − λ)
−1eβ,Uj dλ
= −
1
2πi
(T0 + βBβ,U )
∮
|λ|=ǫ
(T0 + βBβ,U − λ)
−1eβ,Uj dλ
= −
1
2πi
T0
∮
|λ|=ǫ
(T0 − λ)
−1eβ,Uj dλ
−
1
2πi
β
(
Bβ,U − T0
∮
|λ|=ǫ
(T0 − λ)
−1Bβ,U (T0 − λ)
−1eβ,Uj dλ
)
+O(β2)
= T0e
β,U
j −
1
2πi
β
(
Bβ,U − T0
∮
|λ|=ǫ
(T0 − λ)
−1Bβ,U(T0 − λ)
−1eβ,Uj dλ
)
+O(β2) (4.34)
The last equality holds because eβ,Uj ∈ G0 and we have
P0e
β,U
j = −
1
2πi
∮
|λ|=ǫ
(T0 − λ)
−1eβ,Uj dλ = e
β,U
j .
By further expanding Bβ,U in β we can rewrite the vanishing equation (4.34) as such:
0 = T0e
β,U
j −
1
2πi
β
(
B0,U − T0
∮
|λ|=ǫ
(T0 − λ)
−1B0,U (T0 − λ)
−1eβ,Uj dλ
)
+O(β2). (4.35)
We discuss two cases:
Case 1. eβ,Uj /∈ KerT0
Because eβ,Uj is an element of the orthonormal basis, then e
β,U
j ∈ (KerT0)
⊥. Moreover, since T0 is
Fredholm, we have
1 =
∥∥∥eβ,Uj ∥∥∥
W 2,2D
≤ C
∥∥∥T0eβ,Uj ∥∥∥
L2
≤ O(β)
∥∥∥eβ,Uj ∥∥∥
W 2,2D
= O(β),
where C > 0 is a constant independent of β. Since β < β0 is small, we get a contradiction.
Case 2. eβ,Uj ∈ KerT0
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Because the equation (4.35) holds for any β < β0 and KerT0 6= {0} we then have that
B0,Ue
β,U
j = T0
∮
|λ|=ǫ
(T0 − λ)
−1B0,U (T0 − λ)
−1eβ,Uj dλ.
By computing in an analogous way as in Lemma 4.4 we get that the equation above implies that
B0,Ue
β,U
j = 0. This is a contradiction with our initial choice of U . Thus, we found β and U so that
KerTβ,U = {0}.
4.3 Local density result
We start this section by first proving the existence of trivial kernels for approximating smooth connec-
tion 1-forms. Secondly, we prove the existence of perturbations that give us the integrability condition
(1.1) in B4. Finally, we will end this section with proving the main result - that we can always
approximate connection forms by smooth ones in B4, in such a way that we satisfy the integrability
condition (1.1) throughout
Proposition 4.8. Let A ∈ W 1,2(Ω1B4 ⊗ u(n)) and a smooth sequence of forms Ak → A in W
1,2.
Then there exists a gauge g ∈ C∞(B4, U(n)) and k0 ∈ N such that
(i)
KerT(A0,1)g = {0} and KerT(A0,1k )
g = {0}
for all k ≥ k0. In particular, the operators T(A0,1k )
g and T(A0,1)g are all invertible.
(ii)
sup
k≥k0
∣∣∣∣
∣∣∣∣
∣∣∣∣T−1(A0,1k )g
∣∣∣∣
∣∣∣∣
∣∣∣∣ ≤ 2∣∣∣∣∣∣∣∣∣T−1(A0,1)g
∣∣∣∣∣∣∣∣∣.
Proof of Proposition 4.8.
(i) The existence of a unitary smooth gauge g is given by Lemma 4.5. We have that
KerT(A0,1)g = {0}.
It remains to prove that there exists k0 ∈ N so that KerT(A0,1k )
g = {0} for all k ≥ k0.
In order to prove this statement, we assume by contradiction that KerT(A0,1k )
g 6= {0} and let 0 6= ωk ∈
KerT(A0,1k )
g . We can also assume without loss of generality that ‖ωk‖W 2,2D (B4)
= 1. Since KerT(A0,1)g
is trivial and Fredholm, we then get (see [23, Lemma 4.3.9]):
1 = ‖ωk‖W 2,2D (B4)
≤ CA,g
∥∥T(A0,1)gωk∥∥L2(B4) ,
for some constant CA,g > 0 depending on the initial 1-form A and on the gauge change g.
We compute this further:
1 ≤ CA,g
∥∥T(A0,1)gωk∥∥L2(B4) =
∥∥∥T(A0,1)gωk − T(A0,1k )gωk
∥∥∥
L2(B4)
=
∥∥∥[(A0,1k )g − (A0,1)g , ∂∗ωk]∥∥∥
L2(B4)
.
Indeed, we can bound the last bracket above by ‖Ak −A‖W 1,2(B4):∥∥∥[(A0,1k )g − (A0,1)g , ∂∗ωk]∥∥∥
L2(B4)
≤ Cg ‖Ak −A‖L4(B4) ‖ωk‖L4(B4)
≤ Cg ‖Ak −A‖W 1,2(B4) ‖ωk‖W 2,2D (B4)
= Cg ‖Ak −A‖W 1,2(B4) .
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for some constant Cg depending on g. Since the constants are independent of k, it follows that
1 ≤ CA,g · Cg ‖Ak −A‖W 1,2(B4) → 0 as k →∞.
Thus, for k large enough the above inequality yields a contradiction. We then have that there exists
k0 large so that ωk = 0 and that KerT(A0,1k )
g = {0} for all k ≥ k0. We conclude that since T(A0,1)g
and T(A0,1k )
g for each k ≥ k0 are all operators of index zero and their kernel is trivial, they are invertible.
(ii) Since T(A0,1)g has trivial kernel and is an operator of index zero, its inverse exists mapping L
2 to
W 2,2D and we have that
∣∣∣∣∣∣∣∣∣T−1(A0,1)g
∣∣∣∣∣∣∣∣∣ <∞. Since Ak converges strongly to A in W 1,2 and g is smooth by
construction, then we can assume without loss of generality that
∣∣∣∣∣∣∣∣∣T(A0,1k )g − T(A0,1)g
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣T−1(A0,1)g
∣∣∣∣∣∣∣∣∣ < 12
for any k ≥ k0. Hence [23, Theorem 1.5.5(iii)], gives that
∣∣∣∣
∣∣∣∣
∣∣∣∣T−1(A0,1k )g − T−1(A0,1)g
∣∣∣∣
∣∣∣∣
∣∣∣∣ ≤
∣∣∣∣∣∣∣∣∣T(A0,1k )g − T(A0,1)g
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣T−1(A0,1)g
∣∣∣∣∣∣∣∣∣
1−
∣∣∣∣∣∣∣∣∣T(A0,1k )g − T(A0,1)g
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣T−1(A0,1)g
∣∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣∣T−1(A0,1)g
∣∣∣∣∣∣∣∣∣ ≤ ∣∣∣∣∣∣∣∣∣T−1(A0,1)g
∣∣∣∣∣∣∣∣∣.
Thus, for k ≥ k0, we have∣∣∣∣
∣∣∣∣
∣∣∣∣T−1(A0,1k )g
∣∣∣∣
∣∣∣∣
∣∣∣∣ ≤
∣∣∣∣
∣∣∣∣
∣∣∣∣T−1(A0,1k )g − T−1(A0,1)g
∣∣∣∣
∣∣∣∣
∣∣∣∣+
∣∣∣∣∣∣∣∣∣T−1(A0,1)g
∣∣∣∣∣∣∣∣∣ ≤ 2∣∣∣∣∣∣∣∣∣T−1(A0,1)g
∣∣∣∣∣∣∣∣∣.
Hence, by taking the sup over all k ≥ k0, we obtain the result.
The following Lemma proves the existence of a perturbation under the conditions that TA0,1 has trivial
kernel and that F 0,2A is small in L
2 norm.
Lemma 4.6. There exists a constant C > 0 such that for every A ∈ W 1,2(Ω1B4 ⊗ u(n)) with TA0,1
invertible and satisfying
∥∥∥F 0,2A ∥∥∥
L2
≤ C∣
∣
∣
∣
∣
∣
∣
∣
∣T−1
A0,1
∣
∣
∣
∣
∣
∣
∣
∣
∣
2 , there exists ω ∈ W
2,2
D (Ω
0,2B4 ⊗Mn(C)) a solution of
the PDE:
∂∂
∗
ω + [A0,1, ∂
∗
ω] + ∂
∗
ω ∧ ∂
∗
ω = −F 0,2A
satisfying the estimate
‖ω0‖W 2,2D (B4)
≤ C ′
∣∣∣∣∣∣T−1
A0,1
∣∣∣∣∣∣ ∥∥∥F 0,2A ∥∥∥
L2(B4)
(4.36)
where C ′ > 0 is a constant independent of A.
Proof of Lemma 4.6. We construct the following sequence of solutions:
TA0,1ω0 = −F
0,2
A
TA0,1ω1 = −∂
∗
ω0 ∧ ∂
∗
ω0 − F
0,2
A
TA0,1ω2 = −∂
∗
ω1 ∧ ∂
∗
ω1 − F
0,2
A
. . .
TA0,1ωk = −∂
∗
ωk−1 ∧ ∂
∗
ωk−1 − F
0,2
A
. . .
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Claim. {ωk}
∞
k=0 is a Cauchy sequence in W
2,2
D .
We first show by induction the uniform bound on the sequence ‖ωk‖W 2,2D
≤ 2|||TA0,1 |||
∥∥∥F 0,2A ∥∥∥
L2(B4)
.
Since TA0,1 is invertible, then we have the identity:
ω0 = T
−1
A0,1
TA0,1ω0.
Hence, from the definition of the norm of operators, it follows that:
‖ω0‖W 2,2D (B4)
≤
∣∣∣∣∣∣T−1
A0,1
∣∣∣∣∣∣ ‖TA0,1ω0‖L2(B4) = ∣∣∣∣∣∣T−1A0,1∣∣∣∣∣∣
∥∥∥F 0,2A ∥∥∥
L2(B4)
< 2
∣∣∣∣∣∣T−1
A0,1
∣∣∣∣∣∣ ∥∥∥F 0,2A ∥∥∥
L2(B4)
Let k > 0. By the Sobolev embedding of W 1,2 →֒ L4 there exists a constant C1 > 0 so that∥∥∥∂∗ωk∥∥∥
L4(B4)
≤ C1
∥∥∥∂∗ωk∥∥∥
W 1,2(B4)
≤ C1 ‖ωk‖W 2,2D (B4)
.
Then we have:
‖ωk‖W 2,2D (B4)
≤
∣∣∣∣∣∣T−1
A0,1
∣∣∣∣∣∣ ‖TA0,1ωk‖L2(B4)
≤
∣∣∣∣∣∣T−1
A0,1
∣∣∣∣∣∣ ∥∥∥∂∗ωk−1 ∧ ∂∗ωk−1∥∥∥
L2(B4)
+
∣∣∣∣∣∣T−1
A0,1
∣∣∣∣∣∣ ∥∥∥F 0,2A ∥∥∥
L2(B4)
≤ C1
∣∣∣∣∣∣T−1
A0,1
∣∣∣∣∣∣ ‖ωk−1‖2L4(B4) + ∣∣∣∣∣∣T−1A0,1∣∣∣∣∣∣
∥∥∥F 0,2A ∥∥∥
L2(B4)
≤ C21
∣∣∣∣∣∣T−1
A0,1
∣∣∣∣∣∣ ‖ωk−1‖2W 2,2D (B4) +
∣∣∣∣∣∣T−1
A0,1
∣∣∣∣∣∣ ∥∥∥F 0,2A ∥∥∥
L2(B4)
By the induction hypothesis we have that ‖ωk−1‖W 2,2D (B4)
< 2
∣∣∣∣∣∣T−1
A0,1
∣∣∣∣∣∣ ∥∥∥F 0,2A ∥∥∥
L2(B4)
. Thus,
‖ωk‖W 2,2D (B4)
≤ 4C21
∣∣∣∣∣∣T−1
A0,1
∣∣∣∣∣∣3 ∥∥∥F 0,2A ∥∥∥2
L2(B4)
+
∣∣∣∣∣∣T−1
A0,1
∣∣∣∣∣∣ ∥∥∥F 0,2A ∥∥∥
L2(B4)
.
Choosing the constant C > 0 such that 1C < 4C
2
1 , we obtain by assumption
4C21
∣∣∣∣∣∣T−1
A0,1
∣∣∣∣∣∣2 ∥∥∥F 0,2A ∥∥∥
L2(B4)
< C
∣∣∣∣∣∣T−1
A0,1
∣∣∣∣∣∣2 ∥∥∥F 0,2A ∥∥∥
L2(B4)
≤ 1,
and we conclude that
‖ωk‖W 2,2D
≤ 2
∣∣∣∣∣∣T−1
A0,1
∣∣∣∣∣∣ ∥∥∥F 0,2A ∥∥∥
L2(B4)
Hence, by induction it follows that the sequence is uniformly bounded in W 2,2D :
‖ωk‖W 2,2D (B4)
≤ 2
∣∣∣∣∣∣T−1
A0,1
∣∣∣∣∣∣ ∥∥∥F 0,2A ∥∥∥
L2(B4)
for all k ≥ 0. It remains to show that {ωk}
∞
k=0 is a Cauchy sequence.
Let k > 0. It follows that
‖ωk+1 − ωk‖W 2,2D (B4)
≤
∣∣∣∣∣∣T−1
A0,1
∣∣∣∣∣∣ ‖TA0,1(ωk+1 − ωk)‖L2(B4)
≤
∣∣∣∣∣∣T−1
A0,1
∣∣∣∣∣∣ ∥∥∥∂∗(ωk − ωk−1) ∧ ∂∗ωk∥∥∥
L2(B4)
+
∣∣∣∣∣∣T−1
A0,1
∣∣∣∣∣∣ ∥∥∥∂∗ωk−1 ∧ ∂∗(ωk − ωk−1)∥∥∥
L2(B4)
≤ 4C1
∣∣∣∣∣∣T−1
A0,1
∣∣∣∣∣∣2 ∥∥∥F 0,2A ∥∥∥
L2(B4)
‖ωk − ωk−1‖W 2,2D (B4)
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Choosing the constant C > 0 such that 1C < 4C1, we obtain by assumption
4C1
∣∣∣∣∣∣T−1
A0,1
∣∣∣∣∣∣2 ∥∥∥F 0,2A ∥∥∥
L2(B4)
<
1
C
∣∣∣∣∣∣T−1
A0,1
∣∣∣∣∣∣2 ∥∥∥F 0,2A ∥∥∥
L2(B4)
≤ 1,
and we can conclude that the sequence {ωk}
∞
k=0 is Cauchy. Hence, we have proven the claim.
Moreover, because W 2,2D is a Banach space and {ωk}
∞
k=0 is a Cauchy sequence, there exists ω∞ such
that ωk → ω∞ as k →∞ in W
2,2
D . Moreover, by the strong convergence and the uniform bound of the
sequence we obtain that ‖ω∞‖W 2,2D (B4)
≤ 2
∣∣∣∣∣∣T−1
A0,1
∣∣∣∣∣∣ ∥∥∥F 0,2A ∥∥∥
L2(B4)
and
∂∂
∗
ω∞ + [A
0,1, ∂
∗
ω∞] + ∂
∗
ω∞ ∧ ∂
∗
ω∞ = −F
0,2
A .
We can conclude this section with the main result.
Theorem 4.5. Let A ∈ W 1,2(Ω1B4 ⊗ u(n)), with F 0,2A = 0. There exists a smooth sequence of forms
Ak ∈ C
∞(Ω1B4 ⊗ u(n)), F 0,2Ak = 0 and Ak → A in W
1,2(Ω1B4 ⊗ u(n)).
Proof of Theorem 4.5. By Lemma 4.5 there exists a unitary gauge change g ∈ C∞(B4, U(n)) so that
T(A0,1)g is invertibleW
2,2
D to L
2. Moreover, we can obtain a smooth sequence A˜k by simple convolution
such that
∥∥∥F 0,2
A˜k
∥∥∥
L2(B4)
→ 0 and A˜k → A in W
1,2 as k → ∞. By Proposition 4.8(i) there exists k0
so that for all k ≥ k0, TA˜gk
is invertible and that A˜gk → A
g. Moreover, since the change of gauge is
unitary we also have that
∥∥∥F 0,2
A˜k
∥∥∥
L2(B4)
=
∥∥∥∥F 0,2A˜gk
∥∥∥∥
L2(B4)
.
Moreover, by Proposition 4.8(ii) we know that
sup
k≥k0
∣∣∣∣
∣∣∣∣
∣∣∣∣T−1(A˜0,1k )g
∣∣∣∣
∣∣∣∣
∣∣∣∣ ≤ 2
∣∣∣∣∣∣∣∣∣T−1(A0,1)g
∣∣∣∣∣∣∣∣∣.
Thus, for all k ≥ k0, it follows that
1
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
T−1
(A˜0,1k )
g
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
2 ≥
1
2
∣
∣
∣
∣
∣
∣
∣
∣
∣T(A0,1)g
∣
∣
∣
∣
∣
∣
∣
∣
∣
2 . Let C > 0 the constant given by
Lemma 4.6. There exists k1 > k0 such that∥∥∥∥F 0,2A˜gk
∥∥∥∥
L2(B4)
≤
C
2
∣∣∣∣∣∣T(A0,1)g ∣∣∣∣∣∣2 ≤
C∣∣∣∣
∣∣∣∣
∣∣∣∣T−1(A˜0,1k )g
∣∣∣∣
∣∣∣∣
∣∣∣∣
2 .
for all k ≥ k1. Hence, for each k ≥ k1, Lemma 4.6 gives the existence of (0, 2) forms ωk satisfying the
estimate
‖ωk‖W 2,2D (B4)
≤ C ′
∣∣∣∣
∣∣∣∣
∣∣∣∣T−1(A0,1k )g
∣∣∣∣
∣∣∣∣
∣∣∣∣
∥∥∥∥F 0,2A˜gk
∥∥∥∥
L2(B4)
≤ 2C ′
∣∣∣∣∣∣∣∣∣T−1(A0,1)g
∣∣∣∣∣∣∣∣∣ ∥∥∥F 0,2
A˜k
∥∥∥
L2(B4)
,
where C ′ > 0 is a constant independent of k. Moreover, each ωk solve the PDE:
∂∂
∗
ωk +
[(
A˜0,1k
)g
, ∂
∗
ωk
]
+ ∂
∗
ωk ∧ ∂
∗
ωk = −F
0,2
A˜gk
, (4.37)
i.e. F 0,2
A˜gk+∂
∗
ωk
= 0. Since
∥∥∥F 0,2
A˜k
∥∥∥
L2(B4)
converges strongly to 0, the estimates on the (0, 2) forms ωk
give ωk → 0 in W
2,2
D as k →∞. Thus, we obtain the strong convergence(
A˜0,1k
)g
+ ∂
∗
ωk →
(
A0,1
)g
in W 1,2.
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Define the sequence of connection forms
Ak :=
(
(A˜0,1k )
g + ∂
∗
ωk − (A˜
0,1
k )
g + ∂
∗
ωk
T
)g−1
∈W 1,2(Ω1B4 ⊗ u(n)) ∩ C∞.
Because g is a smooth unitary gauge, and Agk → A
g in W 1,2 by construction, then this sequence of
forms are unitary and convergent in W 1,2. We need to establish that Ak → A in W
1,2. Indeed, we
obtain the following L2 convergence:
∥∥Agk −Ag∥∥L2 → 0 ⇐⇒ ∥∥g−1 (Ak −A) g∥∥L2 → 0 g∈U(n)⇐⇒ ‖Ak −A‖L2 → 0.
Because the limit is unique, then Ak → A in W
1,2. Moreover, the smooth sequence Ak satisfies the
integrability condition F 0,2Ak = 0 by construction of ωk in (4.37).
4.4 Global density result
In this section we will use the result we have proven in the above section in order to obtain a global
result for a closed Ka¨hler manifold X2. In order to be able to generalise, we will work on sections of
the vector bundle (E, h0) over X
2. The ∂ operator is well-defined and acts on the space of E-valued
(p, q)-forms:
∂ : Ap,q(E)→ Ap,q+1(E).
Its corresponding dual operator, ∂
∗
, is defined as a map:
∂
∗
: Ap,q(E)→ Ap,q−1(E).
On the space Ap,q(E) the ∂-Hodge theorem [8] gives the orthogonal L2 decomposition:
Ap,q(E) = ∂Ap,q−1(E) + ∂
∗
Ap,q+1(E) +Hp,q(E), (4.38)
where Hp,q(E) is the space of holomorphic (p, q)-sections. Since X2 is a closed Ka¨hler manifold, then
we remark that Hp,q(E) is finite dimensional. In particular, by (4.38) any (0, 2)-form ω ∈ A0,2(E) can
be orthogonally decomposed as follows:
ω = ∂∂
∗
α+ h,
where h ∈ H0,2(E) and α ∈ A0,2(E).
Since ∂ and ∂
∗
define elliptic complexes over closed Ka¨hler surfaces (see for example [15, Chapter IV]):
0→ A0,0(E)
∂
→ A0,1(E)
∂
→ A0,2(E)→ 0
and
0→ A0,2(E)
∂
∗
→ A0,1(E)
∂
∗
→ A0,0(E)→ 0
then the operator ∂∂
∗
is a elliptic on (0, 2)-sections over closed Ka¨hler surfaces. In particular it is
Fredholm and moreover, ∂∂
∗
is self-adjoint. Thus, its Fredholm index vanishes:
index(∂∂
∗
) = dimKer(∂∂
∗
)− dimCoker(∂∂
∗
) = dimKer(∂∂
∗
)− dimKer(∂∂
∗
) = 0. (4.39)
We redefine our operator TA0,1 as such:
T∇ : ΓW 2,2(A
0,2(E))→ ΓL2(A
0,2(E))
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where ∇ is a W 1,2 unitary connection over X2 and ΓW p,q is the space of locally W
p,q sections. We can
directly apply Lemma 4.5 to obtain the existence of a global smooth section g so that KerT∇g = 0.
Moreover, by (4.39) and Proposition 4.3 applied to T∇g it follows that T∇g is a Fredholm operator of
index 0. Hence, CokerT∇g is empty and the operator T∇g is invertible.
It follows that we can apply Lemma 4.6 to ∇g and we can conclude that, similarly to Theorem 4.5,
we have proven:
Theorem 4.6. Let ∇ a W 1,2 unitary connection over X2, satisfying the integrability condition F 0,2∇ =
0. Then there exists a sequence of smooth unitary connections ∇k, with F
0,2
∇k
= 0 such that
d2(∇k,∇)→ 0.
5 Proof of Theorem 1.2
We are ready to prove the second result of our paper.
Proof. By Theorem 4.6 applied to the given W 1,2 connection ∇, we obtain the existence of a sequence
of smooth connections ∇k that converge to ∇ in the sense of
d2(∇k,∇)→ 0.
Step 1. There exists r > 0 and a finite good cover {B4r (xi)} such that
∇ = d+Ai in B
4
r (xi)
with
‖Ai‖L2(B4r (xi)) ≤ ε0,
where ε0 > 0 is given by Theorem 2.4. Since ∇k converges to ∇ in the sense of d2, it follows that in
each ball B4r (xi) with ∇k = d+A
k
i we have F
0,2
Aki
= 0, Aki → Ai inW
1,2 and FAki
→ FAi in L
2 as k →∞.
By Theorem 2.4 there exists r′ < r and σi ∈W
2,p(B4r′(xi), GLn(C)) for any p < 2 such that
A0,1i = −∂σi · σi.
Moreover, the gauges σi define a global section σ.
Let δ > 0 be the constant in Corollary 2.1. There exists k0 ≥ 0 so that
∥∥Aki −Ai∥∥W 1,2 ≤ δ for all
k ≥ k0. Corollary 2.1 applied to each A
k
i , k ≥ k0 gives the existence of a sequence
σki ∈W
2,p(B4r′/2(xi), GLn(C))
of gauges that holomorphically trivialise Aki :(
Aki
)0,1
= −∂σki ·
(
σki
)−1
with the estimates ∥∥∥σki − σi∥∥∥
Lp(B4
r′/2
(xi))
≤ C
∥∥∥Aki −Ai∥∥∥
W 1,2(B4r (xi)
(5.40)
for some constant C > 0 and any p < 12, and for each q > 2 there exists Cq > 0 such that∥∥∥σki − id∥∥∥
Lp(B4
r′/2
(xi))
≤ Cq
(∥∥∥Aki ∥∥∥
W 1,2(B4r (xi)
+ ‖Ai‖W 1,2(B4r (xi)
)
(5.41)
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To abuse notation from now on we will use r′ to denote r′/2. From (5.40), σki → σi in L
p(B4r′(xi)) for
any p < 12. Moreover, the uniform bound (5.41) gives that the sequence converges strongly in W 2,q
for any q < 2. Since limits are unique, we obtain that σki converges strongly to σi in W
2,q for any
q < 2. Aki is smooth, it follows that each gauge σ
k
i is smooth.
Define hki = σ
k
i
T
· σki . Then each h
k
i is uniformly bounded in W
2,p(B4r′ , iU(n)) and(
Aki
)σki
=
(
hki
)−1
∂hki → h
−1
i ∂hi in W
1,p(B4r′(xi)) for any p < 2.
Moreover, the corresponding curvature forms satisfy
F
(Aki )
σk
i
=
(
σki
)−1 (
FAki
)
σki .
Combining the estimate (5.40) with the L2 convergence of the sequence FAki
, we have
F
(Aki )
σk
i
→ FAσii
in Lp(B4r′(xi)) for any p < 2.
Since i is arbitrary, {hki }i defines a smooth section hk of a positive Hermitian bundle. Thus, there
exists a smooth holomorphic structure Ek such that
∇σkk = ∂0 + ∂Ek + h
−1
k ∂0hk
and for any p < 2 we obtain the required convergence:
dp(∇
σk
k ,∇
σ)→ 0,
where σk := {σ
k
i }i ∈ Γ(GLn(C)).
Step 2. It remains to show that there exists bundle isomorphisms Hk between the holomorphic bundles
Ek and E such that ∂Ek = H
−1
k ◦ ∂E ◦ Hk.
Let i,j such that there exist gauge transition functions gij ∈ W
2,2(B4r (xi) ∩ B
4
r (xj), U(n)) and g
k
ij ∈
C∞(B4r (xi) ∩B
4
r (xj), U(n)) satisfying:
A
gij
i = Aj in B
4
r (xi) ∩B
4
r (xj)
and (
Aki
)gkij
= Akj in B
4
r (xi) ∩B
4
r (xj).
Since gkij → gij in W
2,2 by construction, from [10] there exist φki ∈ W
2,2(B4r′(xi), U(n)) and φ
k
j ∈
W 2,2(B4r′(xi), U(n)) such that
gkij =
(
φki
)−1
· gij · φ
k
j .
Define
hij = σ
−1
i · gij · σj and h
k
ij =
(
σki
)−1
· gkij · σ
k
j .
Since Aσii , A
σj
j ,
(
Aki
)σki and (σkj )gkj have vanishing (0, 1)-parts, then hij and hkij are transition functions
for the holomorphic bundles E and Ek respectively and they satisfy
∂hij = 0 and ∂h
k
ij = 0 in B
4
r′(xi) ∩B
4
r′(xj) (5.42)
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and (Aσii )
hij = A
σj
j ,
((
Aki
)σki )hkij = (Akj)σkj .
Define the functions Hki := σ
−1
i · φ
k
i · σ
k
i and H
k
j = σ
−1
j · φ
k
j · σ
k
j . By construction, we have:
hkij =
(
Hki
)−1
· hij · H
k
j .
Thus, Hk = {H
k
i }i defines a bundle isomorphism and by (5.42) preserves the holomorphic structure:
∂Ek = H
−1
k ◦ ∂E ◦ Hk.
This finishes our proof.
6 Appendix
Linear Operators
We prove the following results that will be used in Section 4:
Proposition 6.9. Let D be a bounded domain in Rn, g a Lie algebra and for k ∈ N, let
H : C∞(Ω1D ⊗ g)→ C∞(ΩkD ⊗ g)
be a linear operator such that H(A)(x) = H(A(x)) for all x ∈ D and A ∈ C∞(Ω1D ⊗ g). If for all
U ∈ C∞(D, g) we have
H(dU) = 0 (6.43)
then H = 0.
Before we prove this statement we remark that the condition H(A)(x) = H(A(x)) in general prevents
H from being a differential operator acting on forms A. Otherwise the statement cannot be true. For
example take H = d, H(dU) = 0 - since d2 = 0, but d 6= 0.
Proof of Proposition 6.9. Fix A ∈ C∞(Ω1D⊗ g), then we can write it as A =
∑n
i=1 aidxi. Fix x0 ∈ D
arbitrary and define the function V (x) :=
∑n
i=1 ai(x0)xi. Then dV = A(x0). Moreover, by (6.43) we
have
H(dV ) = H(A(x0)) = H(A)(x0) = 0.
Hence, because x0 is arbitrary, we have that H(A) = 0 and since A was an arbitrarily chosen smooth
1-form, then H = 0.
Next, we prove a more general statement than the one above:
Proposition 6.10. Let D be a bounded domain in Rn, g a Lie algebra and for k ∈ N, let
H0 : C
∞(D, g)→ C∞(ΩkD ⊗ g)
and
H1 : C
∞(Ω1D ⊗ g)→ C∞(ΩkD ⊗ g)
be linear operators such that H0(U)(x) = H0(U(x)) for all x ∈ D. If for all U ∈ C
∞(D, g) we have
H0(U) +H1(dU) = 0 (6.44)
then H0 = 0 and H1 ◦ d = 0.
Proof of Proposition 6.10. Fix U ∈ C∞(D, g) and x ∈ D. Define Vx := U(x) a constant function.
Then by (6.44), we have
H0(Vx) = H0(U(x)) = H0(U)(x) = 0.
Since x is arbitrary in D, then we have that H0(U) = 0. Since U is an arbitrarily chosen smooth
function, then H0 = 0. Hence, from this and (6.44), we also obtain H1 ◦ d = 0. This concludes the
proof.
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Sobolev Estimates
In this section of the Appendix, we will prove a few results that help us bootstrap certain ∂-equations.
These results have been heavily used in order to prove the regularity of sections which yield a holo-
morphic structure over a given closed Ka¨hler surface.
Lemma 6.7. Let ε > 0 be a small constant, D a domain holomorphically embedded in CP2, a gauge
g ∈ L4(D,Mn(C)) and ω ∈W
1,2(Ω0,1D⊗Mn(C)), ‖ω‖W 1,2(D) ≤ ε such that ω satisfies the integrability
condition (1.1), the equation:
∂g = −ω · g
is solved in a distributional sense and ‖g − id‖L4(D) ≤ C ‖ω‖W 1,2(D). Then there exists a subdomain
D0 ⊆ D, and for each q ∈ (1, 2), a constant Cq > 0 such that:
‖g − id‖W 2,q(D0) ≤ Cq ‖ω‖W 1,2(D) .
Proof of Lemma 6.7. We start with a bootstrapping procedure. Firstly, let D0 be a slightly smaller
subdomain of D such that we obtain the existence of a constant C > 0 and the following inequality
holds:
‖g − id‖W 1,2(D0) ≤ C
(∥∥∂g∥∥
L2(D)
+ ‖g − id‖L2(D)
)
≤ C
(
‖ω‖L4(D) ‖g‖L4(D) + ‖g − id‖L2(D)
)
.
By using the embedding of W 1,2 into L4 in 4-dimensions, it follows that for some constant C > 0, we
have:
‖g − id‖W 1,2(D0) ≤ C
(
‖ω‖W 1,2(D) ‖g − id‖L4(D) + ‖ω‖W 1,2(D) + ‖g − id‖L2(D)
)
.
Hence, by ‖g − id‖L4(D) ≤ C ‖ω‖W 1,2(D), we obtain:
‖g − id‖W 1,2(D0) ≤ C ‖ω‖W 1,2(D) .
Once we have obtained the W 1,2 estimate on D0, we can proceed to bootstrapping to W
2,q regularity.
We can apply ∂
∗
to the ∂-equation to obtain the elliptic PDE:
∂
∗
∂g = −ϑ(ω · g) = −ϑω · g − ∗(∗ω ∧ ∂g),
which holds in a distributional sense. Since ∂
∗
∂ is equal to the Hodge Laplacian d∗d acting on
functions, we can apply Proposition 6.11 and obtain that g ∈ W 2,qloc (D0,Mn(C) for all q < 2 and for
each q < 2 there exists a constant Cq > 0 such that
‖g‖W 2,qloc (D0)
≤ Cq ‖ω‖W 1,2(D0) . (6.45)
Without loss of generality, we can assume g ∈ W 2,q(D0,Mn(C) for all q < 2, otherwise we pick a
slightly smaller domain than D0. It remains to show the required bound. Since ∂
∗
∂ is elliptic, we
have the a-priori estimate:
‖g − id‖W 2,q(D0) ≤ C
(∥∥∥∂∗∂g∥∥∥
Lq(D0)
+ ‖g − id‖Lq(D0)
)
, (6.46)
for any q ∈ (1, 2). We estimate ∂
∗
∂g:∥∥∥∂∗∂g∥∥∥
Lq(D0)
≤ ‖∇ω‖L2(D0) ‖g‖L2q/(2−q)(D0) + ‖ω‖L4(D0) ‖∇g‖L4q/(4−q)(D0) .
Since W 1,2 embeds into L4, it follows that∥∥∥∂∗∂g∥∥∥
Lq(D0)
≤ C ‖ω‖W 1,2(D)
(
‖g‖L2q/(2−q)(D0) + ‖∇g‖L4q/(4−q)(D0)
)
,
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for some constant C > 0. Moreover, W 2,q embeds into L2q/(2−q) and W 1,q embeds into L4q/(4−q).
Using these embeddings, there exists a constant Cq > 0 and C > 0 such that:∥∥∥∂∗∂g∥∥∥
Lq(D0)
≤ Cq ‖ω‖W 1,2(D) ‖g‖W 2,q(D0) + C ‖ω‖W 1,2(D) .
By the bound (6.45), it follows that there exists Cq > 0:∥∥∥∂∗∂g∥∥∥
Lq(D0)
≤ Cq ‖ω‖W 1,2(D) ‖ω‖W 1,2(D0) + C ‖ω‖W 1,2(D)
and since ‖ω‖W 1,2(D) ≤ ε < 1, then for some constant Cq > 0, we have∥∥∥∂∗∂g∥∥∥
Lq(D0)
≤ Cq ‖ω‖W 1,2(D) .
Putting this together with the fact that ‖g − id‖Lq(D) ≤ ‖g − id‖L4(D) ≤ C ‖ω‖W 1,2(D) and (6.46),
there exists a constant Cq > 0 such that
‖g − id‖W 2,q(D0) ≤ Cq ‖ω‖W 1,2(D) .
Since q ∈ (1, 2) is arbitrary, we have proven the result.
Remark 6.5.
(i) In the statement above, if D = CP2, then D0 = D = CP
2. This is the case because ∂ is elliptic
on CP2.
(ii) Assume instead of ‖g − id‖L4(D) ≤ C ‖ω‖W 1,2(D), the slightly perturb inequality:
‖g − id‖L4(D) ≤ C ‖ω‖W 1,2(D) + C0,
where C0 > 0 is a small constant. We can conclude from the proof of the statement that all
arguments pass through and we can reach the natural conclusion:
‖g − id‖W 2,q(D0) ≤ C
(
‖ω‖W 1,2(D) + C0
)
for all q < 2.
(iii) If we higher regularity of ω, we can obtain similar estimates using classical elliptic regularity
results. Let p > 2, a (0, 1)-form ω ∈W 1,p(Ω0,1D⊗Mn(C)), satisfying a smallness condition and
the integrability condition (1.1). Moreover,
‖g − id‖L∞(D) ≤ C ‖ω‖W 1,p(D) .
Then we can bootstrap the equation solved by g to show that g ∈W 2,ploc with the expected estimate:
‖g − id‖W 2,ploc (D)
≤ Cp ‖ω‖W 1,p(D) .
This means that there exists a domain D0 ⊆ D such that ‖g − id‖W 2,p(D0) ≤ Cp ‖ω‖W 1,p(D) .
We can start proving two bootstrap procedures for two types of PDE-s. The general technique is to
use show the boundedness of Morrey norms in order to bootstrap beyond the critical embedding level.
We use the ideas from [21].
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Proposition 6.11. Let N ∈ N∗, A ∈ W 1,2(B4,CN ) and fA ∈ C
∞(CN ,CN ) such that there exists
C > 0 satisfying:
|fA(ξ)| ≤ C|ξ||∇A|+ |A||∇ξ|
and u ∈W 1,2(B4,RN ) solving the equation:
∆u = fA(u)
in a distributional sense, then u ∈ W 2,ploc (B
4,C) for any p < 2 and for any p < 2 there exists Cp > 0
such that ‖u‖W 2,ploc (B4)
≤ Cp ‖A‖W 1,2(B4).
Proof of Proposition 6.11. Dimension 4 is critical in this case becauseW 2,4/3 →֒ L4 and we cannot di-
rectly bootstrap. In order to improve on the regularity of u, we will use the Adams-Morrey embedding.
Claim. ∃γ > 0 such that
sup
x0∈B41/2(0), 0<ρ<1/4
ρ−γ
∫
B4ρ(x0)
|u|4 + |∇u|2dx4 <∞
Let ε > 0 to be fixed later. There exists ρ0 > 0 such that:
sup
x0∈B41/2(0), 0<ρ<ρ0
‖A‖W 1,2(B4ρ(x0)) < ε.
We can always find such ε and ρ0 since ρ 7→
∫
Bρ(x0)
is continuous. Fix x0 ∈ B
4
1/2(0) and ρ < ρ0
arbitrary. To prove this claim we first consider :
∆ϕ = fA(u) in B
4
ρ(x0)
ϕ = 0 on ∂B4ρ(x0)
Let v := u−ϕ. Then ∆v = 0 and it easy to see that ∆|v|4 ≥ 0, and ∆|∇v|2 ≥ 0 in Bρ(x0). Applying
the divergence theorem, we get that ∀r < ρ:
∫
∂B4r (x0)
∂|v|4
∂r
≥ 0, and
∫
∂B4r (x0)
∂|∇v|2
∂r
≥ 0.
These inequalities imply that:
d
dr
[
1
r4
∫
B4r (x0)
|v|4dx4
]
≥ 0 and
d
dr
[
1
r4
∫
B4r (x0)
|∇v|2dx4
]
≥ 0.
Since these derivatives are non-negative, it follows that the functions r 7→
1
r4
∫
B4r (x0)
|v|4dx4 and
r 7→
1
r4
∫
B4r (x0)
|∇v|2dx4 are increasing in r. In particular:
∫
B4
ρ/4
(x0)
|v|4dx4 ≤ 4−4
∫
B4ρ(x0)
|v|4dx4 and
∫
B4
ρ/4
(x0)
|∇u|2dx4 ≤ 4−4
∫
B4ρ(x0)
|∇u|2dx4.
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Using these decays, we can bound
∫
B4
ρ/4
(x0)
|u|4dx4 and
∫
B4
ρ/4
(x0)
|∇u|2dx4 as such:
∫
B4
ρ/4
(x0)
|u|4dx4 ≤ 8
∫
B4
ρ/4
(x0)
|v|4 + |ϕ|4dx4
≤ 2−5
∫
B4ρ(x0)
|v|4dx4 + 8
∫
B4ρ(x0)
|ϕ|4dx4
≤ 2−2
∫
B4ρ(x0)
|u|4dx4 + 16
∫
B4ρ(x0)
|ϕ|4dx4
(6.47)
Similarly, for ∇u we get the bound:∫
B4
ρ/4
(x0)
|∇u|2dx4 ≤ 2−6
∫
B4ρ(x0)
|∇u|2dx4 + 4
∫ 4
Bρ
(x0)|∇ϕ|
2dx4. (6.48)
There exists a constant C > 0 so that we can bound ∆ϕ in the L4/3 norm:
||∆ϕ||L4/3(B4ρ(x0)) = ||fA(u)||L4/3(B4ρ(x0))
≤ C
(
‖A‖L4(B4ρ(x0)) ‖∇u‖L2(B4ρ(x0)) + ‖∇A‖L2(B4ρ(x0)) ‖u‖L4(B4ρ(x0))
)
.
Since ϕ vanishes on the boundary, by Calderon-Zygmund inequality [24], it follows that
‖ϕ‖W 2,4/3(B4ρ(x0)) ≤ C
(
‖A‖L4(B4ρ(x0)) ‖∇u‖L2(B4ρ(x0)) + ‖∇A‖L2(B4ρ(x0)) ‖u‖L4(B4ρ(x0))
)
,
for some constant C > 0. Moreover, the Sobolev embedding W 1,2 →֒ L4 gives:
‖ϕ‖W 2,4/3(B4ρ(x0)) ≤ C ‖A‖W 1,2(B4ρ(x0))
(
‖∇u‖L2(B4ρ(x0)) + ‖u‖L4(B4ρ(x0))
)
, (6.49)
Thus, combining (6.49) with the inequalities (6.47) and (6.48), we obtain the decay:∫
B4
ρ/4
(x0)
|u|4 + |∇u|2dx4 ≤
(
2−2 + C0 ‖A‖W 1,2(B4ρ(x0))
)∫
B4ρ(x0)
|u|4 + |∇u|2dx4
for some constant C0 > 0. We can choose ε > 0 so that C0ε
4 ≤ 2−2 to get:∫
B4
ρ/4
(x0)
|u|4 + |∇u|2dx4 ≤ 2−1
∫
B4ρ(x0)
|u|4 + |∇u|2dx4. (6.50)
This estimate gives the required existence of γ > 0, and proves the claim.
It remains to prove the main regularity result using the claim. From the equation satisfied by u and
the decay inequality (6.50), we obtain the bound:
sup
x0∈B41/2(0), 0<ρ<1/4
ρ−γ
∫
B4ρ(x0)
|∆u|4/3dx4 <∞
By Adams-Morrey embedding, we get a bound on ||I1∆u||Lp(B4
1/2
(0)), p > 2 where I1 is the Riesz
potential (see [1]). We obtain ∇u ∈ Lploc(B
4,C) for p > 2. Hence, the PDE becomes sub-critical and
we can bootstrap to get u ∈W 2,p(B4,C) for any p < 2.
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Proposition 6.12. Let A ∈ L4(B4,C) and fA ∈ C
∞(B4,C) such that there exists C > 0 satisfying:
|fA(ξ)| ≤ C|ξ|
2 + |A||ξ|
and u ∈W 2,2(B4,RN ) satisfying
∆u = fA(∇u)
then u ∈W 2,ploc (B
4,C) for any p < 4 and ‖u‖W 2,ploc
≤ Cp ‖A‖L4(B4) where Cp is a constant.
Proof of Proposition 6.12. Dimension 4 is critical in this case because ∇u ∈ W 1,2 →֒ L4 and we can-
not directly bootstrap. In order to improve on the regularity of u, we will use the Adams-Morrey
embedding.
Claim. ∃γ > 0 such that
sup
x0∈B41/2(0), 0<ρ<1/4
ρ−γ
∫
B4ρ(x0)
|∇u|4dx4 <∞
Let ε > 0 to be fixed later. There exists ρ0 > 0 such that:
sup
x0∈B41/2(0), 0<ρ<ρ0
‖A‖L4(B4ρ(x0)) < ε
We can always find such ε and ρ0 since ρ 7→
∫
B4ρ(x0)
is continuous. Fix x0 ∈ B
4
1/2(0) and ρ < ρ0
arbitrary. To prove this claim we first consider :
∆ϕ = fA(∇u) in B
4
ρ(x0)
ϕ = 0 on ∂B4ρ(x0)
Let v := u−ϕ. Then ∆v = 0 and it easy to see that ∆|∇v|4 ≥ 0 in B4r (x0), for some r < ρ. Applying
the divergence theorem, we get that ∀r < ρ:∫
∂B4r (x0)
∂|∇v|4
∂r
≥ 0
This implies that
d
dr
[
1
r4
∫
B4r (x0)
|∇v|4dx4
]
≥ 0
and consequently the function r 7→
1
r4
∫
B4r (x0)
|∇v|4dx4 is increasing. In particular,∫
B4
ρ/4
(x0)
|∇v|4dx4 ≤ 4−4
∫
B4ρ(x0)
|∇v|4dx4
Using this decay, we can obtain a bound for
∫
B4
ρ/4
(x0)
|∇u|4dx4:
∫
B4
ρ/4
(x0)
|∇u|4dx4 ≤ 8
∫
B4
ρ/4
(x0)
|∇v|4 + |∇ϕ|4dx4
≤ 2−5
∫
B4ρ(x0)
|∇v|4dx4 + 8
∫
B4ρ(x0)
|∇ϕ|4dx4
≤ 2−2
∫
B4ρ(x0)
|∇u|4dx4 + 16
∫
B4ρ(x0)
|∇ϕ|4dx4
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Moreover, there exists a constants C1 > 0 and C2 > 0 such that
||∆ϕ||4L2(B4ρ(x0))
≤ C1||fA(∇u)||
4
L2(B4ρ(x0))
≤ C2
(
‖A‖L4(B4ρ(x0)) ‖∇u‖L4(B4ρ(x0)) + ‖∇u‖
2
L4(B4ρ(x0))
)4
≤ 8C2
(
‖A‖4L4(B4ρ(x0)) ‖∇u‖
4
L4(B4ρ(x0))
+ ‖∇u‖8L4(B4ρ(x0))
)
Since ϕ vanishes on the boundary of B4ρ(x0), then by elliptic estimates, we have for some constant
C > 0 the inequality:
‖ϕ‖4W 2,2(B4ρ(x0)) ≤ C||∆ϕ||
4
L2(B4ρ(x0))
,
from which we deduce that ‖∇ϕ‖4L4(B4ρ(x0)) ≤ C||∆ϕ||
4
L2(B4ρ(x0))
. Putting this inequality together with
the bound on ∆ϕ, we get the following decay:∫
B4
ρ/4
(x0)
|∇u|4dx4 ≤
(
2−2 + C0||A||
4
L4(B4ρ(x0))
) ∫
B4ρ(x0)
|∇u|4dx4
We can choose ε > 0 so that C0ε
4 ≤ 2−2 and obtain:∫
B4
ρ/4
(x0)
|∇u|4dx4 ≤ 2−1
∫
B4ρ(x0)
|∇u|4dx4.
This decay implies the existence of γ > 0 and proves the claim.
Because |∆u|2 = |f(∇u)|2 ≤ C
(
|∇u|4 + |∇u|2|A|2
)
, we can use the claim above to obtain the following
bound:
sup
x0∈B41/2(0), 0<ρ<1/4
ρ−γ
∫
B4ρ(x0)
|∆u|2dx4 <∞
By Adams-Morrey embedding, we get a bound on ||I1∆u||Lp , p > 2 where I1 is the Riesz potential
(see [1]). Thus, it follows that ∇u ∈ Lploc(B
4,C) for p > 4. Since the PDE becomes sub-critical, we
can bootstrap to get u ∈W 2,ploc (B
4,C) for any r < 2.
Results in Several Complex Variables Theory in C2
We will briefly recall some of the results we will be using from the theory of several complex variables
and apply them to the case of the unit ball B4 embedded into C2. At the end of this section we prove
regularity results for the operators T1 and T2 as defined in [16].
Definition 6.1. We say that D be a bounded domain into Cn has boundary of class Ck if for every
p ∈ ∂D and U neighbourhood of p, there exists a function r : U → R such that U ∩D = {z ∈ U | r(z) <
0}, U ∩ ∂D = {z ∈ U | r(z) = 0} and ∇r(z) 6= 0 on U ∩ ∂D. Then r is called a Ck local defining
function for D. If D ⊂ U , then r is a global defining function.
In particular, on B4 we define
r(z) = |z|2 − 1.
r is a global defining function for B4.
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Definition 6.2. Let D be a bounded domain into Cn and r a C2 defining function. D is pseudo-
convex at p ∈ ∂D if the Levi form
Lp(r, t) =
n∑
i,j=1
∂2r
∂zi∂zj
tjtk ≥ 0
for all t ∈ T 1,0p (∂D). D is strictly pseudoconvex at p if Lp(r, t) > 0 whenever t 6= 0. If D is
(strictly) pseudoconvex for all p ∈ ∂D then D is (strictly) pseudoconvex.
B4 is an example of a strictly pseudoconvex domain. Indeed, if the pick the defining function above,
we have that the Levi form
Lp(r, t) = |t|
2 > 0
for all t ∈ T 1,0p (∂B4), t 6= 0.
On B4 take the canonical complex structure J . At each point p ∈ ∂B4, we can find an orthonormal
(0, 1) fields Lτ and L∂r that span the complexified tangetial space T
C
p (∂B
4). We will explictly compute
them.
Let e∗, Je∗, dr, Jdr define the Hopf frame. These define the a orthonormal basis for (0, 1)-forms.
Namely, τ = e∗ + iJe∗ and ∂r = dr + iJdr. In terms of z1 and z2, they satisfy:
dr = 12r (z1dz1 + z1dz1 + z2dz2 + z2dz2) =
1
2(∂r + ∂r)
Jdr = 12ir (−z1dz1 + z1dz1 + z2dz2 − z2dz2) =
1
2(∂r − ∂r)
e∗ = 12r (z2dz1 − z1dz2 + z2dz1 − z1dz2) =
1
2(τ + τ)
Je∗ = 12ir (z2dz1 − z1dz2 − z2dz1 + z1dz2) =
1
2r (τ − τ).
(6.51)
We obtain the explicit formulation of τ and ∂r:
τ = 1r (z2dz1 − z1dz2)
∂r = 1r (z1dz1 + z2dz2)
(6.52)
Moreover, the vector fields Lτ and L∂r can be computed as follows:
Lτ =
1
2 (∂e∗ − i∂Je∗) =
1
r (z2∂z1 − z1∂z2)
L∂r =
1
2 (∂r − i∂Jdr) =
1
r (z1∂z1 + z2∂z2) .
In particular, Lτ is a tangential Cauchy-Riemann vector field - it satisfies Lτr = 0. Using these
vector fields and their conjugates Lτ and L∂r, we obtain the formal adjoint
ϑ = − ∗ ∂ ∗ .
Moreover, we have the following relation:
(ϑα, β) = (α, ∂β) +
∫
∂B4
〈σ(ϑ, dr)α, β〉dS,
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where α is a (p, q)-form and β a (p, q − 1)-form, where we are using the notation in the literature
σ(ϑ, dr)α to denote
σ(ϑ, dr)α = ∗∂r ∧ ∗α.
More explicitly, σ(ϑ, dr)α is the form of whose components are in the ∂r frame of α. Thus, if
σ(ϑ, dr)α = 0, then ϑ = ∂
∗
, where ∂
∗
is the Hilbert adjoint. In this case we say that α ∈ Dom(∂
∗
) to
emphasize that α is in the domain of ∂
∗
.
It is also useful to remark the fact that if a (0, q)-form α vanishes on the boundary, it follows that
α vanishes component wise on the boundary. This is because the frame ∂r does not vanish on the
boundary, unlike dr which does vanish! In terms of the notation above, α = 0 on ∂B4 is equivalent to
σ(ϑ, dr)α = 0 and σ(∂, dr)α = 0 on ∂B4, where σ(∂, dr)· = ∂r ∧ · is the adjoint of σ(ϑ, dr).
We recall the Integral Representation Theorem which was proven in [16] for (0, q)-forms and
initially in [9] for (0, 1)-forms. Before doing so, we will have to define a few key operators. Let D be
a strictly pseudoconvex domain in Cn with defining function r such that
n∑
i,j=1
∂2r
∂xi∂xj
titj ≥ c|t|
2
for some c ∈ R and t ∈ R2n.
The Bochner-Martinelli-Koppelman kernel (see [4, Theorem 11.1.2]) is given by:
K(ζ, z) =
1
(2πi)n
∑n
i=1(ζ i − zi)dζi
|ζ − z|2
∧
(∑n
i=1(dζ i − dzi) ∧ dζi
|ζ − z|2
)n−1
. (6.53)
We define the kernel Kq as being the form of (0, q) degree in z and (n, n−q−1) degree in ζ. Moreover,
the boundary kernels K∂ , K∂00 given by
K∂ =
1
(2πi)n
∑n
i=1(ζ i − zi)dζi
|ζ − z|2
∧
∑n
i=1 ∂ζir(ζ)dζi∑n
i=1 ∂ζir(ζ)(ζi − zi)
∧
∑
k1+k2=n−2
(∑n
i=1(ζ i − zi)dζi
|ζ − z|2
)k1
∧
(∑n
i=1 ∂ζi
∂ζir(ζ)dζ i ∧ dζi∑n
i=1 ∂ζir(ζ)(ζi − zi)
)k2
and
K∂00 =
1
(2πi)n
∑n
i=1(ζ i − zi)dζi
|ζ − z|2
∧
(∑n
i=1 ∂ζi
∂ζir(ζ)dζi ∧ dζi∑n
i=1 ∂ζir(ζ)(ζi − zi)
)n−1
.
For each q ≥ 1 we can, thus, define
Tq : C
∞(Ω0,qD)→ C∞(Ω0,q−1D)
given by
T1(α) =
∫
D
K0 ∧ α−
∫
∂D
K∂0 ∧ α when q = 1 (6.54)
and
Tq(α) =
∫
D
Kq−1 ∧ α when q > 1, (6.55)
where by K∂0 we understand the form of (0, 0) degree in z. We now formulate the representation
theorem (this can be found in [16, Section 3] and [4, Theorem 11.2.7]):
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Theorem 6.7. Let D be a bounded strictly pseudoconvex domain in Cn with C2 boundary, 0 ≤ q ≤ n
and α ∈ C∞(Ω0,qD,C). Then we have the following representations:
α(z) =
∫
∂D
K∂00(ζ, z)α(ζ) + T1(∂α) when q = 0
α(z) = ∂(Tqα) + Tq+1(∂α) when q > 0.
Moreover, for results concerning regularity of operators Tq, we recommend to the reader [12] (optimal
Lp results for (0, 1)-forms) and [16] (Lp and Ho¨lder regularity results for (0, q)-forms).
We prove a regularity result for (0, 2)-forms in the domain B4, which comes in-handy in our paper.
We are unaware of such a result being available in the literature.
Proposition 6.13. The operator T2 maps L
p(Ω0,2B4) into W 1,p(Ω0,1B4) whenever p > 1.
Proof of Proposition 6.13. From the formula (6.53), we obtain
K1(ζ, z) = −
1
4π2
∑2
i=1(ζ i − zi)dζi
|ζ − z|2
∧
∑2
i=1−dzi ∧ dζi
|ζ − z|2
.
We expand the equation above to get:
K1(ζ, z) = −
1
4π2|ζ − z|4
(
(ζ1 − z1)dζ1 ∧ dz2 ∧ dζ2 + (ζ2 − z2)dζ2 ∧ dz1 ∧ dζ1
)
.
Let α = fdz1 ∧ dz2 ∈ L
p(Ω0,2B4). From the formula of T2 it follows that:
T2(α) =
(
−
1
4π2
∫
B4
1
|ζ − z|4
(ζ2 − z2)fdζ1 ∧ dζ1 ∧ dζ2 ∧ dζ2
)
dz1
+
(
−
1
4π2
∫
B4
1
|ζ − z|4
(ζ1 − z1)fdζ1 ∧ dζ1 ∧ dζ2 ∧ dζ2
)
dz2.
Since each component of K1 is a quasi-potential in the sense of [14, Definition 3.7.1], then we can
apply [14, Theorem 3.7.1] component wise to T2(α) to get the required result:
‖T2(α)‖W 1,p(B4) ≤ ‖α‖Lp(B4) .
In addition, the following result builds upon the sharp estimates of the Henkin operator (T1 in our
notation) found by [12]. In particular, we show that for estimating T1α, where α is a (0, 1) form, we
can relax the condition ∂α = 0. The estimates we find are not sharp.
Proposition 6.14. Let p > 6 and q > 6 such that W 1,p(B4) →֒ Lq(B4) and α ∈ Lq(Ω0,1B4) satisfying
∂α ∈ Lp(B4). Then there exists a constant C > 0 depending on p and q such that:
‖T1α‖L∞(B4) +
∥∥∂T1α∥∥Lq(B4) ≤ C
(
‖α‖Lq(B4) +
∥∥∂α∥∥
Lp(B4)
)
.
Proof of Proposition 6.14. We refer to the proofs presented in [12]. We recall:
T1(α) =
∫
B4
K0 ∧ α−
∫
∂B4
K∂0 ∧ α.
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In [12, Section 5] it is shown that the first term has good regularity. In particular that
∫
B4 K0 ∧ α
belongs to a Lipschitz space when α ∈ Lq for q > 6. We focus our attention to the second term which
is problematic. By Stokes we obtain:∫
∂B4
K∂0 ∧ α =
∫
B4
∂K∂0 ∧ α−
∫
B4
K∂0 ∧ ∂α.
Since ∂α does not vanish, we obtain two terms. The first integral is estimated in [12, Section 5,6] and
yields the regularity result:
‖T1(α)‖L∞(B4) ≤ C ‖α‖Lq(B4) .
for some constant C > 0. It remains to deal with the term:
∫
B4 K
∂
0 ∧ ∂α. However, since ∂K
∂
0 is more
singular than K∂0 , since ∂α ∈ L
p, we have at least the estimate:∥∥∥∥
∫
B4
K∂0 ∧ ∂α
∥∥∥∥
L∞(B4)
≤ C
∥∥∂α∥∥
Lp(B4)
.
Hence, we have that there exists a constant C > 0 such that
‖T1α‖L∞(B4) ≤ C
(
‖α‖Lq(B4) +
∥∥∂α∥∥
Lp(B4)
)
.
Since ∂α is well-defined, by density of smooth forms, we obtain by Theorem 6.7 the following equation:
α = ∂T1(α) + T2(∂α),
and ∥∥∂T1(α)∥∥Lq(B4) ≤ ‖α‖Lq(B4) + ∥∥T2(∂α)∥∥Lq(B4) .
By Proposition 6.13, we have that T2(∂α) ∈W
1,p →֒ Lq. In particular, we obtain constants C,C ′ > 0
such that:∥∥∂T1(α)∥∥Lq(B4) ≤ C
(
‖α‖Lq(B4) +
∥∥T2(∂α)∥∥W 1,p(B4)
)
≤ C ′
(
‖α‖Lq(B4) +
∥∥∂α∥∥
Lp(B4)
)
.
Hence, by putting everything together we get:
‖T1α‖L∞(B4) +
∥∥∂T1α∥∥Lq(B4) ≤ C
(
‖α‖Lq(B4) +
∥∥∂α∥∥
Lp(B4)
)
.
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