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UNIFORMLY COUNTING PRIMES WITH A GIVEN PRIMITIVE ROOT
AND IN AN ARITHMETIC PROGRESSION
M. ZOETEMAN
Abstract. We study the number of primes with a given primitive root and in an arithmetic
progression under the assumption of a suitable form of the generalized Riemann Hypothesis.
Previous work of Lenstra, Moree and Stevenhagen has given asymptotics without an explicit
error term, we provide an explicit error term by combining their work with the method of
Hooley regarding Artin’s primitive root conjecture. We give an application to a Diophantine
problem involving primes with a given primitive root.
1. Introduction
The Artin conjecture on primitive roots states that for g P Z not a perfect square and not
equal to ´1, there are infinitely many primes p such that g is a primitive root modulo p.
There is no g for which the conjecture is currently known. In 1967, Hooley [3] proved Artin’s
conjecture under the assumption of a suitable form of the generalised Riemann Hypothesis
and gave an asymptotic for the number of such primes p ď x. In 1977, Lenstra [4] proved,
also under the assumption of some form of the generalized Riemann Hypothesis, that the
primes p ” a mod m with xgy “ F˚p have a natural density, denoted by δpa,m, gq. Later,
more work was done by Lenstra, Moree and Stevenhagen ([5], [7]) to study its expression. In
our main result, the existence of the natural density is promoted to an asymptotic with an
explicit error term. Let πgpx;m, aq be the number of primes p ď x with primitive root g that
satisfy p ” a mod m. We write GRHpL, gq for the hypothesis that for each squarefree k P N
all Hecke-L-functions of the number field Qpζk, k?gq satisfy the Riemann Hypothesis, where
ζk P C denotes a k-th primitive root of unity. In our main result we prove under GRHpL, gq
the following asymptotic.
Theorem 1.1. Let g be an integer not equal to a perfect square and not equal to ´1, and
assume GRHpL, gq. For all a,m P N with gcdpa,mq “ 1, we have
πg px;m, aq “ δ pa,m, gq x
log x
`O
ˆ
1
φpmq
x
log x
plog |g|qmax tlogp2mq, log log xu
log x
˙
,
where the implied constant in the error term is absolute and where φ denotes Euler’s totient
function.
Remark 1.2. After Theorem 1.5, we show that if the density δpa,m, gq is positive, then
δpa,m, gq " 1
φpmq log logm , so the error term is dominated by the main term even when m ď
plog xq
?
log x.
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This is the first time in the literature that the error term in Lenstra’s result is made ex-
plicit. Let us now compare our result with the classical Siegel–Walfisz theorem for primes in
an arithmetic progression. If m ď plog xqN , for some fixed N ą 0, then Theorem 1.1 gives
an asymptotic with worse error term with respect to x than the Siegel–Walfisz theorem.
In the range where plog xqfpxq ă m ă xF pxq, for some functions fpxq and F pxq such that
fpxq Ñ 8 and F pxq “ O
´
1
log log x
¯
as x Ñ 8, our result gives an asymptotic, whereas the
Siegel–Walfisz result for primes without a primitive root restriction is not applicable.
The uniformity of the error term on m is important in applications, since it means that
the error term gets smaller when the modulus of the progression increases. In the proof of
our result, we will adapt Hooley’s method [3] regarding the Artin primitive root conjecture,
by modifying his functions ξipxq to depend also on m. Furthermore, we shall draw upon the
works of Lenstra, Moree and Stevenhagen on the density δpa,m, gq.
1.1. Overview of earlier results. We now give the precise statements of the results proved
by Hooley, Lenstra, Moree and Stevenhagen mentioned in this introduction.
Notation 1. The letters p and q will always denote a prime. Let G be the set of integers
not equal to ´1 or a perfect square. The notation ` ¨¨˘ is used for the Kronecker symbol. For
integers a and m, we write pa,mq for gcdpa,mq, and ra,ms for lcmpa,mq. For k P N, we
denote by ζk a primitive k-th root of unity.
For g P G , write GRHpgq for the hypothesis that for each squarefree k P N, the Dedekind
zeta function of the number field Qpζk, k?gq satisfies the Riemann hypothesis.
Notation 2. For g P G , let πgpxq denote the number of primes p ď x with primitive root g.
If a and m are positive integers, let πgpx;m, aq be the number of primes p ď x with primitive
root g that satisfy p ” a mod m.
In 1967, Hooley [3] proved under assumption of GRHpgq that there are infinitely many
primes with a prescribed primitive root g. In fact, he proved the following asymptotic, where
we write g “ g1g22 with g1 squarefree.
Theorem 1.3. [3] Let g P G and assume GRHpgq. Let h be the largest integer n for which
g is an n-th power and define
Cphq :“
ź
p|h
ˆ
1´ 1
p´ 1
˙ź
p∤h
ˆ
1´ 1
ppp´ 1q
˙
.
Then, if g1 ı 1 mod 4, we have
πgpxq “ Cphq x
log x
`O
ˆ
x log log x
plog xq2
˙
,
and if g1 ” 1 mod 4, we have
πgpxq “ Cphq
¨
˚˚˚
˝1´ µp|g1|qś
p|h
p|g1
pp´ 2qś
p∤h
p|g1
pp2 ´ p´ 1q
˛
‹‹‹‚ xlog x `O
ˆ
x log log x
plog xq2
˙
.
2
Lenstra [4] was the first to show, under assumption of GRHpgq, that the primes p with
primitive root g and such that p ” a mod m, have a natural density in the primes, denoted
by δpa,m, gq.
Theorem 1.4. [4] Let g P G and assume GRHpgq. Let a and m be coprime positive integers,
and let σa be the automorphism on Qpζmq determined by σapζmq “ ζam. For a positive integer
n, let capnq be 1 if σa restricted to the field Qpζmq X Qpζn, n?gq is the identity, and 0 else.
Then for
δpa,m, gq :“
8ÿ
n“1
µpnqcapnq
rQpζm, ζn, n?gq : Qs ,
we have
πgpx;m, aq “ δpa,m, gq x
log x
` o
ˆ
x
log x
˙
.
As mentioned earlier, more work was done by Lenstra, Moree and Stevenhagen to study
the density δpa,m, gq. We will use the following result by Moree.
Theorem 1.5. [7] Let g P G and assume GRHpgq. Let h be the largest integer n for which
g is an n-th power. Let a and m be positive coprime integers. Denote the discriminant of
the quadratic number field Qp?gq by ∆, and write b :“ ∆pm,∆q , and
γ :“
#
p´1q b´12 pm,∆q, if b is odd,
1, otherwise.
Writing
Apa,m, hq :“
$’&
’%
ś
p|pa´1,mq
´
1´ 1
p
¯ ś
p∤m
p|h
´
1´ 1
p´1
¯ ś
p∤m
p∤h
´
1´ 1
ppp´1q
¯
, if pa´ 1, m, hq “ 1,
0, else,
we have
δpa,m, gq “ Apa,m, hq
φpmq
¨
˚˚˚
˝1`
´γ
a
¯ µp|2b|qś
p|b
p|h
pp´ 2qś
p|b
p∤h
pp2 ´ p´ 1q
˛
‹‹‹‚. (1.1)
If the density δpa,m, gq is positive, then it satisfies δpa,m, gq " 1
φpmq log logm , as we now
explain. We have ź
p|pa´1,mq
ˆ
1´ 1
p
˙
ě
ź
p|m
ˆ
1´ 1
p
˙
“ φpmq
m
" 1
log logm
,
while the other factors from Apa,m, hq are bounded from below by a finite or absolutely
convergent, positive product. Furthermore, the factor
1`
´γ
a
¯ µp|2b|qś
p|b
p|h
pp´ 2qś
p|b
p∤h
pp2 ´ p´ 1q
is bounded from below by 2
3
, since we assumed that δpa,m, gq is positive.
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1.2. A Diophantine application. A classical example of an application of the Siegel–
Walfisz theorem is to count the number of primes p ď x for which p´ 1 is squarefree, see for
example Theorem 11.22 in [6]. Inspired by this, we will apply Theorem 1.1 to count primes
p with primitive root g, for which ap ` b is squarefree, where a ą 0 and b are integers with
gcdpa, bq “ 1. We denote by πg,a,bpxq the number of such primes bounded by x.
Notation 3. For d a non-zero integer with gcdpa, dq “ 1, denote the solution to the equation
ax ” ´b mod d2
by u0pdq mod d2.
Definition 1.6. For gcdpa,mq “ 1 and g P G , let
δ6pa,m, gq :“ Apa,m, hq
φpmqCphq .
In the case that g1 ” 2 mod 4, and 8 ∤ m or g1 ” 3 mod 4 and 4 ∤ m, then one can derive
from Theorem 1.5 that δ6pa,m, gq “ δpa,m,gq
Cphq , as is described in Theorem 1.3 from [7]. This
means that δ6pa,m, gq is the density of the primes p with primitive root g satisfying
p ” a mod m, in the set of primes with primitive root g. In the other cases, the factor
1`
´γ
a
¯ µp|2b|qś
p|b
p|h
pp´ 2qś
p|b
p∤h
pp2 ´ p´ 1q
appearing in (1.1) is non-zero, and δ6pa,m, gq does not take into account this correction
factor. However, in our application δ6pa,m, gq turns out to be a convenient quantity to
consider. See [9] for an interpretation and the history of the correction factor in Artin’s
primitive root conjecture.
Theorem 1.7. Let g P G , and let a and b be non-zero coprime integers, with a ą 0. Let ∆
be the discriminant of Qp?gq. Under assumption of GRHpL, gq, we then have
πg,a,bpxq “
¨
˚˝˚ ÿ
c mod |∆|
@p:p|∆ ùñ p2∤ac`b
δpc, |∆|, gq
˛
‹‹‚
¨
˚˚˚
˚˝ ź
p∤∆
p∤ab
p∤pa`b,hq
`
1´ δ6pu0ppq, p2, gq
˘
˛
‹‹‹‹‚
x
log x
`O
ˆ
aplog |g|qx log log xplog xq2
˙
.
(1.2)
Remark 1.8. Only when gcdpa, bq is not squarefree, there is an obvious reason why ap` b
cannot be squarefree. However, we assume that a and b are coprime, in order to avoid some
complications in the proof.
We now provide an informal probabilistic interpretation of Theorem 1.7. The factors
1 ´ δ6pu0ppq, p2, gq correspond to the probabilities that for q a prime with g as a primitive
root, aq ` b is not divisible by p2. However, the product of these factors does not take into
account the correction factor in Artin’s primitive root conjecture, nor the primes dividing
∆, and we need a factor for the probability that a prime has primitive root g. This extra
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information is contained in the sum of terms δ pc, |∆|, gq. Here c ranges over residue classes
modulo |∆| such that ac ` b is squarefree modulo |∆|, by which we mean that for no prime
factor p of |∆|, p2 divides ac` b.
In the first part of the proof of Theorem 1.2, we imitate Walfisz’s method [10] to deter-
mine the number of ways to write an integer as a sum of a squarefree number and a prime.
However, we use Theorem 1.1 instead of the Siegel–Walfisz theorem. The rest of the proof of
Theorem 1.7 is more specific for this problem, involving calculations related to the density
δpa,m, gq.
Corollary 1.9. In the setting of Theorem 1.7, assume there is a c mod |∆| such that for
every prime q dividing ∆ we have q2 ∤ ac` b, and such that there are infinitely many primes
p that satisfy p ” c mod |∆| and xgy “ F˚p . Then there are infinitely many primes p with
xgy “ F˚p such that ap` b is squarefree.
Informally speaking this means that if there is an x mod |∆| such that there are infinitely
many primes p with primitive root g and p ” x mod |∆|, and such that ax` b is squarefree
modulo |∆|, then ap` b is squarefree for infinitely many primes p having primitive root g.
Proof. At the end of the proof of Theorem 1.7 we will see that the product in (1.2) with
factors 1 ´ δ6pu0ppq, p2, gq is positive. Now the corollary follows from the fact that the
density δpc,m, gq is positive if and only if there are infinitely many primes p ” c mod m
with primitive root g, which is proved in [4] 
2. Proof of Theorem 1.1
2.1. Preparations for the proof of Theorem 1.1. The following lemma provides us with
a useful tool to detect whether a prime p has g as a primitive root. Its proof is standard.
Lemma 2.1. Let p be an odd prime. Then the following assertions are equivalent.
i) g is a primitive root modulo p;
ii) for every prime divisor q of p ´ 1 we have g p´1q ı 1 mod p;
iii) for every prime divisor q of p´ 1 there is no x P Z such that xq ” g mod p.
Definition 2.2. We let P1 be the set of all primes, and for any prime q and g P G we define
Pq,g :“
!
p : q|p´ 1 and g p´1q ” 1 mod p
)
.
For k a positive squarefree integer, we let
Pk,g :“
č
q|k
Pq,g.
We see that xgy “ F˚p if and only if p R Pq,g for every prime q. If p P Pq,g and p ď x, then
q|p´ 1 and thus q ď x´ 1, therefore
πg px;m, aq “ #tp ď x : p ” a mod m, @q ď x´ 1 : p R Pq,gu.
The proof of the next lemma is also standard.
Lemma 2.3. For k P N squarefree, we have Pk,g “
!
p : k|p´ 1 and g p´1k ” 1 mod p
)
.
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We further introduce some quantities counting primes in arithmetic progressions, having
certain properties related to g being a primitive root.
Definition 2.4. Let g P G , m P N and let 1 ď a ď m be coprime to m.
Let, for x, η P Rą0,
Na,m,gpx, ηq :“ # tp ď x : p ” a mod m and @ q ď η : p R Pq,gu .
For x, η1, η2 P Rą0 with η2 ą η1, let
Ma,m,gpx, η1, η2q :“ #tp ď x : p ” a mod m and D η1 ă q ď η2 : p P Pq,gu.
For k P N squarefree and x ą 0, let
Pk,gpx;m, aq :“ #tp ď x : p ” a mod m and p P Pk,gu.
Throughout the proof, we assume that m ! xǫ for every ǫ ą 0. We can assume this
without loss of generality, since for m ą xǫ, the main term in Theorem 1.1 is smaller than
the error term, and the theorem is trivially true.
Notation 4. Throughout the proof, the notations ! and " indicate an estimate with abso-
lute implied constant, unless mentioned otherwise.
Proof of Theorem 1.1. Let 0 ă ξ1 ă ξ2 ă ξ3 ă x´ 1 be functions that satisfy
lim
xÑ8
ξipxq “ 8 pi “ 1, 2, 3q. We will choose the functions ξi at the end of the proof. By an
elementary counting argument we see that
Na,m,gpx, ξ1q ´ πgpx;m, aq !
2ÿ
i“1
Ma,m,gpx, ξi, ξi`1q `Ma,m,g px, ξ3, x´ 1q . (2.1)
The proof consists of finding upper bounds for the terms on the right side, and finding an
asymptotic with explicit error term for Na,m,gpx, ξ1q.
2.2. Bounding Ma,m,gpx, ξ3, x ´ 1q. If p is counted by Ma,m,gpx, ξ3, x ´ 1q, then there is a
ξ3 ă q ď x ´ 1 such that q|pp ´ 1q and p|
´
g2
p´1
q ´ 1
¯
. Because p´1
q
ď x
ξ3
, we see that p
divides the product
ś
1ďtď x
ξ3
pg2t ´ 1q. Therefore,
Ma,m,gpx, ξ3, x´ 1q ď #
#
p : p ” a mod m and p|
ź
1ďtď x
ξ3
`
g2t ´ 1˘
+
.
Letting p1 ă p2 ă ... ă pl be counted on the right side, we get
ź
1ďtď x
ξ3
`
g2t ´ 1˘ ě p1p2 ¨ ¨ ¨ pl ě apa `mqpa` 2mq ¨ ¨ ¨ pa` pl ´ 1qmq ě ml´1.
It follows that pl ´ 1q logm is at mostÿ
1ďtď x
ξ3
log
`
g2t ´ 1˘ ! logp|g|q x2
ξ3
2
. (2.2)
Combining the estimates so far yields the next result.
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Lemma 2.5. The following holds with an absolute implied constant,
Ma,m,gpx, ξ3, x´ 1q ! logp|g|q x
2
ξ3
2 logp2mq ` 1.
2.3. Bounding Ma,m,gpx, ξ2, ξ3q. Throughout this subsection we assume that mξ3 ď x and
ξ3 ě eeξ2. It is obvious that
Ma,m,gpx, ξ2, ξ3q ď
ÿ
ξ2ăqďξ3
#tp ď x : p ” a mod m and p ” 1 mod qu. (2.3)
The two progressions can be combined into a single progression modulo rm, qs. Using the
Brun–Titchmarsh theorem, one gets a good upper bound if rm, qs is large, which happens
when q ∤ m. The cases q|m give a bad upper bound but we will see that they are rare.
Case i) Assume q|m. Then the summand in (2.3) equals πpx;m, aq if a ” 1 mod q, and 0
otherwise. Hence, by the Brun–Titchmarsh theorem, the number of primes p ď x congruent
to a mod m and 1 mod q is
! min
#
x
φpmq log `2x
m
˘ , x
m
+
ď x
φpmq log `2x
m
˘ .
Case ii) Assume q ∤ m. Then by the Chinese remainder theorem the progressions
p ” a mod m and p ” 1 mod q can be combined into a single progression modulo mq.
Again applying the Brun–Titchmarsh theorem shows that in this case the number of primes
p ď x congruent to a mod m and 1 mod q is
! min
#
x
φpmqq log
´
2x
mq
¯ , x
mq
` 1
+
! x
qφpmq log
´
2x
mq
¯ .
Applying the above cases to (2.3) we can bound Ma,m,gpx, ξ2, ξ3q by
!
ÿ
ξ2ăqďξ3
q|m
x
φpmq log `2x
m
˘ ` ÿ
ξ2ăqďξ3
q∤m
x
qφpmq log
´
2x
mq
¯ .
(2.4)
The number of prime divisors of m which are greater than ξ2, is at most
logm
log ξ2
, henceÿ
ξ2ăqďξ3
q|m
x
φpmq log `2x
m
˘ ! logm
log ξ2
x
φpmq log `2x
m
˘ . (2.5)
By Mertens’ estimate, the second sum in (2.4) is bounded by
! x
φpmq log
´
2x
mξ3
¯ ÿ
ξ2ăqďξ3
1
q
! x
φpmq log
´
2x
mξ3
¯ logˆ log ξ3
log ξ2
˙
. (2.6)
Combining the estimates (2.4), (2.5) and (2.6), we arrive at
Ma,m,gpx, ξ2, ξ3q ! logm
log ξ2
x
φpmq log `2x
m
˘ ` x log
´
log ξ3
log ξ2
¯
φpmq log
´
2x
mξ3
¯ . (2.7)
7
Lemma 2.6. Assume that ξ3 ě eeξ2, and that there is an 0 ă A ă 1 such that
mξ3 ď x1´A. Then
Ma,m,gpx, ξ2, ξ3q ! x
φpmq log x
ˆ
logm
log ξ2
` log
ˆ
log ξ3
log ξ2
˙˙
,
where the implied constant depends at most on A.
Proof. Due to the assumptions of the lemma, we have log
`
2x
m
˘ " logp 2x
mξ3
q " log x. Combin-
ing this with (2.7) yields the required estimate. 
2.4. An asymptotic formula for Pk,gpx;m, aq. For the investigation of the terms
Ma,m,gpx, ξ1, ξ2q and Na,m,gpx, ξ1q, we need to find an asymptotic formula for Pk,gpx;m, aq.
Recall the definitions for ∆, h and b from Theorem 1.5, and for ζm and σa from Theorem
1.4.
Notation 5. For k,m P N with k squarefree, we write Fm,k :“ Qpζm, ζk, k?gq. For a prime
number p, let pp, Fm,k{Qq be the Artin symbol in the Galois group of Fm,k over Q.
Lemma 2.7. Let p be a prime, a,m, k P N with k squarefree and pa,mq “ 1. Then we have
p ” a mod m and p P Pk,g if and only if
pp, Fm,kq|Qpζmq “ σa and pp, Fm,kq|Fk,k “ id.
Proof. The Artin symbol pp, Fm,kq restricted to Qpζmq equals σa if and only if
p ” a mod m. Further, pp, Fm,kq is the identity on Qpζkq if and only if
p ” 1 mod k, and it is the identity on Qp k?gq if and only if g p´1k ” 1 mod p. Combining
these observations with Lemma 2.3 completes the proof. 
We use the following three lemma’s from Frei, Koymans and Sofos [2].
Lemma 2.8. (Lemma 2.2 from [2]) For k,m P N with k squarefree we have
rFm,k : Qs “ k1φprm, ksq
ǫpm, kq ,
where k1 :“ kpk,hq , and
ǫpm, kq :“
#
2 if 2|k and ∆|rm, ks,
1, else.
Lemma 2.9. (Lemma 2.5 from [2]) For m P N and k P N squarefree, there is an automor-
phism σ P Aut pFm,kq with
σ|Qpζmq “ σa and σ|Fk,k “ id
if and only if
a ” 1 mod pm, kq, and
2|k,∆ ∤ k,∆|rm, ks implies that
´γ
a
¯
“ 1. (2.8)
If σ exists, then it is unique and in the centre of Aut pFm,kq.
The following lemma is a slightly weaker formulation of Lemma 2.3 from [2].
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Lemma 2.10. We have
log |∆ pFm,kq |
rFm,k : Qs ď log k ` logprm, ksq ` 2 log |g|,
where ∆pFm,kq denotes the discriminant of Fm,k.
Lemma 2.11. Let g P G , a,m P N coprime and k P N squarefree. Then we have
tp : p ” a mod m, p P Pk,gu ‰ H
if and only if the conditions in 2.8 are satisfied. Assuming GRHpL, gq, we have in this case
Pk,gpx;m, aq “ ǫpm, kq
k1φprm, ksq lipxq `O
`?
x plogrm, ks ` log |g| ` log xq˘ .
Proof. The first claim follows from Lemma 2.7 and Lemma 2.9. Now assume the conditions
in 2.8 are satisfied. Then the asymptotic formula for Pk,gpx;m, aq follows from Serre’s version
of the Chebotarev density theorem [8], under assumption of GRHpL, gq, in combination with
Lemma 2.10. 
2.5. Bounding Ma,m,gpx, ξ1, ξ2q. Using the notation from Lemma 2.8, we have 1q1 !
log |g|
q
for each prime q. Thus, by Lemma 2.11 we can bound Ma,m,gpx, ξ1, ξ2q by
!
ÿ
ξ1ăqďξ2
Pq,gpx;m, aq !
ÿ
ξ1ăqďξ2
ˆ
log |g| lipxq
qφprm, qsq `
?
x plog x` log |g|q
˙
.
Using πpξ2q ! ξ2log ξ2 , the second term makes the following contribution,
! ξ2
log ξ2
?
x log x log |g|.
In the first term, the many terms with q ∤ m have a good upper bound, and the fewer terms
with q|m have a bad upper bound. Namely,
ÿ
ξ1ăqďξ2
q∤m
ˆ
1
qφprm, qsq
˙
! 1
φpmq
ÿ
ξ1ăqďξ2
1
q2
! 1
φpmq
1
ξ1 log ξ1
,
where the estimate
ř
qąα
1
q2
! 1
α logα
can be easily proved via partial summation. Because m
has at most logm
log ξ1
prime divisors q ą ξ1, we see that
ÿ
ξ1ăqďξ2
q|m
1
qφprm, qsq “
1
φpmq
ÿ
ξ1ăqďξ2
q|m
1
q
ď 1
φpmq
logm
log ξ1
1
ξ1
.
Lemma 2.12. We have
Ma,m,gpx, ξ1, ξ2q ! log |g| logm
φpmqξ1 log ξ1
x
log x
` log |g|?x log x ξ2
log ξ2
.
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2.6. The main term Na,m,gpx, ξ1q.
Notation 6. For k P N, let P`pkq be the largest prime divisor of k.
In this section we assume that 4ξ1 ď x. By the inclusion-exclusion principle and by Lemma
2.3 we have
Na,m,gpx, ξ1q “
ÿ
kPN
P`pkqďξ1
µpkqPk,gpx;m, aq.
Every k in the sum can be bounded as
k ď
ź
pďξ1
p ď 4ξ1 ď x.
Applying Lemma 2.11 and using the bound for k in the error term we get
Na,m,gpx, ξ1q “ lipxq
φpmq
ÿ
kPN
P`pkqďξ1
fpkq `O `4ξ1?x log x log |g|˘ , (2.9)
where f is defined as
fpkq :“
#
µpkqǫpm,kqφppm,kqq
k1φpkq , if (2.8) holds,
0, else.
Because of the factor ǫpm, kq, the function f is not multiplicative, and the sum in (2.9)
cannot be written as an Euler product. Instead, we write
ÿ
kPN
P`pkqďξ1
fpkq “
8ÿ
k“1
fpkq ´
ÿ
kPN
P`pkqąξ1
fpkq. (2.10)
We will bound the second sum, and for the first sum we have the following lemma.
Lemma 2.13. We have
1
φpmq
8ÿ
k“1
fpkq “ δpa,m, gq.
Proof. Recall from Theorem 1.4 the definition for capkq, and the expression for δpa,m, gq.
As stated in the proof of Theorem 1.2 from [7] we have capkq “ 1 if and only if (2.8) holds,
hence
1
φpmqfpkq “
µpkqǫpm, kqcapkq
k1φprm, ksq .
Using Lemma 2.8 we get
1
φpmqfpkq “
µpkqcapkq
rQpζm, ζk, k?gq : Qs .

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In order to bound the second sum in (2.10), we note that
ÿ
kPN
P`pkqąξ1
fpkq ! log |g|
ÿ
kPN
P`pkqąξ1
µpkq2φppm, kqq
kφpkq . (2.11)
Using Euler products we get
ÿ
kPN
P`pkqąξ1
µpkq2φppm, kqq
kφpkq “
8ÿ
k“1
µpkq2φppm, kqq
kφpkq ´
ÿ
kPN
P`pkqďξ1
µpkq2φppm, kqq
kφpkq
“
ź
p
ˆ
1` φppm, pqq
ppp´ 1q
˙
´
ź
pďξ1
ˆ
1` φppm, pqq
ppp´ 1q
˙
“
ź
p
ˆ
1` φppm, pqq
ppp´ 1q
˙˜
1´
ź
pąξ1
1
1` φppm,pqq
ppp´1q
¸
.
(2.12)
Now using log
`
1
1`x
˘ “ Opxq when |x| ď 1
2
, we get
log
˜ź
pąξ1
1
1` φppm,pqq
ppp´1q
¸
!
ÿ
pąξ1
φppm, pqq
ppp´ 1q
“
ÿ
pąξ1
p|m
1
p
`
ÿ
pąξ1
p∤m
1
ppp´ 1q !
logp2mq
ξ1 log ξ1
.
Because of the estimate ex “ 1`Opxq, when |x| ď 1
2
, we see that
ź
pąξ1
1
1` φppm,pqq
ppp´1q
“ 1`O
ˆ
logp2mq
ξ1 log ξ1
˙
. (2.13)
The other product is estimated in the following way,
ź
p
ˆ
1` φppm, pqq
ppp´ 1q
˙
!
ź
p|m
ˆ
1` 1
p
˙
! m
φpmq ! log logp10mq.
(2.14)
Next one can combine (2.11) up to (2.14) to bound
ř
kPN
P`pkqąξ1
fpkq. One combines the acquired
upper bound with (2.9), (2.10) and Lemma 2.13 to obtain the following result.
Lemma 2.14. Assume that 4ξ1 ď x. Then
Na,m,gpx, ξ1q “ δpa,m, gqlipxq `O
ˆ
x log |g|
φpmq log x
logp2mq log logp10mq
ξ1 log ξ1
˙
`Oplog |g|4ξ1?x log xq.
11
2.7. Conclusion of the proof of Theorem 1.1. Combining (2.1) with the Lemma’s 2.5,
2.6, 2.12, and 2.14 yields the next result.
Proposition 2.15. If we have mξ3 ď x, ξ3 ě eeξ2 and 4ξ1 ď x, and there is an 0 ă A ă 1
such that m ď x1´A
ξ3
, then πgpx;m, aq ´ δpa,m, gqlipxq is
!4ξ1?x log x log |g| ` x log |g|
φpmq log x
logp2mq log logp10mq
ξ1 log ξ1
(2.15)
` x
2 log |g|
ξ3
2 logp2mq `
?
x log x
ξ2 log |g|
log ξ2
(2.16)
` x
φpmq log x
ˆ
log
ˆ
log ξ3
log ξ2
˙
` logm
log ξ2
˙
(2.17)
Now we choose our functions ξi as follows,
ξ1 “ 1
6
log x, ξ2 “
?
xplog xq´2m´1, ξ3 “
?
xplog xq2m.
Note that the conditions from Proposition 2.15 are satisfied, since we assumed that m ! xǫ
for every ǫ ą 0. We conclude the proof of Theorem 1.1 by bounding all the error terms in
Proposition 2.15 from above by log |g| x
φpmq log x
maxtlog log x,logp2mqu
log x
, the error term in Theorem
1.1.
2.7.1. Error terms in (2.15). Note that 4ξ1
?
x log x “ x 16 log 4` 12 log x ! x0.9. Using the esti-
mates log logp10mq ! log log x and ξ1 log ξ1 " log x log log x, we see that the second term in
(2.15) is
! log |g| x
φpmq logx
logp2mq
log x
.
2.7.2. Error terms in (2.16). The first term in (2.16) can easily be estimated as follows,
x2 log |g|
ξ3
2 logp2mq “
x log |g|
plog xq4m2 logp2mq !
x log |g|
φpmqplog xq2 .
Using the bounds ξ2 !
?
xplog xq´2φpmq´1 and log ξ2 " log x, we obtain
?
x log x
ξ2 log |g|
log ξ2
! x log |g|
φpmqplog xq2 .
2.7.3. Error terms in (2.17). In order to prove that the error term in (2.17) is bounded by
the error term in Theorem 1.1, it suffices to show that
log
ˆ
log ξ3
log ξ2
˙
` logm
log ξ2
! log |g|max tlog log x, logmu
log x
.
Since log ξ2 " log x, we have
logm
log ξ2
! logm
log x
.
Furthermore, due to our choice of ξ2 and ξ3 we have
log
ˆ
log ξ3
log ξ2
˙
“ log
¨
˝ 1` 4 log log xlog x ` 2 logmlog x
1´
´
4 log log x
log x
` 2 logm
log x
¯
˛
‚.
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For |ǫ| ă 1
2
, we have log
`
1`ǫ
1´ǫ
˘ ! ǫ. Choosing ǫ “ 4 log log x
log x
` 2 logm
log x
, we see that
log
ˆ
log ξ3
log ξ2
˙
! log log x
log x
` logm
log x
! max tlog log x, logmu
log x
.
We note that the error term from (2.17) comes from the hardest case in Hooley’s argument,
and also gives us the largest error term. Because all the error terms in Proposition 2.15 are
of order log |g| x
φpmq log x
maxtlog log x,logp2mqu
log xu , we have proved Theorem 1.1.
3. Proof of Theorem 1.7
To detect if a number n P N is squarefree, we use the identity
ÿ
dPN
d2|n
µpdq “
#
1, if n is squarefree,
0, else.
Recall Notation 3. Applying the above to n “ ap ` b and interchanging the order of
summation, we get
πg,a,b pxq “
ÿ
pďx
xgy“F˚p
ÿ
dPN
d2|ap`b
µ pdq “
ÿ
dď?ax`b
pa,dq“1
µ pdqπg
`
x; d2, u0pdq
˘
. (3.1)
We split the interval r1,?ax` bs in two parts r1, ys and py,?ax` bs, where y :“ plog xq2.
In (3.1), the terms with d ą y contribute at most O
´
x
plog xq2 `
?
ax` b
¯
, because we can
bound πg px; d2, u0pdqq by the number of integers n ď x with n ” u0pdq mod d2, which is at
most x
d2
` 1. The terms with pu0pdq, dq ą 1 contribute O
`?
ax` b˘, because for such d we
have πg px; d2, u0pdqq ď 1. Hence,
πg,a,bpxq “
ÿ
dďy
pa,dq“1
pu0pdq,dq“1
µ pdqπg
`
x; d2, u0pdq
˘`Oˆ xplog xq2 `
?
ax` b
˙
. (3.2)
For d ď y we have logp2d2q ! log log x, so by Theorem 1.1 we haveÿ
dďy
pa,dq“1
pu0pdq,dq“1
µ pdqπg
`
x; d2, u0pdq
˘ “ x
log x
ÿ
dďy
pa,dq“1
pu0pdq,dq“1
`
µ pdq δpu0pdq, d2, gq
˘
`O
ˆ
log |g|x log log xplog xq2
˙
,
(3.3)
where we use that
8ř
d“1
1
φpd2q “ Op1q. This illustrates the usefulness of Theorem 1.1; the uni-
formity of the error term on d ensures that the sum of error terms in (3.3) can be bounded
conveniently.
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Since δ pu0pdq, d2, gq ! 1φpd2q , the series
ř
dě1
µ pdq δ pu0pdq, d2, gq is absolutely convergent, and
ÿ
dąy
pa,dq“1
pu0pdq,dq“1
µ pdq δ `u0pdq, d2, g˘ ! ÿ
dąy
1
dφpdq !
1
plog xq2 .
Extending the sum in (3.3) and substituting the result in (3.2) we arrive at
πg,a,bpxq “ x
log x
8ÿ
d“1
pa,dq“1
pu0pdq,dq“1
µ pdq δ `u0pdq, d2, g˘`O
ˆ
aplog |g|qx log log xplog xq2
˙
.
(3.4)
So far we have followed Walfisz’s method [10] to determine the number of ways to write an
integer as a sum of a squarefree number and a prime, except for the fact that we applied
Theorem 1.1 instead of the Siegel–Walfisz theorem. The remaining part of the proof consists
of calculating the sum appearing in (3.4), and is specific for this problem.
We start by rewriting the conditions in the sum to see that they behave multiplicavely in d,
which enables us to use Euler products. Recall from Theorem 1.5 that if δ pu0pdq, d2, gq ą 0,
then pu0pdq ´ 1, d, hq “ 1.
Lemma 3.1. Let d P N be squarefree and coprime to a, and let p be a prime divisor of d.
i) We have pu0pdq ´ 1, d, hq “ 1 if and only if pa` b, d, hq “ 1.
ii) We have p|u0pdq if and only if p|b, and we have p|pu0pdq ´ 1q if and only if p|pa` bq.
iii) We have pu0pdq, dq “ pb, dq.
Proof. i and ii) By definition of u0pdq we have apu0pdq ´ 1q ` a ` b ” 0 mod d2, hence p
divides apu0pdq´ 1q`a` b. Therefore, p divides u0pdq´ 1 if and only if p divides a` b, from
which (i) follows. Since p divides au0pdq ` b, we also see that p|u0pdq if and only if p|b.
iii) Because d is squarefree, it follows from (ii) that pu0pdq, dq “ pb, dq. 
With Theorem 1.5 in mind, we write bMpdq :“ ∆p∆,d2q for ∆ “ ∆
`
Q
`?
g
˘˘
, and
γpdq :“
#
p´1q bM pdq´12 pd2,∆q, if bMpdq is odd,
1, otherwise.
Combining the observations from Lemma 3.1 with Theorem 1.5 we find
8ÿ
d“1
pa,dq“1
pu0pdq,dq“1
µ pdq δ `u0pdq, d2, g˘ “ 8ÿ
d“1
pab,dq“1
pa`b,d,hq“1
µ pdq Apu0pdq, d
2, hq
φpd2q (3.5)
`
8ÿ
d“1
pab,dq“1
pa`b,d,hq“1
µ pdq Apu0pdq, d
2, hq
φpd2q
ˆ
γpdq
u0pdq
˙
µp2|bMpdq|qś
p|bM pdq
p|h
pp´ 2q ś
p|bMpdq
p∤h
pp2 ´ p´ 1q , (3.6)
The sum in (3.6) does not have multiplicative terms, so we cannot write the sum of µ pdq δ pu0pdq, d2, gq
as an Euler product. However, we will see that the sums in (3.5) and (3.6) have an Euler
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product as a common factor. This helps us to write our sum of µ pdq δ pu0pdq, d2, gq as the
product of an Euler product and a sum containing non-multiplicative terms.
3.1. The sum in (3.5). For d P N squarefree with pab, dq “ 1 and pa` b, d, hq “ 1, we apply
Lemma 3.1 to obtain
Apu0pdq, d2, hq
Cphq “
ź
p|a`b
p|d
ˆ
1´ 1
p
˙ź
p|d
p|h
˜
1
1´ 1
p´1
¸ź
p|d
p∤h
˜
1
1´ 1
ppp´1q
¸
. (3.7)
We see that the map ψ : NÑ C given by
ψpdq :“
#
Apu0pdq,d2,hq
Cphq , if pab, dq “ 1 and pa` b, d, hq “ 1,
0, else,
(3.8)
is multiplicative, hence we have an Euler product
8ÿ
d“1
pab,dq“1
pa`b,d,hq“1
µ pdq Apu0pdq, d
2, hq
φpd2q
“ Cphq
ź
p∤ab
p|a`b
p∤h
ˆ
1´ p ´ 1
p3 ´ p2 ´ p
˙ ź
p∤ab
p∤a`b
p|h
ˆ
1´ 1
p2 ´ 2p
˙ ź
p∤ab
p∤a`b
p∤h
ˆ
1´ 1
p2 ´ p´ 1
˙
.
(3.9)
3.2. The sum in (3.6). We write all the d in (3.6) as d “ d0d1 where d0 “ p∆, dq. We show
that the expressions
´
γpdq
u0pdq
¯
and µp2|bMpdq|q, appearing in (3.6) only depend on d0 and not
on d1. This will enable us to write the sum in (3.6) as a product of a sum over d0 and an
Euler product in d1.
Lemma 3.2. For d P N squarefree and such that pa, dq “ 1, we haveˆ
γ
u0pdq
˙
“
ˆ
γ
´ab
˙
,
where γ :“ γpdq.
Proof. Theorem 2.2.15 from [1] states that if D is a fundamental discriminant, then the
Kronecker symbol
`
D
¨
˘
is periodic modulo |D|. As stated in the proof of Lemma 2.4 from
[7], γ is a fundamental discriminant, so
`
γ
¨
˘
is periodic mod |γ|. Now γ divides d2, while
au0pdq ` b ” 0 mod d2, hence au0pdq ” ´b mod |γ|, so by periodicity we get´γ
a
¯ˆ γ
u0pdq
˙
“
ˆ
γ
au0pdq
˙
“
ˆ
γ
´b
˙
.
Because pa, dq “ 1 we have pa, γq “ 1, hence ˘1 “ `γ
a
˘ “ `γ
a
˘´1
. We conclude thatˆ
γ
u0pdq
˙
“
`
γ
´b
˘
`
γ
a
˘ “ ˆ γ´b
˙´γ
a
¯
“
ˆ
γ
´ab
˙
.

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Notice that for d as in Lemma 3.2, we have pd2,∆q “ pd20,∆q, hence bMpdq “ bM pd0q.
Combined with Lemma 3.2 this shows that γpdq “ γpd0q and
´
γpdq
u0pdq
¯
“
´
γpd0q
´ab
¯
. Using these
observations and the fact that the map ψ defined in (3.8) is multiplicative, we get
8ÿ
d“1
pab,dq“1
pa`b,d,hq“1
µ pdq Apu0pdq, d
2, hq
φpd2q
ˆ
γpdq
u0pdq
˙
µp2|bMpdq|qś
p|bMpdq
p|h
pp´ 2q ś
p|bMpdq
p∤h
pp2 ´ p´ 1q “ (3.10)
Cphq
ÿ
d0|∆
pab,d0q“1
pa`b,d0,hq“1
µ pd0q Apu0pd0q, d
2
0, hq
Cphqφpd20q
ˆ
γpd0q
´ab
˙
µp2|bMpd0q|qś
p|bMpd0q
p|h
pp´ 2q ś
p|bMpd0q
p∤h
pp2 ´ p´ 1qˆ (3.11)
ˆ
ÿ
pd1,∆q“1
pab,d1q“1
pa`b,d1,hq“1
µ pd1q Apu0pd1q, d
2
1, hq
Cphqφpd21q
. (3.12)
The sum in (3.12) is equal to the Euler product
ź
p∤ab
p|a`b
p∤h
p∤∆
ˆ
1´ p´ 1
p3 ´ p2 ´ p
˙ ź
p∤ab
p∤a`b
p|h
p∤∆
ˆ
1´ 1
p2 ´ 2p
˙ ź
p∤ab
p∤a`b
p∤h
p∤∆
ˆ
1´ 1
p2 ´ p´ 1
˙
. (3.13)
3.3. Putting it all together. We substitute the equations (3.9)-(3.13) in the equation
(3.5)-(3.6). Notice that the terms in (3.5) and (3.6) have a common factor, namely Cphq
times the Euler product in (3.13). We get that
8ř
d“1
pa,dq“1
pu0pdq,dq“1
µ pdq δ pu0pdq, d2, gq equals
Cphq
ź
p∤ab
p|a`b
p∤h
p∤∆
ˆ
1´ p´ 1
p3 ´ p2 ´ p
˙ ź
p∤ab
p∤a`b
p|h
p∤∆
ˆ
1´ 1
p2 ´ 2p
˙ ź
p∤ab
p∤a`b
p∤h
p∤∆
ˆ
1´ 1
p2 ´ p´ 1
˙
ˆ
ˆ
˜ ź
p∤ab
p|a`b
p∤h
p|∆
ˆ
1´ p´ 1
p3 ´ p2 ´ p
˙ ź
p∤ab
p∤a`b
p|h
p|∆
ˆ
1´ 1
p2 ´ 2p
˙ ź
p∤ab
p∤a`b
p∤h
p|∆
ˆ
1´ 1
p2 ´ p ´ 1
˙
`
ÿ
d0|∆
pab,d0q“1
pa`b,d0,hq“1
µ pd0q Apu0pd0q, d
2
0, hq
Cphqφpd20q
ˆ
γpd0q
´ab
˙
µp2|bMpd0q|qś
p|bM pd0q
p|h
pp´ 2q ś
p|bMpd0q
p∤h
pp2 ´ p´ 1q
¸
.
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This can be written asź
p∤ab
p|a`b
p∤h
p∤∆
ˆ
1´ p´ 1
p3 ´ p2 ´ p
˙ ź
p∤ab
p∤a`b
p|h
p∤∆
ˆ
1´ 1
p2 ´ 2p
˙ ź
p∤ab
p∤a`b
p∤h
p∤∆
ˆ
1´ 1
p2 ´ p´ 1
˙
ˆ
ˆ
ÿ
d0|∆
pab,d0q“1
pa`b,d0,hq“1
µ pd0q Apu0pd0q, d
2
0, hq
φpd20q
¨
˚˚˚
˝1`
ˆ
γpd0q
´ab
˙
µp2|bMpd0q|qś
p|bM pd0q
p|h
pp´ 2q ś
p|bMpd0q
p∤h
pp2 ´ p´ 1q
˛
‹‹‹‚.
Recalling Theorem 1.5, Definition 1.6 and Lemma 3.1 (ii), we can rewrite the above equation
as
8ÿ
d“1
pa,dq“1
pu0pdq,dq“1
µ pdq δ `u0pdq, d2, g˘ “ ź
p∤∆
p∤ab
p∤pa`b,hq
`
1´ δ6pu0ppq, p2, gq
˘ ÿ
d0|∆
pa,d0q“1
µ pd0q δpu0pd0q, d20, gq.
Lemma 3.3. We haveÿ
d0|∆
pa,d0q“1
µ pd0q δpu0pd0q, d20, gq “
ÿ
c mod |∆|
@p:p|∆ ùñ p2∤ac`b
δpc, |∆|, gq.
Proof. Since a and b are coprime, primes dividing ac ` b cannot divide a. By the inclusion-
exclusion principle we getÿ
c mod |∆|
@p:p|∆ ùñ p2∤ac`b
δpc, |∆|, gq “
ÿ
c mod |∆|
δpc, |∆|, gq ´
ÿ
c mod |∆|
Dp:p|∆, p2|ac`b, p∤a
δpc, |∆|, gq
“
ÿ
d0|∆
pa,d0q“1
µpd0q
ÿ
c mod |∆|
d2
0
|ac`b
δpc, |∆|, gq.
Assume pa, d0q “ 1 and d0|∆. Then we have d20|pac ` bq if and only if
c ” u0pd0q mod d20, by Notation 3, so in this case we haveÿ
c mod |∆|
d2
0
|ac`b
δpc, |∆|, gq “
ÿ
c mod |∆|
c”u0pd0q mod d20
δpc, |∆|, gq “ δpu0pd0q, d20, gq.

From this lemma we obtain
8ÿ
d“1
pa,dq“1
pu0pdq,dq“1
µ pdq δ `u0pdq, d2, g˘ “ ź
p∤∆
p∤ab
p∤pa`b,hq
`
1´ δ6pu0ppq, p2, gq
˘ ÿ
c mod |∆|
@p:p|∆ ùñ p2∤ac`b
δpc, |∆|, gq.
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Substituting this in (3.4) completes the proof of Theorem 1.7. Also we notice thatź
p∤∆
p∤ab
p∤pa`b,hq
`
1´ δ6pu0ppq, p2, gq
˘ “
ź
p∤ab
p|a`b
p∤h
p∤∆
ˆ
1´ p´ 1
p3 ´ p2 ´ p
˙ ź
p∤ab
p∤a`b
p|h
p∤∆
ˆ
1´ 1
p2 ´ 2p
˙ ź
p∤ab
p∤a`b
p∤h
p∤∆
ˆ
1´ 1
p2 ´ p´ 1
˙
ą 0,
which we needed for the proof of Corollary 1.9.
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