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Abstract
Given a (freely irreducible) graph product of groups ΓG, we introduce and study
its product graph P (Γ,G), defined as the graph whose vertices are the maximal product
subgroups of ΓG and whose edges link two subgroups when they intersect non-trivially.
One shows that: (i) P (Γ,G) is a Gromov-hyperbolic graph which is unbounded whenever
ΓG is not a direct sum, (ii) the action ΓG ↷ P (Γ,G) satisfies a condition of acylindricity
and induces a natural Nielsen-Thurston classification of the elements of ΓG, (iii) and this
action naturally extends to an action of the automorphism group Aut(ΓG). By looking for
WPD isometries in the automorphism group, we prove that, if Γ is a finite, connected and
square-free simplicial graph which does not decompose as a join and contains at least two
vertices, then the automorphism group Aut(AΓ) of the right-angled Artin group AΓ turns
out to be acylindrically hyperbolic. Applications to the geometry of cyclic extensions of
right-angled Artin groups are also included.
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1 Introduction
Given a simplicial graph Γ and a collection of groups G = {Gu ∣ u ∈ V (Γ)} indexed by
the vertex-set V (Γ) of Γ, the graph product ΓG is defined as the quotient
( ∗
u∈V (Γ)Gu) /⟪[a, b] = 1, a ∈ Gu, b ∈ Gv,{u, v} ∈ E(Γ)⟫
where E(Γ) denotes the edge-set of Γ. The first remarks to do is that, when Γ contains
no edges, then ΓG coincides with the free product of G; and when any pair of vertices of Γ
are linked by an edge, then ΓG coincides with the direct sum of G. Roughly speaking, one
can think of graph products as an interpolation between direct sums (where everything
commutes) and free products (where nothing commutes).
In the class of graph products, we encounter two families of groups which are very
important in geometric group theory, namely right-angled Artin groups and right-angled
Coxeter groups. Right-angled Coxeter groups correspond to graph products of cyclic
groups of order two. For instance, these groups were used to exhibit interesting examples
in topology and in group theory, such as finitely generated groups of arbitrary polynomial
divergence [DT15], hyperbolic groups of large dimension [JŚ03], and exotic manifolds
[Dav84]. Moreover, the classification of right-angled Coxeter groups up to quasi-isometry
is still an active research problem [DT15, CS15, DT, Lev17, Lev18, HNT17]. Next, right-
angled Artin groups correspond to graph products of infinite cyclic groups. These groups
became famous in geometric group theory due to the central role they play in Haglund
and Wise’s theory of special cube complexes [HW08], which has many applications in
group theory and low-dimensional topology, including the virtual Haken conjecture for
3-manifolds [Ago13].
Therefore, graph products propose a unified framework in which several groups of
interest can be studied. In this article, we focus on the study of automorphism groups of
graph products. Many articles have been already dedicated to automorphism groups of
right-angled Artin groups [Vog15, Day09, Hor14, AMP16, KP+14, GS18, CV11, Day11,
AG18] and right-angled Coxeter groups [Tit88, Müh98, Lau92, GPR12, SS17]. From
the point of view of geometric group theory, the case of right-angled Artin groups is
of particular interest. Indeed, similarly to graph products, right-angled Artin groups
can be thought of as an interpolation between free abelian groups and non-abelian free
groups, so that their automorphism groups provide an interpolation between general
linear groups GLn(Z) = Aut(Zn) and automorphism groups of free groups Aut(Fn).
These two families of groups have been and are still studied intensively. However, they
turn out to satisfy quite different properties, and they are studied using completely
different approaches. Consequently, finding a common framework in which studying
these groups would be very interesting, and it would help us to understand why they
are so different by looking at when and why a given property becomes wrong along the
interpolation linking them.
Several articles in the literature are dedicated to the study of automorphism groups
of graph products, but restrictions are always imposed on the factors [CG12, GPR12,
CRSV10, RW16]. So far, a unified point of view to study automorphisms of graph
products in full generality is not available.
Nevertheless, we initiated in [GM18] a geometric study of automorphism groups
of graph products based on the geometric framework introduced in [Gen17] for graph
products. However, this study is restricted to a specific class of automorphisms. In
this article, we propose a general geometric model for automorphism groups of graph
products. More precisely, our goal is to justify that automorphism groups of graph
products can be studied successfully through their actions on the following graph:
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Definition 1.1. Let Γ be a simplicial graph and G a collection of groups indexed by
V (Γ). The product graph P (Γ,G) is the graph
• whose vertices are the maximal product subgroups of ΓG, ie., the subgroups of ΓG
which are maximal with respect to the inclusion among all the subgroups which
splits non-trivially as direct products;
• and whose edges link two subgroups whenever their intersection is non-trivial.
The automorphism group Aut(ΓG) acts naturally on the product graph via
{ Aut(ΓG) → Isom(P (Γ,G))
ϕ ↦ (H ↦ ϕ(H)) .
Due to its purely algebraic definition, it is not easy to work with the product graph.
However, thanks to a geometric interpretation of this graph based on the quasi-median
graph introduced in [Gen17], it turns out to be possible to study its geometry. In
particular, we prove:
Theorem 1.2. Let Γ be a connected simplicial graph and G a collection of groups indexed
by V (Γ). Then the product graph P (Γ,G) is quasi-isometric to a tree. In particular,
P (Γ,G) is a Gromov-hyperbolic graph.
The global picture is the following. Our graph product ΓG acts naturally on a
quasi-median graph X(Γ,G), from which we extract the product graph P (Γ,G), which
turns out to be a quasi-tree. The graph product still acts on P (Γ,G), moreover with
a nice acylindrical property (not proved in here), and this action extends to an action
of the automorphism group Aut(ΓG) ↷ P (Γ,G) when ΓG is thought of as the group of
inner automorphisms. An analogy can be made with Ivanov’s theorem for mapping class
groups. With this point of view, the product graph plays the role of the curve complex of
the corresponding surface. Pushing further this analogy, we prove the following Nielsen-
Thurston classification of the elements of ΓG (in which ⟨Λ⟩, where Λ is a subgraph of Γ,
denotes the subgroup of ΓG generated by the groups labelling the vertices of Λ):
Theorem 1.3. Let Γ be a finite and connected simplicial graph, and G a collection of
groups indexed by V (Γ). For every element g ∈ ΓG, one of the following cases happen.
• g is elliptic, ie., it has a bounded orbit in X(Γ,G). This happens if and only if
there exists a clique Λ ⊂ Γ such that g belongs to a conjugate of ⟨Λ⟩.
• g is reducible, ie., it has bounded orbits in P (Γ,G). This happens if and only if
there exists a join Λ ⊂ Γ such that g belongs to a conjugate of ⟨Λ⟩.
• g is irreducible, ie., it has unbounded orbits in P (Γ,G). This happens if and only
if the centraliser of g is infinite cyclic.
Now, we would like to exploit this hyperbolic model to deduce some valuable infor-
mation on automorphism groups of graph products. Typical questions we can ask about
a group acting on a hyperbolic space are: Is the group Gromov-, relatively, acylindri-
cally hyperbolic? Does it satisfy a Tits alternative? In this article, we focus on the
acylindrical hyperbolicity of automorphism groups of graph products, namely:
Question 1.4. Let Γ be a simplicial graph and G a collection of groups indexed by
V (Γ). When is the automorphism group Aut(ΓG) of the graph product ΓG acylindrically
hyperbolic?
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One possibility to define acylindrically hyperbolic groups is as follows. We refer to
[Osi16] for more details. Given a group G acting on a metric space X, an element g ∈ G
is WPD (for Weakly Properly Discontinuous) if, for every d ≥ 0 and every x ∈ X, there
exists some n ≥ 1 such that
{h ∈ G ∣ d(x,hx), d(gnx,hgnx) ≤ d}
is a finite set. If there exists an action of G on a hyperbolic space for which an element
g ∈ G is WPD, then g is a generalised loxodromic element. A group is acylindrically
hyperbolic if it is not virtually cyclic and if it contains generalised loxodromic elements.
The class of acylindrically hyperbolic groups, introduced in [Osi16], encompasses
many interesting families of groups, including in particular non-elementary hyperbolic
and relatively hyperbolic groups, outer automorphism groups of free groups (of rank
at least three), mapping class groups of (non-exceptional) surfaces, most 3-manifold
groups, groups of deficiency at least two, many small cancellation groups, the Cremona
group of birational transformations of the complex projective plane, and many Artin
groups. Nevertheless, being acylindrically hyperbolic provides valuable information on
the group, as many aspects of the theory of hyperbolic and relatively hyperbolic groups
can be generalised in the context of acylindrical hyperbolicity. These include various
algebraic, model-theoretic, and analytic properties; small cancellation theory; and group
theoretic Dehn surgery. We refer to [Osi17] and references therein for more information.
Of course, a natural attempt in answering Question 1.4 is to look for WPD elements
with respect to the actions of automorphism groups of graph products on their product
graphs. In full generality, it seems to be a challenging problem, but we are able to solve
it in particular cases. Focusing on right-angled Artin groups, we prove the main theorem
of this article:
Theorem 1.5. Let Γ be a finite, connected and square-free simplicial graph. If Γ does
not decompose as a join and contains at least two vertices, then the automorphism group
Aut(AΓ) of the right-angled Artin group AΓ is acylindrically hyperbolic.
As shown in [Gen18a], the acylindrical hyperbolicity of the automorphism group of
a given group has consequences on the geometry of its cyclic extensions. More precisely,
the following statement is a direct consequence of Theorem 1.5 and [Gen18a, Theorem
1.5]:
Corollary 1.6. Let Γ be a finite, connected and square-free simplicial graph which does
not decompose as a join and contains at least two vertices. For every automorphism
ϕ ∈ Aut(AΓ), the semidirect product AΓ ⋊ϕZ is acylindrically hyperbolic if and only if ϕ
has infinite order in Out(AΓ).
Strategy to prove Theorem 1.5. The first thing to do is to find a description of
the product graph with which it will be easier to work. Our description is based on the
quasi-median graph
X(Γ,G) ∶= Cayl⎛⎝ΓG, ⋃u∈V (Γ)Gu/{1}⎞⎠
associated to a graph product ΓG; see Section 2.1 for more details.
Definition 1.7. Let Γ be a simplicial graph and G a collection of groups indexed by
V (Γ). The geometric product graph GP (Γ,G) is the graph
• whose vertices are the maximal join subgraphs, ie., the subgraphs g⟨Λ⟩ ⊂ X(Γ,G)
where g ∈ ΓG is an element and Λ ⊂ Γ is a maximal join (with respect to the
inclusion);
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• whose edges link two subgraphs whenever the projection of one onto the other
is not reduced to a single vertex, or equivalently, if there exists a hyperplane
intersecting them.
The link between the product graph and the geometric product graph is made explicit
by the following proposition:
Proposition 1.8. Let Γ be a simplicial graph and G a collection of groups indexed by
V (Γ). The map { GP (Γ,G)(0) → P (Γ,G)(0)
S ↦ stab(S)
induces a graph isomorphism GP (Γ,G)→ P (Γ,G).
Next, given this description of the product graph, the goal is to exploit quasi-median
geometry of X(Γ,G) in order to study the geometry of GP (Γ,G). In particular, as
mentioned above, we prove that the product graph is hyperbolic, and even more precisely
that it is quasi-isometric to a tree. Since the automorphism group of our graph product
ΓG naturally acts on P (Γ,G), it is natural to look for WPD elements with respect to this
action in order to deduce the acylindrical hyperbolicity of the group. Although it seems
to be a difficult problem in full generality, we are able to deduce a criterion in some
specific cases; see Theorem 2.53 for a precise statement. When applied to right-angled
Artin groups, we get:
Proposition 1.9. Let Γ be a finite, connected and square-free simplicial graph which
does not decompose as a non-trivial join and which contains at least two vertices. For
every g ∈ AΓ whose support contains at least one vertex which is not a generalised leaf,
the following conditions are equivalent:
(i) the inner automorphism ι(g) is WPD with respect to the action of Aut(AΓ) on
the product graph P (Γ,G);
(ii) the inner automorphism ι(g) is a generalised loxodromic element of Aut(AΓ);
(iii) g is irreducible and the set {ϕ ∈ Aut(AΓ) ∣ ϕ(gs) = gs} has a finite image in
Out(AΓ) for every power s ≥ 1;
(iv) every power of ι(g) has a virtually cyclic centraliser in Aut(AΓ).
The proof of this criterion concludes the first step of our argument. The next step is
to understand, given an element g ∈ AΓ of a right-angled Artin group AΓ, what happens
when the above criterion fails, ie., when there exists an infinite sequence of pairwise non-
conjugate automorphisms ϕ1, ϕ2, . . . ∈ Aut(AΓ) fixing g. For hyperbolic groups, there is
a classical strategy which can be applied here. Thanks to a construction due to Frédéric
Paulin [Pau91], it is possible to construct a fixed-point free action of the hyperbolic
group on one of its asymptotic cones. Because asymptotic cones of hyperbolic groups
are real trees, it is then possible to apply Rips’ machinery to deduce a splitting of our
group. However, our right-angled Artin groups are not hyperbolic, so their asymptotic
cones are not real trees. Here, we use a new trick: we embed our right-angled Artin
group AΓ into a product of simplicial trees in order to deduce from Paulin’s construction
a fixed-point free action of AΓ on a product of real trees. Next, by looking at the induced
action of AΓ on one of these real trees, we deduce the following statement from Rips’
machinery:
Proposition 1.10. Let Γ be a finite and square-free simplicial graph which does not
decompose as a join. Fix an irreducible element g ∈ AΓ and suppose that {ϕ ∈ Aut(AΓ) ∣
ϕ(g) = g} has an infinite image in Out(AΓ). Then AΓ splits relatively to ⟨g⟩ over a
subgroup which is either free abelian or a star-subgroup.
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This is the second step of our argument. The third step consists in finding an element
g of our right-angled Artin group AΓ such that AΓ does not split as in Proposition 1.10.
Here, we can argue in the more general context of graph products. We begin by proving
the following statement:
Proposition 1.11. Let Γ be a finite simplicial graph which contains at least two vertices
and which is not a join; and let G be a collection of groups indexed by V (Γ). If g ∈ ΓG
has full support, then there exists some n ≥ 0 such that the normal closure ⟪gn⟫ is a free
subgroup of ΓG intersecting trivially every proper parabolic subgroup.
As a consequence of a small cancellation theorem proved in [DGO17] (see Proposition
4.12 for a precise statement), it is sufficient to construct an action of our graph product
ΓG on a hyperbolic space such that proper parabolic subgroups are elliptic and such
that there exist WPD elements. Such a hyperbolic space is constructed by coning-off
the quasi-median graph X(Γ,G) over orbits of proper parabolic subgroups. Essentially,
Proposition 1.11 allows us to transform a relative splitting of ΓG to a relative free
splitting of a finitely generated free subgroup. (The subtlety here is that ⟪g⟫ is usually
not finitely generated, so an argument is needed in order to choose carefully a finitely
generated subgroup of ⟪g⟫.) Finally, by applying Whitehead’s work [Whi36] on free
splittings of free groups, we prove the main result of our third step:
Proposition 1.12. Let Γ be a finite and connected simplicial graph and G a collection
of finitely generated groups indexed by V (Γ). Suppose that Γ does not decompose as a
join and that it contains at least two vertices. There exists an element h ∈ ΓG which does
not belong to any proper parabolic subgroup and such that ΓG does not split relatively to⟨h⟩ over a subgroup of a proper parabolic subgroup.
We emphasize that a part of the arguments used to prove Proposition 1.12 is writ-
ten in the more general framework of acylindrically hyperbolic groups. We refer to
Proposition 4.25 for a precise statement, which we think to be of independent interest.
Finally, in the fourth and last step of our argument, we are ready to combine all the
results proved above and conclude the proof. Indeed, it follows from Propositions 1.9
and 1.10 that the element provided by Proposition 1.12 defines an inner automorphism
which will be a generalised loxodromic element of our automorphism group, concluding
the proof of its acylindrical hyperbolicity.
Organisation of the paper. The article essentially follows the steps described in the
sketch above. Namely, Section 2 is dedicated to the geometry of product graphs and to
the proof of Proposition 1.9; Section 3 to the proof of Proposition 1.10; and Section 4
to the proof of proof of Proposition 1.12. More details on the content of a given section
can be found in its introduction. Finally, we prove Theorem 1.5 in Section 5.1. We end
the article with a few concluding remarks and questions in Section 5.2.
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of my work, where I was supported by the Ernst Mach Grant ICM-2017-06478, under
the supervision of Goulnara Arzhantseva; and the University Paris-Sud, where I am
currently supported by the Fondation Hadamard.
6
2 Step 1: Hyperbolic model for automorphisms of graph
products
The goal of the first of our argument is essentially to construct a hyperbolic graph on
which the automorphism group of a given graph product acts, and to exploit this action
to get some information on the automorphism group. More precisely, the section is
organised as follows:
Section 2.1 is dedicated to the quasi-median geometry of graph products. More precisely,
we recall basic definitions and results about quasi-median graphs from [Gen17, Section
2], we recall some definitions about graph products and we fix our notation, and finally
we describe quasi-median graphs associated to graph products and we state several
results from [Gen17, Section 8] about their geometry. (We emphasize that it is not
necessary to read [Gen17] entirely to understand the results we use in this article. In
fact, the results we use from [Gen17, Section 8] do not depend on Section 3 to 7 of this
paper. We refer the interested reader to Sections 2.1–2.3, 2.5–2.7, 2.9 and 8.1 of [Gen17].
Also, many of the results we use about quasi-median graphs are proved directly for the
quasi-median graphs associated to graph products in [GM18].)
In Section 2.2, we introduce the product graph of a graph product, which is a graph
on which the automorphism group acts naturally. We prove a geometric interpretation
of this graph in terms of the quasi-median graph associated to the graph product, and
next we exploit this interpretation in Section 2.3 to prove that the product graph is
quasi-isometric to a tree (and so is hyperbolic).
In Section 2.4, inspired by the Nielsen-Thurson classification of the homeomorphisms of
a closed surface, we classify the elements of a graph product depending on their dynamics
on the product graph (which plays the role of the curve graph in our analogy). The inner
automorphisms associated to the elements of the graph product which are loxodromic
in the product graph play a central role in our study of the automorphism group.
Section 2.5 is dedicated to the study of inner automorphisms inducing WPD isometries
on the product graph. The criterion provided by Theorem 2.53 is the central result of
the first step of our argument. In Section 2.6, we show that this criterion applies to
many right-angled Artin groups by proving Theorem 2.65.
For reader’s convenience, let us sum up the different graphs introduced along the sub-
sections and their notation. Given a simplicial graph Γ and a collection of groups G
indexed by V (Γ),
• the quasi-median graph X(Γ,G) is introduced in Section 2.1, see Theorem 2.14;
• the product graph P (Γ,G) is introduced in Section 2.2, see Definition 2.26;
• the geometric product graph GP (Γ,G), which is isomorphic to P (Γ,G) according
to Proposition 2.30, is introduced in Section 2.2, see Definition 2.29;
• the crossing graph T (Γ,G), which is quasi-isometric to GP (Γ,G) according to
Proposition 2.39, is introduced in Section 2.2, see Definition 2.33;
• the small crossing graph ST (Γ,G), which is a convex subgraph of T (Γ,G) according
to Lemma 2.54 and which is equivariantly quasi-isometric to P (Γ,G) according to
Lemma 2.56, is introduced in Section 2.2, see Definition 2.33.
7
Figure 1: The triangle and quadrangle conditions
Figure 2: The graphs K−4 and K3,2.
2.1 Quasi-median geometry of graph products
As shown in [Gen17], quasi-median graphs provide a common geometric framework to
graph products, including right-angled Artin groups. In this article, these graphs will
be the key of our geometric study of the product graph. So we dedicate the first section
to basic definitions and properties about quasi-median graphs, their link with graph
products, as well as a few preliminary lemmas.
Generalities about quasi-median graphs. There exist several equivalent defini-
tions of quasi-median graphs, and we refer to [BMW94] for more information. The
definition we used in [Gen17] is the following. (We emphasize that, in all the article,
our graphs are simplicial, ie., multiple edges and loops are forbidden.)
Definition 2.1. A graph X is quasi-median if the following conditions are satisfied:
• for every vertex u ∈ X and any two adjacent vertices v,w ∈ X at distance k from
u, there exists a common neighbor x ∈ X of v and w which is at distance k − 1
from u;
• for every vertices u, z ∈X at distance k apart and any two neighbors v,w ∈X of z
at distance k − 1 from u, there exists a common neighbor x of v and w at distance
k − 2 from u;
• X does not contain K−4 and K3,2 as induced subgraphs.
We refer to Figure 1 for an illustration of the first two conditions (which can be thought
of as the existence of “median” vertices in specific configurations) and to Figure 2 for
the definitions of the graphs K−4 and K3,2. Examples of quasi-median graphs include
simplicial trees, the graph obtained by tiling the plane with squares, and more generally
one-skeleta of CAT(0) cube complexes (also known as median graphs [Che00, Rol98]).
Figure 3 gives another example of a quasi-median graph.
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Typically, a quasi-median graph can be thought of as (the one-skeleton of) a CAT(0)
cube complex in which cubes are replaced by products of simplices. More precisely,
cliques and prisms will play the roles of edges and cubes respectively.
Definition 2.2. Let X be a quasi-median graph. A clique of X is a maximal complete
subgraph. And a prism is an induced subgraph which decomposes as a product of
cliques of X; the number of factors is its cubical dimension. More generally, the cubical
dimension of X is the highest cubical dimension of its prisms.
Notice that the cubical dimension of (the one-skeleton of) a CAT(0) cube complex
coincides with the usual concept of dimension. The quasi-median graph illustrated by
Figure 3 has cubical dimension three.
Another important concept in the study of CAT(0) cube complexes is the notion of con-
vex subcomplexes. In quasi-median graphs, it is replaced by the notion gated subgraphs.
Definition 2.3. Let X be a graph and Y ⊂X a subgraph. Fixing a vertex x ∈X, a gate
for x in Y is a vertex p ∈ Y such that, for every y ∈ Y , there exists a geodesic between
x and y passing through p. If any vertex of X admits a gate in Y , then Y is a gated
subgraph.
Notice that a gated subgraph is automatically convex, and that the gate of a vertex is
unique and coincides with the vertex of the subgraph minimising the distance to our
initial vertex. In one-skeleta of CAT(0) cube complexes, a subgraph is gated if and only
if it is convex.
Similarly to CAT(0) cube complexes, the main tools to study the geometry of quasi-
median graphs are the hyperplanes and the projections onto gated subgraphs. The
following two paragraphs are dedicated to these notions.
Hyperplanes in quasi-median graphs. A key feature of quasi-median graphs is
that specific subgraphs can be introduced, called hyperplanes, so that the geometry of
quasi-median graphs will essentially reduce to the combinatorics of their hyperplanes.
Before motivating this idea, let us recall this definition.
Definition 2.4. Let X be a quasi-median graph. A hyperplane is a class of edges
with respect to the transitive closure of the relation claiming that two edges which are
opposite in a square or which belong to a common triangle are equivalent. Given a
hyperplane J , we denote by X//J the graph obtained from X by removing the interiors
of the edges of J ; its connected components are the sectors delimited by J . The carrier
of J , denoted by N(J), is the subgraph of X generated by J . Finally, two hyperplanes
J1 and J2 are transverse if they intersect a square along two distinct pairs of opposite
edges; and they are tangent if their carriers intersect but they are not transverse.
Notice that, since (one-skeleta of) CAT(0) cube complexes are triangle-free, the previous
definition extends the definition of hyperplanes in CAT(0) cube complexes. We refer to
Figure 3 for examples of hyperplanes in a quasi-median graph; the orange hyperplanes
is transverse to the red and blue hyperplanes; and the orange and green hyperplanes are
tangent.
We motivate the link between hyperplanes and geometry by the following statement,
proved in [Gen17, Propositions 2.15 and 2.30].
Theorem 2.5. Let X be a quasi-median graph. The following statements hold:
• For every hyperplane J , X//J is disconnected.
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Figure 3: A quasi-median graph and some of its hyperplanes.
• Sectors and carriers are gated subgraphs.
• For every vertices x, y ∈X, d(x, y) = #{hyperplanes separating x and y}.
• A path in X is a geodesic if and only if it intersects each hyperplane at most once.
We emphasize that the previous statement holds word for word in the context of CAT(0)
cube complexes. The only difference is that a given hyperplane delimits exactly two
sectors in CAT(0) cube complexes, whereas the number of sectors may be arbitrarily
large in general quasi-median graphs. Another statement which is shared by quasi-
median graphs and CAT(0) cube complexes is the following characterisation of prisms,
proved in [Gen17, Proposition 2.79]:
Proposition 2.6. Let X be a quasi-median graph of finite cubical dimension. The map
{J1, . . . , Jn}↦ n⋂
i=1N(Ji)
defines a bijection from the set of maximal collections of pairwise transverse hyperplanes
to the set of maximal prisms of X.
Typically, hyperplanes in quasi-median graphs can be thought of as collections of “par-
allel” cliques. Given a group acting on our quasi-median graph, a hyperplane-stabiliser
contains a particular subgroup which stabilises globally all the cliques dual the hy-
perplane which is considered but which acts non-trivially on theses cliques. Loosely
speaking, it “rotates” the hyperplane along itself. Formally:
Definition 2.7. Let G be a group acting on a quasi-median graph. Given a hyperplane
J , its rotative-stabiliser is
stab↺(J) = ⋂
C clique dual to J
stab(C).
Projections onto gated subgraphs. The second fundamental tool to study quasi-
median graphs is the notion of projection.
Definition 2.8. Let X be a quasi-median graph, Y ⊂X a gated subgraph and x ∈X a
vertex. The projection of x onto Y is the gate of x in Y .
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This definition is justified by the observation that the gate of a vertex coincides with
the unique vertex of the subgraph which minimises the distance to the initial vertex.
Below are three lemmas, proved in [Gen17, Lemma 2.34, Proposition 2.33, Lemma 2.36]
respectively, which describe the interaction between the projections and the hyperplanes
in quasi-median graphs.
Lemma 2.9. Let X be a quasi-median graph, C ⊂ X a gated subgroups and x ∈ X a
vertex. Any hyperplane separating x from its projection onto C must separate x from C.
Lemma 2.10. Let X be a quasi-median graph, C ⊂ X a gated subgroups and x, y ∈ X
two vertices. The hyperplanes separating the projections of x and y onto C are precisely
the hyperplanes separating x and y which intersects C. In particular, any hyperplane
separating the projections also separates x and y.
Lemma 2.11. Let X be a quasi-median graph, A,B ⊂X two gated subgraphs, and x ∈ A
and y ∈ B two vertices minimising the distance between A and B. The hyperplanes
separating x and y are precisely those separating A and B.
The next easy lemma will also be needed in the sequel.
Lemma 2.12. Let X be a quasi-median graph and A,B ⊂ X two gated subgraphs. The
diameter of the projection of A onto B is at most the number of hyperplanes intersecting
both A and B.
Proof. For convenience, let p ∶ X → B denote the projection onto B. Let D denote the
number (possibly infinite) of hyperplanes intersecting both A and B. We claim that,
for every vertices x, y ∈ A, the distance between p(x) and p(y) is at most D. Indeed,
as a consequence of Lemma 2.10, any hyperplane separating p(x) and p(y) separates x
and y, so that any hyperplane separating p(x) and p(y) must intersect both A and B.
Consequently, the diameter of p(A) is at most D.
Graph products. Given a simplicial graph Γ, whose set of vertices is denoted by
V (Γ), and a collection of groups G = {Gv ∣ v ∈ V (Γ)}, the graph product ΓG is defined
as the quotient
( ∗
v∈V (Γ)Gv) /⟨⟨gh = hg, h ∈ Gu, g ∈ Gv,{u, v} ∈ E(Γ)⟩⟩,
where E(Γ) denotes the set of edges of Γ. Loosely speaking, it is obtained from the
disjoint union of all the Gv’s, called the vertex-groups, by requiring that two adjacent
vertex-groups commute. Notice that, if Γ has no edges, ΓG is the free product of the
groups of G; on the other hand, if any two vertices of Γ are linked by an edge, then ΓG
is the direct sum of the groups of G. Therefore, a graph product may be thought of
as an interpolation between free and direct products. Graph products also include two
classical families of groups: If all the vertex-groups are infinite cyclic, ΓG is known as a
right-angled Artin group; and if all the vertex-groups are cyclic of order two, then ΓG is
known as a right-angled Coxeter group.
Convention. In all the article, we will assume for convenience that the groups of G
are non-trivial. Notice that it is not a restrictive assumption, since a graph product
with some trivial factors can be described as a graph product over a smaller graph all
of whose factors are non-trivial.
If Λ is an induced subgraph of Γ (ie., two vertices of Λ are adjacent in Λ if and only if
they are adjacent in Γ), then the subgroup, which we denote by ⟨Λ⟩, generated by the
vertex-groups corresponding to the vertices of Λ is naturally isomorphic to the graph
product ΛG∣Λ, where G∣Λ denotes the subcollection of G associated to the set of vertices
of Λ. This observation is for instance a consequence of the normal form described below.
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Normal form. A word in ΓG is a product g1⋯gn where n ≥ 0 and where, for every
1 ≤ i ≤ n, gi belongs to Gi for some Gi ∈ G; the gi’s are the syllables of the word, and n
is the length of the word. Clearly, the following operations on a word does not modify
the element of ΓG it represents:
(O1) delete the syllable gi = 1;
(O2) if gi, gi+1 ∈ G for some G ∈ G, replace the two syllables gi and gi+1 by the single
syllable gigi+1 ∈ G;
(O3) if gi and gi+1 belong to two adjacent vertex-groups, switch them.
A word is reduced if its length cannot be shortened by applying these elementary moves.
In practice, if g = g1⋯gn is a reduced word and h is a syllable, then a reduction of the
product gh is given by⎧⎪⎪⎪⎨⎪⎪⎪⎩
g1⋯gn if h = 1
g1⋯gi−1 ⋅ gi+1⋯gn if gi shuffles to the end and gi = h−1
g1⋯gi−1 ⋅ gi+1⋯gn ⋅ (gih) if gi shuffles to the end and gi ≠ h−1
In particular, every element of ΓG can be represented by a reduced word, and this word
is unique up to applying the operation (O3). It is worth noticing that a reduced word
has also minimal length with respect to the generating set ⋃
u∈V (Γ)Gu. We refer to [Gre90]
for more details (see also [Gen18b] for a more geometric approach).
According to [Gre90, Lemma 3.16], every element g ∈ ΓG can be written as a reduced
word xyx−1 where y is proper cyclically reduced, ie., if two syllables a and b of y respec-
tively shuffle to the beginning and to the end of y then a ≠ b−1. The set of vertices of Γ
containing all the vertices whose vertex-groups contain a syllable of y is the support of
g, denoted by supp(g).
Let us sum up a few additional definitions which will be needed later in the article.
• A graph is complete is any two distinct vertices are linked by an edge.
• The link of a vertex is the subgraph generated by all its neighbor.
• The star of a vertex is the subgraph generated by the union of its link and itself.
By extension, a star-subgroup in a graph product is a subgroup which is conjugate
to the subgroup generated by the vertex-groups labelling the star of one vertex.
• The opposite graph of a graph Γ, denoted by Γopp, is the graph whose vertex-set
is V (Γ) and whose edges link two vertices if they are not adjacent in Γ.
• A graph is a join if its opposite graph is not connected. By extension, a join-
subgroup in a graph product is a subgroup which is conjugate to the subgroup
generated by the vertex-groups labelling a subgraph which is a join.
• A parabolic subgroup in a graph product is a subgroup which is conjugate to the
subgroup generated by the vertex-groups labelling a subgraph. So star- and join-
subgroups are examples of parabolic subgroups.
• A generalised leaf is a vertex of a graph whose link is complete.
We conclude this paragraph by introducing the following class of elements, which will
play a central role in the article.
Definition 2.13. Let Γ be a simplicial graph and G a collection of groups indexed by
V (Γ). An element g ∈ ΓG is irreducible if its support is not included into a join of Γ.
It is worth noticing that, as a consequence of [Bar07, Theorem 52], an element is irre-
ducible if and only if its centraliser is infinite cyclic.
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Quasi-median graphs associated to graph products. As shown by [Gen17, Propo-
sition 8.2 and Corollary 8.7], there is a natural quasi-median graph associated to any
graph product, namely:
Theorem 2.14. Let Γ be a simplicial graph and G a collection of groups indexed by
V (Γ). The Cayley graph
X(Γ,G) ∶= Cayl⎛⎝AΓ, ⋃v∈V (Γ)⟨v⟩/{1}⎞⎠
is a quasi-median graph of cubical dimension equal to clique(Γ), ie., the maximal cardi-
nality of a complete subgraph of Γ.
Given a subgraph Λ ⊂ Γ, we denote by ⟨Λ⟩ the subgroup of ΓG generated by the vertex-
groups of Λ; it is naturally isomorphic to the graph product ΛH where H is the sub-
collection of G containing the vertex-groups labelled by V (Λ). In particular, if u is a
vertex of Γ, the subgroup ⟨u⟩ coincides with the vertex-group Gu. As X(Γ,G) is a Cay-
ley graph, ⟨Λ⟩ may also be thought of as a subgraph of X(Γ,G). Our first observation
is that such a subgraph must be gated.
Lemma 2.15. Let Γ be a simplicial graph and G a collection of groups indexed by V (Γ).
For every Λ ⊂ Γ, the subgraph ⟨Λ⟩ of X(Γ,G) is gated.
Proof. It follows from the description of the geodesics in X(Γ,G) proved in [Gen17,
Lemma 8.3] that ⟨Λ⟩ is convex, and we deduce from the description of the cliques
in X(Γ,G) proved in [Gen17, Lemma 8.6] (and recalled below) that ⟨Λ⟩ contains its
triangle, ie., any triangle intersecting ⟨Λ⟩ along at least one edge must be included into⟨Λ⟩. We conclude from the general criterion [Gen17, Proposition 2.6] that ⟨Λ⟩ is a gated
subgraph.
When we want to study the geometry of a given quasi-median graph, the first thing to do
is to understand the structures of its cliques, its prisms and its hyperplanes. The cliques
and prisms of X(Γ,G) are described by [Gen17, Lemma 8.6] and [Gen17, Corollary 8.7]
respectively, which we reproduce below.
Lemma 2.16. Let Γ be a simplicial graph and G a collection of groups indexed by
V (Γ). The cliques of X(Γ,G) coincide with the cosets g⟨u⟩ where g ∈ ΓG and u ∈ V (Γ).
Consequently, clique-stabilisers are conjugates of ⟨u⟩ where u ∈ V (Γ).
Lemma 2.17. Let Γ be a simplicial graph and G a collection of groups indexed by V (Γ).
The prisms of X(Γ,G) coincide with the cosets g⟨Λ⟩ where Λ ⊂ Γ is a complete subgraph
and g ∈ ΓG an element; moreover, the cubical dimension of the prism g⟨Λ⟩ is #V (Λ).
Consequently, prism-stabilisers are conjugates of ⟨Λ⟩ where Λ ⊂ Γ is complete.
Next, we want to understand the hyperplanes of X(Γ,G). As a convenient notation, we
will denote by Ju the hyperplane dual to the clique ⟨u⟩ of X(Γ,G), where u ∈ V (Γ). We
proved in [Gen17, Corollary 8.10] that:
Lemma 2.18. Let Γ be a simplicial graph and G a collection of groups indexed by
V (Γ). For every hyperplane J of X(Γ,G), there exist g ∈ ΓG and u ∈ V (Γ) such that
J = gJu. Moreover, the carrier N(J) of J coincides with g ⋅ ⟨star(u)⟩, so that stab(J) =
g ⋅ ⟨star(u)⟩ ⋅ g−1.
As any hyperplane J of X(Γ,G) is a translate of some Ju, we say that the corresponding
vertex u ∈ V (Γ) labels J . As a consequence of the previous lemma, it follows that:
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Corollary 2.19. Let Γ be a simplicial graph and G a collection of groups indexed by
V (Γ). A hyperplane J of X(Γ,G) is bounded if and only if there exist an element g ∈ ΓG
and a vertex u ∈ V (Γ) whose link is complete such that J = gJu.
Proof. As a consequence of Lemma 2.18, there exist an element g ∈ ΓG and a vertex
u ∈ V (Γ) such that J = gJu, so that N(J) = g⟨star(u)⟩. In order to conclude our proof,
it is sufficient to show that ⟨star(u)⟩ is bounded in X(Γ,G) if and only if star(u) is
a complete subgraph. If it is complete, then it is clear that ⟨star(u)⟩ has diameter at
most the number of vertices of star(u). Conversely, if star(u) contains two non-adjacent
vertices a and b, then, for every n ≥ 1, the subgraph ⟨star(u)⟩ contains the vertices 1
and (ab)n which are at distance 2n apart. It follows that ⟨star(u)⟩ is unbounded.
From [Gen17, Lemma 8.12], we also get the following information on the combinatorics
of hyperplanes in X(Γ,G):
Lemma 2.20. Let Γ be a simplicial graph and G a collection of groups indexed by V (Γ).
Two transverse hyperplanes of X(Γ,G) are labelled by adjacent vertices. Two tangent
hyperplanes of X(Γ,G) are labelled by distinct vertices.
We conclude this paragraph by a result about rotative-stabilisers:
Lemma 2.21. Let Γ be a simplicial graph and G a collection of groups indexed by V (Γ).
The rotative-stabiliser of a hyperplane J of X(Γ,G) coincides with the stabiliser of any
clique dual to J . Moreover, stab↺(J) acts freely and transitively on the set of sectors
delimited by J , and it stabilises the hyperplanes transverse to J .
Proof. Up to translating J by some isometry of ΓG, we may suppose without loss of
generality that J = Ju for some vertex u ∈ V (Γ). We deduce from [Gen17, Lemma
8.9] that the cliques dual to Ju coincide with cosets g⟨u⟩ where g ∈ ⟨link(u)⟩. But the
stabiliser of such a coset g⟨u⟩ is g⟨u⟩g−1 = ⟨u⟩ as u and g commute, so it does not depend
on g. By definition of rotative-stabilisers, it follows that stab↺(J) coincides with the
stabiliser of any clique dual to J , proving the first assertion of our lemma.
Next, it is clear that the action of stab↺(J) = ⟨u⟩ on the clique ⟨u⟩ dual to J is free
and transitive on the vertices. But the sectors delimited by J are in bijection with the
vertices of a given clique dual to J , say ⟨u⟩. It implies the second assertion of our lemma.
The final assertion is a consequence of [Gen17, Lemma 8.47].
A few preliminary results. Our last paragraph is dedicated to preliminary lem-
mas which will be used later. Our first result is an immediate consequence of [Gen17,
Corollary 2.107].
Lemma 2.22. In a quasi-median graph, there exist only finitely many geodesics between
any two given vertices.
Our second result is another finiteness statement, but specific to quasi-median graphs
associated to graph products.
Lemma 2.23. Let Γ be a simplicial graph and G a collection of groups indexed by V (Γ).
If Γ is finite, then only finitely many hyperplanes intersect a given ball of radius one
in X(Γ,G).
Proof. As ΓG acts vertex-transitively on X(Γ,G), we may suppose without loss of gener-
ality that the ball B we are looking at is centered at 1. By construction of X(Γ,G), the
neighbors of 1 are precisely the non-trivial elements of all the vertex-groups of our graph
product. Consequently, the ball B is the union of the cliques ⟨u⟩ where u ∈ V (Γ). As B
intersects finitely many cliques of X(Γ,G), since Γ is finite, it follows that B intersects
only finitely many hyperplanes.
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We conclude the paragraph with a last preliminary lemma which will be extremely
useful. In its statement, given a graph Γ and subgraph Λ ⊂ Γ, we denote by link(Λ)
the subgraph generated by the vertices of Γ which do not belong to Λ but which are
adjacent to all the vertices of Λ.
Lemma 2.24. Let Γ be a simplicial graph and G a collection of groups indexed by V (Γ).
Fix two subgraphs Λ1,Λ2 ⊂ Γ and an element g ∈ ΓG. If ⟨Λ1⟩ ⊂ g⟨Λ2⟩g−1, then Λ1 ⊂ Λ2
and g ∈ ⟨Λ1⟩ ⋅ ⟨link(Λ1)⟩ ⋅ ⟨Λ2⟩.
Proof. Notice that the subgroups ⟨Λ1⟩ and g⟨Λ2⟩g−1 coincide with the stabiliser of the
subgraphs ⟨Λ1⟩ and g⟨Λ2⟩ respectively. We claim that any hyperplane intersecting ⟨Λ1⟩
also intersects g⟨Λ2⟩.
Suppose by contradiction that it is not the case, ie., there exists some hyperplane J
intersecting ⟨Λ1⟩ but not g⟨Λ2⟩. Fix a clique C ⊂ ⟨Λ1⟩ dual to J . There exist u ∈ Λ1 and
h ∈ ⟨Λ1⟩ such that stab(C) = h⟨u⟩h−1. As a consequence, stab(C), which turns out to
coincide with the rotative stabiliser of J according to Lemma 2.21, stabilises ⟨Λ1⟩. On
the other hand, a non-trivial element of stab↺(J) sends g⟨Λ2⟩ into a sector which does
not contain g⟨Λ2⟩: a fortiori, it does not stabilise g⟨Λ2⟩, contradicting our assumptions.
This concludes the proof of our claim.
Because the cliques dual to the hyperplanes intersecting ⟨Λ1⟩ are labelled by vertices of
Λ1, and similarly that the cliques dual to the hyperplanes intersecting g⟨Λ2⟩ are labelled
by vertices of Λ2, we deduce from the previous claim that Λ1 ⊂ Λ2, proving the first
assertion of our lemma.
Next, let x ∈ ⟨Λ1⟩ and y ∈ g⟨Λ2⟩ be two vertices minimising the distance between ⟨Λ1⟩
and g⟨Λ2⟩. Fix a path α from 1 to x in ⟨Λ1⟩, a geodesic β between x and y, and a path
γ from y to g in g⟨Λ2⟩. So g = abc if a, b, c are the words labelling the paths α,β, γ.
Notice that a ∈ ⟨Λ1⟩ and c ∈ ⟨Λ2⟩. The labels of the edges of β coincide with the labels of
the hyperplanes separating x and y, or equivalently (according to Lemma 2.11), to the
labels of the hyperplanes separating ⟨Λ1⟩ and g⟨Λ2⟩. But we saw that any hyperplane
intersecting ⟨Λ1⟩ intersects g⟨Λ2⟩ as well, so any hyperplane separating ⟨Λ1⟩ and g⟨Λ2⟩
must be transverse to any hyperplane intersecting ⟨Λ1⟩. Because the set of the labels
of the hyperplanes of ⟨Λ1⟩ is V (Λ1), we deduce from Lemma 2.20 that the vertex of Γ
labelling an edge of β is adjacent to all the vertices of Λ1, ie., it belongs to link(Λ1).
Thus, we have proved that b ∈ ⟨link(Λ1)⟩, hence g = abc ∈ ⟨Λ1⟩ ⋅ ⟨link(Λ1)⟩ ⋅ ⟨Λ2⟩.
An easy consequence of Lemma 2.24 is the following statement. Recall that, given a
groupG, a subgroupH ≤ G is self-normalising if, for every g ∈ G, the equality gHg−1 =H
implies that g ∈H.
Corollary 2.25. Let Γ be a simplicial graph, Λ ⊂ Γ a subgraph and G a collection of
groups indexed by V (Γ). If link(Λ) is empty, then ⟨Λ⟩ is a self-normalising subgroup
of ΓG.
2.2 A general geometric model: the product graph
Recall from the introduction the following definition:
Definition 2.26. Let Γ be a simplicial graph and G a collection of groups indexed by
V (Γ). The product graph P (Γ,G) is the graph
• whose vertices are the maximal product subgroups of ΓG, ie., the subgroups of ΓG
which are maximal with respect to the inclusion among all the subgroups which
splits non-trivially as direct products;
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• and whose edges link two subgroups whenever their intersection is non-trivial.
In this section, our goal is to exploit the quasi-median geometry of ΓG in order to
construct a geometric framework allowing us to study the product graph P (Γ,G). Our
main result is Proposition 2.30. The first step towards this statement is to understand
maximal product subgroups. Our main tool will be the following statement, which is a
consequence of [MO15, Corollary 6.15].
Lemma 2.27. Let Γ be a simplicial graph and G a collection of groups indexed by V (Γ).
If H ⊂ ΓG is a subgroup splitting non-trivially as a direct product, then there exist an
element g ∈ ΓG and a non-trivial join Λ such that H ⊂ g⟨Λ⟩g−1.
Our characterisation of maximal product subgroups follows:
Corollary 2.28. Let Γ be a simplicial graph and G a collection of groups indexed by
V (Γ). A subgroup H ≤ ΓG is a maximal product subgroup if and only if there exist an
element g ∈ ΓG and a maximal join Λ ⊂ Γ such that H = g⟨Λ⟩g−1.
Proof. Suppose thatH ≤ ΓG is a maximal product subgroup. It follows from Lemma 2.27
that there exist an element g ∈ ΓG and a join Λ ⊂ Γ such that H ⊂ g⟨Λ⟩g−1. If Λ is not
a maximal join, ie., if there exists a join Ξ ⊂ Γ satisfying Λ ⊊ Ξ, then H ⊂ g⟨Λ⟩g−1 ⊊
g⟨Ξ⟩g−1, which is impossible since H is maximal. Consequently, H = g⟨Λ⟩g−1 where
Λ ⊂ Γ is a maximal join.
Now, we want to prove that, if g ∈ ΓG is an element and Λ ⊂ Γ a maximal join, then
g⟨Λ⟩g−1 is a maximal product subgroup. So let P be a subgroup of ΓG splitting non-
trivially as a direct product and containing g⟨Λ⟩g−1. It follows from Lemma 2.27 that
there exist an element h ∈ ΓG and a join Ξ ⊂ Γ such that
g⟨Λ⟩g−1 ⊂ P ⊂ h⟨Ξ⟩h−1.
By applying Lemma 2.24, we know that Λ ⊂ Ξ and that h ∈ g⟨Λ⟩ ⋅ ⟨link(Λ)⟩ ⋅ ⟨Ξ⟩. As Λ is
a maximal join, necessarily Λ = Ξ and link(Λ) = ∅. As a consequence, h ∈ g⟨Λ⟩, so that
g⟨Λ⟩g−1 ⊂ P ⊂ h⟨Ξ⟩h−1 = h⟨Λ⟩h−1 = g⟨Λ⟩g−1.
Therefore, g⟨Λ⟩g−1 = P , concluding the proof.
Now, let us introduce the graph which will the geometric model of our product graph.
Definition 2.29. Let Γ be a simplicial graph and G a collection of groups indexed by
V (Γ). The geometric product graph GP (Γ,G) is the graph
• whose vertices are the maximal join subgraphs, ie., the subgraphs g⟨Λ⟩ ⊂ X(Γ,G)
where g ∈ ΓG is an element and Λ ⊂ Γ is a maximal join (with respect to the
inclusion);
• whose edges link two subgraphs whenever the projection of one onto the other
is not reduced to a single vertex, or equivalently, if there exists a hyperplane
intersecting them.
We are finally able to state and prove the main result of this section, proposing a
geometric interpretation of the product graph.
Proposition 2.30. Let Γ be a simplicial graph and G a collection of groups indexed by
V (Γ). The map { GP (Γ,G)(0) → P (Γ,G)(0)
S ↦ stab(S)
induces a graph isomorphism GP (Γ,G)→ P (Γ,G).
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Proof. First, notice that our map is well-defined and surjective as a consequence of
Corollary 2.28 combined with the observation that stab(g⟨Λ⟩) = g⟨Λ⟩g−1 for every g ∈
ΓG and Λ ⊂ Γ. To see that the map is injective as well, let S1, S2 ∈ GP (Γ,G) be
two subgraphs satisfying stab(S1) = stab(S2). Write S1 and S2 as g1⟨Λ1⟩ and g2⟨Λ2⟩
respectively where g1, g2 ∈ ΓG and where Λ1,Λ2 ⊂ Γ are maximal joins. By applying
Lemma 2.24 twice, we deduce from
g1⟨Λ1⟩g−11 = stab(S1) = stab(S2) = g2⟨Λ2⟩g−12
that Λ1 = Λ2 (let Λ denote this common subgraph) and that g−11 g2 ∈ ⟨Λ⟩ ⋅ ⟨link(Λ)⟩ ⋅ ⟨Λ⟩.
Since Λ is a maximal join, necessarily link(Λ) is empty, so that g2 ∈ g1⟨Λ⟩. We deduce
that
S2 = g2⟨Λ2⟩ = g2⟨Λ⟩ = g1⟨Λ⟩ = g1⟨Λ1⟩ = S1,
which is the desired conclusion.
Now, we want to prove that two subgraphs S1, S2 ∈ GP (Γ,G) are adjacent if and only
if stab(S1) ∩ stab(S2) is non-trivial. Suppose first that S1 and S2 are not adjacent in
GP (Γ,G). In this situation, stab(S1)∩ stab(S2) fixes a vertex, namely the projection of
S2 onto S1, so that the intersection must be trivial. Next, suppose that S1 and S2 are
adjacent, ie., there exists a hyperplane J transverse to both S1 and S2. Then it follows
from the fact below that stab(S1)∩ stab(S2) contains the rotative-stabiliser of J , and a
fortiori is not trivial.
Fact 2.31. Let Γ be a simplicial graph, G a collection of groups indexed by V (Γ),
Λ ⊂ Γ a subgraph and g ∈ ΓG an element. If J is a hyperplane intersecting g⟨Λ⟩, then
stab↺(J) ⊂ stab(g⟨Λ⟩).
Let e ⊂ g⟨Λ⟩ be an edge dual to J . There exist ` ∈ ⟨Λ⟩, u ∈ V (Γ) and v ∈ ⟨u⟩ such that
e = (g`, g`v). Then
stab↺(J) = g`⟨u⟩`−1g−1 ⊂ g⟨Λ⟩g−1 = stab(g⟨Λ⟩),
concluding the proof.
As the first application of our geometric interpretation, we are able to prove that the
product graph P (Γ,G) turns out to be connected whenever Γ is connected itself.
Proposition 2.32. If Γ is a connected simplicial graph and G a collection of groups
indexed by V (Γ), then the product graph P (Γ,G) is connected.
In order to prove our proposition, we need the following intermediate graph:
Definition 2.33. Let X be a quasi-median graph. Its crossing graph (resp. its small
crossing graph) is the graph
• whose vertices are the hyperplanes (resp. unbounded hyperplanes) of X;
• and whose edges link two hyperplanes whenever they are transverse.
Given a simplicial graph Γ and G a collection of groups indexed by V (Γ), we denote by
T (Γ,G) the crossing graph of X(Γ,G) (resp. by ST (Γ,G) the small crossing graph of
X(Γ,G)).
Our plan is to show, assuming that Γ is connected, that the crossing graph of X(Γ,G)
is connected, and next to deduce the connectedness of the product graph.
Lemma 2.34. Let Γ be a simplicial graph and G a collection of groups indexed by V (Γ).
If Γ is connected, then so is the crossing graph of X(Γ,G).
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Proof. Let J1, J2 be two hyperplanes of X(Γ,G). If they are equal or if they are trans-
verse, it is clear that there exists a path between J1 and J2 in the crossing graph.
From now on, suppose that N(J1) and N(J2) are disjoint. Fix a maximal collection
H1, . . . ,Hn of pairwise disjoint hyperplanes separating N(J1) and N(J2). Set H0 = J1
and Hn+1 = J2. Notice that, for every 0 ≤ i ≤ n, the carriers N(Hi) and N(Hi+1)
intersect. Indeed, if N(Hi) ∩ N(Hi+1) = ∅, then a hyperplane separating two ver-
tices minimising the distance between N(Hi) and N(Hi+1) would separate N(Hi) and
N(Hi+1) (according to Lemma 2.11), so that J,H1, . . . ,Hn would provide a larger family
of pairwise disjoint hyperplanes separating J1 and J2. Consequently, in order to show
that the crossing graph is connected, it is sufficient to show the following observation:
Claim 2.35. Let J1, J2 be two hyperplanes of X(Γ,G) whose carriers intersect. In the
crossing graph of X(Γ,G), there exists a path of length at most diam(Γ) between J1
and J2.
Up to translating by an element of ΓG, we may suppose without loss of generality that
1 belongs to N(J1)∩N(J2). As a consequence, there exist two vertices u, v ∈ V (Γ) such
that J1 = Ju and J2 = Jv. Let a1, . . . , am be a geodesic from u to v in Γ. (Notice that
m ≤ diam(Γ).) Then Ja1 , . . . , Jam define a path from J1 to J2 in the crossing graph,
concluding the proof of our lemma.
Proof of Proposition 2.32. As a consequence of Proposition 2.30, it is sufficient to show
that the geometric product graph GP (Γ,G) is connected. So let S1, S2 ∈ GP (Γ,G) be
two subgraphs. Fix two hyperplanes J1, J2 intersecting S1, S2 respectively. Since the
crossing graph of X(Γ,G) is connected according to Lemma 2.34, there exists a path
H1 = J1, H2, . . . , Hr−1, Hr = J2
in T (Γ,G). For every 2 ≤ i ≤ r − 1, there exists a subgraph Ri ∈ GP (Γ,G) containing
N(Hi). Indeed, if we write Hi = giJui where gi ∈ ΓG and ui ∈ V (Γ), then fix a maximal
join Λi containing star(ui) and set Ri = gi⟨Λi⟩. We get:
N(Hi) = gi⟨star(ui)⟩ ⊂ gi⟨Λi⟩ = Ri.
We record this observation for future use:
Fact 2.36. For every hyperplane J of X(Γ,G), there exists a subgraph S ∈ GP (Γ,G)
such that N(J) ⊂ S.
By construction, Hi intersects both Ri and Ri+1 for every 2 ≤ i ≤ r − 2, so that
S1, R2, R3, . . . , Rr−2, Rr−1, S2
defines a path in GP (Γ,G) from S1 to S2. This concludes the proof.
As explained in the introduction, the motivation for introducing the product graph
is that the automorphism group of the associated graph product acts naturally on it,
since it is defined purely algebraically. More precisely, given a simplicial graph Γ and a
collection of groups G indexed by V (Γ), the action
{ Aut(ΓG) → Isom(P (Γ,G))
ϕ ↦ (H ↦ ϕ(H))
is well-defined. By transferring this action to an action on GP (Γ,G) via the isomorphism
provided by Proposition 2.30, one gets the following statement:
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Fact 2.37. The map
{ Aut(ΓG) → Isom(GP (Γ,G))
ϕ ↦ (S ↦ subgraph whose stabiliser is ϕ(stab(S)))
defines an action by isometries of Aut(ΓG) on GP (Γ,G). Moreover, by identifying ΓG
with the subgroup of inner automorphisms via
{ ΓG → Inn(ΓG) ⊂ Aut(ΓG)
g ↦ ι(g) ∶ (x↦ gxg−1) ,
then the previous action Aut(ΓG) ↷ GP (Γ,G) extends the action ΓG ↷ GP (Γ,G) in-
duced by ΓG ↷X(Γ,G).
2.3 Gromov hyperbolicity of the product graph
In this section, as a second application of the geometric framework constructed in the
previous section, we prove that product graphs turn out to be hyperbolic.
Theorem 2.38. Let Γ be a finite and connected simplicial graph and G a collection of
groups indexed by V (Γ). Then the product graph P (Γ,G) is a quasi-tree. In particular,
P (Γ,G) is a Gromov-hyperbolic graph.
The first step towards the proof of our theorem is to show that the (geometric) product
graph has the same geometry as the crossing graph of X(Γ,G), ie., that they are quasi-
isometric. However, we emphasize that this quasi-isometry is not Aut(ΓG)-equivariant
in general, so that the crossing graph may be used to study the geometry of P (Γ,G)
but not the dynamics of the action Aut(ΓG)↷ P (Γ,G) in full generality.
Proposition 2.39. Let Γ be a connected simplicial graph and G a collection of groups
indexed by V (Γ). For every subgraph S ∈ GP (Γ,G), fix a hyperplane JS of X(Γ,G)
intersecting S. The map { GP (Γ,G) → T (Γ,G)
S ↦ JS
defines a quasi-isometry.
Proof. Let R,S ∈ GP (Γ,G) be two subgraphs. Fix a geodesic S0, . . . , Sk from R to S
in GP (Γ,G). For every 0 ≤ i ≤ k − 1, let Hi be a hyperplane intersecting both Si and
Si+1. Notice that dT (Hi, JSi) ≤ 2 and dT (Hi, JSi+1) ≤ 2 since any two hyperplanes of a
product are at distance at most two in the crossing graph. Consequently,
dT (JR, JS) ≤ k−1∑
i=0 (dT (JSi ,Hi) + dT (Hi, JSi+1)) ≤ 4k = 4 ⋅ dGP (R,S).
Now, let J0, . . . , Jp be a geodesic from JR to JS in T (Γ,G). For every 1 ≤ i ≤ p, let
Ci ∈ GP (Γ,G) be a subgraph containing N(Ji), which exists according to Fact 2.36.
By construction, for every 1 ≤ i ≤ p − 1, the hyperplane Ji is transverse to both Ci and
Ci+1, hence dGP (Ci,Ci+1) ≤ 1. Similarly, as J0 = JR (resp. Jp = JR) is transverse to
both R and C1 (resp. S and Cp), we know that dGP (R,C1) ≤ 1 (resp. dGP (S,Cp) ≤ 1).
Consequently,
dGP (R,S) ≤ dGP (R,C1) + p−2∑
i=1 dGP (Ci,Ci+1) + dGP (Cp, S) ≤ p = dT (JR, JS).
Thus, we have proved that our map GP (Γ,G) → T (Γ,G) is an isometric embedding.
To conclude the proof, it remains to show that the image is quasi-dense. So let J
be a hyperplane. According to Fact 2.36, there exists a subgraph C ∈ GP (Γ,G) which
contains N(J). As J and JC are two hyperplanes intersecting the product C, necessarily
dT (J, JC) ≤ 2. The desired conclusion follows.
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Consequently, in order to prove that the product graph is hyperbolic, it is sufficient to
show that the crossing graph is hyperbolic itself. It turns out that the crossing graph
of an arbitrary quasi-median graphs is a quasi-tree (if it is connected). Below, we will
restrict ourselves to quasi-median graphs associated to graph products in order to get
precise estimates which will be used later. First of all, we want to state and prove an
estimate on the distance in the crossing graph T (Γ,G). For this purpose, we need the
following definition:
Definition 2.40. Let X be a quasi-median graph. Two hyperplanes J1, J2 are strongly
separated if no hyperplane is transverse to both J1 and J2. We denote by δ(J1, J2) the
maximal number of pairwise strongly separated hyperplanes separating J1 and J2.
Our estimate is the following:
Proposition 2.41. Let Γ be a finite and connected simplicial graph and G a collection
of groups indexed by V (Γ). The inequalities
δ(A,B) ≤ dT (A,B) ≤ (4 + diam(Γ)) ⋅ (δ(A,B) + 1)
hold for every hyperplanes A,B ∈ T (Γ,G).
Before turning to the proof of Proposition 2.41, we begin by proving a preliminary
lemma.
Lemma 2.42. Let Γ be a connected simplicial graph, G a collection of groups indexed by
V (Γ) and A,B,C ∈ T (Γ,G) three hyperplanes. If B separates A and C, then any path
between A and C in T (Γ,G) contains a vertex corresponding to a hyperplane transverse
to B.
Proof. Let J1, . . . , Jn be a path from A to B. Let 1 ≤ i ≤ n− 1 be the largest index such
that Ji is included into the sector delimited by B which contains A. So Ji+1 intersects
the sector delimited by B containing C. Moreover, Ji+1 is transverse to Ji, so it also
intersects the sector delimited by B containing A. Consequently, Ji+1 must be transverse
to B, concluding the proof of our lemma.
Proof of Proposition 2.41. Let J1, . . . , Jr be a maximal collection of pairwise strongly
separated hyperplanes separating A and B.
If H1, . . . ,Hs is geodesic between A and B in T (Γ,G), we know from Lemma 2.42 that,
for every 1 ≤ i ≤ r, there exists some 1 ≤ n(i) ≤ s such that Hn(i) is transverse to
Ji. Notice that, for every distinct 1 ≤ i, j ≤ r, the hyperplanes Hn(i) and Hn(j) are
necessarily distinct since Ji and Jj are strongly separated. Consequently,
dT (A,B) = s ≥ r = δ(A,B),
proving the first inequality of our lemma. Next, setting J0 = A and Jr+1 = B, notice that
dT (A,B) ≤ r∑
i=0dT (Ji, Ji+1),
so it is sufficient to show that dT (Ji, Ji+1) ≤ 4 + diam(Γ) for every 0 ≤ i ≤ r in order to
deduce the second inequality of our lemma. Fix some 0 ≤ i ≤ r. Let K1, . . . ,Kq be a
maximal collection of pairwise disjoint hyperplanes separating Ji and Ji+1. Set K0 = Ji
and Kq+1 = Ji+1. Notice that, for every 0 ≤ j ≤ q, the maximality of our collection implies
that no hyperplane separates Kj and Kj+1, so these two hyperplanes must be tangent.
Let 1 ≤ a ≤ q be the largest index such that Ji and Ka are not strongly separated. Notice
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that, as a consequence of the maximality of the collection J1, . . . , Jr, the hyperplanes
Ka+1 and Ji+1 cannot be strongly separated. So we have
dT (Ji, Ji+1) ≤ dT (Ji,Ka) + dT (Ka,Ka+1) + dT (Ka+1, Ji+1) ≤ dT (Ka,Ka+1) + 4,
and since Ka and Ka+1 are tangent hyperplanes, we deduce from Claim 2.35 that
dT (Ji, Ji+1) ≤ 4 + diam(Γ),
concluding the proof of our proposition.
We need a last preliminary lemma before turning to the proof of Theorem 2.38.
Lemma 2.43. Let Γ be a finite and complete simplicial graph, G a collection of groups
indexed by V (Γ) and A,B ∈ T (Γ,G) two hyperplanes which are neither transverse nor
tangent. Any vertex of any geodesic between A and B in T (Γ,G) is at distance at most
3(5 + diam(Γ)) from a hyperplane separating A and B.
Proof. Let J1, . . . , Jn be a geodesic in T (Γ,G) from A to B (notice that n ≥ 1), and let
K1, . . . ,Km be a maximal collection of pairwise strongly separated hyperplanes separat-
ing J1 and Jn. Suppose that Ki separates Ki−1 and Ki+1 for every 2 ≤ i ≤ m − 1, and
that K1 separates A and Km. Fix some 1 ≤ k ≤ n. Notice that the maximality of the
collection K1, . . . ,Km implies that δ(A,K1) ≤ 2, δ(B,Km) ≤ 2 and δ(Ki,Ki+1) ≤ 3 for
every 1 ≤ i ≤ m − 1. We claim that Jk is at distance at most 3(5 + diam(Γ)) from some
Ki.
First of all, notice that Jk cannot be included into a sector delimited by A which does
not contain B. Otherwise, Lemma 2.42 would imply that there exists some k + 1 ≤ i ≤ n
such that Ji is transverse to A, and replacing J1, . . . , Jk with J1, Jk would shorten our
geodesic J1, . . . , Jn, which is impossible. Similarly, Jk cannot be included into a sector
delimited by B which does not contain A. Next, if Jk is transverse to A, then once again
we deduce from Lemma 2.42 that there exists some k ≤ i ≤ n such that Ji is transverse
to K1, so that
dT (Jk,K1) ≤ dT (Jk, Ji) + dT (Ji,K1) ≤ dT (A,Ji) + 1 ≤ dT (A,K1) + dT (K1, Ji) + 1
≤ (4 + diam(Γ)) ⋅ δ(A,K1) + 2 ≤ 2(5 + diam(Γ))
where the penultimate inequality is justified by Proposition 2.41. Similarly, we show
that dT (Jk,Km) ≤ 2(5 + diam(Γ)) if Jk is transverse to B. Therefore, from now on,
we can suppose that Jk is included into the subspace delimited by A and B. If Jk is
transverse to some Ki, we are done, so we suppose that Jk is disjoint from the Ki’s.
Setting K0 = A and Km+1 = B, there exists some 0 ≤ i ≤m such that Jk is included into
the subspace delimited by Ki and Ki+1. By applying Lemma 2.42 twice, we know that
there exists some 0 ≤ a ≤ k−1 such that Ja is transverse to Ki, and some k+1 ≤ b ≤m+1
such that Jb is transverse to Ki+1.
dT (Jk,Ki) ≤ dT (Jk, Ja) + dT (Ja,Ki) ≤ dT (Ja, Jb) + 1
≤ dT (Ki,Ki+1) + dT (Ja,Ki) + dT (Jb,Ki+1) + 1
≤ (4 + diam(Γ)) ⋅ δ(Ki,Ki+1) + 3 ≤ 3(5 + diam(Γ))
where the penultimate inequality is justified by Proposition 2.41. Similarly, one shows
that dT (Jk,Ki+1) ≤ 3(5+diam(Γ)). Thus, we have proved that Jk is at distance at most
3(5 + diam(Γ)) from Kj for some 1 ≤ j ≤m, concluding the proof of our lemma.
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Now we are ready to prove Theorem 2.38. The goal will be to apply the following
characterisation of quasi-trees, known as the bottleneck criterion [Man05] (which we
adapt below for graphs):
Proposition 2.44. A graph Y is a quasi-tree if and only if there exists a constant δ ≥ 0
such that the following holds. For every vertices x, y ∈ Y , there exists a midpoint m of
x and y, ie., a vertex satisfying ∣d(x,m) − d(x, y)∣ ≤ 1/2, such that any path between x
and y contains a vertex at distance at most δ from m.
Proof of Theorem 2.38. LetA,B ∈ T (Γ,G) be two hyperplanes. Fix a geodesic J1, . . . , Jn
from A to B in T (Γ,G), some 1 ≤ k ≤ n such that Jk is a midpoint of A and B,
and some path H1, . . . ,Hm from A to B in T (Γ,G). Set δ = 1 + 3(5 + diam(Γ)). If
dT (A,B) ≤ diam(Γ) then
dT (H1,m) = dT (A,m) ≤ dT (A,B) ≤ diam(Γ) ≤ δ
and we are done. From now on, suppose that dT (A,B) > diam(Γ). As a consequence of
Claim 2.35, A and B are neither transverse nor tangent, so that Lemma 2.43 applies, ie.,
there exists a hyperplane J separating A and B such that dT (m,J) ≤ 3(5 + diam(Γ)).
Next, we know from Lemma 2.42 that there exists some 1 ≤ j ≤ m such that Hj is
transverse to J . Therefore,
dT (Hj ,m) ≤ dT (Hj , J) + dT (J,m) ≤ 1 + 3(5 + diam(Γ)) = δ.
Consequently, the bottleneck criterion applies, proving that the crossing graph T (Γ,G)
is a quasi-tree. We conclude from Proposition 2.39 that the product graph P (Γ,G) is
also a quasi-tree.
2.4 A Nielsen-Thurston classification
In this section, we state and prove a classification of the elements of a graph product
ΓG depending on their dynamics on the corresponding quasi-median graph X(Γ,G)
and product graph P (Γ,G), in the spirit of the Nielsen-Thurston classification of the
elements of mapping class groups of surfaces. It is worth noticing that ΓG acts on both
the product graph P (Γ,G) and the geometric product graph GP (Γ,G), respectively
by conjugations and through the action ΓG ↷ X(Γ,G) by left-multiplication. As, the
isomorphism GP (ΓG) → P (Γ,G) provided by Proposition 2.30 is ΓG-equivariant, these
two actions turn out to be essentially equivalent, so that we will be able to work with
either.
Theorem 2.45. Let Γ be a finite and connected simplicial graph, and G a collection of
groups indexed by V (Γ). For every element g ∈ ΓG, one of the following cases happen.
• g is elliptic, ie., it has a bounded orbit in X(Γ,G). It happens if and only if there
exists a clique Λ ⊂ Γ such that g belongs to a conjugate of ⟨Λ⟩.
• g is reducible, ie., it has bounded orbits in P (Γ,G). It happens if and only if there
exists a join Λ ⊂ Γ such that g belongs to a conjugate of ⟨Λ⟩.
• g is irreducible, ie., it has unbounded orbits in P (Γ,G). It happens if and only if
the centraliser of g is infinite cyclic.
(It is worth noticing that the terminology irreducible from the theorem coincides with
Definition 2.13, so there is no terminology conflict here.) The key step to the proof of
the theorem is the following proposition:
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Proposition 2.46. Let Γ be a finite simplicial graph, G a collection of groups indexed
by V (Γ) and g ∈ ΓG an element. If g does not belong to a join-subgroup, then there
exist a power r ≥ 0 and a hyperplane J of X(ΓG) such that any two hyperplanes of the
collection {griJ ∣ i ∈ Z} are strongly separated and such that griJ separates gr(i−1)J and
gr(i+1)J for every i ∈ Z. Moreover, if the support of g contains at least one vertex which
is not a generalised leaf, then J can be chosen unbounded.
Proof. According to [Gre90, Lemma3.16], there exist x, y ∈ ΓG such that g = xyx−1 and
such that y is proper cyclically reduced.
Claim 2.47. The product y ⋅ y is reduced.
Write y as a reduced product of syllables y1⋯yn. If the product y ⋅ y is not reduced, it
implies that there exist a syllable yi in the first copy of y which shuffles to the end in
y1⋯yn and a syllable yj in the second copy of y which shuffles to the beginning in y1⋯yn
such that yi and yj belong to the same vertex-group, say Gu. As y is proper cyclically
reduced, necessarily i = j. It implies that the syllable yi = yj commutes with all the
syllables of y1⋯yn, or equivalently that yk ∈ ⟨link(u)⟩ for every k ≠ i. Therefore, g must
belong to the join-subgroup x⟨star(u)⟩x−1, which is impossible, concluding the proof of
our claim.
As a consequence of this claim, if we fix a geodesic [1, y] between the vertices 1 and y
in X(Γ,G), then
` ∶= ⋃
n∈Zxyn ⋅ [1, y]
is a bi-infinite geodesic on which g acts as a translation of length d(1, y). (The fact that
` is indeed a geodesic follows from the description of the geodesics in X(Γ,G) given by
[Gen17, Lemma 8.3].) Let supp(g) be the subgraph of Γ generated by the vertices of Γ
corresponding to the vertex-groups which contain the syllables of y, and let D denote
the diameter of its opposite graph supp(g)opp. Notice that, since g does not belong to
a join subgroup, necessarily supp(g)opp must be connected, so that D < +∞.
Claim 2.48. Fix a hyperplane J crossing [1, y]. Then every hyperplane crossing [1, y]
separates g−DJ and gDJ .
Let H be a hyperplane crossing [1, y], and let a, b ∈ V (Γ) denote the vertices labelling J
and H respectively. Fix a path u0, . . . , uD in supp(g)opp from b to a. For every 0 ≤ i ≤D,
fix a hyperplane Ji labelling by ui which crosses gi[1, y]; for i = 0 and i = D, we set
J0 =H and JD = gDJ . Because two transverse hyperplanes must be labelled by adjacent
vertices of Γ according to Lemma 2.20, it follows that Ji separate Ji−1 and Ji+1 for every
1 ≤ i ≤ D − 1. We conclude that J0 = H is not transverse to JD = gDJ . Similarly, one
shows that H cannot be transverse to g−DJ . Therefore, H separates g−DJ and gDJ ,
proving our claim.
Claim 2.49. Fix a hyperplane J crossing [1, y]. Then g−DJ and gDJ are strongly
separated.
Suppose by contradiction that there exists a hyperplane H transverse to both g−DJ and
gDJ . A fortiori, H must be transverse to the hyperplanes separating g−DJ and gDJ ,
including all the hyperplanes crossing [1, y] according to the previous claim. Therefore,
as a consequence of Lemma 2.20, the vertex labelling H, say w, is adjacent to all the
vertices of supp(g). It implies that supp(g) is included into a join, namely the star of w,
which is impossible since g does not belong to a join-subgroup. It concludes the proof
of our claim.
The conclusion is that, if J is any hyperplane crossing [1, y], then {g2DkJ ∣ k ∈ Z}
is a collection of pairwise strongly separated hyperplanes such that g2DkJ separates
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g2D(k−1)J and g2D(k+1)J for every k ∈ Z. If the support of g contains at least one vertex
which is not a generalised leaf, then we can choose J as the hyperplane dual to an edge
of [1, y] labelled by a vertex-group corresponding to a vertex which is not a generalised
leaf. It follows from Corollary 2.19 that such a hyperplane is unbounded.
Proof of Theorem 2.45. If g does not belong to a join-subgroup, then we know from
Proposition 2.46 that there exist a power r ≥ 0 and a hyperplane J of X(ΓG) such that
any two hyperplanes of the collection {griJ ∣ i ∈ Z} are strongly separated and such that
griJ separates gr(i−1)J and gr(i+1)J for every i ∈ Z. According to Fact 2.36, there exists
a subgraph R ∈ GP (Γ,G) containing N(J). Then we deduce from Propositions 2.39
and 2.41 that there exist constant A,B > 0 such that
dGP (R,griR) ≥ A ⋅ dT (J, griJ) −B ≥ A ⋅ δ(J, griJ) −B ≥ A(i − 1) −B
for every i ≥ 2. Consequently, the orbit ⟨g⟩ ⋅R is unbounded. Conversely, if g belongs to a
join-subgroup, then it is clear that g fixes a point in P (Γ,G). Thus, we have proved that
g has an unbounded orbit in P (Γ,G) if and only if it does not belong to a join-subgroup.
According to [Bar07, Theorem 52], it is also equivalent to the fact that the centraliser
of g is infinite cyclic.
Next, as a consequence of [Gen17, Theorem 2.115], we know that g has a bounded orbit
in X(Γ,G) if and only if it stabilises a prism. It follows from Lemma 2.17 that g is
elliptic if and only if its belongs to a clique-subgroup. It concludes the proof of our
theorem.
2.5 Small crossing graphs and WPD isometries
In this section, we are interested in the following question: when does an inner auto-
morphism of ΓG define a WPD isometry with respect to the action of Aut(ΓG) on the
product graph P (Γ,G)? This problem is motivated by the fact that a non-virtually cyclic
group which acts on a hyperbolic space and which contains at least one WPD isometry
turns out to be acylindrically hyperbolic (see [Osi16]). Let us recall the definition of
WPD isometries.
Definition 2.50. Let G be a group acting on a metric space X. An element g ∈ G is a
WPD isometry if, for every d ≥ 0 and every x ∈X, there exists some n ≥ 1 such that
{h ∈ G ∣ d(x,hx), d(gnx,hgnx) ≤ d}
is a finite set.
In fact, we will need a slight variation of this definition, but which turns out to be
equivalent:
Lemma 2.51. Let G be a group acting on a metric space X. An element g ∈ G is a
WPD isometry if and only if, for every d ≥ 0, there exist x ∈X and n ≥ 1 such that
{h ∈ G ∣ d(x,hx), d(gnx,hgnx) ≤ d}
is a finite set.
Proof. The implication is obvious. Conversely, suppose that the condition given by our
lemma is satisfied. Fix some d ≥ 0 and x ∈X. We know that there exist y ∈X and n ≥ 1
such that
E = {h ∈ G ∣ d(y, hy), d(gny, hgny) ≤ d + d(x, y)}
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is finite. We claim that the set
F = {h ∈ G ∣ d(x,hx), d(gnx,hgnx) ≤ d}
is finite as well. Notice that, for every f ∈ F , we have
d(y, hy) ≤ d(x,hx) + 2d(x, y) ≤ d + 2d(x, y)
and similarly d(gny, hgny) ≤ d + 2d(x, y). Therefore, F ⊂ E, and we conclude that F
must be finite. Thus, we have proved that g is a WPD isometry.
In fact, we want to do more than characterising when an inner automorphism defines a
WPD isometry with respect to the action on the product graph. We want to determine
precisely when there exists an action on a hyperbolic space with respect to which a
given inner automorphism defines a WPD isometry. Using the vocabulary of [Osi16],
we determine when our automorphism is a generalised loxodromic element.
Definition 2.52. Let G be a group. An element g ∈ G is a generalised loxodromic
element if G admits an acylindrical action on a hyperbolic space with respect to which g
is a loxodromic isometry. Equivalently, g is a generalised loxodromic element if G admits
an action on a hyperbolic space with respect to which g defines a WPD isometry.
We refer to [Osi16] for a proof of the equivalence mentioned in the previous definition.
Unfortunately, we are not able to characterise WPD elements of the automorphism
group in full generality. We need to restrict ourselves to a more specific situation. More
precisely, the main result of this section is the following:
Theorem 2.53. Let Γ be a finite, connected and square-free simplicial graph, G a col-
lection of groups indexed by V (Γ), and A a subgroup of Aut(AΓ) containing Inn(AΓ).
Suppose that Γ does not decompose as a non-trivial join and contains at least two ver-
tices; that two distinct unbounded hyperplanes do not have the same stabiliser; and that
any automorphism of A preserves the collection of star-subgroups associated to vertices
of Γ which are not generalised leaves in such a way that
{ A → Isom(ST (Γ,G))
ϕ ↦ (J ↦ hyperplane whose stabiliser is ϕ(stab(J)))
defines an action by isometries. For every g ∈ ΓG whose support contains at least one
vertex which is not a generalised leaf, the following conditions are equivalent:
(i) the inner automorphism ι(g) is a generalised loxodromic element of A ;
(ii) g is irreducible and the set {ϕ ∈ A ∣ ϕ(gs) = gs} has a finite image in Out(ΓG) for
every power s ≥ 1;
(iii) every power of ι(g) has a virtually cyclic centraliser in A .
Recall from Definition 2.33 that the small crossing graph ST (Γ,G) is the graph whose
vertices are the unbounded hyperplanes of X(Γ,G) and whose edges link two transverse
hyperplanes; and from Definition 2.13 that an element of ΓG is irreducible if it does not
belong to a join-subgroup. First of all, we would to emphasize that the small crossing
graph is essentially the same graph as the entire crossing graph, as justified by the
following observation:
Lemma 2.54. Let Γ be a finite connected simplicial graph and G a collection of groups
indexed by V (Γ). The small crossing graph ST (Γ,G) is a convex subgraph of T (Γ,G). As
a consequence, ST (Γ,G) is connected and isometrically embedded int T (Γ,G). Moreover,
if Γ is not a complete graph, then every vertex of T (Γ,G) is at distance at most one
from a vertex of ST (Γ,G).
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Proof. Let J1, J2 ∈ ST (Γ,G) be two unbounded hyperplanes of X(Γ,G). Fix a geodesic
H1 = J1, H2, . . . ,Hp−1, Hp = J2
in the crossing graph T (Γ,G). Suppose that there exists some 2 ≤ i ≤ p− 1 such that Hi
is bounded. Notice that the following observation is a direct consequence of Corollary
2.19:
Fact 2.55. If a hyperplane of X(Γ,G) is bounded, then its carrier is a prism.
Consequently, the carrier N(Hi) of Hi is a prism. Since both Hi−1 and Hi+1 must
intersect this prism, it follows that Hi−1 and Hi+1 are necessarily transverse, so that
H1, . . . ,Hi−2, Hi−1, Hi+1, Hi+2, . . . ,Hp
would define a shorter path between J1 and J2 in the complete crossing graph, which
is impossible. Consequently, our previous path turns out to be included in the small
crossing graph. Thus, we have proved that ST (Γ,G) is a convex subgraph of T (Γ,G).
Now, let J ∈ T (Γ,G) be a hyperplane and suppose that all the hyperplanes at dis-
tance at most one from J are bounded. Since the carrier of J is a prism, according to
Fact 2.55, two hyperplanes transverse to J are necessarily transverse. Consequently, the
hyperplanes transverse to J are pairwise transverse. It follows from Proposition 2.6 and
Theorem 2.14 that there exist only finitely many hyperplanes transverse to J as X(Γ,G)
has finite cubical dimension. Let J1, . . . , Jn denote these hyperplanes. By assumption,
they are bounded, so that their carriers are prisms once again according to Fact 2.55.
As a consequence, a hyperplane transverse to some Ji must be transverse to J as well.
So J, J1, . . . , Jn turn out to be all the hyperplanes of X(Γ,G). Since they are pairwise
transverse, we conclude from Proposition 2.6 that X(Γ,G) must be a prism, and finally
from Lemma 2.17 that Γ must be a complete graph.
In Theorem 2.53, our group of automorphisms A acts both on the small crossing graph
and on the product graph. However, it is worth noticing that the dynamics of the actions
A ↷ T (Γ,G) and A ↷ P (Γ,G) are essentially the same, as justified by the following
lemma:
Lemma 2.56. Under the assumptions of Theorem 2.53, the map
{ ST (Γ,G) → P (Γ,G)
J ↦ stab(J)
defines a bijective and A -equivariant quasi-isometry.
Proof. Because Γ is square-free, it follows from Corollary 2.28 that the maximal product
subgroups are the conjugates of the subgroups generated by maximal stars. In fact, once
again because Γ is square-free, a star is maximal if and only if it is not a clique, so that
maximal product subgroups are the star-subgroups associated to vertices of Γ which
are not generalised leaves. We conclude from Lemma 2.18 and from the fact that two
distinct hyperplanes cannot have the same stabiliser that our map is bijective. It is also
clearly A -equivariant, and, by noticing that our map coincides with the composition
{ ST (Γ,G) → T (Γ,G) → GP (Γ,G) → P (Γ,G)
J ↦ J ↦ N(J) ↦ stab(N(J))
where the first arrow is the inclusion which is a quasi-isometry according to Lemma 2.54,
the second arrow is an inverse of the quasi-isometry provided by Proposition 2.39, and
the third arrow is the isomorphism provided by Proposition 2.30, we deduce that our
map is a quasi-isometry.
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As a consequence, an element of A is WPD with respect to the action A ↷ P (Γ,G) if
and only if it is WPD with respect to the action A ↷ T (Γ,G). However, the geometry
of the small crossing graph is more “rigid” than the geometry of the product graph, so
that it will be easier to work with the former graph.
The main step towards the proof of Theorem 2.53 is the following characterisation:
Proposition 2.57. Let Γ, G and A be as in Theorem 2.53. For every irreducible g ∈ ΓG
whose support contains at least one vertex which is not a generalised leaf, if the inner
automorphism ι(g) is not a WPD isometry with respect to the action of A on the small
crossing graph ST (Γ,G), then there exists some s ≥ 1 such that {ϕ ∈ A ∣ ϕ(gs) = gs} has
an infinite image in Out(ΓG).
The most important consequence of the fact that our simplicial graph Γ is supposed to
be square-free is given by the following observation:
Lemma 2.58. Let Γ be a simplicial graph and G a collection of groups indexed by V (Γ).
If the crossing graph of X(Γ,G) contains an induced cycle of length four, then Γ contains
a cycle of length four.
Proof. Suppose that X(Γ,G) contains a cycle of four hyperplanes (J1, . . . , J4). Suppose
moreover that the quantity d(N(J1),N(J3)) + d(N(J2),N(J4)) is minimal. If N(J1)
and N(J3) are disjoint, they must be separated by some hyperplane J . Replacing J1
with J produces a new cycle of four hyperplanes of lower complexity, contradicting
the choice of our initial cycle. Therefore, N(J1) and N(J3) must intersect. Similarly,
N(J2) ∩N(J4) ≠ ∅. Thus, N(J1), . . . ,N(J4) pairwise intersect, so that there exists a
vertex x ∈ N(J1)∩⋯∩N(J4). For every 1 ≤ i ≤ 4, let ui denote the vertex of Γ labelling
the hyperplane Ji. Notice that, as a consequence of Lemma 2.20, u1 ≠ u3 (resp. u2 ≠ u4)
because J1 and J3 (resp. J2 and J4) are tangent. So u1, . . . , u4 define a cycle of length
four in Γ.
From now on, we fix a finite, connected and square-free simplicial graph Γ, and a col-
lection of groups G indexed by V (Γ). In order to state and prove our first preliminary
lemma, we need the following definition:
Definition 2.59. Let J1, . . . , Jr be a geodesic in T (Γ,G) of length r ≥ 3. The induced
path of our geodesic is the sequence of vertices {xi ∣ 1 ≤ i ≤ r + 1} of X(Γ,G) defined as
follows:
• x1 is the projection of N(Jr) onto N(J1);
• xi+1 is the projection of xi onto N(Ji+1) for every 1 ≤ i ≤ r − 1;
• xr+1 is the projection of N(J1) onto N(Jr).
The following lemma associates a geodesic in X(Γ,G) to any geodesic in T (Γ,G). A
consequence will be that there exist only finitely many geodesic between any two vertices
of T (Γ,G).
Lemma 2.60. Let J1, . . . , Jr be a geodesic in T (Γ,G) of length r ≥ 4, and let (x1, . . . , xr+1)
denote its induced path. Then x1 = x2 and xr = xr+1. Moreover, fixing a geodesic[xi, xi+1] between xi and xi+1 in X(Γ,G) for every 1 ≤ i ≤ r, the concatenation [x1, x2]∪⋯ ∪ [xr, xr+1] defines a geodesic in X(Γ,G) included into r⋃
i=1N(Ji).
Proof. Notice that, if K is a hyperplane separating xi and xi+1 for some 1 ≤ i ≤ r, then
• K cannot separate xi+1 and xi+2, since Lemma 2.9 implies that K must be disjoint
from Ji+1;
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• K cannot separate xi+2 and xi+3, since otherwise Ji, Ji+1, Ji+2 and K would
define a cycle of length four in T (Γ,G), contradicting the fact that Γ is square-free
according to Lemma 2.58;
• K cannot separate xj and xj+1 for some i + 3 ≤ j ≤ r, since otherwise replacing
Ji, . . . , Jj with Ji,K, Ji would shorten our geodesic J1, . . . , Jr.
It follows that the path [x1, x2]∪⋯∪ [xr, xr+1] intersects each hyperplane at most once,
so that it must be a geodesic. We also deduce that a hyperplane separating x1 and x2
must separate x1 from xr+1, and so must separate J1 and Jr according to Lemma 2.11,
which is impossible since it is necessarily transverse to J1. Thus, we have proved that
there does not exist any hyperplane separating x1 and x2, hence x1 = x2. The same
argument implies that xr+1 = xr.
Finally, fix some 1 ≤ i ≤ r. By construction, xi belongs toN(Ji) and xi+1 is the projection
of xi onto N(Ji+1) where Ji+1 is transverse to Ji. If xi+1 does not belong to N(Ji), then
exists a hyperplane K separating xi+1 from its projection onto N(Ji). According to
Lemma 2.9, K separates xi+1 from N(Ji). Consequently, K must be disjoint from Ji,
and, since xi belongs to N(Ji), K must separate xi and xi+1. Once again by applying
Lemma 2.9, it follows that K must be disjoint from Ji+1. Thus, K is disjoint from both
Ji and Ji+1 and it separates xi ∈ N(Ji) and xi+1 ∈ N(Ji+1). It implies that K separates
Ji and Ji+1, which is impossible since Ji and Ji+1 are transverse. Thus, we have proved
that xi+1 belongs to N(Ji), so that [xi, xi+1] ⊂ N(Ji) since carriers of hyperplanes are
convex. So [x1, x2] ∪⋯ ∪ [xr, xr+1] ⊂ r⋃
i=1N(Ji),
concluding the proof of our lemma.
Corollary 2.61. There exist only finitely many geodesics between any two given vertices
of T (Γ,G).
Proof. Let A,B ∈ T (Γ,G) be two hyperplanes. If A = B or if A and B are transverse,
there is nothing to prove. If dT (A,B) = 2, then the number of geodesics between A
and B in T (ΓG) coincides with the number of hyperplanes transverse to both A and B.
We know from Lemma 2.58 that such hyperplanes must be pairwise transverse, which
implies that that there exist at most clique(Γ) geodesics between A and B in T (Γ,G).
From now on, suppose that A and B are strongly separated, and let a ∈ N(A) (resp.
b ∈ N(B)) denote the projection of N(B) onto N(A) (resp. of N(A) onto N(B)). As a
consequence of Lemma 2.60, any hyperplane which belongs to a geodesic between A and
B in T (Γ,G) must intersect a unit ball in X(Γ,G) centered at a vertex which belongs
to a geodesic between a and b in X(Γ,G). The desired conclusion follows from Lemmas
2.22 and 2.23.
Our next preliminary lemma will play a fundamental role in the proof of Proposition 2.57:
Lemma 2.62. Let J1, . . . , Jr be a geodesic in T (Γ,G) and J a hyperplane which separates
J1 and Jr and which is at distance at least four from J1 and Jr. Let a ∈ N(J) (resp.
b ∈ N(J)) denote the projection of N(J1) (resp. N(Jr)) onto N(J). There exists some
1 ≤ k ≤ r such that Jk satisfies dT (J, Jk) ≤ 3 and intersects B(a,1) ∪B(b,1).
Proof. Let 1 ≤ p ≤ r be the first index such that Jp is transverse to J , and 1 ≤ q ≤ r the
last index such that Jq is transverse to J . According to Lemma 2.42, these indices exist.
Notice that
p = dT (J1, Jp) + dT (Jp, J) ≥ d(J1, J) ≥ 4
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and
r − q = dT (Jr, Jq) + dT (Jk, J) ≥ dT (Jr, J) ≥ 4,
so that the indices p−3 and q+3 are well-defined. We denote by a′ and b′ the projections
of a and b onto N(Jp) and N(Jq) respectively. Four cases may happen.
Case 1: If d(a, a′) = 0 or d(b, b′) = 0, then either Jp intersects B(a,1) with dT (J, Jp) = 1
or Jq intersects B(b,1) with dT (J, Jq) = 1. From now on, we suppose that d(a, a′) > 0
and d(b, b′) > 0.
Case 2: For every hyperplane A separating a and a′ and every index s < p− 2, A is not
transverse to Js; or for every hyperplane B separating b and b′ and every index s > q+2,
B is not transverse to Js.
Assume we are in the former situation, the latter being symmetric. We claim that, if
H is a hyperplane separating a and a′, then it must be transverse to Jp−2 and it is not
transverse to Jp−1 nor to Jp. Indeed, by fixing a path γ from N(J1) to a′ in p⋃
i=2N(Ji)
and a geodesic [a′, a] from a′ to a, then γ ∪ [a′, a] defines a path from N(J1) to a, and
since H does not separate a from J1 as a consequence of Lemma 2.9, we deduce that H
has to cross γ, so that H is transverse to Ji for some 2 ≤ i ≤ p. By assumption, we know
that i ≥ p − 2; and we also know from Lemma 2.9 that i ≠ p because a′ is the projection
of a onto N(Jp). Finally, if i = p− 1, then the four hyperplanes J , Jp, Jp−1 and A define
an induced square in the crossing graph of X(Γ,G), which is not possible according to
Lemma 2.58 since Γ is square-free. Consequently, i must be equal to p − 2, proving our
claim.
Now, let a′′ denote the projection of a onto N(Jp−2). We claim that If a′′ = a. It will
imply that Jp−2 intersects the ball B(a,1). Since dT (Jp−2, J) ≤ dT (Jp−2, Jp)+dT (Jp, J) =
3, it will be sufficient to conclude the proof in the case we are looking at.
If it is not the case, then there exists a hyperplane H separating a and a′′. By fixing a
path γ from a′′ to a′ in N(Jp) ∪N(Jp−1) ∪N(Jp−2) and a geodesic [a′, a] from a′ to a,
necessarily H crosses γ∪[a′, a]. As a consequence of Lemma 2.9, H cannot be transverse
to Jp−2, and we also know that it cannot separate a and a′ since we have proved that
any such hyperplane must be transverse to Jp−2. It follows that H must be transverse
to either Jp or Jp−1.
Fix a hyperplane K separating a and a′. We know that K must be transverse to Jp−2.
Now, if H is transverse to Jp−1, then the four hyperplanes K, H, Jp−1 and Jp−2 define an
induced square in the crossing graph ofX(Γ,G), which is impossible according to Lemma
2.58 since Γ is square-free. The fact that H and Jp−2 are not transverse follows from
Lemma 2.9, and we proved earlier that K cannot be transverse to Jp−1. Consequently,
H cannot be transverse to Jp−1, so that it has to be transverse to Jp. As a consequence,
the four hyperplanes J , Jp, H and K define a cycle of length four in the crossing graph
of X(Γ,G). Since Γ is square-free, it follows from Lemma 2.58 that this cycle cannot
be induced. We saw that K and Jp are not transverse, so necessarily J and H must
be transverse. As a consequence, by fixing a path γ from N(J1) to a′′ in p−2⋃
i=2 N(Ji) and
a geodesic from a′′ to a, we deduce from Lemma 2.9 that H crosses γ since H cannot
separate a from J1 as it is transverse to J . Therefore, H has to be transverse to Jk for
some k ≤ p − 2. On the other hand,
dT (Jk, Jp) ≤ dT (Jk,H) + dT (H,Jp) = 2
hence k ≥ p−2, so that k = p−2. The final picture is the following: the four hyperplanes
H, Jp, Jp−1 and Jp−2 define a cycle of length four in the crossing graph of X(Γ,G),
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which is induced since Jp−2 and Jp are not transverse as dT (Jp, Jp−2) = 2 and since we
saw that H and Jp−1 are not transverse. Once again, we get a contradiction thanks to
Lemma 2.58 since Γ is square-free.
Thus, we have proved that our hyperplane H separating a and a′′ does not exist, which
implies the desired conclusion: the vertices a and a′′ coincide.
Case 3: There exists an index s < p − 3 and a hyperplane A separating a and a′ such
that A and Js are transverse; or there exist an index s > q + 3 and a hyperplane B
separating b and b′ such that B and Js are transverse.
Assume we are in the former situation, the latter being symmetric. Then
dT (J1, Jp) ≤ dT (J1, Js) + d(Js,A) + dT (A,J) + dT (J, Jp) = s + 2 < p − 1 = dT (J1, Jp),
a contradiction. Consequently, this case cannot happen.
Case 4: There exist a hyperplane A separating a and a′ which is transverse to Jp−3 and
a hyperplane B separating b and b′ which is transverse to Jq+3. Then
dT (J1, Jr) ≤ dT (J1, Jp−3) + dT (Jp−3,A) + dT (A,J) + dT (J,B) + dT (B,Jq+3) + dT (Jq+3, Jr)
≤ p + r − q − 3 = d(J1, Jr) − 2 − (p − q) ≤ d(J1, Jr) − 2 < d(J1, Jr),
a contradiction. Consequently, this case cannot happen.
Finally, before turning to the proof of Proposition 2.57, we need two last preliminary
lemmas.
Lemma 2.63. Let A,B,C be three hyperplanes. If B belongs to a geodesic between A
and C in T (Γ,G), there does not exist two strongly separated hyperplanes separating B
from both A and C.
Proof. Suppose that there exist two strongly separated hyperplanes H1 and H2 separat-
ing B from A and C. Say that H1 separates B and H2. Let α be a geodesic in T (Γ,G)
from A to B, and β a geodesic in T (Γ,G) from B to C. According to Lemma 2.42,
there exists a vertex of α corresponding to a hyperplane transverse to H2; notice that
this hyperplane cannot intersect B, since H1 separates B and H2 and that H1 and H2
are strongly separated, so the corresponding vertex of α cannot be an endpoint. Con-
sequently, if α0 denotes the initial subsegment of α whose final vertex is the previous
hyperplane transverse to H2, then lg(α0) ≤ lg(α) − 2. Similarly, if β0 denote the initial
subsegment of β whose final vertex corresponds to the first (and in fact the unique)
hyperplane transverse to H2 among all the hyperplanes corresponding to vertices of β,
then lg(β0) ≤ lg(β) − 2. Let γ denote the path α0 ∪ {H2} ∪ β0 in T (Γ,G). We have
dT (A,C) ≤ lg(γ) = lg(α0) + lg(β0) + 2 < lg(α) + lg(β) = dT (A,B) + dT (B,C),
which implies that B does not belong to a geodesic between A and C in T (Γ,G).
Lemma 2.64. Let A,B be two hyperplanes and J1, . . . , Jr a maximal collection of pair-
wise strongly separated hyperplanes separating A and B. Let M be another hyperplane
which belongs to a geodesic between A and B in T (Γ,G). If i is the largest index such
thatM is included into the sector delimited by Ji which contains Jr, then δ(A,M) ≤ i+4.
Proof. Notice that M is necessarily included into the sector delimited by Ji+2 which
contains A. Indeed, by definition of i, M intersects one the sectors delimited by Ji
which do not contain B, so if M intersected one of the sectors delimited by Ji+2 which
do not contain A, then M would be transverse to both Ji+1 and Ji+2, contradicting the
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fact that these two hyperplanes are strongly separated. Let M1, . . . ,Ms be a maximal
collection of pairwise strongly separated hyperplanes separating A and M . According
to Lemma 2.63, M1, . . . ,Ms−2 separate A and B. Necessarily, they intersect the sector
delimited by Ji+2 which contains A, so they are disjoint from Ji+3 since Ji+2 and Ji+3
are strongly separated. We have
δ(A,M) − 2 = s − 2 ≤ δ(A,Ji+3) = i + 2,
proving that δ(A,M) ≤ i + 4.
Proof of Proposition 2.57. Let g ∈ ΓG be an irreducible element. According to Proposi-
tion 2.46, up to replacing g with one of its powers, there exists an unbounded hyperplane
J such that {gkJ ∣ k ∈ Z} defines a collection of pairwise strongly separated hyperplanes
where gkJ separates gk−1J and gk+1J for every k ∈ Z. Supposing that ι(g) is not a WPD
isometry, we deduce from Lemma 2.51 that there exists some  > 0 such that
{ϕ ∈ Aut(ΓG) ∣ dT (J,ϕ ⋅ J), dT (gnJ,ϕ ⋅ gnJ) ≤ }
is infinite for every n ≥ 1. Set
N = 4( + 2δ + 2) + (W + 2)(dT (J, gJ) + 6) + 8
where δ is such that T (Γ,G) is δ-hyperbolic (such a δ existing according to Theorem 2.38)
and whereW is the van der Waerden number defined as follows: setting κ as the number
of hyperplanes intersecting a ball of X(Γ,G) of radius one (such a number being finite
according to Lemma 2.23, and it does not depend on the choice of the ball since ΓG acts
vertex-transitively on X(Γ,G)), W is the smallest integer such that, for any coloring of
the integers of [1,W ] with 2κ colors, there exist three integers of the same color which
belong to a common arithmetic progression. We refer to [GR74] for an elementary proof
of the existence of such a constant W . Next, fix some n ≥ N and a geodesic [J, gnJ] in
T (Γ,G) between J and gnJ , and set
S = {ϕ ∈ Aut(ΓG) ∣ dT (J,ϕ ⋅ J), dT (gnJ,ϕ ⋅ gnJ) ≤ },
which is an infinite set by assumption.
Step 1: There exists a subsegment of [J, gnJ] of length at least (W + 2)(dT (J, gJ)+ 6)
which is pointwise fixed by infinitely many elements of Aut(ΓG).
Let J1, . . . , Jr be a maximal collection of pairwise strongly separated hyperplanes sepa-
rating J and gnJ . Suppose that Jk separates Jk−1 and Jk+1 for every 2 ≤ k ≤ r − 2, and
that J1 separates J and Jr. Fix four integers 1 ≤ a < b < c < d ≤ r satisfying the following
conditions:
• a >  + 2 and r − d >  + 2;
• b − a >  + 8δ and d − c >  + 8δ;
• c − b ≥ (W + 2)(dT (J, gJ) + 6) + 6.
Notice that such integers exist because r = δ(J, gnJ) ≥ n − 2 ≥ N − 2 and because we
chose N sufficiently large. Let B the first hyperplane of [J, gnJ] which is included into
the subspace delimited by Jb and Jc, and C the last one. Notice that the hyperplane
just before B along [J, gnJ] must be transverse to Jb, hence dT (B,Jb) ≤ 2. Similarly,
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dT (C,Jc) ≤ 2. Let σ denote the subsegment of [J, gnJ] delimited by B and C. Notice
that
lg(σ) = dT (B,C) ≥ dT (Jb, Jc) − dT (B,Jb) − dT (C,Jc)
≥ δ(Jb, Jc) − 4 ≥ c − b − 6
≥ (W + 2)(dT (J, gJ) + 2)
where the second inequality is justified by Proposition 2.41. Now we want to prove that
the fixator of σ is infinite. Let A ∈ σ be a vertex and s ∈ S an element. We know that
dT (A, sA) ≤ + 8δ because the metric in a δ-hyperbolic space is 8δ-convex (see [CDP06,
Corollary 5.3]).
As a consequence, sA is contained into the sector delimited by Ja which contains gnJ .
Indeed, otherwise sA would be included into the sector delimited by Ja+1 which contains
J , implying the contradiction:
dT (A, sA) ≥ δ(A, sA) ≥ b − a >  + 8δ.
Similarly, one shows that sA must be included into the sector delimited by Jd which
contains J . So sA is included into the subspace delimited by Ja and Jd.
If xl (resp. yl) denotes the projection of N(sJ) onto N(Ja) (resp. N(Jd)) and xr
(resp. yr) the projection of N(sgnJ) onto N(Ja) (resp. N(Jd)), then we deduce from
Lemma 2.62 that sA belongs to a geodesic in T (Γ,G) between a hyperplane intersecting
B(xl,1)∪B(xr,1) and a hyperplane intersecting B(yl,1)∪B(yr,1). It is worth noticing
that the projection of N(sJ) onto Ja coincides with the projection of N(J) onto Ja:
Because a >  + 2, the hyperplane sJ must be included into the sector delimited by
Ja−1 containing J . Consequently, the projections of N(J) and N(sJ) onto N(Ja) are
included into the projection of N(Ja−1) onto N(Ja), which is a single vertex since Ja−1
and Ja are strongly separated, so the previous two projections necessarily coincide.
One shows similarly that the projections of N(J) and N(sJ) onto N(Jd) coincide,
that the projections of N(gnJ) and N(sgnJ) onto N(Ja) coincide, and finally that the
projections of N(gnJ) and N(sgnJ) onto N(Jd) coincide. The conclusion is that the
vertices xl, xr, yl, yr do not depend on s.
Thus, we have proved that any element s ∈ S defines a map from the vertices of σ to the
unionH (which does not depend on s) of all the geodesics in T (Γ,G) linking a hyperplane
intersecting B(xl,1)∪B(xr,1) and a hyperplane intersecting B(yl,1)∪B(yr,1). BecauseH is finite, as a consequence of Lemma 2.23 and Corollary 2.61, it follows that there exist
infinitely many pairwise distinct elements s0, s1, . . . ∈ S inducing the same map σ → H,
so that s−10 s1, s−10 s2, . . . ∈ Aut(ΓG) define an infinite collection of elements fixing σ.
Step 2: There exist a hyperplane H and an integer s ≥ 1 such that
stab(H) ∩ stab(gsH) ∩ stab(g2sH)
is infinite in Aut(ΓG).
For every 1 ≤ k ≤ n, let xk denote the projection of N(J) onto N(gkJ). Notice that xk is
also the projection of N(gk−1J) onto N(gkJ), hence xk = gxk−1 and finally xk = gk−1x1.
Similarly, if for every 1 ≤ k ≤ n we denote by yk the projection of N(gnJ) onto N(gkJ),
then yk = gk−1y1. According to Lemma 2.62, there exists some Hk ∈ [J, gnJ] intersecting
B(xk,1)∪B(yk,1) and satisfying dT (Hk, gkJ) ≤ 3. Let σ ⊂ [J, gnJ] denote a subsegment
of length at least (W + 2)(dT (J, gJ) + 6) whose fixator is infinite. Let 1 ≤ a ≤ n be the
first index satisfying Ha ∈ σ, and 1 ≤ b ≤ n the last index satisfying Hb ∈ σ.
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We claim that b − a ≥W . Indeed, one the one hand
dT (Ha,Hb) = b−1∑
i=a dT (Hi,Hi+1) ≤
b−1∑
i=a (dT (giJ, gi+1J) + 6) ≤ (b − a) (dT (J, gJ) + 6) ,
and on the other hand
lg(σ) ≤ dT (Ha−1,Hb+1) = dT (Ha,Hb) + dT (Ha,Ha−1) + dT (Hb,Hb+1)
≤ dT (Ha,Hb) + dT (gaJ, ga−1J) + dT (gbJ, gb+1J) + 4
≤ dT (Ha,Hb) + 2 (dT (J, gJ) + 2) ,
so
b − a ≥ lg(σ)
dT (J, gJ) + 6 − 2 ≥W,
which proves our claim.
Define a coloring of the integers of [a, b] as follows. If k ∈ [a, b], label k by the hyperplane
g−k+1Hk (which intersects B(x1,1) ∪ B(y1,1)). By definition of W , there must exist
integers r, s such that r, r+s and r+2s have the same color. It implies that there exists
a hyperplane H intersecting B(x1,1) ∪B(y1,1) such that Hr = gr−1H, Hr+s = gr+s−1H
andHr+2s = gr+2s−1H. We conclude that there exist infinitely many elements of Aut(ΓG)
fixing H, gsH and g2sH.
Step 3: {ϕ ∈ Aut(ΓG) ∣ ϕ(g) = g} has infinite image in Out(ΓG).
Write F = stab(H) ∩ stab(gsH) ∩ stab(g2sH). If ϕ ∈ F then
gsH = ϕ ⋅ gsH = ϕ(gs) ⋅ ϕH = ϕ(gs) ⋅H
So g−sϕ(gs) belongs to the stabiliser of H in ΓG. Write ϕ(gs) = gsu where u belongs to
stabΓG(H). Next,
g2sH = ϕ ⋅ g2sH = ϕ(g2s) ⋅ ϕH = ϕ(gs)ϕ(gs) ⋅H = gsugsuH = gsugsH
so that g−sugs must belong to the stabiliser of H in ΓG. Otherwise saying,
stabΓG(gsH) ∩ stabΓG(H)
is non trivial if u ≠ 1. But H and gsH are strongly separated, so the intersection above
must stabilise the vertex which is the projection of N(J) onto N(gsH), implying that
our intersection has to be trivial since vertex-stabilisers of the action ΓG ↷ X(Γ,G)
are trivial. It follows that ϕ(gs) = gs for every ϕ ∈ F . To conclude, it is sufficient to
notice that F ∩ Inn = {Id}. But this inequality is clear since H and gsH are strongly
separated.
Proof of Theorem 2.53. Suppose that Condition (i) holds, ie., suppose that ι(g) is a
generalised loxodromic element of Aut(ΓG). So there exists a hyperbolic space Z on
which Aut(ΓG) acts acylindrically and for which ι(g) defines a loxodromic isometry.
Fixing some s ≥ 1, ι(g)s also defines a loxodromic isometry, so that ι(g)s is also a
generalised loxodromic element of Aut(ΓG). Since a generalised loxodromic element has
always its centraliser which is virtually cyclic according to [Osi16, Corollary 6.9], we
conclude that the implication (i)⇒ (iii) holds.
Next, suppose that Condition (iii) holds. First, we notice that, for every s ≥ 1, the
subgroup H = {ϕ ∈ Aut(ΓG) ∣ ϕ(gs) = gs} coincides with the centraliser of ι(g)s = ι (gs)
in Aut(ΓG). Indeed, for every automorphism ϕ ∈ Aut(ΓG), we have[ϕ, ι(g)s] = ϕ ○ ι (gs) ○ ϕ−1 ○ ι (g−s) = ι (ϕ(gs)) ○ ϕ ○ ϕ−1 ○ ι (g−s) = ι (ϕ(gs)) ○ ι (g−s) ,
33
so that ϕ and ι(g)s commute if and only if ι(ϕ(gs)) = ι(gs), which is equivalent to
ϕ(gs) = gs since the center of ΓG is trivial. Consequently, we deduce from Condition(iii) that ⟨ι(gs)⟩ has finite-index inH, which implies thatH has finite image in Out(ΓG).
Since the centraliser of gs in ΓG is isomorphic to the centraliser of ι(g)s in Inn(ΓG),
which is itself a subgroup of the centraliser of ι(g)s in Aut(ΓG), we also deduce from
Condition (iii) that gs has cyclic centraliser in ΓG, which implies that gs is irreducible,
and a fortiori that g is irreducible. Thus, we have proved that the implication (iii)⇒ (ii)
holds.
Finally, suppose that Condition (ii) holds. It follows from Proposition 2.57 that ι(g) is
a WPD isometry with respect to the action of Aut(ΓG) on the product graph P (Γ,G).
A fortiori, ι(g) is a generalised loxodromic element of Aut(ΓG), concluding the proof of
the implication (ii)⇒ (i).
2.6 Application to right-angled Artin groups
Our last subsection is dedicated to right-angled Artin groups. More precisely, our goal
is to apply Theorem 2.53 in order to show the following criterion:
Theorem 2.65. Let Γ be a finite, connected and square-free simplicial graph which does
not decompose as a non-trivial join and which contains at least two vertices. For every
g ∈ AΓ whose support contains at least one vertex which is not a generalised leaf, the
following conditions are equivalent:
(i) the inner automorphism ι(g) is a generalised loxodromic element of Aut(AΓ);
(ii) g is irreducible and the set {ϕ ∈ Aut(AΓ) ∣ ϕ(gs) = gs} has a finite image in
Out(AΓ) for every power s ≥ 1;
(iii) every power of ι(g) has a virtually cyclic centraliser in Aut(AΓ).
We refer to Section 5.2 for other applications of Theorem 2.53. Before turning to the
proof of Theorem 2.65, we need several preliminary lemmas. The first one characterises
when our quasi-median graph contains two unbounded hyperplanes with the same sta-
biliser.
Lemma 2.66. Let Γ be a simplicial graph and G a collection of groups indexed by V (Γ).
There exist two hyperplanes of X(Γ,G) with the same stabiliser if and only if Γ contains
two vertices which are not generalised leaves and which have the same star.
Proof. Let J1 and J2 be two unbounded hyperplanes with the same stabiliser. Let
g, h ∈ ΓG and u, v ∈ V (Γ) be such that J1 = gJu and J2 = hJv. Then
g⟨star(u)⟩g−1 = stab(J1) = stab(J2) = h⟨star(v)⟩h−1.
By applying Lemma 2.24 twice, it follows that star(u) = star(v). Moreover, notice that
u and v are not generalised leaves of Γ according to Corollary 2.19. Conversely, suppose
that there Γ contains two vertices a and b which are not generalised leaves and which
have the same star. Then the hyperplanes Ja and Jb have the same stabiliser according
to Lemma 2.18 and they are unbounded according to Corollary 2.19.
Our second preliminary lemma determines precisely when two hyperplanes in the quasi-
median graph associated to a graph product are transverse.
Lemma 2.67. Let Γ be a simplicial graph, G a collection of groups indexed by V (Γ),
g, h ∈ ΓG two elements and u, v ∈ V (Γ) two vertices. The hyperplanes gJu and hJv are
transverse if and only if u and v are adjacent in Γ and if h ∈ g⟨star(u)⟩ ⋅ ⟨star(v)⟩.
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Proof. Suppose that gJu and hJv are transverse. Then there exists a path from g to
h which is the concatenation of a path in N(gJu) with a path in N(hJv). Since the
edges of N(gJu) are labelled by elements of ⟨star(u)⟩ and that the edges of N(hJv)
are labelled by elements of ⟨star(v)⟩, it follows that the label of our path belongs to⟨star(u)⟩ ⋅ ⟨star(v)⟩. Next, the label of a path from g to h is necessarily equal to g−1h in
ΓG, hence h ∈ g⟨star(u)⟩ ⋅ ⟨star(v)⟩ as desired. Moreover, the vertices u and v of Γ are
necessarily adjacent according to Lemma 2.20.
Conversely, suppose that u and v are adjacent in Γ and that h ∈ g⟨star(u)⟩ ⋅ ⟨star(v)⟩.
Write h = gxy where x ∈ ⟨star(u)⟩ and y ∈ ⟨star(v)⟩. Fix two non-trivial elements a ∈ Gu
and b ∈ Gv. Because u and v are adjacent, the vertex gx, gxa, gxb and gxab define a
square inX(Γ,G), so the hyperplane dual to the edge [gx, gxa], namely gxJu = gJu, must
be transverse to the hyperplane dual to the edge [gx, gxb], namely gxJv = gxy ⋅ y−1Jv =
gxyJv = hJv. It concludes the proof.
Before stating and proving our third and last preliminary lemma, we need some vocab-
ulary associated to automorphisms of right-angled Artin groups.
Definition 2.68. Let Γ be a simplicial graph.
• A symmetry is an automorphism of AΓ which permutes the generators of Γ ac-
cording to a symmetry of the graph Γ.
• An inversion is an automorphism of AΓ which inverses a given generator of AΓ
and fixes the others.
• A partial conjugation is an automorphism of AΓ which conjugates a set of gener-
ators Λ ⊂ Γ by a generator u ∈ V (Γ) and fixes the others, where Λ is a connected
component of Γ/star(u).
• A transvection is an automorphism of AΓ which left-multiplies a given generator
u ∈ V (Γ) by another generator v ∈ V (Γ), and which fixes the other generators,
where link(u) ⊂ star(v).
As proved in [Lau95], the automorphism group of a right-angled Artin group is generated
by the symmetries, the inversions, the partial conjugations and the transvections. We
are now ready to prove our last preliminary lemma.
Lemma 2.69. Let Γ be a finite, connected and square-free simplicial graph, u, v ∈ V (Γ)
two vertices satisfying dΓ(u, v) ≤ 1 which are not generalised leaves, and ϕ ∈ Aut(AΓ)
an automorphism. Write ϕ = s1c1t1i1⋯sncntnin where s1, . . . , sn are symmetries of Γ,
c1, . . . , cn are partial conjugations, t1, . . . , tn are transvections, and i1, . . . , in are inver-
sions. There exists some g ∈ AΓ such that
{ ϕ (⟨star(u)⟩) = g⟨star(su)⟩g−1
ϕ (⟨star(v)⟩) = g⟨star(sv)⟩g−1
where s ∶= s1⋯sn is a symmetry of Γ.
Proof. First of all, notice that, if ϕ is a symmetry, then { ϕ(⟨star(u)⟩) = ⟨star(ϕu)⟩
ϕ(⟨star(v)⟩) = ⟨star(ϕv)⟩ ;
and if ϕ is an inversion, then { ϕ(⟨star(u)⟩) = ⟨star(u)⟩
ϕ(⟨star(v)⟩) = ⟨star(v)⟩ .
Now suppose that ϕ is a partial conjugation. So there exists a vertex w ∈ V (Γ) and
a connected component Λ of Γ/star(w) such that ϕ conjugates the generators of Λ by
w and fixes the others. Because u and v are at distance at most one, there exists a
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connected component Ξ of Γ/star(w) such that u and v both belong to Ξ ∪ star(w).
Two cases may happen. If Ξ ≠ Λ then { ϕ(⟨star(u)⟩) = ⟨star(u)⟩
ϕ(⟨star(v)⟩) = ⟨star(v)⟩ , and if Ξ = Λ then
{ ϕ(⟨star(u)⟩) = w⟨star(u)⟩w−1
ϕ(⟨star(v)⟩) = w⟨star(v)⟩w−1 .
Finally, suppose that ϕ is a transvection. So there exist two vertices a, b ∈ V (Γ) satisfying
link(a) ⊂ star(b) such that ϕ(a) = ab and such that ϕ fixes all the generators different
from a. If a does not belong to star(u) then ϕ(⟨star(u)⟩) = ⟨star(u)⟩. If a belongs to
link(u), then u ∈ link(a) ⊂ star(b) so that b ∈ star(u). Consequently, ϕ(⟨star(u)⟩) =⟨star(u)⟩. If a = u, then link(u) ⊂ star(b) where link(u) contains at least two non-
adjacent vertices since u is not a generalised leaf. Since Γ is square-free, it implies that
u and b must be adjacent, hence b ∈ star(u). Once again, we deduce that ϕ(⟨star(u)⟩) =⟨star(u)⟩. Thus, we have proved that ϕ stabilises ⟨star(u)⟩. Similarly, one knows that
ϕ also stabilises ⟨star(v), which implies the desired conclusion.
Now, let us argue by induction on n. So write ϕ = s1c1t1i1⋯sn+1cn+1tn+1in+1 where
s1, . . . , sn+1 are symmetries, c1, . . . , cn+1 are partial conjugations, t1, . . . , tn+1 are transvec-
tions and i1, . . . , in+1 are inversions, and suppose that the desired conclusion holds for
s2c2t2i2⋯sn+1cn+1tn+1in+1, ie., there exists some g ∈ AΓ such that
{ s2c2t2i2⋯sn+1cn+1tn+1in+1 (⟨star(u)⟩) = g⟨star(su)⟩g−1
s2c2t2i2⋯sn+1cn+1tn+1in+1 (⟨star(v)⟩) = g⟨star(sv)⟩g−1
where s ∶= s2⋯sn+1. We know that there exists some element h ∈ AΓ (possibly trivial)
such that { c1(⟨star(su)⟩) = h⟨star(su)⟩h−1
c1(⟨star(sv)⟩) = h⟨star(sv)⟩h−1 . In order to shorten the notation, set
φ = s1c1t1i1. We have
ϕ(⟨star(u)⟩ = s1c1t1i1 (g⟨star(su)⟩g−1) = φ(g)s1(h)⟨star(s1su)⟩s1(h)−1φ(g)−1
and similarly
ϕ(⟨star(v)⟩ = s1c1t1i1 (g⟨star(sv)⟩g−1) = φ(g)s1(h)⟨star(s1sv)⟩s1(h)−1φ(g)−1,
concluding the proof.
Proof of Theorem 2.65. Let Φ denote the graph obtained from Γ by quotienting it by the
relation “having the same star”. It is a finite, connected and square-free simplicial graph
which does not decompose as a join and which contains at least two vertices. Notice
that AΓ can be written as a graph product ΦG where G is a collection of free abelian
groups indexed by V (Φ). Our goal is to apply Theorem 2.53 to the graph product ΦG.
By construction of Φ, two distinct vertices do not have the same star, so that Lemma 2.66
implies that no two hyperplanes of X(Φ,G) have the same stabiliser. It remains to show
that any automorphism of AΓ sends a non-abelian star-subgroup to a non-abelian star-
subgroup in such a way that
{ Aut(AΓ) → Isom(ST (Φ,G))
ϕ ↦ (J ↦ hyperplane whose stabiliser is ϕ(stab(J)))
defines an action by isometries.
Notice that the quotient map Γ→ Φ sends a star to a star, and that the pre-image of a
star is also a star. It follows that the collection of star-subgroups of AΓ coincides with
the collection of star-subgroups of ΦG. We deduce from Lemma 2.69 that Aut(AΓ) sends
a non-abelian star-subgroup of ΦG to a non-abelian star-subgroup of ΦG. So Aut(AΓ)
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acts on the vertices of ST (Γ,G). It remains to show that this action preserves adjacency
and non-adjacency.
So let gJu and hJv be two hyperplanes of X(Φ,G), where g, h ∈ ΦG are two elements and
u, v ∈ V (Φ) two vertices which are not generalised leaves. Fix two vertices u∗, v∗ ∈ V (Γ)
which are sent to u, v respectively via the quotient map Γ→ Φ. We want to prove, fixing
some automorphism ϕ ∈ Aut(ΦG), that they are transverse if and only if ϕ ⋅ gJu and
ϕ ⋅ hJv are transverse as well.
First, suppose that u and v are at distance at most one in Φ. Necessarily, u∗ and v∗ are
at distance at most one in Γ. Let k ∈ ΦG be the element and s ∈ Aut(AΓ) the symmetry
of Γ given by Lemma 2.69, ie., such that { ϕ(⟨star(u∗)⟩) = k⟨star(su∗)⟩k−1
ϕ(⟨star(v∗)⟩) = k⟨star(sv∗)⟩k−1 . Notice
that any isometry of Γ naturally defines an isometry of Φ. For convenience, we also
denote by s the symmetry of Φ induced by the symmetry s of Γ. We have
ϕ(g⟨star(u)⟩g−1) = ϕ(g⟨star(u∗)⟩g−1) = ϕ(g)k ⋅ ⟨star(su∗)⟩ ⋅ k−1ϕ(g)−1
= ϕ(g)k ⋅ ⟨star(su)⟩ ⋅ k−1ϕ(g)−1
hence ϕ ⋅ gJu = ϕ(g)kJsu. One shows similarly that ϕ ⋅ hJv = ϕ(h)kJsv. Notice that su
and sv are adjacent in Φ if and only if u and v are also adjacent in Φ, and that ϕ(h)k
belongs to ϕ(g)k ⋅ ⟨star(su)⟩⟨star(sv)⟩ if and only if h belongs to g⟨star(u)⟩⟨star(v)⟩
since
ϕ (g⟨star(u)⟩⟨star(v)⟩)k = ϕ(g) ⋅ k⟨star(su)⟩k−1 ⋅ k⟨star(sv)⟩k−1 ⋅ k
= ϕ(g)k ⋅ ⟨star(su)⟩ ⋅ ⟨star(sv)⟩
We conclude from Lemma 2.67 that ϕ ⋅ gJu and ϕ ⋅ hJv are transverse if and only if gJu
and hJv are transverse themselves.
Next, suppose that u and v are at distance at least two in Φ. According to Lemma 2.67,
it implies that gJu and hJv are not adjacent in X(Φ,G). Also, notice that u∗ and v∗
are necessarily at distance at least two in Γ since u and v are not generalised leaves in
Φ. By applying Lemma 2.69 twice (namely, for u∗ and next for v∗), we know that there
exists a symmetry s of Φ such that ϕ ⋅ gJu is labelled by su and ϕ ⋅ hJv by sv. Because
u and v are not adjacent and that s is a symmetry, it follows that su and sv cannot
be adjacent in Φ, so that the hyperplanes ϕ ⋅ gJu and ϕ ⋅ hJv cannot be transverse in
X(Φ,G) according to Lemma 2.67. It concludes the proof.
3 Step 2: Fixators in the outer automorphism group
We saw in Section 2.6 a sufficient condition for an inner automorphism of a right-angled
Artin group to be a generalised loxodromic element of the automorphism group. In this
section, we want to show that, when this condition fails, then the group must split in a
specific way. More precisely, the main result of this section is:
Theorem 3.1. Let Γ be a finite and square-free simplicial graph which does not decom-
pose as a join. Fix an irreducible element g ∈ AΓ and suppose that {ϕ ∈ Aut(AΓ) ∣ ϕ(g) =
g} has an infinite image in Out(AΓ). Then AΓ splits relatively to ⟨g⟩ over a subgroup
which is either free abelian or a star-subgroup.
Section 3.1 contains preliminary definitions and results about the geometry of CAT(0)
cube complexes associated to right-angled Artin groups, and in Section 3.2 we describe
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Paulin’s construction, which associates to any sequence of pairwise non-conjugate auto-
morphisms a fixed-point free action on one of the asymptotic cones of the group, and we
state a theorem from [Gui08] which allows finding a relative splitting of a group from
an action on a real tree. Finally, we combine all these tools in Section 3.3 to prove the
theorem above.
3.1 CAT(0) cube complexes
A CAT(0) cube complex is a simply connected cube complex all of whose vertices have
simplicial flag links. (A complex is flag if every collection of n + 1 pairwise adjacent
vertices spans an n-dimensional simplex) Alternatively, CAT(0) cube complexes may be
defined as 4-flag completions of median graphs. The 4-flag completion of a graph X is
the cube complex obtained from X by filling in any induced subgraph of X isomorphic
to the one-skeleton of a k-cube for some some k ≥ 2 by a k-cube. And a graph X is
median if, for every triple x, y, z ∈ X, there exists a unique vertex m ∈ X, called the
median point, satisfying ⎧⎪⎪⎪⎨⎪⎪⎪⎩
d(x, y) = d(x,m) + d(m,y)
d(x, z) = d(x,m) + d(m,z)
d(y, z) = d(y,m) + d(m,z) .
More precisely, the link between CAT(0) cube complexes and median graphs is the
following [Che00, Rol98]:
Theorem 3.2. The one-skeleton of a CAT(0) cube complex is a median graph. Con-
versely, the 4-flag completion of a median graph is a CAT(0) cube complex.
It is worth noticing that median graphs are quasi-median graphs, so that the combina-
torics of hyperplanes and the projections on gated subgraphs described in Section 2.1
also holds in this setting. We emphasize that, as a subgraph in a median graph is gated
if and only if it is convex, we are able to project vertices onto convex subgraphs. Also,
as median graphs are triangle-free, a hyperplane delimits always two sectors, which are
usually referred to as halfspaces.
In the literature, most of the time CAT(0) cube complexes are studied through their one-
skeleta, so these cube complexes may be thought of as graphs. According to Theorem
3.2, we loose no information.
We saw in Section 2.1 that a quasi-median graph may be associated to any right-angled
Artin group. A median graph can also be constructed:
Proposition 3.3. Let Γ be a simplicial graph. The Cayley graph S(Γ) = Cayl (AΓ, V (Γ))Cube
complex S(Γ) is a median graph.
Notice that S(Γ) coincides with the one-skeleton of the universal cover of the Salvetti
complex considered in [CD95]. In order to understand the geometry of S(Γ), we need to
understand the structures of its cubes and hyperplanes. This is the role of the following
three well-known lemmas. First, the cubes:
Lemma 3.4. Let Γ be a simplicial graph. For every k ≥ 1, the k-cubes of S(Γ) are the
subgraphs generated by the vertices
{gui1⋯uis ∣ 0 ≤ s ≤ k, 1 ≤ i1 < i2 < ⋯ < is−1 < is ≤ k}
where u1, . . . , uk ∈ V (Γ) is a collection of pairwise adjacent vertices.
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Next, the hyperplanes. We follow the convention as in Section 2.1: given a simplicial
graph Γ and a vertex u ∈ V (Γ), we denote by Ju the hyperplane dual to the edge (1, u)
of S(Γ).
Lemma 3.5. Let Γ be a simplicial graph and J a hyperplane of S(Γ). There exist
g ∈ AΓ and u ∈ V (Γ) such that J = gJu. Moreover, the carrier N(Ju) of Ju is the
subgraph generated by ⟨link(u)⟩ ∪ u ⋅ ⟨link(u)⟩, and stab(Ju) = ⟨link(u)⟩.
Thus, every hyperplane J of S(Γ) is a translate of Ju for some u ∈ V (Γ). We say that
the vertex u labels J . Similarly to Lemma 2.20, we have:
Lemma 3.6. Let Γ be a simplicial graph. Two transverse hyperplanes of S(Γ) are
labelled by adjacent vertices of Γ, and two tangent hyperplanes of S(Γ) are labelled by
vertices of Γ which are either identical or non-adjacent.
Notice however that two tangent hyperplanes may be labelled by the same vertex. For
instance, fixing some simplicial graph Γ and some vertex u ∈ V (Γ), the hyperplanes Ju
and uJu are tangent and labelled by the same the same vertex of Γ, namely u.
Embeddings into products of trees. Now, we want to show that a right-angled
Artin group naturally embeds into a product of simplicial trees. This (well-known)
construction will be fundamental in Section 3.3. Let Γ be a simplicial graph and fix a
vertex u ∈ V (Γ). Let Tu denote the graph
• whose vertices are the connected components of the graph Su(Γ) obtained from
S(Γ) by removing the interiors of all the edges of the hyperplanes labelled by u;
• and whose edges link two connected components if they are separated by a unique
hyperplane labelled by u.
Notice that there exists a natural projection piu ∶ S(Γ) → Tu, sending a vertex of S(Γ)
to the connected component of Su(Γ) which contains it. Moreover, as the collection
of hyperplanes labelled by u is AΓ-invariant, AΓ acts naturally on Tu, and the map piu
turns out to be AΓ-equivariant.
Proposition 3.7. Let Γ be a finite simplicial graph. For every u ∈ V (Γ), the graph Tu
is a tree; and the map
pi = ∏
u∈V (Γ)piu ∶ S(Γ)→ ∏u∈V (Γ)Tu
is an isometric AΓ-equivariant embedding.
Proof. Given a vertex u ∈ V (Γ), the fact that Tu is a simplicial tree is a consequence of
the fact that, according to Lemma 3.6, the hyperplanes of S(Γ) labelled by u are pairwise
non-transverse. Next, since the piu’s are AΓ-invariant, it follows that pi = ∏
u∈V (Γ)piu must
be AΓ-invariant as well. Finally, for every vertices x, y ∈ S(Γ), we have
d(pi(x), pi(y)) = ∑
u∈V (Γ)dTu(piu(x), piu(y))
= ∑
u∈V (Γ)#{hyperplanes labelled by u separating x and y}
= #{hyperplanes separating x and y}
= dS(Γ)(x, y)
where the last equality is justified by the third point of Theorem 2.5.
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Using the vocabulary coming from wallspaces, the tree Tu is the CAT(0) cube complex
obtained by cubulating the wallspace defined by the hyperplanes of S(Γ) labelled by u,
and the map piu ∶ S(Γ)→ Tu sends a vertex to the principal ultrafilter it defines.
An alternative description of the Tu’s is the following. Given a simplicial graph Γ and
fixing a vertex u ∈ V (Γ), the right-angled Artin group AΓ naturally decomposes as an
HNN extension
AΓ = ⟨Γ/star(u)⟩ ∗⟨link(u)⟩ .
It turns out that Tu coincides with the Bass-Serre tree associated to this decomposition.
Parallel hyperplanes. For future use, we record below a few facts about parallel
hyperplanes of S(Γ). Recall that two hyperplanes are parallel is they are transverse
exactly to the same hyperplanes. We begin by studying parallelism between hyperplanes
which are not labelled by generalised leaves.
Proposition 3.8. Let Γ be a square-free simplicial graph, and J1, J2 two distinct hy-
perplanes of S(Γ) both labelled by some vertex u ∈ V (Γ) which is not a generalised leaf.
The following statements are equivalent:
(i) The hyperplanes J1 and J2 are parallel.
(ii) Every hyperplane separating J1 and J2 is labelled by u.
(iii) There exist g ∈ AΓ and n ∈ Z such that J1 = gJu and J2 = gunJu.
(iv) There exist two hyperplanes labelled by non-adjacent vertices of Γ which are both
transverse to J1 and J2.
(v) The intersection stab(J1) ∩ stab(J2) is non-abelian.
Proof. We begin by proving the implication (i)⇒ (iv). Up to translating J1 and J2 by
some element of AΓ, we may suppose without loss of generality that J1 = Ju. Because
u is not a generalised leaf of Γ, we know that there exist two non-adjacent vertices
v,w ∈ link(u). The hyperplanes Jv and Jw are transverse to J1, and must be transverse
to J2 as well if J1 and J2 are parallel.
Now, we want to prove (iv) ⇒ (ii). Suppose that there exist two hyperplanes A1 and
A2 labelled by non-adjacent vertices of Γ which are transverse to both J1 and J2. Fix
a maximal collection of pairwise non-transverse hyperplanes B1, . . . ,Bn separating A1
and A2, such that Bi separates Bi−1 and Bi+1 for every 2 ≤ i ≤ n − 1 and such that B1
separates A1 and B2. Set B0 = A1 and Bn+1 = A2. Notice that, by maximality of our
collection, the hyperplanes Bi and Bi+1 are tangent for every 0 ≤ i ≤ n. Therefore, if ui
denotes the label of Bi for every 0 ≤ i ≤ n + 1, then we deduce from Lemma 3.6 that ui
and ui+1 are either identical or non-adjacent for every 0 ≤ i ≤ n. As u0 (ie., the label
of A1) is non-adjacent to un+1 (ie., the label of A2), it follows that there exists some
0 ≤ j ≤ n such that Bj and Bj+1 are labelled by non-adjacent vertices of Γ. Therefore,
up to replacing A1 and A2 with Bj and Bj+1, we may suppose without loss of generality
that A1 and A2 are tangent.
Fix a vertex g ∈ N(J1) ∩N(A1) ∩N(A2) and let h ∈ N(J2) denote its projection onto
N(J2). Up to translating J1 and J2 by g−1, we may suppose without loss of generality
that g = 1. As a consequence, there exist two non-adjacent vertices v,w ∈ link(u) such
that A1 ∈ {Jv, v−1Jv} and A2 ∈ {Jw,w−1Jw} depending on whether A1 is dual to (1, v)
or (1, v−1) and A2 to (1,w) or (1,w−1). Notice that the connected components of
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Figure 4: The hyperplane in the proof of Proposition 3.8.
N(A1)//A1 and N(A2)//A2 containing 1 are ⟨link(v)⟩ and ⟨link(w)⟩ respectively. One
has
h ∈ N(A1) ∩N(A2) = ⟨link(v)⟩ ∩ ⟨link(w)⟩ = ⟨link(v) ∩ link(w)⟩.
Notice that link(v)∩ link(w) is a complete subgraph of Γ containing u since Γ is square-
free. Consequently, we can write h = un` for some n ∈ Z and ` ∈ ⟨link(u)⟩. Notice that
un = (un`) ⋅ `−1 = h`−1 belongs to N(J2) since h ∈ N(J2) and ` ∈ ⟨link(u)⟩ where u is the
label of J2. Moreover,
d(1, un) = ∣un∣ = ∣un`∣ − ∣`∣ = d(1, un`) − ∣`∣ = d(1, h) − ∣`∣.
Therefore, since h is the projection of 1 onto N(J2), we necessarily have ` = 1. It implies
that any hyperplane separating J1 and J2 must separate 1 and h = un. However, the
edges of any geodesic between 1 and un are all labelled by u, hence (iv).
Next, we want to prove (ii)⇒ (iii). Fix two vertices b ∈ N(J1) and c ∈ N(J2)minimising
the distance between N(J1) and N(J2), and let a ∈ N(J1) (resp. d ∈ N(J2)) denote
the unique neighbor of b (resp. c) which is separated from it by J1 (resp. J2). Up to
translating J1 and J2 by a−1, we may suppose without loss of generality that a = 1.
We know from Lemma 2.11 that, if we fix a geodesic [b, c] between b and c, then any
hyperplane crossing [b, c] must separate J1 and J2. As a consequence, the concatenation(1, b) ∪ [b, c] ∪ (c, d) defines a geodesic from 1 to d, and because (ii) holds all its edges
are labelled by u. So d = un for some n ∈ Z. We conclude that either J1 = Ju and
J2 = un−1Ju if n > 0, or J1 = u−1Ju and J2 = un+1Ju if n < 0.
Now we want to prove (iii) ⇒ (i). It is sufficient to show that Ju and u±mJu are
parallel where m ≥ 1. A hyperplane is transverse to Ju if and only if it intersects
∂Ju = ⟨link(u)⟩ ∪ u⟨link(u)⟩; and a hyperplane is transverse to u±mJu if and only if it
intersects ∂(u±mJu) = u±m⟨link(u)⟩ ∪ u±m+1⟨link(u)⟩. The desired conclusion follows
from the observation that, for every ` ∈ ⟨link(u)⟩ and every w ∈ link(u), the edges[`, `w], [u`, u`w] ⊂ ∂Ju and [u±m`, u±m`w], [u±m+1`, u±m+1`w] ⊂ ∂(u±mJu) are all dual
to the same hyperplane; see Figure 4.
So far, we have proved the equivalences between (i), (ii), (iii) and (iv). To conclude
the proof of the proposition, we will prove the implications (iii)⇒ (v)⇒ (iv).
We begin with the implication (v) ⇒ (iv). Suppose that (iv) does not hold, ie., there
exists a complete subgraph Λ ⊂ Γ such that any hyperplane transverse to both J1 and J2
must be labelled by a vertex of Λ. As a consequence, there exists some g ∈ N(J1) such
that the projection P of N(J2) onto N(J1) is included into g⟨Λ⟩. From the inclusion
stab(J1) ∩ stab(J2) ⊂ stab(P ) ⊂ stab(g⟨Λ⟩) = g⟨Λ⟩g−1
we deduce that stab(J1) ∩ stab(J2) is abelian.
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Finally, we want to prove (iii)⇒ (v). If there exist g ∈ AΓ and n ∈ Z such that J1 = gJu
and J2 = gunJu, then
stab(J1) ∩ stab(J2) = g⟨link(u)⟩g−1 ∩ gun⟨link(u)⟩u−ng−1 = g⟨link(u)⟩g−1.
As u is not a generalised leaf, link(u) is not complete, so that the intersection above
must be non-abelian, concluding the proof.
A consequence of Proposition 3.8 is the following, which will be useful later:
Corollary 3.9. Let Γ be a square-free simplicial graph and u ∈ V (Γ) a vertex which is
not a generalised leaf. Let [a, b] ⊂ Tu be a segment such that the hyperplanes of S(Γ)
corresponding to the edges of [a, b] are pairwise parallel. Then there exist k ∈ Z and
g ∈ AΓ such that
gJu, guJu, . . . , gu
kJu
is this collection of hyperplanes.
Proof. Let a1, . . . , am denote the vertices of [a, b], and, for every 1 ≤ i ≤ m − 1, let Ji
denote the hyperplane corresponding to the edge [ai, ai+1]. Fix a geodesic u1, . . . , un ∈
S(Γ) in S(Γ) between two vertices u1 ∈ N(J1) and un ∈ N(Jm) minimising the distance
between N(J1) and N(Jm). Notice that, according to Lemma 2.11, the hyperplanes
dual to the [ui, ui+1]’s separate J1 and J2. Finally, let u0 ∈ N(J1) and un+1 ∈ N(Jm) be
two vertices such that J1 is dual to [u0, u1] and Jm to [un, un+1].
We deduce from Proposition 3.8 that there exists a vertex u ∈ V (Γ) labelling all the[ui, ui+1]’s (and the hyperplanes dual to them). As a consequence, the Ji’s are precisely
the hyperplanes intersecting our path u0, . . . , un+1. Moreover, since it is a geodesic, we
know that the oriented edges [ui, ui+1] are either all labelled by u or all labelled by u−1.
Therefore, ui = u0u±i for every 0 ≤ i ≤ n+ 1. We conclude that Ji = u0u±(i−1)Ju for every
1 ≤ i ≤m.
Now, we turn to the case where hyperplanes are labelled by generalised leaves.
Proposition 3.10. Let Γ be square-free simplicial graph, and let J1, . . . , Jn be a col-
lection of pairwise parallel hyperplanes of S(Γ) which are labelled by generalised leaves
and such that Ji separates Ji−1 and Ji+1 for every 2 ≤ i ≤ n − 1. For every 1 ≤ i ≤ n,
let ui ∈ V (Γ) denote the label of Ji. Then the ui’s have all the same link, say L ⊂ Γ,
and there exist g ∈ AΓ and g1, . . . , gn−1 ∈ ⟨link(L)⟩ such that Ji = gg1⋯gi−1Jui for every
1 ≤ i ≤ n.
Proof. Fix two vertices b1 ∈ N(J1) and an ∈ N(Jn) minimising the distance between
N(J1) and N(Jn). Let a1 ∈ N(J1) and bn ∈ N(Jn) denote the unique neighbors of a1
and bn which are separated by J1 and Jn respectively. Finally, fix a geodesic [b1, an]
from b1 to an and, for every 1 ≤ i ≤ n, let (ai, bi) be the edge of [b1, an] which is dual
to Ji. So for every 1 ≤ i ≤ n, bi = aiuii for some i ∈ {+1,−1}. For every 1 ≤ i ≤ n − 1,
we denote by hi the words of AΓ labelling the subpath [bi, ai+1] ⊂ [b1, an]. Fixing some
1 ≤ i ≤ n, notice that the hyperplane Ji is dual to the edge
(a1u11 h1⋯ui−1i−1 hi, a1u11 h1⋯ui−1i−1 hiuii ) ,
so that one has
Ji = { a1u11 h1⋯ui−1i−1 hiJui if i = 1a1u11 h1⋯ui−1i−1 hiu−1i Jui if i = −1 .
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If we set
gj =
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
ujhj if j = 1 and j+1 = 1
hj if j = −1 and j+1 = 1
ujhju
−1
j+1 if j = 1 and j+1 = −1
hju
−1
j+1 if j = −1 and j+1 = −1
for every 1 ≤ j ≤ n − 1, then Ji = a1g1⋯gi−1Jui . Now, let H denote the collection of
the hyperplanes transverse to J1. For every 1 ≤ i ≤ n, the collection of the hyperplanes
transverse to Ji is a translate of {Ju ∣ u ∈ link(ui)}. But all these collections must
coincide, since the Ji’s are pairwise parallel, so necessarily the ui’s have all the same
link, say L ⊂ Γ, and H is a translate of {Ju ∣ u ∈ L}. Let H be a hyperplane crossing[b1, an]. As a consequence of Lemma 2.11, it has to separate N(J1) and N(Jn), so that
it must be transverse to all the hyperplanes of H since any hyperplane of H is transverse
to both J1 and Jn. It follows from Lemma 3.6 that H is labelled by a vertex of link(L).
Thus, we have proved that all the edges of [b1, an] are labelled by elements link(L),
which implies that gi ∈ ⟨link(L)⟩ for every 1 ≤ i ≤ n.
Contracting isometries. We conclude this section by recording a few facts about
contracting isometries of CAT(0) cube complexes. We begin by recalling the definition
of such isometries.
Definition 3.11. Let X be a metric space and g ∈ Isom(X) an isometry. Then g is a
contracting isometry if there exists x ∈X such that:
• the map n↦ gn ⋅ x defines a quasi-isometric embedding Z→X;
• there exists D ≥ 0 such that the nearest-point projection onto the orbit ⟨g⟩ ⋅ x of
any ball disjoint from ⟨g⟩ ⋅ x has diameter at most D.
The elements of a right-angled Artin group AΓ inducing a contracting isometry of S(Γ)
have been classified in [BC12], stating:
Proposition 3.12. Let Γ be a finite simplicial graph. Then g ∈ AΓ is a contracting
isometry of S(Γ) if and only if it is irreducible.
In the sequel, we will also need the following general property satisfied by contracting
isometries.
Proposition 3.13. Let X be a CAT(0) cube complex and g ∈ Isom(X) a contracting
isometry. Fix a combinatorial axis γ of g and let C denote its convex hull. There exist
constants D ≥ 0 and N ≥ 1 such that
∣d(x, gnx) − n∥g∥ − 2d(x,C)∣ ≤D
for every x ∈X and every n ≥ N .
First of all, we need to recall some terminology from [Gen16b]. Let X be a CAT(0) cube
complex.
• A facing triple is the data of three hyperplanes such that no one separates the
other two.
• Given some L ≥ 0, two hyperplanes J1 and J2 are L-well-separated if any collection
of hyperplanes transverse to both J1 and J2 which does not contain facing triples
must have cardinality at most L.
• Two hyperplanes are well-separated if they are L-well-separated for some L ≥ 0.
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• An isometry g ∈ Isom(X) skewers two hyperplanes J1 and J2 if there exist an
integer n ∈ Z and two halfspaces D1,D2 delimited by J1, J2 respectively such that
gnD1 ⊊D2 ⊊D1.
Finally, let us recall the characterisation of contracting isometries proved in [Gen16b,
Theorem 3.13].
Theorem 3.14. Let X be a CAT(0) cube complex and g ∈ Isom(X) an isometry. Then
g is contracting if and only if it skewers a pair of well-separated hyperplanes.
Now we are ready to prove Proposition 3.13.
Proof of Proposition 3.13. As a consequence of Theorem 3.14, there exist an integer
L ≥ 0 and two L-well-separated hyperplanes J1, J2 intersecting γ. Set
N = (2∆ + 1)(D + ∥g∥)∥g∥
where D denotes the length of the subpath of γ delimited by J1 and J2; and ∆ the
Hausdorff distance between γ and C (which is finite according to [Gen16b, Lemmas
2.19 and 2.20]). Fix some n ≥ N .
For every vertices a, b ∈X, denote byH(a, b) the collection of the hyperplanes separating
a and b among the hyperplanes separating x and gnx. We have
d(x, gnx) = #H(a, p) +#H(p, y) +#H(y, gny) +#H(gny, gnp) +#H(gnp, gnx) (1)
where p is the projection of x onto C and y a vertex of γ at distance at most ∆. Notice
that
0 ≤ #H(p, y),#H(gnp, gny) ≤ ∆; (2)
and that
n∥g∥ = d(y, gny) ≥ #H(y, gny) ≥ d(y, gny) − d(y, p) − d(gny, gnp) ≥ n∥g∥ − 2∆. (3)
Next, notice that
#H(x, p) +#H(gnx, gnp) = 2d(x,C) −#{hyperplanes separating {x, gnx} from C}.
But the hyperplanes separating {x, gnx} and C are necessarily transverse to the hyper-
planes of H(y, gny).
Claim 3.15. H(y, gny) contains two L-well-separated hyperplanes.
Let us see how to conclude from this observation. We deduce that there exist at most L
hyperplanes separating {x, gnx} from C, so that it follows from the previous inequality
that
2d(x,C) ≥ #H(x, p) +#H(gnx, gnp) ≥ 2d(x,C) −L. (4)
By applying the inequalities 2, 3 and 4 to 1, we deduce that∣d(x, gnx) − n∥g∥ − 2d(x,C)∣ ≤ L + 3∆
which allows us to conclude the proof of our proposition. Now, let us turn into the proof
of Claim 3.15.
As d(y, gnh) = n∥g∥ ≥ N∥g∥ ≥ (2∆ + 1)(D + ∥g∥), there exist at least 2∆ + 1 translates
of the pair {J1, J2} separating y and gny. Next, since a hyperplane separating x from p
or gnx from gnp must be disjoint from C as a consequence of Lemma 2.9, necessarily at
most d(y, p)+d(gny, gnp) ≤ 2∆ hyperplanes separating y and gny do not separate p and
gnp. Therefore, at least one translate of the pair {J1, J2} separates p and gnp; according
to Lemma 2.10, this translate separates x and gnx. Hence J1, J2 belong to H(y, gny).
Claim 3.15 follows since J1 and J2 are L-well-separated.
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3.2 Asymptotic cones and Rips’ machinery
In this section, we give general definitions and constructions related to asymptotic cones.
Our arguments in the next section will be based on this formalism.
Asymptotic cones. An ultrafilter ω over a set S is a collection of subsets of S satis-
fying the following conditions:
• ∅ ∉ ω and S ∈ Ω;
• for every A,B ∈ ω, A ∩B ∈ ω;
• for every A ⊂ S, either A ∈ ω or Ac ∈ ω.
Basically, an ultrafilter may be thought of as a labelling of the subsets of S as “small”
(if they do not belong to ω) or “big” (if they belong to ω). More formally, notice that
the map ⎧⎪⎪⎪⎨⎪⎪⎪⎩
P(S) → {0,1}
A ↦ { 0 if A ∉ ω1 if A ∈ ω
defines a finitely additive measure on S.
The easiest example of an ultrafilter is the following. Fixing some s ∈ S, set ω = {A ⊂
S ∣ s ∈ A}. Such an ultrafilter is called principal.
Now, fix a metric space (X,d), a non-principal ultrafilter ω over N, a scaling sequence
 = (n) satisfying n → 0, and a sequence of basepoints o = (on) ∈ XN. A sequence(rn) ∈ RN is ω-bounded if there exists some M ≥ 0 such that {n ∈ N ∣ ∣rn∣ ≤M} ∈ ω (ie.,
if ∣rn∣ ≤M for “ω-almost all n”). Set
B(X, , o) = {(xn) ∈XN ∣ (n ⋅ d(xn, on)) is ω-bounded}.
We may define a pseudo-distance on B(X, , o) as follows. First, we say that a sequence(rn) ∈ RN ω-converges to a real r ∈ R if, for every  > 0, {n ∈ N ∣ ∣rn − r∣ ≤ } ∈ ω. If so,
we write r = lim
ω
rn. Then, our pseudo-distance is
{ B(X, , o)2 → [0,+∞)(x, y) ↦ lim
ω
n ⋅ d(xn, yn) .
Notice that the ω-limit always exists since the sequence which is considered is ω-bounded.
Definition 3.16. The asymptotic cone Coneω(X, , o) of X is the metric space obtained
by quotienting B(X, , o) by the relation: (xn) ∼ (yn) if d ((xn), (yn)) = 0.
The picture to keep in mind is that (X, n ⋅ d) is sequence of spaces we get from X
by “zooming out”, and the asymptotic cone if the “limit” of this sequence. Roughly
speaking, the asymptotic cones of a metric space are asymptotic pictures of the space.
For instance, any asymptotic cone of Z2, thought of as the infinite grid in the plane, is
isometric to R2 endowed with the `1-metric; and the asymptotic cones of a simplicial
tree (and more generally of any Gromov-hyperbolic space) are real trees.
In this article, we will need some information about the asymptotic cones of the median
graph S(Γ) associated to a right-angled Artin group AΓ. More precisely, we need the
following fixed-point property:
Proposition 3.17. Let X be a median graph. The asymptotic cones of X satisfy the
following fixed-point property: any group of isometries with a bounded orbit fixes globally
of point.
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The proposition can be deduced from [Zei16] where the same statement is proved in
the more general context of coarsely median spaces. Alternatively, it can be proved by
using [Fio17] since the asymptotic cones of finite-dimensional median graphs are median
spaces of finite rank.
Paulin’s construction. This paragraph is dedicated to the main construction of
[Pau91], allowing us to construct an action of a group on one of its asymptotic cones
thanks to a sequence of pairwise non-conjugated automorphisms. As our language is
different (but equivalent), we give a self-contained exposition of the construction below.
Let G be a finitely generated group with a fixed generating set S and let ϕ1, ϕ2, . . . ∈
Aut(G)/{Id} be a collection of automorphisms. The goal is to construct a non-trivial
action of G on one of its asymptotic cones from the sequence of twisted actions
{ G → Isom(G)
g → (h↦ ϕn(g) ⋅ h) , n ≥ 1.
For every n ≥ 1, set λn = min
x∈G maxs∈S d(x,ϕn(s) ⋅ x); notice that λn ≥ 1 since ϕn is different
from the identity. We suppose that λn Ð→
n→+∞ +∞. Now, fixing some non-principal
ultrafilter ω over N and some sequence o = (on) ∈ GN satisfying, for every n ≥ 1, the
equality max
s∈S d(on, ϕn(s) ⋅ on) = λn, notice that the map
{ G → Isom(Cone(G))
g ↦ ((xn)↦ (ϕn(g) ⋅ xn))
defines an action by isometries on Cone(G) ∶= Coneω(G, (1/λn), o). The only fact to
verify is that, if g ∈ G and if (xn) defines a point of Cone(G), then so does (ϕn(g) ⋅xn).
Writing g as product of generators s1⋯sr of minimal length, we have
1
λn
d(on, ϕn(g) ⋅ xn) ≤ 1
λn
r∑
i=1d(on, ϕn(si) ⋅ xn)
≤ 1
λn
r∑
i=1 (d(on, ϕn(si) ⋅ on) + d(on, xn))
≤ ∥g∥S (1 + 1
λn
d(on, xn))
Consequently, if the sequence (d(on, xn)) is ω-bounded, ie., if (xn) defines a point of
Cone(G), then the sequence (d(on, ϕn(g) ⋅ xn)) is ω-bounded as well, ie., (ϕn(g) ⋅ xn)
also defines a point of Cone(G).
Fact 3.18. The action G↷ Cone(G) does not fix a point.
Suppose that G fixes a point (xn) of Cone(G). Then, for ω-almost all n and all s ∈ S,
the inequality
1
λn
d(xn, ϕn(s) ⋅ xn) ≤ 12
holds, hence
λn ≤ max
s∈S d(xn, ϕn(s) ⋅ xn) ≤ λn/2,
which is impossible.
The conclusion is that we can associate a fixed-point free action of G on one of its
asymptotic cones from an infinite collection of automorphisms, provided that our se-
quence (λn) tends to infinity. So the natural question is now: when does it happen?
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Fact 3.19. If the automorphisms ϕ1, ϕ2, . . . of G are pairwise non-conjugate, then the
equality lim
ω
λn = +∞ holds.
Suppose that the ω-limit of (λn) is not infinite. So there exists a subsequence (λσ(n))
which is bounded above by some constant R. So, for every n ≥ 1 and every s ∈ S, one
has
d (1, o−1σ(n)ϕσ(n)(u)oσ(n)) = d (oσ(n), ϕσ(n)(u)oσ(n)) ≤ λn ≤ R,
ie., o−1σ(n)ϕσ(n)(u)oσ(n) ∈ B(1,R). Since the ball B(1,R) is finite, it follows from the
pigeonhole principle that there exist two distinct m,n ≥ 1 such that
o−1σ(n)ϕσ(n)(u)oσ(n) = o−1σ(m)ϕσ(m)(u)oσ(m)
for every s ∈ S. It follows that ϕσ(n) and ϕσ(m) are conjugate. This concludes the proof
of our fact.
So the point of Paulin’s construction is that we can associate a fixed-point free action
of G on one of its asymptotic cones from an infinite subset of Out(G).
Rips’ machinery. Typically, when looking at an action on an asymptotic cone, the
objective is to get an action on a real tree in order to construct, thanks to Rips’ ma-
chinery, an action on a simplicial tree, or equivalently according to Bass-Serre theory, a
splitting of the corresponding group. This strategy is illustrated by the following state-
ment, which is a special case of [Gui08, Corollary 5.2]. We recall that a group G splits
relatively to a subgroup H if G decomposes as an HNN extension or an amalgamated
product such that H is included into a factor, or equivalently such that H fixes a vertex
in the associated Bass-Serre tree.
Theorem 3.20. Let G be a finitely generated group acting fixed-point freely and mini-
mally on a real tree T , and H ⊂ G a subgroup fixing a point of T . Suppose that:
• arc-stabilisers are finitely-generated;
• a non-decreasing sequence of arc-stabilisers stabilises;
• for every arc I, there does not exist g ∈ G satisfying g ⋅ stab(I) ⋅ g−1 ⊊ stab(I).
Assuming that T is not a line, then G splits relatively to H over a cyclic-by-(arc-
stabiliser) subgroup.
We emphasize that, in this statement, arc-stabilisers refer to pointwise arc-stabilisers.
3.3 Relative splittings of right-angled Artin groups
In Section 2, we have proved Theorem 2.53 stating that, for specific simplicial graphs
Γ, an inner automorphism ι(g) ∈ Inn(AΓ) of AΓ is a generalised loxodromic element of
the automorphism group Aut(AΓ) if and only if g is an irreducible element of AΓ and if{ϕ ∈ Aut(AΓ) ∣ ϕ(gs) = gs} has finite image in Out(AΓ) for every s ≥ 1. In this section,
we want to understand what happens when this condition fails. Our main result is the
following:
Theorem 3.21. Let Γ be a finite and square-free simplicial graph which does not de-
compose as a join. Fix an irreducible element g ∈ AΓ and suppose that {ϕ ∈ Aut(AΓ) ∣
ϕ(g) = g} has an infinite image in Out(AΓ). Then AΓ splits relatively to ⟨g⟩ over a
subgroup which is either free abelian or a star-subgroup.
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We begin by stating and proving two preliminary lemmas. Our first result sum up a few
general statements about abelian subgroups in right-angled Artin groups.
Lemma 3.22. Let Γ be a simplicial graph. The following assertions hold:
(i) Any two-generated subgroup of AΓ is either free abelian or free non-abelian.
(ii) Any sequence A1 ⊂ A2 ⊂ ⋯ of abelian subgroups of AΓ must be eventually constant.
(iii) Any solvable subgroup of AΓ is a free abelian group of finite rank.
(iv) For any abelian subgroup A ≤ AΓ and any h ∈ AΓ, hAh−1 ⊂ A implies hAh−1 = A.
Proof. Statement (i) is proved in [Bau81], and (ii) holds for any CAT(0) group [BH99,
Theorem 7.5]. To prove (iii), notice that it follows from (i) that any solvable subgroup
of AΓ must be abelian; and that it follows from (ii) that any abelian subgroup of AΓ
is finitely generated. Thus, any solvable subgroup of AΓ is a finitely generated abelian
group. The desired conclusion follows from the fact that AΓ is torsion-free.
Now, we want to prove (iv). We begin by proving two easy facts.
Fact 3.23. For every g ∈ AΓ/{1}, h ∈ AΓ and p, q ∈ Z, hgph−1 = gq implies p = q.
As a consequence of (i), we know that ⟨a, b⟩ is either a free abelian group or a free
non-abelian group. Consequently, it is sufficient to show that the sentence
∀p, q ∈ Z,∀g, h ((g ≠ 1 ∧ hgph−1 = gq)⇒ p = q)
is true in these groups. If A is a free abelian group and g, h ∈ A, then hgph−1 = gq implies
gp−q = 1, which is impossible only if p = q or g = 1 as A is torsion-free. Now, let F be
a free group, g ∈ F /{1} and h ∈ F two elements. Suppose that hgph−1 = gq for some
p, q ∈ Z. If τ(⋅) denotes the translation length of an element of F as an isometry of the
Cayley tree of F , one has
p ⋅ τ(g) = τ (gp) = τ (hgph−1) = τ (gq) = q ⋅ τ(g),
hence p = q since the fact that g is non-trivial implies that τ(g) ≠ 0. It concludes the
proof of our fact.
Fact 3.24. For every a, h ∈ AΓ, [hah−1, a] = 1 implies [h, a] = 1.
As a consequence of (i), we know that ⟨a, b⟩ is either a free abelian group or a free
non-abelian group. Consequently, it is sufficient to show that the sentence
∀a, h ([hah−1, a] = 1⇒ [a, h] = 1)
is true in these groups. In abelian groups, the statement is obvious. So let F be a free
group and fix two elements a, h ∈ F satisfying [a, hah−1] = 1. There must exist some
c ∈ F and p, q ∈ Z such that a = cp and hah−1 = cq. So hcph−1 = cq. It follows from Fact
3.23 that p = q, hence
hah−1 = hcph−1 = cq = cp = a
ie., h and a commute, concluding the proof of our fact.
Now we are able to prove (iv). Let A ≤ AΓ be an abelian subgroup and let h ∈ AΓ be
an element such that hAh−1 ⊂ A. Because A is abelian, it follows that [hah−1, a] = 1 for
every a ∈ A. We deduce from Fact 3.24 that h commutes with all the elements of A. A
fortiori, hAh−1 = A, which concludes the proof of (iv).
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Our second preliminary lemma deals with star-subgroups of right-angled Artin groups,
ie., subgroups which are conjugate to ⟨star(u)⟩ for some vertex u.
Lemma 3.25. Let Γ be a square-free simplicial graph. The following statements hold:
(i) An automorphism of AΓ sends a non-abelian star-subgroup to a non-abelian star-
subgroup.
(ii) A star-subgroup is abelian if and only if is conjugate to ⟨star(u)⟩ for some gener-
alised leaf u ∈ V (Γ).
(iii) For every vertex u ∈ V (Γ), two conjugates of ⟨star(u)⟩ either coincide or intersect
along a free abelian subgroup.
Proof. Let H be a star-subgroup. So there exist g ∈ AΓ and u ∈ V (Γ) such that H =
g⟨star(u)⟩g−1. Then H is abelian if and only if star(u) is a complete subgraph, which
is equivalent to u being a generalised leaf. It proves (ii).
Point (i) is a direct consequence of (ii) and Lemma 2.69.
Let u ∈ V (Γ) be a vertex and g, h ∈ AΓ two elements. Let G be a collection of in-
finite cyclic groups indexed by V (Γ), so that the graph product ΓG naturally coin-
cides with AΓ. Then, as a consequence of Lemma 2.18, the subgroups g⟨star(u)⟩g−1
and h⟨star(u)⟩h−1 coincide with the stabilisers of the hyperplanes gJu and hJu of
X(Γ,G) respectively. Notice that, if gJu = hJu, then g ∈ hstab(Ju) = h⟨star(u)⟩, hence
g⟨star(u)⟩g−1 = h⟨star(u)⟩h−1. Moreover, gJu and hJu cannot be transverse accord-
ing to Lemma 2.20. We conclude from the next observation that, if g⟨star(u)⟩g−1 ≠
h⟨star(u)⟩h−1, then g⟨star(u)⟩g−1 ∩ h⟨star(u)⟩h−1 is free abelian.
Fact 3.26. Let Γ be a square-free simplicial graph and G a collection of abelian groups in-
dexed by V (Γ). If J1 and J1 are two distinct and non-transverse hyperplanes of X(Γ,G),
then stab(J1) ∩ stab(J2) is abelian.
As a consequence of Lemma 2.58, the hyperplanes which are transverse to both J1 and
J2 must be pairwise transverse. Therefore, if P denotes the projection of N(J2) onto
N(J1), then P ⊂ g⟨Λ⟩ for some element g ∈ ΓG and some complete subgraph Λ ⊂ Γ. Since
the projection P is necessarily (stab(J1) ∩ stab(J2))-invariant, we get the inclusion
stab(J1) ∩ stab(J2) ⊂ stab(P ) ⊂ stab(g⟨Λ⟩) = g⟨Λ⟩g−1.
Since Λ is a complete graph and that G contains only abelian groups, the subgroup
g⟨Λ⟩g−1 must be abelian, so that the intersection stab(J1) ∩ stab(J2) must be abelian
as well, concluding the proof of our fact.
Proof of Theorem 3.21. Let ϕ1, ϕ2, . . . ∈ Aut(AΓ)/{Id} be an infinite collection of pair-
wise non-conjugate automorphisms fixing g. For every n ≥ 1, set
λn = min
x∈AΓ maxs∈V (Γ)d(x,ϕn(s) ⋅ x).
By Fact 3.19, we know that lim
ω
λn = +∞. Fixing some non-principal ultrafilter ω over
N and some sequence o = (on) ∈ S(Γ)N satisfying max
v∈V (Γ)d(on, ϕn(s) ⋅ on) = λn for every
n ≥ 1, we deduce from Paulin’s construction (as explained in the previous section) that
the sequence of twisted actions
{ AΓ → Isom(S(Γ))
g ↦ (x↦ ϕi(g) ⋅ x)
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provides a fixed-point free action of AΓ on the asymptotic cone
Cone(S(Γ)) ∶= Coneω(S(Γ), (1/λn), o).
Now, we want to prove the following observation:
Claim 3.27. The element g fixes a point in Cone(S(Γ)).
Fix a combinatorial axis of g and let C denote its convex hull. According to Proposi-
tions 3.12 and 3.13, there exist constants D ≥ 0 and N ≥ 1 such that∣dA(x, gkx) − k∥g∥ − 2dA(x,C)∣ ≤D
for every x ∈X and every k ≥ N . As a consequence, for every n ≥ 1, one has
dA (on, ϕn(gk) ⋅ on) = dA (on, gk ⋅ on) ≥ k∥g∥ + 2dA(on, pn) −D
if we fix some k ≥ N and if we denote by pn the projection of on onto C. Since
gk ⋅o = (ϕn(gk)⋅on) defines a point of Cone(S(Γ)), it follows from the previous inequality
that the sequence (dA(on, pn)/λn) is ω-bounded, so that p = (pn) defines a point of
Cone(S(Γ)). We have
dCone(p, gk ⋅ p) = lim
ω
1
λn
dA(pn, ϕn(gk) ⋅ pn) = lim
ω
1
λn
dA(pn, gk ⋅ pn)
≤ lim
ω
1
λn
(k∥g∥ +D) = 0,
where the last inequality is justified by Proposition 3.13. Consequently, gk fixes p,
implying that g has a finite orbit, and finally implying that g fixes a point in Cone(S(Γ))
according to Proposition 3.17. This concludes the proof of our claim.
For every vertex u ∈ V (Γ), let Tu denote the CAT(0) cube complex obtained by cubulat-
ing the wallspace defined by the hyperplanes of S(Γ) labelled by u and let piu ∶ S(Γ)→ Tu
denote the map sending a vertex of S(Γ) to the principal ultrafilter it defines. According
to Proposition 3.7, the cube complex Tu is a tree, and the map
pi = ∏
u∈V (Γ)piu ∶ AΓ → ∏u∈V (Γ)Tu
is a AΓ-equivariant isometric embedding (where the product is endowed with the `1-
metric). Notice that, if we denote by Tu the asymptotic cone Coneω(Tu, (1/λn), piu(o)),
we naturally have an isometric embedding
piω ∶ Cone(S(Γ))→ ∏
u∈V (Γ)Tu.
By transferring the action AΓ ↷ Cone(S(Γ)) to an action AΓ ↷ ∏
u∈V (Γ)Tu via piω, one
finds that AΓ acts on ∏
u∈V (Γ)Tu via
{ AΓ → Isom(Tu)
h ↦ ((xn)↦ (ϕn(h) ⋅ xn)) ,
making piω equivariant. As a consequence, AΓ must have an unbounded orbit in ∏
u∈V (Γ)Tu
since we know that AΓ acts fixed-point freely on Cone(S(Γ)) (which implies that AΓ
has an unbounded orbit in Cone(S(Γ)) according to Proposition 3.17). So there must
exist some u ∈ V (Γ) such that the induced action AΓ ↷ Tu does not fix a point.
As Tu is an asymptotic cone of a simplicial tree, it must be a real tree. Now, we want
to apply Theorem 3.20, so we need to understand the behavior of arc-stabilisers of Tu.
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Claim 3.28. An arc-stabiliser of Tu is either free abelian or a star-subgroup.
Let I ⊂ Tu be an arc, and let x, y ∈ I denote its endpoints. Viewing Tu as the asymptotic
cone of Tu, there exist two sequences (xn), (yn) of vertices of Tu such that x = (xn) and
y = (yn). For every n ≥ 1, choose an, bn ∈ [xn, yn] such that the hyperplanes of S(Γ)
corresponding to the edges of [an, bn] are pairwise parallel and such that the length
of [an, bn] is maximal among the subintervals of [xn, yn] satisfying this property. We
distinguish two cases.
Case 1: x = (an) and y = (bn) in the asymptotic cone Tu of Tu.
If stab(I) is abelian, we deduce from Lemma 3.22 that stab(I) is free abelian, and we
are done. From now on, we suppose that stab(I) is not abelian. Let S ⊂ stab(I) be a
finite subset such that ⟨S⟩ is not abelian. Let A ∈ ω be such that, for every n ∈ A, we
have dTu(an, bn) ≥ 9λn and dTu(an, ϕn(s)an), dTu(bn, ϕn(s)bn) ≤ λn for every s ∈ S. Fix
some n ∈ A. We emphasize that the action AΓ ↷ Tu we need to consider is the canonical
action twisted by ϕn.
Claim 3.29. The vertex u is not a generalised leaf.
Suppose by contradiction that u is a generalised leaf. According to Proposition 3.10,
there exist g ∈ AΓ and g1, . . . , gk ∈ link(link(u)) such that
gJu, gg1Ju, gg1g2Ju, . . . , gg1⋯gkJu
are the hyperplanes associated to the edges of [an, bn]. Fix some s ∈ S. As a consequence
of Fact 3.31, there exists a subsegment of [an, bn] of length at least λn ≥ 1 on which s
reduces to a translation. So there exist 1 ≤ a, b ≤ k such that s ⋅ gg1⋯gaJu = gg1⋯gbJu
hence
s ∈ g ⋅ g1⋯gb ⋅ stab(Ju) ⋅ g−1a ⋯g−11 ⋅ g−1 = g ⋅ (g1⋯gbg−1a ⋯g−11 ) ⋅ ⟨link(u)⟩ ⋅ g−1
∈ g ⋅ ⟨link(link(u))⟩ ⋅ ⟨link(u)⟩ ⋅ g−1 = g ⋅ ⟨star(link(u))⟩ ⋅ g−1
Thus, we have proved that S ⊂ g⟨star(link(u))⟩g−1. Now, fix two elements s1, s2 ∈ S. As
a consequence of the previous observation, we can write s1 = g`1L1g−1 and s2 = g`2L2g−1
for some `1, `2 ∈ ⟨link(u)⟩ and L1, L2 ∈ ⟨link(link(u))⟩. We have
[s1, s2] = g[`1L1, `2L2] = g−1 = g[L1, L2]g−1 ∈ g ⋅ ⟨link(link(u))⟩ ⋅ g−1.
On the other hand, it follows from Fact 3.32 that [s1, s2] stabilises some gg1⋯gaJu,
hence [s1, s2] ∈ gg1⋯ga ⋅ ⟨link(u)⟩ ⋅ g−1a ⋯g1g−1 = g ⋅ ⟨link(u)⟩ ⋅ g−1.
As the subgroups ⟨link(u)⟩ and ⟨link(link(u))⟩ intersect trivially, necessarily [s1, s2] = 1.
Thus, we have proved that ⟨S⟩ is abelian, contradicting our assumption. It concludes
the proof of our claim.
Thus, we know that the vertex u is not a generalised leaf of Γ. As a consequence, we
deduce from Corollary 3.9 that the hyperplanes corresponding to the edges of [an, bn] are
gnJu, gnuJu, . . . , gnu
kJu for some k ∈ Z and gn ∈ AΓ. Consequently, for any subsegment
J ⊂ [an, bn] of length at least one, we have
stab(J) = q⋂
i=0 stab(gnup+iJu) = ϕ−1n (gn⟨link(u)⟩g−1n )
if gnupJu, . . . , gnup+qJu denote the hyperplanes associated to the edges of J . As a con-
sequence of Fact 3.31, there exists a subsegment of [an, bn] of length at least λn ≥ 1 on
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which every element of S restricts to a translation of length at least one. On the other
hand, on the same subsegment, the isometry ϕ−1n (gnug−1n ) restricts to a translation of
length one. So
S ⊂ ϕ−1n (gn⟨link(u), u⟩g−1n ) = ϕ−1n (gn⟨star(u)⟩g−1n ).
Lemma 3.25 implies that there exist hn ∈ AΓ and vn ∈ V (Γ) such that
ϕ−1n (gn⟨star(u)⟩g−1n ) = hn⟨star(vn)⟩h−1n .
Because Γ is finite, up to replacing A with one of its subsets which belongs to the
ultrafilter ω, we may suppose without loss of generality that there exists a vertex v ∈
V (Γ) such that vn = v for ever n ∈ A. We know that all the hn⟨star(v)⟩h−1n ’s contain⟨S⟩. But, according to Lemma 3.25, the intersection between any two distinct of these
star-subgroups must be free abelian. Since ⟨S⟩ is not abelian, it follows that all our
star-subgroups turn out to be equal, ie., there exists some element h ∈ AΓ such that
hn⟨star(vn)⟩h−1n = h⟨star(v)⟩h−1 for every n ∈ A.
Thus, we have proved that, for every finite subset S ⊂ stab(I) such that ⟨S⟩ is non-
abelian, there exist A ∈ ω, h ∈ AΓ and v ∈ V (Γ) such that
⟨S⟩ ⊂ ϕ−1n (gn⟨star(u)⟩g−1n ) = h⟨star(v)⟩h−1 for every n ∈ A.
It is worth noticing h⟨star(v)⟩h−1 ⊂ stab(I). Indeed, for every n ∈ A, the automorphism
ϕn sends h⟨star(v)⟩h−1 to gn⟨star(u)⟩g−1n ; and, with respect to the canonical action
AΓ ↷ Tu, gn⟨link(u)⟩g−1n fixes [an, bn] and gnug−1n moves an and bn within distance one
(so within distance 1/λn when the metric of Tu is scaled). Consequently, for every finite
subset S ⊂ stab(I) such that ⟨S⟩ is non-abelian, there exist h ∈ AΓ and v ∈ V (Γ) such
that
S ⊂ h⟨star(v)⟩h−1 ⊂ stab(I).
A priori, h and v depend on S. But, once again because the intersection between any
two distinct non-abelian star-subgroups is free abelian, it turns out that h and v do not
depend on S, ie., there exist h ∈ AΓ and v ∈ V (Γ) such that ⟨S⟩ ⊂ h⟨star(v)⟩h−1 ⊂ stab(I)
for any finite subset S ⊂ stab(I) such that ⟨S⟩ is non-abelian. We conclude that stab(I)
coincides with h⟨star(v)⟩h−1, and a fortiori is a star-subgroup.
Thus, we have proved that stab(I) is either free abelian or a star-subgroup.
Case 2: x ≠ (an) or y ≠ (bn) in the asymptotic cone Tu of Tu. Suppose that x ≠ (an),
the case y ≠ (bn) being symmetric.
Fix some  > 0 satisfying  < 125 min (d(a, b), d(x, a)), and some finite subset S ⊂ stab(I).
There exists A ∈ ω such that⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
∣dTu(xn, yn) − λnd(x, y)∣ ≤ λn∣dTu(an, bn) − λnd(a, b)∣ ≤ λn∣dTu(xn, an) − λnd(a, b)∣ ≤ λn
dTu(xn, ϕn(s) ⋅ xn), d(yn, ϕn(s) ⋅ yn) ≤ 
for every n ∈ A and every s ∈ S. From now on, fix some n ∈ A. Define the vertices
pn, qn ∈ [xn, yn] by the conditions dTu(xn, pn) = 8λn and dTu(yn, qn) = 8λn. Notice
that pn and qn are well-defined and that pn separates xn and qn since
dTu(xn, yn) ≥ λnd(x, y) − λn > 16λn.
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Setting H = [S,S], we deduce from Fact 3.32 that H fixes a subsegment of [xn, yn] of
length at least d(xn, yn) − 8λn, so that H must fix [pn, qn]. Notice that an ∉ [xn, pn]
since
dTu(xn, an) ≥ λnd(x, a) − λn > 8λn = dTu(xn, pn).
We distinguish two cases.
First suppose that an ∈ [pn, qn). By maximality of [an, bn] the hyperplanes of S(Γ)
associated to the left and right edges of an in [xn, yn] are not parallel. Since H stabilises
these two hyperplanes, we conclude from Proposition 3.8 that ϕn(H), and a fortiori H,
is included into an abelian subgroup of AΓ.
Next, suppose that an ∈ [qn, yn]. Then dTu(an, bn) ≤ dTu(qn, yn) = 8λn. Since [pn, qn]
has length
dTu(pn, qn) = dTu(an, bn) − 16λn ≥ λn(a, b) − 17λn > 8λn,
it follows from the maximality of [an, bn] that [pn, qn] contains two edges whose associ-
ated hyperplanes are not parallel. Once again, since H stabilises these two hyperplanes,
we conclude from Proposition 3.8 that ϕn(H), and a fortiori H, is included into an
abelian subgroup of AΓ.
So far, we have proved that, for every finite subset S ⊂ stab(I), any two elements of[S,S] commute. Consequently, the commutator subgroup of stab(I) is abelian. It
implies that stab(I) is a solvable subgroup of AΓ, and finally that stab(I) is free abelian
as a consequence of the Tits alternative satisfied by AΓ. This concludes the proof of
Claim 3.28.
Now, we are ready to verify that the three points in the statement of Theorem 3.20 are
satisfied.
• Star-subgroups are clearly finitely-generated and free abelian subgroups of AΓ are
finitely-generated according to Lemma 3.22. It follows from Claim 3.28 that arc-
stabilisers are finitely-generated.
• Let S1 ⊂ S2 ⊂ ⋯ be an ascending chain of arc-stabilisers. If all the Si’s are abelian,
we deduce from Lemma 3.22 that our sequence is eventually constant. So suppose
that there exists some i ≥ 1 such that Si is non-abelian. A fortiori, Sj is also
non-abelian if j ≥ i. It follows from Claim 3.28 that the Sj ’s with j ≥ i are star-
subgroups. Consequently, since Γ is finite, there exists a vertex u ∈ V (Γ) such
that our chain contains an infinite subchain of conjugates of ⟨star(u)⟩. Since we
know from Lemma 3.25 that the intersection between any two distinct of these
star-subgroups must be abelian, we conclude that our sequence of subgroups must
be eventually constant.
• Let S be an arc-stabiliser and h ∈ AΓ an element such that hSh−1 ⊂ S. According
to Claim 3.28, two cases may happen: either S is free a abelian subgroup, or it is
a star-subgroup. In the latter case, we deduce from Lemma 3.22 that hSh−1 = S.
In the former case, say S = k⟨star(u)⟩k−1 where k ∈ AΓ and u ∈ V (Γ), we deduce
from Lemma 2.24 that
k−1h−1k ∈ ⟨star(u)⟩ ⋅ ⟨link(star(u))⟩ ⋅ ⟨star(u)⟩ = ⟨star(u)⟩,
hence hSh−1 = hk⟨star(u)⟩k−1h−1 = k⟨star(u)⟩k−1 = S.
Consequently, Theorem 3.20 applies to a minimal AΓ-invariant subtree T ⊂ Tu.
Now, we claim that T is not a line. Suppose by contradiction that T is a line. Then
we get a morphism AΓ → R whose kernel K coincides with the kernel of the action
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Figure 5: Trees in the proof of Fact 3.31.
AΓ ↷ T . Notice that K cannot be abelian, since otherwise we would deduce that AΓ is
amenable, which is impossible since it contains non-abelian free subgroups. Therefore,
Claim 3.28 implies that K is a star-subgroup, say that K is conjugate to ⟨star(u)⟩ for
some u ∈ V (Γ). Since K is a normal subgroup of AΓ, it follows that AΓ = ⟨star(u)⟩
since a star-subgroup is self-normalising according to Corollary 2.25. It contradicts the
assumption that Γ is not a join.
Therefore, we deduce from Theorem 3.20 that AΓ splits relatively to ⟨g⟩ over a cyclic-by-
(arc-stabiliser) subgroup. The desired conclusion follows from the following observation:
Claim 3.30. A cyclic-by-(arc-stabiliser) subgroup of AΓ is either free abelian or a star-
subgroup.
Let H be a cyclic-by-(arc-stabiliser) subgroup of AΓ. According to Claim 3.28, H splits
as a short exact sequence
1→ Z →H → S → 1
where Z is a cyclic subgroup and where Z is either free abelian or a star-subgroup. If
S is free abelian, then H must be solvable, and we deduce from Lemma 3.22 that H
is free abelian. From now on, suppose that S is a star-subgroup. If Z = {1} then H
coincides with the star-subgroup S and we are done, so suppose that Z is non-trivial.
Fix a generator z of Z. Since S normalises Z, it follows from Fact 3.23 that z belongs to
the centralisers of S, from which we deduce that z belongs to S thanks to Lemma 2.24.
But our short exact sequence tells us that it is impossible. This concludes the proof of
our claim.
The following facts on simplicial trees are used in the previous proof.
Fact 3.31. Let T be a simplicial tree, d ≥ 0 an integer, a, b ∈ T two vertices at distance
at least 2d + 1 and g ∈ Isom(T ) an isometry. If d(a, ga) ≤ d and d(b, ga) ≤ d, then
there exists a subsegment of [a, b] of length at least d(a, b)− 2d on which g restricts to a
translation of length at most d.
Proof. Let S denote the convex hull of {a, b, ga, gb}. Necessarily, S is one the trees
illustrated by Figure 5. In the left configuration, we have
2d + 1 ≤ d(a, b) = d(a, q) + d(q, b) ≤ d(a, ga) + d(b, gb) ≤ 2d,
which is impossible. So S corresponds to the right configuration. Notice that
length ([a, b] ∩ [ga, gb]) = d(a, b) − d(a, p) − d(q, b)
≥ d(a, b) − d(a, ga) − d(b, gb) ≥ d(a, b) − 2d
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Consequently, if I denotes the subsegment of [a, b] containing the vertices at distance
at least d from both a and b, then I ⊂ [a, b] ∩ [ga, gb]. Let x ∈ I be a vertex. Then
d(gx, ga) = d(x, a) ≥ d ≥ d(a, ga) ≥ d(a, p)
and similarly d(gx, gb) ≥ d(b, q), so gx belongs to [p, q]. Thus, g defines an isometry
from I ⊂ [a, b] to [p, q] ⊂ [a, b], so that g restricts to a translation on the subsegment
I of length d(a, b) − 2d. Now, we want to estimate the length of this translation. We
know that x and gx are two vertices of [p, q]. To fix the configuration, suppose that gx
separates x and p; the case where x separates gx and p being symmetric. First, notice
that
0 = d(a, x) − d(ga, gx) = d(a, p) + d(p, gx) + d(gx, x) − d(ga, p) − d(p, gx),
hence d(x, gx) = d(ga, p) − d(a, p). So
d(x, gx) = d(ga, p) − d(a, p) ≤ d(ga, p) + d(p, a) = d(a, ga) ≤ d,
which proves that our translation has length at most d.
Fact 3.32. Let T be a simplicial tree, d ≥ 0 an integer, a, b ∈ T two vertices at distance
at least 8d + 1 and f, g ∈ Isom(T ) two isometries. If f and g both move a and b within
distance at most d, then [f, g] fixes a subsegment of [a, b] of length at least d(a, b)− 8d.
Proof. By triangle inequality, the isometries f , g, fg, fgf−1 and [f, g] all move a and b
within distance at most 4d. It follows from Fact 3.31 that [a, b] contains a subsegment I
of length at least d(a, b)−8d on which all these isometries restrict to translations. Since
two translations always commute, we conclude that [f, g] fixes I.
4 Step 3: Splittings of graph products and parabolic sub-
groups
By combining results from Sections 2.6 and 3, we know that, if some inner automor-
phisms of a right-angled Artin group do not define generalised loxodromic elements of
the automorphism group, then the group has to split in a specific way. In this section,
our goal is to show that such a splitting does not exist if we choose carefully the inner
automorphism. More precisely, the main result of this section is Theorem 4.24 below,
namely:
Theorem 4.1. Let Γ be a finite and connected simplicial graph and G a collection of
finitely generated groups indexed by V (Γ). Suppose that Γ does not decompose as a join
and that it contains at least two vertices. There exists an element h ∈ ΓG which does not
belong to any proper parabolic subgroup and such that ΓG does not split relatively to ⟨h⟩
over a subgroup of a proper parabolic subgroup.
The strategy is first to construct a hyperbolic graph X on which our graph product ΓG
acts with WPD isometries and such that proper parabolic subgroups are elliptic. Such a
graph is obtained by coning-off the quasi-median graph X(Γ,G) over the orbits of proper
parabolic subgroups. Section 4.1 contains the criterion allowing us to show that this
graph is indeed hyperbolic. In Section 4.2, we apply a small cancellation theorem proved
in [DGO17] in order to deduce that, if g ∈ ΓG has full support (ie., if supp(g) = V (Γ)),
then there exists some n ≥ 1 such that the normal closure ⟪gn⟫ defines a free subgroup of
ΓG intersecting trivially every proper parabolic subgroup. Finally, we use this subgroup
to prove Theorem 4.24 in Section 4.3.
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4.1 Hyperbolic cone-offs of quasi-median graphs
In this section, we are interested in producing hyperbolic graphs by coning-off quasi-
median graphs. We begin by introducing a few definitions.
Definition 4.2. Let X be a graph. A flat rectangle is an isometric embedding [0, p] ×[0, q] ↪ X, where [0, p] × [0, q] is identified with the graph which is a (p × q)-grid. The
flat-rectangle is L-thick if min(p, q) ≥ L, and L-thin if max(p, q) ≤ L.
According to [Gen17, Proposition 2.113], a quasi-median graph is hyperbolic if and
only if its flat rectangles are uniformly thin. So thick flat rectangles appear as the
obstruction to hyperbolicity. The idea is that, if we collapse the thick flat rectangles of
a quasi-median graph, then the resulting graph should be hyperbolic. More formally,
we collapse subgraphs by coning-off:
Definition 4.3. Let X be a graph and P a collection of subgraphs. The cone-off of X
over P is the graph obtained from X by adding an edge between any two vertices which
belong to the same subgraph of P.
The idea of coning-off thick flat rectangles of quasi-median graphs in order to produce
hyperbolic graphs is made precise by the following statement, which is the main result
of this section:
Theorem 4.4. Let X be a quasi-median graph of finite cubical dimension. Fix a col-
lection of convex subgraphs P and let Y denote the cone-off of X over P. If there exist
constants L,D ≥ 0 such that any L-thick flat rectangle of X has diameter at most D in
Y , then Y is hyperbolic.
We proved a similar statement for CAT(0) cube complexes in [Gen16a, Theorem 4.1],
and here we follow the same arguments to prove Theorem 4.4. We begin by introducing
the following definition:
Definition 4.5. Let X be a graph. A bigon is the data of two geodesics sharing the
same endpoints. A bigon is L-thin if the Hausdorff distance betwee its two geodesics is
at most L.
We begin by proving that, if we already know that bigons become uniformly thin in the
cone-off, then the hyperbolicity of the cone-off follows. More precisely:
Lemma 4.6. Let X be a quasi-median graph of finite cubical dimension and P a col-
lection of gated subgraphs. Let Y denote the cone-off of X over P. If there exists some
C ≥ 1 such that the bigons of X are all C-thin in Y , then Y is δ-hyperbolic for some δ
depending only on C and dim◻(X).
We will use the following criterion, due to Bowditch, to prove the hyperbolicity of the
cone-off:
Proposition 4.7. [Bow14, Proposition 3.1] Let T be a graph and D ≥ 0. Suppose that
a connected subgraph η(x, y), containing x and y, is associated to any pair of vertices(x, y) ∈ T 2 such that
• for any vertices x, y ∈ T , d(x, y) ≤ 1 implies that diam(η(x, y)) ≤D;
• for any vertices x, y, z ∈ T , we have η(x, y) ⊂ (η(x, z) ∪ η(z, y))+D.
Then T is δ-hyperbolic for some δ depending only on D.
Before turning to the proof of Lemma 4.6, we need a last tool.
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Definition 4.8. Let X be a graph and (x, y, z) ∈ X a triple of vertices. A median
triangle is a triple of vertices (x′, y′, z′) satisfying⎧⎪⎪⎪⎨⎪⎪⎪⎩
d(x, y) = d(x,x′) + d(x′, y′) + d(y′, y)
d(x, z) = d(x,x′) + d(x′, z′) + d(z′, z)
d(y, z) = d(y, y′) + d(y′, z′) + d(z′, z) .
In quasi-median graphs, median triangles always exist and are unique. More precisely,
we proved in [Gen17, Proposition 2.84] that:
Proposition 4.9. In a quasi-median graph, any triple of vertices admits a unique me-
dian triangle. Moreover, the gated hull of this triangle is a prism.
Now we are ready to prove Lemma 4.6.
Proof of Lemma 4.6. For any vertices x, y ∈ Y , let η(x, y) ⊂ Y denote the union of all
the geodesics between x and y in X. Now, we want to apply Proposition 4.7.
Let us verify the first condition of Bowditch’s criterion. If x, y ∈ Y are two vertices
satisfying dY (x, y) ≤ 1, three cases may happen. First, x and y may be identical, so that
η(x, y) is reduced to a single vertex vertex. Next, x and y may be linked by an edge in
X, so that η(x, y) is reduced to the unique edge containing x and y. Finally, x and y
may be linked by an edge of Y which does not belong to X. So that there exists a gated
subgraph P ∈ P containing x and y, and a fortiori η(x, y). By convexity, η(x, y) has to
be included into P , so that its vertices are pairwise linked by an edge in Y . Thus, we
have proved that dY (x, y) ≤ 1 implies that diamY η(x, y) ≤ 1.
Now, let us verify the second condition of Bowditch’s criterion. So let x, y, z ∈ Y be
three vertices, and let (x′, y′, z′) denote their median triangle. Fix a vertex w ∈ η(x, y).
So there exists a geodesic [x, y] in X passing through w. Fix three geodesics [x,x′],[x′, y′] and [y′, y] in X. By definition of a median triangle, the concatenation [x,x′] ∪[x′, y′] ∪ [y′, y] is a geodesic in X from x to y. Since bigons of X are C-thin in Y , it
follows that there exists a vertex w′ ∈ [x,x′] ∪ [x′, y′] ∪ [y′, y] such that dY (w,w′) ≤ C.
We distinguish two cases. First, suppose that w′ belongs to [x,x′] ∪ [y′, y]. Up to
switching x and y, we may suppose without loss of generality that w′ ∈ [x,x′]. Fix two
geodesics [x′, z′] and [z′, z] in X, and notice that [x,x′] ∪ [x′, z′] ∪ [z′, z] is a geodesic
in X. Once again because bigons of X are C-thin in Y , we deduce that there exists a
vertex w′′ ∈ [x,x′] ∪ [x′, z′] ∪ [z′, z] satisfying dY (w′,w′′) ≤ C. Consequently,
dY (w,η(x, z)) ≤ dY (w,w′′) ≤ dY (w,w′) + dY (w′,w′′) ≤ 2C.
Now, suppose that w′ belongs to [x′, y′]. According to Proposition 4.9, the gated hull
of {x′, y′, z′} is a prism P , and w′ must belong to it. Because y′ belongs to η(y, z), we
deduce that
dY (w,η(y, z)) ≤ dY (w,y′) ≤ dY (w,w′) + dY (w′, y′) ≤ C + diamY (P )
≤ C + diamX(P ) ≤ C + dim◻(X).
Thus, we have proved that η(x, y) ⊂ (η(x, z) ∪ η(z, y))+2(C+dim◻(X)).
Therefore, Bowditch’s criterion applies and proves the desired conclusion.
The second step towards the proof of Theorem 4.4 is to exhibit a connection between
bigons and flat rectangles. We stated and proved such a connection in [Gen17], namely:
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Lemma 4.10. [Gen17, Lemma 2.114] Let X be a quasi-median graph and x, y ∈X two
vertices. For every vertex z, which belongs to a geodesic between x and y, and for every
geodesic [x, y] between x and y, there exists a flat square [0, n] × [0, n] ↪ X satisfying
z = (0,0) and (n,n) ∈ [x, y].
We are finally ready to prove Theorem 4.4.
Proof of Theorem 4.4. According to Lemma 4.6, it is sufficient to show that the bigons
of X become uniformly thin in Y . So let α,β ⊂ X be two geodesics with the same
endpoints x, y ∈ X. Fix a vertex z ∈ α. According to Lemma 4.10, there exists a
flat square [0, n] × [0, n] ↪ X such that z = (0,0) and (n,n) ∈ β. If n ≤ L, then
dY (z, β) ≤ dX(z,α) ≤ 2L. Otherwise, if n ≥ L, then our flat square is L-thick and so it
must have diameter at most D in Y , hence dY (z, β) ≤ D. Thus, we have proved that
the bigons of X become max(D,2L)-thin in Y . The desired conclusion follows.
4.2 Free subgroups avoiding parabolic subgroups
The goal of this section is to prove the following statement:
Theorem 4.11. Let Γ be a finite simplicial graph which contains at least two vertices
and which is not a join; and let G be a collection of groups indexed by V (Γ). If g ∈ ΓG
has full support, then there exists some n ≥ 0 such that the normal closure ⟪gn⟫ is a free
subgroup of ΓG intersecting trivially every proper parabolic subgroup.
Recall that an element g ∈ ΓG has full support if supp(g) = V (Γ). The main tool which
we will use to prove this statement is the following small cancellation theorem [DGO17,
Theorem 8.7]:
Proposition 4.12. Let G be a group acting on a hyperbolic space Y . If g ∈ G is a WPD
element, then there exists some n ≥ 1 such that the normal closure ⟪g⟫ is a free subgroup
all of whose non-trivial elements are loxodromic.
So the strategy to prove Theorem 4.11 is to construct a hyperbolic on which our graph
product acts such that proper parabolic subgroups are elliptic and such that elements
of full support are WPD.
Proof of Theorem 4.11. Let P be the following collection of gated subgraphs of X(Γ,G):
{g⟨Λ⟩ ∣ g ∈ ΓG, Λ ⊊ Γ}.
Denoting by Y the cone-off of X(Γ,G) over P, our goal is to show that Y is hyperbolic
and that any element of ΓG with full support defines a WPD element with respect to
the action ΓG ↷ Y . As a consequence of Proposition 4.12, and since proper parabolic
subgroups are clearly elliptic in Y , the conclusion of our theorem follows.
Claim 4.13. The cone-off Y is hyperbolic.
Consider a flat rectangle [0, a] × [0, b] ↪ X(Γ,G) where a, b ≥ 1. Notice that any hy-
perplane dual to [0, a] × {0} is transverse to any hyperplane dual to {0} × [0, b]. As a
consequence, any vertex of Γ labelling an edge of [0, a] × {0} is adjacent to any vertex
of Γ labelling an edge of {0} × [0, b], which implies that there exists a subgraph Λ ⊂ Γ
which is a join such that [0, a]× [0, b] is included into g⟨Λ⟩ for some g ∈ ΓG. Notice that,
since Γ is not a join, Λ must be a proper subgraph. By definition of Y , we deduce that[0, a] × [0, b] has diameter one in Y . The hyperbolicity of Y follows from Theorem 4.4.
Thus, we have proved our first claim. Before stating and proving the second one, we
need some definition.
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• A block in X(Γ,G) is a collection of hyperplanes which contains at least one hy-
perplane labelled by each vertex of Γ.
• A block separates two subspaces A,B ⊂X(Γ,G) if each of its hyperplanes separates
A and B.
• A chain of blocks is a finite sequence of blocks B1, . . . ,Bn such that Bi separates
Bi−1 and Bi+1 for every 2 ≤ i ≤ n − 1.
Our goal is to find a lower estimate of the metric in Y . We begin by the following
observation:
Claim 4.14. Two vertices of X(Γ,G) which are adjacent in Y cannot be separated by
a block.
Suppose for contradiction that there exist two vertices x, y ∈X(Γ,G) which are adjacent
in Y and which are separated by a block B. By construction of Y , there must exist
g ∈ ΓG and Λ ⊊ Γ such that x and y both belong to g⟨Λ⟩. Since any hyperplane separating
x and y must intersect g⟨Λ⟩, we deduce that the hyperplanes of B must be labelled by
vertices of Λ. But B has to contain a hyperplane labelled by a vertex which does not
belong to Λ by definition of a block and because Λ is a proper subgraph of Γ. We get
our contradiction, proving the claim.
Now we are ready to prove our lower estimate of the metric in Y .
Claim 4.15. For every vertices x, y ∈ X(Γ,G) and integer N ≥ 0, if there exist a chain
of N blocks separating x and y in X(Γ,G), then dY (x, y) ≥ N + 2.
Consider a chain of blocks B1, . . . ,BN separating two vertices x, y ∈ X(Γ,G). Notice
that two vertices a, b ∈ X(Γ,G For every 1 ≤ i ≤ N , let Ji denote the hyperplane of Bi
which is the closest to y. We also fix a geodesic x1, . . . , xn from x to y in Y . Notice that,
as a consequence of Claim 4.14, for every 1 ≤ i ≤ n−1 the vertices xi and xi+1 cannot be
separated by a block. Therefore, x2 cannot belong to the sector delimited by J1 which
contains y, since otherwise B1 would separate x1 and x2. Similarly, x3 cannot belong to
the sector delimited by J2 which contains y, since otherwise B2 would separate x2 and
x3. By iterating the argument, we conclude that, for every 1 ≤ i ≤ N , the vertex xi+1
does not belong to the sector delimited by Ji which contains y. Therefore, since xn = y
belongs to the sector delimited by JN which contains y, it follows that n ≥ N + 2. It
concludes the proof of our claim.
Before proving that an element of ΓG is WPD if it has full support, we need to show a
preliminary claim.
Claim 4.16. Let g ∈ ΓG be an element with full support. There exists a block B and a
power s ≥ 1 such that, for every k ∈ Z, the block gskB separates gs(k−1)B and gs(k+1)B;
and every two consecutive blocks are separated by at least two strongly separated hyper-
planes.
Up to conjugating g, we may suppose without loss of generality that g is proper cyclically
reduced. Because Γ is not the star of one of its vertices, it follows that the product g⋯g
of n copies of n is reduced for every n ∈ Z/{0}. As a consequence, if we fix a geodesic[1, g] from 1 to g in X(Γ,G), then
γ = ⋃
n∈Z gn ⋅ [1, g]
is a bi-infinite geodesic on which ⟨g⟩ acts by translations. Let B denote the collection of
the hyperplanes of X(Γ,G) separating 1 and g. Because g has full support, B has to be a
block. According to Proposition 2.46, there exist a hyperplane J and a power r ≥ 1 such
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that {grkJ ∣ k ∈ Z} is a collection of pairwise strongly separated hyperplanes and such
that grkJ separates gr(k−1)J and gr(k+1)J for every k ∈ Z. Notice that J must intersect
γ. Fix a sufficiently large multiple s of r so that, for every k ∈ Z, the blocks gskB and
gs(k+1)B are separated by at least three pairwise strongly separated hyperplanes of the
collection {grkJ ∣ k ∈ Z}; notice that, as a consequence, two hyperplanes belonging to
gskB and gs(k+1)B respectively cannot be transverse. We conclude that gskB separates
gs(k−1)B and gs(k+1)B for every k ∈ Z.
Claim 4.17. Let g ∈ ΓG be an element with full support. Then g is a WPD element
with respect to the action ΓG ↷ Y .
According to the previous claim, there exist a block B and power s ≥ 1 such that gskB
separates gs(k−1)B and gs(k+1)B for every k ∈ Z; and such that any two consecutive
blocks are separated by at least two strongly separated hyperplanes. Fix some  ≥ 0
and x ∈ g−sB. We set N = 8( + 2(1 + δ)), where δ is such that (Y, dY ) is a δ-hyperbolic
space, and n = (N + 2)s. In order to deduce that g is a WPD element, we need to show
that the set
S ∶= {h ∈ G ∣ d(x,hx), d(gnx,hgnx) ≤ }
is finite. Notice that x and gnx are separated by the blocks B0 ∶= B, B1 ∶= gsB, . . .,
BN ∶= gsNB. Fix four indices 0 ≤ a ≤ b ≤ c ≤ d ≤ N satisfying:
• a ≥  and N − d ≥ ;
• b − a ≥  + 4(1 + 2δ) and d − c ≥  + 4(1 + 2δ);
• c ≥ d + 1.
Notice that such indices exist because we chose N sufficiently large. Finally, fix some
hyperplane J separating the blocks Bb and Bc. For reader’s convenience, we decompose
the proof of our claim into a few facts.
Fact 4.18. If [x, gnx] is a geodesic between x and gnx in Y , then N(J) is contained
into the 2-neighborhood of [x, gnx].
Let p ∈ [x, gnx] denote the last point of the geodesic which belongs to the subspace
delimited by J containing x and q ∈ [x, gnx] the first point which belongs to the subspace
delimited by J containing gnx. If p and q are adjacent in X(Γ,G), then p, q ∈ N(J).
Otherwise, there exists some P ∈ P containing both p and q. Because J separates p and
q in X(Γ,G), necessarily J intersects the subgraph P . In either case, we deduce that
dY (p,N(J)) ≤ 1 and dY (q,N(J)) ≤ 1. But N(J) is contained into a subgraph which
belongs to P, so it has diameter at most one in Y . Otherwise saying, any vertex of
N(J) is at distance at most two from the points p and q of [x, gnx].
Fact 4.19. If h ∈ S and y ∈ N(J), then dY (y, hy) ≤  + 4(1 + 2δ).
Fix a geodesic [x, gnx] between x and gnx in Y . As a consequence of the previous
fact, there exists some z ∈ [x, gnx] such that dY (y, z) ≤ 2. Next, according to [CDP06,
Corollary 5.3], the distance in a δ-hyperbolic space is 8δ-convex, hence dY (z, hz) ≤ +8δ.
Consequently,
dY (y, hy) ≤ dY (y, z) + dY (z, hz) + dY (hz, hy) ≤ 4 +  + 8δ
concluding the proof of our fact.
Fact 4.20. If h ∈ S, then hJ separates the blocks Ba and Bd.
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If N(hJ) intersects the subspace delimited by Ba+1 which contains x, then there exists
some y ∈ N(J) such that y and hy are separated by Ba+1, . . . ,Bb, hence dY (y, hy) ≥
b−a+2 according to Claim 4.15. But we chose a and b so that b−a ≥ +4(1+2δ), which
contradicts Fact 4.19. Therefore, N(hJ) must be included into the subspace delimited
by Ba which contains gnx. Similarly, one show that N(hJ) is included into the subspace
delimited by Bd which contains x.
Consequently, if hJ does not separate Ba and Bd, then it has to define a facing triple
with any pair of hyperplanes belonging to the blocks Ba and Bd respectively. If so, then
either hx and hgnx has to belong to the subspace delimited by Ba and Bd. In the former
case, B0, . . . ,Ba separate x and hx, hence dY (x,hx) ≥ a+3 according to Claim 4.15; and
in the latter case, Bd+1, . . . ,BN separate gnx and hgnx, hence dY (gnx,hgnx) ≥ N −d+2
according to Claim 4.15. But we chose a and d so that a ≥  and N −d ≥ , contradicting
the definition of S. It concludes the proof of our fact.
So far, we have proved that any element of S defines a map from the set of hyperplanes
separating Bb and Bc to the set of hyperplanes separating Ba and Bd. Because these
two collections of hyperplanes are necessarily finite, we conclude that S must be covered
by finitely many cosets of ⋂
J separates Bb and Bc
stab(J).
But by construction there exist two strongly separated hyperplanes separating Bb and
Bc, implying that the intersection above must be finite. We conclude that S must be
finite as well, and finally that g is a WPD element, concluding the proof of Claim 4.17.
Finally, Theorem 4.11 follows immediately from Proposition 4.12.
Let us conclude this section with a formal interpretation of the results proved above.
Definition 4.21. Let G be a group. A collection H of subgroups of G is simultaneously
elliptic if there exists a hyperbolic space on which G acts with at least one WPD element
such that all the subgroups ofH are elliptic. An element g ∈ G is a generalised loxodromic
element relatively to H if there exists a hyperbolic space on which G acts such that g is
WPD and such that every subgroup of H is elliptic.
The proof of Theorem 4.11 consists essentially in showing that the elements of our
graph product which have full support (or equivalently, which do not belong to a proper
parabolic subgroup) are generalised loxodromic elements relatively to the collection of
proper parabolic subgroups. We record this fact for future use:
Proposition 4.22. Let Γ be a finite simplicial graph which contains at least two vertices
and which is not a join; and let G be a collection of groups indexed by V (Γ). An element
of ΓG is a generalised loxodromic element relatively to the collection of proper parabolic
subgroups if and only if it has full support. In particular, the collection of proper parabolic
subgroups is simultaneously elliptic.
In fact, we proved something stronger. We proved that all the elements of full support
can be simultaneously realised as WPD isometries for a single action on a hyperbolic
space for which proper parabolic subgroups are elliptic. The next step in the proof of
Theorem 4.11 was to apply the following immediate consequence of Proposition 4.12:
Corollary 4.23. Let G be a group and H a collection of subgroups. If H is simultane-
ously elliptic, then there exists some g ∈ G such that ⟪g⟫ is a free subgroup intersecting
trivially each subgroup of H.
This formal point of view will allow us to state and prove some of the results of the next
section in a more general setting.
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4.3 Relative splittings over subgroups of parabolic subgroups
Now, we are ready to state and prove the main result of the third step of our global
argument, namely:
Theorem 4.24. Let Γ be a finite and connected simplicial graph and G a collection of
finitely generated groups indexed by V (Γ). There exists an element h ∈ ΓG which does
not belong to any proper parabolic subgroup and such that ΓG does not split relatively to⟨h⟩ over a subgroup of a proper parabolic subgroup.
We begin by proving the following statement in a more general setting:
Proposition 4.25. Let G be a finitely generated group and H a collection of subgroups.
If H is simultaneously elliptic, then there exists some h ∈ G which does not belong to
any subgroup of H and such that G does not split relatively to ⟨h⟩ over a subgroup of
some H ∈H.
The strategy is to apply Corollary 4.23 in order to transform our splitting to a free
splitting of a free subgroup, and next to apply the following statement about splittings
of finitely generated free groups:
Lemma 4.26. Let F be a finitely generated free group. There exists some g ∈ F such
that F does not split freely relatively to ⟨g⟩.
This statement is essentially a consequence of Whitehead’s work [Whi36]. We refer to
[CM15, Lemma 5.3] for a proof.
Proof of Proposition 4.25. According to Corollary 4.23, there exists an element g ∈ G
such that ⟪g⟫ is a free subgroup of G intersecting trivially every subgroup of H. Set the
subgroup
S = ⟨xgx−1, x ∈ R ∪ {1}⟩
where R is a fixed finite generating set of G. Notice that, as a consequence of our choice
of g, S is a finitely generated free subgroup of G intersecting trivially every subgroup
of H since it is contained into ⟪g⟫. By applying Lemma 4.26, we know that S contains
some element h such that S does not split freely relatively to ⟨h⟩. Notice that h does
not belong to any subgroup of H.
Fix a Bass-Serre tree T associated to a splitting of G over some subgroup H ∈H. So G
acts on T without edge-inversions, fixed-point freely, and with edge-stabilisers which are
subgroups of subgroups of H. Our goal is to show that h must be a loxodromic isometry
of T .
First of all, we claim that the induced action S ↷ T is fixed-point free.
If g is a loxodromic isometry of T , then the conclusion is clear. So suppose that g is
elliptic. Notice that g cannot stabilise an edge since it does not belong to a subgroup
of H, so that the fixed-point set of g is reduced to a single vertex say p ∈ T . Now, we
distinguish two cases.
Suppose first that there exists x ∈ R such that x is a loxodromic isometry of T . Then g
and xgx−1 are two elliptic isometries whose fixed-point sets are disjoint, so that it follows
from [Ser03, Proposition I.6.26] that g ⋅ xgx−1 is a loxodromic element of T . Because
this element belongs to S, we conclude that S does not fix a point of T .
Now, suppose that any element of R is elliptic. Since G does not fix a point of T and
that R generates ΓG, we know that there exist x ∈ R which does not fix the vertex p
fixed by g. Let q ∈ T denote a vertex fixed by x. Notice that, because g does not stabilise
an edge, the vertex p separates q and g ⋅ q. As a consequence, if the fixed-point sets of
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x and gx−1g−1 intersect, then p must be fixed by either x or gx−1g−1. We already know
that x does not fix p. But, in the latter case, we deduce that
x−1 ⋅ p = g−1 ⋅ gx−1g−1 ⋅ g ⋅ p = g−1 ⋅ g−1x−1g−1 ⋅ p = g−1 ⋅ p = p,
which is impossible. Therefore, the fixed-point sets of x and gx−1g−1 must be disjoint.
It follows from [Ser03, Proposition I.6.26] that x ⋅ gx−1g−1 is a loxodromic element of T .
Because this element belongs to S, we conclude that S does not fix a point of T .
It concludes the proof of our claim, ie., S acts fixed-point freely on T . Moreover, since S
intersects trivially every subgroup of H, S acts on T with trivial edge-stabilisers. From
the definition of h, we deduce that h must be a loxodromic isometry of T .
Thus, we have proved that h defines a loxodromic isometry of any Bass-Serre tree as-
sociated to a splitting of G over some H ∈ H. It precisely means that G does not split
relatively to ⟨h⟩ over some subgroup H ∈H, concluding the proof of our theorem.
Proof of Theorem 4.24. According to Proposition 4.22, the collection of proper parabolic
subgroups of ΓG is simultaneously elliptic. Therefore, Proposition 4.25 applies, and the
desired conclusion follows.
5 Step 4: Conclusion
5.1 Proof of the main theorem
In this section, our goal is to bring together the results proved in the previous steps in
order to prove the following statement:
Theorem 5.1. Let Γ be a finite, connected, and square-free simplicial graph. Moreover,
suppose that Γ does not decompose as a join and that it contains at least two vertices.
Then there exists some h ∈ AΓ such that the inner automorphism ι(h) is a generalised
loxodromic element of the automorphism group Aut(AΓ). Consequently, Aut(AΓ) is
acylindrically hyperbolic.
Before turning to the proof of Theorem 5.1, we need a last preliminary result. Namely,
we want to prove that, if an irreducible right-angled Artin group splits over a cyclic
subgroup, then this subgroup must be parabolic. This assertion will be a consequence
of the following proposition:
Proposition 5.2. Let Γ be a connected simplicial graph and A ≤ AΓ an abelian subgroup.
Suppose that Γ is not the star of one of its vertices. If AΓ splits non-trivially over A,
then there exist a separating complete subgraph Λ ⊂ Γ and an element g ∈ AΓ such that
g⟨Λ⟩g−1 ⊂ A.
During the proof of this proposition, the following lemma will be needed:
Lemma 5.3. [GH17, Lemma 1.2] Let Γ be a simplicial graph and T a tree on which
AΓ acts with abelian edge-stabilisers. If a generator u ∈ V (Γ) is loxodromic, then u is a
generalised leaf of Γ and {v ∈ link(u) ∣ v is elliptic} separates u from Γ/star(v).
Proof of Proposition 5.2. Let T denote the Bass-Serre tree associated to a non-trivial
splitting of AΓ over A. We distinguish two cases.
Suppose first that there exists a generator u ∈ V (Γ) which is a loxodromic isometry of T .
According to Lemma 5.3, u must be a generalised leaf and L = {v ∈ link(u) ∣ v is elliptic}
is a separating complete subgraph. The generators of L are pairwise commuting elliptic
isometries, so there exists a vertex x ∈ T fixed by ⟨L⟩. One has⟨L⟩ = ⟨L⟩ ∩ u⟨L⟩u−1 ⊂ stab(x) ∩ stab(ux) ⊂ Fix([x,ux]).
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Consequently, ⟨L⟩ fixes an edge e, hence ⟨L⟩ ⊂ gAg−1 for some g ∈ AΓ.
Next, suppose the generators of V (Γ) are all elliptic isometries of T . We essentially follow
the argument exposed in the proof of [GH17, Theorem A]. Notice that the subtrees of{Fix(u) ∣ u ∈ V (Γ)} do not pairwise intersect, since otherwise the total intersection
would be non-empty implying that AΓ fixes a point of T . So there exist two generators
u, v ∈ V (Γ) such that Fix(u) ∩ Fix(v) = ∅. Let e be an edge of T whose interior
separates Fix(u) and Fix(v). We claim that Λ = {w ∈ V (Γ) ∣ w fixes e} is a (non-empty)
separating complete subgraph of Γ. Fix a path u1, . . . , un ∈ V (Γ) in Γ from u to v.
Notice that, for every 1 ≤ i ≤ n− 1, the subtrees Fix(ui) and Fix(ui+1) intersect because
ui and ui+1 are two commuting elliptic isometries. By definition of e, there must exists
some 1 ≤ k ≤ n such that e is included into Fix(uk), ie., uk ∈ Λ. It shows that Λ is a
non-empty subgraph of Γ separating u and v. The fact that it is a complete subgraph
follows from the observation that ⟨Λ⟩ must be abelian since it stabilises an edge. Thus,
Λ is indeed a separating complete subgraph and there exists some g ∈ AΓ such that⟨Λ⟩ ⊂ stab(e) = gAg−1.
Corollary 5.4. Let Γ be a finite and connected simplicial graph. Moreover, suppose
that Γ is not the star of one of its vertices. If Z is an infinite cyclic subgroup on which
AΓ splits, then there exist an element g ∈ AΓ and a cut-vertex u ∈ V (Γ) such that
Z = g⟨u⟩g−1.
Proof. As a consequence of Proposition 5.2, there exist an element g ∈ AΓ and a sep-
arating complete subgraph Λ ⊂ Γ such that g⟨Λ⟩g−1 ⊂ Z. Because Z is infinite cyclic,
necessarily Λ is reduced to a single vertex, say u ∈ V (Γ). And because ⟨u⟩ is a maximal
cyclic subgroup, we must have Z = g⟨u⟩g−1, concluding the proof.
Now we are ready to prove Theorem 5.1.
Proof of Theorem 5.1. Let h ∈ AΓ be the element given by Theorem 4.24. So h does not
belong a proper parabolic subgroup and AΓ does split relatively to ⟨h⟩ over a subgroup of
a proper parabolic subgroup. We claim that the inner automorphism ι(h) is a generalised
loxodromic element of Aut(AΓ).
Notice that, since h does not belong to a proper parabolic subgroup of AΓ, the support
of h contains all the vertices of V (Γ). In particular, h must be irreducible, and its
support contains at least one vertex which is not a generalised leaf so that Theorem 2.65
applies. Consequently, if ι(h) is not a generalised loxodromic element of Aut(AΓ), then
there must exist an infinite sequence of pairwise non-conjugate automorphisms of AΓ
fixing some power hs of h. It follows from Theorem 3.21 that AΓ has to split relatively
to ⟨hs⟩ over a subgroup H which is either free abelian or a star-subgroup. Clearly, if hs
is elliptic in this splitting then h has to be elliptic as well, so AΓ splits over H relatively
to ⟨h⟩.
Claim 5.5. Any free abelian subgroup on which AΓ splits is contained into a join-
subgroup.
Before turning to the proof of this claim, let us see how to conclude the proof of our
theorem. Now, we know that H is contained into a join-subgroup. Since Γ does not
decompose as a join, it follows that H must be contained into a proper parabolic sub-
group of AΓ. But, by definition of h, our group AΓ cannot split relatively to ⟨h⟩ over
a subgroup of a proper parabolic subgroup. We conclude that ι(h) must be a gener-
alised loxodromic element of Aut(AΓ), so that Aut(AΓ) is acylindrically hyperbolic or
is virtually cyclic. But the subgroup of inner automorphisms, which is isomorphic to
AΓ, contains a non-abelian free subgroup since Γ is not a complete graph. So Aut(AΓ)
cannot be virtually cyclic, which implies that it must be acylindrically hyperbolic.
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Now, let us prove Claim 5.5. Let A ≤ AΓ be an abelian subgroup on which AΓ splits.
Because Γ is connected, A cannot be trivial. If A has rank at least two the desired
conclusion follows from Lemma 2.27. And if A is infinite cyclic, then we conclude
thanks to Corollary 5.4.
5.2 Concluding remarks and questions
We end the article with a last section dedicated to discussions and questions about the
results we proved above and possible extensions.
Applications of Theorem 2.53 to other graph products. Although we only ap-
plied Theorem 2.53 to right-angled Artin groups, it is stated for more general graph
products. For instance, given a simplicial graph Γ and a collection of finitely generated
groups G indexed by V (Γ), Theorem 2.53 can be applied to the subgroup of conjugating
automorphisms of ΓG, denoted by ConjAut(ΓG), which is the collection of the automor-
phisms of ΓG which send a vertex-group to the conjugate of a vertex-group. As shown in
[GM18], it is generated by the label-preserving isometries of Γ, the partial conjugations
and the automorphism groups of the vertex-groups. Moreover, it turns out to coincide
with the entire automorphism group if Γ is a molecular graph (ie., if Γ is finite, con-
nected, triangle-free, square-free and leafless), and it defines a finite-index subgroup of
Aut(ΓG) if G is a collection of finite groups.
To be precise, by reproducing the arguments used in the proof of Theorem 2.65 and
using Lemma 2.66, we obtain the following statement:
Theorem 5.6. Let Γ be a simplicial graph and G a collection of finitely generated groups
indexed by V (Γ). Suppose that Γ
• is finite, connected and square-free;
• does not contain two distinct vertices having the same star;
• does not decompose as a join and contains at least two vertices.
For every g ∈ ΓG whose support contains at least one vertex which is not a generalised
leaf, the following conditions are equivalent:
• the inner automorphism ι(g) is a generalised loxodromic element of ConjAut(ΓG);
• g is irreducible and the set {ϕ ∈ ConjAut(ΓG) ∣ ϕ(gs) = gs} has a finite image in
Out(ΓG) for every power s ≥ 1;
• every power of ι(g) has a virtually cyclic centraliser in ConjAut(ΓG).
As an application, we can easily recover the acylindrical hyperbolicity of Aut(ΓG) proved
in [GM18] when Γ is an atomic graph (ie., when it is molecular and contains no separat-
ing star). As another application, we are able to prove the acylindrical hyperbolicity of
ConjAut(ΓG) when G is a collection of finite groups and when Γ is a finite, connected
and square-free simplicial graph which does not decompose as a join and which contains
at least two vertices. Otherwise saying, the acylindrical hyperbolicity of ConjAut(ΓG)
holds when ΓG is non-elementary and freely irreducible hyperbolic group. As noticed
above, here the subgroup ConjAut(ΓG) has finite-index in Aut(ΓG), so it follows that
Aut(ΓG) is virtually acylindrically hyperbolic. (It is still unknown whether being acylin-
drically hyperbolic is stable under commensurability; see [MO17] for more information.)
However, the outer automorphism group Out(ΓG) turns out to be finite as soon as ΓG is
one-ended. (See [GPR12, Theorem 1.4] for graph products of primary cyclic groups; for
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the general case, apply the argument used in the proof of Proposition 5.2 to show that, if
Γ does not contain a complete separating subgraph, then ΓG does not split over a virtu-
ally cyclic subgroup which has an infinite center; and next conclude thanks to [Lev05].)
Thus, if ΓG is one-ended, we already know that Aut(ΓG) must be hyperbolic, so that
the only interesting case is when ΓG is infinitely-ended. However, we expect that the au-
tomorphism group of any (not necessarily hyperbolic) freely irreducible infinitely-ended
group has its automorphism group which is acylindrically hyperbolic. (See Question
5.9 below.) So we decided not to include the proof of the acylindrical hyperbolicity of
ConjAut(ΓG) when ΓG is a freely irreducible, infinitely-ended hyperbolic group.
A conjectural picture. Because being acylindrically hyperbolic is stable under tak-
ing normal subgroups [Osi16, Lemma 7.2], we know that, if the automorphism group
Aut(ΓG) of our graph product ΓG is acylindrically hyperbolic, then necessarily Inn(ΓG) ≃
ΓG/Z(ΓG) must be acylindrically hyperbolic as well. We expect the converse to be true,
at least when the center of the group is trivial. More precisely:
Conjecture 5.7. Let Γ be a simplicial graph and G a collection of finitely generated
groups indexed by V (Γ). If Γ does not decompose as a join and contains at least two
vertices, then Aut(ΓG) is acylindrically hyperbolic.
In [GM18], the conjecture is verified when Γ is an atomic graph. In the molecular case,
a proof based on Theorem 5.6 should be possible, namely:
Conjecture 5.8. Let Γ be a simplicial graph and G a collection of finitely generated
groups indexed by V (Γ). There exists an irreducible element g ∈ ΓG such that {ϕ ∈
Aut(ΓG) ∣ ϕ(gs) = gs} has finite image in Out(ΓG) for every s ≥ 1.
It is worth noticing that all the results proved in the article assume that the simpli-
cial graph Γ is connected, or otherwise saying, that the graph product ΓG is freely
irreducible. We expect that automorphism groups of infinitely-ended groups are acylin-
drically hyperbolic in full generality. More precisely:
Question 5.9. Let G be a freely irreducible infinitely-ended group. Is Aut(G) acylin-
drically hyperbolic?
Question 5.10. Let A and B be two finitely generated groups. Suppose that A and B
do not have both cardinality two. Is the automorphism group Aut(A∗B) acylindrically
hyperbolic?
In our opinion, the two questions require two different approaches.
Relative splittings and generalised loxodromic element. Once the characteri-
sation provided by Theorem 2.53 is proved, we get a completely independent problem:
Question 5.11. Let Γ be a simplicial graph and g ∈ AΓ an irreducible element. Suppose
that there exist infinitely many pairwise non-conjugate automorphisms of AΓ fixing g.
Does AΓ split relatively to ⟨g⟩?
In our approach, we embedded AΓ into a product of simplicial trees and applied Paulin’s
construction to build a fixed-point free action of AΓ on a real tree T . The next step
was to apply Rips’ theory, which requires to understand arc-stabilisers of T . For this
purpose, we needed to understand the intersections between hyperplane-stabilisers of
S(Γ), and how such subgroups behave under automorphisms of AΓ (since we are twist-
ing the canonical action on S(Γ) by automorphisms). For the first point, we proved
Proposition 3.8, claiming that the intersection between two hyperplane-stabilisers is
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either abelian or a star-subgroup. For the second point, we needed (non-abelian) star-
subgroups to be preserved under automorphisms. In both cases, the crucial assumption
was that Γ is square-free. (Notice that, in general, transvections of AΓ do not preserve
star-subgroups.)
Notice that an alternative action of AΓ on a real tree T ′ can be constructed by exploiting
the tree-graded structure of the asymptotic cones of AΓ (see [DS05, DS08, BC12]).
However, the difficulty here is that the fixed-point free action we get from Paulin’s
construction of AΓ on one of its asymptotic cones does not necessarily provide a fixed-
point free action on this new real tree. Consequently, we need to understand point-
stabilisers of T ′, which seems to be difficult. Another alternative approach would be to
exploit the fact that the asymptotic cones of AΓ are median spaces. Thinking of median
spaces as generalisations of median graphs in the same way that real trees generalise
simplicial trees, it may be expected to construct some Rips’ theory in this particular
situation in order to associate to our action of AΓ on one of its asymptotic cones an
action on a median graph (or equivalently, a CAT(0) cube complex). Next, studying
such an action might lead to a splitting of AΓ. (Notice that, however, such a strategy
does not seem to fruitful in full generality; see [CD17, §1.c].)
So allowing squares in our simplicial graph Γ implies several technical difficulties. But
for more general graph products, Question 5.11 seems to be much more challenging.
The last step of our strategy was to show that we are able to avoid a relative splitting
as found in the previous step. This is done by Theorem 4.24, allowing us to construct
inner automorphisms which are generalised loxodromic elements of the automorphism
group. More generally, it would be interesting to characterise precisely when an inner
automorphism defines a generalised loxodromic element.
Question 5.12. Let Γ be a finite, connected and square-free simplicial graph. When is
an inner automorphism a generalised loxodromic element of Aut(AΓ)?
A natural sufficient (but not necessary, see Theorem 5.16 below) condition would be the
following:
Question 5.13. Let Γ be a finite, connected and square-free simplicial graph. Suppose
that Γ does not decompose as a join. If g ∈ AΓ has full support, is it true that ι(g) is a
generalised loxodromic element of Aut(AΓ)?
A first step towards an answer of Question 5.12 would be to extend the characterisation
provided by Theorem 2.53. More precisely:
Question 5.14. Let Γ be a finite and connected simplicial graph, and g ∈ AΓ an irre-
ducible element. Is it true that ι(g) is a generalised loxodromic element of Aut(AΓ) if
and only if {ϕ ∈ Aut(AΓ) ∣ ϕ(gs) = gs} has finite image in Out(AΓ) for every s ≥ 1?
We expect a positive answer, deduced from the action of the automorphism group on
the corresponding product graph. However, to get such a result, we need to improve
our understanding of the dynamics of the action on the product graph. In particular, it
would be sufficient to find a positive answer to the following question:
Question 5.15. Let Γ be a finite and connected simplicial graph, and g ∈ AΓ an irre-
ducible element. Is it true that the inner automorphism ι(g) is a WPD isometry of the
product graph P (Γ) if and only if, for every vertex J ∈ P (Γ), there exists some m ≥ 1
such that Fix(J) ∩ Fix(gmJ) ∩ Fix(g2mJ) is finite?
It is worth noticing that, in the first version of this article (available on the ArXiv), we
completely answered Question 5.12 when Γ is a molecular graph. More precisely, we
proved:
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Theorem 5.16. Let Γ be a molecular graph and g ∈ AΓ an element. Suppose that
Γ does not decompose as a join and that it contains at least two vertices. The inner
automorphism ι(g) is a generalised loxodromic element of Aut(AΓ) if and only if g
is irreducible and if, for every vertex u ∈ V (Γ) and every connected component Λ of
Γ/star(u), the support of g is not included into Γ/Λ.
To prove this theorem, we classified all the possible splittings of a right-angled Artin
group defined from a molecular graph over abelian subgroups and star-subgroups. When
the simplicial graph is no longer molecular, finding such a classification seems to be much
more challenging.
Question 5.17. Let Γ be a finite, connected and square-free simplicial graph. Is it
possible to classify all the splittings of AΓ over abelian subgroups and star-subgroups?
Finally, notice that the generalised loxodromic elements we construct in this paper
are all inner automorphisms. In fact, as a consequence of [Osi16, Lemma 7.2], if the
automorphism group of a right-angled Artin group is acylindrically hyperbolic, then
there necessarily exist such generalised loxodromic elements. Nevertheless, it would be
interesting to know if there exist other generalised loxodromic elements, namely:
Question 5.18. Let Γ be a finite, connected and square-free simplicial graph. When
does Aut(AΓ) contain a generalised loxodromic element which is not an inner automor-
phism?
This question might be related to the acylindrical hyperbolicity of the outer automor-
phism group:
Question 5.19. Let Γ be a finite and connected simplicial graph. When is Out(AΓ)
acylindrically hyperbolic?
It may be expected that only few freely irreducible right-angled Artin groups have their
outer automorphism groups which are acylindrically hyperbolic. An easier question
could be:
Question 5.20. Let Γ be a finite and connected simplicial graph. When does Out(AΓ)
contain an infinite-order element whose centraliser is virtually cyclic?
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