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Topological quantum error-correcting codes are a promising candidate for building fault-tolerant
quantum computers. Decoding topological codes optimally, however, is known to be a computationally
hard problem. Various decoders have been proposed that achieve approximately optimal error
thresholds. Due to practical constraints, it is not known if there exists an obvious choice for a
decoder. In this paper, we introduce a framework which can combine arbitrary decoders for any
given code to significantly reduce the logical error rates. We rely on the crucial observation that two
different decoding techniques, while possibly having similar logical error rates, can perform differently
on the same error syndrome. We use machine learning techniques to assign a given error syndrome
to the decoder which is likely to decode it correctly. We apply our framework to an ensemble of
Minimum-Weight Perfect Matching (MWPM) and Hard-Decision Re-normalization Group (HDRG)
decoders for the surface code in the depolarizing noise model. Our simulations show an improvement
of 38.4%, 14.6%, and 7.1% over the pseudo-threshold of MWPM in the instance of distance 5, 7,
and 9 codes, respectively. Lastly, we discuss the advantages and limitations of our framework and
applicability to other error-correcting codes. Our framework can provide a significant boost to error
correction by combining the strengths of various decoders. In particular, it may allow for combining
very fast decoders with moderate error-correcting capability to create a very fast ensemble decoder
with high error-correcting capability.
I. INTRODUCTION
Quantum computing is a disruptive new model of com-
putation that relies on the core principles of quantum
mechanics for performing specific computational tasks,
some significantly (sometimes exponentially) faster than
any known classical algorithm. Some prominent examples
of algorithms that achieve “quantum speedups” are Shor’s
algorithm for factoring [1], which achieves an exponential
speedup compared to the best classical algorithm based
on number-sieving, or Grover’s algorithm for searching
un-ordered spaces [2], which achieves a quadratic speedup
compared to brute force searching, while being optimal [3].
The most significant obstacle for practical realization of
quantum computers is the high level of noise (or decoher-
ence) that affects the individual physical qubits required
by the computation. Initially considered as an insur-
mountable problem due to the no-cloning theorem, it was
subsequently proven that quantum error correcting codes
(QECC) exist [4]. In QECC, a large number of physical
qubits are encoded into a logical qubit, the latter having a
smaller error rate than the former. Moreover, due to the
threshold theorem [5], the effective logical error rate can
be made arbitrarily small, which enables arbitrary quan-
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tum computation at the price of increasing the number
of physical qubits.
Surface codes [6], which are an instance of topological
quantum error correcting codes, the latter introduced by
Kitaev [7], are currently among the leading candidates
for large scale quantum error correction. They are an
instance of the more general class of stabilizer quantum
error-correcting codes [8].
However, optimal decoding for topological codes is
known to be a computationally hard problem [9]. Var-
ious decoders [10–14] have been proposed that achieve
approximately optimal error thresholds instead. Due to
several constraints (e.g. error-correcting capability, low
coherence time, near absolute-zero temperature hardware
environment etc.), each decoder suffers some disadvantage.
Hence, it is not clear which decoder is the best candidate
in practice.
In this paper, we introduce a framework for combining
arbitrary decoders for any specific topological code to
significantly reduce the error rates. We rely on the cru-
cial observation that two different decoding techniques,
while possibly having similar error rates, can perform
differently on the same error syndrome. We use classi-
fication techniques from machine learning to show that
an ensemble of decoders can correct more errors than
any decoder individually. We apply our techniques to
the Minimum-Weight Perfect Matching (MWPM) [15, 16]
and Hard-Decision Re-normalization Group (HDRG) [10]
decoders for the surface code in the depolarizing noise
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2model. As summarised in Table I, our simulations show
an improvement of 38.4%, 14.6%, 7.1%, and 3.8% over the
pseudo-threshold of MWPM in the instance of distance 5,
7, 9, and 11 codes respectively.
Lastly, we discuss the advantages and limitations of our
approach and possible avenues for improvements. Our
framework can provide a significant boost to error cor-
rection by combining decoders that exploit different char-
acteristics of the error syndrome. In particular, it may
allow for combining very fast decoders with moderate
error-correcting capability to create a very fast ensemble
decoder with high error-correcting capability.
The remainder of this paper is organized as follows.
In Section II we give an overview of the decoding prob-
lem on the surface code. In Section III we describe our
framework for creating an ensemble of decoders using
machine learning techniques. In Section IV we discuss
our results based on using an ensemble of decoders for
error correction. Finally, Section V concludes our paper
and raises a series of open questions.
II. PRELIMINARIES
The surface code is a family of topological stabilizer
codes having data qubits arranged in a 2-dimensional
lattice at the edges and measurement qubits lying on the
vertices and faces. A distance L surface code uses n =
L2+(L−1)2 data qubits and m = 2L(L−1) measurement
qubits for a total of N = (2L − 1)2 qubits to encode
a single logical qubit. As shown in Fig. 1, the qubits
corresponding to the yellow petals, labelled by v, represent
the X-stabilizers and the qubits corresponding to the
green petals, labelled by f , represent the Z-stabilizers
of the data qubits, respectively. Thus, each data qubit
not at the boundary is coupled to two X and two Z
stabilizers. An X-stabilizer detects a Pauli Z error on an
adjacent data qubit by showing a flipped measurement
result (compared to its value at the previous time step).
Let Q denote the set of data qubits and δ(p) denote the
set of data qubits coupled with a vertex or a face labelled
by p. A Pauli operator on data qubit q ∈ Q in the surface
code is denoted by Pq ∈ {Iq, Xq, Yq, Zq}. A Pauli error
on the data qubits is then denoted by
∏
q∈Q Pq, excluding
the tensor product of identity operators. The vertex and
face stabilizer operators can be defined as Av = ⊗i∈δ(v)Xi
and Bf = ⊗i∈δ(f)Zi, respectively.
Decoding of a surface code involves measuring the stabi-
lizers on every surface code cycle and recording changes in
the corresponding eigenvalues obtained from the measure-
ment results. We define the error syndrome of a surface
code cycle to be the change in measured eigenvalues with
respect to its state in the previous time step. We denote
the error syndrome by ~s ∈ Zm2 , where ~si = 1 indicates a
change in the eigenvalue of the ith stabilizer. We denote
the error syndrome space Zm2 by S.
FIG. 1. Layout of the distance 5 surface code. White circles
are the data qubits and black circles are the measurement
qubits. Z and X stabilizers are indicated by the green and
yellow petals, respectively. Each stabilizer is coupled with its
adjacent data qubits.
A logical PauliX (similarly for Z) error occurs when the
Pauli X errors form a chain that connects opposite sides
of the boundary, as such a chain results in no apparent
change of the corresponding measured error syndrome.
The decoding problem is hence defined as identifying
the correct error operator after each code cycle based on
the error syndrome, see e.g. [6, 16] for a comprehensive
introduction. The pseudo-threshold corresponding to a
specific distance code and decoder can then be defined as
the maximum error probability below which the logical
error rate is lower than the physical error rate [17]. Fault-
tolerant quantum computing is achieved below pseudo-
threshold error rates as a result of bootstrapping the
error-correction mechanism by encoding logical qubits in
another code.
III. ENSEMBLE DECODING
There have been various decoders proposed for the
surface code, e.g. [10–14]. Each decoder comes with its
own set of advantages and disadvantages. Some of the
important desideratum include but are not limited to
error-correcting capability, decoding speed, or ability to
be implemented in hardware-specific environments (e.g. in
cryogenic environments for superconducting qubits) [6,
18]. Finding the best decoder for a given set of constraints,
specifically those ones that allow experimental realization,
is an open problem.
In this paper, we improve upon the decoding perfor-
mance of individual decoders by using an ensemble of
decoders. We begin by introducing some terminology.
3Given a decoder D and a list of error syndromes S, we
define S|D to be the fraction of error syndromes in S that
D decodes correctly. Thus, a decoder’s error-correcting
capability corresponds to how large the fraction S|D is,
where S is chosen to be a large enough error syndrome
list sampled based on the error model we are concerned
with.
We observe that each decoder uses a subset of the error
syndrome properties for decoding. This subset may vary
from one decoder to the other. The above observation
implies that, given an error syndrome, while one decoder
may fail to decode it, there might exist another decoder
which correctly decodes it.
Let S be a list of error syndromes and D be the set of
decoders D` ∈ D, for ` ∈ {1, . . . , k}. Furthermore, let E
be a decoder that correctly decodes an error syndrome if
and only if at least one of the decoders D` also corrects
the same error syndrome. Hence, we obtain that,
S|E ≥ max
`
S|D` . (1)
In other words, given a set of decoders, the proportion
of error syndromes correctly decoded by at least one
decoder is greater than or equal to the proportion correctly
decoded by the decoder with the highest error-correcting
capability from the given set.
Therefore, we use the following method to construct an
ensemble decoder. Given a particular error syndrome, use
the decoder which is the most likely to correctly decode it.
Hence, we have a classification problem where each error
syndrome is labelled by the decoder that is the most likely
to correct it. Let D denote the given set of k decoders
and S denote the error syndrome space Zm2 as before.
The classification task is to learn the function E : S → D,
where for any error syndrome ~s ∈ S, E(~s) corresponds to
the decoder that is the most likely to correctly decode it.
A naive solution to the above problem consists of per-
forming a long enough Monte Carlo simulation of the
error-correcting code where for each error syndrome the
decoder that corrects it the highest number of times is
recorded. However, due to the exponential scaling of the
error syndrome space being, such an approach is com-
putationally unfeasible for distances larger than 5. To
overcome this problem, we use neural networks to approx-
imate the classification function discussed in the above
paragraph. We assume a basic knowledge of deep learning
applications to machine learning; for an introduction the
reader can consult e.g. Ref. [19]. The input and output
of our neural network is described below.
Input. Error syndrome ~s represented by m-dimensional
binary vector where a non-zero ~si indicates a change in
eigenvalue of the ith X/Z stabilizer.
Output. Decoder D` ∈ D denoted by its label ` ∈
{1, . . . , k}.
We first describe in Section III A the architecture of
a neural network that can be used for any topological
code. Then, in Section III B, we improve the architec-
ture in the instance of the surface code by exploiting its
lattice structure. We then describe our training process
and model evaluation and some of our failed attempts for
improving classification. Subsequently, in Section III E,
we briefly discuss generalizing our architecture to sup-
port other topological codes. Finally, in Section III F,
we compare our framework to existing neural decoding
techniques.
A. Topological codes
For a general topological code [7], we use a deep fully-
connected feed-forward neural network to learn the la-
belling function mapping error syndromes to decoders
most likely to correctly decode them. Since a fully-
connected feed-forward network does not assume any
structural representation of the input error syndromes, it
can be applied to any topological code (and in fact any
code assuming the existence of various decoders for it).
We successfully applied the above architecture to the
distance 5 surface code during our preliminary investiga-
tions and obtained an increase of around 15% over the
pseudo-threshold of MWPM. Our architecture consists
of an input error syndrome layer, 4 hidden layers each
with 512 neurons followed by a 256 neuron hidden layer,
and the final output layer with a neuron for each decoder.
We also utilized some of the optimizations mentioned in
Section III C. Unfortunately, such an approach requires
exceedingly large training data sets for surface codes with
distances larger than 5 and quickly becomes unfeasible.
B. Surface codes
While the general architecture employed for arbitrary
topological codes already provides significant results for
the surface code, we can improve it further by exploiting
the structure of the latter. We observe that, similarly to
the task of image recognition, decoding an error syndrome
of the surface code requires recognizing local features and
combining them to obtain global features. This is precisely
the strength of convolutional neural networks [20]. We
utilize the translation invariance property of surface codes
to feed the error syndromes to a convolutional neural
network (CNN). The use of CNNs greatly reduces the
number of trainable parameters and thus allows for more
layers in the architecture.
CNNs operate on an image-like 2-dimensional input
where neighbouring entries are correlated. Conveniently,
an error syndrome of the surface code already has a lattice
structure where neighbouring error syndrome values are
correlated. In particular, the error syndrome has two
lattices corresponding to the vertex and face stabilizers.
So we can map each error syndrome to a CNN input by
rotating the error syndrome by 45 degrees, obtaining a
4FIG. 2. Neural Ensemble architecture for the distance 5 surface code.
single lattice containing both type of stabilizers while
preserving neighbouring correlations and padding non-
syndrome entries with zeros to obtain a matrix. Note
that this transformation is not necessary in the case of
the rotated surface code as the error syndrome is already
of the correct form, with the exception of the boundary
stabilizers for which zero padding is required. Such a
representation of the error syndrome also allows for de-
tecting correlations between X and Z errors, improving
the classification accuracy.
The transformed error syndrome is then fed through a
sequence of convolutional layers of decreasing kernel sizes
(from L×L to 2× 2) with 64 output filters each, followed
by one fully connected layer with 512 neurons, before
producing the probability vector over the decoder labels.
This architecture is shown in Fig. 2∗ as used in training
the neural ensemble for the distance 5 surface code. For
larger code distances, the architecture is fine tuned in the
number of parameters for each layer but the core structure
we employed remains the same. We use ReLU [21] as
the activation function for the hidden layers and soft-
max [22] for the output layer. The Adam optimizer [23],
and particularly the AMSGrad variant [24] allows for
convergence of the learning rate in training large datasets
and provides significant improvements. Decoder labels
are one-hot encoded and categorical cross-entropy loss is
used for training.
C. Training process
The training samples are generated using a Monte Carlo
simulation of the surface code. The decoders are labelled
∗ This figure was generated by adapting the code from
https://github.com/gwding/draw_convnet
according to preference of their usage. For each simu-
lated error syndrome, the results of decoding are recorded
for all decoders. In the event that all decoders either
succeeded or failed, we discard the corresponding error
syndrome since any of the decoders could have been cho-
sen without affecting the logical error rate. This technique
provides a significant boost to the classification, as the
neural network is fed a smaller quantity of higher quality
information, leading to high accuracy and faster training
times.
We note that the chosen decoders could have differing
logical error rates which may lead to a bias in the training
data towards one decoder. Therefore, we allow decoders
to have different label weights. This method proved useful
in the case of an unfiltered dataset. However, in the case of
the filtered samples described in the previous paragraph,
the method does not provide a noticeable improvement.
To improve convergence, we reduce the learning rate
interactively when decrements in the loss stagnate be-
tween epochs. To avoid spending unnecessary time on
large training sets, we stop training if the loss does not
keep decrementing by a certain threshold in each epoch.
We observed that if a model is trained near the pseudo-
threshold, it will perform maximally for all the considered
noise rates. Finally, given the trained ensemble E, decod-
ing is performed according to Algorithm 1.
Algorithm 1 Neural ensemble decoder
1: procedure Decode(~s,E) . Decode error syndrome ~s
2: D` ← E(~s) . Predicted decoder ` for ~s
3: R← D`(~s) . Recovery operator R
4: return R
5: end procedure
We now discuss some approaches that we considered
which did not provide any improvements. Potentially, a
neural network that overfits to the training data can be
improved by using Dropout layers [25]. Using Dropout
5layers with various rates between convolutional layers did
not improve the accuracy of the ensemble. In image recog-
nition problems, local changes in features represent similar
information. However, in the case of error correction, a
slight change in the error syndrome likely corresponds to
a different error which might require the use of a different
decoder. For this reason, we did not use the max pooling
layer.
We also tried clustering our training data for label gen-
eration. The idea behind this method is that for each
decoder, error syndromes likely to correspond to that de-
coder can be further clustered into subgroups under some
metric. Clustering the training data then allows for cre-
ating additional sub-labels for each decoder, potentially
fine-tuning the learning task. We tried this approach with
KModes clustering [26] used for categorical data to no
avail. An interesting open question is whether one might
still be successful with this approach by using another
metric instead of Hamming distance for evaluating close-
ness of two error syndromes. We also note that since
clustering is applied only to the training data, we can
even use the information on the data qubits as part of
the metric and thus the clustering algorithm.
D. Implementation
Our code is implemented in Python using Tensor-
flow [27] with Keras as the front-end [28]. We build
upon QTop [29], a Python library for quantum error
correction. We use Networkx [30], a Python library,
for graph related functions. We utilize the MWPM and
HDRG decoders present in QTop for creating our ensem-
ble.
E. Generalizing the architecture
The previous subsections indicate that one might be
able to use a more sophisticated architecture for classifying
the error syndromes of other topological codes using a
neural ensemble. The main restriction to using a similar
convolution-based architecture is that the error syndrome
of the code has to be representable in a 2-dimensional
grid in a manner that encodes the local correlations of
the possible stabilizer measurements for the surface code.
This appears to be feasible for the color code [31] where
one can encode the color information in separate channels
of the input data. Our architecture can even be extended
to the 3-dimensional variants of the surface and color
codes by the usage of 3-dimensional CNNs.
Another approach is to use a generalization of CNNs,
known as graph convolutional networks [32], that directly
operate on graphs rather than 2-dimensional grids. This
allows for encoding error syndromes of error-correcting
codes with a more complicated topology.
F. Comparison to neural decoders
Finally, we briefly compare our framework to existing
neural decoders for topological codes. One of the common
approaches that neural decoders use involves training a
neural network to correct failures of a given decoder [18,
33, 34]. Note that when the decoding algorithm produces
a recovery operator R(~s) on error E corresponding to the
error syndrome ~s, applying the recovery operation on the
error is equivalent to applying a logical operator L(~s) to
the stabilizers G(~s) of the original code state [9, 10]. This
is summarised by
R(~s)E = L(~s)G(~s). (2)
Decoding is successful if L(~s) is the logical identity oper-
ator. Thus, the goal of a neural decoder is to determine
the logical Pauli operator applied to the code as a result
of decoding and correct for it, if needed.
Our framework is similar in that it trains a neural
network to learn the error syndrome that a given decoder
fails on. However, it only needs to learn which of the given
decoders does not fail on that error syndrome rather than
learning how a given decoder fails (i.e., which logical error
the decoding operation results in). Due to this difference,
neural decoders trained to correct distinct decoders can
be combined using our ensemble framework to boost error-
correcting capability.
IV. RESULTS
To demonstrate the power of our techniques, we create
an ensemble decoder consisting of an MWPM decoder
and an HDRG decoder, for surface codes of distance 5,
7, 9 and 11, assuming a depolarizing error model. We
generate a test data of 1 million samples using a Monte
Carlo simulation for physical error rates from 4% to 16%.
We test our trained ensemble decoder on this data and
compare its logical error rate with those of the MWPM
and HDRG decoders individually.
We plot the logical error rates against the physical er-
ror rates in Figs. 3 to 6. We observe that the MWPM
decoder correctly decodes more error syndromes than
the HDRG decoder. However, when the two decoders
are combined using our ensemble framework, the HDRG
decoder boosts the MWPM success rates by a significant
percentage. A dotted y = x line intersects each decoder
indicating the maximum error probability, namely the
pseudo-threshold, below which the logical error rate is
lower than the physical error rate. The results demon-
strate an improved pseudo-threshold for the surface code
when using an ensemble of the MWPM and HDRG de-
coders. For example, Fig. 3 shows an improvement of
38.38% in the pseudo-threshold for the distance 5 surface
code. The pseudo-threshold improvements are summa-
rized in Table I.
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FIG. 3. Logical error rates for MWPM (blue), HDRG (green)
and Neural ensemble (red) for distance 5 surface code. The
psuedo-threshold for each decoder is indicated by the intersec-
tion with the y = x line.
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FIG. 4. Logical error rates for MWPM (blue), HDRG (green)
and Neural ensemble (red) for distance 7 surface code. The
psuedo-threshold for each decoder is indicated by the intersec-
tion with the y = x line.
Our results, see e.g. Fig. 6, also illustrate the difficulty
of retaining improvements in pseudo-threshold as the code
distance increases. Interestingly, our neural ensemble
framework still provides a significant improvement over
the individual decoders when the physical error rate is
lower than the pseudo-threshold. To exemplify this fact,
we plot the ratio of the logical error rates of the ensemble
over that of the MWPM decoder in Fig. 7, along with
the improvement in logical error rate for the ensemble
over MWPM in Fig. 8. Note that as the physical error
rate decreases, the ratio increases exponentially, which
indicates that an ensemble is still a superior choice over
the individual decoder for larger code distances when
utilized in a low-error environment, e.g. decoding the
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FIG. 5. Logical error rates for MWPM (blue), HDRG (green)
and Neural ensemble (red) for distance 9 surface code. The
psuedo-threshold for each decoder is indicated by the intersec-
tion with the y = x line.
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FIG. 6. Logical error rates for MWPM (blue), HDRG (green)
and Neural ensemble (red) for distance 11 surface code. The
psuedo-threshold for each decoder is indicated by the intersec-
tion with the y = x line.
final layer of a concatenated code.
Our neural ensemble framework also benefits, similar
to neural decoders [18], from the lack of assumption made
on the error distribution, which allows it to be applied to
any underlying hardware and adapt to its corresponding
error distribution. In addition, ensemble decoding incurs
minimal performance cost as the individual decoders can
be run in parallel until the ensemble outputs the decoder
label to be used for decoding. Evaluating an input on a
trained neural network, known as inference, can be made
very efficient using various techniques [18, 35].
We finish this section by mentioning the limitations of
our approach. Our framework suffers from some of the
common problems faced by neural decoders. In particu-
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FIG. 7. Ratio of logical error rates of neural ensemble over
MWPM for distances 5, 7, 9 and 11.
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FIG. 8. Improvement in logical error rate for neural ensemble
over MWPM for distances 5, 7, 9 and 11.
lar, our ensemble cannot handle the complexity of larger
distances, as exemplified in Fig. 6 by the marginal gains
to the pseudo-threshold in the case of the distance 11 sur-
face code. Due to the increase in training data needed for
larger distances and the number of trainable parameters,
the training process becomes quickly computationally
unfeasible.
Another limitation mentioned in Section III E is con-
Distance HDRG MWPM Ensemble Gain
5 0.0654 0.0805 0.1114 38.38%
7 0.0685 0.1065 0.1221 14.64%
9 0.0863 0.1201 0.1286 7.08%
11 0.0922 0.1259 0.1307 3.82%
TABLE I. Pseudo-threshold comparison of HDRG, MWPM
and our Neural Ensemble for various code distances.
cerned with applying a convolution-based architecture to
topological codes apart from the surface code. It is not
obvious whether such a technique will work, as it requires
a representation that efficiently encodes correlations in
the error syndrome for the given topological code.
V. CONCLUSION AND OPEN QUESTIONS
We have presented a simple and powerful framework
for combining arbitrary decoders to boost decoding ca-
pability. Our neural ensemble framework uses standard
machine learning methods for the classification of decoders
with respect to error syndromes. Empirical results listed
in Table I demonstrate that an ensemble can improve the
pseudo-thresholds by more than 38% for small distance
surface codes compared to the MWPM decoder in the
depolarizing noise model. While our preliminary findings
show potential of our techniques being translated into
other error models such as the circuit error model, a more
thorough investigation is required. The use of neural
networks should allow our framework to adapt to the
underlying error model and thus be applicable to various
underlying hardware.
One of the main constraints on decoding is the low
coherence time of physical qubits. This requires the use
of very fast decoders which comes at the cost of error-
correcting capability.
Our ensemble framework can then be applied to two
or more of such decoders to boost their capability while
adding minimal performance cost as noted in the previous
section. We have also discussed the difficulty of applying
deep learning methods to large distances. Despite this
limitation, we observed that a hybrid approach using an
ensemble during the outer layers of error-correction for
a concatenated code, as an instance of a low error rate
constraint, should prove to be fruitful.
Based on our experiments, we sketch possible avenues
for future research. One direction to explore is finding a
method for constructing the set of decoders that maximize
the error-correcting capability of the corresponding ensem-
ble decoder built out of them. One interesting example
constitutes of combining efficient decoders specializing in
different error models to create a general purpose decoder
with the ability to handle non-idealized noise processes.
More sophisticated machine learning techniques may
also improve the classification task. In particular, noise
models allowing measurement errors involve a time-valued
correlation that benefit from recurrent neural network
techniques [18, 33]. Our framework can be extended to
use recurrent CNNs to account for measurement errors.
Recently, various methods to go beyond small distances
for neural decoders have been proposed [36, 37]. Those
might be applicable to our neural network architecture
and their investigation is the subject of future research.
Finally, another direction one may explore is applying
the ensemble framework for other types of codes (e.g.
8color codes, low-density parity-check (LDPC) codes etc.).
As discussed in Section III E, this requires a good represen-
tation of the error syndrome that encodes the correlations
between qubits.
We hope the ensemble framework is a valuable tool
for obtaining fast near-optimal decoders for topological
codes.
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