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1. Introduction
The paper is concerned with i.b.v.p.s for Schrödinger equations, linear and nonlinear, in a straight line region with
prescribed, moving boundaries, upon which (time-dependent) Dirichlet conditions are speciﬁed. Bounds, in terms of data,
are obtained for the L2 norm of the spatial derivative of the solution, or for a measure related thereto: in the context of
expanding boundaries, pointwise bounds for the solution may be inferred both in the linear case and in some nonlinear
cases (e.g. the defocusing case). Asymptotic properties of the bounds for the aforesaid norm are discussed in the linear case
(large times).
The methodology of the paper is based on a particularly compact formula – believed to be novel – for the L2 norm of
the spatial derivative of an arbitrary, complex-valued function whose values are assigned, as functions of time, on assigned,
moving boundaries of a straight line region. The motivation for the methodology is its apparent novelty.
There follows a detailed discussion of the results obtained, of related research publications, and of the notation used.
Section 2 discusses (two versions of) an interesting, unexpectedly compact formula – believed to be novel – for the time
derivative of the aforesaid norm of an arbitrary, smooth, complex valued function of space and time, deﬁned on a straight-
line region with two assigned, moving boundaries, on each of which its values are speciﬁed as functions of time. The case
of one moving boundary is also discussed. Almost all of the results of the paper are ultimately based on this formula. Sec-
tion 3 considers the i.b.v.p. for a linear Schrödinger equation in a region with prescribed moving boundaries upon which
time-dependent Dirichlet conditions are prescribed. The formulae mentioned in the previous paragraph are specialized to
this context. The resulting formulae are particularly concise, and may be regarded as generalizations of a conservation law
for the aforementioned norm, occurring when the boundaries are ﬁxed and the boundary values are constant. From these
formulae one deduces an upper bound for the aforementioned norm of the solution when the boundaries are expand-
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bounds are also shown to be valid when one boundary is moving, and the other is ﬁxed and upon which a zero Dirichlet
or Neumann condition is prescribed. It is established that the bounds in these latter circumstances (one moving boundary)
are asymptotically sharp for large times. Next, some theorems are established concerning the aforementioned asymptotic
sharpness/coincidence: it is shown to hold for a broad class of data, and the rate of convergence of the upper bound for the
aforementioned norm of the solution is established in these circumstances; further, asymptotic coincidence is shown to be
independent of initial values. The section also contains some remarks concerning other, related bounds for the aforemen-
tioned norm of the solution.
Section 4 considers an i.b.v.p. for a nonlinear Schrödinger equation with a nonlinear “source” or “forcing term”, depend-
ing on the dependent variable. The context is again a straight line region with moving boundaries, with time-dependent
Dirichlet boundary conditions. An upper bound, in terms of data, is obtained for a Hamiltonian-like functional of the so-
lution, when the boundaries are expanding/non-contracting, etc. In some cases (e.g. the defocusing case) this leads to an
upper bound for the L2 norm of the spatial derivative of the solution, from which pointwise bounds may be deduced. In
the context of zero Dirichlet conditions on expanding (non-contracting) moving boundaries, upper bounds for the L2 norm
of the spatial derivative are obtained in the “focusing case”, from which pointwise bounds again follow.
The upper bounds for the aforementioned norm of solutions, occurring throughout the paper, are of particular interest
in that they imply pointwise bounds for the solution itself. The importance of these pointwise bounds is due to the fact
that there does not appear to be any serviceable maximum, or comparison, principle for the time-dependent Schrödinger
equation – unlike the diffusion equation, for example. Section 5 is devoted to these pointwise bounds.
Section 6 contains related results and closing comments. This includes a brief discussion of applications of the funda-
mental methodology to i.b.v.p.s for other p.d.e.s.
Related results in the literature are now outlined. Moving boundary value problems for linear Schrödinger equations have
been considered by Yuce [1] and Jana and Roy [2] and by the authors quoted therein. This work may be characterized as
follows: a straight line region with one moving boundary is considered, zero Dirichlet boundary conditions are envisaged,
and a variety of transformations are used to furnish solutions in particular cases. The following is another class of related
studies: moving boundary problems, for both linear and nonlinear p.d.e.s (including equations of the Schrödinger type) have
been considered in Fokas and Schultz [3] and in the references quoted therein. The context is that of a straight line region
with one moving boundary, upon which time dependent conditions are speciﬁed, the other boundary extending to inﬁnity.
Integral representation methods are used and asymptotic properties of the solution, for large times, are studied. Related
work is reported in Fokas and Pelloni [4].
More recently, and more in the spirit of the present work, Flavin and Rogers [5] have obtained pointwise bounds for
an initial boundary value problem for the resonant nonlinear Schrödinger equation. The context is that of a straight line
region with prescribed, moving boundaries, expanding (or non-contracting), upon which zero Dirichlet boundary conditions
are imposed.
Notation. The usual notation for complex numbers is used throughout: the complex conjugate of the complex number z is
denoted by z¯, and its modulus |z| is such that
|z|2 = zz¯.
The real and imaginary parts of z are denoted by Re z and Im z respectively.
Moreover, subscripts denote partial differentiation with respect to the appropriate variables, while a superposed dot
denotes ordinary differentiation with respect to the (time) variable t , or to a time-like variable.
2. Fundamental lemma
Lemma 1a. Let u(x, t) be any complex-valued, smooth function in the interval
x1(t) < x < x2(t),
where x1(t), x2(t) are (assigned) smooth functions of t, the time variable, such that x1 < x2 and
u
(
xi(t), t
)= φi(t), (1)
where φi(t) are (assigned) smooth functions (i = 1,2). Deﬁning
F (t) =
x2(t)∫
x1(t)
∣∣ux(x, t)∣∣2 dx (2)
(L2 norm of the spatial derivative, squared), one has
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x2(t)∫
x1(t)
ut u¯xx dx+
2∑
i=1
(−1)i{|φ˙i|2 − ∣∣ut(xi(t), t)∣∣2}/x˙i(t) (3)
provided x˙i = 0.
When φ˙i(t) = 0 (i = 1,2), (3) is more appropriately written as
F˙ (t) = −2Re
x2(t)∫
x1(t)
ut u¯xx dx−
2∑
i=1
(−1)i∣∣ux(xi(t), t)∣∣2 x˙i(t) (4)
without restriction on x˙i(t).
When φ˙i(t) = 0 for just one value of i, the most appropriate form of (3), analogous to (4), will be obvious.
Proof. Differentiating (2), using Leibniz’s theorem, one obtains
F˙ (t) = 2Re
∫
uxt u¯x dx+
2∑
i=1
(−1)iux
(
xi(t),•
)
u¯x
(
xi(t),•
)
x˙i
= −2Re
∫
ut u¯xx dx+
2∑
i=1
(−1)i[2Re{ut(xi(t),•)u¯x(xi(t),•)}+ ux(xi(t),•)u¯x(xi(t),•)x˙i] (5)
where integration by parts is used in the last step and where all integrals in the above are over {x1(t), x2(t)}.
A suitable expression is now obtained for the term within square brackets in (5): differentiation of the boundary condi-
tion (1) gives
ut(xi,•) + ux(xi,•)x˙i = φ˙i, (6)
leading to
2Re
{
ut
(
xi(t),•
)
u¯x(xi,•)
}+ ux(xi,•)u¯x(xi,•)x˙i = 2Re{u¯x(xi,•)φ˙i}− ux(xi,•)u¯x(xi,•)x˙i . (7)
Assuming x˙i = 0, one may complete the square in the right-hand side of (7) to give
x˙i
[−ux(xi,•)u¯x(xi,•) + 2Re{u¯x(xi,•)φ˙i}/x˙i]= x˙i[φ˙iφ/x˙2i − {ux(xi,•) − φ˙i/x˙i}{u¯x(xi,•) − φ˙i/x˙i}]
= φ˙iφ˙i/x˙i − ut(xi,•)u¯t(xi,•)/x˙i (8)
where (6) has been used again.
Combining, (5), (7), (8) establishes (3), while (4) follows from (5) and (6). Thus the proof of Lemma 1a is completed. 
A less general, less compact version of this lemma is given in [6]. It is convenient also to record a related lemma, even
though it may be inferred from the previous one. The opportunity is taken to introduce therein an appropriate simpliﬁcation
of notation.
Lemma 1b. Suppose u(x, t) is any complex-valued, smooth function in the interval
0 < x < L(t), (9)
L(t) being an assigned, smooth function. Suppose
u(0, t) = 0 (a) or ux(0, t) = 0 (b)
and
u
(
L(t), t
)= φ(t) (c)
⎫⎪⎬
⎪⎭ (10)
where φ(t) is an assigned, smooth function. Deﬁning (or redeﬁning), in the present context,
F (t) =
L(t)∫
0
∣∣ux(x, t)∣∣2 dx, (11)
one has
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L(t)∫
0
ut u¯xx dx+
{|φ˙|2 − ∣∣ut(L(t), t)∣∣2}/L˙(t) (12)
where L˙(t) = 0.
When φ˙ = 0, (12) is more appropriately written
F˙ (t) = −2Re
L(t)∫
0
ut u¯xx dx−
∣∣ux(L(t), t)∣∣2 L˙(t), (13)
without restriction on L˙.
3. Linear Schrödinger equations: formulae and bounds
Smooth solutions of the linear Schrödinger equation
iut = uxx, (14)
t denoting the time variable, are now considered, in a straight line region with assigned moving boundaries and assigned
boundary conditions, as envisaged in Lemmas 1a, 1b. The lemmas are used to record useful formulae, which reduce to
conservation laws in the limit of ﬁxed boundaries and φ˙i = 0 (or φ˙ = 0). The formulae follow on noting that the integrals
in (3), (4), and (12) and (13), vanish when (14) obtains:
Formula 1a. For smooth solutions of (14) under the hypotheses of Lemma 1a we have when
x˙i = 0 (for all i and t),
F˙ (t) =
2∑
i=1
(−1)i{|φ˙i|2 − ∣∣ut(xi(t), t)∣∣2}/x˙i(t)
and if φi is constant (for all i) and xi is arbitrary, then
F˙ (t) = −
2∑
i=1
(−1)i∣∣ux(xi(t), t)∣∣2 x˙i(t).
Formula 1b. Under the hypotheses of Lemma 1b we have when L˙ = 0 (for all t)
F˙ (t) = {|φ˙|2 − ∣∣ut(L(t), t)∣∣2}/L˙(t),
and if φ is constant and L arbitrary
F˙ (t) = −∣∣ux(L(t), t)∣∣2 L˙(t).
In connection with the bounds arising subsequently the terms expanding boundary, non-contracting boundary, contracting
boundary, non-expanding boundary, are deﬁned, for each boundary
xi = xi(t), by (−1)i x˙i > 0, (−1)i x˙i  0, (−1)i x˙i < 0, (−1)i x˙i  0
respectively. The foregoing formulae imply bounds, in terms of data, for initial boundary value problems for the Schrödinger
equation (14) (u being speciﬁed at t = 0) in the contexts of Lemmas 1a, 1b, with expanding (or non-contracting), or with
contracting (or non-expanding) boundaries, as follows:
Theorem 1. For smooth solutions of i.b.v.p.s for Schrödinger equation (14) in the context of Lemma 1a (two moving boundaries), F (t),
deﬁned by (2), satisﬁes
F (t) F (0) +
2∑
(−1)i
t∫ {∣∣φ˙i(τ )∣∣2/x˙i(τ )}dτ (15)i=1 0
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expanding), provided that, in both cases,
t∫
0
∣∣φ˙i(τ )∣∣2/∣∣x˙i(τ )∣∣dτ < ∞, i = 1,2.
If φ˙i ≡ 0 (i = 1,2) the bound (15) is more appropriately written as
F (t) F (0), (16)
the reverse inequality holding in the case of contracting (or non-expanding) boundaries.
Proof. In the case x˙2 > 0, x˙1 < 0, the result (15) follows from Formula 1a (corresponding to Lemma 1a) on dropping the
non-positive terms therein. A limiting process allows x˙2  0, x˙1  0, under the conditions stated. Both (16) and the reverse
inequalities corresponding to (15) and (16) follow similarly. 
Remark 1. A lower bound for F (t)-independent of the p.d.e. and the nature of the boundary motion – is available to
complement (15): an elementary use of Schwarz’s inequality together with the boundary conditions gives
F (t)
∣∣φ2(t) − φ1(t)∣∣2/{x2(t) − x1(t)}.
It is also available as an alternative to the reverse of (15) in the case of contracting boundaries.
Remark 2. It is obvious that variants of the results (15), (16) are obtainable if either of the boundary conditions (1) is
replaced by a counterpart boundary condition of the type
ux
[
xi(t), t
]= 0;
and that at an end on which such boundary condition holds, no restriction on the boundary motion (expansion or contrac-
tion) is required.
It is convenient to record the counterpart of Theorem 1 in the context of Lemma 1b – but with additional elements
concerning “sharpness”.
Theorem 2. For smooth solution of i.b.v.p.s for Schrödinger’s equation (14) in the context of Lemma 1b (one moving boundary), F (t),
given by (11), satisﬁes
F (t) F (0) +
t∫
0
{∣∣φ˙(τ )∣∣2/L˙(τ )dτ}=: F¯ (t) (17)
if the moving boundary is expanding (or non-contracting), and provided
t∫
0
∣∣φ˙(τ )∣∣2/L˙(τ )dτ < ∞.
Moreover, the inequality (17) is asymptotically sharp as t → ∞.
In the case of a contracting (non-expanding) boundary, one has
F (t) F (0) −
t∫
0
{∣∣φ˙(τ )∣∣2/∣∣L˙(τ )∣∣}dτ =: F (t) (18)
provided
t∫
0
∣∣φ˙(τ )∣∣2/∣∣L˙(τ )∣∣dτ < ∞.
Moreover, the inequality (18) is asymptotically sharp for large times (though in a somewhat different sense to (17)).
Further if φ˙ ≡ 0, the inequalities (17) and (18) are more appropriately written
F (t) F (0), F (t) F (0) (19)
when L˙  0, L˙  0 respectively.
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follow from Formula 1a.
The asymptotic sharpness of (17) as t → ∞, is now addressed [noting that a single, non-trivial example is suﬃcient to
establish this]. Suppose, for deﬁniteness, that the boundary condition (10b) obtains on the ﬁxed end x = 0. Consider the
simple polynomial solution of (14):
u(x, t) = x2 − 2it (20)
– compatible with (10b) – together with (for simplicity) the “expanding” motion
L(t) = 1+ t. (21)
These generate the “data”
φ(t) = (1+ t)2 − 2it; u(x,0) = x2.
These “data”, in turn, generate the unique solution (20) of (14) under the stated b.c.s. [That the solution, corresponding to
these data is indeed unique is easily proved by standard methods, unaffected by the moving boundary.] Straightforward
computation gives
F¯ (t)/F (t) = {(1+ t)3 + 3t}/(1+ t)3 → 1 as t → ∞.
If the boundary condition (10a) replaces (10b) a similar analysis is applicable (e.g. consider u = x3 − 6ixt).
In order to establish asymptotic sharpness (of a somewhat different type) in the case of (18), for a contracting region
L˙ < 0, we proceed thus: For deﬁniteness, consider again the boundary condition (10b) and suppose, for simplicity, that
L(t) = T − t,
where T is a positive quantity and t < T . Consider again the solution (20). The foregoing generate the “data”
φ(t) = (T − t)2 − 2it; u(x,0) = T 2.
Put
t = θT ,
where θ is a such that 0 < θ < 1. Direct calculation shows that
F (θT )/F (θT ) = (1− θ)3/{(1− θ)3 − 3θT−2}
for suﬃciently large T , so as to ensure that the denominator is positive. Plainly there is asymptotic coincidence of F (θT )
and F (θT ) in the sense that
lim
T→∞ F (θT )/F (θT ) = 1. (22)
This proof is easily adapted to the context of the boundary condition (10a). 
The asymptotic coincidence (as t → ∞) of the measure F (t) and its upper bound, given by (17), has been established
already. Two theorems are now established which generalize this considerably:
(i) Asymptotic coincidence is established for data generated by a very general polynomial solution generalizing (20) and
by a motion generalizing considerably that given by (21); moreover, an estimate is established for the rate of conver-
gence.
(ii) If there is asymptotic coincidence for a given set of data, this coincidence continues to hold if the initial value of u is
changed (everything else remaining unchanged).
With a view to establishing the ﬁrst of these, we consider the polynomial solution class of (14)
u(x, t) =
n∑
m=0
ampm(x, t), (23)
am being (complex) constants, where
p(x, t) :=
[/2]∑
x−2k(−it)k/{( − 2k)!k!} (24)
k=0
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L(t) =
p∑
r=0
brt
r (25)
where b are non-negative constants, with p  1, such that
b0 > 0, b1 > 0, bp > 0.
Note that when am = 0 for even m, the class (23), (24) is compatible with the boundary condition (10a) – subsequently
called the odd class; further that when am = 0 for odd m, the solution class (23), (24) is compatible with the boundary
condition (10b) – subsequently called the even class.
Note also that when t replaces – it in (23), (24), one is dealing with the diffusion equation. In these circumstances, it is
known [7] that there is a sense in which any solution may be represented by such a solution form, with arbitrary accuracy
– albeit for a ﬁnite range of x, t . It is perhaps likely that a similar result would hold for the Schrödinger equation.
Theorem 3. For solutions of the i.b.v.p. for Schrödinger’s equation (14) in the context of (17), Theorem 2, corresponding either to the
boundary condition (10b) and the data generated by (23), (24) (even class), (25), or to the boundary condition (10a) and the data
generated by (23), (24) (odd class), (25), one has
1− F (t)/ F¯ (t) = Θ(t−2(2p−1)) (26)
as t → ∞.
Proof. Integration of Formula 1a and re-arrangement leads to
1− F (t)/ F¯ (t) = T (t)/ F¯ (t) (27)
where
T (t) =
t∫
0
{∣∣ut(•, τ )∣∣2/L˙(τ )}dτ .
A careful analysis in the case of boundary condition (10b) and the data generated by (23), (24) (even class), (25), yields
F¯ (t) = Θ[t(2n−1)p], T (t) = Θ[t(2n−5)p+2]
as t → ∞, and on using the foregoing and (27), one recovers (26).
In the case of boundary condition (10a) and the data generated by (23), (24) (odd class), (25), a careful analysis similarly
leads to (26). 
Remark 3. Suppose that the motion (24) is replaced by
L(t) = 1+ btp
where b, p are arbitrary positive constants. Then Theorem 3 continues to be valid provided that 1 > p > 1/2.
Remark 4. It is likely
(i) that an analogue of Theorem 3 could also be obtained for contracting regions, generalizing the result (22);
(ii) that asymptotic coincidence results in the context of Theorem 1 (two moving boundaries), generalizing Theorem 3,
could also be obtained – but the details are likely to be less tractable.
A theorem of the type described in (ii), in the paragraph following (22), is now given. It is appropriate to deﬁne a
quantity F¯1(t) related to the upper bound F¯ (t) (arising in (17)), not depending on the initial value of u: Deﬁning
F¯1(t) =
t∫
0
{∣∣φ˙(τ )2∣∣/L˙(τ )}dτ ,
one has
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F (t) → ∞ as t → ∞, lim
t→∞ F (t)/ F¯1(t) = 1. (28)
Suppose that when the initial value of u is changed, all other conditions remaining unchanged, the solution u(x, t) changes to v(x, t).
Then the quantity
G(t) =
L(t)∫
0
|vx|2 dx
satisﬁes
lim
t→∞G(t)/ F¯1(t) = 1. (29)
Proof. Deﬁning
w(x, t) = v(x, t) − u(x, t) (30)
and
H(t) =
L(t)∫
0
|wx|2 dx,
from (191) it follows that
H(t) H(0), (31)
H(0) being a ﬁnite quantity.
Letting α being an arbitrary positive constant, (30) and the arithmetic–geometric inequality lead to
(1+ α)|ux|2 +
(
1+ α−1)|wx|2  |vx|2,
and, on using (31), there follows
(1+ α)F (t)/ F¯1(t) +
(
1+ α−1)H(0)/ F¯1(t) G(t)/ F¯1(t).
Letting t → ∞, (28) leads to
1+ α  lim
t→∞G(t)/ F¯1(t). (32)
Similarly, letting β be an arbitrary positive constant, one obtains
(1+ β)G(t)/ F¯1(t) F (t)/ F¯1(t) −
(
1+ β−1)H(0)/ F¯1(t),
and, letting t → ∞,
lim
t→∞G(t)/ F¯1(t) (1+ β)
−1. (33)
The inequalities (32), (33) together imply (29), completing the proof of the theorem. 
The discussion of Theorem 4 is completed by the following observations:
(i) The hypotheses (28) are valid not alone for the broad class of data corresponding to (25) and (24) (specialized to meet
boundary conditions (10a) or (10b) as appropriate), but also for the broad class of data corresponding to (25), with p > 1,
and the separable variable solution of (14) (specialized to meet the boundary conditions (10a) or (10b) as appropriate)
u(x, t) = (Am cosmx+ Bm sinmx)exp
(
im2t
)
,
Am, Bm being coeﬃcients, not both zero, and m being real and non-zero, or by a suitable superposition of separable solu-
tions, as aforesaid. Further, it may be that the hypotheses (28) hold in still broader circumstances.
(ii) Theorem 4 can obviously be generalized to the context of Theorem 1.
560 J.N. Flavin / J. Math. Anal. Appl. 371 (2010) 552–5634. Nonlinear Schrödinger equations: solution bounds
An i.b.v.p. is considered for the nonlinear Schrödinger equation
iut = uxx − f
(|u|2)u, (34)
where f is a given, smooth function of its argument, in the context of Lemma 1a (i.e. in a region with two moving bound-
aries x = x1(t), x = x2(t); x2 > x1), with Dirichlet boundary conditions (i.e. u(xi(t), t) = φi(t)). It is supposed that
u(x,0) = Ψ (x)
where ψ is a smooth function, and that smooth solutions exist.
On deﬁning the (Hamiltonian-like) functional
E(t) = F (t) +
x2(t)∫
x1(t)
g
(|u|2)dx (35)
where
g(s) =
s∫
0
f
(
s′
)
ds′,
and where F (t) is given by (2), one may prove the following.
Theorem 5. Provided that the boundaries are non-contracting, one has
E(t) E(0) +
2∑
i=1
(−1)i
[ t∫
0
{∣∣φ˙i(τ )∣∣2/x˙i(τ ) + g(∣∣φ˙i(τ )∣∣2)x˙i(τ )}dτ
]
(36a)
provided that
t∫
0
(∣∣φ˙i(τ )∣∣2)/∣∣x˙i(τ )∣∣< ∞, i = 1,2.
The bound (36a) is more appropriately written as
E(t) E(0) (36b)
when φi(t) ≡ 0 (i = 1,2).
The reverse inequalities hold in the case of non-expanding boundaries.
Proof. The proof – analogous to that of Theorem 1 – is based on Lemma 1a together with the observation
−2Re
∫
ut u¯xx dx = −2Re
∫
f
(|u|2)u¯ut dx = −
∫ {
g
(|u|2)}t dx
= −d/dt
∫
g
(|u|2)dx+ 2∑
i=1
(−1)i g(∣∣φi(t)∣∣2)x˙i(t)
where Leibniz’s theorem has been used in the last step and where all integrals arising, both here and elsewhere in this sec-
tion, are over x1(t), x2(t), unless the context indicates otherwise. By a suitable limiting process (36b) follows from (36a). 
Some implications of Theorem 5 are now discussed and these are embodied in Corollaries 1, 2, 3.
Corollary 1.When f  0, Theorem 5 implies an upper bound for F , in terms of data.
The remaining corollaries require the following proposition: if the boundary conditions are null (φ1 = φ2 = 0), then
G(t)
∫ ∣∣u(x, t)∣∣2 dx
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G(t) = G(0), (37)
the proof being standard, unaffected by the moving boundaries.
An improvement in the bound for F implied by Corollary 1 is available in some instances, as follows, for example:
Corollary 2. If the boundary conditions are null (φ1 = φ2 = 0), if the boundaries are non-contracting, and if
f (s) = μsn
where μ, n are positive constants (the “defocusing” case), then
E(0) F (t) + μ(n + 1)−1[G(0)]n+1[x2(t) − x1(t)]−n.
This follows from (36b), (37) and Hölder’s inequality.
In the remaining corollary, and in Theorem 6 that follows it, it is supposed that
f (s) = −μsn (38)
where μ,n are again positive constants (the “focusing” case). One has
Corollary 3. If the boundary conditions are null (φ1 = φ2 = 0), if the boundaries are non-contracting, and if (38) holds with n < 2,
F (t) is bounded (uniformly) above by the sole positive root of
ξ − Jξn/2 − ∣∣E(0)∣∣= 0
where
J = K 2(n+1)μ(n + 1)−1[G(0)]1+n/2
and where K is a (dimensionless) constant in the inequality (of the Nash–Sobolev) type, for standard norms,
‖v‖2(n+1)  K‖v‖(n+2)/2(n+1)2 ‖vx‖n/2(n+1)2
where v is an arbitrary, complex-valued, smooth function vanishing at the ends of the interval.
This result follows from (36b), (37) and an inequality of the Nash–Sobolev type, using the approach of Glassey [8]. See
also Flavin and Rogers [5] in the case n = 2, but in a more general setting.
Corollary 3 breaks downs when n > 2. Another upper bound for F (t) is now derived which does not suffer from this
deﬁciency; however, it is only valid for suﬃciently small times. In a sense, the aforementioned restriction is to be expected
in that for n > 2 and ﬁxed boundaries, it is known that there exist initial conditions for which the solution blows up, e.g.
Glassey [8], Kavian [9].
The bound referred to is contained in the following.
Theorem 6. In the context of the i.b.v.p. speciﬁed by (34), etc. where f is given by (38), and where zero Dirichlet conditions (φ =
φ2 = 0) obtain on non-contracting boundaries, the quantity F (t), deﬁned by (2), satisﬁes
{
F (t)
}n 
[{
F (0)
}−n − 41−nμn2
t∫
0
{
x2(τ ) − x1(τ )
}n
dτ
]−1
(39)
provided that t is suﬃciently small – as speciﬁed by the positivity of the denominator of the right-hand side of (39).
Proof. Assuming (38), Lemma 1a together with (34) in the context of zero Dirichlet conditions on non-contracting bound-
aries gives, on eliminating the ut term,
F˙ (t) 4μn
∫
|u|2(n−1) Re u¯ux Imuu¯x dx.
Applying Schwarz’s inequality thereto gives
F˙ (t) 4μn
∫
|u|2n|ux|2 dx 41−nμn
[
x2(t) − x1(t)
]n
Fn+1
on using (42) in the last step. Integration of the differential inequality gives the result. 
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Using the fundamental inequalities in Lemma 2 hereunder, pointwise bounds (in terms of data) can be deduced from
the upper estimates for F (t), deﬁned both by (2) and (11), that have been obtained in this paper. One reason why these are
interesting is that there do not appear to be any serviceable maximum or comparison, principles for the (time-dependent)
Schrödinger equation, whereby pointwise bounds (reﬂecting position) may be obtained. This is unlike the diffusion equa-
tion.
One needs the following lemma, obtainable from Schwarz’s inequality. The inequalities are optimal in all cases.
Lemma 2. For complex valued functions Ψ (x) ∈ C1[0, ],
(a) when Ψ (0) = 0,
∣∣Ψ (x)∣∣2  x
∫
0
|dΨ/dx|2 dx, (40)
(b) when Ψ () = 0,
∣∣Ψ (x)∣∣2  ( − x)
∫
0
|dΨ/dx|2 dx, (41)
(c) when Ψ (0) = Ψ () = 0,
∣∣Ψ (x)∣∣2  x( − x)
∫
0
|dΨ/dx|2 dx. (42)
The required pointwise bounds follow from the above lemma, as follows:
Denoting by F¯ (t) the upper bound for F (t), deﬁned by (2), in the context of (15), or of (36a) in certain circumstances,
one has
∣∣u(x, t) − φ1(t)∣∣2  (x− x1(t)) F¯ (t),
together with an analogous bound for |u(x, t) − φ2(t)|. When the context is such that φ1(t) = φ2(t) = 0, one has∣∣u(x, t)∣∣2  (x− x1(t))(x2(t) − x)(x2(t) − x1(t))−1 F¯ (t).
Denoting by F¯ (t) the upper bound for F (t), deﬁned by (11), one has in the context of (17)
∣∣u(x, t) − φ(t)∣∣2  (L(t) − x) F¯ (t),
while if u(0, t) = 0
∣∣u(x, t)∣∣2  xF¯ (t).
For the purposes of illustration, the second last inequality as applied to the quantities (20), (21) (arising in connection
with the asymptotic sharpness of the bound (17)) gives
∣∣(1+ t)2 − x2∣∣√(1+ t − x)(4/3){(1+ t)3 + 3t}.
Taking x = 0 (the least favourable case) one ﬁnds
right-hand side/left-hand side
√
4/3 as t → ∞.
6. Closing comments and related results
The methodology used is likely to have other applications, not only to Schrödinger equations but to others also, and not
only in one dimension (but without the attendant pointwise bounds in the latter circumstances).
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(a) Suppose that u is real in the contexts of Lemmas 1a, 1b, and that it satisﬁes the diffusion equation
ut = uxx
together with the usual initial condition, then (15), (16) of Theorem 1 and (17), (191) of Theorem 2 may easily be
shown to be valid. A brief discussion of this and related matters appears in [10].
(b) Suppose that u is real in the context of Lemmas 1a, 1b, and that it satisﬁes the wave equation
utt = uxx
together with the usual initial conditions. Bounds, in terms of data, for the L2 norm of ux , in these and in more general
circumstances, will be discussed in a future paper [11].
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