In this paper, we develop an admixture F-model (AFM) for the estimation of population-level coancestry coefficients from neutral molecular markers. In contrast to the previously published F-model, the AFM enables disentangling small population size and lack of migration as causes of genetic differentiation behind a given level of F ୗ . We develop a Bayesian estimation scheme for fitting the AFM to multiallelic data acquired from a number of local populations. We demonstrate the performance of the AFM using simulated data sets and real data on ninespine sticklebacks (Pungitius pungitius) and common shrews (Sorex araneus). The results show that the parameterization of AFM conveys more information of the evolutionary history than a simple summary parameter such as F ୗ . The methods are implemented in the R package RAFM.
Introduction
In the fields of animal and plant breeding, coancestry coefficients are often used as measures of relatedness between individuals (Bink et al. 2008) . For example, in a noninbred population the coancestry between full-sibs or between a parent and an offspring is 1 4 ൗ , and the coancestry between half-sibs is 1 8 ൗ (Lynch and Walsh 1998) . Coancestry is the same as probability of identity by descent (IBD) at the limit of a low mutation rate and given a non-inbred ancestral population. Two genes are said to be identical by descent if and only if they have not mutated since the most recent common ancestor.
Individual-level coancestry coefficients (or probabilities of IBD) are useful in gene mapping, because they tell how much the genomes of two individuals are expected to resemble each other, i.e. they summarize the expected level of genetic similarity. In analogy, population-level coancestry coefficients can be used as measures of relatedness between local populations, and they can be combined with phenotypic data to detect signals of selection in quantitative traits, as opposed to those caused by random drift (Mckay and Latta 2002; Merilä and Crnokrak 2001; Ovaskainen et al. 2011) .
Coancestry coefficients can be calculated directly, if pedigree information is available, but their estimation for natural populations is often challenging. One approach for doing so is to use the link between coancestry coefficients and coalescence times (see Rousset 2004) . Coalescence time distributions can be solved, at least numerically, for a population that is in a stationary state, assuming that the demographic parameters are known (Bahlo and Griffiths 2001) . However, in the context of evolutionary ecology of natural populations, this is rarely the case, as there is often limited direct information on demographic history, and it can be unrealistic to assume any kind of stationarity. Instead, a common approach is to infer the demographic history using neutral molecular markers genotyped from the present generation. One statistical framework for estimating coancestry coefficients in this way is given by the F-model (Falush et al. 2003; Gaggiotti and Foll 2010) .
However, this approach suffers from the structural limitation that the subpopulations are assumed to have radiated independently from the ancestral population, so that there has been no recent gene flow. Consequently, the F-model cannot account for limited gene flow and small population size as alternative sources of genetic differentiation (Gaggiotti and Foll 2010) .
In animal and plant breeding, a number of alternative methods have been developed for estimating coancestry coefficients from molecular marker data for pairs of individuals. Bink et al. (2008) survey seven such methods, concluding that the surveyed estimators have poor statistical properties, except in the special case that the allele frequencies are known for a hypothetical reference population. Furthermore, as Fernandez and Toro (2006) point out, many of these estimators have undesired mathematical properties, e.g. they may yield logically incompatible estimates for different pairs of individuals.
Software by Maenhout et al. (2009) removes some of these flaws by post-hoc modification of the parameter estimates.
In this paper, we focus on the case where neutral genotypic data are available for a set of subpopulations, and the problem is to infer the matrix of coancestry coefficients among these local populations. We model the demographic histories of the subpopulations by an admixture of evolutionary independent lineages, thus extending the F-model in a way that relaxes the structural assumption noted above. We use an admixture of independent lineages as a phenomenological model for the evolutionary history of a metapopulation where local populations experience a limited level of gene flow. Apart from Gaggiotti and Foll (2010) , our method is also a generalization of that of Fu et al. (2005) , because we consider multiallelic loci and a more general population structure than the case of clustered subpopulations. With these extensions, our model contains both gene flow and pure random drift as factors influencing the level of differentiation. Contrary to the 'pairwise methods' used in animal and plant breeding, both the original F-model and our model permit writing the likelihood of individual-level data directly as a function of population-level coancestry coefficients. In the following, we first introduce the modelling approach, then its Bayesian parameterization that we have implemented in the R-package RAFM, and finally we illustrate the modelling approach with the help of simulated and real data.
The modelling approach
Coefficients of coancestry. Our main interest is in the estimation of 
is the probability that the two gene copies coalesce exactly ‫ݐ‬ generations before present, and ߤ is the per-locus per generation probability of mutation. Bahlo and Griffiths (2001) Sometimes the biological context is such that there has been a major perturbation, such as the last ice age, after which the subpopulations have diverged from a common ancestral pool. In this case, instead of assuming stationarity, it is more natural to consider a finite population history of ܶ generations. In this case,
where the expectation is taken over the distribution of pedigrees generated by the demographic model. The approximation is justified if the mutation rate is low compared to the number of generations.
The relationship between coancestry and F ST .
F ୗ is one of the most widely used statistics in population genetics, and it is routinely used as a measure of genetic differentiation (Rousset 2002; Rousset 2004; Whitlock 2011 
is the number of populations. In this paper, we define We are chiefly interested in estimating the coancestry coefficients and investigating the properties of the AFM, but we also report The admixture F-model (AFM). In this section, we extend the F-model (Falush et al. 2003; Gaggiotti and Foll 2010) to an admixture F-model (AFM) that allows for gene flow among the local populations. As is the case with the original F-model, we assume that the local populations are derived from a common ancestral population, and consider the limit of a small mutation rate, i.e. the situation that relates to Eq. 3.
Denoting the frequency of allele u at locus ݆ in the ancestral generation by ‫ݍ‬ ௨
, the expectation and variance of the allele frequency in population ‫ܣ‬ can be written as
is a factor that depends on the demographic model (Lynch and Walsh 1998) . For an isolated population of a constant effective size,
7 ሻ (Lynch and Walsh 1998) . A convenient distributional form that satisfies the above is
in absence of mutation. By Eq. 9, a small value of ܽ corresponds to a small effective population size or a large number of generations ܶ , both of which imply a high amount of random genetic drift. The Dirichlet distribution is just a convenient approximation for the distribution of allele frequencies under pure random drift, as their true distribution is difficult to implement in a statistical model (see Supplement S2 ). Also the truncated normal distribution is often used to approximate this distribution (Balding 2003; Coop et al. 2010; Nicholson et al. 2002) . However, the truncated normal distribution is more difficult to adapt to the multiallelic case than the Dirichlet distribution as the frequency distribution is constrained by the condition
. For a discussion on the relative accuracy of the et al. 2003) . Technically, our construction is analogous to factor analysis (see e.g. Gorsuch
1983), with lineages as factors, and lineage loadings
ߢ as factor loadings.
A convenient property of the AFM is that the subpopulation-level coancestry coefficients depend on the model parameters in a very simple way. As shown in Supplement S1,
Thus, after fitting the AFM to data it is straightforward to obtain an estimate of the matrix of population-to-population coancestry coefficients. By construction, this matrix will be always positive-definite, avoiding the logical problems from which some of the earlier methods suffered from (see Fernandez and Toro 2006) .
Assuming no genetic structure within subpopulations, i.e. a random distribution of alleles among and within individuals, the genotype of each individual in subpopulation ‫ܣ‬ is a multinomial random variable,
. Notably, inbreeding due to a 1 1 small population size is represented by a high intra-population coancestry ߠ ࣪ , whereas an increased level of inbreeding due to assortative mating could be added to the model by assuming a dependency between the allelic states of the two gene copies within an individual, but we do not consider that in this paper.
Parameter estimation with Bayesian inference. To parameterize the AFM with Bayesian inference, prior distributions need to be defined for the primary parameters , and . We assume the distributional forms 
with the distributional form of each factor being specified above. As noted above, the coancestry coefficients are not directly involved in the estimation procedure, but their posterior distribution is determined by that of ሺ , ሻ (Eq. 12). We use the adaptive random- 
Numerical examples
We tested the performance of the method described above with two kinds of simulated data: data generated by the AFM itself, and data generated through individualbased pedigrees which we in turn generated by a demographic model with continuous migration among subpopulations. The first type of data was used to investigate the performance of the estimation scheme in the ideal case that the data follows the structural assumptions of the model. The second type of data was used to examine if a mixture of independent lineages can yield a good approximation of a more realistic demography in the . Figure 3 shows how the accuracy of the estimated F ୗ value increases with sample size. As expected from earlier research (Gaggiotti and Foll 2010; Wang and Hey 2010) , increasing the number of loci improves the accuracy much more rapidly than increasing the number of individuals. Analogously, increasing the number of alleles per each locus, i.e. increasing the level of polymorphism, brings more resolution to the data, and thus it also rapidly improves parameter estimates. Contrary to the case studies of Jost (2008) , but consistently with the fact that F ୗ is defined through coancestry, the estimates of F ୗ do not decrease when the polymorphism of marker loci increases (Fig. 3A) .
To test if local drift and lack of gene flow could be separated as alternative causes of genetic differentiation, we repeated the above ( . As the purpose of this simulation study was to examine if the AFM is able to approximate individual-based pedigrees rather than to test its statistical power (which we demonstrate in Figures 3 and 4) , we assumed that large data sets were available, i.e. 100 individuals per subpopulation genotyped for 32 loci (even for the smaller subpopulations), each having 4 allelic variants in the ancestral generation. We created four replicate data sets for each of the scenarios 1-3. Figure   5B shows that our approach performs well also for estimating F ୗ from the individual-based data, though there is a slight bias upwards for Scenario 2 with a high amount of drift. Here the true values of the coancestry coefficients were computed from the simulated pedigree using first the standard recursive relationships (Supplement S1), and then averaging the individual-level coancestries over the natural subpopulations (not the genotyped individuals), according to Eq. 1. For comparison, the Weir-Cockerham estimator (Weir and Cockerham 1984) , implemented in FSTAT (Goudet 1995) , gives very similar results (Fig. 5B) . Thus, the novelty of our approach is not in estimation of The second data set originates from a much smaller spatial setting, containing samples of the common shrew (Sorex araneus) on islands on the lake Sysmä (62°40'N, 31°20'E) and the surrounding mainland in Finland (Hanski and Kuitunen 1986 ). Here we utilize data from the mainland, two large islands (L1 and L3, areas 3.8 and 4.4 ha) and two small islands (S5 and S10, areas 0.7 and 0.4 ha). The islands form two pairs, each consisting of a large and a small island, so that the distance between L1 and S5, as well as the distance between L3 and S10, is less than 500 meters, but the distance between any other pair of islands is at least 1,300 meters. The diameter of the lake is ca. 3 km, and thus the size of the study system is comparable to the potential migration distances of shrews (Hanski and Kuitunen 1986) .
The small spatial scale is reflected by the low overall degree of population differentiation, the AFM yielding the estimate size, the within sub-population relatedness (ߠ ࣪ ) is lower for the mainland (median estimate 0.01) than for the islands (0.12, 0.10, 0.09 and 0.08 for L1, L3, S5 and S10, respectively).
These findings are in line with the population-specific F ୗ estimates (0.01, 0.12, 0.09, 0.09, 0.06 in the same order). The only off-diagonal terms that are equal to or higher than 0.01 in the median estimate are between the mainland and the island L1 (0.01) and between the islands L3 and S10 (0.01) that are located close to each other, but it is hard to draw conclusions on a more general pattern based on this observation. This is in line with the discriminant function analysis based on metrical traits by Hanski and Kuitunen (1986) , which also revealed little indication of isolation by distance.
Discussion
The admixture F-model (AFM) can be used to infer population-level coancestry coefficients ߠ ࣪ from genotypic data. Mathematically, the AFM is a generalization of the model of Fu et al. (2005) for multiallelic data and a more general population structure. As discussed above, the estimates of ߠ ࣪ also relate to coalescent theory and thus the definition of F ୗ by (Rousset 2004) . Using the AFM for estimating F ୗ is justified subject to two conditions: First, we have assumed that the subpopulations have diverged from a common ancestral population at some time in the past. Second, we have assumed that the mutation rate is low compared to the time elapsed since divergence, or at least compared to the influence of potential gene flow after time since divergence. If these two conditions are met, ߠ ࣪ is close to its coalescent-based analogy (ߠ ࣪ ), and thus it can be used for calculating the coalescentbased F ୗ (Rousset 2004; Slatkin 1991; Slatkin 1995) . The AFM models the allele frequencies by an admixture of evolutionary independent lineages, but this assumption is less restrictive. As the simulations show, it can also be used to mimic the effects of continuous gene flow (Fig. 5) .
The parameters of the AFM convey information about the demographic history of the local populations, as we have demonstrated with the simulated data and the two natural data sets. Using the AFM, it is possible to analyze the level of connectivity between the subpopulations (as characterized by ), and the relative effective population sizes of the underlying evolutionary lineages. However, it is not possible to disentangle the absolute effective population sizes and the number of generations after divergence (as they are not identifiable on basis of alone), nor it is possible to deduce per-capita rates of migration.
Apart from demography, the AFM also makes a number of assumptions regarding the type of genetic data. As discussed above, the mutation rate is assumed to be low, suggesting that using microsatellite markers should be avoided. As usual in populationgenetic studies, we have also assumed that the markers used are selectively neutral. Thus, markers subject to diversifying (stabilizing) selection is likely to cause an upward (downward) bias in the estimate of F ୗ , as is the case of F ୗ estimates obtained by other methods (Excoffier et al. 2009 ). Thirdly, we have ignored genotyping error, which is known to increase the sampling variation of F ୗ estimates (Bonin et al. 2004; Herrmann et al. 2010) .
The implementation of these features to the present framework would be an important extension that we hope to be addressed by future work. Finally, we have used the Dirichlet distribution to model random genetic drift within each of the independent lineages. This approximation should be taken with some criticism (Balding 2003; Nicholson et al. 2002) .
Some authors have used truncated normal distribution in place of Dirichlet for estimating F ୗ (Coop et al. 2010; Nicholson et al. 2002; Weir and Hill 2002) . However, both of these statistical models are approximations of the true model, and both of them have their limitations, which we discuss in Supplement S2.
For the molecular ecologists and population geneticists, in quantitative traits (Mckay and Latta 2002; Merilä and Crnokrak 2001) , though we note that also this analysis can be done more effectively using the full matrix of population-level coancestries ߠ ࣪ (Ovaskainen et al. 2011 ).
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