Abstract. There are a large number of distributed data storage systems, and the vendors have different definitions of what is their solution: cloud storage, distributed file system, or a cluster file system, etc. This imposes difficulty in the selection of the distributed storage system, because it is not clear what indicators you should pay attention in the first place. This paper proposes an analysis of various distributed data storage systems and possible solutions to basic problems of the subject area, in particular, the issue of system scaling, data consistency, availability and partition tolerance. In this work we have ranked distributed storage systems based on various characteristics and have chosen the top of them for a further analysis. As the result of the analysis key system development patterns and trends were identified. These trends were further studied for correlations with systems functional and non-functional attributes. Based on the performed analysis we have classified the systems by different criteria, including presence or absence of particular functions or attributes. In the course of a comparative study we have investigated basic system functionality (archive storage, deduplication, geo-replication etc.) and system performance (system scalability limits, architecture, operating environment etc.). In addition, we analyzed safety mechanisms and system self-management tools. Based on the analysis data and the classification of the systems we have proposed methods for distributed data storage systems selection. The results of this work may be used by researchers and practitioners to make a justified choice of a storage systems for their specific needs.
Introduction
Digital data volumes keep growing at a great pace. According to IBM statistics 2014, the daily amount of new information generated worldwide is about 15 petabyte. Meanwhile, the overall number of digital data doubles approximately every two year (Fig. 1) . Considering the fact that companies do not rush to expand the budget for data storage and support, the gap between the data volume growth and associated costs of database maintenance keeps rising [1] .
Figure 1: The growth of information
The majority of companies solve the problem of the explosive data growth via the purchase of hard drive arrays and network components thus expanding its data storage networks. This solution will eventually result in a complicated system administration (data backup, archiving etc.) and, accordingly, an increase in expenses on the system support. Thus, one can conclude that horizontal scaling is not reduce capital and operating costs associated with the database storage and maintenance. Amid these problems, the network-wide dynamic boost of information regarding new solutions in the sphere of distributed data storage or software defined storage (SDS). SDS provide automated and policy-oriented storage services that consider the client and application-specific issues. SDS use a basic storage infrastructure and support of the software-defined environment in general. Correct deployment of SDS is a reliable solution for clients overwhelmed with large data volumes stored at complex hardware of different vendors [2] . SDS is a trend, so it's getting apparent that manufacturers have diverse opinions on the choice of the appropriate solution: cloud storage, distributed file system or cluster file system etc.
For the purpose of analysis, we combine all the solutions, including distributed file systems, cluster file systems and cloud platforms, in the group of the "Distributed Data Storage Systems". Our objective is to study a large number of mentioned solutions and develop approaches to the choice of distributed data storage systems. In order to achieve this goal we have set the following tasks:
1. Make a list of systems to be analyzed; 2. Study each system and carry out a comparative analysis of selected systems; 3. Classify systems according to the identified common factors; 4. Design approaches to the choice of distributed data storage systems based on data analysis and classification. The paper will be useful for those who are interested in effective data storage and is looking for options to justify a certain solution including those who are concerned about the issue of distributed data storage in general.
Selection of Systems to be Analyzed
Let us run a bit ahead and say that our list comprises approximately one hundred elements. Compiling the list, we used Internet articles, references found in forums, comments to discussions and a Wikipedia article that turned out to be quite useful [3] . The list turned out to be quite long, so we decided to shorten the list it. It was suggested a formula to calculate the system rating based on two indexes: the number of relevant Google links and the average number of requests in Google Trends for 2014 [4] . The formula calculates the average weighted value and the result is shown in percentage. Scaling the list according to the rating identified the market leaders:
System Analysis
In the course of a comparative study we have investigated basic system functionality (archive storage, deduplication, geo-replication etc.) and system performance (system scalability limits, architecture, operating environment etc.). In addition, we analyzed safety mechanisms and system self-management tools.
Analysis of the Main System Functionalities
Based on the analysis of the main system functionalities and classification provided in "A Taxonomy of Distributed Storage System" we have identified the below mentioned functions and mechanism [5] :
• Archive storage function;
• Data compression function;
• Data deduplication function;
• Controlled redundancy mechanism based on (n,k)-scheme;
• User interface support mechanism for the file system; • Shared data access mechanism;
• Geo-replication mechanism;
• Object storage mechanism;
Archive Storage Function
Archive storage enables data backup storage and retrieval with the main usage scenario named "cold storage" i.e. a single data recording aimed for the long-term storage. As a rule, such data is appealed to in emergency cases [6] . The chart below shows the percentage ratio of systems under analysis in terms of the archive storage function (Fig. 2 ).
Figure 2: Archive storage
It should be noted, that the majority of systems under analysis are closed. In this and in other cases, if the functionality is not stated clearly, it is interpreted as missing. According to the chart, the archive storage function is stated in more than a half of systems under analysis. Besides, this function is used by the rating leaders: Amazon S3, Google FS and MS Azure.
Data Compression Function
Data compression is algorithm-based data conversion for reducing the amount of data storage place [7] . According to suggested classification, systems can be divided into two groups: systems that use/ do not use this function (Fig. 3 ). 
Figure 3: Data compression
Following the analysis, data compression function is used by less than a quarter of systems. It should be mentioned, that there is no "leading system" among them. Conversely, systems that identified the option of using data compression function are as follows: Ceph, HadoopFS, Gluster, RackSpace and dCashe.
Data Deduplication Function
Data deduplication is a technology for identification and eliminating duplicate copies of repeating data at the disk storage [8] . There are two types of deduplication: the file-level deduplication and the block-level deduplication.
In the file-level deduplication, for a deduplication unit is taken a single file serves. In this case, duplicating files are eliminated from the storage system. In the block-level deduplication, for a deduplication unit is taken a variable length block, which is iterated in different logical objects of the data storage system [9] . Accordingly, the suggested classification includes 3 groups of systems ( Fig. 4 ):
• Systems using the file-level deduplication function;
• Systems using the block-level deduplication function;
• Systems not using the deduplication function.
Figure 4: Data deduplication
Both data deduplication and data compression functions are supported by at least a quarter of the systems under analysis. Systems supporting the file-level deduplication are as follows: Ceph, RackSpace. Meanwhile, Amazon S3, HadoopFS and Windows DFS Systems belong to systems supporting the block-level deduplication.
Rating leaders: Google FS and MS Azure do not support deduplication.
Controlled Redundancy Mechanism based on (n,k)-Scheme
Here we are going to speak about a support of the so-called "erasure codes". The nature of such codes is as follows: after coding of a certain number of files we get the "n" chunks of data. Each of them is stored at a single cloud storage. In order to restore the initial file, it is necessary to collect and decode any "k" chunks of data. It should be noted that n > k. The rest (n-k) chunks can be deleted, damaged, unavailable etc (Fig. 5) . Thus, any system using the "erasure codes" can solve the problem of errors emerging in (n -k) chunks [10, 11] . 232 Accordingly, the suggested classification, systems can be divided into 2 groups: systems that support/ do not support such mechanism (Fig. 6 ).
Figure 6: Controlled redundancy
Following the chart, the controlled redundancy mechanism based on (n,k)-scheme is supported by at least a half of systems under study. As for the leading systems, MS Azure and Google FS are the only to support the function. Amazon S3 is likely to support the function in one form or another. However, the functionality was not clearly stated.
Shared Data Access Mechanism
Based on the analysis, the shared data access mechanism is not supported by every system. Besides, among systems supporting this mechanism there are systems requiring / not requiring user authorization (not to be confused with user authentication) [5] . Accordingly, the suggested classification includes 3 groups of systems ( Fig. 7 ):
• Systems providing shared data access with required authorization (Sharingsystems); • Systems providing shared data access without required authorization (Anonymity-systems); • Systems not providing shared data access.
Figure 7: Shared data access
According to the chart, more than a half of systems use the shared access mechanism in one form or another. All the rating leaders support authorization-free access. HadoopFS and Rackspace refer to this group as well. Systems that support the shared access to files and require authorization are as follows: Global File System 2, Ceph, QFS, Gluster, CODA, dCache, Elliptics Network, Leo FS, Lustre, SWIFT, ViPR, zFS, AFS.
Geo-Replication Mechanism
Geo-replication is a mechanism of synchronizing several object copies between geographically separated data centers [12] . Accordingly, systems can be divided into 2 groups: systems that support / do not support such mechanism (Fig. 8 ).
Figure 8: Geo-replication
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Object Storage Mechanism
Object storage is a data storage architecture that unlike file system performs data management on the object level instead of blocks and sectors. [13] . Abstraction from multiple low-level storage tasks is one of the basic object storage principles. System administrators shall not be responsible for the logic volumes management, the disk space usage control and the RAID arrays configuration, which makes it easier to manage the storage system and reduces maintenance costs [13] . As opposed to classic arrays, object storage isolates the technological part of data storage, thus it enables easy system scaling, eliminates the hardware-dependence [14] . Thus, object storage provides relatively inexpensive scalable tool, which perfectly suits for effective storage of large non-structured data volumes. However, these advantages are achieved through lower requirements to data consistency. See the Section 2.6.6. for detailed information. Coming back to the analysis, object storage is supported by almost a half of systems under study, including the rating leaders (Fig. 9 ). 
Analysis of main system features
Besides the key system functionalities, comparative analysis included the investigation of non-functional system features. The following features were identified in the course of the analysis:
• System architecture;
• Scalability (based on data volume, number of servers, number of users);
• Cross-platformity (of server and client part);
• Access interface support NFS, SMB, https, WebDAV, S3 or proprietary protocol; • Runtime environment;
• САР theorem solution.
Architecture
Based on the analysis of system architectures, the latter were divided into two large classes: systems with client-server architecture and systems with peer-to-peer architecture. In the first case, a node acts as either a client or a server. Conversely, in the peer-to-peer architecture each node can be a client and a server at the same time.
In the client-server architecture, all control functions are concentrated in a single spot which provides the optimal safety and security level along with good performance. However, such concentration is a bottleneck, in particular, it affects system scalability and fault-tolerance because in case of a server failure it damages the whole system. There are two types of the client-server infrastructure: globally-centralized and locally-centralized. In the first case, only one server is responsible for service provision and client servicing. Besides, all the problems related to the client-server architecture are apparent. In the second case, enhanced scalability and faulttolerance can be achieved through the distribution of the control functions between groups of servers communicating with each other via data replication. Nevertheless, systems with the client-server architecture still have scalability limits. As opposed to the client-server architecture, the peer-to-peer architecture is more suitable for untrusted environments where control and storage functions are distributed among all the nodes. Advantages of the peer-to-peer architecture refer to high scalability, self-management and fault-tolerance. However, such systems have their own shortcomings, including, low safety level, complex control if compared to the client-server architecture. There are three types of the peer-to-peer architecture: globally-centralized, locallycentralized and pure peer-to-peer. In globally-centralized architecture, one of the system nodes serves as a central server which stores the information regarding other system nodes. Here the weak points are related with system scalability and faulttolerance just like in the client-server architecture. In case of locally-centralized architecture, functions of the central server are distributed among several nodes with high performance. These nodes are called the super-nodes or the super-servers and their key function is to provide clients with information related to data location and accessibility.
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Figure 10: Architecture
Following the chart (Fig. 10) , more than ¾ of systems under analysis have the client-server architecture. Meanwhile, the architecture of the majority of such systems refers to the locally-centralized one. The market leaders are among them. Less than 20% of systems have the peer-to-peer architecture. We haven't found examples of globally-centralized architecture among them.
Scalability
We have analyzed suggested thresholds of system scalability according to the maximum volume of stored data, the number of servers and users who can operate with the system simultaneously. When investigating the systems, we tried to avoid quality estimation and identified digital scalability indexes instead. It worked with just a part of systems. Some of them showed the abstract index "a lot". Another part showed unlimited capabilities. In addition, we could not find any information about the scalability thresholds of certain systems. In total, we have agreed that the "unlimited" is the maximum score, the "a lot" is 1 order lower than the "unlimited", while the "unknown" is a minimum score. As a result, we have identified the following scalability range:
• Data Volume:
Unknown < Petabytes (10 ) < Exabytes (10 ) < Brontobytes (10 ) < Not limited • Number of servers: Unknown < х10 < х10 < х10 < A lot < Not limited • Number of users: Unknown < х10 < х10 < х10 < х10 < Not limited
The chart below integrates all three features and shows the whole picture ( Fig. 11 ):
Figure 11: Scalability
According to the chart, one can make the following conclusions:
• On average, 7 systems claim to have unlimited capabilities or, in particular, their scalability threshold is limited solely with the company budget. Also, it should be noted that none of the rating leaders is among such systems; • More than the third part of systems measure their data volume threshold in petabytes with only a few of them measuring the data volume threshold in exabytes and brontobytes; • Among the sixth part of systems under analysis, none of them showed any information about scalability thresholds; • In conclusion, the following trend is observed: a number of systems determine their limits as follows: "multiple servers", "millions of users" and "petabytes of data".
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Cross-Platformity
Analysis of the platforms' ability to support the server and the client part showed the following results ( Fig. 12 ):
Figure 12: Cross-platformity
If we are talking about the server part, more than a half of systems prefers Unixplatforms. The rating leaders, in particular, Amazon S3 and Google FS, are among them. The leader, MS Azure refers to 10%, with its server part based on Windows.
The two third part of system under analysis have the cross-platform client part, including all three rating leaders.
Support of Access Interfaces
Support of access interfaces was one of the criteria of system analysis, in particular, the possibility to connect (mount) the NFS and SMB file systems as well as REST API (S3) and WebDAV access protocols. See the chart below to find the information on distribution of systems in terms of the number of supported access interfaces mentioned above (Fig. 13 ).
Figure 13: Number of supported file systems and protocols among the 4th kind of access interfaces (NFS, SMB, REST API, WebDAV)
However, the chart above does not take into account the proprietary access interfaces available in the majority of systems. If we add this information, the chart will look as follows ( Fig. 14) :
Figure 14: Number of supported file systems and protocols among the 4th kind of access interfaces (NFS, SMB, REST API, WebDAV) and proprietary interfaces
According to the second chart, most of the systems have their own access interfaces. It should be noted that only two systems support all 4 interfaces. These systems are Ceph and HadoopFS. Besides, Ceph has its own proprietary interface. Also, there Alexander Tormasov, Anatoly Lysov, Emil Mazur. Distributed Data Storage Systems: Analysis, Classification and Choice. Trudy ISP RAN /Proc. ISP RAS, vol. 27, issue 6, 2015, pp. 225-252 240 are 5 systems, supporting only proprietary interfaces. The leader Google FS along with zFS, TorFS, QFS, OceanStore are among them. The rating leaders Amazon S3 and MS Azure refer to the group "1 of 4" supporting REST API (S3) protocols. The chart below shows that the most "popular" interfaces are NFS and REST API. Also, more than a half of systems have their own proprietary access interfaces (Fig.  15 ).
Figure 15: Supported access interfaces

Operating Environment
The operating environment is an important functional aspect of any distributed system. Trusted infrastructure is usually isolated from alien networks, which makes it predictable and easy-to-administrate. Controlled environment provides a highquality servicing and trust. However, it adds to a substantial scalability limitation. Conversely, the untrusted environment implies a close interaction with the open access networks. In the open environment, it is hard or practically impossible to keep any records of users or control them. Systems located in the untrusted environment are subject to multiple attacks. Thus, such systems shall be equipped with additional safety mechanisms. Based on our analysis, we have singled out 4 main types of the operating environments: Trusted, Partially trusted, Untrusted and Alien Infrastructure. If a system is deployed on its own infrastructure, i.e. in the local corporate network on its own hardware, including the cases when any other software is not installed on the hardware platform, such environment shall be considered trusted. Likewise, if the system is deployed on its own infrastructure, i.e. in the local corporate network and installed on its own hardware, given that at least one different-type software is installed on the hardware platform, such environment shall be considered partially-trusted.
If such system is deployed on its own hardware but is connected through the alien network, in particular, the Internet, such environment shall be considered untrusted. If the system is deployed on the alien hardware and connected through the alien network, in particular, the Internet, such environment shall be considered the alien infrastructure.
Figure 16: Operating environment
According to the chart (Fig. 16) , only the third part of systems is able to operate in untrusted environments. Tahoe, however, can operate in the environment called the "alien infrastructure". In Tahoe, when the access to resources is opened, it is followed by data encryption, encoding and caching based on the (n-k) scheme or the principle of "minimal privileges" [16] . Amazon S3 and MS Azure, the rating leaders, refer to 67% of systems, that can operate only in the trusted environment. Google FS, the rating leader, belongs to 13% systems, that can operate in partiallytrusted environments.
Solutions to the САР-theorem
According to Wikipedia, the CAP theorem (also known as Brewer's theorem) is a heuristic statement of the fact that in any distributed computing can provide only two out of three features as follows:
• Data consistency i.e. all computing nodes see the same data;
• Availability i.e. every request to the distributed system receives a correct response; 
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• Partition tolerance i.e. partition of the distributed system into several separate sections does not result into incorrect response received from each section [17] . In the second half of 2000-s, Brewer introduced the acronym BASE (Basically Available, Soft-State, Eventually Consistent) that implied that the requirements of integrity and availability are only partially fulfilled. Consistency models are numerous. However, the systems under analysis can be referred to the following three models:
• Strong consistency;
• Eventual consistency; • Weak consistency.
Strong consistency model guarantees that after the update any further data access will restore the updated values [18] . Eventual consistency model guarantees that in case of no data changes all the inquires will be eventually returned to the latest updated value. Weak consistency model guarantees that further data inquires will restore the updated value. Before the updated value is restored it is necessary to fulfill a certain requirements. The inconsistency window is the time between the update and the moment when each user is sure to see the updated value. To see the full picture and understand which of the "two out of three" parameters of САР-theorem are fulfilled by the systems under analysis, please refer to the chart below that integrates all three parameters (Fig. 17 ):
Figure 17: CAP-theorem
According to the chart, more than a half of systems are "PA" i.e. cannot guarantee consistency, but are CAP-available and partition tolerant. Besides, one half of such systems supports the eventual consistency while the other half supports the weak consistency. The rating leaders also belong to such systems: Amazon S3 supports the eventual consistency, Google FS -the weak consistency. It is worth mentioning MS Azure. Azure developers claim to have found solutions for all three problems, providing strong consistency, availability and resilience. Meanwhile, this solution is valid for only certain types of system failures, in particular, "node failures" and "top-of-rack" failures. To provide this solution, strict consistency and availability are divided into two levels: Stream Layer and Partition Layer accordingly. In case of the node / workstation failure, the stream layer switches to the properly functioning node/workstation and keeps operating (reading/recording). Meanwhile, the partition layer identifies lost data and duplicates them to the properly functioning nodes/ workstations [19] . The second rating position belongs to the "CA"-systems, that cannot guarantee the partition tolerance but support strict consistency and availability. Here, 2 systems are worth mentioning. Technically, they cannot be referred to the "CA"-systems, because they support weak consistency. The third rating position is taken by the "PC"-systems, that cannot guarantee availability but support strict consistency and partition tolerance.
Analysis of Safety Functions and System Self-Management Tools
System Safety Functions
The main system safety functions refer to the following:
• User authentication; • Data access management;
• Data privacy;
User authentication can rely either on the local base, located in the system, or on the network authorization protocols (Kerberos, Radius, LDAP etc.). Access control list (ACL) is a tool that is often used to solve the problem of the data access management. Data privacy is provided through the encryption mechanism.
Figure 18: System safety functions
According to the charts (Fig. 18 ):
• Most of systems, including the rating leaders, use the local user base for authentication. However, it should be taken into account that no information regarding authentication mechanisms was found in respect of the majority of systems; • More than a three quarter of systems under study, including the rating leaders, use access control lists; • Almost two-thirds of systems do not use encryption. Among all the rating leaders, encryption is used only by Amazon S3. Encryption is based on the client part and employs symmetric encryption algorithm AES in GCM mode with 256-bit encryption keys [20] .
Analysis of system self-management mechanisms
System self-management is a process when computer systems manage their own operation without human interaction. Modern distributed computer systems are heterogeneous and represent a combination of various information technologies combining network, mobile and wireless technologies. Manual control of such systems is complicated and labor-consuming which is the main aspect decelerating the development of such systems [21] . IBM is the major contributor to the development of self-managing systems. In 2001, the company created a special initiative group. IBM singles out 4 main features of self-managing systems [22] :
• Self-Configuration is the ability of a system to coordinate the values of low-level parameters (for instance, components set-up) with the high-level rules determined by business goals, and apply such parameters; • Self-Optimization / Self-Adaptation is the ability of a system to provide continuous control and management of its resources in order to achieve the most efficient operation depending on certain requirements;
• Self-Healing is the ability of a system to identify and fix the occurred errors and heal in case of the single components failure using all possible means; • Self-Protection is the ability of a system to protect itself from any harmful effects or successive failures. Systems operating on the Internet are exposed to a wide range of attacks. Thus, self-protection is of special importance.
The chart below (Fig. 19): shows that self-healing and self-optimization functions are dominating among the systems under study. Self-configuration and selfprotection functions are less frequent.
Figure 19: System self-management mechanisms
Self-healing function can be as follows:
• Healing after the disk failure;
• Healing after the node failure;
• Healing after the datacenter failure.
The chart below shows (Fig. 20) the results of the analysis in terms of available selfhealing functions. More than two-thirds of systems support healing functions after the failure of disks and servers. Less than the third part of systems support the healing function after the collapse of data-centers. The self-optimization functions can be referred to the following:
• Optimizing consistency level is the selection of efficient consistency level of transferred data based on the analysis of users activity; • Caching mechanism. The name speaks for itself. Self-adaptation is understood as the analysis of the application load and self-configuration of caching parameters; • Adaptation of operation with SSD i.e. identification of speed-critical elements (caches, journals etc.), based on the analysis of the data inquiry frequency and their reading/ recording time including storage migration to SSD drives; • Predicting disk failure i.e. use of the hard drive condition technologies like the "SMART", and prediction of the disk failure period; • Load balancing i.e. keeping record of the network functioning and acceptance of distributed data transmission to other nodes; • Control of electricity i.e. power-off in order to save on disks that store redundant information; • Control of content popularity i.e. calculation of data inquires and approval of the popular content replica increase or, conversely, deleting data which was not requested for a long time.
Results of the analysis in terms of self-optimization functions are illustrated on the chart below (Fig. 21) . Apparently, caching is the most popular function supported by almost half of systems. Over one third of systems support the self-adaptation function with SSD. None of the systems demonstrated control of electricity. 
Findings
According to the analysis, the broad market of distributed data storage systems lacks a single approach to design of such systems. In most cases, manufacturers rely on business tasks and try to reach the balance between high performance, scalability, safety and easy management, which makes quite a challenging task. Below is the list of our findings that illustrate why certain functions and mechanisms are necessary for the distributed systems in terms of business tasks.
1.
If your company stores data that does not require the every-day access but need to be stored for a long time, for instance, in accordance with the legal requirements, it is reasonable to use the archive storage mechanism. In most cases, the so-called "cold" data storage is more cost-efficient as opposed to the "hot" data storage.
2.
Distributed storage is de facto more partition tolerant, so according to the САР-theorem, the question of choice remains between the data consistency and data availability. If you do not store data that is always in-demand, it would be more rational to sacrifice the data consistency and use the "PA-model" with the weak data consistency.
3.
The mechanisms like (n,k)-encoding, data compression and deduplication will sufficiently reduce the amount of stored information. Meanwhile, such system will be more expensive.
4.
No one is secured from natural and man-induced disasters [23] . So, if you want your information to be protected from such factors, it would be wise to store data in the remote places geographically separated from each other using the geo-replication mechanism.
5.
If the storage access is supported via the untrusted data channel, it's apparent that encryption mechanisms shall be used to provide data privacy. However, if data processing and retrieval occurs in the controlled area, encryption can be ignored in order to enhance the performance. 6.
It makes no sense trying to affect the architecture, cross-platformity, operating environment and object storage due to the conceptual and system-forming nature of Alexander Tormasov, Anatoly Lysov, Emil Mazur. Distributed Data Storage Systems: Analysis, Classification and Choice. Trudy ISP RAN /Proc. ISP RAS, vol. 27, issue 6, 2015, pp. 225-252 248 these features that determine all the rest functions and mechanisms. As for the scalability, it depends largely on the company's budget.
A small number of systems have the full range of self-awareness and selfmanagement functions. Nevertheless, we believe that the development of such technologies is quite promising. Self-awareness tools make the system more flexible, which is important in terms of current business realities.
Conclusion
In this research paper we have analyzed over 30 distributed data storage systems. In the course of work it became apparent that the majority of systems under study are closed. For this reason, it was decided that if the functionality was not clearly specified, it is missing. Thus, it is most likely that statistic data described in this paper do not show 100% real picture. Despite this fact, in this paper we have managed to classify systems in accordance with various parameters, including basic functional capabilities, features, safety mechanisms and self-management which served as the basis for approaches to distributed data storage systems. Thus, one can say that the objectives of these research work were completed in full and the goal was achieved. Аннотация. В статье содержится анализ различных распределенных систем хранения данных и возможных решений основных проблем этой области, в частности, проблем масштабирования систем, согласованности данных, доступности и устойчивости к разделению. Проведенный анализ позволил выявить ряд закономерностей и попытаться классифицировать системы на основе разных параметров, в частности, при наличии или отсутствии специфических функций и механизмов. Варианты выбора распределенных систем хранения данных основываются на анализе и классификации.
