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A GEOMETRIC APPROACH FOR SHARP LOCAL WELL-POSEDNESS OF
QUASILINEAR WAVE EQUATIONS
QIAN WANG
Abstract. The commuting vector fields approach, devised for strichartz estimates in [13], was
developed for proving the local well-posedness in the Sobolev spaces Hs with s > 2+ 2−
√
3
2
for
general quasi-linear wave equation in R1+3 by Klainerman and Rodnianski. Via this approach
they obtained the local well-posedness in Hs with s > 2 for (1+3) vacuum Einstein equations,
by taking advantage of the vanishing Ricci curvature. The sharp, H2+ǫ, local well-posedness
result for general quasilinear wave equation was achieved by Smith and Tataru by constructing
a parametrix using wave packets. Using the vector fields approach, one has to face the major
hurdle caused by the Ricci tensor of the metric for the quasi-linear wave equations. This posed
a question that if the geometric approach can provide the sharp result for the non-geometric
equations. In this paper, based on geometric normalization and new observations on the mass
aspect function, we prove the sharp local well-posedness of general quasilinear wave equation
in R1+3 by a vector field approach.
1. Introduction
We consider the initial value problem of the second order quasi-linear wave equations of the
form 1
(1.1)
{ −∂2t φ+ gij(φ)∂i∂jφ = N (φ,∂φ),
φ|t=0 = φ0, ∂tφ|t=0 = φ1
in R1+3, where the positive definite symmetric matrix (gij(φ)) and its inverse (gij(φ)) are smooth
functions of φ, and the function N (φ,∂φ) takes the form
N (φ,∂φ) = Nαβ(φ)∂αφ∂βφ
with Nαβ(φ) being smooth functions of φ. We assume that gij and Nαβ are locally bounded
in the sense that, there is a sufficiently large integer N such that for any Λ0 > 0 there exists a
constants C = C(Λ0) > 1 such that
C−1|ξ|2 ≤ gij(y)ξiξj ≤ C|ξ|2, ∀ |y| ≤ Λ0,
sup
|y|≤Λ0
∣∣∣∣( ddy)lgij(y)
∣∣∣∣ ≤ C, ∀ 0 ≤ l ≤ N,
sup
|y|≤Λ0
∣∣∣∣( ddy)lNαβ(y)
∣∣∣∣ ≤ C, ∀ 0 ≤ l ≤ N.
(1.2)
The purpose of this paper is to prove the following sharp local well-posedness result in the Sobolev
spacesHs with s > 2 for the general quasi-linear wave equation (1.1) by the vector field approach.
Date: July 17, 2018.
1Here, little Latin letters represent indices from 1 to 3, and Greek letters represent indices from 0 to 3 with 0
standing for the time variable. Throughout the paper we use the Einstein summation convention. We denote by
∂ the partial differential ∂xi . ∂ represents (∂t, ∂).
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Theorem 1.1 (Main Theorem). For any s > 2 and M0 > 0, there exist positive constants T∗
and M1 such that for any initial data (φ0, φ1) satisfying ‖φ0‖Hs + ‖φ1‖Hs−1 ≤ M0, there exists
a unique solution φ ∈ C(I∗, Hs)× C1(I∗, Hs−1) to (1.1) satisfying the estimates
‖∂φ‖L2
I∗
L∞x
+ ‖∂φ‖L∞
I∗
Hs−1 ≤M1,
where I∗ := [−T∗, T∗].
1.1. Review of history. Since the work of Choquet-Bruhat [4], there has been extensive work
on the well-posedness of quasi-linear wave equation (1.1) in R1+n for n ≥ 2. In view of the energy
estimate
(1.3) ‖∂φ(t)‖Hs−1 ≤ c‖∂φ(0)‖Hs−1 · exp
(∫ t
0
‖∂φ(τ)‖L∞x dτ
)
,
the Sobolev embedding and a standard iteration argument, the classical local well-posedness
result of Hughes-Kato-Marsden [9] in the Sobolev space Hs follows for any s > n2 + 1, where
the estimate of ‖∂φ‖L∞t L∞x is heavily relied on. To improve the classical result, it is crucial
to get a good estimate on ‖∂φ‖L1tL∞x . This is reduced to deriving the Strichartz estimate for
the wave operator gαβ(φ)∂α∂β which has rough coefficients since the Lorentzian metric g(φ) =
−dt2 + gij(φ)dxidxj depends on the solution φ and thus is only as smooth as φ.
Strichartz estimate for wave equations with rough coefficients was first studied by Smith
[23]. An important breakthrough was then made by Bahouri-Chemin [2, 3] and by Tataru [29]
using parametrix constructions. By establishing a Strichartz estimate for solutions to linearized
equation ∂2t φ− gij∂i∂jφ = 0 of the form
‖∂φ‖L2tL∞x ≤ c
(
‖φ0‖
H
n
2
+1
2
+α + ‖φ1‖H n2 − 12+α
)
with a loss of α > 14 , they obtained the well-posedness of (1.1) in H
s with s > n2 +
1
2 +
1
4 . This
result was later improved to s > n2 +
1
2 +
1
6 in [31].
In [14], Klainerman-Rodnianski improved the local well-posedness of (1.1) in R1+3 to the
Sobolev space Hs with s > 2+ 2−
√
3
2 , where they blended the geometric treatment on the actual
nonlinear equation introduced in [13], with the paradifferential calculus ideas initiated in [3],
[30] and [31]. Thanks to the geometric approach, the feature that2 ✷gg
ij(φ) is quadratic in
∂φ exhibited its power and provided the improvement. According to the counter-examples in
[20, 21], one can only expect to obtain the local well-posedness in Hs with s > 2. Einstein
vacuum equations under the wave coordinates can be written as a system of the type (1.1). For
this equation system, Klainerman and Rodnianski achieved the local well-posedness result in Hs
for any s > 2 in [15, 16, 17] by using the vector field approach. An extension to Einstein vacuum
equation under the CMC spatial harmonic gauge was established in [36, 37]. Vanishing Ricci
plays a key role in these works for Einstein equations. The local well-posedness of (1.1) in Hs
with s > 2 was achieved by Smith and Tataru in [24] where, to prove the Strichartz estimates,
they constructed the parametrix by using wave packets.
In [14, 15], there adopted a procedure of paradifferential regularization over the spacetime met-
ric g. Without regularizing the rough Einstein metric, the vector field approach is implemented
in a more direct fashion in [36, 37]. This was achieved by reducing the Strichartz estimates to
controlling conformal energy of a very low order. With the needed order of conformal energy
lowered, to obtain such energy, the required regularity on the background geometry was relaxed,
and was obtained when the metric is Einstein and belongs to Hs with s > 2.
2
✷g represents the Laplace-Beltrami operator of the Lorentzian metric g in this paper.
31.2. Bootstrap assumptions. For the general quasi-linear wave equation (1.1), the metric
g = g(φ) is no longer Einstein and is rough due to its dependence on the unknown solution.
This presents a great deal of challenging issues in implementing the vector field approach. It has
been a longstanding question whether the vector field approach can be used to achieve the sharp
local well-posedness result for (1.1). In this paper we will give the affirmative answer to this
question. We observe that regularizing the metric g in phase space does not help much, due to
the potential loss of regularity it causes on null hypersurfaces. We take the more direct scheme
in [36, 37], and further relax the requirement on conformal energy. To derive the boundedness of
such energy, we introduce a new geometric normalization over the metric, such that Ricg˜(L,L),
the tangential component of Ricci tensor along null hypersurfaces under the new metric g˜, only
contains lower order terms. Moreover, we employ an energy method which makes full use of the
hidden structures we discovered on the connection coefficients of the null frame.
According to [14, 15], in order to complete the proof of Theorem 1.1, it suffices to show that
for any s > 2 there exist positive constants C and T depending on ‖(φ0, φ1)‖Hs×Hs−1 such that
there holds the Strichartz estimate ∫ T
0
‖∂φ(t)‖2L∞x dt ≤ C.
We will achieve this by using a bootstrap argument. To be more precise, we take small positive
numbers ǫ0, δ0 such that
(1.4) 0 < ǫ0 <
s− 2
5
, δ0 = ǫ
2
0.
We make the bootstrap assumption with T a small number in (0, 1) that
(BA) ‖∂φ‖2L2
[0,T ]
L∞x
+
∑
λ≥2
λ2δ0‖Pλ∂φ‖2L2
[0,T ]
L∞x
≤ 1.
We then improve (BA) by showing that3
(1.5) ‖∂φ‖2L2
[0,T ]
L∞x
+
∑
λ≥2
λ2δ0‖Pλ∂φ‖2L2
[0,T ]
L∞x
. T 2δ‖(φ0, φ1)‖2Hs×Hs−1
for some constant δ > 0, where Pλ is the Littlewood-Paley (LP) projection with frequency λ = 2
k
defined for any function f by
(1.6) Pλf(x) = fλ(x) =
∫
eix·ξη(λ−1ξ)fˆ(ξ)dξ
for some smooth function η supported over {ξ : 1/2 ≤ |ξ| ≤ 2} with ∑k∈Z η(2kξ) = 1 for ξ 6= 0.
In what follows, we first briefly explain the scheme of reduction for deriving the Strichartz
estimate and then outline the novelty of this paper.
1.3. Scheme of Reductions. Our proof of the Strichartz estimate is based on the combination
of an abstract T T ∗ argument for wave equations and the reduction of Strichartz estimate to
estimates on weighted energies. This approach was devised in [13], developed and extended in
[14, 15, 16, 17, 36, 37]. Now we outline the reduction scheme for proving (1.5).
3By Sobolev embedding on initial slice, |φ(0)| ≤ Λ1 with Λ1 depending on ‖φ(0)‖H2 . Using (BA), we can
derive |φ| ≤ Λ1 + 1 in [0, T ]×R3 by using fundamental theorem of calculus. This determines the constant C(Λ0)
in (1.2) with Λ0 substituted by Λ1 + 1. Throughout this paper, a constant is universal means it depends on the
C = C(Λ1 + 1) from (1.2) and ‖(φ0, φ1)‖Hs×Hs−1 only. For two quantities A and B, we use A . B to represent
that there exists a universal constant M such that A ≤M ·B.
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• Reduction to dyadic Strichartz estimates. By using the LP decomposition, it is easy to reduce
the proof of (1.5) to establishing for sufficiently large λ the estimates
(1.7) ‖λδ0Pλ∂φ‖L2
[0,T ]
L∞x
≤ cλT 12− 1q ‖(φ(0), ∂tφ(0))‖Hs×Hs−1 ,
where q > 2 is sufficiently close to 2, and
∑
λ cλ <∞. According to (BA), we may partition [0, T ]
into disjoint union of sub-intervals Ik := [tk−1, tk] of total number . λ8ǫ0 with the properties
that |Ik| . λ−8ǫ0T and ‖∂φ‖L2IkL∞x ≤ λ
−4ǫ0 . By considering φ on Ik and using the Duhamel
principle, the proof of (1.7) can be reduced to establishing the dyadic Strichartz estimate
(1.8) ‖Pλ∂ψ‖LqIkL∞x . λ
3
2− 1q ‖ψ[0]‖H˙1
for linear equation ✷g(φ)ψ = 0 on small time intervals, where q > 2 is sufficiently close to 2. Here
ψ[t] := (ψ(t), ∂tψ(t)) and ‖ψ[t]‖H˙1 := ‖∂tψ(t)‖L2 + ‖∂ψ(t)‖L2 . To implement this reduction,
the reproducing property of LP projections is used to resolve the issue that the solution is not
necessarily frequency localized even if the initial data is, see Section 3.
• Physical localization and reduction to L2 − L∞ decay estimate. For a large fixed frequency λ,
by rescaling the coordinates and using a T T ∗ argument we can reduce (1.8) to showing that,
for any ψ satisfying ✷gψ = 0 on [0, τ∗]× R3 with τ∗ ≤ λ1−8ǫ0T , there holds the L1 − L∞ decay
estimate
(1.9) ‖P∂tψ(t)‖L∞x .
(
(1 + t)−
2
q + d(t)
)( 3∑
m=0
‖∂mψ(0)‖L1x +
3∑
m=1
‖∂m−1∂tψ(0)‖L1x
)
for t ∈ I∗ := [0, τ∗], where P = P1 the LP projection with frequency 1, g = g(φ(λ−1t+ tk, λ−1x))
and d(t) is a function satisfying ‖d‖
L
q
2
. 1 for q > 2 sufficiently close to 2; see Section 3 and
Appendix B. Let t0 = 1. By using a suitable partition of unity on R
3, in Section 4 we further
reduce the derivation of (1.9) to proving that
(1.10) ‖P∂tψ(t)‖L∞x .
(
(1 + |t− t0|)− 2q + d(t)
)
(‖ψ[t0]‖H˙1 + ‖ψ(t0)‖L2)
for ψ satisfying ✷gψ = 0 with ψ(t0) supported within the ball B1/2 centered at the origin.
• Reduction to bounded conformal energy. Let Σt be the level set of t and let Γ+ be the positive
time axis. We introduce the optical function u with u = t on Γ+ whose level sets are null cones
Cu with vertices on Γ
+. Let St,u := Cu∩Σt and N be the outward unit normal of St,u embedded
in Σt. We can show B1/2 × {t0} ⊂ ∪0≤u≤t0St0,u. Then the causal future of B1/2 × {t0} is
contained in D+0 , the causal future of ∪0≤u≤t0St0,u within t0 ≤ t ≤ τ∗. A null frame {L,L, e1, e2}
over D+0 can be naturally defined with L = ∂t + N tangent to Cu, L = ∂t − N , and {e1, e2}
being orthonormal frame on each St,u. We denote by /∇ the covariant differentiation on St,u and
r˜ = t− u. We prove (1.10) by controlling the conformal energy
C[ψ](t) = C[ψ](i)(t) + C[ψ](e)(t),
where
C[ψ](i)(t) =
∫
Σt∩{u≥ t2}
t2
(|∂ψ|2 + |r˜−1ψ|2) dµg,
C[ψ](e)(t) =
∫
Σt∩{0≤u≤ t2}
(
r˜2|Lψ|2 + r˜2| /∇ψ|2 + |ψ|2) dµg.
In Section 4 we will prove that the L2 − L∞ decay estimate (1.10) can be derived from the
following boundedness result on conformal energy.
5Theorem 1.2 (Boundedness theorem). Let (BA) hold. Let ψ be any solution of ✷gψ = 0 on
I∗ = [0, τ∗] with ψ(t0) supported on B 1
2
× {t0} ⊂ D+0 ∩ Σt0 . Then, for t ∈ [t0, τ∗], the conformal
energy of ψ satisfies the estimate
C[ψ](t) . (1 + t)2ǫ‖(ψ(t0), ∂tψ(t0))‖2H1×L2 ,
where ǫ > 0 is an arbitrarily small number.
Compared with [36, Theorem 5], Theorem 1.2 achieves a slightly weaker control on the confor-
mal energy which is sufficient for our purpose. The core difficulty is then to control the conformal
energy in the very rough background. The proof of the boundedness theorem will dominate this
paper.
1.4. Normalization and hidden structures. One standard way for deriving the bound of
conformal energy is to use the Morawetz vector field K = 12 (u
2L+ u2L), where u = 2t− u, as a
multiplier in the energy momentum tensor
(1.11) Q[ψ]µν = ∂µψ∂νψ − 1
2
gµν(g
αβ∂αψ∂βψ)
associated with scalar functions ψ. To be more precise, we consider the modified weighted energy
Q˜[ψ](t) =
∫
Σt
P˜(K)µ [ψ]Tµdx,
where T = ∂t and P˜(K)µ [ψ] is the modified energy current
(1.12) P˜(K)µ [ψ] = Qµν [ψ]Kµ +
1
2
Θ∂µ(ψ
2)− 1
2
ψ2∂µΘ
with scalar function Θ. Running the typical energy approach with Θ = 2t gives the identity
(1.13) Q˜[ψ](t0)− Q˜[ψ](t) = 1
2
∫
D+0 [t0,t]
(K)π¯αβQ[ψ]
αβ +
∫
[t0,t]×R3
✷gψ(Kψ + 2tψ) + · · · ,
where π¯(K) := π(K) − 4tg and π(K) := LKg is the deformation tensor of K. The term involving
✷g in (1.13) vanishes when ψ satisfies ✷gψ = 0.
To bound the energy Q˜[ψ](t), one needs to control the components of π(K) and some part of
Dπ(K) due to the integration by part involved for adjusting the weights in energy. Since the
Morawetz vector field K is written in terms of the null frame {L,L}, the deformation tensor π(K)
can be expressed by the connection coefficients of the null frame ([7]) such as
χAB = g(DAL, eB), χAB = g(DAL, eB), ζA =
1
2
g(DLL, eA).
Involved in D π(K), there are /∇trχ and the mass aspect function µ = Ltrχ + 12 trχtrχ, where
trχ and trχ denote respectively the trace parts of χ and χ whose traceless parts are denoted
by χˆ and χˆ . Besides L∞x -type control on trχ, one needs ‖χˆ, ζ‖L1tL∞x and suitable control on
/∇trχ, µ to perform the energy argument. Various estimates on Ricci coefficients were established
in [14, 16, 17, 37] by using the null structure equations
Ltrχ+
1
2
(trχ)2 = −|χˆ|2 − kNN trχ−RLL,(1.14)
L/∇trχ+ 3
2
trχ = − /∇RLL + · · · ,(1.15)
Lµ+ trχµ = −LRLL − trχRLL − 1
2
trχRLL + · · · .(1.16)
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With the metric g from the general quasi-linear wave equation (1.1), the Ricci terms in (1.14)–
(1.16) contain high order derivative of φ, which fails the method devised for Einstein equations
in [16, 17, 37]. Moreover, we can only expect to have L∞t H
s
x control on metric, thus, without
normalizing the metric, we would have no control on DRic.
1.4.1. Normalization. Recall that, for a Lorentzian metric g, the Ricci tensor admits the standard
decomposition
(1.17) Rαβ = −1
2
✷g(gαβ) +
1
2
(DαVβ +DβVα) + Sαβ,
where V is a 1-form whose components take the form g · ∂g, and the term Sαβ is quadratic in
∂g. Based on (1.17), in [14], [24] and [6], the term RLL in (1.14)–(1.16) is decomposed as
(1.18) RLL = L(VL)− 1
2
LαLβ✷g(gαβ) + · · · .
With the help of (BA) this can give the L2tL
∞
x control on trχ+VL. The treatment of pairing trχ
with VL implies trχ is as smooth as VL. This treatment works through if VL is smooth enough
which is the case in [14] when the initial data of (1.1) is assumed to be smoother. With data in
H2+ǫ, VL has limited regularity. Meanwhile, to obtain boundedness of conformal energy by using
(1.13), the bound on /∇trχ needs to be stronger than the regularity of /∇(VL). This indicates that
we need an energy argument which relies on the term /∇(trχ+ VL), instead of /∇trχ.
Moreover, if estimating /∇(trχ+VL) in view of (1.15) and (1.17), the term I = LαLβ( /∇✷ggαβ−
/∇(Sαβ)) splitted from /∇RLL remains on the right side of the equation of L/∇(trχ + VL). By
using (1.1), we can write
(1.19) I = f(φ) /∇∂φ · ∂φ+ · · ·
where f is a smooth function of φ. If the angular derivative is replaced by a generic differen-
tiation, we need 1/2 more derivative on data to achieve the desired estimate for /∇(trχ + VL).
When regularizing the metric g to the frequency-truncated metric H = P≤λg(P≤λφ), /∇✷HH
approximates /∇✷gg in terms of asymptotic estimates in frequency λ. On null hypersurface,
such estimate reaches the regularity of f(φ)∂2φ · ∂φ. But the regularity offered by the physical
angular differentiation in (1.19) can not be recovered. Due to the loss of 1/2 derivative on null
hypersurface caused by the regularization in phase space, we normalize the metric in physical
space only.
Hence our idea is to construct a new metric g˜ on D+0 so that t˜rχ := trχ + VL is exactly the
null expansion under the metric g˜. With an energy argument carried out under g˜, the new null
expansion t˜rχ can be directly involved.
In Section 6 we employ a conformal change to introduce a new metric g˜ = Ω−2g in D+, the
causal future (containing D+0 ) of the null cone initiating from t = 0 on Γ+, with conformal factor
Ω = e−σ, where σ is a scalar function defined in D+ by
(1.20) Lσ =
1
2
VL, σ(Γ
+) = 0.
To prove Theorem 1.2, instead of considering the homogeneous wave equation ✷gψ = 0, the
equation we consider is changed to (6.3), i.e. with ψ˜ = Ωψ,
(1.21) ✷g˜ψ˜ = −Ω2(✷gσ +DµσDµσ)ψ˜.
(See the derivation in Section 6).
Benefiting from the construction of the new metric, in contrast to (1.14) and (1.15), the higher
order terms in RLL and /∇RLL are canceled out in the structure equations for t˜rχ and /∇t˜rχ,
see (5.75) and (5.76). Nevertheless, the inhomogeneous term in (1.21) poses an issue in energy
7estimate. The difficulty is shifted to deriving enough control on σ. σ is introduced to carry
the rough part away from the original metric. It is expected to have issues on regularity. The
estimates on σ provided by (1.20) is too weak to close the energy argument, see Lemma 6.1. We
do not have a good control on Lσ, hence the estimate on full derivative ∂g˜ is actually much
weaker than ∂g. The new metric g˜ is only smoother along null hypersurface.
1.4.2. Energy argument. Since ∂g˜ is rougher, we employ the original equation ✷gψ = 0 for
the standard energy estimates obtained by using multipliers T and N . For conformal energy,
we consider (1.21) and adapt the energy argument using multiplier of type rmL in [10] from
Minkowski space to our domain of influence (D+0 , g˜). Due to the deformation terms caused
by the rough, curved background, our energy argument is a very delicate procedure, which is
presented in Section 7. Since the advantage of the normalized metric g˜ can be only seen along
null hypersurface, the controllable geometric quantities are very limited. Therefore we carefully
choose the form of the multiplier to avoid creating extra error terms related to Lσ.
After careful pretreatment, we can see immediately the main geometric quantities needed
for proving Theorem 1.2. Besides the same control on χˆ and ζ as required when using (1.13),
schematically, we need to control terms taking the form∫
r˜m−1ψ
[
(µ+ 2 /∆σ, | /∇σ|2)L(r˜ψ) + r˜ /∇t˜rχ /∇(Ωψ)
]
(1.22)
with m = 1, 2, see (MA) in Section 7.
The quantity µ+2 /∆σ emerges in the multiplier argument (MA) in Section 7 when combining
µ(g˜) with the inhomogeneous term of (1.21). We encounter major difficulties in controlling
µ + 2 /∆σ, /∇σ and ζ. To solve these difficulties, we have to rely on the special structures in
µ and its transport equation, which will be elaborated very shortly. Even after using our new
observations, the estimate on µ + 2 /∆σ is still weaker than the one for /∇t˜rχ due to the rough
metric. Fortunately, this weaker control can be compensated by the control of the conformal flux
‖r˜m−22 L(r˜ψ)‖L2 on null cones, see Proposition 7.16.
We do not employ the argument of (1.13) due to the potential technical issues. The control
on lower order terms is also a difficulty if using this approach.
1.4.3. Hidden structures on the mass aspect function. As explained in the above energy argument,
it is crucial to obtain enough control on /∇σ, µ + 2 /∆σ, ζ and χˆ. By using their transport
equations, /∇σ is only L2+ on St,u and no estimate on /∆σ can be obtained due to the presence
of the third-order derivatives of the metric. We manage to solve these difficulties by exploring
hidden structures in µ and its transport equation.
• The estimate on ζ. Now we discuss how to obtain ‖ζ‖L1tL∞x . Since the work of [7], the
control for ζ has been tied to the control of µ = Ltrχ+ 12 trχtrχ. The idea for deriving the L
1
tL
∞
x
control on ζ is to find a pair of terms (π1, π2), of the type g · ∂g, such that
(1.23) ( div , curl )ζ = /∇(π1, π2) + · · · .
This roughly implies ζ = D0(π1, π2)+ · · · , where D0 is a Calderon-Zygmund operator on St,u for
which boundedness holds in L∞(St,u) with a log-loss, in view of the Calderon-Zymund theory. To
achieve (1.23), we use the decomposition of curvature (see Lemma 5.12) to rewrite the Codazzi
equations for ζ, i.e. (5.25) and (5.26), as
(1.24) div ζ =
1
2
µ+ /∇(g · ∂g) + · · · , curl ζ = /∇(g · ∂g) + · · ·
In Einstein spacetime, due to vanishing Ricci, µ can be well under control via (1.16). In this
case, conceptually µ can be regarded as a negligible term in (1.24). This treatment on µ by using
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(1.16) can be seen in many works [7, 14, 16, 18, 36]. This strategy does not work under the rough
metric g, due to the presence of Ric terms on the right of (1.16). In view of (1.24), we observe
that (1.23) can be achieved if µ has the structure
(1.25) µ = /∇(g · ∂g) + · · · .
Instead of relying on (1.16), we prove directly that µ has the structure of (1.25) in Section 5.3.
By using an auxiliary function ϕ, we explicitly compute µ − µ in (5.94) and prove that it is of
lower order, where µ = Ltrχ+ 12 trχtrχ. We then show that µ = /∇(g · ∂g) + l.o.t. This implies
(1.25) and solves the issue of controlling ζ.
• Control of the conformal factor σ. Even after the structure (1.25) is identified, µ is only as
good as /∇∂g, which is weak in t-variable for the purpose of deriving control for (1.22). Moreover,
no estimate on /∆σ can be obtained by using its transport equation. Fortunately, we find a delicate
structure in the transport equation of µ, which offers control on µ+ 2 /∆σ.
Indeed, the most dangerous term contained in LLtrχ can be seen by differentiating the term
−(RLL + kNN trχ) in (1.14) in the direction L. Using the identity (6.11) for LkNN and the
curvature decomposition (1.17), we have
(1.26) −L(RLL + kNN trχ) = −LL(VL)− 1
2
trχL(VL) + · · ·
which exhibits the full L derivative terms in
✷g(VL) = −LL(VL)− 1
2
trχL(VL)− (1
2
trχ− kNN )L(VL) + 2ζ · /∇(VL) + /∆(VL).
Inspired by the this observation, we treat the collection of bad terms in (1.26) by adding /∆(VL)
which is an equally dangerous term appearing in the transport equation of 2 /∆σ. This yields
(1.27) L(µ+ 2 /∆σ) + trχ(µ+ 2 /∆σ) = ✷g(VL) + l.o.t.
Thanks to (1.1), the higher order term in ✷g(VL) is canceled out. The precise form of (1.27) and
its derivation can be seen in Section 6.1.
There contain in ✷g(VL) terms of the form ∂
2g · ∂g. Due to the rough data, we do not have
control of the full derivative ∂2g on null hypersurfaces. This causes the loss of the L∞u control for
µ+2 /∆σ. Nevertheless, by using (1.27), L2u control can be obtained without loss for L
∞
t L
2+(Cu)
norm of µ + 2 /∆σ. Combined with the conformal flux, such control is sufficient for estimating
(1.22). Finally, by using the result for µ + 2 /∆σ, and the div - curl system obtained by adding
/∆σ to (1.24), we manage to decompose /∇σ + ζ into two parts. For both parts, we have integral
control on their L∞(St,u) bounds. Since ζ is well under control, such decomposition provides
sufficient regularity for /∇σ. This treatment is contained in Proposition 6.4.
This paper is organized as follows. In Section 2, we establish energy estimates for φ with the
help of the analysis contained in Appendix A. In Section 3 and 4, we reduce the main theorem
to Theorem 4.5, the boundedness theorem of the conformal energy, with some technicalities
enclosed in Appendix B and C. Section 5 - Section 7 form the core part of this paper. In Section
5, we establish the complete sets of estimates on the connection coefficients of the null frame. In
Section 6, we introduce the conformal change of the metric, and provide sufficient control on the
conformal factor and µ+2 /∆σ. In Section 7, we complete the proof of Theorem 4.5, which closes
the proof of the main theorem.
2. Energy estimates and estimates for metrics
Throughout this paper we use φ to denote the solution of (1.1). Under the bootstrap as-
sumption (BA), in this section we will prove some basic energy estimates that are contained in
Proposition 2.5.
9We recall the standard energy approach. Let
g = −dt2 + gij(φ)dxidxj
For any scalar function f , let Qαβ := Q[f ]αβ be the energy momentum tensor defined by (1.11).
By applying the divergence theorem to the energy current P(T)α [f ] = Q[f ]αβTβ with T = ∂t, we
can obtain the energy identity
(2.1)
∫
QαβT
αTβ(t)dµg −
∫
QαβT
αTβ(0)dµg = −
∫
[0,t]×R3
(
✷gfDTf +
1
2
π
(T)
αβ Q
αβ
)
,
where ✷g denotes the Laplace-Beltrami operator induced by g and π
(T) := LTg is the deforma-
tion tensor of T. Since π
(T)
αβ = ∂tgαβ, one can use (BA) to derive that
(2.2) ‖∂f(t)‖L2x . ‖∂f(0)‖L2x +
∫ t
0
‖✷gf(t′)‖L2xdt′
which can be used to show the following preliminary energy estimates.
Lemma 2.1. Under the bootstrap assumption (BA), there holds
(2.3) ‖φ[t]‖H˙1 . ‖φ[0]‖H˙1 and ‖∂φ[t]‖H˙1 . ‖∂φ[0]‖H˙1 + ‖φ[0]‖H˙1 .
With ‖φ[0]‖H2 = ‖(φ(0), ∂tφ(0))‖H2×H1 , there holds
(2.4) ‖(φ(t), ∂tφ(t))‖H2×H1 . ‖φ[0]‖H2 .
Moreover, for ψ satisfying ✷gψ = 0, there holds ‖ψ[t]‖H˙1 . ‖ψ[0]‖H˙1 .
With the help of (2.4), the Ricci tensor of the metric g on Σt verifies ‖Ric(g)‖L2(Σt) . 1 for
t ∈ [0, T ], with the constant depending on C in (1.2) and ‖φ[0]‖H2 . Using [1] or [22, Theorem
5.4], there exists a constant d0 > 0 depending only on C and ‖φ[0]‖H2 , which is the uniform
lower bound of radius of injectivity on Σt for t ∈ [0, T ]. We assume T satisfies 0 < T ≤ min(d0, 1)
throughout the paper.
In order to derive finer estimates for the solution of (1.1) with rough initial data, the Littlewood-
Paley (LP) decomposition is an important tool. Throughout the paper we will use Pλ to denote
the LP projection in R3 by (1.6) with frequency size λ, where λ denotes a dyadic number, i.e.
λ = 2j for some integer j ∈ Z. Using LP decomposition, the Sobolev space Hs(R3) and the
homogeneous H˙s(R3) for s > 0 admit the equivalent norms
‖f‖2Hs = ‖f‖2L2x +
∑
λ≥1
λ2s‖Pλf‖2L2x and ‖f‖
2
H˙s
=
∑
λ≥1
λ2s‖Pλf‖2L2x
respectively. For a sequence (aλ) and p ≥ 1, we use ‖aλ‖pℓp
λ
=
∑
λ≥1 |aλ|p.
To treat the inhomogeneous term in (1.1), we first state the following product estimates whose
proof will be given in Appendix A.
Lemma 2.2. For m = 0, 1 and 0 < ǫ ≤ s− 2 there hold
‖λm+ǫPλ(W(φ)∂φ)‖l2
λ
L2x
. ‖∂φ‖H˙m+ǫ + ‖φ[0]‖H2 ,(2.5)
‖λǫPλ∂(N (φ,∂φ)‖l2
λ
L2x
. (‖∂φ‖H1+ǫ + ‖φ[0]‖H2)(‖∂φ‖2H1 + ‖∂φ‖L∞x )(2.6)
‖λǫPλ(N (φ,∂φ))‖l2
λ
L2x
. ‖φ[0]‖H2 ,(2.7)
‖λǫPλ(g(φ)∂2φ)‖l2
λ
L2x
. ‖∂2φ‖Hǫ + ‖φ[0]‖H2 ,(2.8)
where g(φ) stands for gij(φ) or g
ij(φ) and W is a product of factors in (g,N , g′,N ′).
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Lemma 2.3. Let φ be the solution of (1.1) and let φλ = Pλφ. If φ satisfies (BA), then
(2.9) −∂2t φλ + gij(φ)∂i∂jφλ = R˜λ,
where, for 0 < ǫ ≤ s− 2 and t ∈ [0, T ], R˜λ satisfies the estimate
(2.10) ‖λ1+ǫR˜λ(t)‖ℓ2
λ
L2x
.
(‖∂φ‖L∞x + 1) (‖∂φ‖H1+ǫ + ‖φ[0]‖H2).
Proof. Since φ satisfies (1.1), φλ satisfies (2.9) with
R˜λ = PλN (φ,∂φ)− (Eλ +Aλ),
where
Eλ = Pλ(g
ij(φ)∂i∂jφ)− P≤λ(gij(φ))Pλ(∂i∂jφ),
Aλ =
(
P≤λ(gij(φ))− gij(φ)
)
Pλ(∂i∂jφ).
By using (2.6) in Lemma 2.2, the embedding ‖φ‖L∞x . ‖φ‖H2x and (2.4) in Lemma 2.1, we obtain
(2.11) ‖λ1+ǫPλN (φ,∂φ)‖l2
λ
L2x
.
(‖∂φ‖L∞x + 1) ‖∂φ‖Hǫ+1 .
We use Lemma 2.4 below to estimate Eλ and Aλ. Note that Eλ, Aλ can be written as E˜λ(∂φ)
and A˜λ(∂
2φ) respectively. Thus, it follows from Lemma 2.4 that
‖λ1+ǫEλ‖l2
λ
L2x
. ‖∂φ‖L∞x (‖∂φ‖H1+ǫ + ‖φ[0]‖H2),(2.12)
‖λ1+ǫAλ‖l2
λ
L2x
. ‖∂φ‖L∞x ‖∂2φ‖H˙ǫ .(2.13)
By combining (2.11)–(2.13), we therefore obtain (2.10). 
Lemma 2.4. For any scalar function f let
E˜λ(f) := Pλ(g(φ)∂f)− P≤λ(g(φ))Pλ(∂f); A˜λ(f) := (P≤λ(g(φ)) − g(φ))Pλf.
Then for 0 < ǫ ≤ s− 2 there hold
‖λ1+ǫE˜λ(f)‖l2
λ
L2x
+ ‖λǫE˜λ(∂f)‖l2
λ
L2x
. ‖∂φ‖L∞x ‖f‖H1+ǫ + ‖f‖L∞x (‖∂φ‖H1+ǫ + ‖φ[0]‖H2),(2.14)
‖λ1+ǫA˜λ(f)‖l2
λ
L2x
+ ‖λǫA˜λ(∂f)‖l2
λ
L2x
. ‖∂φ‖L∞x ‖f‖H˙ǫ .(2.15)
Proof. We will prove the first inequalities in (2.14) and (2.15). The others can be derived similarly.
We first consider A˜λ(f). By the finite band property we have
‖A˜λ(f)‖L2x . ‖fλ‖L2x‖g(φ)− g(φ)≤λ‖L∞x . ‖fλ‖L2x
∑
µ>λ
µ−1‖∂g(φ)µ‖L∞x
. λ−1‖fλ‖L2x‖∂φ‖L∞x .
This implies (2.15).
Next we consider E˜λ(f). Applying the trichotomy of LP decomposition to Pλ(g(φ)∂f) we
obtain
E˜λ(f) =
(
Pλ(g(φ)≤λ · (∂f)λ)− g(φ)≤λ · (∂f)λ
)
+ Pλ
(
g(φ)λ · (∂f)≤λ
)
+ Pλ
(∑
µ>λ
g(φ)µ · (∂f)µ
)
=: aλ + bλ + cλ.
By using [36, Corollary 1] and the finite band property of LP projections, we have
‖aλ‖L2x = ‖[Pλ, g(φ)≤λ](∂f)λ‖L2x . λ−1‖∂g(φ)≤λ‖L∞x ‖(∂f)λ‖L2x . ‖∂φ‖L∞x ‖fλ‖L2x .
Consequently
‖λǫ+1aλ‖l2
λ
L2x
. ‖∂φ‖L∞‖f‖H1+ǫ .
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By using again the finite band property, we have
‖bλ‖L2x . ‖g(φ)λ‖L2x‖(∂f)≤λ‖L∞x . ‖f‖L∞x ‖∂g(φ)λ‖L2x ,
Thus it follows from (2.5) with m = 1 that
‖λ1+ǫbλ‖l2
λ
L2x
. ‖f‖L∞(‖∂φ‖H1+ǫ + ‖φ[0]‖H2).
For cλ we have
‖λ1+ǫcλ‖L2x .
∑
µ≥λ
(
λ
µ
)1+ǫ
‖∂g(φ)µ‖L∞x ‖µǫ(∂f)µ‖L2x ,
which implies
‖λ1+ǫcλ‖l2
λ
L2x
. ‖∂g(φ)‖L∞x ‖∂f‖Hǫ . ‖∂φ‖L∞x ‖f‖H1+ǫ .
Combining the above estimates we obtain (2.14). The proof is complete. 
Now we are ready to give the basic energy estimate.
Proposition 2.5 (Energy estimates). Let φ be the solution of (1.1). If φ satisfies the bootstrap
assumption (BA), there holds
(2.16) ‖∂φ(t)‖Hs−1 + ‖∂2t φ(t)‖Hs−2 . ‖(φ(0), ∂tφ(0))‖Hs×Hs−1 .
Proof. We apply (2.2) to φλ which, in view of Lemma 2.3, satisfies
(2.17) ✷gφλ = Rλ, where Rλ := R˜λ + ∂g · ∂φλ.
Since ∂g = g′(φ)∂φ, we obtain
‖∂φλ(t)‖L2x . ‖∂φλ(0)‖L2x +
∫ t
0
(
‖R˜λ(t′)‖L2x + ‖∂φ(t′)‖L∞x ‖∂φλ(t′)‖L2x
)
dt′.
Multiplying the both sides by λs−1, summing over λ and using (2.10) with ǫ = s− 2, we have
‖∂φ(t)‖H˙s−1 . ‖∂φ(0)‖H˙s−1 +
∫ t
0
(‖∂φ(t′)‖L∞x + 1) (‖∂φ(t′)‖H˙s−1 + ‖φ[0]‖H2) dt′
which, in view of Gronwall’s inequality and (BA), gives the desired estimate.
The second estimate in (2.16) follows from the equation in (1.1), and (2.7), (2.8) in Lemma
2.2 with ǫ = s− 2. 
We can similarly conclude the following result.
Lemma 2.6. Consider the equation (2.9), under the bootstrap assumption (BA), there holds
‖φλ[t]‖H˙1 . ‖φλ[0]‖H˙1 + ‖R˜λ‖L1tL2x
Lemma 2.7. Let 0 < ǫ ≤ s − 2. There holds with φt = ∂tφ, for Rλ[φt] := −∂2tPλ(φt) +
gij(φ)∂i∂jPλ(φt),
‖λǫRλ[φt]‖l2
λ
L2x
. (‖∂φ‖L∞x + 1)‖(φ(0), ∂tφ(0))‖Hs×Hs−1
Proof. Differentiating (1.1) yields
(2.18) Rλ[φt] = Pλ(∂tN (φ,∂φ))− Pλ(∂t(gij(φ))∂i∂jφ)−
(
E˜λ(∂φt) + A˜(∂
2φt)
)
.
where the definition of the last two terms can be seen in Lemma 2.4. In view of (8.17) in Appendix
A with G = g′(φ)∂φ, we have
(2.19) ‖λǫPλ(∂t(gij(φ))∂i∂jφ)‖l2
λ
L2x
. ‖∂φ‖L∞x (‖∂φ‖H1+ǫ + ‖φ[0]‖H2) .
In view of (2.18), Lemma 2.7 can be obtained by using (2.19), (2.6), (2.14)-(2.16). 
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Let Cu[t1, t2] be a (truncated) null cone
4 with t-variable varying in [t1, t2] ⊂ [0, T ]. For any
scalar function f we define on Cu[t1, t2] the following flux
F [f ] =
∫
Cu
(| /∇f |2γ + |Lf |2) dµγdt,
where Cu represents Cu[t1, t2] for shorthand if no confusion occurs and γ denotes the induced
metric on Cu ∩ Σt.
We can apply the divergence theorem to P(T)α [f ] in the spacetime region D˜, enclosed by
Cu[t1, t2], Σt1 and Σt2 . Similar to (2.1),
F [f ] .
∣∣∣∣∫
R3
QαβT
αTβ(t2)dµg
∣∣∣∣+ ∣∣∣∣∫
R3
QαβT
αTβ(t1)dµg
∣∣∣∣
+
∣∣∣∣∫
D˜
(
✷gfDTf +
1
2
π
(T)
αβ Q
αβ
)∣∣∣∣ .(2.20)
Lemma 2.8.
(2.21) F [∂φ] +
∑
µ>1
µ2(s−2)F [(∂φ)µ] . ‖(φ(0), ∂tφ(0))‖2Hs×Hs−1 .
Proof. Applying (2.20) to (∂φ)µ, and using ‖∂g‖L1tL∞x . 1 from (BA), we obtain(∑
µ>1
µ2(s−2)F [(∂φ)µ]
) 1
2
. sup
t∈[t1,t2]
(∑
µ>1
‖µs−2∂(∂φ)µ‖2L2x
) 1
2
+
∫ t2
t1
(∑
µ>1
‖µs−2✷g(∂φ)µ‖2L2x
) 1
2
dt.
The first term on the right hand side can be treated by Proposition 2.5. For the other term, we
use (2.17) for ✷g(∂φ)µ, the estimate (2.10), and Lemma 2.7 for ✷g(φt)µ. Hence(∑
µ>1
µ2(s−2)F [(∂φ)µ]
) 1
2
. ‖(φ(0), ∂tφ(0))‖Hs×Hs−1 +
∫ t2
t1
(∑
µ>1
µ2(s−2)‖Rµ[φt], µR˜µ‖2L2x
) 1
2
dt
+
∫ t2
t1
‖∂g(φ)‖L∞x
(∑
µ>1
‖µs−2∂(∂φ)µ‖2L2x
) 1
2
dt
Using Proposition 2.5 again, the second inequality in (2.21) can be obtained. The other one can
be proved in the same way. 
3. Reduction of Strichartz estimates
As mentioned in the introduction, the main goal of this paper is to show that, under the
bootstrap assumption (BA), we actually have the improved estimate (1.5). We restate this in
the following result.
Theorem 3.1 (Main estimate). Let s > 2 and let φ be the solution of (1.1). If φ satisfies (BA),
then there holds with a number 8δ0 < δ1 < s− 2
(3.1) ‖∂φ‖2L2
[0,T ]
L∞x
+
∑
λ≥2
λ2δ1‖P¯λ∂φ‖2L2
[0,T ]
L∞x
. T 2δ(‖φ(0)‖2Hs + ‖∂tφ(0)‖2Hs−1)
4In Section 4, by introducing optical functions u we will further set up the null cones Cu.
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where P¯λ denote the Littlewood-Paley projections with
∑
λ P¯λ = Id in L
2(R3) and 0 < δ ≤ ǫ0.
In this section, we first reduce the proof of Theorem 3.1 to the proof of Strichartz estimates
on small time intervals. Let λ be a fixed large dyadic number and let 0 < ǫ0 <
s−2
5 be a fixed
number as mentioned in the introduction. By using the bootstrap assumption (BA), we can
partition [0, T ] into disjoint union of sub-intervals Ik := [tk−1, tk] of total number . λ8ǫ0 with
the properties that |Ik| ≤ λ−8ǫ0T and
(3.2) ‖∂φ‖2L2
Ik
L∞x
+
∑
µ≥2
µ2δ0‖P¯µ∂φ‖2L2
Ik
L∞x
. λ−8ǫ0 .
On each time interval Ik we will show the following Strichartz estimate.
Theorem 3.2 (Strichartz estimates). Fix λ ≥ Λ and let ψ be a solution of
(3.3) ✷gψ = 0
on the time interval Ik. Then for any q > 2 sufficiently close to 2 there holds
‖Pλ∂ψ‖LqIkL∞x . λ
3
2− 1q ‖ψ[tk]‖H˙1 .
Proof of Theorem 3.1 assuming Theorem 3.2. We use W (t, s) to denote the operator that sends
(f0, f1) to the solution of ✷gψ = 0 satisfying the initial conditions ψ(s) = f0 and ∂tψ(s) = f1 at
the time s. By the reproducing property of LP projections, we can write P¯λ = PλPλ, where the
LP projections Pλ are associated to a different symbol. Let φλ := Pλφ. Recall that ✷gφλ = Rλ
by (2.17), we have from the Duhamel principle that
φλ(t) =W (t, tk−1)φλ[tk−1] +
∫ t
tk−1
W (t, s)(0, Rλ(s))ds.
Thus
P¯λφ(t) = Pλ (W (t, tk−1)φλ[tk−1]) +
∫ t
tk−1
Pλ (W (t, s)(0, Rλ(s))) ds.
By differentiation and the fact W (t, t)(0, Rλ(t)) = 0, we have for t ∈ Ik that
P¯λ∂φ(t) = Pλ∂W (t, tk−1)φλ[tk−1] +
∫ t
tk−1
Pλ∂W (t, s)(0, Rλ(s))ds.
In view of Ho¨lder inequality and Theorem 3.2, it follows that
‖Pλ∂ (W (·, tk−1)φλ[tk−1]) ‖L2IkL∞x . |Ik|
1
2− 1q ‖Pλ∂ (W (·, tk−1)φλ[tk−1]) ‖LqIkL∞x
. λ
3
2− 1q |Ik| 12− 1q ‖φλ[tk−1]‖H˙1 .
Let δ = 12 − 1q . We may use |Ik| . Tλ−8ǫ0 and Lemma 2.6 to derive that
‖Pλ∂ (W (·, tk−1)φλ[tk−1]) ‖L2
Ik
L∞x
. λ1+(1−8ǫ0)δT δ
(
‖φλ[0]‖H˙1 + ‖R˜λ‖L1tL2x
)
.
Similarly, by using the Minkowski inequality, Theorem 3.2 and Lemma 2.1, we have∥∥∥∥∥
∫ t
tk−1
Pλ∂W (t, s)(0, Rλ(s))ds
∥∥∥∥∥
L2Ik
L∞x
.
∫ tk
tk−1
‖Pλ∂W (t, s)(0, Rλ(s))‖L2
[s,tk]
L∞x
ds
. λ1+(1−8ǫ0)δT δ‖Rλ‖L1tL2x .
Recall that Rλ = R˜λ + ∂g(φ) · ∂φλ, we may use (BA) and Lemma 2.6 to derive that
‖Rλ‖L1tL2x . ‖R˜λ‖L1tL2x + ‖∂φ‖L2tL∞x ‖∂φλ‖L2tL2x . ‖R˜λ‖L1tL2x + ‖φλ[0]‖H˙1 .
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Therefore∥∥∥∥∥
∫ t
tk−1
Pλ∂W (t, s)(0, Rλ(s))ds
∥∥∥∥∥
L2Ik
L∞x
. λ1+(1−8ǫ0)δT δ
(
‖φλ[0]‖H˙1 + ‖R˜λ‖L1tL2x
)
.
Consequently
‖P¯λ∂φ‖L2
Ik
L∞x
. λ1+(1−8ǫ0)δT δ
(
‖φλ[0]‖H˙1 + ‖R˜λ‖L1tL2x
)
.
Now we sum over all subintervals Ik, remembering that the total number of such intervals is
. λ8ǫ0 , we obtain
‖P¯λ∂φ‖2L2
[0,T ]
L∞x
. λ8ǫ0λ2+2(1−8ǫ0)δT 2δ(‖φλ[0]‖2H˙1 + ‖R˜λ‖2L1tL2x)
. λ−2δ1T 2δ(‖λs−1φλ[0]‖2H˙1 + ‖λs−1R˜λ‖2L1tL2x)
where δ1 = s − 2 − 4ǫ0 − (1 − 8ǫ0)δ > 0. We can choose q > 2 such that 0 < δ ≤ ǫ0. Then
s − 2 > δ1 > 8ǫ20 = 8δ0 since we assumed δ0 = ǫ20 in (1.4). Now we multiply the both sides by
λ2δ1 and sum over λ ≥ Λ. Notice that∑
λ≥Λ
‖λs−1R˜λ‖2L1tL2x .
∑
λ≥Λ
‖λs−1R˜λ‖2L2tL2xT . ‖λ
s−1R˜λ‖2L2t l2λL2xT
. (‖∂φ(0)‖2Hs−1 + ‖φ[0]‖2H2)
(
‖∂φ‖2L2tL∞x + 1
)
T
which follows from (2.10) and Proposition 2.5. Using (BA), we then complete the proof. 
3.1. Prove Theorem 3.2 using dispersive estimate. In order to prove Theorem 3.2 on each
spacetime slab Ik × R3, we consider the coordinate change (t, x)→ (λ(t − tk), λx). The interval
Ik becomes I∗ = [0, τ∗] with τ∗ ≤ λ1−8ǫ0T . Under the rescaled coordinates the function φ and
the metric g become
φ(λ−1t+ tk, λ−1x) and g(φ(λ−1t+ tk, λ−1x))(3.4)
which are still denoted as φ and g. We write
g = −dt2 + gijdxj ⊗ dxj(3.5)
for the corresponding Lorentzian metric under the rescaled coordinates. In view of (3.2) and
|Ik| ≤ λ−8ǫ0T , we have ‖∂g‖L1
I∗
L∞x
. λ−8ǫ0 . Therefore, to prove Theorem 3.2, it is equivalent to
showing the following Strichartz estimate on I∗ with respect to LP projection P on the frequency
domain {1/2 ≤ |ξ| ≤ 2}.
Theorem 3.3. There is a large universal constant C0 such that if, on the time interval I∗ =
[0, τ∗], there holds
(3.6) C0‖∂g‖L1
I∗
L∞x
≤ 1
then for any solution ψ of ✷gψ = 0 on the time interval I∗ and q > 2 sufficiently close to 2,
there holds
(3.7) ‖P∂ψ‖LqI∗L∞x . ‖ψ[0]‖H˙1 .
The proof of Theorem 3.3 crucially relies on the following decay estimate.
Theorem 3.4 (Decay estimate). Let 0 < ǫ0 <
s−2
5 be a given number. There exists a large
number Λ such that for any λ ≥ Λ and any solution ψ of the equation
(3.8) ✷gψ = 0
15
on the time interval I∗ = [0, τ∗] with τ∗ ≤ λ1−8ǫ0T there is a function d(t) satisfying
(3.9) ‖d‖
L
q
2
. 1, for q > 2 sufficiently close to 2
such that for any 0 ≤ t ≤ τ∗ there holds
(3.10) ‖P∂tψ(t)‖L∞x ≤
(
1
(1 + t)
2
q
+ d(t)
)(
3∑
m=0
‖∂mψ(0)‖L1x +
2∑
m=0
‖∂m∂tψ(0)‖L1x
)
.
The proof of Theorem 3.4 will be given in next section using the boundedness of conformal
energy. Assuming Theorem 3.4, we can prove Theorem 3.3 by running the T T ∗ argument, see
the appendix in Section 9.
4. Reduce dispersive estimate to bounded conformal energy
In this section we give the proof of Theorem 3.4 on the interval I∗ = [0, τ∗] under the rescaled
coordinates, where τ∗ ≤ λ1−8ǫ0T . For each t we set Σt = {t} × R3 on which we use g = g(t)
to denote the Riemannian metric defined by (3.4). Given ρ > 0 and p ∈ Σt we use Bρ(p) and
Bρ(p, g) to denote the Euclidean ball and the geodesic ball on Σt with respect to g. We can find
R > 0 such that
(4.1) BR(p) ⊂ B 1
2
(p, g(t)), ∀p ∈ Σt and 0 ≤ t ≤ τ∗
This is possible due to the ellipticity condition from (1.2). Now we fix t0 = 1. We may take a
sequence of Euclidean balls {BJ} of radius R such that their union covers R3 and any ball in this
collection intersect at most 20 other balls. Let {̺J} be a partition of unity subordinate to the
cover {BJ}. We may assume that
∑3
m=1 |∂m̺J |L∞x ≤ C1 uniformly in J . By using this partition
of unity and a standard argument we can reduce the proof of Theorem 3.4 to establishing the
following dispersive estimate for the solution of ✷gψ = 0 with ψ[t0] := (ψ(t0), ∂tψ(t0)) supported
on a Euclidean ball of radius R.
Proposition 4.1. There is a large constant Λ such that for any λ ≥ Λ and any solution ψ of
✷gψ = 0
on the time interval [0, τ∗] with τ∗ ≤ λ1−8ǫ0T and with ψ[t0] supported in the Euclidean ball BR
of radius R, there exists a function d(t) satisfying
(4.2) ‖d‖
L
q
2 [0,τ∗]
. 1 for q > 2 sufficiently close to 2
such that for all t0 ≤ t ≤ τ∗,
(4.3) ‖P∂tψ(t)‖L∞x .
(
1
(1 + |t− t0|)
2
q
+ d(t)
)
(‖ψ[t0]‖H1 + ‖ψ(t0)‖L2).
In order to show Theorem 3.4 using Proposition 4.1, we need the following energy estimates.
Lemma 4.2. Under the bootstrap assumption (BA), there holds, for any solution ψ of (3.8),
the standard energy estimate
(4.4) ‖ψ[t]‖H˙1 . ‖ψ[0]‖H˙1 ,
and for 0 < t ≤ t0,
‖ψ(t)‖L2x . ‖ψ[0]‖H˙1 + ‖ψ(0)‖L2x .
Proof. (4.4) follows from (2.2). The other inequality then can be obtained by using the funda-
mental theorem of calculus.
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Proof of Theorem 3.4 assuming Proposition 4.1. For 0 < t < t0, we may use the Bernstein in-
equality of LP projections to obtain
‖P∂tψ(t)‖L∞x . ‖∂tψ(t)‖L2x .
which, together with Lemma 4.2 and the Sobolev embedding W 2,1 →֒ L2, implies the desired
inequality. So we may assume t0 ≤ t ≤ τ∗. By using the partition of unity {̺J} we can write
ψ =
∑
J ψJ , where ψJ is the solution of ✷gψJ = 0 satisfying the initial conditions
ψJ(t0) = ̺Jψ(t0), ∂tψJ(t0) = ̺J∂tψ(t0).
By using (4.3) in Proposition 4.1, we have
‖P∂tψJ(t)‖L∞x .
(
1
(1 + |t− t0|)
2
q
+ d(t)
)
(‖ψJ [t0]‖H1 + ‖ψJ(t0)‖L2).
In view of Lemma 4.2 and the Sobolev embedding W 2,1 →֒ L2, we obtain
‖P∂tψJ(t)‖L∞x .
(
1
(1 + |t− t0|)
2
q
+ d(t)
)(
3∑
m=0
‖∂mψJ(0)‖L1x +
2∑
m=0
‖∂m∂tψJ (0)‖L1x
)
.
Summing over J and using the fact that any ball BJ intersects with at most 20 other balls, we
can conclude the desired estimate. 
Next we will reduce the proof of Proposition 4.1 to controlling certain weighted energy. To
define such energy, we first introduce the necessary geometric setup.
Recall that Σt = {t} × R3 and T := ∂t is the future directed unit normal to Σt in M :=
(R1+3,g). The second fundamental form of Σt is defined by
k(X,Y ) = −g(DXT, Y )
for any vector fields X,Y tangent to Σt. The trace of k is denoted by Tr k = g
ijkij . Let Γ
+
be the portion of the time axis in [0, τ∗]. We define the optical function u to be the solution of
eikonal equation
(4.5) gαβ∂αu∂βu = 0
with u = t on Γ+. Geometrically the optical function u can be constructed as follows. Let p be
any point on Γ+ with time coordinate t and let Lω, ω ∈ S2, be the family of null vectors in TpM.
For each ω ∈ S2, there exists a unique null geodesic Υω(t) initiating from p with
(4.6)
d
dt
Υω
∣∣∣∣
p
= Lω.
We define u = t on the ruled surface formed by this family of null geodesics. This function u is
then a solution of (4.5) with u = t on Γ+, see [7].
For each 0 ≤ u ≤ τ∗, the level set Cu of u is the outgoing null cones with vertex on Γ+ at
t = u. Let St,u = Cu ∩ Σt which is a smooth surface. We introduce the two solid cones
D+0 =
⋃
{t∈[t0,τ∗],0≤u≤t}
St,u and D+ =
⋃
{t∈[0,τ∗],0≤u≤t}
St,u.
Next we extend the foliation of spacetime by null hypersurfaces to a neighborhood of D+ in
[0, τ∗] × R3. We denote by o the point on Γ+ where t = u = 0. Recall that τ∗ ≤ λ1−8ǫ0T and
0 < T ≤ d0, where d0 > 0 is defined in Section 2. Let v∗ = 45τ∗. We can guarantee that there is
a neighborhood O of o contained in the geodesic ball Bτ∗(o, g) of radius τ∗ on {t = 0} such that
it can be foliated by the level sets Sv of a function v taking all values in [0, v∗] with v(o) = 0 and
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τ∗
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0
τ∗
Figure 1. Illustration of D+, D+0 and D˜+
with each Sv, for v > 0, diffeomorphic to S
2; see Proposition 4.3 below for various nice properties.
Let a−1 = |∇v|g be the lapse function on {t = 0}. Then, in O the metric g can be written as
(4.7) ds2 = a2dv2 + γABdω
AdωB,
where ωA, A = 1, 2, denote the angular variables on S2. For each 0 < v < v∗, at any point p ∈ Sv,
parametrized by ω ∈ S2, there is a unique outward unit normal Nω. We set Lω := Nω+T, which
is a null vector in TpM. Initiating from p, there is a unique null geodesic Υω(t) satisfying (4.6).
We then define u = −v on such ruled surface formed by the family of null geodesics Υω, ω ∈ S2
for each 0 < v ≤ v∗. This gives an extension of u satisfying (4.5) in the extended region. Similar
as above, we can introduce null cones Cu and St,u for −v∗ ≤ u < 0 and t ∈ [0, τ∗]. The causal
future of ∪0≤v≤v∗Sv can be foliated by the null hypersurfaces Cu, initiating from Sv with u = −v
at t = 0, and those initiating from the time axis Γ+ with u = t. We set
D˜+ =
⋃
{t∈[0,τ∗],−v∗≤u≤t}
St,u.
The local coordinates (ω1, ω2), together with functions t, u define a complete system of coordi-
nates on D˜+.5 We set r˜ = t− u. In D˜+, we define the function of null lapse b by
(4.8) b−1 = |∇u|g.
It is clear that
(4.9) b = a when t = 0.
Moreover, in view of (4.5), we have b−1 = T(u). Since u = t on Γ+, we have b = 1 on Γ+.
In Lemma 5.4 we will show that |b − 1| < 14 on D˜+. Using this fact we can prove that
B 1
2
(p, g(t0)) ⊂ D+0 ∩ Σt0 , where p denotes the point on Γ+ with time coordinate t0. To see
this, we introduce geodesic distance s˜ to p on D+0 ∩ Σt0 . Let /g be the induced metric of g on
the level sets of s˜ which are diffeomorphic to S2. Then on D+0 ∩ Σt0 , we can write g(t0) as
ds˜2 + /gABdω
AdωB. In view of (4.8), this gives
(4.10) −∂u
∂s˜
≤ b−1.
5This can be justified by running the same continuity argument for proving [34, Theorem 1.2], based on (5.6),
Proposition 5.3, (5.30) and (BA).
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Thus for any point in B 1
2
(p, g(t0)) with coordinates (t, u, ω), by using (4.10) we have
t0 − u =
∫ 1
2
0
b−1ds˜ <
2
3
This implies that B 1
2
(p, g(t0)) ⊂ ∪t0− 23<u≤t0St0,u which is in the interior of D
+
0 ∩ Σt0 . Conse-
quently, in view of (4.1), we have
BR(p) ⊂ D+0 ∩Σt0 .
We denote by N the outward unit normal of St,u in Σt. Let γ be the metric on St,u induced
from g and let /∇ be the corresponding covariant differentiation on St,u. The second fundamental
form of St,u in Σt for 0 ≤ t ≤ τ∗ is given by
θ(X,Y ) = 〈∇XN, Y 〉
for any vector fields X,Y tangent to St,u. The trace of θ is defined by trθ = γ
ABθAB, and the
traceless part of θ is denoted by θˆ.
Let (eA)A=1,2 be an orthonormal frame on St,u. Then (see [7, 14])
(4.11) /∇NN = − /∇ logb, /∇ANB = θAB.
As in [7, 14], we introduce L = ∂t + N and L = ∂t − N . Then {L,L} form a null pair with
g(L,L) = g(L,L) = 0 and g(L,L) = −2. Under the null frame (eA)A=1,2, e3 = L and e4 = L,
the null second fundamental forms χ and χ, the torsion ζ, and the Ricci coefficient ζ of the
foliation St,u are defined by
χAB = g(DAe4, eB), χAB = g(DAe3, eB)
ζA =
1
2
g(D3e4, eA), ζA =
1
2
g(D4e3, eA).
(4.12)
Then there hold
DAe4 = χABeB − kANe4, DAe3 = χABeB + kANe3,
D4e4 = −kNNe4, D4e3 = 2ζAeA + kNNe3,
D3e4 = 2ζAeA + kNNe4, D4eA = /∇LeA + ζAe4,
DBeA = /∇BeA +
1
2
χABe3 +
1
2
χ
AB
e4 D3e3 = −2( /∇A logb)eA − kNNe3
(4.13)
and
(4.14) χAB = θAB − kAB, ζA = −kAN , ζ = /∇ logb+ kAN .
Relative to any coordinate, the Ricci curvature of g can be decomposed as
(4.15) Rαβ = −1
2
✷g(gαβ) +
1
2
(DαVβ +DβVα) + Sαβ
where V is a 1-form with
(4.16) Vγ = (Γ
η
αβ − Γˆ
η
αβ)g
αβgγη,
with Γˆ being the Christoffel symbol of a smooth reference metric gˆ. For convenience, gˆ is chosen
to be the Minkowski metric m. Under this choice, the term Sαβ is quadratic in ∂g. We set
V4 = V (e4).
The existence of a v-foliation with the desired properties in a neighborhood of o on {t = 0} is
guaranteed by the following result.
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Proposition 4.3. On {t = 0} there exists a function v with 0 ≤ v ≤ v∗ = 45τ∗ such that each
level set Sv is diffeomorphic to S
2 and
(4.17) tr θ + kNN =
2
av
+Tr k − V4, a(o) = 1.
Let γ(0) be the canonical metric on S2 and γ the induced metric of g on Sv. Let
◦
γ = v−2γ and
γˇ = v2γ(0). Then on ∪0≤v≤v∗Sv there hold
|a− 1| . λ−4ǫ0 < 1
4
, ‖v 12 (θˆ, /∇ log a)‖Lq∗ω . λ−
1
2 ,(4.18)
‖ /∇ log a‖L2vL∞Sv + ‖χˆ‖L2vL∞Sv . λ
− 12 ,(4.19)
|◦γ − γ(0)|+ ‖∂(◦γ − γ(0))‖Lq∗ω (Sv) . λ−4ǫ0 ,(4.20)
‖v 12 /∇(log
√
|γ| − log
√
|γˇ|)‖Lq∗ω . λ−
1
2 ,(4.21)
where 0 < 1− 2q∗ < s− 2. Moreover
(4.22) |a− 1| . λ−4ǫ0 , ‖v− 12 (a− 1)‖L∞ . λ− 12 ,
√
|γ| ≈ v2
and there holds the inclusion
(4.23) ∪0≤v≤v∗Sv ⊂ Bτ∗(o).
The existence of the v- foliation for v ∈ [0, ǫ) with a small ǫ > 0 can be proved by Nash-Moser
implicit function theorem (see [28, 27]). In Appendix C, we will prove the above estimates.
During the proof, we will simultaneously show that the foliation can be extended to v∗ by an
argument of continuity.
In order to give the definition of our conformal energy, we take two smooth cut-off functions
̟ and ̟ depending only on two variables t, u; for t > 0 they are defined in a manner such that
̟ =
{
1 on 0 ≤ u ≤ t
0 on u ≤ − t4 ,
and ̟ =
{
1 on 0 ≤ ut ≤ 12
0 if ut ≥ 34 or u ≤ − t4 .
We may define ̟ and ̟ such that they coincide in the region ∪{t∈[t0,τ∗],− t4<u≤0}St,u.
Definition 4.4. For any scalar function ψ vanishing outside D+, we define the conformal energy
C[ψ] of ψ by
C[ψ](t) = C[ψ](i)(t) + C[ψ](e)(t),
where
C[ψ](i)(t) =
∫
Σt
(̟ −̟)t2 (|Dψ|2 + |r˜−1ψ|2) dµg,(4.24)
C[ψ](e)(t) =
∫
Σt
̟
(
r˜2|DLψ|2 + r˜2| /∇ψ|2 + |ψ|2
)
dµg.(4.25)
For the conformal energy we have the following boundedness result whose proof forms the core
part of this paper and is given through Sections 5–7.
Theorem 4.5 (Boundedness theorem). Let (BA) and (3.2) hold. Let ψ be any solution of
✷gψ = 0 on I∗ = [0, τ∗] with ψ[t0] supported in BR ⊂ D+ ∩ Σt0 . Then, for t ∈ [t0, τ∗], the
conformal energy of ψ satisfies the estimate
C[ψ](t) . (1 + t)2ǫ
(
‖ψ[t0]‖2H˙1(Σ) + ‖ψ(t0)‖2L2(Σ)
)
,
where ǫ > 0 is an arbitrarily small number.
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In what follows, the small growth indicated in Theorem 4.5 will be proved to be harmless. We
adapt [36, Proposition 11] to prove Proposition 4.1 by assuming Theorem 4.5.
4.1. Reduction to bounded conformal energy. In this section we give the proof of Propo-
sition 4.1 using Theorem 4.5 concerning the boundedness of conformal energy.
Lemma 4.6. Let b ≥ 2. Then for any scalar functions f and ψ there holds
‖[P, f ]∂ψ‖W 1,b + ‖[P, f ]∂ψ‖L∞x . ‖∂f‖L∞x ‖∂ψ‖L2x ,
where P denote the Littlewood-Paley projection with frequency 1.
Proof. This is [36, Lemma 14]. 
Lemma 4.7. Let (3.2) hold. Then for q > 2 close to 2 there holds
(4.26)
∥∥̟ (χˆ, /∇ logb, trχ− 2/r˜)∥∥
L
q
2 [0,τ∗]L∞x
. λ
2
q
−1−4ǫ0( 4q−1).
Proof. The result will be verified in Section 5 where (4.26) is restated as (5.9) in Proposition
5.2. 
Lemma 4.8. Let (3.2) hold. Then, for any solution ψ of ✷gψ = 0 in I∗ = [0, τ∗] with τ∗ ≤
λ1−8ǫ0T , there holds
(4.27)
∥∥[P,̟N i]∂iψ∥∥L∞(Σt) + ∥∥[P,̟ /∇]ψ∥∥H1(Σt) . d˜(t)‖ψ[t0]‖H˙1 ,
where
(1 + t)δ d˜(t) . (1 + t)−
2
q + d(t) and ‖d(t)‖
L
q
2 [0,τ∗]
. 1
with q > 2 close to 2 and 0 < δ < 1− 2q .
Proof. Notice that /∇jψ = ∂jψ −NjN i∂iψ with Nj = gijN i. We have
[P,̟ /∇j ]ψ = [P,̟]∂jψ − [P,̟NjN i]∂iψ.
In view of Lemma 4.6, we can obtain
‖[P,̟N i]∂iψ‖L∞x + ‖[P,̟ /∇]ψ‖H1 .
(‖∂(̟N i)‖L∞x + ‖∂(̟NjN i)‖L∞x + ‖∂̟‖L∞x ) ‖∂ψ‖L2x
Since the support of ̟ on Σt with t ≥ t0 is contained in ∪−t/4≤u≤3t/4St,u, we have ‖∂̟‖L∞x .
(1 + t)−1 and t− u ≈ t. By using (4.11), (4.14) and k = − 12∂tg we have
‖∂(̟N i)‖L∞x + ‖∂(̟NjN i)‖L∞x
. ‖̟ (χˆ, /∇ logb, trχ− 2/r˜) , k, ∂g‖L∞ + (1 + t)−1.(4.28)
Let
d˜(t) = ‖̟ (χˆ, /∇ logb, trχ− 2/r˜) , k, ∂g‖L∞x + (1 + t)−1.
Then we have
‖[P,̟N i]∂iψ‖L∞x + ‖[P,̟ /∇]ψ‖H1 . d˜(t)‖∂ψ‖L2x ,
which, together with Lemma 4.2, implies (4.27).
We can write d˜(t) = (1 + t)−1 + (1 + t)−δd(t), where
d(t) = (1 + t)δ‖̟ (χˆ, /∇ logb, trχ− 2/r˜) , k, ∂g‖L∞x
Note that |k|, |∂g| . |∂φ|. We may use (3.2), (4.26) and t ≤ τ∗ . λ1−8ǫ0 to conclude that
‖d‖
L
q
2 [0,τ∗]
. 1. 
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Lemma 4.9. (i) For 2 ≤ q <∞ and any St,u-tangent tensor F , there holds
(4.29) ‖r1−2/qF‖Lq(St,u) . ‖r /∇F‖1−2/qL2(St,u)‖F‖
2/q
L2(St,u)
+ ‖F‖L2(St,u).
(ii) For any δ ∈ (0, 1), any q ∈ (2,∞) and any scalar function f there hold
sup
St,u
|f | . r˜ 2δ(q−2)2q+δ(q−2)
(∫
St,u
(| /∇f |2 + r˜−2|f |2)) 12− δq2q+δ(q−2) (∫
St,u
(| /∇f |q + r˜−q|f |q)) 2δ2q+δ(q−2) .
Proof. This is [14, Theorem 5.2] 
Lemma 4.10. For any Σ-tangent tensor field F there hold
‖F‖2L2(St,u) . ‖F‖H1(Σt)‖F‖L2(Σt), ‖F‖L4(St,u) . ‖F‖H1(Σt).
Proof. This is [34, Proposition 7.5]. 
Proof of Proposition 4.1. Since ✷gψ = 0 and ψ[t0] is supported on BR ⊂ D+ ∩Σt0 , by the finite
speed of propagation, see [14, Proposition 3.3], ψ(t), for each t ≥ t0, is supported on {0 ≤ u ≤ t}
on which ̟ = 1. Thus
‖P (∂tψ) ‖L∞x = ‖P (̟∂tψ)‖L∞x ≤ ‖P (̟∂tψ)‖L∞x + ‖P ((̟ −̟)∂tψ) ‖L∞x .
By the Bernstein inequality for LP projections and Theorem 4.5, we have
‖P ((̟ −̟)∂tψ) ‖L∞x . ‖(̟ −̟)∂tψ‖L2x . (1 + t)−1C[ψ]
1
2 (t)
. (1 + t)−1+ǫ(‖ψ[t0]‖H˙1(Σ) + ‖ψ(t0)‖L2(Σ))
and
‖P (̟∂tψ)‖L∞x . ‖P (̟Lψ)‖L∞x + ‖P (̟Nψ)‖L∞x . ‖̟Lψ‖L2x + ‖P (̟Nψ)‖L∞x ,
where we used ∂t = L−N . From Theorem 4.5 we have
‖̟Lψ‖L2x . (1 + t)−1C[ψ]
1
2 (t) . (1 + t)−1+ǫ(‖ψ[t0]‖H˙1(Σ) + ‖ψ(t0)‖L2Σ).
Moreover
‖P (̟Nψ)‖L∞x ≤ ‖[P,̟N l]∂lψ‖L∞x + ‖̟N lP∂lψ‖L∞x .(4.30)
The first term in (4.30) can be estimated by Lemma 4.8. For the second term in (4.30) we have
‖̟N lP∂lψ(t)‖L∞x ≤ ‖̟P˜ψ(t)‖L∞x ,
where P˜ denotes an LP projection with frequency 1 associated to a different symbol. Therefore,
it suffices to show that
(4.31) ‖̟P˜ψ‖L∞(Σt) .
(
(1 + |t− t0|)− 2q + d(t)
)
(‖ψ[t0]‖H˙1 + ‖ψ(t0)‖L2).
Since ̟ vanishes outside the region {−t/4 ≤ u < 3t/4}, we only need to consider ̟P˜ψ in the
region {−t/4 ≤ u < 3t/4} on which we have r˜ ≈ t. Recall that ̟ is constant on each St,u, we
have from Lemma 4.9 (ii) that
sup
St,u
|̟Pψ|2 . r˜δ
(∫
St,u
(|̟/∇Pψ|2 + r˜−2|̟Pψ|2))1−δ (∫
St,u
(|̟/∇Pψ|4 + r˜−4|̟Pψ|4)) 12 δ .
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Using r ≈ t and Lemma 4.10 we then obtain
sup
St,u
|̟Pψ|2 . r˜δ
(∫
St,u
(|P (̟/∇ψ)|2 + r˜−2|̟Pψ|2 + |[P,̟ /∇]ψ|2))1−δ
×
(∫
St,u
(|P (̟/∇ψ)|4 + r˜−4|̟Pψ|4 + |[P,̟ /∇]ψ|4)) 12 δ
. r˜δ
(‖P (̟/∇ψ)‖2H1 + t−2‖̟Pψ‖2H1 + ‖[P,̟ /∇]ψ‖2H1) .
By the finite band property, we have
‖P (̟/∇ψ)‖2H1 . ‖̟/∇ψ‖2L2 . t−2C[ψ](t),
‖̟Pψ‖2H1 . ‖ψ‖2L2(Σt) = ‖̟ψ‖2L2 . C[ψ](t).
Therefore
sup
−t/4≤u≤3t/4
|̟Pψ|2 . tδ
(
t−2C[ψ](t) + ‖[P,̟ /∇]ψ‖2H1(Σt)
)
By letting 0 < δ < 2(1− 2q ), we then obtain (4.31) from Lemma 4.8 and Theorem 4.5 since ǫ can
verify ǫ < 1− 2q − δ2 . 
The proof of Theorem 4.5 is the core part of this paper which will be given through Sections
5–7. It crucially relies on the control of Ricci coefficients defined in (4.12) on D+ along null
hypersurfaces. In particular, we need to tackle the difficulty arising from the non-vanishing Ricci
tensor which contains the second derivative of the unknown solution. In Section 5, we will give
the control of Ricci coefficients on D˜+, which shows Lemma 4.7. In the wave zone D+, which is
a subset of D˜+, we will provide a set of stronger estimates.
5. Control of Ricci coefficients
Let φ be obtained from the solution of (1.1) by the coordinate change (t, x)→ (λ(t−tk), λx) as
was done in (3.4) and let g = g(φ). They are defined on I×R3 with I = [0, τ∗] and τ∗ ≤ λ1−8ǫ0T .
According to (3.2), the rescaled function φ and the metric g satisfy the estimates
(5.1) ‖∂φ,∂g‖L2tL∞x (I×R3) + λδ0
∑
µ≥2
µ2δ0‖Pµπ˜‖2L2tL∞x (I×R3)

1
2
. λ−1/2−4ǫ0 .
Here π˜ denotes the collection of terms taking the form of f(φ)∂φ, with f being a smooth function6
of φ. To derive the last inequality in (5.1) we also used (8.2) in Appendix A. In the following
sections we will work under the condition (5.1).
We will let g denote the Lorentzian metric defined by (3.5) and letD denote the corresponding
covariant differentiation. Using the optical function u introduced in Section 4, we have defined
the null hypersurfaces Cu and the regions D+ and D˜+. On each St,u = Cu ∩ Σt, let γ be the
induced metric from g and let /∇ be the associated covariant differentiation.
For null cones Cu with u = −v < 0 initiating from Sv at t = 0, using local coordinates
(ω1, ω2) ∈ S2 on Sv as in Proposition 4.3 and following the trajectories Υω(t) of the null generator
6To be more precise, the functions f are products of factors among {g(k), k = 0, 1, 2}, constants, and the
function Nαβ in (1.1).
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vector field L, i.e.
(5.2)
dΥω
dt
= L
with Υω(0) ∈ Sv, we can parametrize Cu by the transport coordinates t, ω1, ω2. For a null cone
Cu with u ≥ 0 initiating from a point ℘ on the time axis Γ+, by parametrizing null vectors at ℘
by (ω1, ω2) ∈ S2, we can use (5.2) with Υω(0) = ℘ to introduce on Cu the transport coordinates
t, ω1, ω2. Relative to the transport coordinates t, ω1, ω2, we can verify that
(5.3)
dγab
dt
= 2χab
along null geodesics Υω(t). Consequently, for the associated area element vt =
√|γ| of St,u,
there holds
(5.4) L(vt) = vttrχ.
Using the transport coordinates, we can also parametrize D˜+ by t, u, ω1, ω2. Thus any function
f on D˜+ can be represented by f(t, u, ω1, ω2). By virtue of such representation we can introduce
various norms which will be used in the following. For any vector field F on St,u we will use the
two norms
‖F‖q
Lqx(St,u)
=
∫
St,u
|F |qdµγ and ‖F‖qLqω(St,u) =
∫
S2
|F |q(ω)dµS2 .
For St,u-tangent tensor field F on Cu, we introduce the mixed norms
‖F‖q
LqωL∞t (Cu)
=
∫
S2
sup
Υω
|F |qdµS2 and ‖F‖qLqxL∞t (Cu) =
∫
S2
sup
t∈Υω
(vt|F |q)dµS2
For tensor fields F defined on Σt ∩ D˜+ we use the norm
‖F‖LqxL∞u =
(∫
S2
(sup
u
(vt|F |q))(ω)dω
) 1
q
.
There are many other mixed norms used in the paper which should be clear from the context.
In this section we will derive various estimates on the Ricci coefficient defined in (4.12) which
are crucial for proving Theorem 4.5 in Section 7. To obtain these estimates, we first recall the
initial conditions satisfied by these Ricci coefficients. We fix the convention that
r˜ = t− u, t˜rχ = trχ+ V4 and z = t˜rχ− 2
t− u,
where V4 = V (L) and V is the 1-form introduced in (4.16).
Lemma 5.1. (i) On any null cone Cu initiating from a point on the time axis at t = u ≥ 0,
there hold
r˜z,b− 1, /∇b, r˜ /∇z, r˜2µ→ 0 as t→ u, lim
t→u
‖χˆ, ζ, ζ, k‖L∞(St,u) <∞.
(ii) Let
◦
γ:= (t−u)−2γ be the rescaled metric on St,u and let γ(0) denote the canonical metric
on S2. Then, relative to the transport coordinates, there hold
(5.5) lim
t→u
◦
γab= γ
(0)
ab , limt→u
∂c
◦
γab= ∂cγ
(0)
ab
where a, b, c = 1, 2.
(iii) On
⋃
v∈(0,v∗] Sv there hold |vz| . λ−4ǫ0 and ‖v
3
2 /∇z‖L∞v Lpω + ‖v
1
2 z‖L∞ . λ− 12 , where
‖F‖L∞v Lpω = supv∈(0,v∗]
(∫
Sv
|F |pdω
)1/p
for any tensor field F .
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The items (i) and (ii) in Lemma 5.1 can be found from [32] and [37, Section 2]. The item (iii)
follows from Proposition 4.3.
The main results of this section are Proposition 5.2 and Proposition 5.3 on connection coeffi-
cients which will be crucially used in Section 6 and Section 7.
Proposition 5.2. Let p be a fixed number satisfying 0 < 1 − 2p < s − 2. Let D∗ = ( /∇, /∇L).
Under the condition (5.1), there hold on D˜+ ⊂ [0, τ∗]× Σ the estimates
r˜t˜rχ ≈ 1, ‖r˜ 12 z‖
L∞(D˜+) . λ
− 12 ,(5.6)
‖r˜3/2 /∇z‖
L∞t L
∞
u L
p
ω(D˜+) . λ
− 12 ,(5.7)
‖r˜ /∇z, r˜ /∇χˆ‖
L2tL
p
ω(Cu∩D˜+) . λ
− 12 ,(5.8) ∥∥∥∥z, χˆ, trχ− 2t− u, ζ
∥∥∥∥
L
q
2
t L
∞
x
. λ
2
q
−1−4ǫ0( 4q−1), q > 2 and close to 2,(5.9) ∥∥∥∥b−1 − 1r˜
∥∥∥∥
L2tL
∞
x
+
∥∥∥∥b−1 − 1
r˜
1
2
∥∥∥∥
L2pω
+ ‖r˜D∗(b
−1 − 1
r˜
)‖L2tLpω . λ−
1
2 .(5.10)
Moreover, in D+ there holds∥∥∥∥z, χˆ, trχ− 2t− u, ζ
∥∥∥∥
L2tL
∞
x (D+)
. λ−
1
2−4ǫ0 .(5.11)
Proposition 5.3. On null cone Cu contained in D˜+, there hold
‖z‖
L2tL
∞
ω (Cu∩D˜+)
+ ‖χˆ‖
L2tL
∞
ω (Cu∩D˜+)
. λ−
1
2 ,(5.12)
‖∂(◦γ −γ(0))‖
LpωL∞t (Cu∩D˜+)
≤ λ−4ǫ0 , ‖ ◦γ −γ(0)‖L∞ . λ−4ǫ0 ,(5.13)
where
◦
γ= (t− u)−2γ.
The proofs of Proposition 5.2 and Proposition 5.3 rely on a bootstrap argument. We make
the bootstrap assumptions that on any Cu contained in D˜+ there hold
‖χˆ‖L2tL∞ω (Cu) + ‖z‖L2tL∞ω (Cu) ≤ λ−
1
2+2ǫ0 ,(5.14)
‖∂(◦γ −γ(0))‖L∞t Lpω ≤ λ−ǫ0 , ‖
◦
γ −γ(0)‖L∞ ≤ λ−ǫ0 ,(5.15)
‖χˆ‖L2tL∞ω (Cu) + ‖z‖L2tL∞ω (Cu) ≤ λ−
1
2 in D+,(5.16)
‖ζ‖L2tL∞ω (Cu∩D+) ≤ λ−
1
2 in D+.(5.17)
We also assume that on any St,u ⊂ D˜+, there hold
‖r˜(χˆ, z)‖Lpω ≤ 1,(5.18)
|b− 1| ≤ 1
2
.(5.19)
We will improve (5.14) to (5.12), (5.16) and (5.17) to (5.11), and (5.15) to (5.13). (5.18) will
be improved in (5.66). (5.19) will be improved in (5.30). At the same time, we will derive all
the other conclusions in Proposition 5.2 and Proposition 5.3. The proofs of Proposition 5.2 and
Proposition 5.3 then follow by a classical continuity argument.
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To complete the bootstrap argument, we rely heavily on the following structure equations for
the connection coefficients on null hypersurfaces Cu in D˜+ (see [7, Chapter 7] and [14]):
Lb = −bkNN ,(5.20)
Ltrχ+
1
2
(trχ)2 = −|χˆ|2 − kNN trχ−R44,(5.21)
/∇LχˆAB +
1
2
trχχˆAB = −kNN χˆAB − (R4A4B − 1
2
R44δAB),(5.22)
/∇Lζ +
1
2
trχζ = −(kBN + ζB)χˆAB − 1
2
trχkAN − 1
2
RA443,(5.23)
( div χˆ)A + χˆAB · kBN = 1
2
( /∇trχ+ kAN trχ) +RB4BA,(5.24)
div ζ =
1
2
(µ− kNN trχ− 2|ζ|2 − |χˆ|2 − 2kABχˆAB)− 1
2
δABRA43B,(5.25)
curl ζ = −1
2
χˆ ∧ χˆ + 1
2
ǫABRB43A,(5.26)
Ltrχ+
1
2
trχtrχ = 2div ζ + kNN trχ− χˆ · χˆ + 2|ζ|2 + δABRA34B,(5.27)
/∇LχˆAB +
1
2
trχχˆAB = −1
2
trχχˆAB + 2 /∇AζB − div ζδAB + kNN χˆAB(5.28)
+ (2ζAζB − |ζ|2δAB) +RA43B − 1
2
δCDRC43DδAB.
We first draw some simple important conclusions from the bootstrap assumptions (5.18), (5.19)
and the second assumption in (5.14).
Lemma 5.4. On D˜+ there holds
vt ≈ (t− u)2,(5.29)
|b− 1| . λ−4ǫ0 < 1
4
.(5.30)
Proof. Let Cu be a null cone contained in D˜+. Using (5.3) we can derive that
L(vtr˜
−2) =
(
trχ− 2
r˜
)
vtr˜
−2.(5.31)
By virtue of (5.1) and the estimate for z in (5.14), we have ‖trχ− 2r˜‖L1tL∞x (Cu) ≤ λ−2ǫ0 . Therefore,
(5.29) follows by integrating (5.31) along null geodesics and using the initial data conditions given
in Lemma 5.1 and Proposition 4.3 for the cases u ≥ 0 and u < 0.
Next we derive (5.30) using (5.20). For null cones Cu with u ≥ 0, by integrating (5.20) along
null geodesics and using Lemma 5.1 (i), we have
(5.32) b− 1 = −
∫ t
u
bkNNdt
′
which together with (5.19) and (5.1) implies that |b − 1| . λ−8ǫ0 < 14 . For null cones Cu with
u = −v < 0, by integrating (5.20) along null geodesics and using (4.9) we have
(5.33) b− a = −
∫ t
0
bkNNdt
′
This together with (4.18), (5.19) and (5.1) implies |b− 1| . λ−8ǫ0 + λ−4ǫ0 . λ−4ǫ0 < 14 . 
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Lemma 5.4 shows that vt and r˜
2 are comparable and b can be considered as a positive constant
away from zero. Thus for any tensor F on St,u and 1 ≤ q <∞ we have
‖F‖Lq(St,u) ≈ ‖r˜
2
qF‖Lqω(St,u).
In what follows, we will frequently use Lemma 5.4 without explicit mention.
Using Lemma 5.4 and the second assumption of (5.15), we can show that on D˜+ there hold
the following Sobolev inequalities and trace inequalities:
• For any scalar functions or St,u-tangent tensor fields F there hold (see [34])
‖r˜− 12F‖L2(St,u) + ‖F‖L4(St,u) . ‖F‖H1(Σt),(5.34)
‖F‖L2uL2ω . ‖r˜∇NF‖L2uL2ω + ‖r˜
1
2F‖L∞u L2ω .(5.35)
• For any scalar functions or St,u-tangent tensor fields F and 2 < q < ∞ there hold (see
[7, 19, 14]
‖F‖Lqω(St,u) . ‖r˜ /∇F‖
1− 2
q
L2ω(St,u)
‖F‖
2
q
L2ω(St,u)
+ ‖F‖L2ω(St,u),(5.36)
‖F‖L∞ω (St,u) . ‖r /∇F‖Lqω(St,u) + ‖F‖L2ω(St,u).(5.37)
• For q ≥ 2 and any scalar functions or tensor fields F defined on D˜+ ∩Σt there holds
(5.38) ‖r˜ 12− 1qF‖2
L2qx L∞u
. ‖F‖L∞ω L2u
(‖r˜∇NF‖LqωL2u + ‖F‖LqωL2u) ;
see [37, Lemma 2.13] and its proof.
• For 0 < 1− 2q < s− 2, there holds for scalar function f on D˜+
(5.39) ‖r˜f‖L2uLqω(Σt∩D˜+) . ‖f‖Hs−2(Σt∩D˜+)
The fractional Sobolev inequality (5.39) can be proved by decomposing the scalar function f =∑
µ>1 Pµf + P≤1f . By (5.36) and (5.37)
r˜‖Pµf‖Lqω . ‖r˜| /∇Pµf |γ‖
1− 2
q
L2x
‖Pµf‖
2
q
L2x
+ ‖Pµf‖L2x
Using finite band property and the second assumption in (5.15),
‖r˜Pµf‖L2uLqω(Σt∩D˜+) . (µ
1− 2
q + 1)‖Pµf‖L2uL2x(Σt∩D˜+).
Summing over µ > 1, with 0 < 1− 2q < s− 2
(5.40)
∑
µ>1
‖r˜Pµf‖L2uLqω(Σt∩D˜+) . ‖f‖Hs−2(Σt∩D˜+).
By Bernstein inequality
(5.41) ‖r˜P≤1f‖L2uLqω(Σt∩D˜+) . ‖f‖L2(Σt∩D˜+).
Hence (5.39) is proved.
By using Proposition 2.5, Lemma 2.8, (5.29) together with the above Sobolev and trace in-
equalities, we can derive the following result.
Lemma 5.5. Let D∗ = ( /∇, /∇L) and let 2 ≤ q ≤ p. Then on D˜+ there hold
‖r˜1− 2qD∂φ‖
L2uL
q
x(Σt∩D˜+) . λ
− 12 ,(5.42)
‖∂φ‖
L2uL
p
ω(Σt∩D˜+) + ‖r˜
1
2∂φ‖
L∞L2pω (Σt∩D˜+) . λ
− 12 ,(5.43)
‖D∗∂φ‖L2(Cu∩D˜+) + ‖r˜
1− 2
pD∗∂φ‖L2tLpx(Cu∩D˜+) . λ
− 12 .(5.44)
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Proof. Recall that φ is obtained from the solution of (1.1) by the coordinate change (t, x) →
(λ(t − tk), λx). We first consider φ under the original coordinates. Because of Proposition 2.5
and Lemma 2.8, we may use the similar argument in the proof of [37, Propositions 2.6] to show
that (5.44) hold with λ−
1
2 on the right hand sides replaced by a universal constant. (5.42) can
be derived by using (5.39) and Proposition 2.5.
Consider (5.43). By (5.34) and (5.35),
‖∂φ‖
L2uL
2
ω(Σt∩D˜+)
. ‖∂φ‖H1 .
Also using (5.36), we obtain
(5.45) ‖∂φ‖
L2uL
p
ω(Σt∩D˜+) . ‖r˜ /∇∂φ‖
1− 2
p
L2uL
2
ω
‖∂φ‖
2
p
L2uL
2
ω
+ ‖∂φ‖L2uL2ω . ‖∂φ‖H1
By using (5.38), (5.37), (5.45) and (5.39)
‖r˜ 12∂φ‖2
L∞L2pω (Σt∩D˜+)
. ‖∂φ‖L∞ω L2u‖r˜|D∂φ|+ |∂φ|‖LqωL2u . ‖∂φ‖2Hs−1(5.46)
The desired estimates on φ then follow by using Proposition 2.5 and rescaling the coordinates
back. 
As consequences of Lemma 5.5, we have
Proposition 5.6. Let D∗ = ( /∇, /∇L). Then for any 2 ≤ q ≤ p and any scalar component of
metric g there hold
‖r˜D∗π˜‖L2tLqω(Cu∩D˜+) . λ
− 12 ,(5.47)
‖r˜Dπ˜‖
L2uL
q
ω(Σt∩D˜+) . λ
− 12 ,(5.48)
‖π˜‖
L2uL
q
ω(Σt∩D˜+) + ‖r˜
1
2 π˜‖
L∞L2qω (D˜+) . λ
− 12 .(5.49)
Proof. Since π˜ = f(φ)∂φ, D∗π˜ = f ′(φ)D∗φ · ∂φ+ f(φ)D∗∂φ. Then
|π˜| . |∂φ|, |D∗π˜| . |∂φ|2 + |D∗∂φ|.
Thus, by using (5.44) and the last inequality in (5.43) we obtain
‖r˜D∗π˜‖L2tLqω(Cu∩D˜+) . ‖r˜(∂φ)
2‖
L2tL
q
ω(Cu∩D˜+) + ‖r˜D∗∂φ‖L2tLqω(Cu∩D˜+)
. τ
1
2∗ ‖r˜ 12∂φ‖2
L∞t L
2q
ω (Cu∩D˜+)
+ λ−
1
2 . λ−
1
2
which shows (5.47). Similarly (5.48) and (5.49) can be proved by virtue of Lemma 5.5. 
The symbols π. Let π represent scalar functions or tensor fields derived by contracting ( mul-
tiplying ) terms of type π˜ with L, L, or the projection
(5.50) /Παβ = gαβ +
1
2
LαLβ +
1
2
LβLα.
Clearly |π| . |∂φ|. By virtue of Proposition 5.6 we have the following result.
Lemma 5.7. On null cones Cu contained in D˜+,
(5.51) ‖r˜( /∇π, /∇Lπ), π‖L2tLpω(Cu∩D˜+) . λ
− 12 .
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Proof. The last estimate follows immediately from (5.1). Now we prove the other two estimates.
We consider only the case π = /Π
µ
ν π˜µ··· since other cases can be proved similarly. By using (4.13),
we have
/∇L /Παβ = 2ζA(Lαe
β
A + e
α
AL
β), /∇A /Παβ = χABeαBLβ + χABeαBLβ .
Hence, by using (4.14) we have
(5.52) | /∇Lπ| ≤ |DLπ˜|+ |π˜| · |kAN |, | /∇π| . | /∇π˜|+ (|χ|+ |χ|) · |π˜|.
In view of (5.18) and (5.43), we have ‖r˜(χ, χ, kAN )‖Lpω . 1. Therefore
‖r˜(|χ|+ |χ|+ |kAN |) · π˜‖Lpω(t) . ‖π˜(t)‖L∞ω
Applying (5.1) to π˜, we derive that ‖r˜(|χ| + |χ| + |kAN |) · π˜‖L2tLpω . λ−
1
2−4ǫ0 . Thus from (5.52)
and (5.47) we obtain (5.51). 
Hardy-Littlewood maximal function. For a scalar function f(t) defined on [0, τ∗], its Hardy-
Littlewood maximal function is defined by
M(f)(t) = sup
0≤t′≤τ∗
1
|t− t′|
∫ t
t′
|f(τ)|dτ.
It is well-known that for any 1 < q <∞ there holds
(5.53) ‖M(f)‖Lqt . ‖f‖Lqt .
Hodge systems. We denote by D1 the Hodge operator which sends St,u-tangent 1-forms F
to ( divF, curlF ) and by D2 the Hodge operator which maps covariant St,u-tangent symmetric
traceless 2-tensors F to divF . We will rely on the following Calderon-Zygmund theorems, which
are consequences of (5.15).
Lemma 5.8. Let D denote either D1 or D2 and let p > 2 be the number in (5.15). Then for
2 ≤ q ≤ p there holds
‖ /∇F‖Lq(St,u) + ‖r˜−1F‖Lq(St,u) . ‖DF‖Lq(St,u)
for any St,u-tangent tensor F in the domain of D.
Proposition 5.9. Let F be a covariant symmetric traceless 2-tensor satisfying the Hodge system
(5.54) divF = /∇G+ e on St,u
for some scalar function G and 1-form e. Then for 2 < q <∞ and 1q′ = 12 + 1q there hold
(5.55) ‖F‖Lq(St,u) . ‖G‖Lq(St,u) + ‖e‖Lq′(St,u)
and
(5.56) ‖F‖L∞(St,u) . ‖G‖L∞(St,u) log
(
2 + ‖r˜ 32− 2q /∇G‖Lq(St,u)
)
+ r˜1−
2
q ‖e‖Lq(St,u).
Similarly, for the Hodge system
(5.57)
{
divF = /∇ ·G1 + e1,
curlF = /∇ ·G2 + e2,
where G = (G1, G2) are 1-forms and e = (e1, e2) are scalar functions, there hold (5.55) and
(5.56) for any q > 2.
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Proposition 5.10. Let F and G be St,u-tangent tensor fields of suitable type satisfying (5.54)
or (5.57) with certain term e. Suppose G is a projection of a tensor field G˜ to tangent space of
St,u by /Π
µ′
µ G˜µ′··· or takes the form of N
µG˜µ···, LµG˜µ···. Then for q > 2, 1 ≤ c < ∞ and δ > 0
sufficiently close to 0, there holds
‖F‖L∞(St,u) . ‖µδPµG˜‖lcµL∞(St,u) + ‖G˜‖L∞(St,u) + r˜1−
2
q ‖e‖Lq(St,u).(5.58)
Here G˜ is regarded as its components under the coordinate frame ∂t, ∂1, ∂2, ∂3.
Lemma 5.8 can be found in [16] and [37, Lemma 2.18], Proposition 5.9 is [16, Proposition 6.20]
and Proposition 5.10 is [37, Proposition 3.5].
Commutation formulas. We will frequently use the following commutation formulas which
can be found in [7, 14, 15].
• Let UA be an m-covariant tensor tangent to St,u. There holds
/∇L /∇BUA − /∇B /∇LUA
= −χBC · /∇CUA +
∑
i
(χAiBζC − χBCζAi +RAiC4B)UA1···Cˇ···Am
(5.59)
and for any scalar function f there holds
(5.60) [L, /∇A]f = −χAB /∇Bf.
Consequently, for any scalar function f there holds
L/∆f + trχ /∆f = /∆Lf − 2χˆ · /∇2f − /∇AχAC /∇Cf + (trχζC − χACζA − δABRCA4B) /∇Cf.
(5.61)
• For the vector fields L and L we have
(5.62) [L,L] = 2(ζ
A
− ζA)eA + kNNL− kNNL.
The transport lemma. We will use transport equations to control various Ricci coefficients.
The following result can be derived in view of (5.4) and (5.29).
Lemma 5.11 (The transport lemma). For Cu contained in D˜+ let tmin = max{u, 0}. For any
St,u-tangent tensor field F satisfying
/∇LF +mtrχF =W
with a constant m, there holds
vmt F (t) = lim
τ→tmin
vmτ F (τ) +
∫ t
tmin
vmt′ Wdt
′.
Similarly, for the transport equation
/∇LF +
2m
t− uF = G · F +W
with a constant m, if ‖G‖L∞ω L1t ≤ C, then there holds
r˜2m|F (t)| . lim
τ→tmin
(τ − u)2m|F (τ)| +
∫ t
tmin
(t′ − u)2m|W |dt′.
The same result holds when 2t−u in the transport equation is replaced by trχ. The above integrals
are taken along null geodesics on Cu.
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Curvature decomposition. To employ the structural equations, it is necessary to provide
useful decompositions of the curvature tensor. In (4.16) we have introduced the 1-form V by
which the Ricci tensor Rαβ has the decomposition (4.15). In particular
R44 = L
αLβRαβ = D4V4 + S44 − 1
2
LαLβ✷g(gαβ),
where S44 takes the form L
αLβg · (∂g)2. Since by (4.12), D4V4 = L(V4) + kNNV4. We have
(5.63) R44 = L(V4) + kNNV4 + E˜,
where E˜ = LαLβ(g(∂g)2 +✷g(gαβ)) which takes the form E˜ = π · π by virtue of (1.1).
For the Riemannian curvature tensor there holds the following decomposition result.
Lemma 5.12. (i) Let D∗ = ( /∇, /∇L). There hold
R4A4B,RA443,R44,R4A = D∗π + /E.
(ii) There exist scalar π, 1-form /E and St,u tangent 2-vector πAB such that
δABRCA4B = /∇Cπ + /∇BπCB + /EC and RCA4B = /∇π + /E.
(iii) There exists 1-form π and scalar /E that RABAB = divπ + /E.
(iv) There exist 1-forms π and scalar /E such that
δABRB43A = divπ + /E, ǫ
ABRA43B = curlπ + /E.
Here /E = A · π + trχ · π, where A denotes the collection of χˆ, z and π. 7
This result follows from the similar argument in [16, Section 4]. In particular, for deriving the
result in (iv), we write
(5.64) δABRB43A = δ
AB(RAB − δCDRACBD), ǫABRAB43 = −2ǫABRA43B;
for RACBD and RAB43 we use [16, Proposition 4.1] and for RAB we use RAB =
1
2 ( /∇AVB +
/∇BVA) + /E which follows from (4.15).
5.1. Estimates on χˆ, ζ and z. We derive some useful estimates on χˆ, ζ and z from (5.14) and
(5.15).
Proposition 5.13. There hold on D˜+ that
‖χˆ, ζ, z, r˜ /∇Lχˆ, r˜ /∇Lζ, r˜ /∇Lz‖L2tLpω(Cu) . λ−
1
2 ,(5.65)
‖r˜ 12 (χˆ, ζ, z)‖L∞t Lpω(Cu) . λ−
1
2 ,(5.66)
‖r˜ 12 (χˆ, ζ, z)‖L2pω L∞t (Cu) . λ
− 12 on D+.(5.67)
Proof. We first derive the estimates for χˆ by using (5.22). In view of Lemma 5.12 (i), we can
write (5.22) symbolically as
(5.68) /∇Lχˆ+
1
2
trχχˆ = π ·A+ r˜−1π + ( /∇, /∇L)π.
By using Lemma 5.11 we obtain
|r˜χˆ(t, ω)| . lim
τ→tmin
|r˜χˆ(τ, ω)|+
∫ t
tmin
(|π|+ r˜(|π ·A|+ ( /∇, /∇L)π|)) dt′,(5.69)
where the integral is taken over null geodesics.
7The collection of terms in A will be expanded further in Section 5.3.
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On null cones Cu with u ≥ 0, by Lemma 5.1 the first term on the right of (5.69) vanishes.
Thus, dividing the both sides of (5.69) by r˜ and using (5.53), it follows
‖χˆ‖L2tLpω . ‖π, r˜( /∇L, /∇)π‖L2tLpω + τ
1
2∗ ‖π‖L2tL∞ω ‖A‖L2tLpω .
In view of (5.1) and (5.14), we have
(5.70) ‖A‖
L2tL
∞
ω (Cu∩D˜+)
. λ−
1
2+2ǫ0 .
This together with (5.51), (5.1) and τ∗ . λ1−8ǫ0 then shows that
‖χˆ‖L2tLpω . λ−
1
2 .(5.71)
Similarly, we can obtain in D+ that ‖r˜ 12 χˆ‖LpωL∞t . λ−
1
2 .
On the null cones Cu with u = −v for 0 < v < v∗, we may use (5.69) and the similar argument
for deriving (5.71) to obtain
‖χˆ‖L2tLpω . ‖r˜−1vχˆ(0)‖L2tLpω + λ−
1
2 .
In view of (4.14), (4.18) and (5.49), we have
(5.72) ‖v 12 χˆ(0)‖Lpω . ‖v
1
2 θˆ(0)‖Lpω + ‖v
1
2 kˆAB(0)‖Lpω . λ−
1
2 .
Consequently, by using r˜ = t+ v we have ‖r˜−1vχˆ(0)‖L2tLpω(Cu) . λ−
1
2 . Thus on D˜+ there holds
(5.73) ‖χˆ‖L2tLpω(Cu) . λ−
1
2 .
By a similar argument, we can derive on D˜+ that ‖r˜ 12 χˆ‖L∞Lpω . λ−
1
2 . Thus we obtain the
estimates for χˆ in (5.65) and (5.66).
To show the estimate for /∇Lχˆ in (5.65), we use (5.68) and write trχ = z − V4 + 2r˜ to derive
that
‖r˜ /∇Lχˆ‖L2tLpω ≤ ‖χˆ‖L2tLpω + ‖r˜(z, V4)χˆ‖L2tLpω + ‖r˜(A · π + r˜−1π + ( /∇, /∇L)π)‖L2tLpω .
The last term on the right can be estimated by the similar argument for deriving (5.71). The first
term can be controlled by (5.73). For the second term, we can employ (5.70) and the estimate
on χˆ in (5.66) to obtain
‖r˜(z, V4)χˆ‖L2tLpω . τ
1
2∗ ‖r˜ 12 χˆ‖L∞t Lpω‖z, V4‖L2tL∞ω (Cu) . λ−
1
2−2ǫ0 .
Hence we conclude on D˜+ that
‖r˜ /∇Lχˆ‖L2tLpω(Cu) . λ−
1
2 .
With the help of (5.23), Lemma 5.12, Lemma 5.1 and Proposition 4.3, we can obtain the
estimates for ζ and /∇Lζ in (5.65) and (5.66) similarly. Finally the estimates for χˆ and ζ in (5.67)
follow from (5.65), (5.16), (5.17) and the inequality
(5.74) ‖r˜ 12F‖2
L2pω L∞t
.
(
‖r˜ /∇LF‖LpωL2t + ‖F‖LpωL2t
)
‖F‖L∞ω L2t
for any St,u-tangent tensor F ; see [37, Lemma 2.13]. We will prove the estimates for z in Section
5.2 by using the following transport equations satisfied by z and /∇z. 
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Lemma 5.14. Let A denote the collection of the terms χˆ, z, π.
Lz +
2z
t− u = −
1
2
V 24 + (V4 − kNN ) t˜rχ− |χˆ|2 −
1
2
z2 + π · π,(5.75)
/∇L /∇z +
3
t− u /∇z = A · /∇z +
(
1
(t− u) , z, π
)
· /∇π + /∇χˆ · χˆ,(5.76)
div χˆ =
1
2
(
/∇z − /∇V4
)
+ /∇π + π
t− u +A · π.(5.77)
Proof. To obtain (5.75), we first use (5.21), t˜rχ = trχ+ V4 and (5.63) to derive that
Lt˜rχ+
1
2
(t˜rχ)2 = −1
2
V 24 + V4t˜rχ− |χˆ|2 − kNN t˜rχ+ π · π.
By using z = t˜rχ− 2t−u , we then obtain (5.75).
Next we take the covariant derivative /∇ on the both sides of (5.75) and use the commutation
formula (5.60)
/∇L /∇z +
3
t− u /∇z = −χˆ · /∇z +
1
2
(V4 − z) /∇z + /∇G,
where G denotes the right hand side of (5.75). In view of the structure of G we then obtain
(5.76). Finally, (5.77) follows from (5.24), Lemma 5.12 (ii) and trχ = z − V4 + 2t−u . 
5.2. Proof of Proposition 5.3 and 5.2. We first consider z. By integrating the transport
equation (5.75) along null geodesics, we have from (5.14) and Lemma 5.11 that
r˜2|z(t)| .
∣∣∣∣ limτ→tmin(τ − u)2z(τ)
∣∣∣∣+ ∫ t
tmin
r˜2
(
|π · π|+ |(V4 − kNN )t˜rχ|+ |χˆ|2
)
.(5.78)
For null cones Cu with u ≥ 0, the limit term is zero by Lemma 5.1 (i). Thus, in view of (5.1),
(5.14) and t˜rχ = z + 2r˜−1, we obtain
|r˜z| . τ∗‖π‖2L2tL∞x + ‖π‖L1tL∞x + τ∗‖z‖L2tL∞ω ‖π‖L2tL∞ω + τ∗‖χˆ‖
2
L∞ω L
2
t
. λ−4ǫ0 .
For null cones Cu with u = −v for 0 < v < v∗, the limit term is |v2z(0)|. Thus, by using Lemma
5.1 (iii) and (5.78) we can again conclude that |r˜z| . λ−4ǫ0 . Consequently r˜t˜rχ ≈ 1. We can
then use (5.78) with t˜rχ replaced by r˜−1 to obtain ‖r˜ 12 z‖L∞ . λ− 12 . We thus obtain (5.6). This
directly gives the estimates for z in (5.66) and (5.67).
Now we improve the estimate of z in (5.14) by showing the estimate of z in (5.12). For null
cones Cu with u = −v < 0, it follows from (5.78) and Lemma 5.1 (iii) that
|z(t)| . r˜−2v 32 λ− 12 + r˜−2
∫ t
tmin
(
r˜2|π|2 + r˜|π|+ r˜2|χˆ|2) .(5.79)
Consequently, in view of (5.14) and (5.1), we obtain ‖z‖L2tL∞ω (Cu) . λ−
1
2 . For null cones Cu with
u ≥ 0, the first term on the right of (5.78) vanishes. Thus, by virtue of (5.1) and (5.16), we can
derive that ‖z‖L2tL∞ω (Cu) . λ−
1
2−4ǫ0 . Therefore we obtained the estimate for z in (5.12). This
estimate also implies the estimate for z in (5.65).
In view of (5.75), schematically /∇Lz = A ·A+ r˜−1A. Thus
(5.80) ‖r˜ /∇Lz‖L2tLpω(Cu) . ‖A‖L2tL∞ω ‖r˜A‖L∞t Lpω + ‖A‖L2tLpω .
Note that (5.49) and (5.66) imply ‖r˜ 12A‖L∞Lpω . λ−
1
2 , and (5.65) and (5.51) imply ‖A‖L2tLpω .
λ−
1
2 . These estimates together with (5.70) imply that ‖r˜ /∇Lz‖L2tLpω(Cu) . λ−
1
2 . We thus complete
the proof of the estimates for z in Proposition 5.13.
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To prove the estimate for χˆ in (5.12), we need to derive (5.7) and (5.8) first. We will use
(5.76). According to (5.70), we may employ Lemma 5.11 to derive that
r˜3| /∇z| .
∣∣∣∣ limτ→tmin(τ − u)3 /∇z(τ)
∣∣∣∣+ ∫ t
tmin
(
r˜3| /∇χˆ · χˆ|+ r˜2| /∇π|+ r˜3|(z, π) · /∇π|) .
For null cones Cu with u = −v < 0, we have
‖r˜ /∇z‖Lpω . ‖r˜−2v3 /∇z(0)‖Lpω +M(‖r˜ /∇π‖Lpω) + ‖r˜ /∇χˆ, r˜ /∇π‖LpωL2t ‖A‖L∞ω L2t .
In view of Lemma 5.1 (iii), (5.53), (5.70) and (5.51), we then obtain
‖r˜ /∇z‖L2tLpω . λ−
1
2 + ‖r˜ /∇π‖L2tLpω + λ−2ǫ0‖r˜ /∇χˆ‖L2tLpω
. λ−
1
2 + λ−2ǫ0‖r˜ /∇χˆ‖L2tLpω .(5.81)
For null cone Cu with u ≥ 0, using Lemma 5.1 (i), we can obtain (5.81) in the same way.
From (5.77) and Lemma 5.8 it follows
‖r˜ /∇χˆ‖Lpω . ‖r˜ /∇z‖Lpω + ‖r˜ /∇π‖Lpω + ‖r˜A ·A+A‖Lpω .
The last term can be estimated by the above same argument in deriving the estimate for
‖r˜ /∇Lz‖L2tLpω . This together with (5.51) gives
(5.82) ‖r˜ /∇χˆ‖L2tLpω . ‖r˜ /∇z‖L2tLpω + λ−
1
2 .
The combination of (5.82) and (5.81) gives
(5.83) ‖r˜ /∇z‖L2tLpω . λ−
1
2 and ‖r˜ /∇χˆ‖L2tLpω . λ−
1
2 .
Similarly, we can obtain ‖r˜ 32 /∇z‖LpωL∞t . λ−
1
2 . Thus we proved (5.7) and (5.8). In view of (5.37),
(5.65) and (5.8), we can derive that ‖χˆ‖L2tL∞ω . λ−
1
2 . This is the estimate for χˆ in (5.12) which
improves the estimate of χˆ in (5.14).
5.2.1. Proof of (5.9) and (5.11). We postpone the estimates on ζ to the end of Section 5.4. In
what follows, we give the estimates for χˆ, z, trχ − 2r˜ in (5.9) and (5.11). We first use (5.78),
Lemma 5.1 (i), (5.1) and (5.12) to deduce on D+ that
(5.84) |z| .M(‖π‖L∞x ) + λ−1.
By (5.53), (5.1) and τ∗ . λ1−8ǫ0 , we can get ‖z‖L2tL∞x (D+) . λ−
1
2−4ǫ0 . This proves the estimate
for z in (5.11).
By virtue of (5.79), (5.12) and (5.1), we have on D˜+ that
(5.85) ‖z(t)‖L∞x . t−
1
2λ−
1
2 + λ−1 +M(‖π‖L∞x ).
After integration in 0 ≤ t ≤ τ∗, it follows
(5.86) ‖z‖
L
q
2
t L
∞
x (D˜+)
. λ
2
q
−1−4ǫ0( 4q−1), q > 2 and close to 2,
which gives the estimate on z in (5.9). Using (5.1), we get the estimate on trχ− 2r˜ = z − V4 in
(5.9) and (5.11).
To derive the estimates on χˆ in (5.11) and (5.9), we use (5.77) to write
χˆ = D−12
(
1
2
/∇z + /∇π + r˜−1π +A · π
)
.
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Thus, by using Proposition 5.9 and Proposition 5.10, we have
‖χˆ‖L∞(St,u) . ‖D−12 ( /∇z)‖L∞(St,u) + ‖D−12
(
/∇π + r˜−1π +A · π) ‖L∞(St,u)
. ‖z‖L∞(St,u) log
(
2 + ‖r˜ 32− 2p /∇z‖Lp(St,u)
)
+ ‖µ0+Pµπ˜‖l2µL∞(St,u) + ‖π˜‖L∞(St,u) + ‖r˜1−
2
pA · π‖Lp(St,u)
. ‖z‖L∞(St,u) + ‖µ0+Pµπ˜‖l2µL∞(St,u) + ‖π˜‖L∞(St,u),
where for the last inequality we used (5.7) and (5.66). By virtue of (5.1) and the estimate for z
in (5.11), we have
‖χˆ‖L2tL∞x (D+) . ‖z‖L2tL∞x (D+) + λ−
1
2−4ǫ0 . λ−
1
2−4ǫ0 ;
while by using (5.1) and (5.86) with q > 2 close to 2, we have
‖χˆ‖
L
q
2
t L
∞
x (D˜+)
. ‖z‖
L
q
2
t L
∞
x (D˜+)
+ λ
2
q
−1−4ǫ0( 4q−1) . λ
2
q
−1−4ǫ0( 4q−1).
We therefore obtain the estimates for χˆ in (5.11) and (5.9).
5.2.2. Proof of (5.13). Using (5.3), the metric
◦
γ relative to the transport coordinate on Cu
satisfies
(5.87)
d
dt
◦
γab=
(
trχ− 2
r˜
)
◦
γab +2r˜
−2χˆab.
Thus
d
dt
(
◦
γab −γ(0)ab ) =
(
trχ− 2
r˜
)
(
◦
γab −γ(0)ab ) +
(
trχ− 2
r˜
)
· γ(0)ab + 2r˜−2χˆab.
We now consider (5.13) in D+. Using (5.5), (5.11) and Lemma 5.11 we can obtain
‖ ◦γab −γ(0)ab ‖L∞(D+) . λ−8ǫ0 .
This gives the second estimate in (5.13) on D+, improving the second assumption in (5.15) on
D+.
Next, by differentiating (5.87) we have
d
dt
∂c
◦
γab =
(
trχ− 2
r˜
)
∂c
◦
γab +∂ctrχ
◦
γab +2r˜
−2∂cχˆab
with the initial condition given by (5.5), where a, b, c = 1, 2. By using ‖trχ− 2t−u‖L2tL∞ω . λ−
1
2−4ǫ0
from (5.11) and Lemma 5.11, we can obtain∣∣∣∂c◦γab (t)− ∂cγ(0)ab ∣∣∣ . ∫ t
u
∣∣∣∣∂ctrχ · ◦γab + r˜−2( /∇cχˆab − Γ · χˆ) + (trχ− 2r˜)∂cγ(0)ab
∣∣∣∣ dt′,
where Γ denotes the Christoffel symbols with respect to γ, and Γ · χˆ stands for the term∑2
l=1 Γ
l
kiχˆlj . Consequently∥∥∥∥ sup
u≤t≤τ∗
∣∣∣∂c◦γab (t)− ∂cγ(0)ab ∣∣∣∥∥∥∥
Lpω
. ‖Γ‖L∞t Lpω‖χˆ‖L1tL∞ω + ‖r˜ /∇trχ‖LpωL1t
+ ‖r˜ /∇χˆ‖LpωL1t +
∥∥∥∥trχ− 2r˜
∥∥∥∥
LpωL
1
t
.
Using (5.8), (5.12) and (5.1) we then obtain∥∥∥∥ sup
u≤t≤τ∗
∣∣∣∂c◦γab (t)− ∂cγ(0)ab ∣∣∣∥∥∥∥
Lpω
. λ−4ǫ0 + λ−4ǫ0‖Γ‖L∞t Lpω .
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Using the local expression of Γcab and the second estimate in (5.13), it follows
‖Γ‖Lpω .
∑
a,b,c=1,2
‖∂c(
◦
γab −γ(0)ab )‖Lpω + C,
where C is the constant such that the Christoffel symbol of γ(0) satisfies |∂γ(0)| ≤ C. The
combination of the above two inequality implies the first inequality in (5.13) and the bound
(5.88) ‖Γ‖Lpω . 1.
By the similar argument, with the help of (4.20) in Proposition 4.3 we can obtain (5.13) for
null cones on the region of D˜+.
Proof of (5.10). We prove (5.10) with the help of (5.20). If u > 0, in view of (5.32), we can
derive |b−1−1t−u | .M(‖kNN‖L∞ω ). By using (5.53) and (5.1), we obtain
(5.89) ‖b
−1 − 1
t− u ‖L2tL∞x . λ
− 12−4ǫ0
If u ≤ 0, in view of (5.33)
|b
−1 − 1
t− u | = |
b−1 − a−1
t− u |+ |
a−1 − 1
t− u | .M(‖kNN‖L∞ω ) + |
a−1 − 1
t− u |.(5.90)
Using (4.22), we have
‖a
−1 − 1
t− u ‖L2tL∞x . ‖
a−1 − 1
v
1
2
‖L∞x (
∫ τ∗
0
v(t+ v)−2dt)
1
2 . λ−
1
2 .
Combined with (5.90), we have (5.89) also holds for u ≤ 0 by using (5.53) and (5.1). Hence the
first estimate in (5.10) is proved. The second estimate can be proved by using (5.32), (5.33) and
(5.49).
By using (5.20), (5.1) and the first estimate in (5.10),
‖r˜DL(b
−1 − 1
r˜
)‖L2tLpω ≤ ‖
b−1 − 1
r˜
‖L2tLpω + ‖kNN‖L2tLpω . λ−
1
2 .
In view of ζ = /∇ logb+ kAN , we obtain ‖ /∇ logb‖L2tLpω . λ−
1
2 by using (5.67) and (5.1). Hence
the last inequality of (5.10) is proved.
Thus we complete the proof of Proposition 5.3 and Proposition 5.2 except for the estimates
of ζ in (5.9) and (5.11) which will be proved in Section 5.3 based on new observations.
5.3. Estimates on µ and ζ. We will use (5.25) and (5.26) to derive the estimates of ζ in
(5.9) and (5.11). Because the space-time metric g is not necessarily Einstein, the term µ :=
Ltrχ+ 12 trχtrχ in the equation (5.25) presents technical challenges. Fortunately, we observe that
µ has a hidden structure which enables us to solve these difficulties. Our observation is based on
the function ϕ introduced in the following result.
Lemma 5.15. Let γˇ = (t−u)2γ(0) and ϕ = log√|γ|− log√|γˇ| on St,u. Then on D˜+ there hold
‖r˜ 12 /∇ϕ‖L∞t Lpω(Cu) + ‖ /∇ϕ‖L2tLpω(Cu) + ‖r˜ /∇Lϕ‖L2tLpω(Cu) . λ−
1
2 .
Proof. By using (5.60) and Lϕ = trχ− 2t−u we derive that
/∇L /∇ϕ+
1
2
trχ /∇ϕ = −χˆ · /∇ϕ+ /∇(trχ− 2
t− u).
Since trχ− 2t−u = z − V4, we may use (5.8) and (5.51) to obtain
∥∥r˜ /∇(trχ− 2r˜ )∥∥L2tLpω(Cu) . λ− 12 .
Thus we may use the same argument in the proof of Proposition 5.13 to derive the desired
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estimates; for null cones Cu with u ≥ 0 we use (5.5) and for null cones Cu with u < 0 we use
(4.21) to deal with the initial data. 
Proposition 5.16. For µ = Ltrχ+ 12 trχtrχ there holds the decomposition
(5.91) µ = divπ +A ·A+ χ · π + /∇ϕ(ζ + π).
Moreover, for p satisfying 0 < 1− 2p < s− 2 there hold the estimates
‖r˜µ, r˜ /∇ζ‖L2tLpω(Cu) . λ−
1
2 .(5.92)
Proof. Let ϕ := log
√|γ| − log√|γˇ| be as in Lemma 5.15. By (5.62) we have
(5.93) LLϕ− LLϕ = 2(ζ − ζ) · /∇ϕ− 2kNNNϕ.
Using L(t− u) = 1 and L(t− u) = 1− 2b−1, we can derive that
Lϕ = trχ+ (2b−1 − 1) 2
t− u, Lϕ = trχ−
2
t− u, N(ϕ) = trθ −
2b−1
t− u .
Thus, in view of (5.93), we obtain
Ltrχ− Ltrχ+ L((2b−1 − 1) 2
t− u ) + L(
2
t− u) = −2kNN(trθ −
2b−1
t− u ) + 2(ζ − ζ) · /∇ϕ
which gives
Ltrχ− Ltrχ+ 4L(b
−1)
t− u = −2kNN
(
trθ − 2b
−1
t− u
)
+ 2(ζ − ζ) · /∇ϕ.
By virtue of (5.20), it then follows that
(5.94) Ltrχ− Ltrχ = −2kNNtrθ + 2(ζ − ζ) · /∇ϕ.
Recall the transport equation (5.27) and the fact 2θ = χ− χ. We then obtain
(5.95) Ltrχ+
1
2
trχtrχ = 2div ζ + kNN trχ− χˆ · χˆ + 2|ζ|2 + δABRA34B − 2(ζ − ζ) /∇ϕ.
Thus, by using the curvature decomposition formula Lemma 5.12 (iv) and ζ
A
= −kAN , we obtain
(5.91).
We next use (5.91) to prove (5.92). By using (5.91) and Lemma 5.12 (iv) we can derive from
(5.25) and (5.26) that
div ζ = /∇π +A ·A+ π · χ+ (ζ + /∇ϕ) · ζ + π · /∇ϕ,
curl ζ = /∇π +A ·A+ π · χ.(5.96)
Thus it follows from Lemma 5.8 that
‖r˜ /∇ζ‖L2tLpω . ‖r˜ /∇π‖L2tLpω + ‖π‖L2tLpω + ‖ζ,A‖L2tL∞ω ‖r˜(ζ,A, /∇ϕ)‖L∞t Lpω .
Note that (5.49), (5.66) and Lemma 5.15 imply
(5.97) ‖r˜ 12 (ζ,A, /∇ϕ)‖L∞t Lpω . λ−
1
2 .
Note also that (5.12) and (5.1) give
(5.98) ‖A‖L2tL∞ω . λ−
1
2 .
These estimates together with (5.51) then imply that
‖r˜ /∇ζ‖L2tLpω . λ−
1
2 + λ−4ǫ0‖ζ‖L2tL∞ω .(5.99)
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By employing (5.37) and (5.65) we have
‖ζ‖L2tL∞ω . ‖r˜ /∇ζ‖L2tLpω + ‖ζ‖L2tL2ω ≤ ‖r˜ /∇ζ‖L2tLpω + λ−
1
2 .
Combining this with (5.99) gives the estimate for /∇ζ in (5.92) and consequently
(5.100) ‖ζ‖L2tL∞ω (Cu) . λ−
1
2 .
Therefore, in view of (5.91), (5.51), (5.97), (5.98) and (5.100), we can obtain
‖r˜µ‖L2tLpω . ‖r˜ /∇π‖L2tLpω + ‖π‖L2tLpω(Cu) + τ
1
2∗ ‖A‖L2tL∞ω ‖r˜
1
2A‖L∞t Lpω
+ τ
1
2∗ ‖ζ,A‖L2tL∞ω ‖r˜
1
2 /∇ϕ‖L∞t Lpω . λ−
1
2
which gives the estimate on µ in (5.92). 
Proof of the estimates for ζ in (5.11) and (5.9). Now we prove the estimate of ζ in (5.11) using
(5.96). In view of (5.96), Proposition 5.10, (5.1) and (5.97), we have on D+ that(∫ τ∗
0
sup
u
‖ζ‖2L∞(St,u)dt
) 1
2
. ‖µ0+Pµπ˜‖L2t l2µL∞x + ‖π˜‖L2tL∞x
+
(∫ τ∗
0
(
sup
u
‖r˜1− 2p (A, ζ) · (A, ζ, /∇ϕ)‖Lp(St,u)
)2
dt
) 1
2
. λ−
1
2−4ǫ0 + ‖A, ζ‖L2tL∞x ‖r˜(A, ζ, /∇ϕ)‖L∞Lpω
. λ−
1
2−4ǫ0 + λ−4ǫ0‖A, ζ‖L2tL∞x .
By using the estimates for z, χˆ in (5.11) and the estimate for π in (5.1), we have ‖A‖L2tL∞x .
λ−
1
2−4ǫ0 . Therefore (∫ τ∗
0
sup
u
‖ζ‖2L∞(St,u)dt
) 1
2
. λ−
1
2−4ǫ0 + λ−4ǫ0‖ζ‖L2tL∞x
which implies the estimate for ζ in (5.11).
Similarly, we have on D˜+ that
‖ζ‖
L
q
2
t L
∞
x
. ‖µ0+Pµπ˜‖
L
q
2
t l
2
µL
∞
x
+ ‖π‖
L
q
2
t L
∞
x
+ ‖A, ζ‖
L
q
2
t L
∞
x
‖r˜(A, ζ, /∇ϕ)‖L∞Lpω
We then employ (5.1), (5.97), the estimates on A in (5.9) to obtain
‖ζ‖
L
q
2
t L
∞
. λ
2
q
−1−4ǫ0( 4q−1)
which shows the estimate for ζ in (5.9). 
From now on we will regard ζ as an element of the collection of A. We will use the convention
that A represents the terms of ζ, χˆ, z, π, b
−1−1
r˜ and their combinations. We use A to denote all
the elements in A and /∇ϕ. We have proved that
Proposition 5.17. On D+, with 0 < 1− 2p < s− 2, there hold ‖A‖L2tL∞x . λ−
1
2−4ǫ0 and
‖r˜( /∇A, /∇LA)‖L2tLpω + ‖A‖L2tLpω + ‖r˜
1
2A‖L∞t Lpω + ‖r˜
1
2A‖L∞t L2pω . λ
− 12 .
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6. Conformal method
In this section we will work on the wave zone D+ under the same setup in Section 5. We
define a scalar function σ by
(6.1) Lσ =
1
2
V4, σ(Γ
+) = 0,
where Γ+ is the time axis. We then introduce the metric g˜ = Ω−2g with the conformal factor
Ω = e−σ. Let γ˜ be the induced metric of g˜ on each wave front St,u. By taking the Lie derivatives
of γ˜ in the directions of L and L respectively, we introduce
χ˜ =
1
2
LLγ˜, χ˜ =
1
2
LLγ˜.
Recall that χ = 12LLγ and χ =
1
2LLγ. It is straightforward to show that
χ˜ = Ω−2 (χ+ (Lσ)γ) , χ˜ = Ω−2
(
χ+ (Lσ)γ
)
.
We set trχ˜ := γ˜ABχ˜AB and trχ˜ := γ˜
ABχ˜
AB
. It is easily seen that
trχ˜ = trχ+ 2Lσ, trχ˜ = trχ+ 2Lσ.(6.2)
Considering (6.1) we have trχ˜ = t˜rχ for the t˜rχ introduced in Proposition 5.2. This explains the
choice of σ.
Let R˜ and ✷g˜ denote the Ricci curvature tensor and the Laplace-Beltrami operator associated
with g˜. For a given scalar function w, we set w˜ = Ωw. Then there hold (see [8, p. 275])
✷gw − 1
6
Rw = Ω−3(✷g˜w˜ − 1
6
R˜w˜)
and
R˜ = Ω2(R − 6✷gσ − 6DµσDµσ).
Hence
✷gw − Ω−3✷g˜w˜ = (✷gσ +DµσDµσ)w.
In Section 7, we will use this equation to derive estimates on the conformal energy for the solutions
of ✷gw = 0 in D
+; in such situation the above equation becomes
(6.3) ✷g˜w˜ = −Ω2(✷gσ +DµσDµσ)w˜.
In this section we will provide various estimates on the conformal factor σ which are crucial
in Section 7. We start with some preliminary estimates.
Lemma 6.1. Let 0 < 1− 2p < s− 2. Within D+ there hold
(6.4) ‖r˜ 12Lσ‖L2pω (Cu) + ‖r
1
2− 2p /∇σ‖LpxL∞(Cu) + ‖ /∇σ‖L2tLpω(Cu) . λ−
1
2
and
(6.5) ‖σ‖L∞ . λ−8ǫ0 , ‖r˜− 12 σ‖L∞ . λ− 12−4ǫ0 , Ω ≈ 1.
Proof. We first show (6.5). Let (t, u, ω) ∈ D+ be any point. We integrate along the null geodesic
Υω(t
′) initiating from the time axis at t′ = u. By (6.1) we have
σ(t, u, ω) =
1
2
∫ t
u
V4.
This together with (5.1) implies that
|(t− u)− 12 σ(t, u, ω)| . (t− u)− 12
∫ t
u
|V4| . λ− 12−4ǫ0 .
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Since t− u ≤ τ∗ ≤ λ1−8ǫ0 , we obtain
|σ(t, u, ω)| . (τ∗) 12λ− 12−4ǫ0 . λ−8ǫ0 .
By definition, this also gives Ω ≈ 1 . Thus we obtain (6.5).
We next prove (6.4). Since Lσ = 12V4 and V4 = g · ∂g, the estimate for Lσ follows from
Proposition 5.17. To derive the estimates for /∇σ, we rely on the transport equation
L/∇σ + 1
2
trχ /∇σ = −χˆ · /∇σ + 1
2
/∇V4.
which can be derived from (6.1) and (5.60). Since ‖χˆ‖L2tL∞x . λ−
1
2−4ǫ0 from Proposition 5.17,
we may use Lemma 5.11 to obtain
| /∇σ| . 1
t− u
∫ t
u
(t′ − u)| /∇V4|dt′.
In view of (5.51), we can obtain ‖r˜ 12− 2p /∇σ‖LpxL∞(Cu) + ‖ /∇σ‖L2tLpω(Cu) . λ−
1
2 . The proof is thus
complete. 
6.1. Improved estimates on /∇σ and µ+ 2 /∆σ. The preliminary estimates contained in (6.4)
are not strong enough for our purpose. Due to the construction of σ, we observe some remarkable
cancellation which leads us to discover an important hidden structure in the transport equation
of µ + 2 /∆σ + l.o.t, see Lemma 6.2. This nice structure enables us to derive a set of improved
estimates in Proposition 6.3 for /∇σ and µ + 2 /∆σ both of which are crucial for controlling the
conformal energy.
To be more precise, we start with /∆σ. By using (5.61), (5.24) and (6.1), we can see that /∆σ
verifies the transport equation
L/∆σ + trχ /∆σ =
1
2
/∆(V4)− 2χˆAC /∇A /∇Cσ − /∇Atrχ /∇Aσ − 2δABRCA4B · /∇Cσ
−
(
1
2
kAN trχ− χˆABkBN
)
/∇Aσ − χABζA /∇Bσ.(6.6)
Next we consider µ := Ltrχ+ 12 trχtrχ. By using (5.21) and (5.62) we can derive that
Lµ+ trχµ =
1
2
L(trχtrχ) +
1
2
(trχ)2trχ− 2 /∇Lχˆ · χˆ(6.7)
+ 2(ζ
A
− ζA) /∇Atrχ− LR44 − trχLkNN − kNNLtrχ.
In view of (5.27) and (5.21), we have
L(trχtrχ) = trχLtrχ+ trχLtrχ
= trχ
(
2 div ζ − χˆ · χˆ + 2|ζ|2 + δABRA34B
)−R44trχ− trχ|χˆ|2 − trχ(trχ)2.
Plugging this equation into (6.7) and using (5.28) for /∇Lχˆ, we can conclude
Lµ+ trχµ = −LR44 − 1
2
R44trχ− trχL(kNN )− kNNLtrχ(6.8)
+ 2(ζ
A
− ζA) /∇Atrχ+ trχ
(
div ζ + |ζ|2 + 1
2
δABRA34B
)
+
1
2
(
trχχˆ · χˆ + trχ|χˆ|2)
− 2χˆAB
(
2 /∇AζB + kNN χˆAB + 2ζAζB +RA43B
)
.
By direct calculation (see [7, eq. (1.0.3a)], we have
(6.9) L(kNN ) = −L(kNN ) + 1
2
R4343 + 2kNmk
m
N .
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Noting that by decomposing Riemann curvature,
R3434 = 2(R34 − δABRA3B4).
Consequently, in view of Lemma 5.12 (iv) we can write
(6.10) R3434 = 2
(
R34 + divπ + /E
)
,
where /E = A · π + trχ · π. Hence, by combining (6.10) with (6.9) we have
(6.11) L(kNN ) = R34 − L(kNN) + 2kNmkmN + div π + /E.
By substituting (6.11) into (6.8), it yields
Lµ+ trχµ = R(µ)− kNNLtrχ+ 2(ζA − ζA) /∇Atrχ+
1
2
(
trχχˆ · χˆ + trχ|χˆ|2)
+ trχ
(
div ζ + |ζ|2 + 1
2
δABRA34B + L(kNN)− 2kNmkmN − ( div π + /E)
)
− 2χˆAB
(
2 /∇AζB + kNN χˆAB + 2ζAζB +RA43B
)
,(6.12)
where
R(µ) := −LR44 − trχR34 − 1
2
trχR44
which determines the behavior of Lµ+trχµ. By virtue of (5.63), (4.15) and (4.13), we can derive
that
R44 = L(V4) + kNNV4 + π · π,
R34 =
1
2
(L(V4) + L(V3)) + V · (ζ + ζ) + kNN · V + π · π,
−LR44 = −LLV4 − L(kNN )V4 + kNN · (ζ + k) · V + k ·DV + L(π · π).
Therefore
R(µ) = −LL(V4)− 1
2
trχL(V4)− 1
2
trχL(V4)− 1
2
trχL(V3) + trχπ · π +A ·Dπ˜ +A3,(6.13)
where the meaning of the symbols π, π˜ and A can be found in Section 5. It is remarkable to
observe that the first three terms on the right hand side of (6.13), plus /∆(V4), become exactly
✷g(V4) modulo some lower order terms. In fact, this can be seen from the decomposition formula
of ✷g(V4) under the null frame which can be stated as
(6.14) ✷g(V4) = −LL(V4) + /∆V4 − 1
2
trχLV4 − 1
2
trχLV4 + 2ζ
A /∇A(V4) + kNNLV4.
Thus, it is natural to add to (6.12) a twice multiple of the transport equation (6.6). After further
dealing with the terms trχL(kNN ) and trχL(V3), it motivates us to introduce
µˇ = 2 /∆σ + µ− trχkNN + 1
2
trχV3.
Therefore, in view of (6.6), (6.12), (6.13), (6.14) and (5.21) we obtain
Lµˇ+ trχµˇ = ✷g(V4)− 2
(
2δABRCA4B +
1
2
kAN trχ− χˆ · k + χ · ζ
)
/∇σ
+ 2(ζ − ζ˜) /∇trχ− 4χˆ · /∇ζ˜ − 2χˆAB
(
kNN χˆAB + 2ζAζB +RA43B
)
+ trχ
(
div ζ + |ζ|2 + 1
2
δABRA34B
)
+
1
2
(
trχχˆ · χˆ + trχ|χˆ|2)
+ 2kNN
(|χˆ|2 + kNN trχ+R44)+A · (Dπ¯ +E) + trχ ( divπ + /E)(6.15)
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after incorporating more lower order terms into the last two terms of (6.15), where ζ˜ = /∇σ + ζ
and E = A ·A+ trχ ·A.
We now consider ✷g(V4). By writing V4 = V (L) = VµL
µ, we can obtain
(6.16) ✷g(V4) = Vµ✷gL
µ + 2DαVµD
αLµ + Lµ✷gVµ.
Decomposing ✷gL
µ under the null frame, with the help of (4.13) we have
✷gL
µ = −DL(DLLµ) + /∆Lµ + 2ζB /∇BLµ −
(
1
2
trχ− kNN
)
DLL
µ
− 1
2
trχDLL
µ − 1
2
RµLLL.(6.17)
By using (4.13) again, we can deduce that
/∆Lµ = (divχ)Be
µ
B − /∇BkBNLµ − kBN (χBCeµC − kBNLµ) + χBC /∇BeµC
+
1
2
χBC
(
χBCL
µ + χ
BC
Lµ
)
− /∇BeCB (χCDeµD − kCNLµ) .
Note that
χBC /∇BeµC − /∇BeCB χCD eµD = χˆBC /∇BeµC − χˆCDeµD /∇BeCB.
We thus obtain
Vµ /∆L
µ = ( divχ)BVB − V4 /∇BkBN − kBN (χBCVC − kBNV4) + χˆBCVµ /∇BeµC
− χˆCDVD /∇BeCB +
1
2
χBC
(
χBCV3 + χBCV4
)
− V4kCN /∇BeCB.
Let Γ˜ denote the collection of connection coefficients /∇AeµB. In view of χ+χ = −2k, symbolically
we have
Vµ /∆L
µ = V · divχ+ V ·Dk + χ · χ · V + V · k · (χ, k) + V · Γ˜ · (χˆ, k).
By straightforward calculation we also have
−VµDL(DLLµ) = V4L(kNN ) + kNN (2ζBVB + kNNV4) = V ·Dk + V · k · (ζ, k),
VµζB /∇BLµ = ζBχBCVC − ζBkBNV4 = V · ζ · (k, χ).
For the remaining terms in (6.17) and (6.16), we have from (4.13) that
V µ
(
(kNN − 1
2
trχ)DLL
µ − 1
2
trχDLL
µ
)
= kNN (
1
2
trχ− kNN )V4 − 1
2
trχ(2ζAVA + kNNV4) = V · k · (trχ, k) + V · ζ · trχ,
DαVµD
αLµ = −1
2
(DLVµD3L
µ +D3VµD4L
µ) + /∇Vµ /∇Lµ
= −1
2
(DLVµ(2ζBe
µ
B + kNNe
µ
4 )−D3VµkNNLµ) + /∇BVµ(χBCeµC − kBNLµ)
= DV · (χˆ, k, ζ) + 1
2
/∇BVB · trχ
For the last term, it is important to discriminate /∇AVA from the full derivative DV in order to
have the control on /∇σ, see Proposition 6.4.
Thus, by combining the above equations with (6.16), we obtain
✷g(V4) = trχ /∇BVB + Lµ✷gVµ + V · ( divχ+Dk) +DV · (χˆ, k, ζ)
+ V · k · (k, ζ) + V · χ · (k, ζ) + V · χ · χ+ V · Γ˜ · (χˆ, k) +RµLLLV µ.(6.18)
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Now we plug (6.18) into (6.15). We then write χ = χˆ + 12 trχγ and use trχ = t˜rχ − V4 =
z − V4 + 2r˜ . By making use of the curvature decomposition in Lemma 5.12 and the transport
equation (5.24) for div χˆ, we finally obtain the following result.
Lemma 6.2. Let µˇ = 2 /∆σ + µ− trχkNN + 12 trχV3. Then µˇ verifies
(Lµˇ+ trχµˇ)− (r˜−1 div π + r˜−2π) = Lµ✷gVµ + χˆ · /∇ζ˜ + /∇σ ·E(6.19)
+ /∇σ · ( /∇π + /∇t˜rχ) +A · ( /∇t˜rχ,E,Dπ˜, V · Γ˜)
where A = (χˆ, k, ζ, π, z), E = A ·A+ trχ ·A and z = t˜rχ− 2r˜ . For π and π˜ we refer to Section
5 for their meaning.
To treat the term /∇ζ˜ with ζ˜ = ζ + /∇σ, we recall the Hodge operator D1 which sends St,u-
tangent tensor F to ( divF, curlF ). Thus we can write /∇ζ˜ = ∇D−11 ( div ζ˜, curl ζ˜) and use the
Hodge system
div ζ˜ =
1
2
(µˇ− 2|ζ|2 − |χˆ|2 − 2kABχˆAB) + divπ1 +E = 1
2
µˇ+ divπ1 +E,(6.20)
curl ζ˜ =
1
2
ǫABkAC χˆCB +
1
2
ǫABRB43A = curlπ2 +E(6.21)
which are directly derived from (5.25) and (5.26) together with the curvature decomposition
Lemma 5.12 (iv) contained in Lemma 5.12, where π1 and π2 are 1-forms of type π.
We now employ (6.19), (6.20) and (6.21) to obtain
Proposition 6.3. For any p satisfying 0 < 1− 2p < s− 2 there hold
‖ /∇σ‖L2uL2tL∞ω (D+) + ‖rµˇ, r /∇ζ˜‖L2uL2tLpω(D+) . λ−4ǫ0 ,(6.22)
‖r 32 µˇ‖L2uL∞t Lpω(D+) . λ−4ǫ0 .(6.23)
Proof. We prove the estimate on ‖ /∇σ‖L2uL2tL∞ω by making the bootstrap assumption
(6.24) ‖ /∇σ‖L2tL2uL∞ω ≤ 1
and improving it to
(6.25) ‖ /∇σ‖L2tL2uL∞ω . λ−4ǫ0 .
The other estimates will be established during the course of the derivation.
We first consider the estimates for µˇ. By Lemma 5.11 and (5.29), we have
(6.26) |r˜2µˇ| .
∣∣∣∣∫ t
u
r˜2|Lµˇ+ trχµˇ|dt′
∣∣∣∣ .
We will give estimates on µˇ in (6.22) and (6.23), by taking the corresponding norm in view of
(6.26) and (6.19).
For the first term on the right of (6.19), we note that |Lµ✷gVµ| ≤ |✷gVµ| and ✷gVµ =
∂π˜ · π˜ + (π˜)3 by virtue of (1.1). By using (5.1) and Proposition 5.6, we then obtain
‖r˜Lµ✷gVµ‖L1tL2uLpω . ‖r˜∂π˜, r˜(π˜)2‖L∞t L2uLpω‖π˜‖L1tL∞x . λ−
1
2−8ǫ0 .
Therefore
(6.27)
∥∥∥∥1r˜
∫ t
u
r˜2|Lµ✷gVµ|dt′
∥∥∥∥
L2uL
∞
t L
p
ω
. ‖r˜Lµ✷gVµ‖L1tL2uLpω . λ−
1
2−8ǫ0 .
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We now treat the remaining terms on the right hand side of (6.19). By virtue of (6.24) and
Proposition 5.17 we have∥∥∥∥1r˜
∫ t
u
r˜2 /∇σ( /∇π + /∇t˜rχ)
∥∥∥∥
L2uL
∞
t L
p
ω
. ‖ /∇σ‖L2uL2tL∞x ‖r˜ /∇π, r˜ /∇t˜rχ‖L∞u L2tLpω . λ−
1
2
Recall that E = A ·A+ trχ ·A and trχ = z − V4 + 2r˜ , we can use (6.4) and Proposition 5.17 to
obtain ∥∥∥∥1r˜
∫ t
u
r˜2 /∇σ ·E
∥∥∥∥
L2uL
∞
t L
p
ω
. τ
1
2∗ ‖r˜ 12 /∇σ‖L∞Lpω‖r˜
1
2A ·A‖L∞u L1tL∞x
+ τ
1
2∗ ‖ /∇σ‖L∞u L2tLpω‖A‖L2tL∞x . λ−
1
2−4ǫ0 .
Moreover, it is easily seen that
(6.28) ‖r˜E‖L2tL∞u Lpω . λ−
1
2−4ǫ0 , ‖r˜ 32E‖L2uL∞t Lpω . λ−4ǫ0 .
Thus, it follows from (6.28), (5.48) in Proposition 5.6 and Proposition 5.17 that∥∥∥∥1r˜
∫ t
u
r˜2A · ( /∇t˜rχ,Dπ˜,E)
∥∥∥∥
L2uL
∞
t L
p
ω
. ‖A‖L∞u L2tL∞x ‖r˜(Dπ˜,E, /∇t˜rχ)‖L2uL2tLpω . λ−
1
2−8ǫ0 .
For the term χˆ · /∇ζ˜, we may use (6.20), (6.21), Lemma 5.8, (6.28) and Proposition 5.17 to derive
that ∥∥∥∥1r˜
∫ t
u
r˜2χˆ · /∇ζ˜dt′
∥∥∥∥
L2uL
2
tL
p
ω
=
∥∥∥∥1r˜
∫ t
u
r˜′2χˆ · /∇D−11 ( div ζ˜, curl ζ˜)dt′
∥∥∥∥
L2uL
∞
t L
p
ω
. ‖χˆ‖L2tL∞x ‖r˜(µˇ, /∇π,E)‖L2uL2tLpω
. (λ−4ǫ0 + ‖r˜µˇ‖L2uL2tLpω )λ−
1
2−4ǫ0 .
For the term involving Γ˜ which comes from /∇eAeB, we can employ (5.88) to get ‖r˜Γ˜‖L∞Lpω . 1.
Thus, by using Proposition 5.17 we have∥∥∥∥1r˜
∫ t
u
r˜2χˆ · Γ˜ · V
∥∥∥∥
L2uL
∞
t L
p
ω
. τ
1
2∗ ‖r˜Γ˜‖L∞t Lpω‖χˆ‖L2tL∞x ‖V ‖L2tL∞x . λ−
1
2−12ǫ0 .
Finally, for the second part on the left hand side of (6.19), we use (5.53) and Proposition 5.17 to
derive that ∥∥∥∥r˜−1 ∫ t
u
(r˜′ div π, π)
∥∥∥∥
L∞u L
2
tL
p
ω
. λ−
1
2
Now we may divide (6.26) by r˜ and use the above estimates to derive that
‖r˜µˇ‖L2uL2tLpω . λ−8ǫ0‖r˜µ‖L2uL2tLpω + λ−4ǫ0
which gives
(6.29) ‖r˜µˇ‖L2uL2tLpω . λ−4ǫ0 .
We may divide (6.26) by r˜
1
2 and employ the similar argument as above to derive (6.23).
By making use of (6.20), (6.21), Lemma 5.8, (6.29), (5.51) and (6.28), we can obtain that
‖r˜ /∇ζ˜‖L2uL2tLpω . ‖r˜µˇ‖L2uL2tLpω + ‖r˜(E+ /∇π)‖L2uL2tLpω . λ−4ǫ0 .
In view of /∇σ = ζ˜ − ζ, (6.25) can be obtained by using (5.37) and Proposition 5.17. The proof
is thus complete. 
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Proposition 6.4. /∇σ can be decomposed as
/∇σ = A+A† + µ†,
where A† and µ† are 1-forms satisfying the estimates
‖A†‖L2tL∞x . λ−
1
2−4ǫ0 and ‖µ†‖L2uL∞ . λ−
1
2−4ǫ0 .
Proof. For any scalar function f , we use f to denote the function that takes on each St,u the
average value of f , i.e. f = 1|St,u|
∫
St,u
fdµγ on St,u. Let vt be the area element of St,u. Recall
that Lvt = vttrχ, we can use it to derive that
(6.30) Lf + trχf = (trχ− trχ) · f + Lf + trχf.
Now, using µˇ we introduce a function /µ such that on each St,u it is defined by
(6.31) div /µ =
1
2
(µˇ− µˇ), curl /µ = 0.
By using (6.31) and (5.59) we can derive that
curl (L/µ+
1
2
trχ/µ) = ǫ
AB
(
χACζB −RBC4A
)
/µC + ǫ
ABχAC /∇C/µB
+
1
2
ǫAB /∇Atrχ · /µB(6.32)
and
div (L/µ+
1
2
trχ/µ)
= Ldiv /µ+ χAB /∇A/µB −
(
trχ ζ
C
− χACζA +RBC4A
)
/µC +
1
2
trχ · div /µ+ 1
2
/∇trχ · /∇/µ
=
1
2
(
L(µˇ− µˇ) + trχ(µˇ− µˇ))+ χˆ · /∇/µ− (trχ ζC − χACζA +RBC4B) /µC + 12 /∇trχ · /∇/µ.
In view of (6.30) with f = µˇ, we have
L(µˇ− µˇ) + trχ(µˇ− µˇ) = −(trχ− trχ)µˇ+ (Lµˇ+ trχ µˇ− Lµˇ+ trχµˇ) .
Let G denote the right hand side of the identity in Lemma 6.2 and note that r˜−1 /∇A/πA = 0. We
have
L(µˇ− µˇ) + trχ(µˇ− µˇ) = −(trχ− trχ)µˇ+G−G+ r˜−1 div π + r˜−2(π − π).
Therefore
div (L/µ+
1
2
trχ/µ) = −(trχ− trχ)µˇ+ 1
2
(
G−G+ r˜−1 div π + r˜−2(π − π))+ χˆ · /∇/µ
−
(
trχ ζ
C
− χACζA +RBC4B
)
/µC +
1
2
/∇trχ · /∇/µ.(6.33)
Thus, in view of (6.32), (6.33) and the curvature decomposition in Lemma 5.12, we obtain
symbolically that
div (L/µ+
1
2
trχ/µ) = G1 +
1
2
(
r˜−1 div π + r˜−2(π − π)) ,
curl (L/µ+
1
2
trχ/µ) = G2,
(6.34)
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where
G1 =
1
2
/∇trχ · /µ+ χˆ · /∇/µ+ 1
2
(G−G) + /µ · ( /∇π +E)− (trχ− trχ)µˇ,
G2 = χˆ · /∇/µ+ 1
2
/∇trχ · /µ+ /µ · ( /∇π +E).
Consequently
(6.35) L/µ+
1
2
trχ/µ =
1
2
D−11 (r˜−1 div π + r˜−2(π − π), 0) +D−11 (G1, G2)
which together with Lemma 5.11 implies that
/µ = v
− 12
t
∫ t
u
v
1
2
t′D−11 (G1, G2)dt′ + v
− 12
t
∫ t
u
v
1
2
t′D−11 (r˜−1 div π + r˜−2(π − π), 0)dt′.
By virtue of the fact that ζ˜ = D−11 ( div ζ˜, curl ζ˜) and /µ = D−11 (12 (µˇ− µˇ), 0), we can obtain
ζ + /∇σ − /µ = D−11
(
div ζ˜ − 1
2
(µˇ− µˇ), curl ζ˜
)
.
Therefore ∇σ = A+ µ† +A† with A = −ζ and
µ† = v−
1
2
t
∫ t
u
v
1
2
t′D−11 (G1, G2)dt′,
A† = v−
1
2
t
∫ t
u
v
1
2
t′D−11
(
r˜−1 div π + r˜−2(π − π), 0) dt′ +D−11 ( div ζ˜ − 12(µˇ− µˇ), curl ζ˜
)
.
It remains only to show that
(6.36) ‖/µ†‖L2uL∞ . λ−
1
2−4ǫ0 , ‖A†‖L2tL∞x . λ−
1
2−4ǫ0 .
We first consider µ†. It follows from (5.37) and Lemma 5.8 that
‖µ†‖L2uL∞t L∞x . ‖D−11 (G1, G2)‖L2uL1tL∞ω . ‖r˜(G1, G2)‖L2uL1tLpω .
for any p satisfying 0 < 1 − 2p < s − 2. Thus, to obtain the estimate on µ†, it suffices to show
that
(6.37) ‖r˜(G1, G2)‖L2uL1tLpω . λ−
1
2−4ǫ0 .
By the definition of µˇ we have (trχ− trχ)µˇ = A ·A ·A+ r˜−1A ·A. Therefore, symbolically we
have
G1, G2 = (/µ, /∇σ) · ( /∇t˜rχ, /∇π,E) + χˆ · ( /∇ζ˜, /∇/µ) +A · ( /∇t˜rχ,E,Dπ˜, r˜−1A, V · Γ˜)
From Lemma 5.8, (6.22) and (5.37) it follows
(6.38) ‖r˜ /∇/µ, /µ‖L2tL2uLpω + ‖/µ‖L2tL2uL∞x . λ−4ǫ0 .
Hence, by using Proposition 5.17, Proposition 5.6 , (6.22), (6.38), (6.28) and the fact that
‖r˜Γ˜‖L∞Lpω . 1, we can deduce that
‖r˜(G1, G2)‖L2uL1tLpω . ‖/µ, /∇σ‖L2uL2tL∞x ‖r˜( /∇t˜rχ, /∇π,E)‖L∞u L2tLpω
+ ‖χˆ‖L2tL∞u L∞ω ‖r˜( /∇ζ, /µ)‖L2tL2uLpω
+ ‖A‖L2tL∞x ‖r( /∇t˜rχ,E,Dπ˜, r˜−1A, V · Γ˜)‖L2uL2tLpω
. λ−
1
2−4ǫ0 .
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Next we consider A†. We use v
1
2
t ≈ t− u. By (5.53), Proposition 5.10 and (5.1), we have with
0 < c < δ0 that∥∥∥∥v− 12t ∫ t
u
v
1
2
t′ |D−11 (r˜−1 div π, 0)|dt′
∥∥∥∥
L2tL
∞
x
. ‖ℓcPℓπ˜‖L2t l2ℓL∞x + ‖π˜‖L2tL∞x . λ
− 12−4ǫ0 .
By using (5.53), (5.37), Lemma 5.8 and Proposition 5.17, we have∥∥∥∥v− 12t ∫ t
u
v
1
2
t′ |D−11 (r˜−2(π − π), 0)|dt′
∥∥∥∥
L2tL
∞
x
.
∥∥r˜−1D−11 (π − π, 0)∥∥L2tL∞u L∞ω
.
∥∥ /∇D−11 (π − π, 0)∥∥L2tL∞u Lpω + ∥∥r˜−1D−11 (π − π, 0)∥∥L2tL∞u Lpω
. ‖π − π‖L2tL∞u Lpω . ‖π‖L2tL∞u L∞ω . λ−
1
2−4ǫ0 .
Finally, we consider D−11 ( div ζ˜ − 12 (µˇ− µˇ), curl ζ˜). By virtue of (6.20) and (6.21), we have
‖D−11 ( div ζ˜ −
1
2
(µˇ− µˇ), curl ζ˜)‖L2tL∞u L∞ω . ‖D−11 (E−E,E−E)‖L2tL∞u L∞ω
+ ‖D−11 ( div π1, curlπ2)‖L2tL∞u L∞ω .
For the first term we use (5.37) and Lemma 5.8 with p satisfying 0 < 1− 2p < s− 2, and for the
second term we use Proposition 5.10. We then obtain
‖D−11 ( div ζ˜ −
1
2
(µˇ− µˇ), curl ζ˜)‖L2tL∞u L∞ω . ‖r˜(E−E)‖L2tL∞u Lpω + ‖ℓcPℓπ˜‖L2t l2ℓL∞x + ‖π˜‖L2tL∞x
. ‖r˜E‖L2tL∞u Lpω + ‖ℓcPℓπ˜‖L2t l2ℓL∞x + ‖π˜‖L2tL∞x
. λ−
1
2−4ǫ0 ,
where we used (6.28) and (5.1) to derive the last inequality. The proof is therefore complete. 
7. Bounded conformal energy in curved spacetime
The goal of this section is to prove Theorem 4.5 concerning the boundedness of conformal
energy for any function ψ satisfying
(7.1) ✷gψ = 0
on I∗ = [0, τ∗] with τ∗ . λ1−8ǫ0 and with ψ[t0] supported in BR ⊂ D+0 ∩ Σt0 with R < t0 := 1.
We will carry out the proof in three steps. We first adapt the argument of Morawetz to obtain
the integrated energy estimates by using the vector fields N (see [12, 26, 11, 38]). We then make
conformal change of metric and use the multiplier approach with the vector field of the type rpL
in D+0 but away from the time axis to control the conformal energy in the exterior region and
to provide a sequence of null slices with energy decay. Then, based on the argument in [10], we
obtain energy decay in each spatial-null slice. Finally, we control the conformal energy in the
interior region.
To this end, we consider the momentum tensor Qαβ[ψ], see (1.11). For any vector field X we
introduce the energy current
P(X)α [ψ] = Qαβ[ψ]Xβ .
By direct calculation and (7.1) it is easily seen that
(7.2) DαP(X)α [ψ] = (✷gψ)Xψ +
1
2
Qαβ [ψ]π
(X)
αβ =
1
2
Qαβ [ψ]π
(X)
αβ ,
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where π
(X)
αβ = DαXβ +DβXα denotes the deformation tensor of X . Moreover, for T = ∂t there
holds
(7.3) P(T)α [ψ]Tα =
1
2
(
(Tψ)2 + |∇ψ|2) .
Recall that Cu denotes the level set of the optical function u and r˜ = r˜(t) := t − u. Given
t0 ≤ τ1 < τ ≤ τ∗ and 0 ≤ R′ ≤ t0, let
Σ˜ττ1,R′ := {r˜ ≤ R′, t = τ1} ∪ (Cτ1−R′ ∩ {τ1 ≤ t ≤ τ}) and Σ˜τ1,R′ := Σ˜τ∗τ1,R′
and let Rττ1,R′ denote the region enclosed by Σ˜ττ1,R′ and {t = τ}. For any submanifold of
codimension 1, we will use n to denote its normal vector field in (R3+1,g). It is easily seen that
n = T on each {t = τ} and n = L on each Cu.
R
τ
τ1,R
Σ˜
τ
τ1,R
Στ
τ1
τ1 −R
τ
K
Σ˜
τ
τ1,R
Σ˜
τ
τ2,R
′
τ1
τ1 − R
τ2
τ2 − R
′
τ
r
=
R
r
=
R
′
Figure 2. Illustration of Σ˜ττ1,R, Rττ1,R, and K used in the proof of Lemma 7.1
We first give the following standard energy estimates.
Lemma 7.1. Let ψ be any solution of ✷gψ = 0 in I∗ = [t0, τ∗]. Given t0 ≤ τ1 < τ2 < τ ≤ τ∗
and 0 ≤ R′ ≤ τ2 − τ1 + R. Let Στ be the part of spacelike slice {t = τ} contained in the causal
future of Σ˜τ1,R. Then there hold
(7.4)
∫
Στ
P(T)α [ψ]nα .
∫
Σ˜ττ1,R
P(T)α [ψ]nα
and
(7.5)
∫
{t=τ,τ1−R≤u≤τ2−R′}
P(T)α [ψ]nα +
∫
Σ˜τ
τ2 ,R
′
P(T)α [ψ]nα ≤ 2
∫
Σ˜ττ1,R
P(T)α [ψ]nα.
Proof. By integrating (7.2) with X = T over the region Rττ1,R enclosed by Σ˜ττ1,R and {t = τ}
and using the divergence theorem it follows that
(7.6)
∫
Στ
P(T)α [ψ]nα =
∫
Σ˜τ
τ1,R
P(T)α [ψ]nα −
1
2
∫
Rτ
τ1,R
π
(T)
αβ ·Qαβ , ∀τ > τ1.
In view of (7.3) and the fact ‖π(T)‖L1tL∞x . λ−8ǫ0 we have
(7.7)
∫
Rτ
τ1,R
|π(T)αβ ·Qαβ| . λ−8ǫ0 sup
τ1≤t≤τ
∫
Σt
P(T)α [ψ]nα.
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The combination of (7.6) and (7.7) then implies that
sup
τ1≤t≤τ
∫
Σt
P(T)α [ψ]nα .
∫
Σ˜τ
τ1,R
P(T)α [ψ]nα
which shows (7.4) and the estimate
(7.8)
∫
Rτ
τ1,R
|π(T)αβ ·Qαβ | . λ−8ǫ0
∫
Σ˜ττ1,R
P(T)α [ψ]nα.
To prove (7.5), let K be the region enclosed by Σ˜ττ2,R′ , Σ˜
τ
τ1,R
and {t = τ, τ1−R ≤ u ≤ τ2−R′},
see Figure 2. Note that K ⊂ Rττ1,R. Integrating (7.2) over K gives∫
{t=τ,τ1−R≤u≤τ2−R′}
P(T)α [ψ]nα +
∫
Σ˜τ
τ2,R
′
P(T)α [ψ]nα =
∫
Σ˜ττ1 ,R
P(T)α [ψ]nα −
1
2
∫
K
π
(T)
αβ ·Qαβ .
This together with (7.8) then implies (7.5). 
We will employ the following result.
Lemma 7.2. For uˆ ≥ 0 let Intt,uˆ = Σt ∩ {u ≥ uˆ}. Then for any scalar function ψ there holds
(7.9) ‖ψ‖L2uL2ω(Intt,uˆ) . ‖r˜N(ψ)‖L2uL2ω(Intt,uˆ) + ‖r˜
− 12ψ‖L2(St,uˆ)
Proof. Let m ∈ N. Using Nu = −b−1 we have
bN(r˜mψ2) = 2br˜mψNψ +mr˜m−1ψ2
Integrating this identity over Intt,uˆ gives
(7.10)
∫
Intt,uˆ
mr˜m−1ψ2dudω +
∫
Intt,uˆ
2r˜mψN(ψ)bdudω =
∫
St,uˆ
r˜mψ2dω.
Setting m = 1 and using the Cauchy-Schwarz inequality, we can obtain the inequality. 
7.1. Step 1: Integrated energy estimates. Consider the solution of ✷gψ = 0 within D+0 .
We will first give, in Proposition 7.3, an integrated energy estimate in the region [t0, τ∗] × BR.
Similar to (4.7), with radial foliation formed by ∪0≤u≤tSt,u, the metric on each Σt ∩ D+0 can be
written as
ds2 = b2du2 + γABdω
AdωB
with area element bdudµγ , where γ is the induced metric of g on St,u.
Proposition 7.3. Let ψ be any solution of ✷gψ = 0 on [t0, τ∗] with τ∗ . λ1−8ǫ0 and with ψ[t0]
supported within BR. Let τ2 > τ1 ≥ t0 and R ≤ R′ < 2R. Then there holds∫ τ2
τ1
∫
r˜≤R′
[
(Tψ)2 + |Nψ|2 + | /∇ψ|2 + r˜−1ψ2] dxdτ . ∫
Σt0
P(T)α [ψ]nα.
In view of (7.3) and the fact that ψ = 0 in {t0 ≤ t ≤ τ∗} \ D+0 , Proposition 7.3 follows
immediately from the following result.
Lemma 7.4. Under the same conditions on Proposition 7.3, with α = 2ǫ0 there holds∫
Rτ2
τ1,R
[
(Nψ)2 + (Tψ)2 + | /∇ψ|2
(1 + r˜)α+1
+
ψ2
r˜(1 + r˜)α+2
]
.
∫
Σ˜
τ2
τ1,R
P(T)α [ψ]nα + ‖r˜
1
2ψ‖2L2ω(Sτ2,τ1−R) + ‖r˜
1
2ψ‖2L2ω(Sτ1,τ1−R).
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Proof. We consider the modified energy current
(7.11) P˜(X)µ [ψ] = P(X)µ [ψ]−
1
2
∂µΘ · ψ2 + 1
2
Θ · ∂µ(ψ2),
where the vector field X and the scalar function Θ will be chosen later. Direct calculation shows
DµP˜(X)µ [ψ] = ✷gψ(Xψ +Θψ) + ΘDµψDµψ −
1
2
✷gΘ · ψ2 + 1
2
π(X)µν Q
µν [ψ].
Integrating this identity over Rτ2τ1,R and using ✷gψ = 0, we obtain
(7.12)
∫
Σ˜
τ2
τ1,R
P˜(X)µ [ψ]nµ −
∫
Στ2
P˜(X)µ [ψ]Tµ =
∫
Rτ2
τ1,R
(
ΘDµψDµψ − 1
2
✷gΘ · ψ2 + 1
2
π(X)µν Q
µν
)
.
We take X = fN with f being a function of r˜ to be determined. Notice that /∇f = 0 and
π
(X)
NN = 2Nf, π
(X)
AN = fπ
(N)
AN , π
(X)
AB = 2fθAB, π
(X)
00 = 0, π
(X)
0N = 0,
where π
(N)
AN = kAN − ζA. We have
1
2
π(X)µν Q
µν =
1
2
ftrθ
(
(Tψ)2 − (Nψ)2)+ 1
2
Nf
(
(Nψ)2 + (Tψ)2 − | /∇ψ|2)
+ f
(
θˆABQ
AB + π
(N)
ANQ
AN
)
.
We also have DµψDµψ = −(Tψ)2+(Nψ)2+ | /∇ψ|2. Plugging these two identities into the right
hand side of (7.12) gives∫
Σ˜
τ2
τ1,R
P˜(X)µ [ψ]nµ −
∫
Στ2
P˜(X)µ [ψ]Tµ
=
∫
Rτ2
τ1,R
[
1
2
(Nψ)2(Nf + 2Θ− trθf) + 1
2
(Tψ)2(Nf − 2Θ+ trθf)
+| /∇ψ|2(Θ− 1
2
Nf)− 1
2
✷gΘ · ψ2 + f
(
θˆABQ
AB + π
(N)
ANQ
AN
)]
.
(7.13)
Now we choose f and Θ as
(7.14) f = β − β
(1 + r˜)α
, Θ = r˜−1f, βα = 2,
where 0 < α < 1 is a constant to be chosen later. Straightforward calculation shows that
(7.15) −
(
Θ′′ +
2
r˜
Θ′
)
=
2(α+ 1)
r˜(1 + r˜)α+2
, 0 ≤ −Θ′ ≤ β
(1 + r˜)2
,
where prime denotes the derivative with respect to r˜. By using N = b−1∂r˜ on Σt and |b−1| < 14 ,
see (5.30), we also have
(7.16) bΘ− 1
2
bNf =
bβ[(1 + r˜)α − 1]
r˜(1 + r˜)α
− 1
(1 + r˜)α+1
≥ 2b− 1
(1 + r˜)α+1
≥ b
2(1 + r˜)α+1
.
To deal with the term ✷gΘ, recall the decomposition formula of ✷gΘ under the null frame
✷gΘ = −LLΘ+ 2ζA /∇AΘ+ kNNLΘ+ /∆Θ−
1
2
trχLΘ− 1
2
trχLΘ.
Notice that /∇Θ = 0 and
(7.17) L(u) = 2b−1, L(t) = 1, L(t) = 1, L(u) = 0,
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we can obtain
✷gΘ = −LLΘ− 1
2
trχLΘ− 1
2
trχLΘ+ kNNLΘ
=
(
Θ′′ +
2
r˜
Θ′
)
(2b−1 − 1) + 1
2
(
trχ− 2
r˜
)
(2b−1 − 1)Θ′
− 1
2
(
trχ+
2
r˜
)
Θ′ +
Θ′
r˜
(2 − 2b−1)− kNNΘ′.
We plug this identity into (7.13). We may use (7.15), the fact 2b−1 − 1 ≥ 35 which follows from
|b− 1| < 14 , (7.16), and
Nf =
2b−1
(1 + r˜)α+1
, 2Θ− ftrθ =
(
2
r˜
− trθ
)
f
to obtain
J :=
∫
Rτ2τ1,R
[
(Nψ)2 + (Tψ)2 + | /∇ψ|2
(1 + r˜)α+1
+
ψ2
r˜(1 + r˜)α+2
]
.
∣∣∣∣∣
∫
Rτ2
τ1,R
f
(
θˆABQ
AB + π
(N)
ANQ
AN
)∣∣∣∣∣+
∣∣∣∣∣
∫
Rτ2
τ1,R
(
trθ − 2
r˜
)
f((Nψ)2 − (Tψ)2)
∣∣∣∣∣
+
∫
Rτ2
τ1,R
ψ2|A||Θ′|+
∣∣∣∣∣
∫
Στ2
P˜(X)µ [ψ]nµ −
∫
Σ˜
τ2
τ1,R
P˜(X)µ [ψ]nµ
∣∣∣∣∣ ,
(7.18)
where A denotes any term among b
−1−1
r˜ , trχ− 2r˜ , trχ+ 2r˜ , kNN . For the first term on the right
side of (7.18), we may use the estimates ‖θˆ, ζ, k‖L2tL∞x . λ−
1
2−4ǫ0 from Proposition 5.17 and the
standard energy estimate (7.4) to conclude∣∣∣∣∣
∫
Rτ2
τ1,R
f
(
θˆABQ
AB + π
(N)
ANQ
AN
)∣∣∣∣∣ . τ1/2∗ ‖θˆ, ζ, k‖L2tL∞x ‖Dψ‖2L∞t L2x . λ−8ǫ0
∫
Σ˜
τ2
τ1 ,R
P(T)µ [ψ]nµ.
For the second term in (7.18), we may use θ = χ + k and ‖trχ − 2r˜ , k‖L2tL∞x . λ−
1
2−4ǫ0 from
Proposition 5.17 to obtain the same estimate. To estimate the third term in (7.18), we use
‖ψ‖2L4(St,u) . ‖ /∇ψ‖L2(St,u)‖ψ‖L2(St,u) + ‖r˜−
1
2ψ‖2L2(St,u),
which is (5.36) with q = 4, to obtain the estimate on Intt,u∥∥∥∥ |ψ|2r˜(1 + r˜)α+ 32
∥∥∥∥
L1uL
2
ω
. (1 + t)
1
2
∥∥∥∥∥ /∇ψ(1 + r˜)α+12
∥∥∥∥∥
L2uL
2
x
∥∥∥∥∥ ψ(1 + r˜)α2+1r˜ 12
∥∥∥∥∥
L2uL
2
x
+
∥∥∥∥∥ ψ(1 + r˜)α2+1r˜ 12
∥∥∥∥∥
2
L2uL
2
x
 .
Consequently, we may use (7.15) and ‖r˜ 12A‖L∞L2ω . λ−
1
2 in Proposition 5.17 to obtain∫
Rτ2
τ1,R
ψ2|A||Θ′| .
∫
Σ×I
ψ2|A|(1 + r˜)−2 . ‖r˜(1 + r˜)α− 12A‖L∞L2ω
∥∥∥∥ ψ2r˜(1 + r˜)α+ 32
∥∥∥∥
L1tL
1
uL
2
ω
. (1 + τ∗)
1
2+α‖r˜ 12A‖L∞L2ωJ . λ−2ǫ0J ,
where we choose α = 2ǫ0 and use τ∗ . λ1−8ǫ0 .
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Combining the above estimates with (7.18) we obtain
J . λ−2ǫ0J + λ−8ǫ0
∫
Σ˜
τ2
τ1,R
P(T)µ [ψ]nµ +
∣∣∣∣∣
∫
Στ2
P˜(X)µ [ψ]nµ −
∫
Σ˜
τ2
τ1,R
P˜(X)µ [ψ]nµ
∣∣∣∣∣ .
Therefore, we can conclude the desired estimate by using the following result. 
Lemma 7.5. For τ2 > τ1 ≥ t0 there hold∫
Στ2
P˜(X)µ [ψ]nµ .
∫
Σ˜
τ2
τ1,R
P(T)µ [ψ]nµ + ‖r˜
1
2ψ(t)‖2L2ω(Sτ2,τ1−R),(7.19) ∫
Σ˜
τ2
τ1,R
P˜(X)µ [ψ]nµ .
∫
Σ˜
τ2
τ1,R
P(T)µ [ψ]nµ + ‖r˜
1
2ψ‖2L2ω(Sτ2,τ1−R) + ‖r˜
1
2ψ‖2L2ω(Sτ1,τ1−R).(7.20)
Proof. Recall that X = fN and n = T on Στ2 , we may use the definition of P˜(X)µ [ψ] in (7.11),
the expression of f and Θ given in (7.14), the Cauchy-Schwarz inequality and (7.3) to obtain
(7.21)
∫
Στ2
P˜(X)µ [ψ]nµ .
∫
Στ2
P(T)µ [ψ]nµ + ‖ψ‖2L2uL2ω(Intt,τ1−R).
In view of Lemma 7.2 and (7.4), we obtain (7.19).
We next prove (7.20). On the spatial part of Σ˜τ2τ1,R, we repeat the proof for (7.19) to obtain∫
Στ1∩{τ1−R≤u≤τ1}
P˜(X)µ [ψ]nµ .
∫
Σ˜
τ2
τ1,R
P(T)µ [ψ]nµ + ‖r˜
1
2ψ‖2L2ω(Sτ1,τ1−R)(7.22)
On the null part of Σ˜τ2τ1,R on which n = L, we have
P˜(X)µ [ψ]Lµ =
1
2
f
(|Lψ|2 − | /∇ψ|2)− 1
2
ψ2LΘ+ΘψLψ,
P(T)µ [ψ]Lµ =
1
2
(|Lψ|2 + | /∇ψ|2) .
In view of the definition of f and Θ, we derive that |P˜(X)µ [ψ]Lµ| . P(T )µ [ψ]Lµ + |r˜−1ψ|2. Hence,
by combining this with (7.22) we obtain∫
Σ˜
τ2
τ1,R
P˜(X)µ [ψ]nµ .
∫
Σ˜
τ2
τ1,R
P(T)µ [ψ]nµ + ‖r˜
1
2ψ(t)‖2L2ω(Sτ1,τ1−R)
+
∫
S2
∫ τ2
τ1
ψ2(t, τ1 −R,ω)dtdω.(7.23)
To estimate the last term on the right hand side, we may integrate the identity ψ2 = L(r˜ψ2)−
2r˜ψLψ over the null cone Cτ1−R to obtain∫
S2
∫ τ2
τ1
ψ2(t, τ1 −R,ω)dtdω =
∫
Sτ2,τ1−R
r˜ψ2dω −
∫
Sτ1,τ1−R
r˜ψ2dω +
∫
S2
∫ τ2
τ1
2r˜ψLψdtdω
which, by the Cauchy-Schwarz inequality, implies∫
S2
∫ τ2
τ1
ψ2(t, τ1 −R,ω)dtdω . ‖r˜ 12ψ‖2L2ω(Sτ2,τ1−R) + ‖r˜
1
2ψ‖2L2ω(Sτ1,τ1−R) +
∫
Σ˜
τ2
τ1,R
|Lψ|2.
Combining this with (7.23), we obtain (7.20). 
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7.2. Control of lower order terms. Let ψ be any solution of (7.1) with ψ[t0] supported on
BR ⊂ D+0 ∩ Σt0 . We introduce ψ˜ = Ωψ with Ω = e−σ, where σ is defined by (6.1). On each
wave front St,u, we use vt =
√|γ| to denote its area element. Let m ∈ N and R ≤ R′ ≤ 2R. We
introduce the conformal flux
CFm[ψ]R′(u, τ) =
∫ τ
u+R′
∫
St,u
r˜m|L(v 12t ψ)|2dωdt.(7.24)
For a region U ⊂ D+0 with the property that there exist two positive functions u0(t) and u1(t)
on [t0, τ∗] such that
(7.25) Ut := U ∩ Σt =
⋃
u0(t)≤u≤u1(t)
St,u,
we can introduce the energy
Em[ψ]U,R′(t) =
∫
Ut∩{r˜≥R′}
r˜m
(
|L(v 12t ψ)|2 + | /∇ψ˜|2Ω−2vt
)
dωdu.(7.26)
We will derive the bound on the conformal energy by a multiplier approach in which the conformal
flux (7.24) and the energy (7.26) arise naturally, see Section 7.4.
By incorporating the lower order term into (7.26), we may introduce the modified energy
E˜m[ψ]U,R(t) = ‖rm2 ψ(t)‖2L2uL2ω(Ut∩{r˜≥R}) + Em[ψ]U,R(t).
We will prove a comparison result in Lemma 7.11 which implies
C[ψ](e)(t) . E˜2[ψ]D+0 ,R(t), ∀t ∈ [t0, τ∗].
We will give the control on E˜2[ψ]D+0 ,R(t) by a multiplier approach. While to control C[ψ]
(i)(t),
we adapt the method devised in [10]. However, this does not directly give the decay estimates
for lower order terms, such as ‖ψ(t)‖L2uL2ω(Ut∩{r˜≥R}). In curved spacetime, due to various error
terms related to Ricci coefficients (4.12), the derivation of the decay energy estimates on ∂ψ has
to be coupled with controlling weighted L2 estimates on ψ itself.
Given τ > τ1 ≥ t0 > R, we have defined Σ˜ττ1,R and Rττ1,R. We set
(7.27) T ττ1,R = Rττ1,R ∩ {r˜ ≥ R}.
We will first give the following result on the lower order terms.
T τ
τ1,R
T τ
τ1,R
Σ˜
τ
τ1,R
τ1
τ1 −R
τ
r
=
R
r
=
R
Kτ
τ1,R
′
Σ˜
τ
τ1,R
τ1
τ1 −R
τ
r
=
R
′
r
=
R
′
Figure 3. Illustration of T ττ1,R and K
τ
τ1,R′
used in Lemma 7.6 and Proposition 7.7
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Lemma 7.6. Given τ > τ1 ≥ t0. There hold
sup
τ1≤t≤τ
‖r˜m2 ψ‖L2uL2ω(T ττ1,R∩Σt) . Φm(τ)‖r˜
m−1
2 L(v
1
2
t ψ)‖L2uL2tL2ω(T ττ1,R)
+Rm/2
(∫ τ
τ1
∫
St,t−R
ψ2dωdt
) 1
2
,
(7.28)
where m = 1, 2 with Φ1(τ) ≡ 1 and Φ2(τ) = (ln(2 + τ)) 12 ;
sup
τ1≤t≤τ
∫
St,u
r˜2ψ2dω .
∫
Sτ1,u
r˜2ψ2dω +
∫ τ
τ1
∫
St,u
r˜
(
|L(v 12t ψ)|2 + ψ2
)
dωdt,(7.29)
sup
τ1≤t≤τ
∫
St,u
r˜ψ2dω .
∫
Sτ1,u
r˜ψ2dω +
∫ τ
τ1
∫
St,u
|L(v 12t ψ)|2dωdt,(7.30) (∫ τ
τ1
∫
St,τ1−R
r˜ψ2dωdt
) 1
2
. ln
(
τ − τ1 +R
R
)R‖ψ‖L2ω(Sτ1,τ1−R) +
(∫ τ
τ1
∫
St,τ1−R
r˜|L(v 12t ψ)|2dωdt
) 1
2
 .(7.31)
Proof. We first claim that(∫
T τ
τ1,R
r˜m+1
(
Lψ +
ψ
r˜
)2
dωdudt
) 1
2
. ‖r˜m−12 L(v 12t ψ)‖L2tL2uL2ω(T ττ1,R) + λ
−8ǫ0 sup
τ1<t≤τ
‖r˜m2 ψ‖L2uL2ω(T ττ1,R∩Σt).(7.32)
To see this, we use Lvt = vttrχ to derive that
(7.33) L(v
1
2
t ψ) = v
1
2
t
(
Lψ +
ψ
r˜
+
ψ
2
(
trχ− 2
r˜
))
.
Since v
1
2
t is comparable with r˜, we have
(7.34) r˜
m+1
2
∣∣∣∣Lψ + ψr˜
∣∣∣∣ . r˜m−12 |L(v 12t ψ)|+ r˜m+12 ∣∣∣∣(trχ− 2r˜
)
ψ
∣∣∣∣ .
By using (5.11) in Proposition 5.2, we deduce that∥∥∥∥r˜m+12 (trχ− 2r˜
)
ψ
∥∥∥∥
L2tL
2
uL
2
ω(T
τ
τ1,R
)
.
∥∥∥∥r˜ 12 (trχ− 2r˜
)∥∥∥∥
L2tL
∞
x
sup
τ1≤t≤τ
‖r˜m2 ψ‖L2uL2ω(T ττ1,R∩Σt)
. λ−8ǫ0 sup
τ1≤t≤τ
‖r˜m2 ψ‖L2uL2ω(T ττ1,R∩Σt).
Combining this with (7.34), we obtain (7.32).
Now we prove (7.28) for m = 1. By integrating the identity
(7.35) r˜2(Lψ +
ψ
r˜
)2 = r˜2(Lψ)2 + L(r˜ψ2)
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over T ττ1,R, we obtain∫
T ττ1,R
r˜2(Lψ +
ψ
r˜
)2dωdudt =
∫
T ττ1,R
r˜2(Lψ)2 +
∫ τ−R
τ1−R
∫
S2
r˜ψ2(τ, u, ω)dωdu
−R
∫ τ
τ1
∫
S2
ψ2(t, t−R,ω)dωdt.(7.36)
In view of (7.32), we have
‖r˜ 12ψ‖L2uL2ω(T ττ1,R∩Στ ) . ‖L(v
1
2
t ψ)‖L2tL2uL2ω(T ττ1,R) +
(
R
∫ τ
τ1
∫
S2
ψ2(t, t−R,ω)dωdt
) 1
2
+ λ−8ǫ0 sup
τ1<t≤τ
‖r˜ 12ψ‖L2uL2ω(T ττ1,R∩Σt)
from which we can obtain (7.28).
To prove (7.28) for m = 2, We may integrate L(v
1
2
t ψ) along null geodesics over the null
hypersurface Cu to obtain
(7.37) ‖(v 12t ψ)(τ, u, ·)‖L2ω ≤
∥∥∥∥∫ τ
u+R
L(v
1
2
t ψ)dt
∥∥∥∥
L2ω
+ ‖(v 12t ψ)(u+R, u, ·)‖L2ω
By squaring the both sides, integrating for τ1−R ≤ u ≤ τ −R and using v
1
2
t ≈ r˜, we derive that
‖r˜ψ(τ)‖2L2uL2ω .
∫ τ−R
τ1−R
‖L(v 12t ψ)‖2L2tL2ωdu+R
2
∫ τ
τ1
∫
S2
ψ2(t, t−R,ω)dωdt.
This gives (7.28) for m = 2 if we deal with the first term on the right by writing L(v
1
2
t ψ) =
r˜−
1
2 r˜
1
2L(v
1
2
t ψ) and applying the Cauchy-Schwarz inequality for the integral in t.
To prove (7.31), we divide (7.37) by r˜ and use v
1
2
t ≈ r˜ to obtain∫
St,τ1−R
r˜ψ2dω .
1
r˜
∫
S2
(∫ t
τ1
L(v
1
2
t′ψ)dt
′
)2
dω +
1
r˜
‖Rψ(τ1, τ1 −R, ·)‖2L2ω .
By integrating t over [τ1, τ ] and using the same argument in the above to deal with the first term
on the right, we obtain (7.31).
Similar to the proof for (7.32), we can obtain
(7.38)
∫
Cu[τ1,τ ]
r˜m−1(r˜Lψ + ψ)2dωdt .
∥∥∥r˜m−12 L(v 12t ψ)∥∥∥2
L2tL
2
ω
+ λ−16ǫ0 sup
τ1≤t≤τ
∥∥r˜m2 ψ(t)∥∥2
L2ω
for m ∈ N, where Cu[τ1, τ ] := Cu ∩ {τ1 ≤ t ≤ τ}. In view of (7.38) with m = 2, we can obtain
(7.29) by integrating the identity
r˜(r˜Lψ + ψ)2 = r˜(r˜Lψ)2 − r˜ψ2 + L(r˜2ψ2)
over Cu[τ1, τ ] and using the fact∫
Cu[τ1,τ ]
L(r˜2ψ2)dtdω =
∫
Sτ,u
r˜2ψ2dω −
∫
Sτ1,u
r˜2ψ2dω.
In view of (7.38) with m = 1, we can obtain (7.30) by integrating (7.35) over Cu[τ1, τ ]. 
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Given τ > τ1 ≥ t0, we set
Bττ1 : = (τ − τ1 +R)−1
∫ τ
τ1
∫
St,τ1−R
r˜
(
|L(v 12t ψ)|2 + ψ2
)
dωdt
+
∫
Σ˜τ
τ1,R
P(T)α [ψ]nα +
∫
Sτ1,τ1−R
r˜ψ2dω.
(7.39)
Proposition 7.7. Let R ≤ R′ ≤ 2R and let Kττ1,R′ = Rττ1,R ∩ {r˜ ≤ R′}. There holds
(7.40)
∫
Kτ
τ1,R
′
(
P(T)α [ψ]Tα +
ψ2
r˜
)
. Bττ1 .
Proof. In view of (7.3), we can obtain (7.40) by using (7.29) and Lemma 7.4. 
Lemma 7.8.
(7.41) R2
∫ τ
τ1
∫
St,t−R
ψ2dωdt .
∫
Kτ
τ1,R
(
P(T)α [ψ]Tα +
ψ2
r˜
)
. Bττ1
Proof. Consider the identity ∂r˜(r˜
2ψ2) = 2r˜ψ2 + 2r˜2ψ∂r˜ψ, where ψ = ψ(t, t − r˜, ω). Integrating
in r˜ over [0, R] gives
R2ψ2(t, t−R,ω) = 2
∫ R
0
(
r˜ψ2 + r˜2ψ∂r˜ψ
)
dr˜ ≤
∫ R
0
(
2r˜ψ2 + r˜2ψ2 + r˜2(∂r˜ψ)
2
)
dr˜.
Integrating over [τ1, τ ]× S2, we obtain
R2
∫ τ
τ1
∫
St,t−R
ψ2dωdt ≤
∫ τ
τ1
∫
r˜≤R
(
2
ψ2
r˜
+ ψ2 + (∂r˜ψ)
2
)
r˜2dωdudt.
By using ∂r˜ = bN , |b−1 − 1| < 12 and r˜2 ≈ vt, we can obtain the first inequality in (7.41); the
second inequality is (7.40). 
We can adapt from (7.28), and use (7.40) and (7.41) to get
Proposition 7.9. Given τ > τ1 ≥ t0. We have
‖r˜m2 ψ‖2L2uL2ω(T ττ1,R∩Στ ) . Φm(τ)
2‖r˜m−12 L(v 12t ψ)‖2L2uL2tL2ω(T ττ1,R) + B
τ
τ1 .
In the region with {R ≤ r˜ ≤ 2R} ∩ {τ1 −R ≤ u ≤ τ −R}, we have ‖r˜m2 ψ(t)‖2L2uL2ω . B
τ
τ1 .
7.3. Comparison results. We will prove some comparison results which will be used in follow-
ing subsections.
Proposition 7.10. Let U ⊂ D+0 ∩ {R ≤ r˜ ≤ 2R} be a region satisfying (7.25). There holds∫
U
(
|L(v 12t ψ)|2 + | /∇ψ˜|2vt
)
bdudtdω .
∫
U
(
P(T)α [ψ]Tα +
ψ2
r˜
)
.
Proof. Recall (7.33) for L(v
1
2
t ψ). Since ψ˜ = Ωψ with Ω = e
−σ, we also have
(7.42) /∇ψ˜ = Ω ( /∇ψ − ψ /∇σ) .
In view of (6.5), v
1
2
t ≈ r˜ and r˜ ≈ R, it suffices to show that
(7.43)
∫
U
ψ2|M |2vtbdωdtdu .
∫
U
(
P(T)α [ψ]Tα +
ψ2
r˜
)
56 QIAN WANG
where M = /∇σ or trχ− 2r˜ . To see this, we take q > 2 with 0 < 1− 2q < s− 2 and let q∗ be such
that 2/q + 1/q∗ = 1. Then∫
U
ψ2|M |2vtbdωdtdu ≤ ‖r 12M‖2L∞Lqω(U)‖r˜
1
2ψ‖2
L2tL
2
uL
2q∗
ω (U)
(7.44)
By the Sobolev embedding (5.36) and r˜ ≈ R, we have
‖r˜ 12ψ‖L2q∗ω . ‖r˜ /∇ψ‖L2ω + ‖r˜
1
2ψ‖L2ω .
Therefore
‖r˜ 12ψ‖2
L2tL
2
uL
2q∗
ω (U)
.
∫
U
(
| /∇ψ|2 + ψ
2
r˜
)
.
∫
U
(
P(T)α [ψ]Tα +
ψ2
r˜
)
.(7.45)
Recall that trχ − 2r˜ = z − V4. We may use (5.66), (5.49) and (6.4) to obtain ‖r˜
1
2M‖L∞Lqω .
λ−
1
2 . 1. Combining this with (7.44) and (7.45), we thus obtain (7.43). 
Lemma 7.11. Given R ≤ R′ ≤ 2R and m ∈ N. Let U := D+0 ∩ {r˜ ≥ R′} and Ut := U ∩ Σt.
Then there hold
‖r˜m2 /∇ψ˜‖L2uL2x(Ut) + ‖r˜
m
2 ψ‖L2uL2ω(Ut) ≈ ‖r˜
m
2 /∇ψ‖L2uL2x(Ut) + ‖r˜
m
2 ψ‖L2uL2ω(Ut)
and
‖r˜m2 L(v 12t ψ)‖L2uL2ω(Ut) + ‖r˜
m
2 /∇ψ˜‖L2uL2x(Ut) + ‖r˜
m
2 ψ‖L2uL2ω(Ut)
≈ ‖r˜m2 Lψ‖L2uL2x(Ut) + ‖r˜
m
2 /∇ψ‖L2uL2x(Ut) + ‖r˜
m
2 ψ‖L2uL2ω(Ut).
Proof. By virtue of (7.33) and (7.42), it suffices to show that
‖r˜m2 ψ(trχ− 2
r˜
)‖L2uL2x + ‖r˜
m
2 ψ /∇σ‖L2uL2x . λ−4ǫ0
(‖r˜m2 /∇ψ‖L2uL2x + ‖r˜m2 ψ‖L2uL2ω) .
To see this, we take q > 2 with 0 < 1 − 2q < s − 2 and let q∗ be such that 2/q + 1/q∗ = 1. By
using vt ≈ r˜2 and r˜ ≤ τ∗, we then obtain
‖r˜m2 ψ(trχ− 2
r˜
)‖2L2uL2x + ‖r˜
m
2 ψ /∇σ‖2L2uL2x
. τ∗
(
‖r˜ 12 (trχ− 2
r
)‖2L∞Lqω + ‖r˜
1
2 /∇σ‖2L∞Lqω
)
‖r˜m2 ψ‖2
l2uL
2q∗
ω
By using (5.36) with p = 2q∗, we have
‖r˜m2 ψ‖L2uL2q∗ω . ‖r˜
m
2 /∇ψ‖L2uL2x + ‖r˜
m
2 ψ‖L2uL2ω .
From Proposition 5.17 and (6.4), we also have τ
1
2∗ (‖r˜ 12 (trχ− 2r˜ )‖L∞Lqω + ‖r˜
1
2 /∇σ‖L∞Lqω) . λ−4ǫ0 .
The proof is complete. 
Lemma 7.12. Given τ > τ1 ≥ t0, let U := T ττ1,R be the region defined by (7.27). Then for
τ1 ≤ t ≤ τ and τ1 −R ≤ u ≤ τ −R there hold
Em[ψ]U,R(t) . Em[ψ]U,2R(t) + Bττ1 ,
E˜m[ψ]U,R(t) . E˜m[ψ]U,2R(t) + Bττ1 ,
CFm[ψ]R(u, τ) . CFm[ψ]2R(u, τ) + Bττ1 .
(7.46)
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Proof. Let D := U ∩ {R ≤ r˜ ≤ 2R} and Dt = D ∩ Σt. By definition it suffices to show that∫
Dt
r˜m
(
|L(v 12t ψ)|2 + | /∇ψ˜|2vtΩ−2 + ψ2
)
dωdu . Bττ1 ,∫ u+2R
u+R
∫
St,u
r˜m|L(v 12t ψ)|2dωdt . Bττ1.
(7.47)
We first claim that (7.47) can be obtained by showing that∥∥Lψ, /∇ψ, ψ∥∥2
L2uL
2
ω(Dt)
. Bττ1,(7.48) ∥∥Lψ, /∇ψ∥∥2
L2(Cu∩D) + ‖ψ‖
2
L2tL
2
ω(Cu∩D) . B
τ
τ1.(7.49)
To see this, by using vt ≈ r˜2, Ω ≈ 1, Lvt = vttrχ and /∇Ω = −Ω /∇σ, we only need to show∥∥∥∥r˜m+12 ψ(trχ− 2r˜ ), r˜m+12 ψ /∇σ
∥∥∥∥
L2uL
2
ω(Dt)
. ‖ /∇ψ‖L2uL2ω(Dt) + ‖ψ‖L2uL2t (Dt),∥∥∥∥r˜m+12 ψ(trχ− 2r˜ )
∥∥∥∥
L2tL
2
ω(Cu∩D)
. ‖ /∇ψ‖L2tL2ω(Cu∩D) + ‖ψ‖L2tL2ω(Cu∩D).
By using Proposition 5.17, (6.4) and r˜ ≈ R in D, we can employ the same argument in the proof
of Lemma 7.11 to derive these estimates.
Now we prove (7.48) and (7.49). By using (7.5) in Lemma 7.1, we have
‖Lψ, /∇ψ‖2L2uL2ω(Dt) + ‖Lψ, /∇ψ‖
2
L2(Cu∩D) .
∫
Σ˜τ
τ1,R
P(T)α [ψ]nα ≤ Bττ1 .
By (7.40), we also have ‖ψ‖2L2uL2ω(Dt) . B
τ
τ1 . Hence (7.48) is proved. Next by using (7.5) we
derive that
‖Lψ, /∇ψ‖2L2(Cu∩D) ≤
∫
Σ˜τu+R,R
P(T)α [ψ]nα .
∫
Σ˜ττ1,R
P(T)α [ψ]nα . Bττ1.
which shows the first part of (7.49). To see the second part of (7.49), we use (7.10) to obtain∫
St,u
r˜2ψ2dω =
∫
Intt,u
2r˜ψ2dudω +
∫
Intt,u
2r˜2ψ(Nψ)bdudω.
By integrating this equation in t for u+R ≤ t ≤ u+ 2R and using r˜ ≈ R in D, we have
‖ψ‖2L2tL2ω(Cu∩D) .
∫
K˜
(P(T)α [ψ]nα +
ψ2
r˜
)
where K˜ is the region enclosed by Σ˜u+2Ru+R,R and Σu+2R. Since K˜ ⊂ Kττ1,2R, we may use (7.40) in
Proposition 7.7 to derive that ‖ψ‖2
L2tL
2
ω(Cu∩D) . B
τ
τ1 . We thus complete the proof of (7.49). 
7.4. Step 2: Multiplier approach. We use Ω = e−σ to introduce the metric g˜ = Ω−2g and
ψ˜ = Ωψ. We first derive a null decomposition for ✷g˜ψ˜. For simplicity of exposition, we set
h =
1
2
trχ, h =
1
2
trχ, h˜ =
1
2
trχ˜, h˜ =
1
2
trχ˜.
By using (6.2) we have
(7.50) h˜ = h+ Lσ, h˜ = h+ Lσ.
By direct calculation one has (see [6, page 72])
Ω−2✷g˜ψ = ✷gψ +Dµ log(Ω−2)Dµψ.
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Because D logΩ = −Dσ, we thus have Ω−2✷g˜ψ = ✷gψ + 2DµσDµψ. Recall that
(7.51) ✷gψ = /∆ψ − LLψ − (h− kNN )Lψ − hLψ + 2ζ · /∇ψ
We therefore obtain
(7.52) Ω−2✷g˜ψ = /∆ψ − LLψ − (h˜− kNN )Lψ − h˜Lψ + 2(ζ + /∇σ) · /∇ψ.
Since (7.52) is true for any scalar function ψ, we may replace ψ by ψ˜ and regroup terms to obtain
Ω−2✷g˜ψ˜ = /∆ψ˜ + 2(ζ + /∇σ) · /∇ψ˜ − L(Lψ˜ + h˜ψ˜)− (h˜− kNN )(Lψ˜ + h˜ψ˜)
+ (Lh˜+ h˜h˜− h˜kNN )ψ˜.
(7.53)
In the following we assume that ψ is a solution of ✷gψ = 0. By virtue of (6.3) we have Ω
−2
✷g˜ψ˜ =
−(✷gσ +DµσDµσ)ψ˜. Combining this equation with (7.53) we obtain
0 = /∆ψ˜ + 2(ζ + /∇σ) · /∇ψ˜ − L(Lψ˜ + h˜ψ˜)− (h˜− kNN )(Lψ˜ + h˜ψ˜)
+ (Lh˜+ h˜h˜+✷gσ +D
µσDµσ − h˜kNN )ψ˜.
By using (7.50) and (7.51) for ✷gσ, we can derive that
Lh˜+ h˜h˜+✷gσ +D
µσDµσ − h˜kNN = Lh+ hh+ /∆σ + | /∇σ|2 + 2ζ · /∇σ − hkNN .
Note that 2(Lh+ hh) = µ := Ltrχ+ 12 trχtrχ. Therefore
0 = /∆ψ˜ + 2(ζ + /∇σ) · /∇ψ˜ − L(Lψ˜ + h˜ψ˜)− (h˜− kNN )(Lψ˜ + h˜ψ˜)
+
(
1
2
µ+ /∆σ + | /∇σ|2 + 2ζ · /∇σ − hkNN
)
ψ˜.(7.54)
We will use this equation to derive a useful formula by multiplying it a suitably chosen function
and integrating the result over a suitable domain contained in D+0 .
D
τ2,τ
τ1,R
D
τ2,τ
τ1,R
τ1
τ1 − R
τ2
τ2 − R
τ
r
=
R
r
=
R
Figure 4. Illustration of Dτ2,ττ1,R
To this end, for τ > τ2 > τ1 ≥ t0, we use Dτ2,ττ1,R to denote the region enclosed by {u =
τ1 −R, τ1 ≤ t < τ}, {u = τ2 −R, τ2 ≤ t < τ}, {r˜ = R} and {t = τ, τ1 −R ≤ u ≤ τ2 −R}. When
τ = τ∗ we set Dτ2τ1,R = D
τ2,τ∗
τ1,R
. We multiply (7.54) by (Lψ˜ + h˜ψ˜)r˜m and integrate over Dτ2,ττ1,R to
obtain
0 =
∫
D
τ2,τ
τ1,R
(
/∆ψ˜ + 2(ζ + /∇σ) · /∇ψ˜
)
(Lψ˜ + h˜ψ˜)r˜mbΩ−2dµγdudt
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−
∫
D
τ2,τ
τ1,R
(
1
2
L((Lψ˜ + h˜ψ˜)2) + (h˜− kNN )(Lψ˜ + h˜ψ˜)2
)
r˜mbdµγ˜dudt
+
∫
D
τ2,τ
τ1,R
(
1
2
µ+ /∆σ + | /∇σ|2 + 2ζ · /∇σ − hkNN
)
ψ˜(Lψ˜ + h˜ψ˜)r˜mbdµγ˜dudt,(7.55)
where dµγ˜ = Ω
−2dµγ . To simplify the first term in (7.55), we consider the integral
I =
∫
St,u
( /∆ψ˜ + 2(ζ + /∇σ) · /∇ψ˜)(Lψ˜ + h˜ψ˜)bΩ−2dµγ .
By integration by part on St,u, we have
I =
∫ [
− /∇ψ˜ /∇
(
Ω−2b(Lψ˜ + h˜ψ˜)
)
+ 2(ζ + /∇σ) · /∇ψ˜ · (Lψ˜ + h˜ψ˜)Ω−2b
]
dµγ
=
∫ [
− /∇ψ˜ /∇(Lψ˜ + h˜ψ˜) + (2ζ − /∇ logb) · /∇ψ˜ · (Lψ˜ + h˜ψ˜)
]
bΩ−2dµγ
=
∫ [
− /∇ψ˜
(
/∇L /∇ψ˜ + [ /∇, L]ψ˜ + /∇(h˜ψ˜)
)
+ (2ζ − /∇ logb) /∇ψ˜(Lψ˜ + h˜ψ˜)
]
bΩ−2dµγ
=
∫ [
− 1
2
L(| /∇ψ˜|2)− (h+ h˜)| /∇ψ˜|2 − ψ˜ /∇h˜ /∇ψ˜ − /∇ψ˜ · χˆ · /∇ψ˜
+ (2ζ − /∇ logb) /∇ψ˜(Lψ˜ + h˜ψ˜)
]
bΩ−2dµγ
where, in the last step, we dealt with [ /∇, L]ψ˜ by using (5.60) and writing χ = χˆ+hγ. Combining
this with (7.55) and rearranging the terms, we obtain
1
2
∫
br˜m
[
L(| /∇ψ˜|2) + 2(h+ h˜)| /∇ψ˜|2 + L((Lψ˜ + h˜ψ˜)2) + 2h˜(Lψ˜ + h˜ψ˜)2
]
dµγ˜dudt
=
∫
r˜mb
[
(2ζ − /∇ logb) · /∇ψ˜(Lψ˜ + h˜ψ˜) + kNN (Lψ˜ + h˜ψ˜)2 − χˆ · /∇ψ˜ · /∇ψ˜
]
dµγ˜dudt
+
∫
r˜mbψ˜
[(1
2
µ+ /∆σ + | /∇σ|2 + 2ζ · /∇σ − hkNN
)
(Lψ˜ + h˜ψ˜)− /∇ψ˜ /∇h˜
]
dµγ˜dudt,(7.56)
where the integrals are taken over Dτ2,ττ1,R.
Proposition 7.13. Let τ > τ2 > τ1 ≥ t0. For m ∈ N there holds∫ τ
τ2
∫
St,τ2−R
r˜m|L(v 12t ψ)|2dωdt(MA)
+
∫
D
τ2,τ
τ1,R
br˜m−1
(
m|L(v 12t ψ)|2 + (2−m)| /∇ψ˜|2vtΩ−2
)
dωdudt
+
∫ τ2−R
τ1−R
∫
Sτ,u
br˜m
(
|L(v 12t ψ)|2 + | /∇ψ˜|2vtΩ−2
)
dωdu
=
∫ τ2
τ1
∫
St,t−R
r˜m
(
b| /∇ψ˜|2vtΩ−2 − (2 − b)|L(v
1
2
t ψ)|2
)
dωdt
+
∫ τ
τ1
∫
St,τ1−R
r˜m|L(v 12t ψ)|2dωdt+ error(m,R)
with
error(m,R) = 2
∫
D
τ2,τ
τ1,R
errm(ψ)dµγdudt+
∫
D
τ2,τ
τ1,R
r˜mA · J [ψ]bΩ−2dµγdudt,
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where
errm(ψ) = r˜
mbΩ−2ψ˜
[(
1
2
µ+ /∆σ + | /∇σ|2 + 2ζ · /∇σ − hkNN
)
(Lψ˜ + h˜ψ˜)− /∇ψ˜ /∇h˜
]
,
the symbol A denote any terms among L logb, Lσ, ζ, trχ − 2t−u , χˆ, b−1r˜ , k, and the symbol J [ψ]
denotes any quadratic terms with factors being either /∇ψ˜ or Lψ˜ + h˜ψ˜.
Proof. Recall that /∇A logb = ζA−kAN . Thus all the terms in (7.56) can be put into error(m,R)
except the terms
I1 =
∫
D
τ2,τ
τ1,R
br˜m
[
L(| /∇ψ˜|2) + 2(h+ h˜)| /∇ψ˜|2
]√
|γ˜|dωdudt,
I2 =
∫
D
τ2,τ
τ1,R
br˜m
[
L((Lψ˜ + h˜ψ˜)2) + 2h˜(Lψ˜ + h˜ψ˜)2
]√
|γ˜|dωdudt
The term I1 can be treated by using L
√|γ˜| = 2h˜√|γ˜| and integrating along the direction of L.
To deal with the term I2, we first use L
√|γ˜| = 2h˜√|γ˜| and the identity
(7.57) (Lψ˜ + h˜ψ˜)2
√
|γ˜| = |L(v 12t ψ)|2;
we then use L = L− 2N , bN = ∂r˜ and integrate along the directions of L and N . 
By applying the above same argument for deriving (MA) on the region Dτ2,ττ1,R∩{r˜ ≥ R′} with
R ≤ R′ ≤ 2R, we can derive that∫ τ
τ2+R′−R
∫
St,τ2−R
r˜m|L(v 12t ψ)|2dωdt
+
∫
D
τ2,τ
τ1,R
∩{r˜≥R′}
br˜m−1
(
m|L(v 12t ψ)|2 + (2 −m)| /∇ψ˜|2vtΩ−2
)
dωdudt
+
∫ τ2−R
τ1−R
∫
Sτ,u
br˜m
(
|L(v 12t ψ)|2 + | /∇ψ˜|2vtΩ−2
)
dωdu
=
∫ τ2+R′−R
τ1+R′−R
∫
St,t−R′
r˜m
(
b| /∇ψ˜|2vtΩ−2 − (2− b)|L(v
1
2
t ψ)|2
)
dωdt
+
∫ τ
τ1+R′−R
∫
St,τ1−R
r˜m|L(v 12t ψ)|2dωdt+ error(m, r˜ ≥ R′),(7.58)
where
error(m, r˜ ≥ R′) = 2
∫
D
τ2,τ
τ1,R
∩{r˜≥R′}
errm(ψ)dµγdudt+
∫
D
τ2,τ
τ1,R
∩{r˜≥R′}
r˜mA · J [ψ]bΩ−2dµγdudt,
7.4.1. Bootstrap Assumptions for conformal energy. We will prove Theorem 4.5 by a bootstrap
argument. Let C0 = ‖ψ[t0]‖H˙1 + ‖ψ(t0)‖L2. We make the following assumptions,
C[ψ](t) ≤ λ2ǫ0C20 ,(7.59)
‖ψ(t)‖L2uL2ω ≤ (t+ 1)−1λǫ0C0.(7.60)
We will improve them to be∫
Σt
|(t+ 1) /∇ψ|2 + |(t+ 1)Lψ|2 . (1 + t)2ǫC20 ,(7.61)
61∫
Σt∩{u≥ t2}
PTα [ψ]nα . (1 + t)−2C20 ,(7.62)
‖ψ(t)‖L2uL2ω . (t+ 1)−1+ǫC0,(7.63)
where ǫ > 0 is any number close to 0. The combination of (7.61), (7.62) and (7.63) gives
(7.64) C[ψ](t) . (t+ 1)2ǫC20
which improves (7.59) because ǫ > 0 can be arbitrarily close to 0.
7.4.2. Bounded weighted energy. In Lemma 7.15, we will control error term involved in (MA).
We then obtain various weighted energies in Proposition 7.16 and Proposition 7.19. They are
crucial for Step 3, which provides the desired decay results, in particular, for the interior region
of D+ where u ≥ t2 . Proposition 7.16 gives conformal energy in the exterior region of D+ where
u < t2 . The proof of Lemma 7.15 relies crucially on Section 5 and Section 6.
We first give some consequences of (7.59) and (7.60). We will use the inequality
(7.65) ‖r˜m−12 ψ(t)‖L2uLqω . ‖r˜
m−1
2 /∇ψ(t)‖L2uL2x + ‖r˜
m
2 − 32ψ(t)‖L2uL2x
which follows from (5.36), where 2 < q <∞.
Lemma 7.14. Let t0 ≤ τ1 < τ∗. Within Dτ∗τ1,R there hold
‖ /∇ψ(t)‖L2uL2x + ‖ψ(t)‖L2uL2ω + ‖ /∇ψ˜(t)‖L2uL2x . (t+ 1)−1λǫ0C0,(7.66)
‖rm−12 ψ‖L2tL2uLqω(Dτ∗τ1,R) . (τ1 + 1)
m−2
2 (ln λ)
1
2 λǫ0C0,(7.67)
where m = 1, 2 and 2 < q <∞.
Proof. It is easy to obtain (7.66) from (7.59), (7.60) and Lemma 7.11 with m = 0. By using
(7.65) and (7.66), we can obtain for m ≥ 1 that
‖rm−12 ψ‖L2tL2uLqω(Dτ∗τ1,R) .
(∫ τ∗
τ1
(1 + t)m−3dt
)1/2
λǫ0C0.
which together with τ∗ ≤ λ1−8ǫ0 implies (7.67) for m = 1, 2. 
Next we consider the error term error(m,R) in (MA). We will use the same notation when
all term in the integrand are taken absolute values, i.e.
error(m,R) =
∫
D
τ2,τ
τ1,R
|errm(ψ)|dµγdudt+
∫
D
τ2,τ
τ1,R
r˜m|A||J [ψ]|Ω−2bdωdudt.
Lemma 7.15. Let t0 ≤ τ1 < τ2 ≤ τ ≤ τ∗ and U := Dτ2,ττ1,R. Then for m = 1, 2 there hold
error(m,R) . λ−3ǫ0+
(
(τ1 + 1)
(m−2)C20 + sup
τ1≤t≤τ
‖r˜m2 ψ(t)‖2L2uL2ω(U∩Σt)
+ sup
τ1≤t≤τ
Em[ψ](t) + sup
τ1−R≤u≤τ1−R
CFm[ψ](u)
)
,(7.68)
where the domain of integral for Em[ψ](t′) is Σt′ ∩ U in (7.26) and the domain of integral for
CFm[ψ](u) is Cu ∩ U in (7.24).
Proof. Note that r˜m|J [ψ]|Ω−2vt . Jm[ψ]. Recall that ‖A‖L2tL∞x . λ−
1
2−4ǫ0 from Proposition
5.17. We have ∫
U
r˜m|A||J [ψ]|Ω−2bdµγdudt . λ−8ǫ0 sup
τ1≤t≤τ
Em[ψ](t).
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Next we consider
∫
U |errm(ψ)|dµγdudt by splitting it into E(1) + E(2), where
E(1) =
∫
U
r˜m|ψ|| /∇ψ˜|| /∇h˜|bdµγdudt,
E(2) =
∫
U
r˜m
∣∣∣( /∇σ · /∇σ, ζ · /∇σ, µˇ, trχV˜3)∣∣∣ ∣∣∣v 12t ψ∣∣∣ ∣∣∣L(v 12t ψ)∣∣∣bdωdudt.
where µˇ = µ+ 2 /∆σ − kNN trχ+ 12 trχV3, see Lemma 6.2.
Let 1q +
1
q′ =
1
2 and 0 < 1 − 2q′ < s − 2. Then by using the Ho¨lder inequality and (7.66) we
have
E(1) .
∫ τ
τ1
‖r˜ 32 /∇h˜(t)‖
L∞u L
q′
ω
‖r˜m− 12ψ(t)‖L2uLqω‖ /∇ψ˜(t)‖L2uL2xdt
. λǫ0C0
∫ τ
τ1
(1 + t)−1‖r˜ 32 /∇h˜(t)‖
L∞u L
q′
ω
‖r˜m− 12ψ(t)‖L2uLqωdt.
In view of (7.65) and r˜ ≤ t, we have for m ≥ 1 that
(7.69) ‖r˜m− 12ψ(t)‖L2uLqω . t
m−1
2
(‖r˜m2 /∇ψ(t)‖L2uL2x + ‖r˜m2 ψ(t)‖L2uL2ω) .
Therefore
E(1) . λǫ0C0
∫ τ
τ1
(1 + t)
m−3
2 ‖r˜ 32 /∇h˜(t)‖
L∞Lq
′
ω
(‖r˜m2 /∇ψ(t)‖L2uL2x + ‖r˜m2 ψ(t)‖L2uL2ω) dt.
In view of (5.7) and 2 /∇h˜ = /∇z, we obtain for m = 1, 2 that
E(1) . λ−3ǫ0(τ1 + 1)
m−2
2 C0 sup
τ1≤t≤τ
(
Em[ψ](t) 12 + ‖r˜m2 ψ(t)‖L2uL2ω(U∩Σt)
)
.
To complete the proof of (7.68), it remains to show that
E(2) . λ−3ǫ0+
(
sup
τ1≤t≤τ
Em[ψ](t) + sup
τ1−R≤u≤τ2−R
CFm[ψ](u) + (τ1 + 1)
m−2C20
)
.(7.70)
In view of Proposition 6.4, we can write ζ · /∇σ, /∇σ · /∇σ = (A+A†+µ†) /∇σ. Thus, we can prove
(7.70) by considering the following terms
A1 =
∫
U
∣∣µ†∣∣ ∣∣ /∇σ∣∣ ∣∣∣v 12t ψ∣∣∣ ∣∣∣L(v 12t ψ)∣∣∣ r˜mbdωdudt,
A2 =
∫
U
|(|A|+
∣∣∣A†∣∣∣) ∣∣ /∇σ∣∣ ∣∣∣v 12t ψ∣∣∣ ∣∣∣L(v 12t ψ)∣∣∣ r˜mbdωdudt,
A3 =
∫
U
|(µˇ, trχV3)|
∣∣∣v 12t ψ∣∣∣ ∣∣∣L(v 12t ψ)∣∣∣ r˜mbdωdudt.
Let 1q +
1
q′ =
1
2 with 0 < 1 − 2q′ < s − 2. Let 1 = 1q′ + 1q∗ . Clearly 12 + 1q = 1q∗ . In what follows,
we will constantly employ the Ho¨lder inequality based on such choices of q, q∗ and q′.
Let m = 1, 2, by using (7.67) and vt ≈ r˜2 we have∥∥∥v 12t ψL(v 12t ψ)r˜m− 12∥∥∥
L2uL
1
tL
q∗
ω
. ‖r˜m2 + 12ψ‖L2uL2tLqω‖r˜
m
2 L(v
1
2
t ψ)‖L∞u L2tL2ω
. τ∗(lnλ)
1
2λǫ0(τ1 + 1)
m−2
2 ‖r˜m2 L(v 12t ψ)‖L∞u L2tL2ωC0,(7.71) ∥∥∥v 12t ψL(v 12t ψ)r˜m− 12∥∥∥
L2tL
1
uL
q∗
ω
. ‖r˜m2 + 12ψ‖L2tL2uLqω‖r˜
m
2 L(v
1
2
t ψ)‖L∞t L2uL2ω
. τ∗(lnλ)
1
2λǫ0(τ1 + 1)
m−2
2 ‖r˜m2 L(v 12t ψ)‖L∞t L2uL2ωC0.(7.72)
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With the help of (6.4), Proposition 6.4 and (7.71), we have
A1 . ‖µ†‖L2uL∞‖r˜
1
2 /∇σ‖
L∞Lq
′
ω
‖v 12t ψL(v
1
2
t ψ)r˜
m− 12 ‖L2uL1tLq∗ω
. τ∗λ−1−4ǫ0(τ1 + 1)
m−2
2 λǫ0(lnλ)
1
2 ‖r˜m2 L(v 12t ψ)‖L∞u L2tL2ωC0
. λ−10ǫ0(τ1 + 1)
m−2
2 ‖r˜m2 L(v 12t ψ)‖L∞u L2tL2ωC0
By using (6.4) and Proposition 5.17, we have
A2 . ‖A,A†‖L2tL∞x ‖r˜
1
2 /∇σ‖
L∞t L
∞
u L
q′
ω
‖v 12t ψL(v
1
2
t ψ)r˜
m− 12 ‖L2tL1uLq∗ω
. λ−10ǫ0(τ1 + 1)
m−2
2 ‖r˜m2 L(v 12t ψ)‖L∞t L2uL2ωC0.
Using (6.23), (6.28) and the similar derivation for (7.71), we have
A3 . ‖r˜ 32 µˇ, r˜ 32 trχV3‖L2uL∞t Lq′ω ‖r˜
m− 12ψL(v
1
2
t ψ)‖L2uL1tLq∗ω
. (τ1 + 1)
m−2
2 λ−3ǫ0(lnλ)
1
2 ‖r˜m2 L(v 12t ψ)‖L∞u L2tL2ωC0.
Notice that
‖r˜m2 L(v 12t ψ)‖L∞t L2uL2ω(U) . sup
τ1≤t≤τ
Em[ψ](t) 12 ,
‖r˜m2 L(v 12t ψ)‖L∞u L2tL2ω(U) . sup
τ1−R≤u≤τ2−R
CFm[ψ](u)
1
2 ,
we thus complete the proof for (7.70). 
Proposition 7.16. Given t0 ≤ τ1 ≤ τ∗ and let U = Dτ∗τ1,R. Then for m = 1, 2 there holds
sup
t∈[τ1,τ∗]
‖Φ−1m r˜
m
2 ψ(t)‖2L2uL2ω(U∩Σt) + ‖r˜
m−1
2 L(v
1
2
t ψ)‖2L2uL2tL2ω(U) + sup
t∈[τ1,τ∗]
Em[ψ]U,R(t)
+ sup
τ1−R≤u≤τ∗−R
CFm[ψ]R(u, τ∗) . CFm[ψ]R(τ1 −R, τ∗) + (τ1 + 1)m−2C20 + Bτ1 ,(7.73)
where Bτ1 = supt∈[τ1,τ∗] Btτ1 .
Remark 7.17. By the definition (7.39) of Btτ1 , we have
Bτ1 .
∫ τ∗
τ1
∫
St,τ1−R
r˜
(
|L(v 12t ψ)|2 + ψ2
)
dωdt+
∫
Σ˜τ∗τ1,R
P(T)α [ψ]nα +
∫
Sτ1,τ1−R
r˜φ2dω.
Recall that ψ[t0] is supported over Br. If τ1 = t0, the terms in the above equation integrated on
the null boundary vanishes, which implies that Bt0 . C20 . Similarly, if τ1 = t0, the right hand
side of (7.73) is bounded by C20 .
We will use (7.58) with R ≤ R′ ≤ 2R to prove Proposition 7.16. From (7.58) and the definition
of CFm[ψ]R′ and Em[ψ]Dτ2,τ
τ1 ,R
,R′(τ) it follows that
CFm[ψ]R′(τ2 −R, τ) + Em[ψ]Dτ2,τ
τ1,R
,R′(τ) +
∥∥∥r˜m−12 L(v 12t ψ)∥∥∥2
L2tL
2
uL
2
ω(D
τ2,τ
τ1,R
∩{r˜≥R′})
.
∫ τ+R′−R
τ1+R′−R
∫
St,t−R′
r˜m
(
| /∇ψ˜|2vtΩ−2 + |L(v
1
2
t ψ)|2
)
dωdt
+ CFm[ψ]R′(τ1 −R, τ) + error(m, r˜ ≥ R′),
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where
error(m, r˜ ≥ R′) =
∫
D
τ2,τ
τ1,R
∩{r˜≥R′}
|errm(ψ)|dµγdudt+
∫
D
τ2,τ
τ1,R
∩{r˜≥R′}
r˜m|A||J [ψ]|Ω−2bdωdudt.
which comes from the term in (7.58) with the same notation but with every integrand taken
absolute value. By integrating (7.74) with respect to R′ for R ≤ R′ ≤ 2R, noting that the
left hand side of (7.74) is decreasing with respect to R′, and using the fact error(m, r˜ ≥ R′) ≤
error(m,R), we can obtain
CFm[ψ]2R(τ2 −R, τ) + Em[ψ]Dτ2,τ
τ1,R
,2R(τ) +
∥∥∥r˜m−12 L(v 12t ψ)∥∥∥2
L2tL
2
uL
2
ω(D
τ2,τ
τ1,R
∩{r˜≥2R})
.
1
R
∫ 2R
R
∫ τ+R′−R
τ1+R′−R
∫
St,t−R′
r˜m
(
| /∇ψ˜|2vtΩ−2 + |L(v
1
2
t ψ)|2
)
dωdtdR′
+ CFm[ψ]R(τ1 −R, τ) + error(m,R).
We may employ Proposition 7.10 and (7.40) to derive that
1
R
∫ 2R
R
∫ τ+R′−R
τ1+R′−R
∫
St,t−R′
r˜m
(
| /∇ψ˜|2vtΩ−2 + |L(v
1
2
t ψ)|2
)
dωdtdR′
≤
∫
{R≤r˜≤2R}∩Dτ2,ττ1,R
(
|L(v 12t ψ)|2 + | /∇ψ˜|2vt
)
dωdudt . Btτ1 .
Therefore
CFm[ψ]2R(τ2 −R, τ) + Em[ψ]Dτ2,τ
τ1,R
,2R(τ) +
∥∥∥r˜m−12 L(v 12t ψ)∥∥∥2
L2tL
2
uL
2
ω(D
τ2,τ
τ1,R
∩{r˜≥2R})
. Bτ1 + CFm[ψ]R(τ1 −R, τ) + error(m,R).
(7.75)
Proof of Proposition 7.16. We first use Lemma 7.15 to estimate error(m,R), we then use Propo-
sition 7.9 to control the term ‖r˜m2 ψ‖L2uL2ω(Dτ2,ττ1,R∩Σt). Combining the result with (7.75) gives
CFm[ψ]2R(τ2 −R, τ) + Em[ψ]Dτ2,ττ1,R,2R(τ) +
∥∥∥r˜m−12 L(v 12t ψ)∥∥∥2
L2tL
2
uL
2
ω(D
τ2,τ
τ1,R
∩{r˜≥2R})
. Bτ1 + (τ1 + 1)m−2C20 + CFm[ψ](τ1 −R, τ∗) + λ−2ǫ0B,(7.76)
where
B = sup
t∈[τ1,τ∗]
Em[ψ]Dτ∗
τ1,R
,R(t) + sup
τ1−R≤u≤τ∗−R
CFm[ψ]R(u, τ∗) + ‖r˜
m−1
2 L(v
1
2
t ψ)‖2L2uL2tL2ω(Dτ∗τ1,R).
In view of Proposition 7.7 and Proposition 7.10 we can obtain∥∥∥r˜ 12L(v 12t ψ)∥∥∥2
L2tL
2
uL
2
ω(D
τ2,τ
τ1,R
∩{R≤r˜≤2R})
. Bτ1 .(7.77)
This together with the comparison result in Lemma 7.12 implies that (7.76) holds with the
subscript 2R replaced by R, i.e.
CFm[ψ]R(τ2 −R, τ) + Em[ψ]Dτ2,ττ1,R,R(τ) +
∥∥∥r˜m−12 L(v 12t ψ)∥∥∥2
L2tL
2
uL
2
ω(D
τ2,τ
τ1,R
)
. Bτ1 + (τ1 + 1)m−2C20 + CFm[ψ](τ1 −R, τ∗) + λ−2ǫ0B.(7.78)
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By using (7.78) with τ2 = u + R and τ = τ∗ to estimate ‖r˜m−12 L(v
1
2
t ψ)‖L2tL2uL2ω(Du+Rτ1,R) and
CFm[ψ]R(u, τ∗) for τ1−R ≤ u ≤ τ∗−R; by using (7.78) with τ2 = τ = t to estimate Em[ψ]Dt,tτ1,R(t)
for τ1 ≤ t ≤ τ∗. We can conclude
B . Bτ1 + (τ1 + 1)m−2C20 + CFm[ψ](τ1 −R, τ∗) + λ−2ǫ0B
which implies the desired estimate for B. This together with Proposition 7.9 gives (7.73). 
In view of Proposition 7.16 with Lemma 7.15, we immediately obtain
Corollary 7.18. Let t0 ≤ τ1 < τ2 ≤ τ ≤ τ∗. Then for m = 1, 2 there holds
error(m,R) . λ−2ǫ0
(
(τ1 + 1)
m−2C20 + CFm[ψ](τ1 −R, τ∗) + Bτ1).
Proposition 7.19.
(7.79)
∫
Dτ∗
t0 ,R
r˜
∣∣∣L(v 12t ψ)∣∣∣2 dωdudt . C20 .
Proof. We use (7.75) with m = 2, τ1 = t0, τ2 = τ = τ∗. This together with Corollary 7.18 then
implies that ∥∥∥r˜ 12L(v 12t ψ)∥∥∥2
L2tL
2
uL
2
ω(D
τ∗
t0,R
∩{r˜≥2R})
. C20 + Bt0 + CF2[ψ]R(t0 −R, τ∗).
Since ψ[t0] is supported within BR, ψ must vanish on {u ≤ t0 − R} and hence CF2[ψ]R(t0 −
R, τ∗) = 0. According to Remark 7.17, Bt0 . C20 . Therefore∥∥∥r˜ 12L(v 12t ψ)∥∥∥2
L2tL
2
uL
2
ω(D
τ∗
t0,R
∩{r˜≥2R})
. C20 .
This together with (7.77) with τ1 = t0 and τ2 = τ = τ∗ gives (7.79). 
7.5. Step 3: Decay estimates for energy. We will provide a decay estimate for
∫
Σ˜τ
P(T)α [φ]nα
in Proposition 7.22. We first give a consequence of (7.79) and (7.41).
Proposition 7.20. Given η > 1. There exists a sequence {τn}n≥0 ⊂ [t0, τ∗] satisfying
(7.80) c1τn ≤ τn+1 ≤ c2τn
for some constant c2 > c1 > 1 such that
(7.81)
∫ τ∗
τn
∫
St,τn−R
r˜
∣∣∣L(v 12t ψ)∣∣∣2 dωdt+R2 ∫
Sτn,τn−R
ψ2dω . (1 + τn)
−1C20 .
Consequently, for τn ≤ τ ≤ τ∗ there holds
(7.82)
∫ τ
τn
∫
St,τn−R
r˜ψ2 . (ln(τ − τn +R))2(1 + τn)−1C20 .
Proof. In view of (7.79), (7.41) and Bt0 . C20 from Remark 7.17, there is a universal constant B
such that
(7.83)
∫
Dτ∗
t0,R
r˜
∣∣∣L(v 12t ψ)∣∣∣2 dωdudt+R2 ∫ τ∗
t0
∫
St,t−R
ψ2dωdτ ≤ BC20 .
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Fix 1 < ρ < η. If, for some n there is no τn ∈ [ηn, ρηn] ⊂ [t0, τ∗] such that (7.81) holds, then for
B′ > 2B/ ln ρ we have∫ ρηn
ηn
(∫ τ∗
τ
∫
St,τ−R
r˜
∣∣∣L(v 12t ψ)∣∣∣2 dωdt+R2 ∫
Sτ,τ−R
ψ2dω
)
dτ ≥ B′
∫ ρηn
ηn
(1 + τ)−1C20dτ
≥ 1
2
B′(ln ρ)C20 > BC20
which contradicts to (7.83). This shows the existence of τn satisfying (7.80) and (7.81). From
(7.31) and (7.81) we immediately obtain (7.82). 
Corollary 7.21. Let {τn}n≥1 ⊂ [t0, τ∗] be the sequence obtained in Proposition 7.20. Then
Bτn = sup
t∈[τn,τ∗]
Btτn . (1 + τn)−1C20 +
∫
Σ˜τ∗τn,R
P(T)α [ψ]nα.
Proof. In view of (7.39) and Proposition 7.20, we derive that
Btτn .
(
(ln(t− τn +R))2
t− τn +R + 1
)
(1 + τn)
−1C20 +
∫
Σ˜τ∗
τn,R
P(T)α [ψ]nα
which implies the desired estimate. 
Now we give a result which is crucial to prove (7.61), (7.62) and (7.63).
Proposition 7.22. Let ψ be any solution of ✷gψ = 0 with ψ[t0] supported on BR ⊂ D+0 ∩{t = t0}.
There holds the decay estimate
(7.84)
∫
Σ˜τ∗τ,R
P(T)α [ψ]nα . (1 + τ)−2C20 , ∀t0 ≤ τ ≤ τ∗.
Proof. Let {τn} ⊂ [t0, τ∗] be obtained in Proposition 7.20. We may apply (7.58) with m = 1 over
D
τn+1
τn,R
∩ {r˜ ≥ R′} with R ≤ R′ ≤ 2R to obtain∫
D
τn+1
τn,R
∩{r˜≥R′}
b
(
(Lψ)2 + | /∇ψ˜|2vtΩ−2
)
dωdudt
≤
∫ τn+1+R′−R
τn+R′−R
∫
St,t−R′
r˜
(
b| /∇ψ˜|2vtΩ−2 − (2 − b)|L(v
1
2
t ψ)|2
)
dωdt
+
∫ τ∗
τn+R′−R
∫
St,τn−R
r˜|L(v 12t ψ)|2dωdt+ error(1, R).(7.85)
According to Corollary 7.18, (7.81) and Corollary 7.21, we have
(7.86) error(1, R) . λ−2ǫ0((τn + 1)−1C20 + Bτn) . (1 + τn)−1C20 +
∫
Σ˜τ∗
τn,R
P(T)α [ψ]nα.
Let Dn = {R ≤ r˜ ≤ 2R} ∩ {τn −R ≤ u ≤ τn+1 − R} ∩ D+0 . Noting that Dn ⊂ Kτ∗τn,2R, we may
use Proposition 7.10, (7.40) and Corollary 7.21 to deduce that∫ 2R
R
∫ τn+1+R′−R
τn+R′−R
∫
St,t−R′
r˜
(
b| /∇ψ˜|2vtΩ−2 − (2− b)|L(v
1
2
t ψ)|2
)
dωdt
.
∫
Dn
(P(T)α [ψ]nα +
ψ2
r˜
) . Bτ∗τn . (1 + τn)−1C20 +
∫
Σ˜τ∗τn,R
P(T)α [ψ]nα.
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Therefore, by integrating the both sides of (7.85) for R ≤ R′ ≤ 2R and using the monotonicity
of the left hand side with respect to R′, we obtain∫
D
τn+1
τn,R
∩{r˜≥2R}
b(|L(v 12t ψ)|2 + | /∇ψ˜|2Ω−2vt)dωdudt . (1 + τn)−1C20 +
∫
Σ˜τ∗τn,R
P(T)α [ψ]nα.
In view of Proposition 7.10, (7.40) and Corollary 7.21, we can improve the above estimate to be∫
D
τn+1
τn,R
b(|L(v 12t ψ)|2 + | /∇ψ˜|2Ω−2vt)dωdudt . (1 + τn)−1C20 +
∫
Σ˜τ∗
τn,R
P(T)α [ψ]nα.(7.87)
On the other hand, by using Proposition 7.7 we have∫ τn+1
τn
∫
Σ˜τ∗τ,R
P(T)α [ψ]nα =
∫ τn+1
τn
∫
Στ∩{r˜≤R}
P(T)α [ψ]nα +
∫ τn+1
τn
∫
Cτ−R∩{r˜≥R}
P(T)α [ψ]nα
. Bτn +
∫ τn+1
τn
∫
Cτ−R∩{r˜≥R}
(|Lψ|2 + | /∇ψ|2)bvtdωdtdτ.(7.88)
In view of L(v
1
2
t ψ) = (Lψ+
1
2 trχψ)v
1
2
t , trχ˜ = trχ+ V4 and /∇ψ˜ = Ω( /∇ψ−ψ /∇σ), it is easily seen
that (
|L(v 12t ψ)|2 + | /∇ψ˜|2Ω−2vt
)
b =
(|Lψ|2 + | /∇ψ|2)bvt + L(1
2
trχ˜bvtψ
2) + I(ψ),(7.89)
where
I(ψ) = b
[
−L(1
2
trχ˜vt) + (
1
2
trχ)2vt − 1
2
L(logb)trχ˜vt + | /∇σ|2vt
]
ψ2
− [V4ψLψ + 2ψ /∇ψ /∇σ]bvt
Integrating (7.89) over Cτ−R ∩ {r˜ ≥ R} gives∫
Cτ−R∩{r˜≥R}
(|Lψ|2 + | /∇ψ|2)bvtdωdt
=
∫
Cτ−R∩{r˜≥R}
b
(
|L(v 12t ψ)|2 + | /∇ψ˜|2Ω−2vt
)
dωdt− 1
2
∫
Sτ∗,τ−R
trχ˜ψ2bvtdω
+
1
2
∫
Sτ,τ−R
trχ˜ψ2bvtdω −
∫
Cτ−R∩{r˜≥R}
I(φ)dωdt
Combining this with (7.88) and using (7.87) and Corollary 7.21 we obtain∫ τn+1
τn
∫
Σ˜τ∗
τ,R
P(T)α [ψ]nα .
∫ τn+1
τn
∫
Sτ,τ−R
trχ˜ψ2bvtdωdτ +
∫ τn+1
τn
∫
Cτ−R∩{r˜≥R}
|I(ψ)|dωdtdτ
+ (1 + τn)
−1C20 +
∫
Σ˜τ∗τn,R
P(T)α [ψ]nα.(7.90)
By using trχ˜vt ≈ r˜ , |b− 1| < 12 , (7.41) and Corollary 7.21, we have∫ τn+1
τn
∫
Sτ,τ−R
trχ˜ψ2bvtdωdτ . Bτn . (1 + τn)−1C20 +
∫
Σ˜τ∗τn,R
P(T)α [ψ]nα.
We need to estimate the term involving I(ψ). Let A denote any term among {k, χˆ, V4}. Since
L(logb) = −kNN and
L(trχ˜vt)− 1
2
(trχ)2vt = vt(−V 24 + V4trχ˜− |χˆ|2 − kNN t˜rχ+ E˜)
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with E˜ being of the form A ·A+ trχ˜ ·A, see Section 5, thus symbolically we have
|I(ψ)| . (|A|2 + trχ˜|A|+ | /∇σ|2)ψ2vt + (|V4ψLψ|+ |ψ /∇ψ /∇σ|) vt.
Let q and q′ be such that 1q +
1
q′ =
1
2 and 0 < 1− 2q′ < s−2. Recall that t˜rχvt ≈ r˜ and |b−1| < 12 ,
we may use (7.67), Proposition 5.17 and (6.4) to derive that∫ τn+1
τn
∫
Cτ−R∩{r˜≥R}
b(| /∇σ|2, |A|2, t˜rχ|A|)ψ2vtdωdtdτ
. τ
1
2∗ ‖ψ‖2L2
[τn,τ∗]
L2uL
q
ω
‖r˜ 32 (|A|2 + t˜rχ|A|+ | /∇σ|2)‖
L∞L
q′
2
ω
. λ−ǫ0(τn + 1)−1C20 .
By using (7.66) and (7.67), we also have∫ τn+1
τn
∫
Cτ−R∩{r˜≥R}
b|ψ /∇ψ /∇σ|vtdωdtdτ
. ‖ψ‖L2
[τn,τ∗]
L2uL
q
ω
(∫ τn+1
τn
‖ /∇ψ(t)‖2L2uL2xdt
) 1
2
‖r˜ /∇σ‖
L∞Lq
′
ω
. (τn + 1)
−1λ−ǫ0C20 .
Furthermore, by using (7.59), (7.60) and (5.1), we can obtain∫ τn+1
τn
∫
Cτ−R∩{r˜≥R}
|ψLψV4|vtdudtdω
. sup
τn≤t≤τn+1
‖ψ‖L2uL2ω‖r˜2Lψ‖L∞t L2uL2ω‖V4‖L1tL∞x . (τn + 1)−1λ−6ǫ0C20 .
Therefore ∫ τn+1
τn
∫
Cτ−R∩{r˜≥R}
|I(ψ)|dωdtdτ . λ−ǫ0(1 + τn)−1C20 .
Combining the above estimates with (7.90) we can conclude that
(7.91)
∫ τn+1
τn
∫
Σ˜τ∗τ,R
P(T)α [ψ]nα . (1 + τn)−1C20 +
∫
Σ˜τ∗τn,R
P(T)α [ψ]nα.
Recall that Lemma 7.1 implies∫
Σ˜τ∗τn+1,R
P(T)α [φ]nα ≤ 2
∫
Σ˜τ∗τ,R
P(T)α [ψ]nα, ∀t0 ≤ τ ≤ τn+1.
We may use (7.91) to conclude
(τn+1 − τn)
∫
Σ˜τ∗τn+1,R
P(T)α [ψ]nα . (1 + τn)−1C20 +
∫
Σ˜τ∗τn,R
P(T)α [ψ]nα.(7.92)
By using (7.5) with τ ′ = t0, we obtain for all n ≥ 0 that∫
Σ˜τ∗
τn,R
P(T)α [ψ]nα . C20 .
Since τn+1 − τn & τn+1, from (7.92) we can deduce for all n that∫
Σ˜τ∗τn,R
P(T)α [ψ]nα . (τn + 1)−1C20 .
Substituting this estimate into (7.92) yields
(τn+1 − τn)
∫
Σ˜τ∗τn,R
P(T)α [ψ]nα . (1 + τn)−1C20
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which implies ∫
Σ˜τ∗
τn,R
P(T)α [ψ]nα . (1 + τn)−2C20 , ∀n ≥ 0.
For any τ ∈ [t0, τ∗], by the construction of {τn} it is always possible to find τn ≤ τ such that
τ . τn. Thus, by using (7.5) in Lemma 7.1, we can conclude∫
Σ˜τ∗τ,R
P(T)α [ψ]nα .
∫
Σ˜τ∗τn,R
P(T)α [ψ]nα . (1 + τn)−2C20 . (1 + τ)−2C20 .
The proof is therefore complete. 
7.6. Proof of Theorem 4.5. We first show (7.62). This follows from (7.4) and Proposition 7.22
as we have ∫
Σt∩{u≥ t2}
P(T)α [ψ]nα .
∫
Σ˜tt
2
+R,R
P(T)α [ψ]nα . (1 + t)−2C20 .(7.93)
In the interior region {u ≤ t2} ∩ D+0 , (7.61) is a direct consequence of (7.62). In the exterior
region {u ≤ 3t4 } ∩ D+0 , we use (7.73) with m = 2. By taking τ1 = t0, using Bt0 . C20 and noting
that CF2[ψ](t0 −R, τ∗) = 0, we can obtain∫
Σt∩{u≤ 34 t}
r˜2
(
|L(v 12t ψ)|2 + | /∇ψ˜|2vtΩ−2
)
dωdu . C20 ,(7.94)
‖ψ‖L2uL2ω(Σt∩{u≤ 34 t}) . (1 + t)
−1+C0.(7.95)
In view of Lemma 7.11 and (7.94), we also obtain (7.61) in the exterior region and thus (7.61)
follows. To obtain (7.63), in view of (7.95), it suffices to show (7.63) in the interior region, i. e.
‖ψ(t)‖L2uL2ω(Σt∩{u≥ t2}) . (1 + t)
−1+C0
To see this, according to the construction of {τn} we can find τn ≤ t2 such that t . τn. Let
un = τn −R. We can integrate L(v
1
2
t ψ) along null geodesics on Cun to obtain
(v
1
2
t ψ)(t, un, ω)− (v
1
2
t ψ)(τn, un, ω) =
∫ t
τn
L(v
1
2
t′ψ)(t
′, un, ω)dt′
which together with vt ≈ (t− u)2 implies∫
St,un
ψ2r˜2dω . R2
∫
Sτn,un
ψ2dω + log(t− τn +R)
∫ t
τn
∫
St′,un
r˜|L(v 12t′ψ)|2dωdt′.
In view of (7.81), we then obtain∫
St,un
ψ2r˜2dω . (1 + τn)
−1(log(t− τn +R) + 1)C20 .
Recall that τn ≤ t2 . τn, we have t− un ≥ t2 . Thus we can conclude that
(7.96)
∫
St,un
ψ2r˜dω . (1 + t)−2 log(t+ 1)C20 .
Now we use (7.9) from Lemma 7.2 which gives
‖ψ‖2L2uL2ω(Σt∩{u≥un}) . ‖rN(ψ)‖
2
L2uL
2
ω(Σt∩{u≥un}) + ‖r
1
2ψ‖2L2(St,un ).
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By Lemma 7.1, (7.96) and Proposition 7.22, we obtain
‖ψ‖2L2uL2ω(Σt∩{u≥un} . (1 + t)
−2+C20 +
∫
Σ˜τn
P(T)α [ψ]nα . (1 + t)−2+C20 .
This immediately gives the desired estimate because {u ≥ t2} ⊂ {u ≥ un}.
8. Appendix A: Proof of Lemma 2.2
In this subsection, we give the proof of Lemma 2.2. We will rely on the following product
estimates.
Lemma 8.1. Let 0 < ǫ < 12 . Then for any scalar functions f and G there hold
‖fG‖H˙ǫ . ‖f‖L∞x ‖G‖H˙ǫ + ‖∂f‖L6x‖G‖L2x ,(8.1)
‖µǫPµ(fG)‖L∞x . µ−
1
2+ǫ‖∂f‖L∞x ‖G‖L6x + ‖f‖L∞x ‖µǫPµG‖L∞x , for µ > 1.(8.2)
Proof. For 1 ≤ q ≤ ∞ write
‖Pµ(fG)‖Lqx ≤ ‖[Pµ, f ]G‖Lqx + ‖fPµG‖Lqx .(8.3)
By using [36, Eq. (6.195)] we have
(8.4) ‖[Pµ, f ]G‖Lqx . ‖[Pµ, f ]G≤µ‖Lqx +
∥∥∥∑
ℓ>µ
Pµ(Pℓf · PℓG)
∥∥∥
Lqx
.
To prove (8.1), we proceed with q = 2 in (8.3) and (8.4). For the first term on the right of (8.4),
by using [36, Corollary 1] and the Bernstein inequality we derive that
‖[Pµ, f ]G≤µ‖L2x . µ−1‖∂f‖L6x‖G≤µ‖L3x . µ−
1
2 ‖∂f‖L6x‖G‖L2x .
Hence
‖µǫ[Pµ, f ]G≤µ‖l2µL2x . ‖∂f‖L6x‖G‖L2x .
For the second term on the right of (8.4), we have
µǫ
∥∥∥∑
ℓ>µ
Pµ(Pℓf · PℓG)
∥∥∥
L2x
.
∑
ℓ>µ
(µℓ−1)ǫ‖Pℓf‖L∞x ‖ℓǫPℓG‖L2x ,
by taking l2µ, we derive that
(8.5) ‖µǫ[Pµ, f ]G‖l2µ . ‖f‖L∞x ‖G‖H˙ǫ + ‖∂f‖L6x‖G‖L2x .
It is straightforward to get that
(8.6) ‖µǫ(fPµG)‖l2µL2x ≤ ‖f‖L∞x ‖G‖H˙ǫ .
Combining (8.5) with (8.6), we obtain (8.1).
Next we prove (8.2) by employing (8.3) and (8.4) with q =∞. By using [36, Corollary 1] and
the Bernstein inequality, we obtain
µǫ‖[Pµ, f ]G≤µ‖L∞x . µ−1+ǫ‖∂f‖L∞x ‖G≤µ‖L∞x . µ−
1
2+ǫ‖∂f‖L∞x ‖G‖L6x .(8.7)
By the Berntein inequality and the finite band property, we have
µǫ
∥∥∥ ∑
ℓ>µ>1
Pµ(Pℓf · PℓG)
∥∥∥
L∞x
.
∑
ℓ>µ>1
µ
1
2+ǫ‖Pℓf‖L∞x ‖PℓG‖L6x
.
∑
ℓ>µ>1
ℓ−
1
2+ǫ(
µ
ℓ
)
1
2+ǫ‖G‖L6x‖∂f‖L∞x(8.8)
Combining (8.7) with (8.8), we can obtain (8.2). 
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Proof of Lemma 2.2. We prove (2.5) for m = 1; the case for m = 0 follows similarly. In view of
the finite band property, it suffices to consider Pµ∂(W(φ)∂φ). We write
(8.9) ∂(W(φ)∂φ) =W ′(φ)(∂φ)2 +W(φ)∂∂φ.
Let f =W ′(φ) and G = (∂φ)2, by [36, Lemma 17] we have
(8.10) ‖G‖H˙ǫ . ‖∂φ‖H 12+ǫ‖∂φ‖H1 .
Then, in view of (8.1), the Sobolev embedding and (2.4), we deduce that
‖fG‖H˙ǫ . ‖∂φ‖3H1 + ‖W ′(φ)‖L∞x ‖∂φ‖H1‖∂φ‖H 12+ǫ . ‖φ[0]‖
3
H2 .(8.11)
With f =W(φ) and G = ∂∂φ, also using Sobolev embedding and (2.4)
‖fG‖H˙ǫ . ‖∂∂φ‖H˙ǫ‖W(φ)‖L∞x + ‖∂∂φ‖L2‖∂W(φ)‖L6x . ‖∂∂φ‖H˙ǫ + ‖φ[0]‖H2 .
In view of (8.9), we complete the proof of (2.5).
To show (2.7), we write N (φ,∂φ) = fG with f = N (φ) and G = ∂φ · ∂φ. By using (8.10)
and the similar argument for deriving (8.11) we can obtain (2.7).
Now we consider (2.6). We write
∂(N (φ,∂φ)) = N ′(φ)(∂φ)3 + V(φ)∂∂φ · ∂φ(8.12)
where V are products of factors in (g,N ). The term ∂2t φ does not appear in (8.12) since it can
be replaced by g(φ)∂2φ and N (φ,∂φ) in view of (1.1). For the first term on the right of (8.12),
by using [36, Lemma 18] and (8.1) we derive that
‖λǫPλ
(N ′(φ)(∂φ)3) ‖l2
λ
L2x
. ‖N ′(φ)‖L∞x ‖λǫPλ((∂φ)3)‖L2x + ‖∂N ′(φ)‖L6x‖∂φ‖3L6x
. (‖∂∂φ‖Hǫ + ‖∂φ‖2L6x)‖∂φ‖
2
L6x
.(8.13)
For the second term on the right of (8.12), let G = V(φ)∂φ and use the trichotomy law we can
write
Pλ(G · ∂∂φ) = Pλ(Gλ(∂∂φ)≤λ) +
∑
µ>λ
Pλ(Gµ(∂∂φ)µ)
+ Pλ(G≤λ(∂∂φ)λ) = aλ + bλ + cλ.
By the finite band property and (2.5), we have
‖λǫaλ‖l2
λ
L2x
. ‖∂φ‖L∞x ‖λǫ+1Gλ‖l2λL2x . ‖∂φ‖L∞x (‖∂φ‖H1+ǫ + ‖φ[0]‖H2) .(8.14)
and
‖λǫbλ‖L2x . ‖∂φ‖L∞x
∑
µ>λ
(
λ
µ
)ǫ‖µǫ(∂∂φ)µ)‖L2x
Hence
(8.15) ‖λǫbλ‖l2
λ
L2x
. ‖∂φ‖L∞x ‖µǫ(∂∂φ)µ‖l2µL2x .
Finally
‖λǫcλ‖l2
λ
L2x
. ‖∂φ‖L∞x ‖λǫ(∂∂φ)λ‖l2λL2x .(8.16)
Combining (8.14), (8.15) and (8.16), we obtain
‖λǫPλ(G · ∂∂φ)‖l2
λ
L2x
. ‖∂φ‖L∞x (‖∂φ‖H1+ǫ + ‖φ[0]‖H2) ,(8.17)
which, combined with (8.13), implies (2.6). (2.8) follows from (8.1). We thus complete the proof
of Lemma 2.2. 
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9. Appendix B: Proof of Theorem 3.3
Using Theorem 3.4, we will prove Theorem 3.3 by a T T ∗ argument as in [36]; see also [14, 15].
Definition 9.1. Let ω := (ω0, ω1) ∈ H1(R3) × L2(R3). We denote by ψ(t; s, ω) the unique
solution of the homogeneous geometric wave equation ✷gψ = 0 satisfying the initial condition
ψ(s; s, ω) = ω0 and ∂tψ(s; s, ω) = ω1. We set Ψ(t; s, ω) := (ψ(t; s, ω), ∂tψ(t; s, ω)). By uniqueness
we have Ψ(t; s,Ψ(s; t0, ω)) = Ψ(t; t0, ω).
We first show that
(9.1) ‖P (∂tψ)‖LqI∗L∞x . ‖∂ψ(0)‖L2(R3).
To this end, we let H := H˙1(R3)× L2(R3) endowed with the inner product
〈ω, v〉 =
∫
Σ
(
ω1 · v1 + δijDiω0 ·Djv0
)
relative to an orthonormal frame {ei = 1, 2, 3} in R3. Let I = [t′, t∗] with 0 ≤ t′ ≤ t∗ and let
X = LqIL
∞
x . Then the dual of X is X
′ = Lq
′
I L
1
x, where 1/q
′ + 1/q = 1. Let T (t′) : H → X be
the linear operator defined by
T (t′)ω := P∂tψ(t; t′, ω).
By the Bernstein inequality for LP projections and the energy estimate it is easy to see that
‖T (t′)ω‖X = ‖P∂tφ‖Lq
I
L∞x
≤ C(t∗)‖∂ψ(t′)‖L2x ≤ C(t∗)‖ω‖H
for some constant C(t∗) possibly depending on t∗, that is, T (t′) : H → X is a bounded linear
operator. Let M(t′) := ‖T (t′)‖H→X . Then M(t′) <∞, and for the adjoint T (t′)∗ : X ′ → H we
have
‖T (t′)∗‖X′→H =M(t′), ‖T (t′)T (t′)∗‖X′→X =M(t′)2.
Note that M(·) is a continuous function on I∗, whose maximum, denoted by M , is achieved at
certain t0 ∈ [0, t∗). Our goal is to show that M is independent of λ. We will confirm this by
showing that
(9.2) M2 ≤ C + 1
2
M2
for some universal positive constant C independent of t∗. Let us set I0 = [t0, t∗], X = L
q
I0
L∞x
and X ′ = Lq
′
I0
L1x, and consider the operator T := T (t0) and its adjoint T ∗.
We first calculate T ∗ : X ′ → H. For any f ∈ X ′ and ω ∈ H we have
〈T ∗f, ω〉H = 〈f, T ω〉X′,X =
∫
I0×Σ
(Pf)∂tψ(t, t0, ω).
Let η be the solution of the initial value problem
(9.3)
{
✷gη = −Pf, in [t0, t∗)× R3,
η(t∗) = ∂tη(t∗) = 0
and consider the energy-momentum tensor
Q[ψ, η]µν =
1
2
(DµψDνη +DνψDµη)− 1
2
gµν(g
αβDαψDβη).
For any vector field Z we set Pµ := Q[ψ, η]µνZ
ν . In view of ✷gψ = 0, it is easy to check that
DβPβ =
1
2
(
(Zψ)✷gη +Q[ψ, η]
αβπ
(Z)
αβ
)
.
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By the divergence theorem we have∫
Σt∗
Q[ψ, η]µνZ
µTν −
∫
Σt0
Q[ψ, η]µνZ
µTν = −
∫
I0×R3
DβPβ
which together with the initial conditions in (9.3) implies that
(9.4)
∫
I0×R3
(Zψ)✷gη = 2
∫
Σt0
TαPα −
∫
I0×R3
Q[ψ, η]αβπ
(Z)
αβ .
Now we take Z = T := ∂t. Then it follows from (9.4) that∫
I0×R3
∂tψ✷gη =
∫
Σt0
(
∂tψ∂tη + δ
ijDiψDjη
)− ∫
I0×R3
Q[ψ, η]αβπ
(T)
αβ .(9.5)
Therefore
(9.6) 〈T ∗f, ω〉H = 〈η[t0], ω〉H + l(ω),
where l(·) is a linear functional on H defined by
l(ω) :=
∫
I0×R3
Q[ψ, η]αβπ
(T)
αβ .
We claim that l(·) is a bounded linear functional on H. To see this, let ω ∈ H with ‖ω‖H ≤ 1.
Then by the energy estimate we have ‖Dψ‖L∞t L2x ≤ ‖ω‖H . 1. Thus
|l(ω)| ≤ ‖π‖L1tL∞x ‖Dψ‖L∞I0L2x‖Dη‖L∞I0L2x . ‖π‖L1tL∞x ‖Dη‖L∞I0L2x .
Hence, by the Riesz representation theorem we have l(ω) = 〈R(f), ω〉H for some R(f) ∈ H and
there is a universal constant C1 such that
‖R(f)‖H ≤ C1‖π‖L1tL∞x ‖Dη‖L∞I0L2x .
Moreover, we have from (9.6) that T ∗f = η[t0] +R(f) and hence
(9.7) T T ∗f = T η[t0] + T R(f).
We claim that there is a universal constant C2 such that
(9.8) ‖Dη‖L∞I0L2x ≤ C2M‖f‖Lq′I0L1x .
Assuming this claim for a moment, it follows from the definition of M that
‖T R(f)‖LqI0L∞x ≤ C1C2M
2‖π‖L1tL∞x ‖f‖Lq′
I0
L1x
.
Thus, if (3.6) holds with C0 ≥ 2C1C2, then
(9.9) ‖T R(f)‖Lq
I0
L∞x
≤ 1
2
M2‖f‖
Lq
′
I0
L1x
.
Next we estimate ‖T η[t0]‖LqI0L∞x . We set F := (0,−Pf). By the Duhamel principle we have
η[t] =
∫ t
t∗
Ψ(t; s, F (s))ds.
By uniqueness we have η(t) = − ∫ t∗t0 ψ(t; s, F (s))ds. Thus
T η[t0] = −P∂t
(∫ t∗
t0
ψ(t, s, F (s))ds
)
= −
∫ t∗
t0
P∂tψ(t, s, F (s))ds.
74 QIAN WANG
It follows from Theorem 3.4 that
‖P∂tψ(t, s, F (s))‖L∞x .
(
(1 + |t− s|)− 2q + d(|t− s|)
) 2∑
m=0
‖∂mPf(s)‖L1x
.
(
(1 + |t− s|)− 2q + d(|t− s|)
)
‖f‖L1x.
Thus, in view of the Hardy-Littlewood-Sobolev inequality, (3.9) and Hausdorff Young inequality
we obtain
(9.10) ‖T η[t0]‖LqI0L∞x . ‖f‖Lq′I0L1x +
∥∥∥∥∫ t∗
t0
d(|t− s|)‖f(s)‖L1xds
∥∥∥∥
Lq
I0
. ‖f‖
Lq
′
I0
L1x
.
Combining (9.7), (9.9) and (9.10), we therefore obtain (9.2).
It remains to prove (9.8). Let φ˜ be a solution of ✷gφ˜ = 0 in I∗. Then there holds the energy
estimate ‖Dφ˜(t)‖L2(Σ) . ‖Dφ˜(t0)‖L2(Σ) for t ∈ [t0, t∗]. Let t0 ≤ t′ < t∗. Similar to the derivation
of (9.5), we have on I = [t′, t∗] that∫
I×R3
∂tφ˜✷gη =
∫
Σt′
(
∂tφ˜∂tη + δ
ijDiφ˜Djη
)
−
∫
I×R3
Q[φ˜, η]αβπ
(T)
αβ ,
which together with ✷gη = −Pf and the definition of M gives∫
Σt′
(
∂tφ˜∂tη + δ
ijDiφ˜Djη
)
. ‖P∂tφ˜‖Lq
I
L∞x
‖f‖
Lq
′
I
L1x
+ ‖π(T)‖L1IL∞x ‖Dη‖L∞t L2x‖Dφ˜‖L∞I L2x
.
(
M‖f‖
Lq
′
I
L1x
+ ‖π(T)‖L1
I
L∞x
‖Dη‖L∞t L2x
)
‖Dφ˜(t′)‖L2x .
Since Dφ˜(t′) can be arbitrary, there is a universal constant C3 such that
‖Dη(t′)‖L2x ≤ C3M‖f‖Lq′
I
L1x
+ C3‖π(T)‖L1IL∞x ‖Dη‖L∞I L2x .
Recall that t′ ∈ [t0, t∗) is arbitrary. Thus, if (3.6) holds with C0 ≥ 2C3 then
‖Dη‖L∞
[t0,t∗)
L2x
≤ C3M‖f‖Lq′
[t0,t∗)
L1x
+
1
2
‖Dη‖L∞
[t0,t∗)
L2x
.
This implies (9.8) with C2 = 2C3. The proof of (9.1) is thus completed. We also have proved for
any t ∈ I∗
(9.11) ‖Dη‖L∞
[t,t∗)
L2x
≤ C2M‖f‖Lq′
[t,t∗)
L1x
.
Now we consider ‖P∂iψ‖LqI∗L∞x . It suffices to estimate
I =
∫
I∗×R3
fP∂iψ =
∫
I∗×R3
∂iψPf
for any function f satisfying ‖f‖
Lq
′
I∗
L1x
≤ 1. Let η be the solution of (9.3), then
I = −
∫
I∗×R3
∂iψ✷gη.
In view of (9.4), we have with Z = ∂i that
I = −2
∫
Σ0
TαPα +
∫
I∗×R3
Q[ψ, η]αβπ
(Z)
αβ .
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By direct calculation we can see that π(Z) = g · ∂g. Thus it follows from the energy estimate
(9.11) and (3.6) that∣∣∣∣∫
I∗×R3
Q[ψ, η]αβπ
(Z)
αβ
∣∣∣∣ . ‖π˜‖L1I∗L∞x ‖Dη‖L∞I∗L2x‖Dψ‖L∞I∗L2x . ‖Dψ(0)‖L2x‖f‖Lq′I∗L1x
and ∣∣∣∣∫
Σ0
TαPα
∣∣∣∣ . ‖Dψ(0)‖L2‖Dη‖L∞I∗L2x . ‖Dψ(0)‖L2‖f‖Lq′I∗L1x .
Therefore |I| . ‖Dψ(0)‖L2x‖f‖Lq′
I∗
L1x
. Hence we can conclude that
‖P∂iψ‖LqI∗L∞x . ‖Dψ(0)‖L2x .
The proof is thus complete.
10. Appendix C: Proof of Proposition 4.3
The goal of this section is to prove Proposition 4.3. Let us consider within the domain of
the geodesic ball Bτ∗(o) on Σ0. When there is a v-foliation defined in a neighborhood of o
contained in Bτ∗(o) with v(o) = 0 such that each level set Sv is diffeomorphic to S
2, let a be the
corresponding lapse function defined by a−1 = |∇v|g and let γ denote the induced metric of g on
Sv. Then the metric g of Σ0 in the neighborhood of o can be written as
a2dv2 + γABdω
AdωB.
Let N be the outward unit normal vector field to each Sv. The second fundamental form θ of
Sv is defined by θ =
1
2LNγ. We refer to [27, 28] for a local existence of v-foliation in a small
neighborhood of o such that
(10.1) trθ + kNN =
2
av
+Trk − V4, a(o) = 1.
Under such a v-foliation, there hold the following structure equations (See [7, Chapter 3] and
[27]):
a−1 /∆a = −N(trθ)− |θ|2 −RNN(10.2)
/∇B θˆAB = 1
2
/∇Atrθ +RNA(10.3)
/∇N θˆAB + trθθˆAB = −a−1( /∇⊗̂ /∇a)AB − RˆAB(10.4)
K =
(trθ)2
4
− 1
2
|θˆ|2 + R− 2RNN
2
(10.5)
where K is the Gaussian curvature on Sv, and RˆAB = RAB − 12γABRCDγCD. Here Rij denotes
the Ricci curvature of Σ0 induced by g. For a scalar function f , ( /∇⊗̂ /∇f)AB denotes the traceless
part of /∇2ABf .
Noting that with s˜ the geodesic distance to o, and /g the induced metric of g at the level
sets of s˜, we can write the metric g in the geodesic ball Bτ∗(o) ⊂ Σ0 as ds˜2 + /gABdωAdωB. By
a−1 = |∇v|g and if a−1 ≤ 2, dvds˜ ≤ a−1 ≤ 2. This implies v ≤ 2τ∗ . λ1−8ǫ0 in Bτ∗(o).
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Let us fix 0 < ǫ < s − 2, and 2p = 1 − ǫ. To prove Proposition 4.3, we make the bootstrap
assumptions on Intv∗ = ∪0≤v≤v∗Sv
|a− 1| < 1
2
,(10.6)
‖v 12 θˆ‖L4vL4ω ≤ λ−
1
4 , ‖v 12 /∇a‖L4vL4ω ≤ λ−
1
4(10.7)
|◦γ − γ(0)|+ ‖∂(◦γ − γ(0))‖Lpω(Sv) ≤ λ−ǫ0(10.8)
where
◦
γ:= v−2γ is the rescaled metric on Sv and γ(0) is the canonical metric on S2. (10.8) are
the comparisons of components of the metrics under the transport coordinates. With v∗ . τ∗,
(10.6) and (10.8) are improved to (4.18) and (4.20) respectively. (10.7) is improved in (10.49)
and (10.36). By continuity argument, this shows that if v∗ ≤ 4τ∗5 , there exists Sv foliation such
that (10.1) holds till v ≥ v∗, and that (4.23) holds true.
Similar to Lemma 5.1, we can derive by local expansion (see [32]),
Lemma 10.1. (i)
lim
v→0
/∇a = 0, lim
v→0
‖θˆ‖L∞ω <∞.
(ii) Relative to the transport coordinates, there hold
(10.9) lim
v→0
◦
γab= γ
(0)
ab , limv→0
∂c
◦
γab= ∂cγ
(0)
ab
where a, b, c = 1, 2.
We will constantly employ the facts
∂v
√
|γ| = atr θ
√
|γ|,(10.10)
atr θ − 2
v
= −G, G = a(V4 − tr k),(10.11)
where tr k = γABkAB; the equation (10.11) is a consequence of (10.1).
By (10.6) and the first assumption in (10.8), (5.34)-(5.39) hold. We will derive the following
useful consequences of (10.6)-(10.8).
Lemma 10.2. For 0 ≤ 1− 2q < s− 2, there hold
C−1 ≤
√
|γ|v−2 ≤ C,(10.12)
‖v∂2φ,∂φ‖L2vLqω + ‖v
1
2∂φ‖L∞v L2qω + ‖∂φ‖L2vL∞ω . λ
− 12 ,(10.13)
‖v(Dπ,Ric), π‖L2vLqω + ‖v
1
2π‖L∞v L2qω + ‖π‖L2vL∞ω . λ
− 12 .(10.14)
Proof. We make bootstrap assumption on G
(10.15) ‖G‖L∞ω L2v . λ−
1
2+2ǫ0 ,
which will be improved by the last inequality of (10.13).
Now we prove (10.12). By using (10.10) and (10.11)
∂v(v
−2√|γ|) = −G · v−2√|γ|.(10.16)
Using (10.15), (10.16), and the fact that v−2
√|γ| →√|γ(0)| as v → 0, we obtain∣∣∣∣log(v−2√|γ|)− log√|γ(0)∣∣∣∣ . ∫ v
0
|G|dv′ . λ−2ǫ0 .
Thus (10.12) is proved.
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With the help of (10.12), by using the L2 estimates of energy (2.3), (5.34) and (5.35)
(10.17) ‖v∂2φ‖L2vL2ω + ‖∂φ‖L2vL2ω + ‖v
1
2∂φ‖L∞L4ω . λ−
1
2 .
This proves the first three inequalities in (10.13) for the case q = 2.
For 0 < 1− 2q < s− 2, using (5.39) with f = ∂2φ, we can derive
‖v∂2φ‖L2vLqω . ‖∂2φ‖Hs−2 .
Using Proposition 2.5, we obtain the first inequality of (10.13) that
(10.18) ‖v∂2φ‖L2vLqω . λ−
1
2 .
By using (5.37), (10.18) and the second inequality in (10.17)
(10.19) ‖∂φ‖L2vL∞ω . ‖v /∇∂φ‖L2vLqω + ‖∂φ‖L2vL2ω . λ−
1
2 .
By (5.36) and (10.17),
(10.20) ‖∂φ‖L2vLqω . ‖v /∇∂φ‖L2vL2ω + ‖∂φ‖L2vL2ω . λ−
1
2 .
The estimate on ‖v 12∂φ‖L∞L2qω in (10.13) can be proved by using (5.38), (10.18) and (10.19).
Hence the proof for (10.13) is complete.
It only remains to consider the estimates for Dπ and Ric in (10.14), since all other estimates
follow from (10.13) and |π| . |∂φ|.
Note that with 1q′ =
1
q − 14 and 1b = q4 − 12 , by (10.13), we can derive
(10.21) ‖v 12∂φ‖
L4vL
q′
ω
≤ v 14∗ ‖v1−
q
4∂φ‖
LbvL
q′
ω
. ‖v 12∂φ‖2−
q
2
L∞v L
2q
ω
‖∂φ‖
q
2−1
L2vL
∞
ω
v∗
1
4 . λ−
1
2 v∗
1
4 .
In view of (4.12), and writing Ric under coordinates, |Dπ,Ric| . |Dπ˜| + |π˜| · |(π, θ, /∇ log a)|.
Also using |Dπ˜| . |∂φ · ∂φ|+ |∂2φ|, we can derive
‖v(Dπ,Ric)‖L2vLqω . ‖v∂2φ‖L2vLqω + ‖v|∂φ| · |(∂φ, θ, /∇ log a)|‖L2vLqω . λ−
1
2
which follows from (10.11), (10.7), (10.6), (10.13) and (10.21). 
As a consequence of (10.8), (5.36) and (5.37)
Lemma 10.3. Let 2 ≤ q ≤ p. For any Sv tangent vector field F , there holds
(10.22) ‖v /∇F‖L2vLqω + ‖F‖L2vLqω ≈
∑
A
‖ /∇(FA)‖L2vLqx + ‖F‖L2vLqω
where FA is the component relative to the coordinate frame on Sv. This same equivalence holds
for any Sv tangent tensor fields.
We frequently employ the following formula for smooth scalar functions f ,
∂v
∫
Sv
v−mfdµγ =
∫
v−m
(
∂vf +
(
atrθ − m
v
)
f
)
dµγ
=
∫
v−m
(
∂vf +
(
2−m
v
− G
)
f
)
dµγ(10.23)
where G = a(V4 − trk). (10.23) is a direct consequence of (10.10) and (10.11).
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Lemma 10.4. There holds for the lapse function a, the parabolic equation
(10.24) a2
(
/∆ log a+ | /∇ log a|2) = 2
v
∂v log a+ a
2
E, log a(0, ·) = 0
where
(10.25) E = a−1∂v(V4 − tr k)− |θˆ|2 + 2
va
(V4 − tr k)− (V4 − tr k)
2
2
+RNN .
Equivalent to (10.24), there holds for the lapse function a the following equation
(10.26) a−1 /∆a = − 2
av
∂v(a
−1) + E
Indeed, by using (10.1) we have
a−1 /∆a = −N
(
2
va
+ trk − V4
)
− 1
2
(
2
av
+ trk − V4
)2
− |θˆ|2 +RNN
= −a−1
(
− 2
v2a
+
2
v
∂v(a
−1)
)
− 2
(va)2
+ E.
This gives (10.26). With the help of
/∆ log a = /∇(a−1 /∇a) = −| /∇ log a|2 + a−1 /∆a
we can obtain (10.24).
10.1. L2 estimates. In Lemma 10.5 and Lemma 10.6, we provide preliminary estimates for lapse
function a.
Lemma 10.5.
‖ /∇ log a‖L2vL2ω + ‖v−
1
2 log a‖L∞v L2ω + ‖v−1 log a‖L2vL2ω . λ−
1
2 ,(10.27)
‖v− 12 |a−1 − 1|‖L∞v L2ω + ‖v−1|a−1 − 1|‖L2vL2ω . λ−
1
2 ,(10.28)
‖v− 12 log a‖L4vL4ω + ‖v−
1
2 |a−1 − 1|‖L4vL4ω . λ−
1
4−2ǫ0 .(10.29)
Proof. We first consider (10.27). Multiplying (10.24) by v−2 log a and integrating on Sv , also by
integration by parts, we deduce∫
Sv
(
∂v| log a|2
v
+ a2| /∇ log a|2(1 + log a)
)
v−2dµγ = −
∫
Sv
v−2a2E log adµγ .
By using (10.23) with m = 3, we have
∂v
∫
Sv
| log a|2
v3
dµγ +
∫
Sv
v−2
((
log a
v
)2
+ a2| /∇ log a|2(1 + log a)
)
dµγ
= −
∫
Sv
v−2
(
a2E+ v−1G · log a) log adµγ .
We integrate this identity in v from v = 0 to v = τ and use Lemma 10.1. Note that (10.6)
implies 1+ log a > 310 . Thus, by taking supremum in 0 ≤ v ≤ v∗ and using the Cauchy-Schwartz
inequality and (10.6), we derive
‖ /∇ log a‖2L2vL2ω + ‖v
− 12 log a‖2L∞v L2ω +
∥∥∥∥ log av
∥∥∥∥2
L2vL
2
ω
. ‖vE‖2L2vL2ω + ‖G‖L2vL2ω‖v
− 12 log a‖2L4vL4ω(10.30)
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Applying (5.36) to Sv-tangent tensor field or scalar function W
‖v− 12W‖2L4vL4ω . (‖ /∇W‖L2vL2ω + ‖v
− 12W‖L∞v L2ω)‖v−
1
2W‖L∞v L2ω(v∗)
1
2 .(10.31)
Hence by (10.14) which gives ‖G‖L2vL2ω . λ−
1
2 and in view of v∗ . λ1−8ǫ0 ,
‖G‖L2vL2ω‖v−
1
2W‖2L4vL4ω . λ
−4ǫ0
(
‖ /∇W‖L2vL2ω + ‖v−
1
2W‖L∞v L2ω
)
‖v− 12W‖L∞v L2ω(10.32)
Then the last term in (10.30) can be treated as
‖G‖L2vL2ω‖v−
1
2 log a‖2L4vL4ω . λ
−4ǫ0
(
‖ /∇ log a‖L2vL2ω + ‖v−
1
2 log a‖L∞v L2ω
)
‖v− 12 log a‖L∞v L2ω
This term can be absorbed by the left hand side of (10.30)
Note that by using (10.7) and (10.14),
‖vE‖L2vL2ω .
∥∥∥∥v(∇N (V4 − trk) + 2va (V4 − trk)− 12(V4 − trk)2 − |θˆ|2 +RNN)
∥∥∥∥
L2vL
2
ω
. ‖v(∇N (V4 − trk), RNN )‖L2vL2ω + ‖V4 − trk‖L2vL2ω + ‖v(V4 − trk)2, v|θˆ|2‖L2vL2ω
. λ−
1
2(10.33)
Hence, in view of (10.30), we obtain (10.27). By using (10.27), we obtain by using (10.31) that
(10.34) ‖v− 12 log a‖4L4vL4ω . λ
−1−8ǫ0 .
Next, we prove (10.28). We multiply (10.26) by a(1− a−1)v−2 and integrating on Sv∫
Sv
−v−2 /∇(1− a−1) /∇adµγ =
∫
Sv
(
v−1∂v
(
(a−1 − 1)2)+ aE(1 − a−1)) v−2dµγ
By using (10.23) with m = 3,
−
∫
Sv
a−2| /∇a|2v−2dµγ = ∂v
∫
Sv
v−3(a−1 − 1)2dµγ +
∫
Sv
(
1
v
+ G
)
(a−1 − 1)2v−3dµγ
+
∫
Sv
E(1 − a−1)v−2adµγ .
Integrating on (0, v] for v ≤ v∗,
‖v− 12 (a−1 − 1)‖2L∞v L2ω + ‖v
−1(a−1 − 1)‖2L2vL2ω + ‖ /∇ log a‖
2
L2vL
2
ω
(10.35)
. ‖vE‖L2vL2ω + ‖G‖L2vL2ω‖
a−1 − 1
v
1
2
‖2L4vL4ω
Apply (10.32) toW = a−1−1, the last term is absorbed by (10.35). By using (10.33) we complete
the proof of (10.28).
Similar to (10.34), the last inequality in (10.29) can be proved by using (10.28), the first
inequality in (10.27) and (10.31). 
We now prove
Lemma 10.6.
‖v /∇2 log a‖L2vL2ω + ‖v
1
2 /∇ log a‖L∞v L2ω . λ−
1
2 , ‖v 12 /∇ log a‖L4vL4ω . λ−2ǫ0−
1
4(10.36)
The last inequality improves the second assumption in (10.7). We will rely on the following
equation to prove Lemma 10.6.
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Lemma 10.7.
a2
(
/∆ /∇ log a+
(
− 3(trθ)
2
4
+
|θˆ|2
2
− R− 2RNN
2
)
/∇ log a+ 2 /∇ /∇B log a /∇B log a
)
+ 2a2 /∇ log a ( /∆ log a+ | /∇ log a|2) = 2∂v /∇ log a
v
+ a
(
2
v
θˆ +
1
2
Gtrθ
)
/∇ log a+ /∇(a2E).(10.37)
(10.37) follows by differentiating (10.24) and using the following commutation relations on Σ.
(10.38) [ /∇, ∂v]f = a
(
1
2
trθ /∇f + θˆ /∇f
)
and
(10.39) /∇A /∆f − /∆ /∇Af = −K /∇Af.
where K is the Gaussian curvature.
(10.38) can be obtained in view of [7, Corollary 3.2.3.1, Page 64]. (10.39) can be obtained by
using
/∇ /∆f = /∇C /∇A /∇Cf + [ /∇A, /∇C ] /∇Cf = /∇C /∇A /∇Cf −RAC /∇Cf
and RAC = δACK.
Proof of Lemma 10.6. Let us make a bootstrap assumption
(10.40) ‖v /∇2 log a‖L2vL2ω ≤ λ−
1
2+2ǫ0
which will be improved by the first inequality in (10.36).
Multiply (10.37) by /∇A log a, followed by integration by part on Sv with area form dµγ ,∫
Sv
(
a2
(
| /∇2 log a|2 + 2| /∇ log a|4
)
+ v−1∂v| /∇ log a|2 + 3a
2
4
(trθ)2| /∇ log a|2
)
=
∫
Sv
(
−4a2 /∇2 log a /∇ log a /∇ log a+ a2
(
|θˆ|2
2
+
2RNN −R
2
)
| /∇ log a|2
)
−
∫
Sv
(
2a
v
θˆ /∇ log a+ a
2
Gtrθ /∇ log a+ /∇(a2E)
)
/∇ log a.
Now we multiply by v2 and integrate from 0 to τ , using Lemma 10.1 and (10.1)∫
Sτ
v−1| /∇ log a|2dµγ +
∫ τ
0
∫
Sv
[
a2
(
| /∇2 log a|2 + 2| /∇ log a|4
)
+G1| /∇ log a|2
]
dµγdv
=
∫ τ
0
∫
Sv
(
−4a2 /∇2 log a /∇ log a · /∇ log a+ a2 |θˆ|
2 + 2RNN −R
2
| /∇ log a|2
)
dµγdv
−
∫ τ
0
∫
Sv
(
2a
v
θˆ /∇ log a+ 1
2
atrθG /∇ log a+ /∇(a2E)
)
/∇ log adµγdv,
where the coefficient G1 =
3a2
4 (trθ)
2 − v−1(atrθ − 1v ).
By using atrθ = 2v − G, we can write
G1 =
3
4
(
2
v
− G
)2
− 1
v
(
1
v
− G
)
=
2
v2
− 2G
v
+
3G2
4
.
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We can drop the last term in G1 due to non-negativity, and incorporate the second into terms
on the right hand side. This implies,∫
Sτ
v−1| /∇ log a|2dµγ +
∫ τ
0
∫
Sv
(
a2
(
| /∇2 log a|2 + 2| /∇ log a|4
)
+
2
v2
| /∇ log a|2
)
dµγdv
.
∫ τ
0
∫
Sv
(
a2| /∇ log a|2
(
| /∇2 log a|+ |θˆ|2 + |G|2 + |θˆ|+ |G|
av
+ |R− 2RNN
2
|
)
+ |(a2E) /∆ log a|
)
,
where we performed the integration by part on Sv to treat the term of E.
By (10.6), (10.12), we can deduce by the Ho¨lder and the Cauchy-Schwartz inequalities that∫
(| /∇2 log a|2 + | /∇ log a|4) + 1
v2
| /∇ log a|2 +
∫
Sτ
v−1| /∇ log a|2
. ‖v(R,RNN , |θˆ,G|2), v /∇2 log a‖L2vL2ω‖v
1
2 /∇ log a‖2L4vL4ω + ‖vE‖
2
L2vL
2
ω
+ ‖v(θˆ + G) · /∇ log a‖L2vL2ω‖ /∇ log a‖L2vL2ω .(10.41)
We now treat the term
A1 = ‖v /∇2 log a, v(R,RNN , |θˆ,G|2)‖L2vL2ω‖v
1
2 /∇ log a‖2L4vL4ω .
By (10.14) and (10.7), we have
(10.42) ‖v(R,RNN , |θˆ,G|2)‖L2vL2ω . λ−
1
2 .
Applying (10.31) to W = v /∇ log a, we obtain
(10.43) ‖v 12 /∇ log a‖2L4vL4ω . v∗
1
2 ‖v 12 /∇ log a‖L∞v L2ω (‖v
1
2 /∇ log a‖L∞v L2ω + ‖v /∇
2
log a‖L2vL2ω).
Hence, in view of (10.40) and (10.42), we conclude
(10.44) A1 . λ−2ǫ0(‖v 12 /∇ log a‖2L∞v L2ω + ‖v /∇
2
log a‖2L2vL2ω).
(10.7) and the second inequality in (10.14) imply
(10.45) ‖v 12 (|θˆ|+ |G|)‖L4vL4ω . λ−
1
4 .
We consider A2 = ‖v(θˆ + G) · /∇ log a‖L2vL2ω‖ /∇ log a‖L2vL2ω by using (10.45) and (10.43)
A2 . λ−2ǫ0‖v 12 /∇ log a‖
1
2
L∞v L
2
ω
(‖v 12 /∇ log a‖L∞v L2ω + ‖v /∇
2
log a‖L2vL2ω)
1
2 ‖ /∇ log a‖L2vL2ω .
Thus A1 and A2 can be absorbed by the left side of (10.41). By using (10.33), we complete the
proof of the first pair of inequalities in (10.36). The last inequality follows in view of (10.43).
(10.36) improves (10.40). Thus we complete the proof. 
10.1.1. Estimates on θˆ. We will rely on the Hodge system (10.3) and the transport equation
(10.4) to derive estimates on θ. Similar to Lemma 5.8, under the assumption of (10.8) there
holds the following Calderon-Zygmund estimates on ∪0≤v≤v∗Sv,
Proposition 10.8. Let D be the Hodge operator D1 or D2. For 2 ≤ q ≤ p, there holds for Sv
tangent tensor fields F in the domain of D,
(10.46) ‖v /∇F‖Lqω + ‖F‖Lqω . ‖vDF‖Lqω .
For scalar functions f ,
(10.47) ‖v /∇2f‖Lqω + ‖ /∇f‖Lqω . ‖v /∆f‖Lqω .
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Now we provide some estimates on θˆ. The second estimate in (10.49) improves the first
assumption in (10.7).
Proposition 10.9.
‖v /∇θˆ‖L2vL2ω + ‖θˆ‖L2vL2ω . λ−
1
2 ,(10.48)
‖v 12 θˆ‖L∞v L2ω . λ−
1
2 , ‖v 12 θˆ‖L4vL4ω . λ−
1
4−2ǫ0 .(10.49)
Proof. By using (10.46), (10.3) and also (10.12), (10.6), we obtain
‖v /∇θˆ‖L2vL2ω + ‖θˆ‖L2vL2ω . ‖ /∇Atrθ,RNA‖L2vL2x
. ‖v−1 /∇a, /∇trk, /∇V4, RAN‖L2vL2x . λ−
1
2 .
For the last inequality, we employed (10.27) and (10.14).
To derive an estimate on ‖v 12 θˆ‖L∞v L2ω , we rely on (10.4). We first have with p = 2 and by
using (10.12), (10.10) and Lemma 10.1 that
‖v 12 θˆ‖LpωL∞v .
∥∥∥∥v− 32 ∫ v
0
|( /∇⊗̂ /∇a, aRˆAB)|dµγdv′
∥∥∥∥
Lpω
(10.50)
which implies, in view of Lemma 10.6 and (10.14)
‖v 12 θˆ‖L2ωL∞v . λ−
1
2 .
Using (10.31) and (10.48), we then have
‖v 12 θˆ‖2L4vL4ω . λ
−4ǫ0− 12 .
Thus the proof of (10.49) is completed. 
For future reference, we give the following result.
Lemma 10.10. There holds the following decomposition for the Gaussian curvature
(10.51) K =
1
a2v2
+ Kˇ + /∇π,
where Kˇ is a scalar function which verifies
(10.52) ‖v 32 Kˇ‖Lqω . λ−1/2, with 2 < q ≤ p.
Proof. Let us recall (see [7, Page 167])
K = −1
4
trχtrχ+
1
2
χˆ · χˆ − 1
2
γACγBDRADCB
Recall from Lemma 5.12 (ii) that RABAB = div π+χ ·π+π ·π, also using (10.11) and θ = k+χ
by (4.17), we can rewrite
K − 1
a2v2
=
1
4
(trθ)2 − 1
a2v2
+ π · π − 1
2
|θˆ|2 + χ · π + /∇π
= π · π + |θˆ|2 + θˆ · π + π
av
+ /∇π(10.53)
where the last identity is a symbolic expression.
Let Kˇ be the part π · π + |θˆ|2 + θˆ · π + πav in (10.53). To see (10.52), by Ho¨lder inequality,
(10.49) and (10.14) we have∥∥∥v 32(π · π + |θˆ|2 + θˆ · π + π
av
)∥∥∥
Lqω
. ‖v 12π‖Lqω + v
1
2∗ ‖v 12 (π, θˆ)‖2L2qω . λ
− 12
as desired. 
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10.2. Lp estimates. Next, we derive estimates of higher regularity than (10.36). We will employ
Littlewood Paley decomposition /Pµ on (Sv, γ). Let m be a function in the Schwartz class defined
on [0,∞) having finite number of vanishing moments and set mµ(τ) := µ2m(µ2τ) for any dyadic
numbers µ > 0. The geometric Littlewood-Paley projection /Pµ associated with γ is defined by
(10.54) /PµH =
∫ ∞
0
mµ(τ)U(τ)Hdτ
for any S-tangent tensor H , where U(τ)H denotes the solution of the heat flow
d
dτ
U(τ)H = v2 /∆U(τ)H, U(0)H = H.
where /∆ is the Laplace-Beltrami operator of the induced metric γ on Sv. One can refer to [19]
for various properties of U(τ) and /Pµ. In particular, it has been shown that one can always find
an m such that the associated /Pµ satisfies
∑
µ>0
/P
2
µ = Id. We will also employ the fact (see
[19])
(10.55) /∆/Pµ = v
−2µ2 /˜Pµ,
where /˜Pµ is a Littlewood Paley decomposition associated to a different symbol m˜.
We recall from [19] that for Sv tangent tensor F ,
‖U(τ)F‖Lqω . ‖F‖Lqω , for 2 ≤ q ≤ ∞,(10.56)
‖ /∇U(τ)F‖L2ω . ‖ /∇F‖L2ω ,(10.57)
‖v /∇U(τ)F‖L2ω . τ−
1
2 ‖F‖L2ω ,(10.58)
‖v2 /∆U(τ)F‖L2ω . τ−1‖F‖L2ω .(10.59)
For scalar functions f , by using (10.47), (10.56)-(10.59), with the help of Sobolev inequalities
(5.37) and (5.36), we obtain the sharp Bernstein inequality
(10.60) ‖U(τ)f‖L∞ω . τ−1/2‖f‖L2ω , ‖U(τ)f‖L2ω . τ−
1
2 ‖f‖L1ω .
As consequences of (10.56)-(10.60), there hold the finite band property (10.62) and (10.63), and
the Bernstein inequality (10.64) for the geometric Littlewood-Paley projection.
Lemma 10.11. The geometric Littlewood-Paley projections /Pµ has the following properties for
any smooth Sv tangent tensor F ,
‖ /P IF‖Lq . ‖F‖Lq , ‖ /∇/PµF‖L2ω . ‖ /∇F‖L2ω ,(10.61)
‖v /∇/PµF‖L2ω + ‖v /Pµ /∇F‖L2ω . µ‖F‖L2ω , ‖v2 /∆/PµF‖Lqω . µ2‖F‖Lqω ,(10.62)
‖ /PµF‖L2ω . µ−1‖v /∇F‖L2ω , ‖ /PµF‖Lqω . µ−2‖v2 /∆F‖Lqω .(10.63)
where I is an interval in {2m,m ∈ Z} and 1 ≤ q ≤ ∞. Moreover
‖ /PµF‖Lqω . (µ1−
2
q + 1)‖F‖L2ω , ‖ /Pµf‖L∞ω . (µ+ 1)‖f‖L2ω ,(10.64)
where 2 ≤ q <∞ and f is a scalar function.
Let /Eµ be the standard Littlewood-Paley projection defined on S
2, and
∑
µ
/Eµ = Id. Under
the assumption (10.8), for Sv tangent vector field F , there holds with
∑
/P
2
µ = Id the equivalence
relation (see [33])
(10.65) ‖µǫ /PµF‖l2µL2(Sv) ≈
∑
A
‖µǫ /Eµ(FA)‖l2µL2(Sv).
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where FA denotes the components of F under the transport coordinate frame. The same equiv-
alence relation holds for Sv-tangent tensor fields F .
Lemma 10.12. For scalar functions f , with 2 < q <∞, there holds
‖f‖Lqω . ‖µ1−
2
q /Eµf‖l2µL2ω
Proof. We recall the Littlewood-Paley inequality for smooth functions f for 1 < q′ <∞
(10.66) ‖f‖
Lq
′
ω
≈ ‖(/Eµf)l2µ‖Lq′ω .
Using (10.66), (5.36), the finite band inequality and the Minkowski inequality, we can infer
‖f‖Lqω ≈ ‖(/Eµf)l2µ‖Lqω . ‖µ1−
2
q /Eµf‖l2µL2ω
as desired. 
Applying the Littlewood-Paley projections Pℓ in R
3 with
∑
ℓ Pℓ = Id, and using the finite
band property, we can derive for scalar function f and µ > 1 that
(10.67) µǫ‖ /Eµf‖L2vL2x ≤
∑
ℓ>µ
(µ
ℓ
)ǫ
+
∑
1<ℓ≤µ
(
ℓ
µ
)1−ǫ ‖ℓǫPℓf‖L2(Σ0) + µ−1+ǫ‖f‖L2(Σ0).
Lemma 10.13. For µ > 1 and ℓ > 1, there holds with c > 0 sufficiently close to 0,
µǫ‖ /Pµ /∇/P 2ℓf‖L2ω . min
((µ
ℓ
)ǫ
,
(
ℓ
µ
)2−ǫ)
‖ℓǫ /∇/P ℓf‖L2ω + µ
1
2− 2p+cℓ−c‖ /∇f‖L2ω .
Proof. If µ < ℓ, using (10.61)
µǫ‖ /Pµ /∇/P 2ℓf‖L2ω . (
µ
ℓ
)ǫ‖ℓǫ /∇/P 2ℓf‖L2ω . (
µ
ℓ
)ǫ‖ℓǫ /∇/P ℓf‖L2ω .(10.68)
In the case that µ > ℓ, by (10.55) we have
‖µǫ /Pµ /∇/P 2ℓf‖L2ω . ‖µǫ−2v2 /∆ /˜Pµ /∇/P
2
ℓf‖L2ω
. v2‖µǫ−2 /˜Pµ[ /∆, /∇]/P 2ℓf‖L2ω + v2‖µǫ−2 /˜Pµ /∇ /∆/P
2
ℓf‖L2ω(10.69)
By using (10.39) and |a− 1| ≤ 12 ,
Iµ := µ
ǫ−2v2‖ /˜Pµ[ /∆, /∇]/P 2ℓf‖L2ω
. µǫ−2v2
∥∥∥∥ /˜Pµ((K − 1a2v2
)
/∇/P 2ℓf
)∥∥∥∥
L2ω
+ µǫ−2‖ /˜Pµ /∇/P 2ℓf‖L2ω .(10.70)
In view of K = 1a2v2 + Kˇ + /∇π from (10.51), we will show
µǫ−2v2‖ /˜Pµ(Kˇ · /∇/P 2ℓf)‖L2ω . λ−4ǫ0µǫ−2+
2
p ‖ /∇f‖L2ω(10.71)
µǫ−2v2‖ /˜Pµ( /∇π · /∇P 2ℓ f)‖L2ω . λ−4ǫ0µ
1
2− 2p ‖ /∇f‖L2ω(10.72)
which, together with (10.70), imply with c > 0 sufficiently close to 0
(10.73) Iµ . µ
1
2− 2p ‖ /∇f‖L2ω . µ
1
2− 2p+cℓ−c‖ /∇f‖L2ω .
To see (10.71), with 1q =
1
2 +
1
p , we derive from the Bernstein inequality (10.64) that
µǫ−2v2‖ /˜Pµ(Kˇ · /∇/P 2ℓf)‖L2ω . µǫ−2+
2
p v2‖Kˇ · /∇/P 2ℓf‖Lqω
. µǫ−2+
2
p v2‖Kˇ‖Lpω‖ /∇/P
2
ℓf‖L2ω .
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By using (10.52) and (10.61), we can obtain (10.71).
Noting that /∇π · /∇/P 2ℓf = /∇(π · /∇/P 2ℓf)− π · /∇2 /P 2ℓf , we consider (10.72) by writing
µǫ−2v2‖ /˜Pµ( /∇π · /∇/P 2ℓf)‖L2ω ≤ µǫ−2v2
(
‖ /˜Pµ /∇(π · /∇/P 2ℓf)‖L2ω + ‖ /˜Pµ(π · /∇
2 /P
2
ℓf)‖L2ω
)
= I(1)µ + I
(2)
µ .
Let 1p′ = 1− 1p . By Ho¨lder inequality, (5.36) and (10.14)
I(1)µ . µ
ǫ−1v‖π · /∇/P 2ℓf‖L2ω . µǫ−1‖ /∇/P
2
ℓf‖L2p′ω ‖vπ‖L2pω
. µǫ−1λ−4ǫ0
(
‖v /∇2 /P 2ℓf‖
1− 1
p′
L2ω
‖ /∇/P 2ℓf‖
1
p′
L2ω
+ ‖ /∇/P 2ℓf‖L2ω
)
. λ−4ǫ0µǫ−1ℓ1−
1
p′ ‖ /∇f‖L2ω ,
where we employed the fact that 12 − 2p > − 1p and
(10.74) ‖v /∇2 /P 2ℓf‖L2ω . ℓ‖ /∇f‖L2ω .
To derive (10.74), we used (10.47), (10.55), the finite band property and the second inequality
in (10.61).
Since ǫ = 1− 2p , and µ > ℓ > 1,
I(1)µ . λ
−4ǫ0ℓ
1
pµ−
2
p ‖ /∇f‖L2ω . λ−4ǫ0µ
1
2− 2p ‖ /∇f‖L2ω .
Using (10.64), (10.14) and (10.74)
I(2)µ . µ
ǫ−2v2‖π · /∇2 /P 2ℓf‖L2ω . µǫ−2µ
1
2 v‖π‖L4ω‖v /∇
2 /P
2
ℓf‖L2ω(10.75)
. µǫ−
3
2 ℓλ−4ǫ0‖ /∇f‖L2ω . µ
1
2− 2pλ−4ǫ0‖ /∇f‖L2ω .
(10.72) can be obtained by combining the estimates for I
(1)
µ and I
(2)
µ .
For the other term in (10.69), using (10.55) and (10.61)
µǫµ−2v2‖ /˜Pµ /∇ /∆/P 2ℓf‖L2ω . µǫ−2ℓ2‖ /˜Pµ /∇ /˜P ℓ /P ℓf‖L2ω .
(
ℓ
µ
)2−ǫ
ℓǫ‖ /∇/P ℓf‖L2ω .(10.76)
Lemma 10.13 follows by combining (10.68), (10.69), (10.73) and (10.76). 
Now we prove the following product estimates.
Lemma 10.14. For scalar functions f and g on Sv there hold the product estimates
‖µǫ /Eµ(fG)‖l2µL2(Sv) . (‖ /∇f‖L2(Sv) + ‖f‖L∞)‖G‖H˙ǫ(Sv),(10.77)
‖µǫ /Eµ(fG)‖l2µL2ω . ‖ /∇f‖L2x‖G‖Lpω + ‖ /∇G‖L2x‖f‖Lpω .(10.78)
For Sv-tangent tensor field F , there holds
‖µǫ /Eµ(|F |2)v‖l2µL2vL2ω .
(‖v /∇F‖L2vL2ω + ‖F‖L2vL2ω) ‖vF‖L∞v Lpω ,(10.79)
where p = 21−ǫ , and 0 < ǫ < s− 2.
Proof. We first consider (10.77). For f and G smooth scalar functions, we write by trichotomy
(10.80) /Eµ(f ·G) = /Eµ(/EµG · /E≤µf) + /Eµ(/Eµf · /E≤µG) + /Eµ
∑
ℓ>µ
(/Eℓf · /EℓG).
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By Bernstein inequality and finite band property,
µǫ‖ /Eµ(/Eµf · /E≤µG)‖L2x . µǫ‖ /E≤µG‖L∞x ‖ /Eµf‖L2x .
∑
1<ℓ<µ
(
ℓ
µ
)1−ǫ‖ℓǫ /EℓG‖L2x‖∂ω /Eµf‖L2ω
Taking l2µ yields
‖µǫ /Eµ(/Eµf · /E≤µG)‖l2µL2x . ‖ /∇f‖L2(Sv)‖G‖H˙ǫ(Sv)
where we employed ‖∂ωf‖L2ω . ‖ /∇f‖L2x which can be derived using (10.8). For the first term on
the right of (10.80), we deduce
µǫ‖ /Eµ(/E≤µf · /EµG))‖L2x . µǫ‖ /E≤µf‖L∞(Sv)‖ /EµG‖L2x .
By taking l2µ, we obtain
‖µǫ /Eµ(/E≤µf · /EµG))‖l2µL2x . ‖f‖L∞(Sv)‖G‖H˙ǫ(Sv),
where we used ‖f≤µ‖L∞(Sv) . ‖f‖L∞(Sv). For the last term of (10.80), we use the Bernstein
inequality and the finite band property to obtain
µǫ
∥∥∥∑
ℓ>µ
/Eµ(/Eℓf · /EℓG)
∥∥∥
L2x
.
∑
ℓ>µ
(µ
ℓ
)ǫ+1
‖∂ω /Eℓf‖L2ω‖ℓǫ /EℓG‖L2x .
By taking l2µ, we have∥∥∥µǫ∑
ℓ>µ
/Eµ(/Eℓf · /EℓG)‖l2µL2x . ‖ /∇f‖L2(Sv)‖G‖H˙ǫ(Sv).
Thus the proof of (10.77) is completed.
Now we prove (10.78). With 1q =
1
2 +
1
p , we use Bernstein inequality and finite band property
to obtain
‖µǫ /Eµ(/EµG · /E≤µf)‖L2ω . µǫ+
2
q
−1‖ /EµG · /E≤µf‖Lqω
. µǫ+
2
p
−1‖ /E≤µf‖Lpω‖ /Eµ∂ωG‖L2ω .
Noting that 2p = 1− ǫ, by taking l2µ, using (10.66) and (10.8), we obtain
(10.81) ‖µǫ /Eµ(/EµG · /E≤µf)‖l2µL2ω . ‖ /∇G‖L2x‖f‖Lpω .
The second term of (10.80) can be treated in the same way.
For the last term of (10.80), we employ Bernstein inequality, finite band property to obtain∥∥∥µǫ /Eµ∑
ℓ>µ
(/Eℓf · /EℓG)
∥∥∥
L2ω
. µǫ+
2
q
−1‖ /Eℓf · /EℓG‖Lqω .
∑
ℓ>µ
µǫ+
2
p ℓ−1‖∂ω /EℓG‖L2ω‖ /Eℓf‖Lpω .
By taking l2µ, we can obtain
(10.82)
∥∥∥µǫ /Eµ∑
ℓ>µ
(/Eℓf · /EℓG)
∥∥∥
l2µL
2
ω
. ‖f‖Lpω‖ /∇G‖L2x .
Combining (10.81) with (10.82), we obtain (10.78) for scalar functions f and G. Finally, if F is
a Sv-tangent vector field, (10.79) can be obtained by using (10.22) and (10.78). 
We will employ the following result to improve the results in Lemma 10.6.
Lemma 10.15.
(10.83) ‖µǫ /Eµ((∂φ)2)‖l2µL2vL2x . λ−
1
2−4ǫ0 , ‖µǫ /Eµ(∂2φ)‖l2µL2vL2x . λ−
1
2 .
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Proof. The first inequality is a consequence of (10.78) and (10.13). Note that (10.67) implies
‖µǫ /Eµ(∂2φ)‖l2µL2vL2x . ‖∂2φ‖Hǫ . The second inequality is a consequence of Proposition 2.5
under the rescaled coordinates. 
We now consider the parabolic equations for smooth scalar functions Ψ on the domain ∪0≤v≤v∗Sv,
(10.84) /∆Ψ =
2∂vΨ
v
+ F , Ψ(0) = 0.
By assuming the following commutator estimate
Lemma 10.16. For scalar functions f , there holds with ǫ = 1− 2p ,
(10.85) ‖µǫ[/Pµ, ∂v]f‖l2µL2vL2ω . λ−4ǫ0
(
‖v 12 /∇f‖L∞v L2ω + ‖v /∇
2
f‖L2vL2ω
)
.
we first prove
Proposition 10.17. Let ǫ = 1− 2p . For Ψ verifying (10.84) there holds
‖µǫv− 12 /∇/PµΨ‖L2µL∞v L2x + ‖µǫ /∇
2 /PµΨ‖L2vl2µL2x + ‖µǫv−1 /∇/PµΨ‖l2µL2vL2x
. ‖µǫ /PµF‖l2µL2vL2x + λ−4ǫ0‖F‖L2vL2x .
Proof. We apply the Littlewood-Paley projection /Pµ to obtain
/∆/PµΨ =
2∂v /PµΨ
v
+
2[/Pµ, ∂v]Ψ
v
+ /PµF .
By using (10.39), this implies
/∆ /∇/PµΨ = K · /∇/PµΨ+
2∂v /∇/PµΨ
v
+
2[ /∇, ∂v]/PµΨ
v
+
2 /∇[/Pµ, ∂v]Ψ
v
+ /∇/PµF .
Now we multiply the above equation by /∇/PµΨ followed with integration by part on Sv,∫
Sv
−| /∇2 /PµΨ|2 =
∫
Sv
(
K| /∇/PµΨ|2 +
2[ /∇, ∂v]/PµΨ
v
· /∇/PµΨ+
∂v| /∇/PµΨ|2
v
)
(10.86)
+
∫
Sv
(
2
v
/∇[/Pµ, ∂v]Ψ · /∇/PµΨ− /PµF /∆/PµΨ
)
.
Noting that by using (10.38), we have
[ /∇, ∂v]/PµΨ =
1
2
atrθ /∇/PµΨ+ aθˆ /∇/PµΨ.
Denote by I the three terms on the right hand side of (10.86). In view of (10.23) and (10.5),
I =
∫
Sv
(
(trθ)2
4
− 1
2
|θˆ|2 + R − 2RNN
2
)
| /∇/PµΨ|2dµγ + ∂v
∫
Sv
v−1| /∇/PµΨ|2dµγ
+
∫
Sv
[
−v−1
(
1
v
− G
)
| /∇/PµΨ|2 + v−1
(
atrθ /∇/PµΨ+ 2aθˆ /∇/PµΨ
)
/∇/PµΨ
]
dµγ .
Now we integrate I in (0, v) for 0 < v ≤ v∗, also using (10.11)
(10.87)
∫ v
0
Idv′ =
∫
Sv
v−1| /∇/PµΨ|2 +
∫ v
0
∫
Sv′
(
2
v′2
+
G2
4a2
)
| /∇/PµΨ|2dµγdv′ + J ,
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where the error term J is written schematically as
J =
∫ v
0
∫
Sv′
(
|R− 2RNN |, |θˆ|2, v′−1(|θˆ|+ |G|)
)
| /∇/PµΨ|2dµγdv′
+
∫ v
0
∫
Sv′
v′−2|a−2 − 1|| /∇/PµΨ|2dµγdv′.
For J , we proceed by using Ho¨lder inequality,
J . ‖vRij , θˆ,G, v|θˆ|2, (a−2 − 1)v−1‖L2vL2ω‖v| /∇/PµΨ|2‖L2vL2ω .
By using (10.31),
‖v 12 /∇/PµΨ‖L4vL4ω . (‖v /∇
2 /PµΨ‖L2vL2ω + ‖v
1
2 /∇/PµΨ‖L∞v L2ω)v
1
4∗ .
Combining the above inequalities with (10.48), (10.28), (10.49) and (10.14), we can obtain
J . λ−4ǫ0(‖v /∇2 /PµΨ‖L2vL2ω + ‖v
1
2 /∇/PµΨ‖L∞v L2ω)2.
At last, by applying Lemma 10.16 to f = Ψ and combined with an integration by part, we
can obtain
‖µǫv− 12 /∇/PµΨ‖L2µL∞v L2x + ‖µǫ /∇
2 /PµΨ‖L2vl2µL2x + ‖µǫv−1 /∇/PµΨ‖l2µL2vL2x
. ‖µǫ /PµF‖l2µL2vL2x + λ−4ǫ0‖F‖L2vL2x .(10.88)
By repeating the above procedure to (10.84), we have
‖v− 12 /∇Ψ‖L∞v L2x + ‖ /∇
2
Ψ‖L2vL2x + ‖v−1 /∇Ψ‖L2vL2x . ‖F‖L2vL2x .
Proposition 10.17 follows by substituting the above inequality to (10.88). 
Now we prove Lemma 10.16.
Proof of Lemma 10.16. To see (10.85), we employ [7, Page 64, Corollary 3.2.3.2] to obtain the
following commutation formula for smooth functions f on Σ0 that
[∂v, /∆]f = −atrθ /∆f − 2aθˆ · /∇2f − (2aRNA + a /∇Atrθ + 2θˆAB /∇Ba) · /∇Af.(10.89)
By (10.54), the definition of the geometric Littlewood-Paley decomposition, we can write
[/Pµ, ∂v]f =
∫ ∞
0
mµ(τ)[U(τ), ∂v ]fdτ
By Duhamel principle, we have
[U(τ), ∂v]f =
∫ τ
0
U(τ − τ ′)[v2 /∆, ∂v]U(τ ′)fdτ ′.
Thus we can obtain in view of (10.89) that
[/Pµ, ∂v]f = v
2
∫ ∞
0
mµ(τ)
∫ τ
0
U(τ − τ ′)[(atrθ − 2
v
) /∆U(τ ′)f
− 2aθˆ · /∇2U(τ ′)f − (2aRNA + a /∇Atrθ + 2θˆAB /∇Ba) · /∇AU(τ ′)f ]
We consider the term with R♯A = 2aRNA + a /∇Atrθ + 2θˆAB /∇Ba. Let
Iµ = v
2
∫ ∞
0
mµ(τ)
∫ τ
0
U(τ − τ ′) (R♯ · /∇U(τ ′)f) dτ ′.
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By using (10.60) and (10.57)
‖Iµ‖L2ω . v2
∫ ∞
0
|mµ(τ)|
∫ τ
0
1√
τ − τ ′ ‖R
♯‖L2ω‖ /∇U(τ ′)f‖L2ωdτ ′
. v
1
2∗
∫ ∞
0
τ
1
2 |mµ(τ)|‖vR♯‖L2ω‖v
1
2 /∇f‖L2ω .
By using (10.14), (10.11), (10.27), (10.29) and (10.49),
‖vR♯‖L2vL2ω . ‖vR‖L2vL2ω + ‖v /∇(G/a), /∇(a−1)‖L2vL2ω + ‖v
1
2 (θˆ, /∇ log a)‖2L4vL4ω . λ
− 12 .
Hence, also using
∫∞
0
|mµ(τ)|τ 12 . µ−1, we obtain
(10.90) ‖µǫIµ‖l2µL2vL2ω . v
1
2∗ λ−
1
2 ‖v 12 /∇f‖L∞v L2ω .
Now we consider
IIµ := v
2
∫ ∞
0
mµ(τ)
∫ τ
0
U(τ − τ ′)[2aθˆ /∇2U(τ ′)f ]dτ ′.
With the help of (10.47), for 0 ≤ v ≤ v∗, we have on Sv,
(10.91) ‖ /∇2U(τ)f‖L2(Sv) . ‖ /∆U(τ)f‖L2(Sv) . ‖ /∇2f‖L2(Sv)
where we employed (10.56) and [ /∆, U(τ)] = 0.
By using (10.60), (10.91), and (10.49)
‖IIµ‖L2vL2ω . v
1
2∗
∫ ∞
0
|mµ(τ)|
∫ τ
0
1√
τ − τ ′ dτ
′dτ‖v 12 aθˆ‖L∞v L2ω‖v /∇
2
f‖L2vL2ω
. v
1
2∗ µ−1λ−
1
2 ‖v /∇2f‖L2vL2ω .
Thus
‖µǫIIµ‖l2µL2vL2ω . v
1
2∗ λ−
1
2 ‖v /∇2f‖L2vL2ω
Similar to IIµ, we now consider
IIIµ := v
2
∫ ∞
0
mµ(τ)
∫ τ
0
U(τ − τ ′)(atrθ − 2
v
) /∆U(τ ′)fdτ ′
Using (10.14) and atrθ − 2v = −G, we conclude that
‖µǫIIIµ‖l2µL2vL2ω . v
1
2∗ λ−
1
2 ‖v /∇2f‖L2vL2ω .
Thus the proof of Lemma 10.16 is completed. 
Now we show
Proposition 10.18. For ǫ = 1− 2p , there holds
‖µǫv− 12 /∇/Pµ log a‖L2µL∞v L2x + ‖µǫ /∇
2
/Pµ log a‖L2vl2µL2x + ‖µǫv−1 /∇/Pµ log a‖l2µL2vL2x . λ−
1
2 .
To prove Proposition 10.18, let us make bootstrap assumption that
(10.92) |a− 1| ≤ λ−ǫ0
and
(10.93) ‖v /∇a‖L∞v Lpω + ‖vθˆ‖L∞v Lpω ≤ 1.
We will improve it to
(10.94) |a− 1| . λ−4ǫ0
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(10.95) ‖v /∇a‖L∞v Lpω + ‖vθˆ‖L∞v Lpω . λ−4ǫ0 .
which are contained in Proposition 10.20 and Proposition 10.21.
In view of (10.24), we can apply Proposition 10.17 to Ψ = log a with
F = a2E− (a2 − 1) /∆ log a− | /∇a|2,
where E has been defined in (10.25). We will prove the following result for F .
Lemma 10.19. For ǫ = 1− 2p ,
‖vF‖L2vL2ω + ‖µǫ /EµF‖L2vl2µL2x . λ−
1
2 .(10.96)
The inequality in Proposition 10.18 follows immediately in view of (10.65), Lemma 10.19 and
Proposition 10.17.
Proof. In view of (10.25), by using (10.14) and (10.49) we can derive
‖vE‖L2vL2ω . ‖RNN , N(trk, V4)‖L2vL2x + ‖v
1
2 (θˆ, π)‖2L4vL4ω + ‖π‖L2vL2ω . λ
− 12 .
Hence the first inequality (10.96) follows by using (10.36). We prove the second one by showing
‖µǫ /EµF1‖l2µL2vL2x . λ−ǫ0‖µǫ /∇
2
/Pµ log a‖l2µL2vL2x ,(10.97)
‖µǫ /Eµ(| /∇a|2)‖l2µL2vL2x . λ−
1
2 ,(10.98)
‖µǫ /Eµ(a2E)‖l2µL2vL2x . λ−
1
2 ,(10.99)
where F1 = (a2 − 1) /∆log a.
We apply (10.77) to f = a2 − 1 and G = /∆ log a to obtain that
(10.100) ‖µǫ /EµF1‖l2µL2vL2x .
(‖v /∇(a2 − 1)‖L∞v L2ω + ‖a2 − 1‖L∞) ‖µǫ /Eµ /∆ log a‖l2µL2vL2x .
By (10.36) and (10.92), we have
‖v /∇(a2 − 1)‖L∞v L2ω + ‖a2 − 1‖L∞ . λ−ǫ0 .
By using (10.65), we derive from (10.100) that
(10.101) ‖µǫ /EµF1‖l2µL2vL2x . λ−ǫ0‖µǫ /Eµ /∆ log a‖l2µL2vL2x . λ−ǫ0‖µǫ /Pµ /∆ log a‖l2µL2vL2x .
By using [ /∆, /Pµ] = 0, we obtain (10.97).
We now consider (10.98) by applying (10.79) to F = /∇a,
(10.102) ‖µǫ /Eµ(| /∇a|2)v‖l2µL2vL2ω . ‖v /∇a‖L∞v Lpω‖ /∇a, v /∇a‖L2vL2ω . λ−
1
2
where we employed (10.27), Lemma 10.6 and (10.93). Thus we proved (10.98).
Next we prove (10.99). Let us first write E = Fˇ + 2va (V4 − trk). By finite band property,
(10.14) and (10.36)∥∥∥µǫ /Eµ (av (V4 − trk))∥∥∥l2µL2vL2x
. ‖ /∇(a(V4 − trk))‖L2vL2x . ‖ /∇a · π‖L2vL2x + ‖ /∇π‖L2vL2x . λ−
1
2 .(10.103)
Similar to (10.101),
‖µǫ /Eµ
(
(a2 − 1)Fˇ ) ‖l2µL2vL2x . λ−ǫ0 · ‖µǫ /EµFˇ‖l2µL2vL2x .(10.104)
(10.99) will follow by combining (10.103), (10.104) with the following result.
‖µǫ /EµFˇ‖l2µL2vL2x . λ−
1
2 .(10.105)
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To see (10.105), we first derive with p = 21−ǫ , by using (10.79),
‖µǫ /Eµ(|θˆ|2, (V4 − trk)2)v‖l2µL2vL2ω
. ‖v(θˆ, trk, V4)‖L∞v Lpω‖ /∇θˆ, v−1θˆ, /∇trk, /∇V4‖L2vL2x . λ−
1
2 ,
where we employed (10.93), Proposition 10.9 and Lemma 10.2 for deriving the last inequality. It
only remains to show
‖µǫ /EµRNN‖l2µL2vL2x + ‖µǫ /Eµ(∇N (trk, V4))‖l2µL2vL2x . λ−
1
2 .(10.106)
Indeed, with f(φ) being products of the factors among {g(i)(φ), i = 0, 1, 2}
RNN = N
mNnRmn(g) = N
mNn · f(φ) · (∂2φ+ (∂φ)2)
we write symbolically that
(10.107) RNN = (f ·N) · ∂2φ+ (f ·N)(∂φ)2.
By using (10.77), (10.13) and (10.83),
‖µǫ /Eµ
(
(f ·N)∂2φ) ‖l2µL2vL2x + ‖µǫ /Eµ ((f ·N)(∂φ)2) ‖l2µL2vL2x(10.108)
.
(‖ /∇(f ·N)‖L∞v L2x + ‖f ·N‖L∞v L∞x ) (‖µǫ /Eµ(∂2φ)‖l2µL2vL2x + ‖µǫ /Eµ ((∂φ)2) ‖l2µL2vL2x)
. λ−
1
2
where we used /∇N = θ, (10.11) and (10.49). Thus the estimate for RNN in (10.106) is proved.
Note that with Πmm′ = δ
m
m′ −Nm′Nm
∇N trk = N i∇i(kmnΠmm′Πνn′gm
′n′) = N iΠmm′Π
n
n′g
m′n′∇ikmn +N ikmn∇i(Πµµ′Πνν′gm
′n′).
Also in view of Lµ = Nµ + Tµ and ∇N (V4) = N i∇iVµLµ + N iVµ∇iLµ, we have the symbolic
identity
∇N (V4),∇N trk = (N i · f)(∂∂φ) + f · (∂φ)2 ·N i + f · ∂φ · ∇NN.(10.109)
The first two terms can be treated as (10.108). We treat the last term in (10.109) by using
(10.78), (4.11) and (10.93)
‖µǫ /Eµ(f∂φ · ∇NN)‖l2µL2vL2x
. ‖ /∇(f∂φ)‖L2vL2x‖v∇NN‖L∞Lpω + ‖ /∇
2
log a, v−1 /∇ log a‖L2vL2x‖v∂φ‖L∞v Lpω . λ−
1
2 ,
where we also used (10.13), (10.27) and (10.36) to derive the last inequality. Thus the proof of
(10.106) is complete. 
Finally, we need to improve the assumptions (10.92), (10.93) to (10.94) and (10.95), which are
contained in Proposition 10.21 and the following result.
Proposition 10.20. There hold for the lapse function of the v-foliation that
(10.110) ‖v 12 /∇a‖L∞v Lpω + ‖ /∇a, v /∇
2
a‖L2vLpω . λ−
1
2
|a− 1| . λ−4ǫ0 , ‖v− 12 (a− 1)‖L∞ + ‖ /∇ log a‖L2vL∞x . λ−
1
2 .(10.111)
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Indeed, in view of Lemma 10.12 and (10.65),
(10.112) ‖ /∇ log a‖Lpω . ‖µǫ /Eµ /∇ log a‖l2µL2ω ≈ ‖µǫ /Pµ /∇ log a‖l2µL2ω
Applying the Littlewood-Paley decomposition /P ℓ such that
∑
/P
2
ℓ = Id, followed with using
Lemma 10.13 and Minkowski inequality, we obtain
v
1
2 ‖ /∇ log a‖Lpω . ‖v
1
2µǫ /∇/Pµ log a‖l2µL∞v L2ω + ‖v
1
2 /∇ log a‖L∞v L2ω
Using Proposition 10.18 and Lemma 10.6, we can obtain the first inequality in (10.110).
By (10.47), Lemma 10.12, we deduce that
‖v /∇2 log a‖L2vLpω . ‖µǫ /Eµ /∆ log a‖l2µl2vL2x . ‖µǫ /Pµ /∆ log a‖l2µL2vL2ω . λ−
1
2
where we employed (10.65) and Proposition 10.18.
Using (10.27), (10.36) and (5.36), we obtain ‖ /∇a‖L2vLpω . λ−
1
2 . Hence, we get (10.110). The
last inequality of (10.111) follows from (10.110) and (10.27) by using (5.37).
By (5.37), (10.110) and (10.28),
‖v− 12 (a− 1)‖L∞ . ‖v 12 /∇a‖L∞v Lpω + ‖v−
1
2 (a− 1)‖L∞v L2ω . λ−
1
2
This gives
(10.113) |a− 1| . λ− 12 v 12∗ . λ−4ǫ0 ≤ 1
4
.
Hence we finish the proof of (10.111) and the first inequality in (4.18).
Next we give improved estimates on θˆ including the one in (4.18).
Proposition 10.21. For 2p = 1− ǫ, there hold
(10.114) ‖v 12 θˆ‖L∞v Lpω . λ−
1
2 ,
(10.115) ‖v( /∇θˆ, /∇trθ)‖L2vLpω . λ−
1
2 , ‖θˆ‖L2vL∞x . λ−
1
2 .
Proof. Recall from (10.50) that
(10.116) ‖v 12 θˆ‖LpωL∞v . ‖v /∇
2
a‖LpωL2v + ‖vRˆAB‖LpωL2v
by using (10.110) and (10.14),
‖v 12 θˆ‖LpωL∞v . λ−
1
2 .
Now we consider (10.115). By using (10.1), (10.14) and (10.110) we obtain
‖v /∇trθ‖L2vLpω . ‖ /∇a‖L2vLpω + ‖v /∇(trk, V4)‖L2vLpω . λ−
1
2 .
Hence, by (10.3), (10.46) and (10.14)
‖v /∇θˆ‖L2vLpω . ‖v /∇trθ‖L2vLpω + ‖vRNA‖L2vLpω . λ−
1
2 .
The last inequality of (10.115) follows from the above estimate, (10.114) and (5.37). 
We can replace χ by θ, and 1t−u by
1
v in the proof for (5.13). By using Proposition 10.21 and
(10.9), we derive
|◦γ − γ(0)|+ ‖∂(◦γ − γ(0))‖Lpω(Sv) . λ−4ǫ0
which improves (10.8).
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Finally, we prove (4.21). In view of (10.10), ∂vϕ = atrθ − 2v . Also using (10.38), we obtain
the transport equation
(10.117) ∂v /∇ϕ+ atrθ
2
/∇ϕ = −aθˆ · /∇ϕ+ /∇(atrθ − 2
v
).
Using (10.115), (10.14) and (10.9), applying to (10.117) an argument similar as Lemma 5.11, we
can obtain
‖r˜ 12 /∇ϕ‖L∞v Lpω . ‖v /∇G‖LpωL2v . ‖v /∇a · π‖L2vLpω + ‖v /∇π‖L2vLpω . λ−
1
2 .
To derive the last inequality, we employed (10.14) and (10.36). Thus we complete the proof of
Proposition 4.3.
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