We compare three dynamo solutions incorporating laterally varying boundary heat flux with paleomagnetic models and data. The boundary condition is defined by the D seismic shear-wave velocity and the three solutions have boundary anomalies with different amplitudes. The generated fields appear to divide into a stationary, boundary-locked part and a time-varying part with persistent centres of activity. Both parts contribute to the time average. A very long averaging time can be needed for nearly-locked solutions, but a rough time average that remains within the threshold set by the accuracy of paleomagnetic data is achieved in a few diffusion times. The locked part dominates for larger amplitude boundary anomalies. In previous work the locked field was shown to have strong similarities with the modern geomagnetic field. Previous dynamo solutions that were not locked to the boundary show similarities with our solutions with weak boundary forcing. The axisymmetric time average has small g 0 2 and larger g 0 3 components and peaks in inclination anomaly in high latitudes (associated with the locked field) and low latitudes (associated with the time average of the time-varying fields). The non-axisymmetric time average displays a striking longitudinal variation in inclination anomaly, with a large negative anomaly in the Pacific region in agreement with observations. None of the dominant geomagnetic coefficients are axisymmetric and g 0 2 negligible in all three models. Secular variation is concentrated in equatorial latitudes, as in some recent paleomagnetic models. The locked field agrees with the inclination difference found between Hawai'i and Réunion, in agreement with paleomagnetic averages. The locked field agrees with the paleomagnetic time average rather better than the fields with less boundary variations. We conclude that, because the locked field agrees with the modern field as well as some aspects of the long-term time average, the geomagnetic field spends a considerable time in the present four-lobe configuration: it is not a coincidence that the present field resembles the time average. Longitudinal variations are likely to be at least as important as latitudinal variations in the paleomagnetic time average. This presents a challenge for dynamo theory, since a move to more geophysically realistic parameters would appear to destroy the locked solutions.
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Introduction
Lower mantle convection takes place on timescales much longer than those associated with core convection and is subjected to a uniform lower boundary temperature. The outer core is therefore subjected to an imposed laterally varying heat flux on its upper boundary. It is then inevitable that the outer core is influenced by the overlying mantle; the only question is whether the mantle's influence is detectable in observations. In this paper we compare dynamo simulations incorporating laterally varying heat flux boundary conditions with paleomagnetic data to ascertain whether observational data contain a signature of thermal mantle control.
There is now a body of observational evidence pointing towards core-mantle coupling: four 'lobes' of intense magnetic flux, symmetrically displaced about the equator at high latitudes, are observed in historical (Bloxham and Gubbins, 1985; Jackson et al., 2000) and paleomagnetic (Kelly and Gubbins, 1997; Korte and Constable, 2005) models; sediment (Laj et al., 1991) and lava (Love, 1998) data indicate that paths traversed by virtual geomagnetic poles (VGPs) during geomagnetic reversals appear to prefer one of two longitudes; and secular variation in the Pacific hemisphere appears persistently low (Doell and Cox, 1972; Johnson and Constable, 1998) . These observations indicate departures from spherical symmetry, which can only be caused by boundary inhomogeneities.
A heat flux map of the core-mantle boundary (CMB) may be derived by using seismic shear-wave velocity as a proxy for heat flux. This assumes that variations in seismic shear-wave velocity are due to temperature (rather than compositional) variations in the lower mantle boundary layer, and because the CMB is isothermal, such temperature differences generate lateral variations in heat flux conducted through the lower mantle boundary layer. We use the seismic shear-wave model of Masters et al. (1996) ; it comprises a spherical harmonic map of heat flux at the CMB out to degree 12 and contains a large term of harmonic degree and order 2. We are therefore testing two hypotheses: (1) that D seismic anomalies are correlated with temperature and (2) that CMB heat flux variations create a detectable paleomagnetic signal.
Many previous studies have incorporated inhomogeneous core-mantle coupling derived from seismic tomography (e.g. Glatzmaier et al., 1999; Kutzner and Christensen, 2004; Aubert et al., 2007; Christensen and Olson, 2003) . Using a 2.5D model, Sarson et al. (1997) found nearly steady dynamos with flux lobes lying over regions of high heat flux, consistent with studies of locking of thermal convection to boundary heterogeneities (Zhang and Gubbins, 1993) . The dynamically self-consistent models of Bloxham (2002) supported this. Bloxham (2000) , also using the tomographic model of Masters et al. (1996) , was able to match numerical and observed magnitudes of secular variation (SV). He found a rapid increase in SV near the equator but no average difference in SV between the Pacific and Atlantic hemispheres. Olson and Christensen (2002) used a variety of inhomogeneous boundary conditions to investigate time-averaged properties of simulated magnetic fields. Their results for the tomographic boundary condition are closest to the results reported here and we discuss these at length in Section 4.
The above examples generally produced magnetic fields that varied too rapidly in time to allow direct correlation with the observed geomagnetic field. Gubbins et al. (2007) (see also Willis et al., 2007) were the first to produce dynamos with fields that lock to the CMB thermal anomalies for many magnetic diffusion times. The striking similarities between their solutions and the historical field encouraged us to make comparisons with paleomagnetic data. We make comparisons with the time-averaged paleomagnetic field, paleosecular variation (PSV), and paleomagnetic data from Hawai'i and Réunion Island. This paper is organised as follows. In Section 2 we discuss the dynamo solutions of Gubbins et al. (2007) , time averaging, and limitations imposed by the choices of input parameters. Results for the time-averaged field and PSV data are reported in Section 3 along with a comparison to data from Hawai'i and Réunion Island. Discussion and conclusions are presented in Section 4.
Method
We use the magnetic fields generated by the three dynamo models reported in Gubbins et al. (2007) and in further detail by Willis et al. (2007) . These solutions were found by timestepping the equations of momentum, heat, and magnetic induction using a pseudospectral code. The fluid is contained in a rotating spherical shell with aspect ratio 0.35. The temperature is fixed on the lower boundary; on the outer boundary the heat flux is prescribed to be proportional to the seismic shear-wave velocity of the lowermost mantle in the tomographic model of Masters et al. (1996) . Rigid velocity boundary conditions are used and the inner core is conducting but not free to rotate.
The governing non-dimensional equations depend on˛the thermal expansion coefficient, g the acceleration due to gravity,˝t he spin rate,ˇthe mean temperature gradient imposed at the core surface, Ä the thermal diffusivity, the kinematic viscosity, Á the magnetic diffusivity, and d the shell width. These are combined into five non-dimensional parameters whose numerical values were chosen to favour locked solutions with strong correlations between the generated field and boundary anomalies:
• Ekman number, the ratio of viscous and Coriolis forces, E = /2˝d 2 = 1.2 × 10 −4 , was set low enough for the dynamics to be dominated by rotation (as in the real Earth) but large enough to allow computations to be completed in a reasonable amount of time.
• Prandtl number, the ratio of kinematic viscosity and thermal diffusion, Pr = /Ä = 1, is kept large enough to retain the desired magnetostrophic balance in which inertia plays a secondary role.
• Rayleigh number, measuring the strength of the buoyancy force, Ra = g˛ˇd 5 /Ä = 1.5R c , where R c is the critical Rayleigh number for the onset of non-magnetic convection with homogeneous boundary conditions. Ra is kept low so as to obtain solutions that were as steady as possible.
• Roberts number, the ratio of thermal and magnetic diffusion, q = Ä/Á = 10, must be kept large (given choices already made for the other parameters) for dynamo action to occur.
• Horizontal Rayleigh number, Ra H , measuring the strength of lateral variations in heat flux through the lower mantle boundary layer. The parameter = Ra H /Ra measures the peak-to-peak variation of heat flux on the boundary relative to the average heat flux leaving the core.
Sets of synthetic geomagnetic coefficients {g m l , h m l } are computed at each time point for comparison with data. This paper is restricted to exploring the effects of changing , the amplitude of lateral surface heating, for fixed vertical heating.
Here we use three solutions for = 0.3, 0.6 and 0.9 in order to assess the influence of boundary variations. These solutions have time averages showing one remarkable property: their generated magnetic fields on the outer surface tend to concentrate in four main lobes in similar locations to those of the historical geomagnetic field. When boundary variations are strong ( = 0.9) the field is almost stationary and the lobes lie within about 5 • of the corresponding locations on the surface of the Earth's core. No dynamo action occurs for = 0 or much above 1, so we cannot compare our results with those for homogeneous boundary conditions and we cannot lock the solutions more tightly to the boundary. A similar problem was encountered by Olson and Christensen (2002) in a related study.
The surface field for the = 0.9 solution is nearly stationary with four dominant high latitude concentrations of flux. The time dependence is dominated by small movements of these lobes and the occasional appearance of "clover-leaf" patterns of flux near two equatorial centres at longitudes = ±90 • that sometimes detach and drift west. In the = 0.6 solution the main lobes are intermittent and more mobile, particularly the western pair, and the equatorial patches drift more readily. In the = 0.3 solution the main lobes are less stable still and the equatorial region more active.
The whole group of solutions are characterised by a locked part, revealed most clearly in the = 0.9 solution, and a time-varying part with persistent centres of activity, most notably beneath Indonesia and Central America, with westward drift of flux patches between these centres. The behaviour of the main lobes at high latitudes appears to be independent of the behaviour at low latitudes. The persistent nature of the low latitude centres of activity means that they contribute to a time average, and we might therefore be able to separate it from the locked part by comparing time averages at different values of . Some of the parameters are far from the values thought to be correct for the Earth, but the same is true for all numerical geodynamo models (except perhaps for the large Roberts number, a limitation that might be removed in future work by changing the buoyancy profile; Sreenivasan and Gubbins, 2008) . This means we must be cautious in what we compare with observation.
First, we have done nothing to force the overall magnetic field strength to match that of the Earth; we should not therefore expect the absolute intensity to be right. We could adjust Ra to improve this, but it would take us out of the locked regime and perhaps even out of the magnetostrophic regime thought to hold in the Earth's core. The field intensity decreases as increases because the stronger lateral variations in surface heat flux tend to concentrate downwelling and focus magnetic flux into smaller features, which attenuate strongly when upward continued to the Earth's surface. This is not an effect we could hope to detect with paleomagnetic data. Secondly, E is too large, which is likely to affect the short-term SV in particular.
This leaves the geographical morphology of the time-averaged field and long-term SV. The spectacular correspondence of the four main lobes of the locked fields and those of the historical geomagnetic field reported in Gubbins et al. (2007) encourage us to make comparisons with paleomagnetic data. We also make comparison with PSV data; again we do not expect to have successfully modelled the amplitude of the PSV because the solutions are tightly locked to the boundary, we are interested only in geographical variations.
We obtain time averages from the models by simple time integration. Inspection of the plots of averaged inclination, intensity, and their standard deviations suggests the sufficient averaging time decreases with : ave = 5.0, 4.0, 1.5 for = 0.3, 0.6, 0.9. We attempted to verify this by plotting the time-integral of the surface energy:
and its time derivative as functions of time ( Fig. 1 ). Separate averaging times are required for secular variation because there is no reason to suppose they are the same as for main field. A decrease in averaging time with seems reasonable because models with a higher are more tightly locked to the boundary and therefore have less time dependence, but this argument is naïve. Consider the simple case of locked non-magnetic convection with temperature boundary conditions studied by Zhang and Gubbins (1993) . For homogeneous boundary conditions the convection takes the form of a few rolls drifting steadily in azimuth; the flow is periodic in time and stationary in a co-rotating frame of reference. The flow continues to be periodic in time after lateral variations of temperature are imposed on the boundary but the drift rate becomes uneven, slowing down when a rising limb of a convection roll falls beneath a hot part of the boundary and speeding up when it falls beneath a cold part of the boundary. As boundary variations ( ) are increased further, the flow becomes stationary, locked into a position with rising limbs beneath hot boundary, the most favourable configuration for convection. The bifurcation between the stable locked solution and the unevenly drifting solution is a saddle node and the instability sets in as a wave of infinite period.
The averaging time required for this flow is exactly one period of the periodic solutions. At = 0 this is the time for one roll to pass a point on the boundary; for > 0 uneven drifting may increase or decrease the period but eventually it must increase it because the flow spends more time close to the stable, locked, position. Finally, as the saddle point is approached, the averaging time goes to infinity: then, as the critical value of is passed and the flow becomes steady, the averaging time falls abruptly to zero! This shows that even simple regimes exist where larger boundary anomalies cause larger averaging times.
Unfortunately no dynamos are known that exhibit such simple behaviour, but even in our more complex, "locked", dynamos it is possible for the flow to "hang up" on a boundary anomaly for a time. The solutions for = 0.3 and 0.6 both have quite long intervals when four main lobes appear, followed by intervals when the field is rather chaotic. The field can be in quite different configurations each time it "hangs up". Behaviour like this is responsible for the rise between t = 4 and 5 seen for = 0.3 in Fig. 1 . We cannot therefore assume a short averaging time for these dynamos, and even 10 diffusion times may not be long enough to produce a good time average. For the practical purposes of this paper, comparison with paleomagnetic data, an average over the entire run of about 10 diffusion times is satisfactory because the plots and numerical values we use are changing by less than the errors in the data.
A further problem arises when interpreting any dimensionless time in terms of real times because of the compromised choice of parameters. The relevant intrinsic physical timescales are those of magnetic diffusion and advection. We choose Á = 1.6 m 2 s −1 as typical for the core, which gives a diffusion time Á = d 2 /Á = 100 kyr, the same for all models. The more usual measure of the diffusion time is that for a dipole field to fall by a factor e: here dip = c 2 / 2 Á = 25 kyr, where c is the core radius. The advection time is v = d/ , where is the mean velocity calculated from the kinetic energy, = √ 2K.E. This gives v = 200 yr. The corresponding magnetic Reynolds number is R m = 500. The flow is dominated by the toroidal component, the poloidal part comprising only 20% of the total kinetic energy. The rise time is therefore approximately √ 5 v and the overturn time, the time taken for a fluid particle to traverse the core and return to its original position, the usual measure of advection, is twice the rise time, or about 1000 yr. These are all reasonable geophysical numbers. The only unfortunate consequence of fixing Á first is that the combination of q = 10, Pr = 1, E = 1.2 × 10 −4 requires 2 /˝= 15 yr: the day in this model is 15 yr long. This problem is common to all numerical geodynamo solutions to some extent.
This dimensionalisation gives averaging times for our three models of 150, 400 and 500 kyr, much longer than the advection time, but even these long times do not produce a completely stationary solution: integration of well over 1 Myr might be needed for this. All time averages used in this paper are for more than 10 magnetic diffusion times. Carlut et al. (1999) found that at least 10 kyr is needed to extract the mean field if the recent field is representative of the past. Merrill and McFadden (2003) reviewed the subject and endorse the (seemingly unwritten) idea that 5 Myr is an adequate period to obtain the true average field. We do not believe too much should be read into the averaging times for the three dynamo models used in this paper; a more thorough study of the effect on determining paleomagnetic poles from a larger class of dynamo models is required.
Most analyses of paleomagnetic data have concentrated on the axisymmetric time average, and we deal with this first. We check for departures from the geocentric axial dipole (GAD), equatorial symmetry, and influence of the tangent cylinder. The morphology of the 3D time-averaged field is explored by plotting the inclination anomaly I = I − I D , where I is the measured inclination and I D the dipole inclination, relative total field anomaly F = F − F D , where F D is the dipole intensity and F is the intensity of the field normalised by g 0 1 , and declination D. We also examine relative sizes of geomagnetic coefficients out to degree 4. PSV is estimated by calculating the standard deviations of I, D, and F, and the VGP scatter function defined in the usual way as
where i is the angular distance between the ith VGP and the mean VGP position. A dynamo model for the entire field gives us the luxury of comparing predictions at specific sites with observations at those sites, and we focus on Hawai'i and Réunion using the recent study of Love and Constable (2003) . Fig. 2 shows the axisymmetric inclination anomaly as a function of latitude Â for the three cases = 0.3, 0.6, 0.9. All three curves show two pairs of maxima and minima, one at high latitude and one at low latitude. The high latitude extrema are most prominent in the locked solution with = 0.9; the low latitude extrema are larger for the weakly locked = 0.3 and 0.6 solutions.
Results

Axisymmetric field
It would seem that the high latitude extrema in Fig. 2 are associated with the main lobes of the locked field and those at low latitude are associated with the time-averaged secular variation around the equator. The main lobes dominate at = 0.9, the locked solution, because they persist and the secular variation is relatively small. The SV events dominate the = 0.6 and 0.3 solutions, which explains the larger low-latitude extrema in Fig. 2 . Non-dipole intensities (Fig. 2) are very small except near the poles. This is the effect of weak flux within the tangent cylinder. The anomalies elsewhere are less than 10% and it would therefore be difficult to detect with paleointensity data, a single site measurement having an error of 10% or more. Table 1 gives the numerical values of the first three axisymmetric geomagnetic coefficients. Dimensional values of g 0 1 are geophysically reasonable but we attach little significance to this. Relative quadrupole terms G 0 2 are all significantly smaller than paleomagnetic estimates and are the opposite sign (cf. Merrill et al., 1996) . Octupole components are comparable with, or larger than, the corresponding quadrupole component. A similar result was found by Olson and Christensen (2002) ; the preference of these dynamo models for octupole fields may reflect a high degree of equatorial symmetry. Fig. 3 shows the time-averaged intensity anomaly, inclination anomaly and declination for the three values of . There are considerable and surprising variations with . We attribute the differences to the separate time-varying and locked contributions in each solution. The solution for = 0.9 is dominated by the locked field and its four main lobes, which give the highs in intensity and four blue-red pairs in declination. Solutions for = 0.3 and 0.6 are strongly influenced by equatorial time-dependent activity on the CMB as well as smoothing of the four main lobes caused by drift and intermittency. This leaves just two blue-red pairs in the declination plot and a dominant low equatorial ring in intensity. The inclination maps are also smeared out in longitude.
Nonaxisymmetric field
We do not attempt any comparisons of the intensity anomalies with data because the anomalies are too weak and paleointensity measurements too inaccurate for any comparison to be meaningful. The inclination anomalies, on the other hand, are large compared with the error in a single paleomagnetic measurement. The peak anomalies are ±8 • , easily detectable by paleomagnetism. The plot for = 0.9 in Fig. 3 shows a large negative anomaly in the Pacific Table 1 Leading axisymmetric geomagnetic coefficients in units of nT and ratios of individual region and a large positive anomaly under southern Africa and the south Atlantic. This reflects the slight displacement of the four main lobes towards the Pacific hemisphere: they are not symmetrically placed in longitude but are separated by about 190 • . The most striking thing about the plot is the enormous variation in longitude, which is greater than the variation in latitude.
These inclination anomalies do not appear in the historical field but several paleomagnetic studies support the idea of a negative inclination anomaly in the Pacific; it appears in the 3 kyr model of Constable et al. (2000) and the 7 kyr model of Korte and Constable (2005) , although the dynamo prediction is weaker (∼ 6 • compared to ∼ 10 • for Korte and Constable, 2005) . Negative inclinations have also been reported in more recent studies (Elmaleh et al., 2001; Herrero-Bervera and Valet, 2003) . Constable et al. (2000) find a positive anomaly in the south African region, displaced eastward to that of our dynamo model. The fits to observations of the = 0.3 and 0.6 solutions are much less convincing.
Declination maps (Fig. 3) show lobe-like formations emanating from polar regions, which are visible in the archaeomagnetic and, to a lesser extent, historical models (Korte and Constable, 2005; Jackson et al., 2000) . However, the overall morphology of the maps is very different, and the historical and archaeomagnetic maps differ significantly from each other, so it is difficult to draw significant conclusions from declination. The = 0.9 solution has four pairs of lobes in each hemisphere, reflecting the four lobes of the locked field, while = 0.3 and 0.6 solutions have only two pairs.
It is also instructive to look at the low-order relative geomagnetic coefficients (Fig. 4) . The non-dipole and non-axisymmetric terms increase with , as expected because the boundary condition places a longitudinal preference on the solution. are not the largest in any of the cases, the quadrupole term being insignificant in all three models.
An anonymous reviewer has queried the small values of G 0 2 in Fig. 4 , indicating that the value of G 0 2 over the past 5 Myr is believed to be better constrained than the values of the nonaxisymmetric coefficients, which are large in our models. Most of these studies have only considered axisymmetric coefficients in their time-averaged field models and hence have not constrained the non-axisymmetric harmonics. When non-axisymmetric fields are included they tend to be significant, as in the time-averaged field models of Kelly and Gubbins (1997) and Johnson and Constable (1995) . This issue is discussed further in Gubbins (1998) . G 0 2 also displays substantial variability in historical field models, changing sign in the model of Jackson et al. (2000) (see Jackson and Finlay, 2007) .
The largest non-axisymmetric terms for the = 0.9 model are G harmonic features in PSV models (e.g. Gubbins and Kelly, 1995) and its appearance for the low models may be another indication of the influence of persistent SV on the time-averaged field. Fig. 5 shows the standard deviations of F, F , and I, I , measures of the time variations in the model. Plots of D , the standard deviation of declination, are not informative as they are dominated by the increase towards the poles caused by the singularities there. The intensity plots are surprisingly similar to their time-averaged counterparts in Fig. 3 , suggesting the main time variations are pulsations of the four main lobes with little movement. The inclination plots have large positive anomalies round the equator for all three models, showing that SV is dominated by the westward-drifting anomalies that are seen shedding from two equatorial centres on the CMB near the downwelling limbs. Increasing decreases the anomalies, particularly beneath the swath between Indonesia and the south Atlantic. These models do not show any evidence of low SV in the Pacific. There is a clear similarity in the form of I between our models and that of Constable et al. (2000) . The = 0.3 solution displays three foci, which are also visible in the Constable et al. (2000) model, albeit with a phase difference. The large degree of variation in the Pacific for all models is also in agreement with Constable et al. (2000) . Fig. 6 shows the VGP scatter as a function of latitude for the three values of . The function is strongly symmetric about the equator. Many paleomagnetic studies have assumed this despite a lack of southern hemisphere coverage (e.g. Merrill et al., 1996) . Although the modern field is strongly asymmetric about the equator, this is a recent event associated with the reversal of flux in parts of the southern hemisphere; prior to AD1800 the historical model of Jackson et al. (2000) gives a symmetric VGP scatter function. For all the models S 2 increases towards the poles, as it does for the Earth. This is surprising because the maps of standard deviation show strongest SV in low latitudes (Fig. 5) ; the rise with latitude would seem to be a result of the VGP transformation rather than a real measure of increased SV. The VGP scatter in the models is substantially smaller than that obtained from paleomagnetic data (e.g. McFadden et al., 1988 McFadden et al., , 1991 . This is probably because the models are tightly locked and therefore have relatively weak SV.
Paleosecular variation
Comparison with Réunion and Hawai'i
Finally we make a comparison between these dynamo models and data from the volcanic islands of Hawai'i and Réunion using the recent comprehensive study of Love and Constable (2003) . These two sites were chosen because they have almost exactly opposite latitudes and could therefore be used to detect departures from equatorial symmetry, assuming no persistent variation with longitude. Tables 2 and 3 display time-averaged directional data for Hawai'i and Réunion Island for the three values of and the observed means from Love and Constable (2003) . The Hawai'ian table shows a clear decrease (increase) in time-averaged inclination (declination) with increasing . Decreasing inclination corresponds to the emergence of a large negative inclination anomaly in the region (see Fig. 3 ). Growth of D is probably because of the increased amplitude of non-zonal harmonics as increases. The results for = 0.9 are the closest to the observations; data for = 0.3 and 0.6 do not provide a good fit.
The picture changes for Réunion, however, with no systematic change in I or D as changes. There is a large shift between = 0.6 and 0.9, with D decreasing by 5.1 • and I increasing by 3.9 • . The shift in I occurs because of the large positive inclination anomaly in the = 0.9 solution. Again, a large value of D for = 0.9 is due to the greater amplitude of non-zonal terms. The = 0.6 solution gives the closest match to the observed Réunion data. Love and Constable (2003) draw attention to the large difference (9 • ) in inclination between the two sites. For our dynamo models the difference in mean inclination is 3.56 • for = 0.6 and 2.96 • for = 0.9. The inclination plot in Fig. 3 shows that the difference in inclination for the model is caused by the large positive anomaly centered on southern Africa and the negative anomaly in the Pacific, but Réunion lies close to the edge of the big positive anomaly and a small displacement in longitude, as is achieved by changing some of the other dynamo parameters, would make a big difference to the predicted inclination. We conclude that differences between the sites are more likely to result from longitudinal variations in I than any equatorial asymmetry.
There are also clear differences in D between the two sites. Values of D in Table 2 do not differ significantly between Hawai'i and Réunion, whereas Love and Constable (2003) find the histogram for D in Hawai'i to be significantly narrower than a Gaussian. This suggests weak SV in the Pacific data; the dynamo models do not show weak SV. Fig. 7 shows histograms of I and D for Hawai'i and Réunion with the best-fitting Gaussian probability density functions. The inclination and declination data are well fit by a Gaussian while the intensity data shows a worse fit. 
Summary, discussion and conclusions
We have compared dynamo solutions with paleomagnetic data. We only vary the parameter that determines the strength of the boundary heterogeneity and are therefore only testing the effect of the boundary conditions. We are also testing the hypothesis that lower mantle shear-wave anomalies are caused by temperature rather than composition. We have argued that the dynamogenerated fields can be separated into two parts, a locked part that is relatively stationary and a time-varying part with persistent centres of activity that give it a non-zero time average: both contribute to the time average. Increasing the boundary heterogeneity leads to stronger locked fields relative to time-varying fields. The (2003) is also included. = 0.9 provides the closest fit to the observations.
Table 3
Time-averaged directional data at Réunion for each of the three models (2003) is also included. = 0.6 provides the closest match to the data.
time averages are dependent on to a surprising degree, which we attribute to variations in the proportions of locked and time-varying contributions to the field. The averaging time required to produce a rough time average, one where further changes are below the threshold set by paleomagnetic data, can be fairly short, 150-500 kyr or 1.5-5 magnetic diffusion times; this averaging time decreases with because the boundary inhomogeneities reduce the time-varying part of the field. However, the averaging time to produce an accurate time average can be much longer, over 1 Myr or 10 diffusion times, because the boundary anomalies can cause the field to "hang up" for significant lengths of time before switching into a new interval of rapid change. It cannot therefore be argued that averaging times will always decrease with , although they do here. Paleomagnetic data can be used to estimate the time to achieve a rough time average, but inaccuracies in the data mean that they cannot be used to determine the time for an accurate time average and therefore probably cannot detect boundary control of the field.
Axisymmetric time averages are dominated by peaks and troughs in inclination anomaly at high and low latitudes, the former The full time average is dominated by non-axisymmetric geomagnetic coefficients, the largest being G 2 3 , G 1 2 and G 1 1 in the locked = 0.9 solution. The inclination anomaly for the locked solution shows dramatic ±8 • variation in longitude; it gives a strong negative anomaly in the Pacific in agreement with observation. The same model predicts a difference in inclination between Hawai'i and Réunion that agrees with observation but no difference in declination. Lower values of do not give good agreement with observation. Secular variation in the models is high in equatorial latitudes, in agreement with the observational model of Korte and Constable (2005) . Secular variation is not low in the Pacific hemisphere.
The closest study to this one is that of Olson and Christensen (2002) , who employed a tomographic boundary condition for some of their solutions. The principal difference is their choice of Roberts number, q = 1 or 2 compared with our 10, and a correspondingly higher Rayleigh number to compensate for the higher diffusivity and provide dynamo action. The magnetic Reynolds numbers of both studies are comparable at R m = 500. Their choice of Ekman numbers brackets ours, and they truncate their tomographic boundary condition at spherical harmonic degree 4 whereas we use the full set to degree 12. Their high Ra leads to more rapidly timevarying solutions. Their time-averaged axisymmetric solutions are dominated by a large and positive G 0 3 and almost zero G 0 2 . This agrees with our = 0.3 and 0.6 solution but there is a striking change with the = 0.9 solution, where G 0 3 changes sign (Table 1 ). This suggests the Olson and Christensen (2002) time average is dominated by the time-varying part of their solution, as with our = 0.3 and 0.6, rather than the locked part, as with our = 0.9, as expected from the high values of Ra employed. Olson and Christensen (2002) also comment on an azimuthal phase shift between the time-averaged field and the boundary heating pattern, and attribute this to the large Ekman number. Our solutions do not show such a shift, and give excellent agreement with the longitudes of the main lobes of the modern field, so we suggest the shift is caused by averaging of secular variation events in their model rather than a shift in the locked field. Our solutions do not show spiralling of the convection rolls; in fact changing the parameters to produce spiralling tends to destroy the dynamo action (B. Sreenivasan, personal communication).
The most striking result of this paper is the strong longitudinal variation in inclination anomaly (Fig. 3) , which is larger than the latitudinal variation. The Island of Réunion lies near the eastern edge of the African positive anomaly; a slight eastward movement of the anomaly would change the predicted inclination significantly, bringing it into line with the observed average of Love and Constable (2003) . Clearly Hawai'i and Réunion are a poor choice of sites to detect north-south asymmetry, since sites that were on the same longitude would have detected, according to this map, asymmetry for Hawai'i's longitude but no asymmetry for Réunion's longitude. Symmetry of the VGP scatter curves gives us confidence in the common paleomagnetic practise of averaging both hemispheres, but the shape of the curve seems a poor way to estimated PSV. First, axisymmetric averaging removes any strong longitudinal variation, and secondly it is biased towards high values at the poles simply by the mathematical transformation.
We conclude that paleomagnetic data adds some additional support for a dynamo controlled by boundary heat flux anomalies, and that those heat flux anomalies are adequately predicted by lower mantle shear-wave velocities. The locked part of the fields agree remarkably well with the more stable part of the modern geomagnetic field, the four main lobes that comprise the dipole, and some aspects of the time-averaged paleomagnetic field. The locked field fits the paleomagnetic data better than the time-averaged timevarying part, suggesting that we should study dynamos with fields that are substantially locked to the boundary rather than time averages of chaotic solutions. Furthermore, the match of the locked solution with the modern field suggests to us that the geomagnetic field spends a great deal of its time in this four-lobe configuration: it is not a coincidence that we live at a time when the field resembles its long-term average. This presents a great challenge to the dynamo theory because any changes to the parameters that would make the model more "geophysically realistic", such as lower E, higher Ra, or lower q, are likely to destroy the locked solution. Lastly, our magnetic fields are dominated by non-axisymmetric terms, so an axisymmetric average will lead to biased results if the geographical data coverage is not longitudinally uniform.
