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Summary
In this thesis we consider various applications the gauge/gravity duality to study
transport in strongly coupled systems. The main content is organized in three parts.
In the first part we investigate the interrelation between dimensionality and strength of
interactions. It is known that the dynamics of systems in Condensed Matter and General
Relativity simplify for high dimensionality. Therefore, in this limit of large dimensionality,
analytic results are usually possible. We study the dependence of the conductivity and
the entanglement entropy on the space-time dimensionality in two different models of
holographic superconductors: one dual to a quantum critical point with spontaneous
symmetry breaking, and the other modeled by a charged scalar that condenses at a
sufficiently low temperature in the presence of a Maxwell field. In the large dimensionality
limit we obtain explicit analytical results for the conductivity at zero temperature and
the entanglement entropy. Our results suggest that, as dimensionality increases, the
condensate interactions become weaker.
In the second part we first investigate the Drude weight and the related Mazur-Suzuki
(MS) bound in a broad variety of strongly coupled field theories with a gravity dual at
nonzero temperature and chemical potential. We show that the MS bound, which in
the context of Condensed Matter provides information on the integrability of the theory,
is saturated in Einstein-Maxwell-dilaton (EMd) and R-charged backgrounds. We then
explore EMd theories with U(1) spontaneous symmetry breaking, and gravity duals of
non-relativistic field theories, in which the MS bound is not saturated. Finally, we study
the effect of a weak breaking of translational symmetry and we show that the MS bound
sets a lower bound on the DC conductivity for a given scattering time.
In the last part, we study asymptotically anti de Sitter Brans-Dicke (BD) backgrounds as
effective models of metals with a varying coupling constant. We show that, for translational
invariant backgrounds, the zero-frequency conductivity (dc conductivity) deviates from
the universal result of EMd models. Once translational symmetry is broken, the shear
viscosity to entropy ratio is always lower than the Kovtun-Son-Starinets bound, in line
with other gravity backgrounds with momentum relaxation. In the BD models studied,
we observed insulating like features in the dc conductivity. However, the module and
argument of the optical conductivity at intermediate frequencies are not consistent with
cuprates experimental results, even assuming several channel of momentum relaxation.
We have also included the research carried out in the first year of the PhD as appendices.
The topics studied in these appendices lie outside the main framework of this thesis and
will not be further discussed.
Aurelio Romero Bermúdez
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1
Introduction and Overview
The study of interactions in many-body systems is arguably the common denominator
of most areas in Physics. This problem also presents great difficulties when exact solutions
are sought, even in classical systems. Indeed, for a large ensemble of particles, interactions
(quantum or otherwise) broaden the system’s phase space so significantly that the system
cannot be handled without the use of approximations which may oversimplify the problem.
Fortunately, in some cases a description that captures the essential features is possible by a
clever identification of the low-energy excited levels. With this identification, typically, the
many-body problem reduces to essentially a one-body problem and, possibly, a perturbative
analysis. A typical example of this computational strategy in Condensed Matter is Landau’s
Fermi liquid theory [1–4].
Landau’s strategy is to establish a one-to-one map between the excited states of a
noninteracting system and a system in which interactions have been turned on adiabatically1
[5–8]. For example, for electrons in three space-dimensional metals, the noninteracting
model used to establish this map is the Sommerfeld Fermi gas [9]. In this description the
ground state consists on a (noninteracting) gas of particles, the Fermi sea, distributed on
states according to a step function with the discontinuity placed at the Fermi wavevector kF ;
the excitations correspond to adding (removing) electrons with a well-defined energy and
momentum above (below) kF . Moreover, in the absence of interactions, these excitations
leave all the particles of the Fermi sea unchanged.
However, if interactions are adiabatically turned on this picture no longer holds [5–7, 10–
12].2 The interactions will change the bare electrons step-function distribution, which is
depleted (populated) below (above) kF , i.e., holes and particles are created below and
1For simplicity we restrict to weak interactions where perturbation theory is still valid. However, as
we will comment later, Landau’s theory holds in many cases even if interactions are strong.
2We assume the ground state of the interacting system can be achieved by turning on interactions
adiabatically, i.e., we exclude cases like superconducting ground states [7].
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above kF , respectively. Moreover, each of these particles and holes no longer moves freely
but becomes ‘dressed’ by the rest of particles and holes. Provided interactions are not
very strong they still behave very similarly to free electrons, albeit with some renormalized
parameters like their mass [8, 5–7, 12]. These dressed particles are the quasi-particles
(and quasi-holes) which, similarly to the noninteracting Fermi gas, correspond to the
lower excitations of the ground state3 and thus control the physical properties at energies
close to the Fermi level. Moreover, close to the Fermi level the quasi-particles are weakly
interacting and their distribution function obeys a Boltzmann-like kinetic equation [7, 6].
The key feature of this description is that, in a neighbourhood of the Fermi level,
quasi-particles are not infinitely-lived, but have a finite ‘lifetime’ τ , which is parametrized
by the self-energy: Σ. Therefore, the quasi-particles correspond to poles slightly away
from the real line of the Green’s functions [8, 5, 11, 13, 14]:
G(ω, k) =
1
ω − ϵk − Σ(ω, k) , τ
−1 = Z(k) ImΣ(ω(k), k) , Z(k) =
1
1− ∂Σ(k,ω)
∂ω
(1.1)
The energy ω is measured with respect to the Fermi level, ϵk is the noninteracting particle
dispersion relation, which together with ReΣ, defines the quasi-particle dispersion relation,
and Z is called the renormalization coefficient. ImΣ = 0 yields the one-particle spectral
function consisting on Dirac’s deltas with spectral weight Z, while for ImΣ ̸= 0 the
spectral function has broad peaks with widths and spectral weights given by τ−1 and Z
with some ambiguity [5, 14]. Therefore, around the Fermi level quasi-particles are well
defined as long as the renormalization coefficient is nonzero and the peaks are narrow
enough (compared to their separation) to be distinguishable.
Imposing Z(ω, k) to be nonzero together with eq. (1.1) set a regularity condition on Σ
and its first derivative at ω = 0, k = kF . In a Fermi liquid it turns out [2, 8, 5, 12, 11, 14, 15]
that ImΣ(k ∼ kF , ω) ∝ ω2 and ReΣ(k ∼ kF , ω) ∝ ω to leading order. This result follows
from scattering processes of quasi-particles between energy states. The Pauli principle
restricts the scattering processes allowed: a quasi-particle k ≳ kF cannot scatter to
occupied states k < kF and thus will have a very long lifetime, in particular right at
k = kF the quasi-particle is infinitely lived. This small scattering phase space is essentially
the reason why Landau’s Fermi liquid works in some metals with strong interactions. The
dominant scattering process close to the Fermi level is inelastic, which leads to a scattering
rate Γ ∝ ω2 + (πkBT )2, where kB is Boltzmann constant and T is temperature [15]. As a
consequence, the quasi-particle lifetime τ−1 ∝ ω2 or τ−1 ∝ T 2 depending on which energy
scale dominates.
3Additional excitations are possible: charge (or density for neutral fluids) and spin waves, however
these can be treated as global modes or resonances of the particle-hole excitations [5]. For simplicity of
the argument we do not consider these collective excitations. We note however that in 1 + 1 dimensions
excitations are in general forced to be collective [12]. If there were to exist a quasi-particle, it would
immediately interact with its neighbours since being forced to move in one dimension leaves no escape
from scattering on very short timescales [12].
3The form of the self-energy discussed above leads to a nonzero Z(k ∼ kF , ω ∼ 0)
and thus, as long as τ−1 is much smaller than the separation between states, the quasi-
particles around the Fermi level are well defined. Furthermore, the study of transport
properties together with the dependence of the quasi-particle scattering time leads to one
of the hallmarks of Fermi liquids, the quadratic dependence of resistivity in temperature4
[8, 16, 15].
Landau’s Fermi liquid is not only ubiquitous in most metals but also applies in other
fermionic systems like the normal phase of liquid 3He.5 However, there are various ways in
which the Fermi liquid description breaks down, for example if, at low temperature, the
ground state described by the Fermi liquid is unstable and there is a transition to a state
involving superconductivity or charge or spin modulation [14, 18]. Moreover, on general
grounds it is expected a quasi-particle description might break down when interactions
are cranked up and the perturbative treatment is not valid. Interactions shorten the quasi-
particle lifetime so much that the peaks of the spectral density are hardly distinguishable.
In this situation, it is reasonable to expect the degrees of freedom of a quantum system to
rearrange and the intuition about the theory based on the weakly interacting quasi-particles,
if any, is lost. A natural question to ask is whether quasi-particles can nevertheless be
found in strongly coupled theories. While in certain systems this is the case [18–24], it is
not always guaranteed. Typical examples that challenge quasi-particle descriptions are
the deconfined phase of Quantum Chromodynamics (QCD) and the strange metals. Let
us first discuss the deviation from the Fermi liquid phenomenology in strange metals.
With the discovery of high temperature superconductors, in particular Copper based
superconductors, it was realized that their properties in the ‘normal’ state, i.e. outside the
superconducting and pseudogap region, were anomalous [25–27], see [8] for a review of
earlier experiments. For example, the resistivity increases linearly with temperature [25, 26],
which is inconsistent with the quadratic dependence of Fermi liquids mentioned above.
Therefore, these materials received the name of strange metals or non-Fermi liquids. Other
universal properties of the strange metals are: the anomalous temperature dependence
of the Hall angle [27, 28], the suppression of the Lorenz ratio [29] and the intermediate
frequency scaling of the absolute value and phase of the conductivity: |σ| ∼ ω−2/3,
arg(σ) ∼ π/3 [30].6 After the earlier experiments, it was soon realized these anomalous
4This is easily seen from the Drude formula for the resistivity ρdc ∝ τ−1 [14]. We note however that,
experimentally it is difficult to observe this dependence due to additional scattering processes involving
for example scattering by phonons and impurities which in the case of metals may be equally important
[14, 7].
5Similar descriptions based on quasi-particles have also been used in early models of nuclei [17, 6].
There are many subtleties involved in a quasi-particle description of nuclei we have not discussed here.
For the purpose of this thesis we do not need to enter in these subtleties and only wish to convey the wide
spectrum of fields where quasi-particle descriptions are found.
6The list of experimental evidence cited is not by all means exhaustive. Moreover, we have focused on
three dimensional materials, however, in lower dimensions there are also examples [31–33, 16] of interacting
fermions which are not described by Landau’s theory. The most studied example is the one-dimensional
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behaviors were not intrinsic only to Copper based materials but it was a generic feature of
materials with ‘strong’ electron-electron repulsive interaction [35].
Based on the experimental evidence regarding the linear scaling of the resistivity, a
phenomenological approach termed ‘Marginal Fermi Liquid’ was proposed in [36]. This
model postulates that such scaling is consistent with a scaling of the quasi-particle lifetime
given by τ−1 ∝ max{T, ω}, as opposed to Landau’s theory prediction τ−1 ∝ ω2. However,
imposing this dependence implies that ImΣ ∝ ω, ReΣ ∝ ω logω for ω > T [8, 36] and so
∂ ReΣ
∂ω
diverges logarithmically around the Fermi level. This leads to a vanishing spectral
weight at the Fermi level Z(ω = 0, kF ) = 0 in eq. (1.1). Moreover, since ImΣ is odd,
the symmetry between adding a quasi-particle or a quasi-hole is broken. Therefore, both
perturbation theory and the quasi-particle description break down in these materials with
strong interactions [36] and a new approach is needed.
We now review the case of QCD as our second example which exhibits the breakdown
of a perturbative quasi-particle description.
In [37, 38] it was found that non-Abelian gauge theories are asymptotically free and
QCD was suggested [39] as an example in which at high temperatures the coupling constant
is perturbatively small. In particular, in this regime quarks and gluons are said to be in
the deconfined phase while at low energy, the coupling becomes strong and quarks and
gluons are confined. Based on this brief description, it is reasonable to expect perturbation
theory to be appropriate as the system approaches the deconfined phase. However, after
experiments allowed to probe this phase it was soon realized that a perturbative approach
failed to describe the experimental results [40].
The earliest evidence suggesting the plasma of quarks and gluons (QGP) generated
soon after heavy-ion collisions was not weakly coupled is related to the elliptic flow of
the plasma.7 More specifically, the elliptic flow obtained from the measurements was not
reproduced by the results of the perturbative QCD cross sections combined with kinetic
theory of quarks and gluons scattering processes [40]. Therefore, the separation of scales on
which Boltzmann’s equation is based does not apply in this case. Additionally, a measure
of the viscosity of the QGP suggested it behaved almost like a perfect fluid, namely the
ratio of the shear viscosity and the entropy density η/s was small O(10−1). On the other
hand, a perturbative calculation of the shear viscosity at large temperature in (Abelian or
non-Abelian) gauge theories η/s yields [41]
η
s
∝ 1
g4 ln (g−1)
,
(in space) Luttinger liquid [34, 12], which is the playground of Condensed Matter theorists in the same
way as Conformal Field Theory is in High Energy Physics.
7For the purposes of this thesis it is not important to go into details about this observable. It is a
measure the response of the system to initial anisotropy of the energy density or particles, as viewed along
the collision beam-line.
5where g is the gauge coupling. A similar result is obtained in simpler theories, like scalar
field theories ( λ
4!
ϕ4) [42]: η/s ∼ 1/λ2. This suggests that perturbative calculations for
weak coupling lead to η/s≫ 1, in stark contrast with the smallness of the experimental
results for the QGP. Moreover, the elliptic flow data is well fitted using a hydrodynamical
calculation as long as the viscosity to entropy density ratio is O(10−1) [43].
These findings changed the understanding of the QGP; they suggest that the QGP is
almost an ideal fluid as described by hydrodynamics. Since a hydrodynamical description
is valid only for length scales much longer that the mean free path of the real system
constituents, then the constituents of the QGP must have very short mean free path and
thus must be strongly interacting.
Summarizing, there is strong evidence that suggests the mechanism underlying the
strange metals and the QGP is characterized by strong interactions and the absence
of quasi-particles. This restricts the theoretical tools available to study these systems.
Therefore, the motivation to find new theoretical descriptions in both Abelian and non-
Abelian theories has grown dramatically; we now introduce the AdS/CFT correspondence
[44–46] and the reasons it has become a useful tool for this purpose.
A first glance into the AdS/CFT correspondence
Before we present the main idea of the correspondence it is important to review part of
the background that led to its formulation. It is also convenient to note at this point that
we will usually use the name ‘AdS/CFT correspondence’ to refer a formulation given in
[44], soon after developed in [45, 46]. For reasons that will become evident below, we will
refer to generalizations of this correspondence as gauge/gravity dualities, bulk/boundary
dualities or simply, holography.
Let us first review examples of dualities in Physics and the reason dualities can be
useful. Broadly speaking, a duality consists on a map between theories with different
physical content (at the level of the Lagrangian) or in different range of parameters. Each
theory however may be very similar from a mathematical point of view (for example
their Hilbert spaces), which is why such map can be constructed. If this map exists, it is
possible to restrict the behaviour of a theory based on knowledge of its dual theory. Some
important examples are the Kramers-Wannier duality [47, 48] and the S-duality [49, 50].
The first relates low and high temperature limits of a two-dimensional square-lattice Ising
model, while the second relates strong and weak coupling regimes of string theories.
The relation between strong and weak coupling imposed by the S-duality is very
useful to gain insight about the non-perturbative behavior of a String Theory (ST)
which is invariant under the S-duality transformation. A similar situation exists in the
AdS/CFT correspondence, it conjectures the equivalence between a ST and a QFT, which
in certain regime (‘large-N ’) becomes a reliable map between a strongly coupled QFT
and a weakly coupled classical theory of gravity in one higher dimension [51]. However,
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there are important differences with respect to the previous dualities: first, the different
dimensionality of the theories involved and second, the former dualities relate quantum
theories while the latter, in the large-N limit, establishes a connection between a classical
and a quantum theory. Let us now discuss the role of these two features, different
dimensionality and large-N limit, in the AdS/CFT correspondence.
G. ’t Hooft: holographic principle and large-N
Two important components which precede gauge/gravity dualities are the holographic
principle and the large-N limit.
The holographic principle introduced by ’t Hooft [52] states that in a gravitational
theory the information inside a volume V may be stored or encoded in its boundary
area ∂V , much like a holographic image. This statement allows to understand intuitively
why the AdS/CFT correspondence manages to bypass the Weinberg-Witten [53] theorem,
which implies that the degrees of freedom needed in gravity cannot propagate in a Lorentz
covariant quantum field theory in 3 + 1 dimensions. This means that a theory of gravity
and a quantum field theory can not be equivalent or dual in 3 + 1 dimensions. As we will
see however, the gauge/gravity duality bypasses this theorem by relating gravitational and
quantum theories with different dimensionalities.
The large-N limit corresponds to the limit of large representation of a gauge group
i.e., N parametrizes the rank of a gauge group: U(N), SU(N), O(N), etc. This limit has
been extensively used in various contexts such as Ising and Heisenberg models [54–58] as
well as Yang-Mills and σ models [59, 60], and the so-called large-N QCD [61–63].
Taking N → ∞ corresponds to a classical limit, since for large N an operator O is
sharply concentrated around its expectation value [64]〈
(O − ⟨O⟩)2〉 ≃ O(N−2) .
The large-N limit plays a central role in the AdS/CFT correspondence [51, 50]. Namely,
the correspondence, in its original formulation [44], states that for N → ∞ the Hilbert
space of N = 4 supersymmetric Yang-Mills theory (SYM) with gauge group U(N) should
match that of type IIB supergravity (SUGRA) in a particular product space: AdS5 × S5,
where AdS5 is five dimensional anti de Sitter space (AdS) and S5 is the five-sphere.
While this connection might seem unexpected, it had long been suspected that there
should exist a relation between string theories and confining gauge theories.8 Indeed, in
the context of QCD2 at large-N , which is a 1+1 dimensional toy model of QCD, numerous
similarities with String Theories had been pointed out [61, 65–69].
8The intuitive idea behind this relation in the case of QCD is based on the picture of bound quark
and anti-quark pairs in the confined phase of QCD. The dynamics of such system were found to be similar
to that of a string with massive quarks at each end [50].
7As we will explain in Chapter 2, SYM gauge theory emerges by studying the low
energy limit of non-perturbative objects in String Theory called D-branes, which had
been previously linked [70] to solutions in classical supergravity: p-branes. The role of
the large-N limit in the correspondence is to have a tractable (classical) gravitational
description. Moreover, for large N the effective coupling in the emergent SYM theory
(’t Hooft coupling) restricts the theory to the strongly coupled regime [59]. Therefore,
according to the AdS/CFT correspondence, it is possible to study the strongly coupled
limit of SYM by looking at a classical theory of (super)gravity.
While this is an interesting result on its own, its connection to strong interactions and
the absence of quasi-particles in the QGP and strange metals is far from clear. Let us now
clarify why AdS/CFT correspondence can potentially cast some light on these systems.
Connecting the duality to strongly coupled systems
Let us start with the connection between the AdS/CFT correspondence and the QGP,
which we introduced in the context of QCD. Even though we have mentioned it was
believed there should be a connection between gauge theories, QCD and String Theories,
at first sight there are important differences between QCD and N = 4 SYM [71]. Some of
the differences that should be clarified for the correspondence to be useful in QCD are:
SYM is supersymmetric and scale invariant, while QCD does not have supersymmetry
and has a fundamental scale given by the confining/deconfining transition temperature.
Nonetheless, scale invariance and supersymmetry are broken upon introducing temperature
in N = 4 SYM.9 Another caveat is that QCD has a confining phase while N = 4 SYM
does not, but this is not relevant for the study of the QGP. Moreover, in SYM there are
no flavour degrees of freedom10 and the number colours N →∞, while in QCD there are
Nf = 3 flavours and N = 3 colors.
Despite these differences, it has been found that, when comparing observables which
do not depend on the number of degrees of freedom of the theory, the deconfined phase
of QCD is qualitatively similar to N = 4 SYM at nonzero temperature. Indeed, soon
after the realization that the QGP was strongly coupled, Policastro, Son and Starinets
[75] computed, using the AdS/CFT correspondence, the shear viscosity in N = 4 SYM
at nonzero temperature in the limit of strong coupling (large-N). The result yields
η/s = 1/4π, which is much closer to what was expected from the experimental evidence
O(10−1), than the perturbative calculations mentioned earlier. Therefore, it seems that
both the deconfined phase of QCD and N = 4 SYM are described by a strongly coupled
plasma, and η/s obtained holographically is consistent with that of the QGP. For recent
studies combining the AdS/CFT correspondence and hydrodynamical approaches to
9As we will see in Sec. 2.3.2 it is possible to introduce temperature in N = 4 SYM through the
gauge/gravity duality by considering black branes in the gravity theory.
10These can be added by considering additional D-branes in the gravitational description [72, 73]
though usually the number of flavours Nf ≪ N [74].
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the QGP see [76–79, 43]. Other applications of the AdS/CFT correspondence to QCD
were initiated in [80] to study confinement/deconfinement phase transitions and further
developments about holographic approaches to QCD followed in [81, 74, 82–85].
Regarding the relation between the correspondence and the strange metals, since we
lack a complete quantum theory for these materials, most of the information available
comes from experimental sources, as we mentioned before. However, trying to use the
AdS/CFT correspondence does not seem very promising either, after all the connection of
SYM theory and strange metals is far less clear than in the case of QCD. Therefore, in
order to account for the phenomenology of strange metals and of other Condensed Matter
systems using gauge/gravity dualities, a bottom-up approach is usually taken. This is a
phenomenological approach which consists on proposing an action for a theory of gravity
plus matter fields. With this scheme at hand, the authors of [86–89] have studied the
fermionic spectral functions of theories dual to charged black holes plus bulk spinor fields.
Anomalous scaling with energy has been found in the self-energy; in particular in [88, 89]
the phenomenological dependence proposed in the Marginal Fermi Liquid (Σ ∝ ω logω+icω
for some constant c) was recovered.11 The linear in temperature resistivity found in strange
metals has also been reproduced in holographic settings by using quantum critical points
with Lifshitz exponent [88, 91–93] and in models with additional anomalous exponents
[94, 95]. Moreover, by introducing an oscillatory (in space) distribution of charge an
encouraging result was reported in [96, 97]: an intermediate scaling of the conductivity
similar to that found in strange metals: |σ| ∼ ω−2/3, arg(σ) ∼ π/3. However, it was later
reported in [98] there was no evidence of such scaling. More recently [99] evidence of such
intermediate-frequency behavior was found in a more sophisticated holographic model
involving the Dirac-Born-Infeld action [50, 99]. Nonetheless, to our knowledge, holographic
settings displaying both the intermediate-frequency behavior mentioned before, and a
linear temperature dependence of the resistivity, remain to be found.
Bottom-up approaches, as those used in the references mentioned above, are usually
easier to construct and allow to reproduce features of more general field theories than
those obtained in top-down constructions. We note however this approach has important
drawbacks. First, the nature of the dual field theory (if it exists) is not known. Nonetheless,
usually it is possible to obtain some information from symmetry arguments, while the
observables in the dual theory are calculated following the field-operator map developed
for the original correspondence [45, 46, 100]. Second, by introducing matter fields ad hoc
it is possible that some fields or interaction terms are neglected or unphysical. Moreover,
the stability of such effective theories is a priori unclear as the model is not supported by
a well-behaved String Theory compactification.
Another possibility is to follow top-down approaches, which consist on compactifying a
String Theory on different spaces and, in the same spirit of the original correspondence,
11Spectral functions with Fermi liquid behavior have also been observed in holographic models [90].
9identifying the degrees of freedom of the dual theory.12 Top-down holographic models
have been used to describe the phenomenology of metallic properties, superconductivity
and Fermi surfaces in Condensed Matter systems [101–107], though we will not use these
constructions here.
In this thesis we will follow the former approach. Even though the information about
the degrees of freedom obtained using effective gravity models is only qualitative, it
is still very useful, especially in the absence of a quantum field theory to describe a
given strongly coupled system. The effective holographic models with strange metallic
behavior mentioned before are clear examples of this. We have seen that by studying
spectral functions and transport properties it is possible to obtain information about the
strongly correlated character of the underlying interactions and, in some cases, identify
whether there exist quasi-particles in the dual theory. These models rely on effective
constructions involving charged black branes, which display metallic behavior in the
boundary theory [90, 87, 108–111].13 After the initial studies of these ‘holographic metals’
the interest of applying gauge/gravity dualities to other Condensed Matter systems grew
considerably. For instance, the models of [112–117] display spontaneous U(1) symmetry
breaking and thus set the basic gravitational setup for phenomenological approaches of
superconductivity. Indeed, these models received considerable attention as they aimed
to describe high-temperature superconductors through the gauge/gravity duality. Even
though they are far from doing so, they display interesting features like a broad peak in the
optical electrical conductivity [113, 114], which is a clear indication of strong interactions.
In this thesis we elaborate on these models to address the question of how the strength
of interactions depends on dimensionality. It is known [118] that for large number of
dimensions black hole dynamics in General Relativity simplifies and fields outside the
black holes propagate in basically flat space. This universal behavior of gravity should be
reflected in boundary theories of holographic constructions.
Moreover, motivated by the study of quantum phase transitions and quantum critical
points (QCP) in Condensed Matter [119, 120], there have also been efforts aimed to
study the low temperature dynamics of strongly correlated electron systems near a QCP
[89, 94, 121–129, 99]. This has allowed to establish a robust but mysterious connection
between quantum critical properties of the dual field theory and the emergence of AdS2 in
the infrared bulk geometry at zero temperature. Of particular interest in this thesis is the
Einstein-Maxwell-dilaton (EMd) model put forward in [94]. This model refines Einstein-
Maxwell theory by including a relevant (in the infrared) scalar field in the dynamics of
the theory. This results in a rich and useful phenomenology in a bottom-up holographic
approach to strongly coupled systems. We exploit this phenomenology to study transport
12There exist other well established gauge/gravity dualities which involve different conformal theories
instead of SYM. We will mention two examples in Chapter 2.
13There also exist also top-down constructions with similar metallic properties [101–103], however soon
after these studies the bottom-up constructions became more popular.
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properties in theories with and without translational symmetry and introduce bounds
which were known in the context of Condensed Matter but had not been applied to
holographic models.
Despite the gradual sophistication of the models mentioned above, most of them are
still too simplistic to establish a connection with the phenomenology of systems like strange
metals. One of the main limitations is translational invariance which implies momentum
conservation in the boundary theory. In holographic theories, momentum dissipation in the
boundary theory has been introduced by breaking diffeomorphism invariance in the spatial
dimensions in various ways: through a random chemical potential [130–135], using massive
gravity theories [136–138] and introducing scalar fields with a simple spatial dependence
[125, 139–141, 127]. Based on these studies it was conjectured [142] there existed a lower
bound on the zero-frequency electrical conductivity (dc conductivity) in 2 + 1 dimensions
which precludes the transition to an insulator in holographic models. Recently [143, 144]
this bound has been found to be violated. This has reinvigorated the search of effective
holographic theories with insulating and, possibly, strange metallic behavior. In the spirit
of [143, 144] we have used EMd-inspired models with an additional non-minimal coupling
to look at the limits of the universal conductivity found using EMd models, as well as to
study strong momentum dissipation when the couplings break diffeomorphism invariance.
Moreover, motivated by both top-down and bottom-up approaches, there has been
recently more interest in finding exotic gravitational solutions numerically in asymptotic
AdS spaces [145–150]. These solutions allow to explore a richer phenomenology through
gauge/gravity dualities, however, this approach is out of the scope of this thesis.
Before we conclude the Introduction we give a brief overview of the contents of the
next chapters.
Overview
We start next chapter, with a brief explanation of what ‘AdS/CFT’ stands for and
look at the formulation of the AdS/CFT correspondence. We then review the practical
aspects of the correspondence, such as the mapping from the gravity fields to the dual
operators, the method to compute response functions through gauge/gravity dualities
and, as an example, we show how to compute the electric conductivity using the AdS
Reissner-Nördstrom black brane. We conclude Chapter 2 by reviewing the setup we use in
this thesis to describe momentum relaxation and its implications for transport properties.
In Chapters 3-5 we consider various applications of the gauge/gravity duality to probe
the phenomenology of strongly coupled systems. We follow three different strategies to
investigate the universality of holographic models: 1) high dimensionality, 2) limit of weak
momentum relaxation and 3) models with varying gravitational coupling constant and
strong breaking of translational symmetry. Let us elaborate more on these strategies.
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In Chapter 3 we study the interrelation between dimensionality and strength of
interactions. We investigate the dependence of the electrical conductivity on the space-time
dimensionality d in two models: one dual to a quantum critical point with spontaneous
U(1) symmetry breaking, and the other modeled by a charged scalar that condenses
at a sufficiently low temperature in the presence of a Maxwell field. We also study
the holographic entanglement entropy [151]; the entanglement entropy is an important
observable which allows to estimate the level of quantum entanglement and propagation
of information in a quantum system.
In Chapter 4 we investigate the infinite part of the dc conductivity in various models
with translational symmetry. The infinite part is controlled by a Dirac’s delta at zero
frequency and its coefficient is called the Drude weight. We investigate to what extent the
Drude weight is universal and introduce the related Mazur-Suzuki bound in a broad variety
of strongly coupled field theories at nonzero temperature and chemical potential. We
also explore the Mazur-Suzuki (MS) bound in EMd theories [94] with U(1) spontaneous
symmetry breaking [127] and gravity duals of nonrelativistic field theories [152, 153].
Finally, we study the effect of weakly breaking translational symmetry and how the MS
bound enters in the regular part of the dc conductivity once translational invariance is
broken.
Having studied the limit of weak momentum relaxation, in Chapter 5 we go to the
opposite limit and allow the translational symmetry to be strongly broken; we also consider
various couplings of the Ricci scalar in order to obtain a richer phenomenology. More
precisely, we study asymptotically AdS Brans-Dicke backgrounds, where gravity is coupled
to a scalar in the radial dimension, as effective models of metals with a varying coupling
constant. We study how the known universal dc conductivity (the regular part) found
through EMd is modified. We conclude by breaking translational symmetry through the
gravity couplings to study the effect of strong momentum relaxation on the conductivity
and shear viscosity.
In appendices C and D we include the research developed in the first year of the PhD.
This research lays outside the framework of the gauge/gravity duality and will not be
discussed hereafter.

2
The AdS/CFT correspondence
In the previous chapter we have motivated the AdS/CFT correspondence [44–46] as a
useful tool to study strongly coupled systems, such as the quark-gluon plasma and strange
metals. We have also vaguely mentioned the gravity and quantum theories involved in the
correspondence. In order to give a more precise statement of the correspondence we first
review in Secs. 2.1 and 2.2 the necessary background regarding conformal symmetry, anti
de Sitter space and String Theory. We finish sec. 2.2 with a more precise formulation of the
AdS/CFT correspondence. We do not present with utmost rigor the sophisticated steps
[51] involved in the derivation of the correspondence, but only grasp the relevant ideas.
The aim of these two sections is to understand the original framework of the AdS/CFT
correspondence.
The next step is to identify the key aspects needed to use the gauge/gravity dualities to
study strongly coupled systems. For this purpose we cover in Sec. 2.3 the relation between
the gravitational and the field theory degrees of freedom; this is commonly known as the
‘field-operator map’ [45, 46, 100]. In this section we also review how to compute the field
theory partition function from the bulk gravitational action [45, 46] and how temperature
is introduced in a field theory with a gravity dual [51]. Next, in Sec. 2.4 we review linear
response theory in QFT [154, 155] and the difficulties associated with computing finite
temperature correlators [156–162]. We also explain how Green’s functions are calculated
holographically [163, 164]. We finish this section with the calculation of the electrical
conductivity in the simplest holographic setting for this purpose: the Reissner-Nordström
black brane [165]. This example will serve as the starting point to calculate transport
properties in the models used in this thesis.
We finish this chapter with comments on how to break diffeomorphism invariance in
spatial coordinates which, as we mentioned in the Introduction, is important to construct
realistic models with momentum dissipation [136, 139].
In addition to the references mentioned above, most of this chapter is based on excellent
reviews and books on the gauge/gravity duality, QFT, String Theory and related topics
[5, 71, 50, 166–174].
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2.1 Conformal invariance and anti de Sitter space
Conformal invariance
The conformal transformations are maps which preserve the metric up to a multiplicative
factor, or scale. These coordinate transformations change the metric by an overall factor
gµν → Λgµν . In other words, a transformation from xµ and x˜µ satisfies,
gαβ(x˜)
∂x˜α
∂xµ
∂x˜β
∂xν
= Λ(x)gµν(x) , (2.1)
where Λ(x) > 0 is the conformal factor. For the case of g = η = diag{−1, . . . ,+1, . . . }
and Λ = 1 the conformal transformations reduce to the Lorentz transformations.
The conditions for a transformation to be conformal are more easily understood by
looking at the infinitesimal transformation x˜µ = xµ + ϵµ(x) + O(ϵ2) , ϵ ≪ 1. After the
substitution of x˜µ in eq. (2.1) and simple manipulations, it follows that the most general
ϵµ is [50, 175]
ϵµ = aµ + bµνx
ν + cµνρx
νxρ , aµ, bµν , cµνρ ≪ 1 ,
where the term aµ corresponds to a translation transformation while bµν econdes a dilatation
in its symmetric part and a rotation in its antisymmetric part. The last term cµνρxνxρ
receives the name of special conformal transformations, which can be cast as an inversion
and translation according to
x˜µ
x˜αx˜α
=
xµ
xαxα
− bµ .
The globally defined and invertible conformal transformations form a group and its
Lie algebra receives the name of conformal algebra. The relevant case in this thesis is
conformal group of Rp,q, d− 1 = p+ q ≥ 3, which is isomorphic to the indefinite special
orthogonal group SO(p+ 1, q + 1).
A field theory which is invariant under the transformations eq. (2.1) is a conformal field
theory. The change of a scalar field, ϕ(xµ), in a conformal field theory under a dilatation
or scaling transformation xµ → x˜µ = λxµ is of special interest to holography. This
transformation defines the conformal dimension ∆ of a scalar field: ϕ(λxµ) = λ−∆ϕ(xµ).
Moreover, conformal invariance imposes restrictions on two-point functions of scalar
fields of conformal dimensions ∆1 and ∆2 as follows
⟨ϕ∆1(x1)ϕ∆2(x2)⟩ ∝
δ∆1∆2
|x1 − x2|2∆1 , (2.2)
as well as on the stress energy tensor, which should be conserved and traceless.
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Anti de Sitter spacetime
Anti de Sitter space, AdSd, may be represented by a hyperboloid in flat space in d+ 1
dimensions through the embedding [176, 51, 168, 166]
X20 +X
2
d −
d−1∑
i=1
X2i = L
2 .
The embedding above is invariant under SO(2, d − 1) transformations. A convenient
coordinate choice is the global coordinate system defined by
X0 = L cosh ρ cos τ , Xd = L cosh ρ sin τ , Xi = Lri sinh ρ ,
d−1∑
i=1
r2i = 1 .
The quantities ri parametrize a sphere Sd−2 and ρ ≥ 0 while, in principle, τ ∈ [0, 2π)]
but it may be extended to the whole Real line. In order to include spatial infinity ρ is
parametrized according to sinh ρ = tan θ, θ ∈ [0, π/2) and the point θ = π/2 is added. At
this point, which represents the boundary of AdSd, the metric is conformal to the metric
of the compactified Minkowski space in d− 1 dimensions R1,d−2.
For the practical purposes of this thesis we however work in the Poincaré patch
coordinates, which, contrary to the global coordinates defined above, does not cover the
whole AdSd. In the Poincaré coordinates the metric is given by:
ds2AdSd =
L2
z2
(−dt2 + dz2 + dxidxi) , i = 1, . . . , d− 2 , (2.3)
where z > 0 and the boundary is located at z = 0.
Moreover, the geometry described above, is a solution of the Einstein’s equations
with a negative cosmological constant. As we will see later, the correspondence relates
a theory of gravity in a product space containing AdS5 to a conformal field theory in
four dimensions, which in the previous coordinate system are represented by t and xi.
Moreover, the coordinate z is usually referred to as the holographic coordinate in the bulk:
z > 0.
2.2 Formulation of the duality
Comments on string theory
String theory (ST) may be broadly defined as a quantum theory of interacting relativistic
one-dimensional objects rather than point particles as in QFT [50, 177, 71, 168].
The starting point of some string theories (type II) is postulating that the action which
governs the closed string dynamics is a measure of the area of its world sheet [50, 177, 71].
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The world sheet is the generalization of the particle world line for a one dimensional object
(string); it describes the embedding of a string in a spacetime.
The quantization of such action leads to constraints on different features of the
theory, most notably the dimensionality of the spacetime and the allowed string vibration
modes, or spectrum. The theory relevant for the correspondence contains amongst the
degrees freedom both bosons and fermions, related to each other by supersymmetry.
Moreover, adding open strings leads to the definition of important objects called D-branes
[70, 51, 50, 177]. Shortly, we will see that the study of these objects and their connection
to, seemingly unrelated, solutions of string theories in certain limit (p-branes) [178, 50] led
to the proposal of the AdS/CFT correspondence.
Two important parameters in string theory are the dimensionless string coupling
constant gs and the Regge slope α′ (with dimensions of square length). Instead of α′
it is also common to use either the string tension per unit of length T = 1
2πα′ or the
string length l2s = α′. The parameters gs and α′ may be used to obtain two independent
expansions of the theory. Expansion in small gs gives the classical limit; it suppresses
quantum effects by allowing loop diagrams in the perturbative treatment of interactions
to be neglected [168]. Expansion in small α′ (compared to the square of a characteristic
length α′/L2 ≪ 1 or energy scale α′E2 ≪ 1) suppresses ‘stringy’ effects, i.e., for small α′
strings are well approximated by point particles. The latter expansion corresponds to the
supergravity (SUGRA) limit [50, 168].
Open/closed string perspectives
Open string perspective
Here we focus on objects called D-branes. As briefly mentioned before, these are defined
by adding open strings to a string theory of closed strings, and imposing appropriate
boundary conditions on the endpoints of the open strings [70, 51, 50, 177]. These boundary
conditions are Neumann on p+ 1 dimensions (p spatial plus time), and on the rest of the
dimensions, the boundary conditions are Dirichlet. Since we focus on objects defined from
open strings, this description is commonly referred to as the open string description or
perspective [51].
Perturbatively (in gs) a stack of N D3-branes is well described by N hyperplanes in flat
spacetime. Excitations of the branes are open strings with endpoints on the branes, while
excitations of the empty space are the closed strings (propagating ‘outside’ the branes).
At low energy E ≪ α′−1/2,1 the dynamics of the closed strings, outside the branes,
and of the open strings, with endpoints on the branes, decouple.2 The closed strings
1More specifically, by low energy we mean that the energy and dimensionless parameters like N are
fixed and α′ tends to zero [51].
2On a technical level, for low energy the type IIB supergravity action separates the dynamics of
massless closed strings, open strings and interaction terms [168, 50]. The dynamics of open strings and
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dynamics consist on gravity and a scalar field, the dilaton. The open strings dynamics are
expressed through various gauge and scalar fields, while the coupling to closed strings is
mediated through terms containing the dilaton and gauge fields. At low energy, the terms
interaction and closed string terms are subleading with respect to the open string terms
[51, 168]. Such decoupling leads to two distinct theories, namely
• Type IIB supergravity in ten-dimensional flat spacetime governing the closed string
dynamics.
• N = 4 super-Yang-Mills (SYM) theory in 3 + 1 dimensions, with gauge group U(N)
and coupling constant g2YM = 4πgs governing the open string dynamics.
Moreover, one may choose the gauge group in the SYM theory as SU(N) since the gauge
the U(1) subgroup decouples from the rest of the SU(N) ⊂ U(N) [51].
In this description, apart from the low energy limit we have also taken the classical
limit (or loop expansion). The effective coupling that controls such loop expansion is gs,
as mentioned in the previous subsection, but it is gsN due to the presence of N D-branes
[51]. Therefore the above description is valid for
gsN ∼ g2YMN ≪ 1 . (2.4)
Closed string perspective
We now focus on black p-branes, which are solutions of the classical limit (small gs) of
supergravity (small string length) theories charged under a non-trivial p+1 antisymmetric
tensor field Aµ1...µp+1 and with the associated p+2-form field strength: Fp+2 = dA [178, 50].
Since these solutions were found in the aforementioned limits of a theory of closed strings,
hence the discussion presented in this section is usually referred to as the closed string
perspective.
These solutions were obtained before D-branes were defined and were thought to be
unrelated. However, it was later suggested [70] that D-branes, obtained by adding open
strings to a theory of closed strings as defined in the previous section, are an alternate
description of p-branes. Hence, the name of Dp-brane.
The geometry of a Dp-brane is that of a flat hypersurface with Poincaré invariance
group Rp+1 × SO(1, p). The solution may be written for a general p [180], but we now
take the particular case p = 3:
ds2 = H−
1
2 (−dt2 + dx21 + dx22 + dx23) +H
1
2 (dr2 + r2dΩ25) , (2.5)
their interactions with closed strings may be obtained from the expansion of the Dirac-Born-Infeld (DBI)
action around a flat metric [168, 50]. In fact, the resummation of all higher order corrections in α′ results
exactly into the DBI action [179].
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where t and xi are the coordinates on the hyperplane, yi are the transverse coordinates
and r2 =
∑6
i=1 y
2
i . The function H is parametrized by L:
H = 1 +
L4
r4
, L4 = 4πgsα
′2 . (2.6)
Of special interest in the correspondence is the solution of N coincident D3 branes,3 in
which case the constant L is [168]
L4 = 4πNgsα
′2 . (2.7)
It is now easy to see that for r ≫ L, the geometry given in eq. (2.5) reduces to flat space in
ten dimensions. On the other hand, for r ≪ L, the geometry factorizes into a five-sphere
and anti de Sitter space in five dimensions: AdS5 × S5. More explicitly, performing the
change of variable z = L2/r, and taking r ≪ L, eq. (2.5) reduces to
ds2 = ds2AdS5 + L
2dΩ25 , (2.8)
where ds2AdS5 is given in eq. (2.3). In other words, there are two regions r ≫ L and r ≪ L,
where the theory is well approximated by:
• Type IIB supergravity in ten-dimensional flat spacetime for r ≫ L.
• Type IIB supergravity in AdS5 × S5 for r ≪ L.
Notice however that the solution given in eq. (2.5) is obtained within the classical
(gs ≪ 1) and supergravity approximations. The latter means that the characteristic length
scale of this solution L should be much larger that the string length ls =
√
α′. These
conditions, combined with eq. (2.7) imply
N ≫ gsN ≫ 1 . (2.9)
Reconciling perspectives
As was mentioned in the beginning of the section on the closed string perspective,
D-branes and p-branes are equivalent objects. Therefore, it is natural to suggest that
both the open and closed string perspective, together with the theories described in each
of them, should also be equivalent or dual. Indeed, both perspectives contain a theory
of gravity in flat ten-dimensional space. The other two theories which are expected to
be dual are, N = 4 U(N) SYM and a classical theory of gravity on AdS5 × S5. There
is however a caveat, the descriptions given in the previous sections are valid in different
3As it will become clear when we look at the statement of the duality, it is important to note that the
flux of the five form F5 through S5 is given exactly by the number of coincident D3-branes: N .
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regimes [51]: eqs. (2.4) and (2.9). This is the reason why it is conjectured [44] that
the classical supergravity theory on AdS5 × S5 (of the closed string perspective) is the
same as the N = 4 SYM theory when the latter is strongly coupled and its perturbative
approximation breaks down. In this gauge theory the coupling strength is governed by
the ’t Hooft coupling λ = g2YMN , where g2YM = 4πgs. Therefore eq. (2.9) implies λ≫ 1,
which is the strongly coupled limit of SYM [59].
This relation between a strongly coupled gauge theory and a classical theory of gravity
is usually referred to as the weak form of the correspondence. If the restrictions on the
parameters (N →∞ and λ≫ 1) are relaxed one obtains the strong and strongest forms
of the duality [168] as indicated in Tab. 2.1.
N = 4 SYM IIB ST on AdS5 × S5
Strongest form Any N , any λ Quantum ST gs ̸= 0, lsL ̸= 0
Strong form Any N →∞, any λ Classical ST gs → 0, lsL ̸= 0
Weak form N →∞, λ≫ 1 Classical SUGRA gs → 0, lsL → 0
Table 2.1 Different forms of the AdS/CFT correspondence.
Summarizing, the AdS/CFT correspondence [44–46] conjectures the equivalence of
• N = 4 super Yang-Mills theory in 3 + 1 dimensional Minkowski space with gauge
group SU(N) and Yang-Mills coupling gYM .
• Type IIB superstring theory with string length ls =
√
α′ and coupling constant gs
on AdS5 × S5 and the flux of self-dual form F5 is given by N =
∫
S5
F5 ,
where the AdS curvature radius is L and the couplings of each theory are related by
g2YM = 4πgs , L
4 = 4πNgsα
′2 . (2.10)
Apart from the duality summarized above, there exist other examples of dualities
between gravity theories and quantum theories which have been established by using
different branes configurations. Typical well established examples are [51, 44, 181, 50]
• Aharony-Bergman-Jafferis-Maldacena superconformal theory in 2 + 1 dimensions
and 11-dimensional SUGRA on AdS4 × S7/Zk.
• N=(4,4) SCFT in 1+1 dimensions and type IIB SUGRA on AdS3×S3×M4 where
there are different choices for M4.
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With these relations between theories in different ranges of the parameters we conclude
the introductory chapters of the AdS/CFT correspondence. We now turn to the more
practical or applied side of the correspondence. Namely, we review how the fields in the
boundary theory are identified with bulk gravitational fields. We also give the operational
version of the statement of the correspondence: the Gubser-Klebanov-Polyakov-Witten
formula, which specifies how to compute the dual field theory partition function. Moreover,
since we are interested in transport at nonzero temperature and charge density we review
how these two features arise naturally in holographic settings.
2.3 From gravity to field theory
In the previous section we have introduced the statement of the duality, which relates
four-dimensional N = 4 U(N) SYM with IIB String Theory on AdS5 × S5. We have
outlined the arguments to establish a connection between them in the limit of strong
coupling on the gauge theory side and the limit of classical SUGRA on the ST theory
side. While this classical theory of gravity is more tractable than the strongly coupled
gauge theory, the correspondence becomes more functional and practical after a further
simplification is done. This consists on reducing or simplifying the gravity theory in ten
dimensions to a five-dimensional theory of gravity on AdS5. This process is highly involved
and we only outline the main idea below.
A generic field Φ(y,Ω) of the ten-dimensional IIB SUGRA on AdS5 × S5 may be
decomposed by separating variables on those on AdS5: y, and on S5: Ω [168, 71]. This
is the same method used to solve Schrödinger’s equation for the Hydrogen atom. More
explicitly: Φ =
∑
l ϕ
(AdS5)
l (y)Y
(S5)
l (Ω), where ϕ
(AdS5)
l and Y
(S5)
l are fields on AdS5 and S
5,
respectively, and the sum is over the spherical harmonics of S5. With this scheme at
hand, and after an laborious dimensional reduction of IIB SUGRA on S5 [182–185], the
ten-dimensional SUGRA action may be simplified to an action involving Einstein’s gravity
plus other fields in five dimensions. The five-dimensional Newton’s constant is given in
terms of the ten-dimensional Newton’s constant
G5 =
G10
L5VS5
=
L3π
2N2
, (2.11)
where VS5 = π3 is the five-sphere volume and L the AdS5 curvature radius. In the second
equality we have used eq. (2.10) and that ten-dimensional Newton’s constant is given in
terms of the string theory parameters by 16πG10 = (2π)7g2s l8s .
After these technical details, it is clear that the correspondence stated in the previous
section can be taken as an map between a five-dimensional gravity theory (bulk theory)
and a four-dimensional gauge theory (boundary theory). This is an example of the
holographic principle [52, 186] mentioned in the Introduction, suggesting the information
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of the boundary theory may be obtained from the bulk theory. This justifies the use of
the name holography.
2.3.1 Field-operator map and correlation functions
In order to study boundary fields, it is first necessary to establish a precise relation to the
bulk fields. One of the earliest and simplest examples, and one we will use throughout this
thesis, is the massive scalar field in AdSd+1 [45, 46, 100]. The solution of the Klein-Gordon
equation for a scalar field ϕ(z, x) in AdS space eq. (2.3) asymptote to [100]
ϕ(z, x) →
z→0
zd−∆
[
ϕ0(x) +O(z2)
]
+ z∆
[
A(x) +O(z2)] , (2.12)
where ∆ = d/2 +
√
d2/4 +m2L2 and m2 is the square-mass of the scalar field. While
in flat space m2 ≥ 0, in AdS the lower bound is the Breitenlohner-Freedmand bound
m2L2 > −d2/4, without any instability for the negative values allowed.
The natural question is what the role of ϕ on the boundary theory is. The boundary
theory can only be consistent with the bulk fields if the action Sbdy is modified as
S ′bdy[ϕ0(x)] = Sbdy −
∫
ddxϕ0(x)O[A(x)] , (2.13)
where ϕ0 is the same as in eq. (2.12)4 and O is a local, gauge-invariant operator dual
to the bulk field ϕ. Moreover, the boundary theory partition function Zbdy[ϕ0(x)] =∫
[DA] exp
(
iS ′bdy
)
= exp(−Wbdy[ϕ0(x)]) where Wbdy[ϕ0] is a generating functional. The
expectation value of O is [100] is
⟨O(x)⟩ = − i
Zbdy[0]
δZbdy[ϕ0]
δϕ0
∣∣∣∣
ϕ0=0
= (2∆− d)A(x) . (2.14)
A few comments are in order at this point. First, since the duality establishes the
equivalence of the gravity and boundary theories, the Euclidean partition functions should
be identified, subject to appropriate boundary conditions for the bulk fields. In other
words
Zbdy[ϕ0(x)] = ZSUGRA[ϕ(z, x)]
∣∣∣
ϕ→z#ϕ0(x)
, (2.15)
or equivalently, the gauge theory generating functional Wbdy = − logZbdy is
Wbdy[ϕ0] = SSUGRA[ϕ(z, x)]
∣∣∣
ϕ→z#ϕ0(x)
, (2.16)
4Usually ϕ0(x) is referred to as the ‘boundary value’ of the bulk field ϕ(z, x). Due to the zd−∆ factor
in eq. (2.12), it is not strictly a boundary value but the leading falloff. However, as we will see below,
the Gubser-Klebanov-Polyakov-Witten formula eq. (2.15) establishes a relation between the bulk and
boundary actions in a way that ϕ0 in eq. (2.12) should match the ϕ0 of the boundary theory, hence the
name ‘boundary value’. We will use this abuse of notation to refer to ϕ0 in this section.
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where SSUGRA and ZSUGRA are the supergravity (Euclidean) action and partition function
evaluated on-shell. The constraint ϕ→ z#ϕ0(x) schematically reminds us that one should
impose appropriate boundary conditions on the bulk field, such that it matches ϕ0(x) in
the boundary theory. From eq. (2.13) it is clear ϕ0(x) is interpreted as the source of the
operator O in the boundary field theory.5
The equivalence between the partition functions eq. (2.15) is known as the Gubser-
Klebanov-Polyakov-Witten (GKPW) formula [45, 46] and it establishes the starting point
of all practical or computational purposes of the correspondence. Once the field theory
partition function is calculated from the bulk theory on-shell action, it is possible to
calculate correlation functions in the field theory (including one-point correlation functions,
as in eq. (2.14)). The GKPW formula is only valid for large N and λ (’t Hooft coupling).
Loop and stringy corrections to the saddle point approximation (SST ≃ SSUGRA) of the full
string theory action appear as inverse powers of N and λ. These corrections also appear
in the field theory observables, typically at O(λ−3/2, N−2).
Another important, but rather technical, comment is related to the actual computation
of the on-shell gravity action. Typically, and in fact including the example of the scalar
field mentioned above, the on-shell action diverges once the integral in the holographic
coordinate z is carried. These divergences are subtracted by adding boundary covariant
counterterms [187] leading to a regularized action at the boundary. We will comment in
more detail about holographic renormalization in Chapter 4 in the particular models used
in this thesis.
Holographic correlation functions
We have seen that, provided appropriate boundary conditions are imposed and the
on-shell action is renormalized, the GKPW rule allows to compute boundary expectation
values from the bulk partition function. In principle the GKPW rule also allows to compute
more general correlation functions [51, 173, 168]:6
⟨O(x1) . . .O(xn)⟩ = − δ
nS
(ren)
bulk [ϕ
(i)]
δϕ
(1)
0 (x1) . . . δϕ
(n)
0 (xn)
∣∣∣
ϕ
(i)
0 =0
, (2.17)
where we remind ourselves the gravitational action that depends on bulk fields ϕ(i) should
be appropriately renormalized and the boundary conditions are consistent with sources
of the boundary operators (through the boundary values ϕ(i)0 ). Indeed, using eq. (2.17)
5Notice that introducing the last term of eq. (2.13) is more than a mathematical trick within
perturbation theory to calculate expectation values. Its physical interpretation becomes particularly clear
in the case the operator O is a gauge field and the perturbation ϕ0 corresponds to a perturbation on some
spatial component. This perturbation is simply an electric field along the spatial component and the
response of the system to such perturbation allows to compute the electrical conductivity. We will exploit
this particular type perturbation and the response of the boundary theory.
6Notice that in eq. (2.17) we have replaced the SUGRA action by some generic bulk gravitational
action, in line with a phenomenological holographic approach.
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the two-point holographic function of the scalar field introduced in Sec. 2.3.1 has been
computed in [100]. This result is consistent with the known result of conformal field theory
given in eq. (2.2).
In this section we have restricted to the example of a scalar field to identify the
corresponding degrees of freedom in the boundary, however it is expected every degree of
freedom in the boundary should have a bulk counterpart [51, 165, 172]. In other words,
there should be a one-to-one map between bulk fields and local, gauge-invariant operators
in the boundary theory. Moreover, both the bulk field and boundary operator should
behave similarly under global symmetries.
Two examples relevant in this thesis are the U(1) and translational invariance symme-
tries. The conserved current associated to these global symmetries allows to identify the
bulk and boundary degrees of freedom. For example, in the case of the U(1) symmetry,
the operator O in eq. (2.13) is the conserved current Jµ of the U(1) symmetry, while the
source ϕ0 is a gauge field in the boundary: aµ which may be thought as the ‘boundary
value’ of a bulk gauge field Aµ. Moreover, the conservation of the boundary current
Jµ is a consequence of the invariance of the bulk action under gauge transformations
[165, 172, 71, 168].
Similarly, in a translationally invariant boundary theory the energy-momentum tensor
T µν is conserved. In this case the source is the boundary metric, which is nothing but the
metric induced by the bulk metric. In this case, the bulk diffeomorphism invariance leads
to the conservation of the boundary energy-momentum tensor [165, 172, 71, 168].
2.3.2 Role of black holes: nonzero temperature and charge
The correspondence we briefly presented in Sec. 2.2 involves zero temperature N = 4
SYM theory. For nonzero temperature the time component is compactified on a circle
while the D3-brane solution used in the closed string perspective, eq. (2.5), is promoted
to a black brane solution [168]:
ds2 = H−
1
2 (−f(r)dt2 + dx21 + dx22 + dx23) +H
1
2
(
dr2
f(r)
+ r2dΩ25
)
, (2.18)
where f(r) = 1− (rh/r)4 and H(r) is given in eq. (2.6). With this geometry, the closed
string perspective explained in Sec. 2.2 carries through in a similar way, with the exception
that in the region r ≪ L the AdS part of the geometry given in eq. (2.8) should be
replaced by
ds2 =
r2
L2
(−f(r)dt2 + dx21 + dx22 + dx23)+ L2r2f(r)dr2 , r ∈ [r0,∞) , (2.19)
which is the five dimensional Schwarzschild AdS black brane.
24 2 The AdS/CFT correspondence
The temperature of a black hole is defined through the thermodynamic laws of black
holes and is proportional to surface gravity [176, 188]. However, it is also possible to use
the Euclidean continuation t→ itE of eq. (2.19) and require regularity of the geometry,
which periodically identifies the time coordinate. For consistency with the thermodynamic
properties, its period should be the inverse of the temperature [189]. Moreover, since
the correspondence relates the time components of the boundary and bulk theories, it is
natural to identify their periods and thus, too, the temperature of the boundary theory
and the black hole temperature. In the case of the Schwarzschild AdS black brane of eq.
(2.19) the temperature is simply [166]
T =
|∂rr2f |r=rh
4πL2
=
rh
πL2
(
ℏc
kB
)
.
The term inside parenthesis involves Planck’s constant, the speed of light and Boltzmann’s
constant. We wrote these constants explicitly to indicate the units, however, in the natural
system this term is set to unity and we omit it in the rest of the thesis.
Similarly, by identifying other thermodynamic properties it follows that the entropy
of the strongly coupled N = 4 SYM, which was unknown, is given by the entropy of the
D3-black brane [190]. From the the first law of black hole thermodynamics the Bekenstein-
Hawking entropy of eq. (2.18), in the appropriate region (r ≪ L), is given by the area of
the horizon [190]
SBH =
Ah
4G10
=
L5VS5
4G10
∫
d3x
√
gx1x1gx2x2gx3x3 =
L5VS5
4G10
VR3r
3
h
L3
=
VR3
2
π2N2T 3 ,
where in the last equality we substituted the temperature and the ten-dimensional Newton’s
constant eq. (2.11). Therefore the entropy density in the dual theory (strongly coupled
N = 4 SYM) is s = SBH/VR3 , which is 3/4 of the result obtained in the non-interacting
regime of this theory [167]. This is one of the earliest examples that showed the potential
of the correspondence to calculate observables in strongly coupled theories by using a
classical theory of gravity.
We have seen how to introduce the notion of temperature and entropy. Using the
GKPW formula eq. (2.15) it is straightforward to obtain the free energy. The (Euclidean)
action which is minimized by the Schwarzschild AdS black brane is [168]
SE = − 1
16πG5
∫
M
d5x
√
g
(
R +
12
L2
)
− 1
8πG5
∫
∂M
d4x
√
γ
(
K − 3
L
)
. (2.20)
The last two terms, counterterms, are needed to avoid boundary divergences. The first
of these is the Gibbons-Hawking-York term, which involves the trace of the extrinsic
curvature: K = γµν∇µnν , with nν the outward pointing unit normal to the boundary and
γµν the induced metric on the boundary. The second counterterm removes divergences
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in the on-shell action of asymptotically AdS spaces [191, 187]. As mentioned before,
the evaluation of this renormalized action on the Schwarzschild AdS black brane (Srenos )
together with the GKWP rule yields the free energy in the boundary theory
F = −T ln e−Srenos = −π
2VR3
8
N2T 4 . (2.21)
Moreover, the entropy obtained from S = −∂F/∂T is consistent with the Bekenstein-
Hawking entropy given before.
Apart from nonzero temperature, in this thesis we will be interested in charged systems.
Based on the way temperature has been introduced we can straightforwardly anticipate
how charge density may be added: using a charged object in the bulk, namely, a black
hole/brane with nonzero charge.
As we have mentioned in the previous section, a boundary gauge field may naturally
be included from a bulk gauge field. In order to support the bulk gauge field, the black
hole must also be charged. The simplest way to achieve this is to add the Maxwell term
to the Einstein Hilbert action of eq. (2.20) [165]
SMaxwell =
1
16πG5
∫
M
d5x
1
4e2
FµνF
µν .
The basic setting involving a Schwarzschild AdS black brane is thus replaced by the AdS
Reissner-Nordström black brane, which serves as the starting point for studying electric
transport through holography.
Until this section we have restricted to one of the cases where the duality is fully specified
and both theories, in the bulk and boundary, are clearly defined. Constructions such as
those given at the end of Sec. 2.2, based on branes configurations and compactifications of
supergravity theories, are usually referred to as top-down dualities. However, in general
these cases may be highly complicated and are very especial due, for example, to the
presence of supersymmetry. Another phenomenological approach, bottom-up, consists on
postulating effective gravitational actions which, typically but not exclusively, contain
Einstein gravity with a negative cosmological constant and additional matter. The
features of the dual boundary theory, if it exists, may be inferred from the bulk theory
following the mapping and identifications established in the well-studied case of the original
correspondence.
One of the motivations for the bottom-up approach is that, if the underlying idea
behind the gauge/gravity duality holds more generally in other quantum theories, one
expects the features of the gravitational theory could be useful to describe real systems.
As we anticipated in the Introduction, in this thesis we follow this approach. In the next
Section we review the study of transport in QFT and the main difficulties encountered
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to compute real-time Green’s functions at nonzero temperature. We then explore the
holographic techniques developed to study transport through gauge/gravity dualities.
2.4 Linear response in thermal QFT from black holes
We start by reviewing the field theory framework to describe, perturbatively, the
response of a system to external forces [154, 155].
Consider weak external fields ϕi(t, x) coupled to operators Oi(t, x) so that, at t = t0,
a time-independent Hamiltonian H0 is modified with a time dependent term Hext(t)
(H = H0 +Hext) given by
Hext(t) = −
∫
ddxϕi(t,x)Oi(t,x) . (2.22)
Using the time translation operator in the interaction picture: UH(t, t0) ≃ 1− iℏ
t∫
t0
dt′Hext(t′)+
. . . , it is straightforward to show that the change in the expectation value of Oi can be
obtained from equilibrium expectation values as
δ⟨Oi(t,x)⟩ = ⟨Oi(t,x)⟩H − ⟨Oi(t,x)⟩H0 ≃ −
i
ℏ
t∫
t0
dt′⟨[Oi(t,x), Hext(t′)]⟩H0 + · · · =
=
i
ℏ
∫
dt′ddx′⟨[Oi(t,x),Oj(t′,x′)]⟩H0ϕj(t′,x′) ,
(2.23)
where in the last equality we used eq. (2.22). We have assumed time ordering t > t′ and ne-
glected second order terms in the sources ϕj . In eq. (2.23) we identify the retarded Green’s
function between Oi and Oj: GijR(t,x; t′,x′) = − iℏθ(t − t′)⟨[Oi(t,x),Oj(t′,x′)]⟩H0. Since
H0 is time-independent GijR(t,x; t
′,x′) = GijR(t− t′,x;x′) and if H0 is also translationally
invariant in space GijR(t,x; t
′,x′) = GijR(t− t′,x− x′).
It is also customary to use the response function [154, 155]:
χ′′Oi,Oj(t,x; t
′,x′) =
i
2ℏ
⟨[Oi(t,x),Oj(t′,x′)]⟩H0 , (2.24)
or the dynamic susceptibility: χOi,Oj = 2iθ(t − t′)χ′′Oi,Oj . Moreover, in Fourier space
k = (ω,k) the linear response of the system is simply
δ⟨O˜i(k)⟩ ≃ −G˜ijR(k)ϕ˜j(k) , (2.25)
where G˜ijR is the Fourier transform of the retarded Green’s function. These definitions are
crucial for the calculation of transport coefficients.
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Let us now comment on the main difficulties in the standard approach to the calculation
of Green’s functions in QFT at nonzero temperature. These difficulties need also to be
taken into account to introduce the holographic Green’s functions.
Comments on the standard approach to finite temperature correlators
At finite temperature, real-time response may, in principle, be computed by Wick
rotation of the Euclidean correlation functions. In this case the time ordering, which is
not well defined due to complex times, is substituted by choosing a direction of integration
along a straight contour (from t to t− iβ) in the complex plane. This is the broad idea
behind the so-called Matsubara formalism [5, 170].
However, there are some inconvenients with this method [161]. First, even at equilibrium
the main difficulty is the analytic continuation back to real time. The main inconvenient
for our purposes is that out of equilibrium this method does not apply. First of all it is not
clear how to define the exponential form of the density matrix since there is no obvious
definition of temperature. Second, by adiabatically switching on and off time-dependent
interactions, the initial |ϕ(−∞)⟩ and final |ϕ(∞)⟩ states are not, in principle, equal. In
other words, it is not guaranteed that the system returns to the initial equilibrium state
(up to a phase factor). Therefore, it is not possible to calculate the partition function
needed in the denominator of the correlators.
In order to avoid the problem that the final equilibrium state differs from the original
one, one doubles the integration region by returning to the initial equilibrium state. In
other words the integration is along a closed contour (t0,∞) and back. Time ordering
is defined according to the ‘forwards’ (normal time ordering) and ‘backwards’ (anti-time
ordering) branches. This method is known in the literature as Schwinger-Keldysh formalism
[156–160, 192, 161, 162] and the closed contour as the Keldysh contour.7
The forward C+ and backward C− branches define a contour C = C+ ∪ C− and the
Green’s functions of bosonic fields ϕ(x, t) are [192, 161]:
G(x, τ ;x′, τ ′) =

GT (x, t;x′, t′) ≡− i⟨Tϕ(x, t)ϕ∗(x′, t′)⟩ if τ, τ ′ ∈ C+
GT˜ (x, t;x′, t′) ≡− i⟨T˜ ϕ(x, t)ϕ∗(x′, t′)⟩ if τ, τ ′ ∈ C−
G<(x, t;x′, t′) ≡− i⟨ϕ∗(x′, t′)ϕ(x, t)⟩ if τ ∈ C+, τ ′ ∈ C−
G>(x, t;x′, t′) ≡− i⟨ϕ(x, t)ϕ∗(x′, t′)⟩ if τ ∈ C−, τ ′ ∈ C+
where τ, τ ′ are coordinates in C and T (T˜ ) is the time (anti-time) ordering operator used
in the forwards C+ (backwards C−) branch. In G> and G< (Wightman functions) each
7The initial state can be considered to be immersed in a thermal bath. This leads to an extra contour
piece or branch (Matsubrara branch), which is added at the end of the backward branch and runs along a
purely imaginary direction [162].
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field is inserted in different branches, e.g., in G<, ϕ(x, t) is in C+ and ϕ(x′, t′) in C−.8 The
retarded (R), advanced (A) and Keldysh (K) correlators are related to the previous by
[192]:
GR(x, t;x′, t′) ≡− iθ(t− t′)⟨[ϕ(x, t), ϕ∗(x′, t′)]⟩ = GT −G< ,
GA(x, t;x′, t′) ≡ iθ(t′ − t)⟨[ϕ(x, t), ϕ∗(x′, t′)]⟩ = GT −G> ,
GK(x, t;x′, t′) ≡− iθ(t− t′)⟨{ϕ(x, t), ϕ∗(x′, t′)}⟩ = G> +G< ,
where [·, ·] is the commutator and {·, ·} the anticommutator.
2.4.1 Real time holographic Green’s functions
As we have commented in Sec. 2.3.2, in a field theory with a gravity dual temperature is
introduced by considering a black hole in the bulk theory. Therefore, the natural question
to ask is whether it is possible to compute real time Green’s functions in the boundary
theory using this setup.
The method to calculate boundary Green’s functions in holographic theories has been
justified by considering the Schwinger-Keldysh contour method mentioned before and its
analog in the bulk theory [164]. However, before this was understood, a clear prescription,
which passed several consistency checks, had been proposed in [163]. We review this
proposal below.
The GKPW formula eq. (2.15) suggests that, formally, the correlators are simply
obtained by functional differentiation of of the bulk gravitational action as given in eq.
(2.17). There are however certain cases in which problems arise using this method [163].
The first problem is that imposing regularity at the horizon r = r0 is not a consistent
boundary condition since it does not allow (together with boundary conditions at r →∞)
to fully fix the solution. On physical grounds it was argued [163] that the appropriate
horizon boundary condition is to impose bulk waves to be ’ingoing’ at the horizon.
Even after imposing this, more refined, boundary condition at the horizon, the result
obtained from the functional derivative of the partition function is still incorrect. For the
particular case of a scalar field it was shown [163] that this yields a real Green’s function
and therefore causality in the boundary theory would be violated. The proposal of [163] is
summarized as follows.
Consider fluctuations of the a scalar field in the background of eq. (2.19) (in the
variable z = 1/r) [163]
S =
1
16πG5
∫
d4x
z0∫
zB
dz
√−g [gzz(∂zϕ)2 + gµν∂µϕ∂νϕ+m2ϕ2] .
8Other standard notation [192] for these correlators is GT = G11 = G++, GT˜ = G22 = G−−,
G< = G12 = G+−, G> = G21 = G−+ where ‘1’ and ‘+’ refer to the forward branch C+, while ‘2’ and ‘−’
to C−.
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The solution of the scalar is decomposed in Fourier modes fk(z) as
ϕ(z, x) =
∫
d4k
(2π)4
eik·xfk(z)ϕ0(k) ,
where ϕ0(k) is the determined from the boundary value of the bulk field ϕ(z, x) at zB → 0.
The on-shell action is
S =
∫
d4k
(2π)4
ϕ0(−k)F(k, z)ϕ0(k)
∣∣∣z0
zB
, F(k, z) =
√−g
16πG5
gzzf−k(z)∂zfk(z) , (2.26)
and the proposal of [163] for the correct result of the retarded Green’s function is
GROO(k) = −2F(k, z = 0) , (2.27)
where O is the dual operator of the scalar field ϕ.
To summarize, the first essential point is the ingoing boundary condition at the horizon,
which is related to causality in the bulk. Second, the straightforward application of
functional derivatives of the partition function yields the incorrect result and should be
replaced with the prescription given above.
From the difficulties mentioned above, it is clear that the problem is related to the
causality structure of the bulk theory and how to preserve causality in the boundary
theory. In [164] the bulk causal structure was studied using Kruskal coordinates. In these
coordinates it is easy to write the extended Penrose diagram of the AdS black brane of eq.
(2.19) containing two copies or quadrants. In each of quadrant the time component runs
(far from the horizon) in opposite directions [164, 193], this is precisely what allows to
establish the parallelism with the forward and backward branches of the Keldysh contour.
The prescription of eq. (2.27) is recovered after imposing which modes are ingoing and
outgoing in each quadrant.
In Chapter 3 we will adapt the prescription of eqs. (2.26) and (2.27) to the case of a
vector field instead of a scalar field. This will allow to obtain the retarded Green’s function
associated to the current-current correlation function necessary to compute the electrical
conductivity. Let us now review the calculation of electrical conductivity in the simplest
holographic setting with finite charge density.
2.4.2 Electrical conductivity from a charged black hole
In this section we use the AdS Reissner-Nordström (RN) black brane to compute the
electrical conductivity in the dual theory [165]. This background is the classical solution
to the Einstein-Hilbert-Maxwell action and is the simplest setting that allows to introduce
charge density in the dual theory. Therefore, it is the starting point to investigate metallic
properties through the gauge/gravity duality [166].
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The background, in the z = 1/r coordinate, is simply
ds2 =
1
L2z2
(
−f(z)dt2 + dz
2L4
f(z)
+ dx2 + dy2
)
,
f = 1− (1 +Q2)
(
z
z0
)3
+Q2
(
z
z0
)4
, Q2 = µ2z20γ
−2 ,
where γ−2 = L2
4
2κ2
e2
measures the ratio of the gravitational κ2 = 8πG4 and electromagnetic
coupling constants e2. The time component of the gauge field is
At = µ(1− z/z0) ,
and Q is the charge of the black brane and is parametrized by µ. The constant µ is the
boundary value of the gauge field, which, as we discussed in previous sections, sources
the boundary gauge field. It also plays the role of the electrostatic potential difference
between the horizon and the asymptotic AdS boundary [194]. Proceeding in a similar
fashion as in Sec. 2.3.2, the free energy in the boundary theory is obtained from the bulk
action evaluated at the Euclidean background9
Ω =− T log e−SE = −T
∫
R2
d2x
1/T∫
0
dtE
[
2
L4
f
z3
+
√
f
z3L3
(
4
L
+
−6f + zf ′
2
√
fL
)]
=− VR2
2κ24
1 +Q2
z30L
4
,
where κ24 = 8πG4. We have made explicit the integral in the periodic time coordinate
cancels the factor T in front of the logarithm. The first term in the integral corresponds
to the bulk action integrated in the holographic coordinates. The terms in parenthesis
are derived from the gravitational boundary counterterms √γ(2K − 4/L) [195, 187, 165],
which are analog to those introduced for the five-dimensional Schwarzschild AdS black
brane in eq. (2.20). Taking the derivative with respect to the chemical potential gives
the charge density, which is clearly proportional to the black brane charge Q as we had
anticipated.
We now proceed to study the response function in the theory dual to this background.
In order to do so we introduce perturbations in a spatial component of the bulk gauge field
δAx(z, t) = ax(z)e
−iωt, which reproduces the external electric field in the boundary theory.
More explicitly, in eq. (2.22) the external field or source ϕi is replaced by ax(z → 0) = a(0)x
9This corresponds to the Gibbs free energy: variation with respect to the bulk gauge field yields a
boundary term of the form
∫
∂M d
3x
√
γFµνnµδAµ, where nµ is the outward pointing unit normal, γµν
the boundary induced metric and the fields are evaluated at the boundary (δAt = δµ). Therefore, this
boundary term vanishes for fixed chemical potential [94].
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and the electric field is Ex = iωax(z → 0)e−iωt = iωa(0)x e−iωt. The operator Oi that couples
to the source is in this case the current Jx. Moreover, in the absence of the external
field the expectation value of the current is zero ⟨Jx⟩eq = 0, therefore the term δ⟨Oi⟩
in eq. (2.23) reduces to the non-equilibrium value of the current ⟨Jx⟩ne. With these
considerations we rewrite eq. (2.23) in momentum space (see eq. (2.25)) as
⟨Jx⟩ne = GRJxJx(ω)a(0)x =
GRJxJx(ω)
iω
Ex ,
from where it is clear that the conductivity is simply
σxx(ω) =
GRJxJx(ω)
iω
. (2.28)
Based on the discussion of Sec. 2.4.1 the only thing left to be done is to follow the
prescription to compute the holographic retarded Green’s function of eq. (2.28) for which
we need to solve the bulk equation of motion of the perturbation δAx. Note however, that
this perturbation also couples to perturbations in metric components δgxt and δgxr. At
present the perturbation in the xr components of the metric can be set to zero.10 The
perturbation δgxt may be eliminated from the equation of the perturbation ax(z), which
reduces to (
fa′x(z)
)′
+ ax
(
ω2L4
f
− 2κ
2
4L
2
e2
z2A′t(z)
2
)
= 0 ,
which is subject to the following boundary conditions:
ax(z → z0) ≃ (z0 − z)− iω4πT
[
a
(0)
h + a
(1)
h (z0 − z) + . . .
]
, (2.29)
ax(z → 0) ≃ a(0)x + a(1)x z + . . . , (2.30)
where higher order terms O(z0 − z) and O(z2) are given in terms of the three unknowns
a
(0)
h , a
(0)
x and a(1)x . Either two of these unknowns may be fixed arbitrarily and the solution
of the differential equation subject to these boundary condition fixes the unique value of
the other two unknowns.
The horizon boundary condition of eq. (2.29) is of the type discussed in discussed in
Sec. 2.4.1, namely ingoing at the horizon. Moreover, applying the generalization of the
prescription of eqs. (2.26) and (2.27) for the gauge field perturbation yields
GRJxJx(ω) =
1
e2
a
(1)
x
a
(0)
x
. (2.31)
10This choice fixes the gauge and is known as axial gauge. In general, this does not fully fix the gauge as
there is an residual gauge freedom associated to a constant shift of gxt and (possibly) other perturbations.
We will comment more on this gauge fixing in backgrounds without translational symmetry.
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Fig. 2.1 Electrical conductivity eqs. (2.31) and (2.28) in 2 + 1 dimensions calculated
from the Reissner-Nordström black brane. Left: real part of the regular part of the
conductivity. Right: imaginary part rescaled by the frequency. This shows there is a pole
in the imaginary part at zero frequency. This is related to an infinite real conductivity at
zero frequency. The plots correspond to fixed temperature and chemical potential. From
top to bottom in the left plot µ/T increases. See [165] for more details.
We show in figure 2.1 the regular part of the real part of the conductivity as well as
the imaginary part rescaled by the frequency. These plots correspond to fixed chemical
potential (Grand Canonical ensemble) and fixed temperature.
We have obtained an expected feature, namely, the existence of a pole at zero frequency
in the imaginary part of the conductivity, which indicates the real part should be infinite
at zero frequency (though this is not directly seen in the left plot of Fig. 2.1). This feature
can be understood easily; assuming the general expansion of the Green’s function is
GRJxJx(ω) ≈ −K/π + iωσQ +O(ω2) ,
we see the limit ω → 0+ in eq. (2.28) might be problematic. More explicitly, the real part
of the conductivity for vanishing frequency is
σdc =Re lim
ω→0
GRJxJx(ω)
i(ω + iϵ)
= σQ − Re1
i
K
ω + iϵ
=
=σQ − Re
[
P
(
1
ω
)
(−i)K − πKδ(ω)
]
= σQ +Kδ(ω) .
(2.32)
Indeed, the Kramers-Kronig relation between the real and imaginary parts of the conduc-
tivity connects the two distributions inside the brackets: if there is a simple pole in the
imaginary part of the conductivity, there should be a delta in the real part. The coefficient
of this delta is called the Drude weight and will be the object of study in Chapter 4.
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Simple analytical results for σQ and K, involving only thermodynamic quantities, have
been obtained in 2 + 1 (boundary) dimensions in [109, 110]
σQ =
1
e2
(
sT
ϵ+ P
)2
, K =
ρ2
ϵ+ P
, (2.33)
where s, ϵ and ρ are the entropy, energy and charge densities, while T is the temperature
and P the hydrodynamic pressure, which is proportional to the energy density. It has
been shown [122, 128] that these expressions are actually valid in more general models:
Einstein-Maxwell-dilaton models [94]. We will review the universality of the expression
of the Drude weight in Chapter 4 and we will see that in R-charged backgrounds with
multiple R-charges the result is very similar.
The physical origin of the infinite conductivity is the same as in the Drude model; in the
presence of translational invariance, the response of the system to an external electrostatic
field is to accelerate charge without ‘scattering’ (whatever the microscopic mechanism may
be). In the next section we discuss how to explicitly break the continuous translational
symmetry in the spatial coordinates. Numerous approaches to break translational symmetry
in holography have been suggested [130, 136, 139–141, 126, 131–135]. However, in Sec.
2.5 we only review the possibility used in [136, 139] on which we base our study.
2.5 Holography without translational invariance
In a field theory momentum conservation is a consequence of imposing the conservation
of certain components of the energy-momentum tensor ∂iT ij = 0 where the indices run
over spatial dimensions. As we mentioned in Sec. 2.3.1, in theories with holographic
duals, the energy-momentum tensor T ij is related to the bulk metric gµν . Moreover, the
conservation of T ij is a consequence of diffeomorphism invariance of gµν . Therefore, to
violate ∂iT ij = 0 one should break diffeomorphism invariance in the spatial coordinates.
The simplest option for this purpose is to add a graviton mass term [136]; hence, these
theories are broadly known as massive gravity.
In general, including a graviton mass term leads to numerous problems and instabilities
which we are not going to cover in this thesis. A ghost-free model of massive gravity
[196, 197] has been used in [136] to describe a boundary theory with finite charge density
and without translational symmetry. In this model the bulk metric tensor gµν is coupled
to a ‘reference metric’ fµν which gives the mass term to gµν . The reference metric is
flat and may be chosen to have only nonzero spatial components, i.e., for coordinates
xµ = (t, r, x, y), the reference metric is fµν = diag(0, 0, 1, 1) [136].11 It is more generally
parametrized as fµν = ∂µϕa∂νϕbηab where ηµν is the Minkowski metric and ϕt = ϕr = 0,
11There are more sophisticated massive gravity models which treat the reference metric dynamically
[198].
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ϕa = δai x
i for i = 3, 4. In this way, diffeomorphism invariance is broken only in the x and
y dimensions.
Moreover, the fields which parameterize the components of the reference metric ϕa are
usually called Stükelberg fields [199, 136]. The reason for this name comes from the use of
the Stükelberg trick in the context of massive gravity. Broadly speaking, this trick consists
on adding a new field, Stükelberg field, to a given theory which lacks gauge symmetry in
such a way that the new action enjoys this symmetry [199]. Moreover, in the context of
massive gravity, adding the Stükelberg fields allows the massless limit of the theory to be
well defined [199].
As shown in [136], in order to compute the electric conductivity in the dual theory of
this massive gravity model one proceeds the same way as we did in Sec. 2.4.2 for the RN
background. Namely, one adds perturbations on a spatial component of the gauge field
δAx and on the xt component of the bulk metric δgxt. However, in this massive gravity
background, the Stükelberg field should also be perturbed: δϕx. Alternatively, if the
Stükelberg field is left unperturbed, the xr component of the metric should be perturbed
δgxr. This is choice is a gauge choice.
In [200] a plethora of (static) of solutions similar to the massive gravity solution
mentioned above were found. These solutions, which consist on black holes dressed with
p-forms, were called axionic black holes and were first used in [139] to calculate the
transport properties through holography. For concreteness we write the action used in
[139] below.
S =
1
2κ2
∫
M
dd+1x
√−g
[
R− 2Λ− 1
2
d+1∑
I=2
∂µX
I∂µXI − 2κ
2
4e2
F 2
]
+ Sct , Λ =
d(d− 1)
2L2
.
(2.34)
The term Sct contains the gravitational counterterms discussed in 2.3.2, but in arbitrary
dimensions, plus counterterms involving the massless scalar fields XI = αxI . Since the
geometry that solves this model is known analytically [200, 139] the model of eq. (2.34)
started to be extensively used by many other authors. As a consequence, the name axions
has been popularized to refer to the scalar fields XI of eq. (2.34). We note however that
the use of this name in the context of holography might raise confusion.
In order to solve the apparent violation of the CP symmetry of strong interactions in
QCD, Peccei and Quinn [201] proposed to add the term θϵµνρσF µνα F ρσα , the ‘θ-term’, to
the QCD Lagrangian. This term predicts the existence of a light spinless particle which
receives the name of axion [169].
InN = 4 SYM, the θ-term has been realized holographically by considering intersections
of D3 and D7 branes [202, 203]. The solution of this D3-D7 brane system contains a field
(axion field) which is dual to the θ parameter of the θ-term in the dual gauge theory. This
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field is also linear in one of the spatial coordinates [202, 203] but is not related to the
fields XI of eq. (2.34).
On the other hand, in the context of String Theory, there are pseudoscalars X with shift
symmetry: X → X +const. These fields, called axions, result from dimensional reductions
of antisymmetric fields e.g., RR p-forms of some String Theory [50, 204]. Perturbatively,
these fields have no potential, like XI in eq. (2.34), but in certain situations the kinetic
term of axions sources the dilaton and the solution of eq. (2.34) should be modified [144].
Therefore, in order to avoid these subtleties and the confusion with terminology in
related fields, a better name for the massless scalar fields XI of eq. (2.34) in the context of
effective holographic models would be Stükleberg fields. The reason for this terminology
instead of axions is first that the mass term that breaks diffeomorphism invariance in the
spatial dimensions is parametrized precisely by the fields XI . Second, as we will see below,
at the level of the perturbations introduced to study conductivity, the fields XI play the
role of the Stükleberg fields ϕa of massive gravity. In this thesis we will still choose the
name axions for simplicity and due to its widespread use, but we remind ourselves these
fields must not be confused with the axion fields related to the θ-term.
After this small digression we turn back to the role of momentum relaxation in the
boundary theory of eq. (2.34). As in the case of massive gravity, in the model of eq. (2.34)
one may choose to either perturb the Stükelberg field δXx or δgxr, namely, adding the
perturbations {δAx, δgxt, δXx} or {δAx, δgxt, δgxr} [139]. In [139] the following harmonic
perturbations were chosen
Ax = ax(r)e
−iωt , δgxt = hxt(r)e−iωt , δXx = χ(r)e−iωt ,
The corresponding equations of motion were decoupled by using gauge-invariant com-
binations of the fields and taking the zero frequency limit. Using this solution, the dc
conductivity is simply [139]
σdc = r
d−3
0
[
1 + (d− 2)2µ
2
α2
]
,
where r0 is the horizon radius, µ is the boundary theory chemical potential and the
parameter α, which controls the strength on momentum dissipation, was defined through
the axion fields XI = αxI .
This method had been previously used in a massive gravity setting [137] and later in
more sophisticated dilatonic models without translational invariance [125, 127]. There is
however a simpler and more general method initiated in [141], which consists on using the
following perturbations
Ax = −Et+ ax(r) , δgxt = hxt(r) , δXx = χ(r) ,
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to solve the equations of motion at the horizon. The conductivity is obtained from the
radially conserved Maxwell current at the horizon divided by the electric field E. We will
review this method more carefully in Chapter 5.
After this discussion we conclude the review on the subjects of the gauge/gravity
duality relevant for this thesis. We are ready to move on to the original research of the
thesis, which is organized according three main strategies or approaches to strongly coupled
systems: 1) high dimensionality, 2) limit of weak breaking of translational symmetry and 3)
models with varying gravitational coupling constant and strong breaking of translational
symmetry. We start with the first strategy.
3
Conductivity and entanglement entropy of
high dimensional holographic
superconductors†
We investigate the dependence of the conductivity and the entanglement entropy on the
space-time dimensionality d in two holographic superconductors: one dual to a quantum
critical point with spontaneous symmetry breaking, and the other modeled by a charged
scalar that condenses at a sufficiently low temperature in the presence of a Maxwell field.
In both cases the gravity background is asymptotically Anti de Sitter (AdS). In the large
d limit we obtain explicit analytical results for the conductivity at zero temperature and
the entanglement entropy by a 1/d expansion. We show that the entanglement entropy is
always smaller in the broken phase. As dimensionality increases, the entanglement entropy
decreases, the coherence peak in the conductivity becomes narrower and the ratio between
the energy gap and the critical temperature decreases. These results suggest that the
condensate interactions become weaker in high spatial dimensions.
†A version of this chapter may be found in [205], which has been published at Journal of High Energy
Physics and is authored by Antonio M. García-García and A. R. B.
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3.1 Introduction
It is a well known fact in condensed matter and statistical physics that the dynamics of
many systems simplifies drastically in the limit of large space dimensions d− 1 [206–214].
Analytical results are typically obtained for d→∞ [207, 206] and, in some cases, it is also
possible to compute explicitly small corrections [212] due to a large but finite dimensionality
by a 1/d expansion. A typical example is the Hubbard model in the strong coupling
region where in the large d limit the problem maps onto a mean-field quantum impurity
model that is solved self consistently. Meaningful results are only obtained [206] after the
kinetic energy is properly rescaled so that the trivial non-interacting limit is avoided for
d→∞. The application of these ideas to the Hubbard model was a key step for the later
development of dynamical field theory [213]. Another problem in which large d expansion
is relevant is that of a particle in a random potential. According to the selfconsistent
theory of localization, [215] explicit analytical results for the critical disorder that induces
a metal-insulator transition are only known for a Cayley tree geometry which corresponds
to a lattice of infinite dimensionality. However, there is still qualitative agreement with
the numerical results in a three dimensional lattice [216].
Similarly, many problems in percolation [214] and spin chains [211] have explicit
analytical results in the limit of large spatial dimensions. In many of these cases just
keeping the leading term in the 1/d expansion is enough to find good agreement with
experimental or numerical results [208] in d = 3. In the context of quantum gravity, large
d expansions have also been employed [217, 218] to simplify Feynman diagrams in a spirit
similar to the large N approximation, broadly used in quantum chromodynamics, N = 3,
and other gauge theories. However, renormalization of quantum theories of gravity is
even more problematic as dimensionality increases so it is not clear whether it is a viable
approximation scheme. The situation is different in classical theories of gravity which
are finite for any dimensionality. The study of properties of black holes [219] and general
relativity [118] in large dimensions has shown that there are intriguing features that only
occur for a sufficiently large number of dimensions. More recently [220–222] this large d
limit was studied in the context of AdS spaces and then applied, by AdS/CFT techniques,
to the study of holographic superconductors [220].
One of the main conclusions of [220] is that it is possible to find an explicit analytical
expression of the critical temperature in the limit of large dimensionality and negligible
backreaction of the scalar on the metric and on the gauge field. Even for d = 2 + 1, this
simple analytical prediction for the critical temperature is already a good approximation
of the numerical results. Moreover, as dimensionality increases the condensation of the
scalar occurs always close to the horizon as the gravitational effects of the black hole are
only important in this region.
In this chapter we continue the study of holographic superconductors in the large d
limit with a twofold motivation. Firstly, we aim to emphasize the usefulness of large
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d expansions in holography by carrying out analytical calculations of the entanglement
entropy and the conductivity that are only possible in this limit. Secondly, we seek to
clarify the qualitative effect of dimensionality in holography. We have found that as d
increases the coherence peak becomes narrower and the ratio between the energy to break
the condensate and the critical temperature decreases. This is a strong suggestion that
the effective coupling that controls the interactions of the condensate seems to be weaker
as dimensionality increases.
The organization of the chapter is as follows: In Sec. 3.2 we introduced the two models
that we employ to study a large d holographic superconductor, then in Sec. 3.3 we compute
numerically the conductivity up to d = 9. Based on these results we compute in Sec.
3.4 the superconducting energy gap, roughly the maximum of the conductivity, and the
order parameter ⟨O⟩ as a function of d. We also discuss certain ambiguity in the relation
between these two quantities. In Sec. 3.5 we study analytically at T = 0, the low and
large frequency-dependence of the electrical conductivity. Similarly, in Sec. 3.6, we provide
simple analytical expressions for the entanglement entropy between a rectangular strip
and its complement in the boundary; we analyze both the case T = 0 and T ∼ Tc.
3.2 Models
We study the dimensional dependence of holographic superconductivity [112, 114] in
two models, one at T = 0 and other at T > 0.
3.2.1 d-dimensional holographic superconductivity at T = 0
For the T = 0 limit we choose the model introduced in Ref.[115], to describe a quantum
critical point with spontaneous symmetry breaking,
S =
∫
dd+1x
√−g
[
R− 1
4
F 2 − |∂µψ − iq2Aµψ|2 − V (|ψ|)
]
, (3.1)
where
V (|ψ|) = 2Λ +m2|ψ|2 + u
2
|ψ|4, (3.2)
Λ = −d(d − 1)/2L2 is the cosmological constant, m2 < 0 is the scalar mass and u > 0.
Symmetry breaking is directly related to the existence of a minimum of the potential at
|ψ| = ψIR =
√−m2/u ̸= 0.
Following [115] we consider the metric ansatz
ds2 = e2A(r)
(−h(r)dt2 + dxidxi)+ dr2
h(r)
, (3.3)
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i = 1, . . . , d− 1, such that in the infrared limit A(r) = r/LIR and h(r) = 1 where LIR is
defined through −d(d−1)
L2IR
≡ V (|ψIR|).
In order to recover the SO(d-1,1) Lorentz symmetry and SO(d,2) conformal symmetry
deep in the IR the metric should approach
ds2IR = e
2r/LIR
(−dt2 + dxidxi)+ dr2 (3.4)
where we have imposed
h(r)→ hIR = 1, A(r)→ r
LIR
, as r → −∞. (3.5)
Similarly, in the UV limit, the appropriate symmetries are restored provided,
h(r)→ hUV, A(r)→ AUV r
L
, as r →∞, (3.6)
with hUV and AUV constants related by the rr component of the Einstein equations:
(d− 1)(A′h′h+ dh2A′2) + hV (|ψ|)− h2ψ′2 − e−2Aq2ψ2ϕ2 + h
2
e−2Aϕ′2 = 0, (3.7)
where ϕ is the t component of the gauge field. Evaluated at the UV boundary, the previous
equation, yields
hUV =
1
A2UV
. (3.8)
Moreover, the null energy condition requires hUV > hIR = 1 [115] which means that
AUV < 1. At the same time, A(r) must increase monotonically in the whole range
−∞ < r < ∞ and the slope in the UV-limit must be lower than in the IR-limit, i.e.,
AUV/L < 1/LIR, [223].
The resulting equations of motion are,
ψ′′ + ψ′
(
h′
h
+ dA′
)
+ ψ
q2ϕ2
e2Ah2
+
V ′(|ψ|)
2h
= 0, ϕ′′ + ϕ′(d− 2)A′ − ϕ2ψ
2q2
h
= 0,
h′′ + dh′A′ − 2
h
q2ϕ2ψ2e−2A − ϕ′2e−2A = 0, A′′ + 1
d− 1ψ
′2 +
e−2Aq2ϕ2ψ2
(d− 1)h2 = 0
(3.9)
with boundary conditions in the IR-limit (r → −∞),
ϕ ∼ ϕ0e
r
LIR
[∆ϕIR−(d−2)], ψ = ψIR + aψe
r
LIR
(∆ψIR−d), (3.10)
where ∆ϕIR and ∆ψIR are the larger roots of: ∆ϕIR [∆ϕIR − (d − 2)] = 2q2ψ2IRL2IR and
∆ψIR(∆ψIR − d) = 12V ′′(ψIR)L2IR = −2m2L2IR. Similarly in the UV limit (r →∞),
ϕ = µ− ρe−∆ϕUV rL , ψ = ψUVe− rLAUV(d−∆ψUV ), (3.11)
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where, ∆ϕUV = d− 2 and ∆ψUV is the smaller root of: ∆ψUV(∆ψUV − d) = m2L2/(hUVA2UV).
The boundary conditions for h and A are given in eqs. (3.5) and (3.6). Moreover, we will
take the parameters m2 and u such that the operators dual to ψ and ϕ are irrelevant in
the IR so that the IR AdS space is a fixed point of the RG flow. Repeating the argument
presented in [224] it is straightforward to see this corresponds, in our notation, to:
∆ψIR > d, ∆ϕIR > d− 1. (3.12)
3.2.2 d-dimensional holographic superconductivity at T > 0
For the study of holographic superconductors at finite temperature we employ the,
by now, standard model introduced in [112, 114] by coupling anti-de Sitter gravity to a
Maxwell field and a charged scalar and a quadratic (in |ψ|) potential. Here we state the
action and equations of motion in d dimensions directly in order to settle down notation
and refer to the reviews Refs. [172, 117] for more details. The action is given by,
S =
∫
dd+1x
√−g
[
R− 1
4
F 2 − |Dµψ|2 − V (|ψ|)
]
, V (|ψ|) = −2Λ +m2|ψ|2, (3.13)
with Dµ = ∂µ − iq2Aµ. In probe limit, corresponding to a negligible backreaction of the
scalar and the Maxwell field on the geometry, is simply given by the planar-Schwarzchild
AdS black hole,
ds2 = − r
2
L2
h(r)dt2 +
L2dr2
r2h(r)
+ r2dxidxi, i = 1, . . . , d− 1, (3.14)
with h(r) = 1− rd0/rd. Assuming for the moment that the only component of the Maxwell
field is At = ϕ(r) it is straightforward to obtain:
ψ′′ + ψ′
(
h′
h
+
d+ 1
r
)
+ ψ
ϕ2
r4h2
+
V ′(|ψ|)
2r2h
= 0, ϕ′′ + ϕ′
d− 1
r
− ϕ2ψ
2
r2h
= 0. (3.15)
The boundary conditions are fixed from to the usual expansions:
ψ(r →∞) = α
r∆−
+
β
r∆+
+ . . . , ϕ(r →∞) = µ+ ρ
rd−2
+ . . .
ψ(r → r0) = ψ0 + ψ1
(
1− r0
r
)
. . . , ϕ(r → r0) = ϕ1
(
1− r0
r
)
+ . . . ,
(3.16)
where ∆± = 12
(
d±√d2 + 4m2L2) and ψ1 is given in terms of the undetermined constants
ψ0, ϕ1.
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3.3 Electrical conductivity in the large d limit at T > 0
We start our analysis by computing the electrical conductivity, σ, at T > 0. For the
sake of completeness we review the procedure to compute it for a general d. To this end
one should add a perturbation to the vector potential δA = Ax as well as one to the metric
δg = gtx. However, we will solve for σ numerically in the probe limit where,
ds2 =
1
z2
(
f(z)dt2 +
1
f(z)
dz2 + dx2i
)
, f(z) = 1− zd, i = 1, . . . , d− 1, (3.17)
with z = 1/r, and choosing the horizon position z0 = 1 and L = 1. As usual, the linear
response of an operator, in our case the current Jµ(x), to an external source or field
perturbation, Ax, is related, in momentum space, to the retarded Green’s function, [172]:
δJx(k) = G˜xxR (k)δA˜x(k), (3.18)
where k = (ω, k⃗) is the d-momentum and G˜xxR (k) is the Fourier transform of the retarded
Green’s function. Moreover, the charge current response to an electric field is J i(ω) =
σij(ω)Ej(ω), with Ex = −∂tAx(t, z, x), Ax(t, z, x) = eiωtAx(z, x), therefore, it follows that,
σxx(ω) =
G˜xxR (ω, 0)
iω
. (3.19)
We now compute this Green’s function following the procedure first outlined in Ref. [163].
First, we write the Fourier transform of the vector potential,
Aµ(z, x) =
∫
ddk
(2π)d
eikxA˜µ(z, k) (3.20)
where kx = −ωt + k⃗ · x⃗ and A˜(0)µ (k) = A˜µ(z = 0, k) is defined from the boundary value
Aµ(z = 0, x). The Fourier transform of the gauge-field-part of the action leads to,
Sgauge =
∫
ddk
(2π)d
F(k, z)
∣∣∣∣z=1
z=0
+ . . . , F(k, z) = −
√−ggzzgxx
2
A˜x(z,−k)∂zA˜x(z, k), (3.21)
where the dots correspond to terms not containing Ax and its derivatives. The final
expression for the conductivity is obtained by combining the proposal of Ref. [163]
G˜xxR (ω, 0) = −2 δ
2
δA˜
(0)
x (−k)δA˜(0)x (k)
limz→0F(k, z) together with eq. 3.19,
Re[σ(ω)] =
1
iω
δ2
δA˜
(0)
x (−ω)δA˜(0)x (ω)
lim
z→0
√−ggzzgxxA˜x(z,−k)∂zA˜x(z, k)
∣∣∣∣∣
k⃗=0
. (3.22)
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In order to compute A˜x(z, k) we write the equation for Ax(z, x) in the fixed background
given in eq. (3.17). As was mentioned above, we assume a harmonic time dependence for
Ax. The derivatives are taken with respect to the holographic coordinate, z:
A′′x +
(−d+ 3
z
+
f ′
f
)
A′x +
(
ω2
f 2
− |⃗k|
2
z2f
− 2ψ
2
z2f
)
Ax = 0, f = 1− zd. (3.23)
Finally, we impose the usual boundary conditions, in-falling close to the horizon, Ax ∼
(f/z2)−iω/d(1 + . . . ) and Ax ∼ A(0)x + A(1)x gd(z, ω) close to the boundary. The function
gd(z, ω) is easily obtained, for each d, by solving the asymptotic expansion of eq. (3.23),
App. A.3. By combining eqs. (3.20) and (3.23) we obtain an analytically solvable
differential equation for A˜x(z, k) at zero spatial momentum, which in the z → 0 limit
reduces to,
A˜′′x(z, ω) + A˜
′
x(z, ω)
3− d
z
+ A˜x(z, ω)ω
2 = 0. (3.24)
We choose the regular solution at z = 0. We note that at ω = 0 the conductivity Re(σ)
develops a delta function as a consequence of the translational invariance of the system.
For odd d we have now all the ingredients to compute the conductivity σ(ω) (3.22).
However for even d, logarithmic divergences at non-zero ω appear [225]. In order to study
the large-d limit of σ, it is enough to restrict our analysis to odd d. Therefore, in order to
avoid the intricacies of adding the counterterms to the action to remove the divergences
mentioned above, we take the prescription for d = 4 given in [225] and for d = 3, 5, 7, 9 we
employ eq. (3.22).
3.3.1 Numerical calculation of the conductivity at low tempera-
ture for d ≤ 9
In this section we compute numerically the electrical conductivity in the probe limit
for 3, 4, 5, 7 and 9 dimensions of the dual boundary theory and for two scalar masses
m2 = 0, d + 1. We follow the procedure described in the previous section and solve
the resulting differential equations by the shooting method. See Appendix A.3 for the
specific expressions of the electrical conductivity in each dimension. The results depicted
in Fig. 3.1 and Fig. 3.2 indicate that as dimensionality increases, the coherence peak
becomes narrower and the position to the peak ωg moves to lower frequencies. The physical
interpretation of these features is clear. The condensate becomes less coupled as it costs
less energy to break it (smaller ωg) as d increases. Moreover, the effective bulk coupling also
decreases as a narrower coherence peak is a signature of a longer life-time of the relevant
excitations around ωg. A tentative explanation of this behaviour in the gravity dual is that
[118, 220] as the dimensionality increases the condensation of the scalar gradually occurs
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closer to the horizon which corresponds to the less strongly interacting1 limit of the dual
field theory. A natural question to ask is whether the gravity dual has a well defined limit
for d→∞. In order to answer this question in Fig. 3.3 we plot ωg/Tc as a function of d.
The ratio decreases monotonically as d increases and it is likely to converge to a finite value
in the d→∞ limit still above the prediction ∼ 3.528 of the Bardeen-Cooper-Schrieffer
(BCS) theory of weakly coupled superconductors. It seems that this limiting value only
depends weakly on the scalar conformal weight. More specifically we expect this result
to hold provided that both the chemical potential, related to the kinetic energy, and the
conformal weight, related to interaction energy, have the same scaling with d. It would be
interesting to explore whether there exists a strict minimum bound for this quantity in
the large d limit.
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Fig. 3.1 Conductivity (3.22) in different dimensions for a massless scalar field at T/Tc ∼ 0.1.
As the dimensionality increases the coherence peak is narrower and moves to the region of
lower frequencies.
Regarding Fig. 3.2 few comments are in order: a) we omit the case d = 3 for
m2L2 = d + 1 in what follows since we have observed an anomalous behavior of the
AC conductivity similar to that reported in Ref.[225], b) in Fig. 3.2, corresponding to
m2L2 = d + 1, the ‘crossing point’ where all curves meet, ω/Tc ∼ 7, is slightly blurred
due to the presence of extra poles, not shown, at lower frequency [225], c) although for
m2L2 = d+ 1 we found difficult to decrease the temperature below T/Tc ∼ 0.6 it is clear,
see Fig. 3.3, that the behavior for both masses is strikingly similar.
1Here we refer to the interaction responsible for the condensate.
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Fig. 3.2 Conductivity (3.22) in different dimensions for m2L2 = d + 1 at T/Tc ∼ 0.6.
Results are similar to those of Fig. 3.1 for m = 0
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Fig. 3.3 Ratio between the peak of the conductivity ωg and the critical temperature for
m2L2 = 0 (∆ = d) at T ∼ 0.1Tc, and m2L2 = d+1 (∆ = d+1) at T ∼ 0.6Tc as a function
of the dimensionality. It always decreases as d increases and only depends weakly on the
scalar mass m2, see figures 3.1, 3.2. The horizontal black line indicates the approximate
position of the crossing point in figures 3.1 and 3.2, which we also expect to correspond to
the location of the peak of the conductivity for d→∞ limit. We note that even in the
d→∞ limit the ratio is still substantially larger than the BCS prediction 3.528.
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3.4 Relation between the order parameter ⟨O⟩ and ωg
in the large d limit
In BCS superconductors the coherence peak in the conductivity is simply two times
the value of the order parameter also referred to as the superconducting energy gap.
Physically it means that since a Cooper pair is composed of two electrons it takes twice
the energy gap to break a Cooper pair and place these two electrons in the first state
available above the Fermi energy. For strongly coupled superconductors there is no clear
relation between these two quantities as the coherence peak broadens substantially and in
some materials the quasiparticle picture based on the Fermi liquid approximation breaks
down. However, in the context of holographic superconductivity it is well known [116]
that these two observables are still comparable, though the relation between them is not
universal and different from the BCS prediction [226]. We now study to what extent
this relation still holds in the large d limit. The order parameter ⟨O⟩ is computed by
following the usual steps. First we find the numerical solution of the equations of motion
eq. (3.15) by the shooting method for a scalar field, ψ(r), charged under the gauge field
At = ϕ(r) in a non-dynamical Schwarzchild background, i.e., in the probe limit. We
consider a fixed charge density and different scalar masses. The order parameter is simply
⟨O⟩ 1∆ = [(2∆− d)β] 1∆ , where ∆ is the conformal dimension of the operator dual to ψ, d is
the number of dimensions of the dual theory, and β is given in the boundary condition, eq.
(3.16). In Table 3.1 we present results for ωg and ⟨O⟩ for different dimensions and masses.
As dimensionality increases ⟨O⟩ becomes much smaller than ωg. Indeed, it seems that the
ratio ⟨O⟩1/∆/ωg → 0 as d → ∞. Presently we do not have a solid explanation for this
discrepancy. A finite value of the order parameter ⟨O⟩ in holographic superconductivity is
interpreted as a signature of spontaneously symmetry breaking rather than a energy gap
in the spectrum. It might therefore be that these two quantities are not related and the
similar value in low dimensions is a coincidence. Another more speculative explanation is
that the standard recipe to compute ⟨O⟩ misses some dimensionality prefactor. We went
over the original derivation of the expression for the order parameter but we could not
find any discrepancy with the expression used above. However we found that by rescaling,
see Fig. 3.4, ⟨O⟩ by Γ(∆) the ratio seems to converge to a finite positive value in the
d→∞ limit.2 Whether this is just a coincidence or has a deeper physical meaning remains
to be understood. Finally, we note the fact that the rescaling by Γ(∆) depends on the
scalar mass indicates that it is not related to the dimensional dependence of the coupling
constant in the action which is usually set to the unity.
2Our numerical results suggest [(2∆− d)β] 1∆ → constant for d→∞. Thus, a factor depending only
on d such as Γ(d), instead of ∆, does not result in a finite ⟨O⟩1/∆/Tc in the the limit d→∞.
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ωg
Tc
⟨O⟩1/∆
Tc
⟨O˜⟩1/∆
Tc
⟨O⟩1/∆
ωg
⟨O˜⟩1/∆
ωg
d = 3 11.3 12.7 16.0 1.1 1.4
d = 4 10.0 8.7 13.6 0.9 1.4
d = 5 9.1 6.4 12.1 0.7 1.3
d = 7 8.4 4.1 10.5 0.5 1.3
d = 9 8.0 2.9 9.4 0.4 1.2
Table 3.1 Comparison of the position of the conductivity (3.22) coherence peak with the
order parameter ⟨O⟩ = (2∆− d)β and the alternate definition ⟨O˜⟩ = (2∆− d)Γ(∆)β, for
m2L2 = 0 (∆ = d). Convergence for large d is only observed after the order parameter is
rescaled by Γ(∆). We do not have a clear understanding of why the order parameter and
ωg have a different parametric dependence on the dimensionality.
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Fig. 3.4 Ratio between the order parameter close to zero temperature and the critical
temperature for different dimensions and scalar masses. Dashed lines correspond to the
usual definition: ⟨O⟩ = (2∆ − d)β, continuous lines include a speculative factor Γ(∆),
⟨O˜⟩ = (2∆− d)Γ(∆)β. Only in the latter case convergence of the ratio to a non-zero value
in the d→∞ limit is likely.
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3.5 Analytical calculation of the conductivity at T = 0
for different dimensions
We now switch to the background introduced previously in Sec. 3.2.1 to describe
holographic superconductivity at T = 0. From now the main focus of this chapter will be
to compute analylitically the conductivity and later the entanglement entropy in the large
d limit in order to illustrate the interest of large 1/d expansion in holography.
In this section we compute the electrical conductivity at zero temperature. As was
mentioned previously one must consider fluctuations of Ax(t, r) and gtx(t, r), [114], which
source an electric field Ex and carries momentum Ttx. These perturbations are usually
assumed to have a harmonic time dependence, Ax(r)e−iωt, gtx(r)e−iωt. Furthermore, the
Einstein and Maxwell equations are expanded in gtx(r) keeping only linear terms in Ax(r),
A′′x(r) + A
′
x(r)
[
(d− 2)A′ + h
′
h
]
+
Ax(r)
h
[
ω2
he2A
− 2q2ψ2 − ϕ′2e−2A
]
= 0. (3.25)
We then impose that near the UV boundary Ax(r) = A0 + A1e−(d−2)A(r). In the infra-red
limit we expect the perturbation Ax to become small. This is indeed the case for d = 3
but not for d ≥ 4 [227] where it grows exponentially for r → −∞. This cast doubts about
the stability of the background to small perturbations in large dimensions. Indeed, it has
been observed that the addition of a gauge field increases the temperature of the dual field
theory [228] even in the limit of an extremal black hole. However a full stability analysis is
beyond the scope of the thesis as the main motivation here is to employ the large d limit
as a computation tool to obtain analytical results. As in the d = 4 case studied in Ref.
[229] we overlook the potential instability induced by the gauge field and proceed to solve
analytically eq. 3.25 in the following three different limits.
3.5.1 Low frequencies
The small frequency dependence of σ is studied by solving eq. (3.25) in the IR limit.
The scalar is now locked around its minimum, ψIR. By using the asymptotic values of A
and h in the IR limit eq. (3.25) simplifies to,
A′′x(r) + A
′
x(r)
d− 2
LIR
+ Ax(r)
(
ω2
e2r/LIR
− 2q2ψ2IR
)
= 0, (3.26)
where we have assumed that e
2r
LIR ϕ′(r) → 0 as r → −∞. The solution of the above
equation can be written in terms of a Hankel function as:
Ax(r) = e
− d−2
2LIR
r
H(1)α
(
ωLIRe
− r
LIR
)
, α = ∆ϕIR −
d− 2
2
=
1
2
√
(d− 2)2 + 8q2ψ2IRL2IR.
(3.27)
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As was pointed out previously, [115, 116], the frequency dependence of the conductivity
at zero temperature is extracted from the conservation of the flux (∂rF = 0) with
F = −he(d−2)A
2i
A∗x
←→
∂r Ax,
Re (σ) ∝ F
ω|A0|2 (3.28)
Notice that, modulo a factor i/2, the flux F coincides with the definition of F(k, z)
given in eq. (3.21), namely F(k, z) = −
√−ggzzgxx
2
A˜x(z,−k)∂zA˜x(z, k), where in this case
the metric is given by eq. (3.3). In the latter the holographic coordinate is r, instead of
z = 1/r, and we take the gauge field in position space instead of momentum space.
To obtain A0 we need to match the solution given in eq. (3.27) to Z(r), the solution of
eq. (3.25) with ω = 0, which is assumed to satisfy Z(r)→ e− rLIR ( d−22 −α) as r → −∞.
For ω small enough, such that r∗ ≪ rIR, where r∗ = LIR logωLIR and rIR is the scale
at which the geometry is significantly deformed from eq. (3.4), the convergent part of the
solution, eq. (3.27), is matched to Z(r) in the region r∗ ≪ r ≪ rIR:
Ax(r) ≃ C Z(r)(ωLIR)−α, (3.29)
where C is a constant. Therefore, taking the limit of the previous expression when r →∞
results in
A0 ∝ ω−α, (3.30)
and, from eq. (3.28), the conductivity is,
Re (σ) ∝ ω2α−1, (3.31)
with α = ∆ϕIR − d−22 = 12
√
(d− 2)2 + 8q2ψ2IRL2IR. The exponent α that controls the
strength of the low energy excitations increases with d. This is a strong suggestion that,
in agreement to the results at finite temperature, high dimensionality suppress low energy
excitations and therefore make the system less strongly interacting. The d dependence of
the conductivity in low frequency limit was previously investigated in Ref.[227]. However
the expression for the conductivity in [227] is not the same as eq. (3.31). We note that eq.
(3.31) agrees with the results of Refs.[115, 229] for d = 3, 4 as well as with our numerical
results up to d = 9. We observe that as d increases, the region where eq. (3.31) is a
good approximation is restricted to smaller frequencies. Moreover, since for larger d the
divergence in Ax is stronger, see eq. (3.27), the numerical results become less reliable, and
harder to obtain, in this limit.
Finally we also note that, in Lifshitz backgrounds with hyperscaling violation, the
DC conductivity for small frequencies shows a similar power law behavior [94, 230]. It
would be interesting to carry out a 1/d expansion in these type of backgrounds in order to
explore universal features in the large d limit.
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3.5.2 Large frequencies
We now explore the large frequency limit of the conductivity corresponding to the
region where the frequency ω is the largest energy scale in the problem, namely, it is much
larger than the chemical potential or the condensate. Since the conductivity has units of
energy to d− 3 we expect that in this limit its real part ∝ ωd−3. This can be confirmed
explicitly by rewriting the prefactor in front of Ax in the third term of the left hand side
of eq. (3.25) as:
1
h
(
ω2
h
e−2A − 2q2ψ2 − ϕ′2e−2A
)
. (3.32)
For ωL → ∞ and r → ∞ such that ωLe−r/L ∼ O(1), the last two terms are negligible
with respect to the first,
2q2ψ(r)2 + e−2A(r)ϕ′(r)2 ∼ 2q2ψ2UV e−
r
L
AUV (d−∆ψUV ) +
ρ2(d− 2)2
L2
e−2d
r
L , (3.33)
by virtue of the boundary conditions given in eq. (3.11). These terms are negligible
compared to the term ∝ ω2, which by assumption is
ω2
he2A
∼ O(1), (3.34)
in the region of r considered. For even larger r, the previous term becomes arbitrarily
small and no additional ω dependence is introduced. Thus, all the frequency dependence
of Ax is obtained, in this region of frequency, by setting the scalar to zero and h ≃ 1 and
A ≃ r/L. This leads to
Ax(r) = e
− d−2
2L
r
[
H
(1)
d−2
2
(
ωLe−
r
L
)
+ C2H
(2)
d−2
2
(
ωLe−
r
L
)]
, C2 ∈ R. (3.35)
C2 has to be determined from the solution in the bulk, however since we set h ≃ 1 and
A ≃ r/L in the whole domain of r, the solution in the IR is approximatively given by
setting the solution above. Therefore, the ingoing boundary conditions imply C2 ∼ 0.
Physically, for large enough ω the perturbation is insensitive to the flow between the two
AdS spaces, and, in particular, to the presence of a nonzero scalar field in the degenerate
horizon.
Close to the boundary, eq. (3.35) reads
Ax(r) ∼ Cω 2−d2 + . . . , (3.36)
where C is a constant and the dots stand for terms which depend on ω but decay
exponentially with r. Therefore,
A0 = lim
r→∞
Ax(r) ∝ ω 2−d2 (3.37)
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and, as before, using eq. (3.28) leads to,
Re (σ) ≃ C−1d ωd−3 , Cd =
π
2
[Γ(2− d/2)]−2 2d−2 . (3.38)
We note that this result is strictly valid for odd dimensions only. The case d = 4 has been
discussed in [225] where, it was found σ ≃ ω[π/2 + i(γ + log ω
2Tc
)] for large frequencies.
3.6 Analytical calculation of the entanglement entropy
in d≫ 1 dimensions
The entanglement entropy is a valuable source of information of strongly interacting
systems including the classification of the different quantum phases, the estimation of the
effective number of degrees of freedom of the theory, the rate of propagation of information
after a perturbation or the location and characterization of phase transitions even in cases
where there is no order parameter. In the context of holography it has also been intensively
investigated after the landmark conjecture of Ref.[151] provided a relatively straightforward
procedure to compute it. Several papers [231–235] have already discussed the entanglement
entropy in holographic superconductors [232, 233], metal-superconductor transitions [234],
metal-insulators transitions [231] or in a superconducting interface [235]. It has been found
that the entanglement is a good observable to characterize these transitions. Its value is
always smaller in the condensed phase and has a discontinuity or a kink (discontinuous
derivative) that signals the transition point. It is also sensitive to a mass gap or to
the proximity effect in an interface. These calculations in holographic superconductors
are numerical as the calculation of the entanglement entropy requires to compute the
backreaction of the scalar and gauge fields on the background. The main goal of this
section is to show that explicit analytical results are possible in certain T = 0 backgrounds
and also around the critical temperature but only in the limit of large spatial dimensions.
This is a strong indication that 1/d expansions in holography broadens substantially the
scope of the problems that can be addressed analytically.
3.6.1 Entanglement entropy at zero temperature
We now calculate analytically the entanglement entropy at zero temperature related to
the background eqs. (3.1)-(3.6). According to the usual prescription [151] proposed by
Takayanagi and Ryu, given a field theory in d dimensions, the entanglement entropy of a
region of space A˜ and its complement is calculated from the gravity dual by finding the
minimal d− 1-dimensional surface γA˜ which extends into the bulk such that ∂γA˜ = ∂A˜. In
other words, the boundary of γA˜ at the AdSd+1 boundary is equal to the boundary of A˜.
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To illustrate the calculation we choose A˜ to be a d− 1 dimensional strip of width ℓ:
A˜ = {x ∈ Rd−1 : −ℓ/2 < x1 < ℓ/2, −a/2 < xi < a/2, i = 2, . . . , d − 2}, where a is the
“length” of the strip. The entanglement entropy related to the metric eq. (3.3) is,
SA˜ =
2ad−2
4Gd+1N
∫ ℓ/2
0
dxe(d−1)A(r)
√
1 +
e−2A(r)
h(r)
r′(x)2, (3.39)
where, x = x1, ad−2 results from integrating xi with i = 2, . . . , d − 2 and Gd+1N is the
d+ 1-dimensional Newton’s constant.
Sharp domain wall approximation
As was mentioned above, the background given in eq. (3.3) interpolates between two
copies of AdS space in the IR and UV regions, eqs. (3.5) and (3.6). Since there is no
analytical expression for h(r) and A(r) in the whole range of r we follow [236] and assume
a sharp transition between the two AdS domains at a position denoted by rDW. Numerical
results show that there exists a −∞ < rm < 0 such that ψ′(rm) = 0. It is therefore natural
to choose rDW = rm. Even though we will not be interested in the specific value of rDW
we will require rDW < 0 in the following sections. Moreover, numerical results suggest
rm ∝ d−1.
More specifically the sharp domain wall approximation consists in taking A(r) and
h(r) as the asymptotic values given in eq. (3.5) for r < rDW . Similarly, for r > rDW we
take those given in eq. (3.6).
As usual in the calculation of SA˜ with A˜ a strip, eq. (3.39) does not depend on the
integration variable x explicitly. Therefore, the Euler-Lagrange equations that minimize
SA˜ reduce to the Beltrami identity which states that, given a Lagrangian L, if ∂L/∂x = 0,
then L− r′∂L/∂r′ is a constant. In our case:
e(d−1)A(r)√
1 + e−2A(r)r′(x)2/h(r)
=
 e
(d−1)AUV r∗L , r > rDW
e
(d−1) r∗
LIR , r < rDW
. (3.40)
In the previous equation we took into account the different AdS radii, L and LIR in each
region, and r∗ is the “turning” point of the surface γA˜ which occurs for x = 0. We will
consider the general case r∗ < rDW , i.e. the minimal surface extends into the IR region.
With the previous considerations eq. (3.40) is easily integrated,∫ ℓ/2
0
dx =
ℓ
2
= IIR + IUV, (3.41)
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where
IIR =
∫ rDW
r∗
dr
e
r
LIR
√
e
2(d−1) r−r∗
LIR − 1
, IUV =
∫ rUV
rDW
dr
√
hUVe
AUV
r
L
√
e2(d−1)AUV
r−r∗
L − 1
,
(3.42)
rUV being the UV cutoff. IIR is calculated with the change of variables t = e
2(d−2) r−rDW
LIR ,
IIR = −LIRe−
r∗
LIR
[
−
√
π
d
Γ(3d−2
2d−2)
Γ(2d−1
2d−2)
+
e
d
r∗−rDW
LIR
d
2F1
(
1
2
,
d
2d− 2 ,
3d− 2
2d− 2 , e
2(d−1) r∗−rDW
LIR
)]
,
(3.43)
while an analogous change of variables, t = e2(d−2)AUV
r−rDW
L in IUV yields
IUV = L
e[(d−1)r∗−drDW]
AUV
L
d
2F1
(
1
2
,
d
2d− 2 ,
3d− 2
2d− 2 , e
2(d−1)AUV r∗−rDWL
)
, (3.44)
where we used the relation between hUV and AUV given in eq. (3.8). Similarly, inserting
eq. (3.40) into eq. (3.39), the entanglement entropy can be calculated by integrating in r
in the two domains (r < rDW and r > rDW):
SA˜ =
2ad−2
4Gd+1N
[SIR + SUV] , (3.45)
SIR =
∫ rDW
r∗
e
(d−2) r
LIR dr√
1− e−2(d−1) r−r∗LIR
=
LIRe
(d−2) r∗
LIR
2(d− 1)
∫ 1
0
du
y1/2
u1/2
1
(1− yu) 3d−42d−2
=
=
LIRe
(d−2) r∗
LIR
2(d− 1) 2
√
y 2F1
(
1
2
,
3d− 4
2d− 2 ,
3
2
, y
)
,
(3.46)
where we made the change of variables: u(r) = 1
y
(
1− e−2(d−1)(r−r∗)/LIR), y = 1 −
e−2(d−1)(rDW−r∗)/LIR . eq. (3.46) can be rewritten using the following Hypergeometric
function identities,
2F1(a, b, c, z) =
Γ(1− a)Γ(1− b)(1− z)c−a−b
Γ(1− c)Γ(c− a− b+ 1) 2F1(c− a, c− b, c− a− b+ 1, 1− z)+
+
Γ(1− a)Γ(1− b)Γ(c)
Γ(2− c)Γ(c− a)Γ(c− b)z
1−c
2F1(a− c+ 1, b− c+ 1, 2− c, z),
(3.47)
with b = 0, c = 3d−4
2d−2 , a = c− 1/2 and
c 2F1(a− 1, b, c, z)− c 2F1(a.b− 1, c, z)− (a− b) 2F1(a, b, c+ 1, z) = 0, (3.48)
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with a = 1/2, b = c = d
2d−2 , as follows
SIR =LIR
[
−
√
πe
(d−2) r∗
LIR
d(d− 2)
Γ(3d−2
2d−2)
Γ(2d−1
2d−2)
+
e
(d−2) rDW
LIR
d− 2
√
1− e−2(d−1)
rDW−r∗
LIR +
+
e
−d rDW
LIR
+2(d−1) r∗
LIR
d(d− 2) 2F1
(
1
2
,
d
2d− 2 ,
3d− 2
2d− 2 , e
2(d−1) r∗−rDW
LIR
)]
,
(3.49)
On the other hand, for SUV, one must take care of the usual divergence for r → ∞.
Defining the auxiliary variables t = e−2(d−1)AUV
r−rDW
L , the cutoff in the t variable tUV =
e−2(d−1)AUV
rUV−rDW
L and y = e−2(d−1)AUV
rDW−r∗
L we integrate SUV:
SUV =
1√
hUV
∫ rUV
rDW
e(d−2)AUV
r
Ldr√
1− e−2AUV(d−1) r−r∗L
=
Le(d−2)AUV
rDW
L
2(d− 1)
∫ 1
tUV
dt
t
3d−4
2d−2
1√
(1− yt) =
=
Le(d−2)AUV
rDW
L
2(d− 1)
[
−2y d−22(d−1)
√
1− ty 2F1
(
1
2
,
3d− 4
2d− 2 ,
3
2
, 1− yt
)]t=1
t=tUV
=
= L
[
e(d−2)AUV
rUV
L
d− 2 −
e(d−2)AUV
rDW
L
d− 2
√
1− e−2(d−1)AUV rDW−r∗L +
−e
[−drDW+2(d−1)r∗]AUVL
d(d− 2) 2F1
(
1
2
,
d
2d− 2 ,
3d− 2
2d− 2 , e
2(d−1)AUV r∗−rDWL
)]
.
(3.50)
In the last equality we used the relations given in eqs. (3.47) and (3.48) and left the cutoff
rUV explicit in the divergent term.
We stress eqs. (3.45), (3.49) and (3.50) are an approximation to the entanglement
entropy between a strip of width ℓ and its complement in the d-dimensional boundary
when the scalar field condensates. It is interesting to compare these results with the
entanglement entropy between a strip of the same width ℓ and its complement in the
situation in which the scalar is absent, [237]. To do so we should express SA˜ in terms of
ℓ, however, from eqs. (3.41), (3.43) and (3.44) it is clear that r∗ cannot be expressed in
terms of ℓ in a closed form and thus the comparison cannot be made easily. Instead, in
the next section we make this comparison only in UV and IR limits of SA˜. Additionally,
we also study the large-d limit of SA˜.
UV, IR and large-d limits
UV limit: we first consider r∗ > rDW, i.e. the minimal surface γA˜ is embedded in
the AdS copy that contains the boundary r → ∞. In this situation IIR = SIR = 0 and
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rDW = r∗ in eqs. (3.44) and (3.50):
ℓ
2
= Le−AUV
r∗
L
√
π
d
Γ(3d−2
2d−2)
Γ(2d−1
2d−2)
,
SUV
A˜
∼ 2a
d−2L
4Gd+1N
e(d−2)AUV
rUV
L
d− 2 −
(
2
ℓ
)d−2
Ld−2π
d−1
2
d− 2
[
Γ
(
d
2d−2
)
Γ
(
1
2d−2
)]d−1
 .
(3.51)
As was expected we recover the result for the infinite strip in an AdS space, found in
[238]. It is observed the strip width tends to zero following e−AUV
r∗
L , while the “finite” part
of the entanglement entropy diverges as e(d−2)AUV
r∗
L .
IR limit: In case r∗ ≪ rDW, i.e. the γA˜ extends deeply into the IR region. From eqs.
(3.43), (3.44), (3.49) and (3.50)
ℓ
2
= LIRe
− r∗
LIR
√
π
d
Γ(3d−2
2d−2)
Γ(2d−1
2d−2)
,
SIR
A˜
∼ 2a
d−2
4Gd+1N
Le(d−2)AUV
rUV
L
d− 2 −
(
2
ℓ
)d−2
Ld−1IR π
d−1
2
d− 2
[
Γ
(
d
2d−2
)
Γ
(
1
2d−2
)]d−1+
+
LIRe
(d−2) rDW
LIR − Le(d−2)AUV rDWL
d− 2
}
.
(3.52)
In this limit, the strip width, ℓ, diverges and the finite part of the entanglement entropy
saturates to a constant value given by the first term in the following expression:
lim
r∗→−∞
SIR
A˜
=
2ad−2
4Gd+1N (d− 2)
[
LIRe
(d−2) rDW
LIR − Le(d−2)AUV rDWL
]
+
2ad−2
4Gd+1N
e(d−2)AUV
rUV
L
d− 2 .
(3.53)
At this point, it is easy to compare eq. (3.52) to the entanglement entropy between the
strip A˜ (of same width ℓ) and its complement in the d-dimensional AdS boundary when
ψ = 0. Were the scalar field be zero, there would be a single AdS space and SA˜ would
be given by the first two terms of eq. (3.52) while the last term would be zero for all d.
In the presence of the condensate, the third term in the previous equation corresponds
to the contribution of the flow from one AdS copy to the other. Indeed it is easy to
see that this term is negative. From the definition of LIR: −d(d− 1)/L2IR ≡ V (|ψIR|) =
−d(d− 1)/L2−m4/(2u), it follows LIR < L. Since we require rDW < 0, the term in square
brackets of eq. (3.53)
LIRe
(d−2) rDW
LIR − Le(d−2)AUV rDWL < e(d−2)AUV rDWL (LIR − L) < 0. (3.54)
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The conclusion is that the entanglement entropy between a strip of length ℓ and its
complement is lower if the scalar is present. This means the theory has less degrees of
freedom in this case. In the limit of a strip of infinite width (ℓ→∞), the finite contribution
of SA˜ reaches the maximum value given by the first term in eq. (3.53). These results are
expected as the entanglement entropy counts the degree of freedom of the theory. It is
therefore natural that it is smaller in the condensed phase.
Let us turn to the study of the large-d limit of SA˜. Before we do so, we must analyze
the behavior of the strip length as d→∞. From eqs. (3.41), (3.43) and (3.44) it is clear
that if r∗ either remains constant or increases, as d increases, both IIR and IUV would
tend to zero and l→ 0. In order to compare SA˜ for different d we must keep ℓ constant.
Therefore, r∗ → −∞, as d→∞, which corresponds to the IR limit (r∗ ≪ rDW) studied
above. Taking d large and ℓ constant in eq. (3.52) yields,
r∗(d→∞) ∼ −LIR log ℓd
πLIR
, (3.55)
and
SA˜(d→∞) ∼
1
4Gd+1N
[
2ad−2Le(d−2)AUV
rUV
L
d− 2 −
πd−1Ld−1IR
(d− 2)(d− 1)d−1
(a
ℓ
)d−2
+
+2ad−2
LIRe
(d−2) rDW
LIR − Le(d−2)AUV rDWL
d− 2
]
.
(3.56)
The second term of the previous equation corresponds to the universal contribution for the
infinite strip in an AdS space, [238] which is strongly suppressed in the d→∞ limit as it
is proportional to d−d. The third term has some interesting features. It is independent
of ℓ as it is expected in gapped systems where the typical length, the numerator in this
case, is closely related to the coherence length of the holographic superconductor. Its
d-dependence, arising from the flow of one AdS space to another, is dictated by the
d-dependence of rDW and AUV. As mentioned before, numerical results for d ≤ 9 suggest
rDW
LIR
∝ d−1 and rDW < 0 which implies a behavior like d−1 for these contributions. In the
limit of a vanishing scalar field, the third term vanishes for all d and the result of Ref.[238]
is recovered.
Let us simplify eq. (3.56) for the particular set of parameters: m2L2 = −3d2/16,
ψIR =
√
d−1
d
, u = −m2L2
ψ2IR
, L = 1. These values, together with the definition of LIR:
−d(d−1)
L2IR
≡ V (|ψIR|), yield a constant, in d, LIR =
√
32/35L. Moreover, as discussed earlier,
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AUV
L
< 1
LIR
. These considerations allow a further simplification of eq. (3.56),
SA˜(ℓ, a, d→∞) ≲
ad−2
4Gd+1N
[
Sdiv − π
dLd−1IR
dd
1
ℓd−2
+ 2e
α
LIR
LIR − L
d
]
∼ a
d−2
4Gd+1N
[
Sdiv − π
d
dd
(
32
35
) d−1
2 1
ℓd−2
+ 2∆Leα
1
d
]
,
(3.57)
where ℓ and a are the width and the characteristic length (infinite) of the transverse
dimensions of the strip. The radius of curvature of the IR asymptotic AdS space, LIR,
does not depend on d, α is the constant of proportionality in rDW ≃ αLIRd which can only
be obtained numerically and ∆L = LIR − L =
√
32/35 − 1 < 0. Sdiv is the (divergent)
part containing the UV integration cutoff.
As we mentioned previously, were the condensate vanish, the last term in eq. (3.57)
would be identically zero, since the asymptotic IR and UV AdS radii would be the same,
LIR = L. Moreover, this term is negative, which means the finite part of the entanglement
entropy is lower, and thus indicates less degrees of freedom in the presence of the condensate.
Finally, as d → ∞, this contribution is smaller, suggesting the difference between the
entanglement entropy in the presence and absence of the condensate is smaller. The
latter is an indication that, in agreement with the conductivity results, the condensate
interactions become weaker as d increases.
3.6.2 Entanglement entropy close to the transition
In this section we compute analytically the entanglement between the semi-infinite
strip, A˜, defined in the previous section and its complement at finite temperature. We
employ the action eq. (3.13) but we have to go beyond the probe limit. We assume the
following parametrization of the metric:
ds2 =
1
L2z2
(
−f(z)e−χ(z)dt2 + L
4
f(z)
dz2 + dx2i
)
, (3.58)
where i = 1, . . . , d− 1, z = 1/r. Above the transition, the metric corresponds to the AdS
planar Reissner-Nordström in d+ 1 dimensions. More precisely, χ(z) = 0, the gauge field
At = ϕ = µ[1 − (z/z0)d−2] and f(z) = fRN ≡ 1 − (1 + Q2)
(
z
z0
)d
+ Q2
(
z
z0
)2d−2
, where
Q2 = µ2z20γ
−2, γ−2 = d−2
d−1
L2
2
and z0 is the inverse of the outer horizon r0.
Throughout this section we take d to be large so we can get explicit analytical results.
We also consider strips of length ℓ for which the minimal surface γA˜, associated to the
strip, does not extend too deeply into the bulk, such that the turning point, z∗, satisfies
(z∗/z0)d ≪ 1. This is in general a good approximation in the d → ∞ limit, even for
z∗ ≲ z0. Moreover we restrict ourselves to the region T ∼ Tc and therefore, the dual
order parameter ⟨O⟩ is very small compared to the typical energy scale Tc. This regime
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restricts the generality of the results for the entanglement entropy but allows to estimate
analytically the correction in the presence of the scalar field close to the phase transition.
The entanglement between the strip and its complement is given by:
sA˜ ≡ SA˜
4Gd+1N
ad−2Ld−1
= 2
ℓ/2∫
0
dx
1
zd−1
√
1 +
z′(x)2
f(z)
= 2zd−1∗
z∗∫
zUV
dz
zd−1
1√
f(z)
(
z2d−2∗ − z2d−2
) ,
(3.59)
where we have rescaled z → z/L2 in order to compare with the results in Ref.[232]. We
have also introduced the UV cutoff zUV → 0 and, as before, we have used the fact that
the integral does not depend on x. The turning point, z∗, of the surface γA˜ embedded into
the bulk is given by zd−1∗ = zd−1
√
1 + z′(x)2/f(z). The strip width, ℓ is related to z∗ as
follows:
ℓ
2
=
∫ z∗
0
dz
zd−1√
f(z)
(
z2d−2∗ − z2d−2
) . (3.60)
Even in the absence of the scalar field in eq. (3.1), i.e., the Reissner-Nordström
background, the previous two integrals cannot be computed analytically for arbitrary d.
However, an analytical calculation is possible in the large d limit.
First, we calculate the width of the strip from eq. (3.60), by setting f(z) = fRN(z) and
expanding
√
fRN(z) in powers of z/z0:3
ℓ
2
=
z∗
√
π
d
Γ
(
3d−2
2d−2
)
Γ
(
2d−1
2d−2
) + z∗ ∞∑
n=1
n∑
l=0
Cnlα
l(−β)n−l
(
z∗
z0
)bnl
, (3.61)
where,
Cnl =
(2n− 1)!!
2n(n− l)!l!
Γ
(
2d+anl−1
2d−1
)
Γ
(
anl+d
2d−2
) √π
anl + 1
, (3.62)
α = 1+Q2, β = Q2 and anl = 2dn+ d(1− l) + 2(l− n)− 1, bnl = (2d− 2)(n− l) + dl. In
the large d limit, assuming ℓ fixed, it is enough to keep only the terms corresponding to
n = 1 in the series above. The resulting expression of the strip length, ℓ, as a function of
the turning point of the minimal surface, z∗, is,
ℓ
2
≃ z∗
d
[
π
2
+
1 +Q2
2d
(
z∗
z0
)d
− Q
2π
8d
(
z∗
z0
)2d−2
+ . . .
]
. (3.63)
3For simplicity it is more convenient to expand in δ = −(1 +Q2)
(
z
z0
)d
+Q2
(
z
z0
)2d−2
.
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Similarly, from eq. (3.59), with f(z) = fRN(z),
sA˜ =
2
(d− 2)zd−2UV
− 2
√
π
(d− 2)zd−2∗
Γ
(
d
2d−2
)
Γ
(
1
2d−2
) + 2
zd−2∗
∞∑
n=1
n∑
l=0
Cnlα
l(−β)n−l
(
z∗
z0
)bnl
, (3.64)
where Cnl is given in eq. (3.62), anl = (2d−2)(n− l)+d(l−1)+1, bnl = (2d−2)(n− l)+dl.
For large d, taking the first two terms of the series,
sA˜ ≃
2
dzd−2UV
− π
d2zd−2∗
+
1 +Q2
2zd−2∗
(
z∗
z0
)d
− πQ
2
2zd−2∗
(
z∗
z0
)2d−2
+ . . .
≃ 2
dzd−2UV
− π
d−1
dd
1
ℓd−2
+
1 +Q2
2zd0
d2
π2
ℓ2 − Q
2
2πd−1z2d−20
ddℓd + . . . ,
(3.65)
where, in the last equality we substituted z∗ ∼ dℓπ , which is a good approximation as long
as z∗ ≪ z0 (small ℓ) and d fixed or, for a fixed z∗ ≲ z0, and sufficiently large d. In the
latter case, ℓ should also be small, which means that as d increases the minimal surface
A˜ should reach the near-horizon region for smaller strip lengths. Q is related to the
chemical potential and the position of the outer horizon, through µ and z0, Q2 = µ2z20γ−2,
γ−2 = d−2
d−1
L2
2
.
In the presence of the scalar field, ψ, analytical results are harder to obtain close to
the phase transition T ≲ Tc since f(z) is subject to the backreaction of ψ, and, in general,
cannot be written in a closed form.
However, we show below that it is still possible to find an explicit analytical expression
in the large-d limit.
In order to proceed we solve perturbatively the equations of motion close to the
transition. To do so we expand the fields in the equations of motion (see the appendix
A.1 for more details) in a power series in a quantity related to the VEV of the operator
dual to the scalar field. More specifically, from the UV boundary condition of the scalar
field, ψ ∼ α
r∆−
+ β
r∆+
+ . . . , given in eq. (3.16), we set α = 0 and define ϵ ≡ β. Close
to the transition this expansion parameter is related to temperature in the usual way,
ϵ∆+ ∝ ⟨O⟩ ∝ (T − Tc)1/2, with ∆+ being the conformal dimension.
The blackening function can be expanded as f(z) ≃ fRN + ϵ2(fa2 (z) + . . . ) with fa2 (z) =
−µ0κz20
[(
z
z0
)d
−
(
z
z0
)2d−2]
and the dots indicate subleading terms, see appendix eq.
(A.10), where µ0 is the chemical potential at the phase transition and κ is an integration
constant which is calculated from the perturbative analysis of the equations of motion, eq.
(A.12). It is negative κ < 0 for d ≥ 3.
The calculation of the entanglement entropy including the leading correction ϵ2fa2 (z) is
totally analogous to the one corresponding to the Reisnner-Nordström case given in detail
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above. The main difference is that α and β in eqs. (3.61) and (3.64) are replaced by,
α˜ = 1 + Q˜2 + ϵ2µ0κz˜
2
0 , β˜ = Q˜
2 + ϵ2µ0κz˜
2
0 . (3.66)
Here, Q˜2 = µ20z˜20γ−2 ̸= Q2 and z˜0 ̸= z0, in order to take into account the different horizon
radius with respect to a pure Reissner-Nordström black hole at the same temperature.
Consequently, in the large-d limit, the relation between the strip width and the turning
point of γA˜ in the hairy black hole background is,
ℓ
2
≃ z˜∗
d
[
π
2
+
α˜
2d
(
z˜∗
z˜0
)d
− β˜π
8d
(
z˜∗
z˜0
)2d−2
+ . . .
]
(3.67)
Similarly, s˜A is
s˜A ≃ 2
dzd−2UV
− π
d2z˜d−2∗
+
1 + Q˜2 + µ0κϵ
2z˜20
2z˜d−2∗
(
z˜∗
z˜0
)d
− πQ˜
2 + µ0κϵ
2z˜20
2z˜d−2∗
(
z˜∗
z˜0
)2d−2
+ . . . ,
(3.68)
where, κ < 0 is given in the appendix A.1. In order to compare the entanglement entropy
between the strip and its complement in the condensed phase with the one in the symmetry
unbroken phase one needs, in principle, to compute the charge, Q, and horizon position,
z0, of a Reisnner-Nordström black hole at the same temperature, eq. (3.69). However it is
important to note that the contribution due to the condensate, contained in the ϵ2 term,
always leads to less entanglement in the condensed phase (µ0 > 0 and κ < 0).
To compute the Reissner-Nordström black hole parameters at the same temperature
as the hairy black hole we fix the horizon in the superconducting phase, z˜0 = 1, and solve
the following equations in the horizon, z0, and charge, Q:
µ =
Q
z0γ
,
T
ρ
1
d−1
=
1
4π
d− (d− 2)Q2
(Q/γ)
1
d−1
, (3.69)
where T/ρ
1
d−1 is a function of ϵ (proportional to ⟨O⟩1/∆), the metric components at
the horizon and the chemical potential at the the transition, µ0, eq. (A.13), and µ =
µ0 + ϵ
2(κ + ϕb2(0)) > µ0, where κ and ϕb2(0) are integration constants given in the App.
A.1. From eq. (3.69) it follows that z˜0 > z0 and Q˜ < Q, and solving eqs. (3.63) and (3.67)
one obtains z˜∗ > z∗. Consequently, comparing the finite contributions in eqs. (3.65) and
(3.68), we conclude that below, but close, to the phase transition the number of degrees of
freedom in the dual field theory is smaller than in the normal phase (no condensate, ϵ = 0,
µ = µ0). This is again consistent with the theoretical expectation that the entanglement
entropy is closely related to the effective number of degrees of freedom of the system at a
given temperature.
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For completeness, we express s˜A˜ in terms of the strip length ℓ, the expansion parameter
ϵ ∝ ⟨O⟩1/∆, µ0 and κ. From eq. (3.67), z˜∗ ∼ dℓπ
[
1 +O(d−2d)]. Substituting z∗ = dℓπ in
eq. (3.68), the final expression of the entanglement entropy in terms of the strip length is
given by,
s˜A˜ ≃
2
dzd−2UV
− π
d−1
dd
1
ℓd−2
+
1 + Q˜2 + µ0κ ϵ
2z˜20
2z˜d0
d2
π2
ℓ2 − Q˜
2 + µ0κ ϵ
2z˜20
2πd−1z˜2d−20
ddℓd + . . . . (3.70)
Before we compare eq. (3.70) with numerical results we discuss the limits of applicability
of the linear approximation z∗ ∼ z˜∗ ∝ ℓ.
In figures 3.5, 3.6 we depict the dependence of the tip of the surface A˜ on ℓ resulting
from solving eqs. (3.60) and (3.61). For small ℓ, the linear approximation agrees well with
the exact result, eq. (3.60). As ℓ grows this agreement worsens substantially. Additionally,
as d increases, the approximation z∗ = z˜∗ = ℓ
d Γ( 2d−12d−2)
2
√
πΓ( 3d−22d−2)
is valid for smaller values of
ℓ but, at the same time, since the corrections O(d−2d) are smaller, it remains a good
approximation closer and closer to the horizon for both the normal (T < Tc), Fig. 3.5,
and the condensed phase close to the transition, Fig. 3.6. This is nothing else but a
consequence of the simplification of general relativity in the large-d limit. For a black
hole, as dimensionality increases, its region of influence shrinks to a neighbourhood of the
horizon [118].
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Fig. 3.5 Position of the tip, z∗, of the minimal surface in the Reissner-Nordström background
for d = 3 and d = 6. For d = 3, µ = 2.02, Q2 = µ2z20γ−2, γ−2 =
d−2
d−1
L2
2
and z0 = 0.992
(dotted line), while for d = 6, µ = 0.38 and z0 = 0.988 (dashed line). The ”numerical”
results are obtained from the numerical integration of eq. (3.60) with f(z) = fRN. The
linear approximation z∗ ∝ ℓ corresponds to n = 0 in eq. (3.61) and α = 1 +Q2, β = Q2.
The analytical solution of the fourth degree polynomial in z∗ contains the leading correction,
the first term of the series given in eq. (3.61). The linear approximation z∗ ∝ ℓ is clearly
only valid for small ℓ and, for larger d, it becomes gradually better deep in the bulk.
Including more corrections in higher powers of z∗/z0 gives a better approximation but
requires, in general, numerical methods.
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Fig. 3.6 Position of the tip, z˜∗, of the minimal surface in the superconducting phase for
d = 3, µ = 2.00 and d = 6, µ = 0.37. In both cases the horizon is fixed at z0 = 1 (dashed
line) and Q2 = µ20z˜20γ−2, γ−2 =
d−2
d−1
L2
2
. Similarly to Fig. 3.5 the numerical results are
obtained from eq. (3.60) with f(z) = fRN + ϵ2f2 and f2 given in eq. (A.10). The rest of
the lines are obtained by truncating the series in eq. (3.61) at linear and quartic powers of
z∗ with α and β given in eq. (3.66). Similarly to the symmetry unbroken phase, Fig. 3.5,
the linear approximation z˜∗ ∝ ℓ is better for larger d.
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Another relevant feature of the entanglement entropy eq. (3.70), that requires clarifica-
tion, is that it does not obey the volume law. It is well known that for a sufficiently large
ℓ, the finite contribution of the entanglement entropy at finite temperature satisfies the
volume-law, not the area, i.e., a linear-in-ℓ term is expected. The analytical prediction
eq. (3.70) does not reproduce such behavior since we are neglecting terms (z∗/z0)d ≪ 1
in eqs. (3.61), (3.64). This is fine for small ℓ or, for a fixed ℓ and T , and a sufficiently
large d. However, for a large, but fixed d, the approximation breaks down for large ℓ since
z∗ eventually becomes sufficiently close to the horizon z0 so that (z∗/z0)d ≈ 1. As seen
in figures 3.5, 3.6, in principle a remedy to this problem is to include more terms in the
expansions given in eqs. (3.61), (3.64). The first correction, proportional to (z∗/z0)d+1,
coming from the n = 1 term, still leads to an analytical, but cumbersome, expression for
z∗(ℓ) in the case of d = 3. Indeed, as is shown in figures 3.5, 3.6, by including this term,
the analytical expression agrees with the numerical results up to larger values of ℓ, however
we do not yet observe the expected area law for and ℓ→∞. Indeed, for any finite number
of terms the approximation inevitably still breaks down at some finite ℓ, and, already for
d = 3, the subleading correction, ∝ (z∗/z0)2d−1, coming from the n = 1 term in eq. (3.61),
leads to a fifth degree polynomial whose roots cannot in general be found numerically.
Consequently we keep only the leading correction in the equations for z∗ and z˜∗ so our
results are fully analytical. As is shown in Fig. 3.7, by including this additional term only,
the analytical expression for the finite part of the entanglement entropy agrees well with
the numerical results in the range of ℓ shown. However, as was mentioned previously, we
do not yet observe the expected area law for ℓ→∞. If, on the other hand, we carry out
an analogous expansion in the parameter 1− (z∗/z0)d, see appendix A.2, we obtain the
expected linear dependence of the entanglement entropy s ∝ ℓ.
We also note that the finite subleading contribution, second term of eq. (3.70), that does
not depend on the scalar, has already been reported in Ref. [237, 151]. The dependence
on the scalar, proportional to κ < 0, is consistent with previous numerical results [232]. It
is smaller in the symmetry broken phase and its temperature dependence is not analytical
at Tc due to the different prefactors in the temperature dependence of the entanglement
entropy in the broken and unbroken phase. We note the temperature enters both through
z˜0 and µ and it depends quadratically on the strip length ℓ, for small ℓ. These results
illustrate the potential of 1/d expansions to obtain analytical results in problems where
only numerical calculation were available.
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Fig. 3.7 Finite part of the entanglement entropy, s, of a rectangular strip, A˜, of width ℓ
in 2 spatial dimensions (d = 2 + 1), where sA˜ = sdiv + s and sdiv contains the UV-cutoff.
The blue dots are obtained by numerical integration of eqs. (3.59) and (3.60) in the
Reissner-Nordström background with f(z) = fRN, z0 = 0.992, µ = 2.02, Q2 = µ2z20γ−2,
γ = d−2
d−1
L4
2
. Similarly, the red dots, hardly indistinguishable from the blue, correspond to
the integration of these equations in the superconducting phase where f(z) = fRN + ϵ2f2
and f2 = fa2 + f b2 is given in eq. A.10. We set m2L2 = 0, z˜0 = 1, q = 4 and ϵ = 0.2
corresponding to T/Tc ∼ 0.995. The expansion parameter ϵ = ⟨O/(2∆− d)⟩1/∆ is defined
in the same appendix. In the superconducting phase fRN is given in terms of µ0 = 2.00,
eq. (A.5), and fa2 in terms of κ = −0.78, eq. (A.12). The solid lines are obtained from the
analytical results for the superconducting and normal background from eqs. (3.61) and
(3.64) by neglecting terms of O(z∗/z0)2d−1 and O(z∗/z0)2d−2, respectively. The dashed
lines are obtained from the linear approximation, z∗ = z˜∗ = ℓ
d Γ( 2d−12d−2)
2
√
πΓ( 3d−22d−2)
. As anticipated,
the analytical estimation of the entanglement entropy, calculated in the large d limit,
breaks down as ℓ increases. Nonetheless the qualitative behavior is very similar even for
d = 2+ 1 dimensions in the UV-boundary. Inset: difference between the finite parts of the
entanglement entropies in both phases as a function of the strip length. As before, the
dots correspond to the numerical results while the dashed and continuous lines are our
analytical results corresponding to the linear approximation and the subleading quartic
correction, respectively. The lines are restricted to the region, in ℓ, where the estimations
of the tip of the minimal surface in each background z˜∗, z∗ < z0, see figures 3.5, 3.6.
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3.7 Conclusions
In this Chapter, we have studied the entanglement entropy and the conductivity in
holographic superconductors at zero and nonzero temperature in the limit of large spatial
dimensionality. The coherence peak of the optical conductivity, which measures the typical
energy range at which condensate is lost, becomes narrower for larger dimensionality.
Moreover, the ratio between the maximum of the peak ωg and the critical temperature
also decreases has a well defined (nonzero) d→∞ limit. This is a clear indication that
the coupling of the scalar with the bulk is weaker in the large dimensionality limit. It
would be interesting to explore whether there is a bound for these quantities in theories
with gravity duals.
We have also computed the dependence on the dimensionality d on the entanglement
entropy at zero and close to the critical temperature and for the conductivity at zero
temperature. Our results confirm the expectation that the entanglement entropy is
smaller in the symmetry broken phase with a difference that decreases with the spatial
dimensionality. The results of the frequency scaling of the optical conductivity indicate
the low energy excitations are suppressed in the d→∞ limit.
As we mentioned in the Introduction of this Chapter, it is known that the limit of large
number of dimensions allows a drastic simplification of the dynamics of many different
systems and thus a better understanding is possible. In particular, this is a fruitful
strategy within gravity theories [118, 239, 221] and in holography [220, 222]. Indeed, the
results of this Chapter support the indication that large d expansions are a helpful tool to
obtain analytical results in holography. Moreover, given the universal behavior of General
Relativity for large dimensionality, we expect the feature of weaker interactions for high
dimensionality to be a general feature in holographic theories.
Finally, we would like to point out that since the appearance of the papers mentioned
above, and ours [205], the large dimensionality limit has become more popular within the
gauge/gravity duality community [240–249].
This concludes our first strategy to study strongly coupled systems with gravity duals.
We now move on to the second strategy, which is to introduce mechanisms which induce
weak momentum dissipation in the boundary theory. The motivation of the next Chapter is
twofold. On the one hand, before breaking translational symmetry we aim to apply bounds,
introduced in the context of Condensed Matter and Statistical Physics, to theories with
gravity duals. On the other hand, we aim to clarify which are the degrees of freedom that
control the dc conductivity for weak momentum dissipation and to establish a connection
to the previously introduced bounds in translationally invariant theories.

4
Drude weight and Mazur-Suzuki bounds in
holography†
We investigate the Drude weight and the related Mazur-Suzuki (MS) bound in a broad
variety of strongly coupled field theories with a gravity dual at finite temperature and
chemical potential. We revisit the derivation of the recently proposed universal expression
for the Drude weight for Einstein-Maxwell-dilaton (EMd) theories and extend it to the
case of theories with multiple massless gauge fields. We show that the MS bound, which in
the context of condensed matter provides information on the integrability of the theory, is
saturated in these holographic theories including R-charged backgrounds. We then explore
the limits of this universality by studying EMd theories with U(1) spontaneous symmetry
breaking and gravity duals of non-relativistic field theories including an asymptotically
Lifshitz EMd model with two massless gauge fields and the Einstein-Proca model. In
all these cases, the Drude weight, computed analytically, deviates from the universal
result and the MS bound is not saturated. In general it is not possible to deduce the low
temperature dependence of the Drude weight by simple dimensional analysis. Finally we
study the effect of a weak breaking of translational symmetry by coupling the EMd action,
with and without U(1) spontaneous symmetry breaking, to an axion field. We show the
coherent part of the conductivity in this limit is simply the product of the MS bound and
the relaxation time obtained from the leading quasinormal mode. For asymptotically AdS
theories it seems that the MS bound sets a lower bound on the DC conductivity for a
given relaxation time.
†A version of this chapter may be found in [250], which has been published at Physical Review D and
is authored by Antonio M. García-García and A. R. B.
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4.1 Introduction
Momentum is conserved in the absence of interactions, impurities and lattice defects.
Transport is ballistic and the material is a perfect conductor with an electrical conductivity
that diverges in the limit of vanishing frequencies. This is, in principle, a highly idealized
situation as even for good metals there are different mechanisms of momentum relaxation,
from impurities and electron-electron interactions to Umklapp scattering, that render
the transport diffusive. It is therefore plausible to expect that quantum ballistic motion,
especially at finite temperature and in the presence of a lattice, cannot occur in a strongly
interacting system. However, this is far from being true [251–255]. Paradigmatic examples
of one-dimensional systems with this property in a broad range of parameters are the
spin 1/2-XXZ chain [256, 253] or the repulsive Hubbard model [252]. Ballistic transport is
usually characterized by the strength of the delta function in the conductivity for vanishing
frequencies, the so-called Drude weight K.
Explicit analytical expressions in some interacting one-dimensional systems [256] are
available by expressing the Drude weight [257] as a function of the flux dependence of
the spectrum, which is obtained by Bethe ansatz. Monte Carlo and DMRG techniques
[254], together with a finite size scaling analysis, have also been heavily used to determine
the conditions for a finite Drude weight to occur and its explicit temperature dependence.
Despite these advances there are still conflicting results in the literature (see [255, 254] for
the exact range of parameters in which transport is ballistic). This is not surprising as the
extrapolation of the numerical results to the thermodynamic limit is especially challenging
in the case of the direct current conductivity and analytical approaches contain reasonable
but uncontrollable approximations.
However, the very existence of a finite Drude weight is in many cases guaranteed by
the Mazur-Suzuki (MS) bounds [258, 259]. These bounds relate [251] the Drude weight
to a weighted positive-definite sum of correlation functions between the electrical current
and the conserved quantities of the system.
A sufficient condition for a finite Drude weight is thus the existence of some overlap
between the current and a single conserved quantity. More recently, Mazur-Suzuki bounds
have been generalized [260, 261] to quasilocal conservation laws and systems with open
boundary conditions. The new derivation of the bounds [261] is heavily based on causality
constraints as given by Lieb-Robinson bounds [262]. A finite bound is also deeply related
to the nonergodicity of the operator in question, in this case the current though it can
be generalized to any other bound observable. More explicitly in Refs. [263, 251] it
was conjectured that a finite Drude weight implies nonergodicity of the dynamics and,
consequently, some form of quantum integrability of the model. In the case that the
Mazur-Suzuki bound is saturated, it was recently proposed [264] that the thermodynamic
properties of the system are well described by the generalized Gibbs ensemble.
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So far, severe technical limitations, both analytical and numerical, have prevented
a systematic study of Mazur-Suzuki bounds and Drude weights in higher dimensional
systems. An important exception are strongly coupled theories with a gravity dual
[44, 165, 265], where Drude weights have been computed analytically in many situations
[122, 266, 267, 102, 128, 127, 109, 110, 121, 268, 269, 107]. For instance, the Drude
weight for Einstein-Maxwell theories with a single massless gauge field was discussed in
Refs. [110, 109]. The Drude weight in some R-charged and SUGRA backgrounds was
worked out in [269, 107, 127] and in [268] for probe D-branes in a Lifshitz spacetime.
The calculation of the Drude weight in more general Einstein-Maxwell theories and the
proposal of universality was first made in [122, 266] and then revisited in [128]. For
holographic superconductors, the Drude weight was computed numerically in [114]. In
the context of holographic theories, it is rather unclear whether a finite Drude weight at
finite temperature is related to integrability. However, we note that there are recent claims
[270, 271] that asymptotically AdS Einstein-Maxwell theories are classically integrable.
Here, we extend these studies to the calculation of MS bounds1 and also Drude weights
in a broader ensemble of holographic theories at finite temperature and chemical potential.
More specifically, in the first part of the chapter we investigate Einstein-Maxwell-dilaton
gravity theories with and without U(1) symmetry breaking, R-charged backgrounds,
multiple massless gauge fields and gravity theories with massive gauge fields and EMd
theories with a non-AdS boundary for which the dual field theories are nonrelativistic.
These are known [94] to be a fertile ground for phenomenological approaches to condensed
matter systems. Indeed, we have found a rich phenomenology. For the models where the
Drude weight K is given by the universal expression [272, 128], which depends only on
thermodynamic quantities, the MS bound is saturated. The temperature dependence of
K is not, in general, given by simple dimensional analysis. In the case of U(1) scalar
condensation the Drude weight is larger than the universal prediction and the MS bound
is finite but not saturated. For the nonrelativistic field theories we have investigated,
the MS bound involving only the momentum operator vanishes and the Drude weight
is different from the universal prediction. In the second part of the chapter we study
the dc conductivity once momentum conservation is weakly broken in EMd-axion models
with and without U(1) symmetry breaking. We show that the coherent part of the dc
conductivity is controlled by the MS bound and the relaxation time, which is obtained
independently by an explicit calculation of the leading quasinormal mode. At least for
asymptotically AdS theories it seems that the MS bound sets a lower nontrivial bound on
the dc conductivity for a given relaxation time.
The organization of the chapter is as follows: Next, we review previous holography
literature on the Drude weight and revisit the analytical calculation of the universal Drude
1We only consider the MS bound involving the momentum operator only. As we will see in the
derivation of the bound, taking into account all conserved quantities would lead to saturation.
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weight [128, 122, 266]. In Sec. 4.3 we extend this result by proposing a universal Drude
weight for theories for multiple massless gauge fields. In Sec. 4.4 we introduce Mazur-
Suzuki bounds and detail how to compute them in some EMd holographic theories. The
calculation of the Drude weight and the MS bounds in EMd theories with U(1) symmetry
breaking and with a nonrelativistic dual field theory, where universality does not apply, is
carried out in Secs. 4.5 and 4.6. Finally, in Sec. 4.7 we study EMd-axion models, with and
without U(1) symmetry breaking, in the limit of weak breaking of translational invariance,
where we show that the dc conductivity is controlled by the leading quasinormal mode
and the MS bound for the Drude weight.
4.2 Universality of the Drude weight revisited
Although the holography literature has focused mostly on the calculation of the finite
part of the dc conductivity, the infinite part, characterized by the Drude weight, has
already received some attention [122, 266, 267, 102, 128, 127, 109, 110, 121, 268, 269, 107].
Interestingly, the Drude weight corresponding to a single massless gauge field in
an Einstein-Maxwell-dilaton theory has been found to be universal and given only by
thermodynamic quantities [122, 266, 128]. In these papers the focus was on the study of
universal aspects of the finite, or regular, part of the dc conductivity, usually referred to
as σQ, rather than the Drude weight, though the latter was also computed explicitly. We
start our analysis by revisiting the derivation of this universal dc conductivity. We adapt
it to the analytical calculation of the Drude weight as this is the starting point for the
generalization of these results in the following sections. We follow closely the approach of
[128], though with some modifications so that the calculation of the Drude weight is more
direct and easier to generalize beyond universality. The slightly different method of Jain
and co-workers [122, 266], proposed earlier, leads to exactly the same results.
The full dc conductivity is given by the current-current Green’s function [273],
σdc = −Re lim
ω→0,q→0
GRJxJx(ω, q)−GRJxJx(0, q)
i(ω + iϵ)
, (4.1)
which physically represents the linear response of the system to an external small field
perturbation, ax. We note that this form of the Kubo formula ensures, that the limit
ω → 0, ϵ→ 0+ captures the full diamagnetic response [273]. More specifically, assuming
limq→0GRJxJx(ω, q)−GRJxJx(0, q) ≈ K − iωσQ +O(ω2), eq. (4.1) leads, for ϵ→ 0+, to
σdc = σQ − Re1
i
K
ω + iϵ
= σQ − Re
[
P
(
1
ω
)
(−i)K − πKδ(ω)
]
= σQ + πKδ(ω) . (4.2)
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A few comments are in order regarding the derivation of eq. (4.1). Kadanoff and Martin
[274]2 studied the response of the system to an adiabatically turned on perturbation at
t→ −∞: ϕi(x)eϵt, ϵ→ 0+ which is then turned off at t = 0:
Hext(t) =
 −
∫
ddxOi(x, t)ϕi(x)eϵt , t < 0 ,
0 , t > 0 ,
where Oi and ϕi are operators and sources. We now review the derivation of the response
of an observable for t > 0 due to the above perturbation.
δ⟨Oi(t,x)⟩ = −i
0∫
−∞
dt′θ(t− t′)⟨[Oi(t,x), Hext(t′)]⟩ =
= i
0∫
−∞
dt′eϵt
′
θ(t− t′)
∫
dx′⟨[Oi(t,x),Oj(t′,x′)]⟩ϕj(x′) =
= −
0∫
−∞
dt′
∫
dx′eϵt
′
GijR(t− t′;x− x′)ϕj(x′) ,
where GijR is the retarded Green’s function G
ij
R(x, t;x
′, t′) = GijR(t− t′;x− x′) = −iθ(t−
t′)⟨[Oi(x, t),Oj(x′, t′)]⟩.3 We now express GijR in momentum space:
δ⟨Oi(t,x)⟩ = −
0∫
−∞
dt′
∫
dx′eϵt
′
∫
dq
(2π)d
GijR(t− t′,q)ϕj(x′)eiq·(x−x
′) .
Multiplying by e−ik·x and integrating in x gives a δ(q− k):
δ⟨Oi(t,k)⟩ = −
0∫
−∞
dt′
∫
dx′eϵt
′
∫
dq
(2π)d
GijR(t− t′,q)ϕj(x′)e−iq·x
′
∫
dxei(q−k)·x
= −
0∫
−∞
dt′eϵt
′
GijR(t− t′,k)
∫
dx′ϕj(x′)e−ik·x
′
= −
0∫
−∞
dt′eϵt
′
GijR(t− t′,k)ϕj(k) .
2See [273] for a brief review of previous relevant literature on this topic.
3The upper or lower position of the indices i, j in GijR does not matter and we will use G
ij
R and G
R
ij to
mean the same retarded Green’s function.
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Finally, multiplying by eizt with the usual regularization of retarded Green’s functions:
Im z = η → 0+ and integrating in t ∈ [0,∞) (for t < 0 GijR vanishes) gives:
δ⟨Oi(z,k)⟩ = −
∞∫
0
dteizt
0∫
−∞
dt′eϵt
′
∫
dω
2π
GijR(ω,k)ϕj(k)e
−iω(t−t′) =
= −
∞∫
0
dteizt
∫
dω
2π
e−iωtGijR(ω,k)ϕj(k)
eϵt
′+iωt′
iω + ϵ
∣∣∣∣0
−∞
=
= −
∞∫
0
dt
∫
dω
2π
eizt−iωtGijR(ω,k)ϕj(k)
1
iω + ϵ
=
= −
∫
dω
2π
GijR(ω,k)ϕj(k)
1
iω + ϵ
eizt−iωt
iz − iω
∣∣∣∣∞
0
=
= −
∫
dω
2π
GijR(ω,k)ϕj(k)
1
i(ω − iϵ)
−1
i(z − ω) .
In the first line we integrate in t′ and in the third line in t. Using the residue theorem, the
integral results in two terms involving GijR evaluated at the two poles: ω = iϵ → 0 and
ω = z:
δ⟨Oi(z,k)⟩ = ϕj(k)G
ij
R(z,k)−GijR(0,k)
iz
. (4.3)
Outside the framework of holography, there have been interesting discussions [275, 273]
about the importance of the subtraction of the static terms like the GijR(0,k) in eq. (4.3).
The subtraction of these terms is also understood as retaining the contact terms in the
response function [275, 273].
The derivation of eq. (4.3) has been recently reviewed in [276] in the context of
relativistic hydrodynamics and in [277] it was shown that this subtraction is crucial to
obtain the correct heat conductivity.4
In [273] it is discussed the subtraction of a purely imaginary term from the GRJxJx(ω,k)
to compute the electrical conductivity is crucial to obtain the correct result of the real
part of the conductivity at zero frequency. As seen in eq. (4.2) the real part is infinite at
zero frequency. If the subtraction is not performed, the real part of the conductivity is
regular while its imaginary part contains a 1/ω divergence leading to a violation of the
Kramers-Kronig relation between the real and imaginary part of the conductivity. In Sec.
5.6 we will also discuss the contribution of the contact terms in the calculation of the
shear viscosity.
4As we discuss below, in some cases the contact terms only add or remove poles at zero frequency,
but they can also introduce finite corrections. This is the case in the heat conductivity, for which the
imaginary part receives finite corrections at nonzero frequency [277].
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In this chapter we compute the Green’s function by the standard holographic tech-
niques that involve the solution of the equations of motion (EOMs) corresponding to the
perturbations to the metric gtx and to ax. By using the bulk EOMs it is possible to express
the equation for the fluctuation ax as a function of the bulk fields only. Using the solution
of ax together with the bulk fields close to the boundary, it is possible to write down
the renormalized boundary action, which according to the usual holographic dictionary
is related to the current. The current-current Green’s function is finally obtained by
functional differentiation of the action.
We now revisit [122, 266, 128] the calculation of the Drude weight in the case of an
Einstein-Maxwell-dilaton model with a Lagrangian,
L = R− Z(ϕ)
4
FµνF
µν − 1
2
∂µϕ∂
µϕ+ V (ϕ) , (4.4)
which includes a nonminimal electromagnetic coupling Z that may depend on the dilaton.
The potential V satisfies V (ϕ = 0) = −2Λ, where Λ is the cosmological constant. For a
detailed treatment of this model we refer to [94]. The conditions for the universal results
of [122, 266, 128] are that the gauge field has no mass terms and the boundary is still AdS.
We assume that solutions of the EOMs only depend on the radial coordinate, u = r0/r
(r0 is the outer horizon) and At(u) = A(u).
The equation of motion of the fluctuation δAx = axe−iωt is given by
1√−gttguu
(√−gtt
guu
g
d−3
2
xx Za
′
x
)′
+
Zω2g
d−3
2
xx
−gtt ax =
(
Z2g
d−3
2
xx A′2
−gttguu
)
ax . (4.5)
We stress that this equation is only valid assuming that there is no vector potential mass
terms in eq. (4.4). The ω2 term is needed to have consistent boundary conditions, though
it does not enter in the calculation of the dc conductivity. The Maxwell coupling is
assumed to satisfy Z → 1(Z+) at u = 0 (u = 1), where Z+ is determined by the value of
the dilaton at the horizon. The component gtt (guu) is assumed to have a single zero (pole)
at the horizon and to be consistent with an asymptotically AdS geometry. In other words,
we assume gtt ∼ g0(1− u), guu = g˜0(1− u)−1, close to the horizon, where the constants g0
and g˜0 are temperature dependent. We also assume an AdS boundary gxx ∝ u−2 where
the constant of proportionality may be written in terms of the entropy density; A(u) must
vanish at the horizon, and close to the boundary A(u) ≃ µ− ρ/rd−20 ud−2 + . . . , with ρ the
charge density and µ the chemical potential of the dual field theory.
The boundary condition at the horizon is
ax = e
− iω
4πT
log(1−u) [a1 +O(1− u)] , (4.6)
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where the prefactor of the logarithm follows from the constants g0 and g˜0 in the ansatz
of the metric. The sign in the exponential, together with the time dependence (e−iωt),
determines the ingoing character at the horizon. For small frequency, the general solution
consistent with this boundary condition is
ax = C1a
(0)
x (u) + C2iωa
(1)
x (u) , (4.7)
where, at u = 1, a(0)x is a regular everywhere and a(1)x has a singularity at the horizon.
Moreover, C2 = C1Z+a0x(u = 1)2
(
s
4π
) d−3
d−1 and C1 is undetermined. It is fixed by imposing
the second boundary condition at the asymptotic AdS boundary,
ax(u→ 0) = a(0)x (u→ 0) = a0 = 1 . (4.8)
In order to use eq. (4.1) we need the current-current retarded Green’s function, which, as
we mentioned earlier, is obtained from the boundary action of the Lagrangian eq. (4.4).
It is easy to see that the only term which contributes to the required Green’s function is
obtained by double differentiation of
lim
u→0
√−ggxxguuZa′xax , (4.9)
with respect to the boundary value of ax. We have omitted the integral over space
dimensions in the boundary. Moreover, as discussed before [eq. (4.2)], the Drude weight
is given by the O(ω0) contribution of the Green’s function. Therefore, in the previous
equation we only need to use the solution, a(0)x , namely,
K = lim
u→0
√−ggxxguuZa(0)x
′
. (4.10)
As we mentioned before, a(0)x is regular in the whole domain. Therefore, we take a(0)x =∑
n anu
n, n ≥ 0 with a0 = 1 (normalization of the electric field). We now expand eq. (4.5)
with ω → 0 close to the boundary using the asymptotic form of At together with the
ansatz for a(0)x and gµν . This imposes constraints on the coefficients of an, which leads to
a(0)x = 1−
ρ2
d
d−1ϵ
ud−2 + . . . , (4.11)
where we used the fact that the energy density enters through the expansion of gtt = gnun,
gd−2 = −(d− 1)ϵ. From eqs. (4.11) and (4.10), it follows that the Drude weight agrees
with the result derived in [122, 266, 128],
KU =
ρ2
ϵ+ P
, (4.12)
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where ϵ+ P = d
d−1ϵ .
In the next sections we explore in more detail the limitations and extensions of the
universal result KU in several gravity backgrounds, including one with a vector potential
mass term.
For the moment we just comment on the effect of a mass termWAµAµ in the Lagrangian
(4.4). As we comment in Sec. 4.5, in order to avoid divergences, W and its first derivative
close to the boundary must tend to zero. Therefore, W ∝ un + . . . , for u→ 0, where the
power and constant of proportionality depend on the boundary conditions of the dilaton.
This mass term modifies eq. (4.5) as well as the constraints on the coefficients of the ansatz
of a(0)x , an. The new constraints yield an extra term O(ud−2) in eq. (4.11). Therefore, in
the presence of a massive vector potential, the Drude weight is in general different from
the universal expression (4.12).
Finally, we turn briefly to the temperature dependence of the universal Drude weight
eq. (4.12). In the canonical ensemble at least, it is expected that KU will not scale
with temperature in the low temperature limit since ρ is fixed and the denominator is
temperature independent [128],5 which is consistent with our numerical results (not shown).
In very specific cases, such as a dimensionless charge density or chemical potential,6 the
temperature scaling in the low temperature limit may be obtained from simple dimensional
analysis. The dimensionality of the relevant thermodynamic quantities are, [ρ] = d˜− θ+Φ,
[µ] = z−Φ, [s] = d˜− θ, [T ] = z, where d˜ = d− 1 is the spatial dimension of the boundary,
z is the dynamical critical exponent, θ ̸= 0 is a signature of hyperscaling violations, and Φ
is another critical exponent that controls the scaling of the gauge field around the horizon.
For dimensionless chemical potential, Φ = z and K ∼ T d˜−θ+zz while for dimensionless
charge density, Φ = θ− d˜ and K ∼ T− d˜−θ+zz . We stress this is the prediction of dimensional
analysis, which will be correct provided the dimensions of the chemical potential and
charge density are not given by any other scale but the temperature. In other cases an
explicit numerical calculation is required.
4.3 Universality of the Drude weight in theories with
multiple massless gauge fields
In this section we investigate the Drude weight in theories with several massless gauge
fields. The finite part of the dc conductivity in the models we discuss, but not the Drude
weight, was investigated in detail in [272, 122, 278]. We aim to clarify to what extent the
universal results of the previous section can be extended to actions with multiple gauge
fields. For that purpose we start with an action in d + 1 bulk dimensions that is the
5We assume the chemical potential does not vanish at zero temperature, which yields ϵ+ P ∼ µρ ̸= 0.
6Both are forbidden to be dimensionless simultaneously by the Gubser criterion [127].
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natural generalization of eq. (4.4),
L = R− 1
4
∑
i
ZiF
i
µνF
µν i + . . . , (4.13)
where . . . stand for scalar fields or Chern-Simons terms. At this stage it is not necessary
to specify them since the calculation of the Drude weight involves solving the equation
of the fluctuations of Ax, for which it is not necessary to consider the fluctuations of the
scalar fields. We only assume that these scalars do not condense in the boundary. The
extra index (i) in the Maxwell tensor F iµν , with strength coupling Zi that may depend of
the scalar field, labels the ith U(1) gauge field Aµi of the theory. The equations of motion
for the perturbations δAxi = Axi(u)e−iωt+iqz that control the conductivity are simply (see
[272, 122] for details)
d
du
(
Ni
d
du
Axi(u)
)
+
m∑
j=1
MijAxj(u) +O(ω2) = 0 , (4.14)
where the perturbation in the metric δgxt decouples from the equations of Axi. We have
omitted the term −ω2 Ni guugttAxi(u) since it is not needed to study the Drude weight.
The factors Ni and Mij are (with no summation convention in i, j)
Ni =
√−gZiigxxguu , Mij = F iut
√−gZiigxxguugttZjjF jut . (4.15)
As was shown in [272, 122], the regularized action at u = uc close to the boundary,
necessary for the calculation of the conductivity, is simply
Suc =
1
16πGd+1
∫
ddq
(2π)d
(
m∑
i=1
Ni(uc)× d
du
Axi(u, ω, q)
∣∣∣∣
uc
Axi(uc,−ω,−q)
)
. (4.16)
The general expression for the Drude weight Kij is then obtained by functional
differentiation of the boundary action,
Kij = − lim
uc→0
lim
ω,q→0
Re
(
GRJiJj(ω, q)−GRJiJj(ω = 0, q)
)
,
GRJiJj(ω, q) =
2
16πGd+1
[
m∑
k=1
Nk(uc)× δ
2
δA
(0)
xi δA
(0)
xj
Axk
′(uc, ω, q)Axk(uc,−ω,−q)
]
,
(4.17)
where A(0)xi is the value of Axi at the boundary (uc = 0). Even before any explicit
calculation of the conductivity is done, the above expressions already suggest several
interesting features of the Drude weight in the multicharge case. It is clear that it is a
tensor, namely, a small electric field related to the i gauge field induces, in general, a
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current not only of the i but also of the j charge. This is a consequence of the nonlinearity
of the bulk equations.
Moreover, as in the case of a single gauge field, the Drude weight is still exclusively
controlled by the regular (no singularity around the horizon) solution. Since for a single
charge the regular solution is Ax = a0+cud−2, for simple cases where At is known explicitly,
and eq. (4.14) is linear, we expect that the solution of eq. (4.14) is given by
Axi = a
i
0 + u
d−2f(aj0, ρj, T . . .) , (4.18)
where f depends, likely linearly, on ai0 and the rest of the values of the gauge fields at
the boundary and other parameters such as temperature or the charge densities. On
physical grounds Kij must be symmetric and in the limit of one charge must reproduce the
universal result of the previous section. Moreover, the linearity of the equations suggests
that off-diagonal terms should not depend on powers of the charge density larger than
two. The simplest expression for the Drude weight that meets these requirements is,
Kij ∝ ρiρj
ϵ+ P
. (4.19)
We now study in detail an example where the Drude weight is of the form given in eq.
(4.19). This is a strong indication that this is the universal form of the Drude weight, eq.
(4.12), for the case of multicharges associated with massless gauge fields assuming AdS
geometry in the boundary and no scalar-condensation.
Instead of embarking on numerical simulations with several gauge fields, we focus on
a class of systems, R-charged backgrounds, where explicit analytical ones are available
even for multicharges. Moreover, the field theory duals of these models are well known as
these backgrounds come directly from compactifications of string theory. More specifically,
we study the five-dimensional R-charged black hole, also referred to as STU black holes
[279, 280], whose field theory dual is an N = 2 super Yang-Mills theory coming from
the compactification of ten-dimensional IIB supergravity on S5 (see [281] for other cases
involving the reduction of D = 11 supergravity on S7 and S4). The action is given by
S =
1
16πG
∫
d5x
√−g
(
R +
2
l2
V + 1
2
GijF
i
µνF
j
µν −Gij∂µX i∂µXj+
1
24
√−g ϵ
µνρσλϵijkF
i
µνF
ρσjAkλ
)
,
(4.20)
where l represents the scale associated with the cosmological constant. In addition to
the metric, we have three scalar fields X i, i = 1, 2, 3 while the scalar potential V and the
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metric Gij are given in terms of the scalar fields,
V = 2
3∑
1
1
X i
, Gij =
1
2
diag
[
(X1)−2, (X1)−2, (X1)−2
]
. (4.21)
F iµν , i = 1, 2, 3, are the field strengths of Ai, the Abelian gauge fields.
As shown in [279], this effective action (4.20) admits asymptotically AdS black hole
solutions with three U(1) charges. These solutions can be written down using the outer
horizon r+, the variable u = r2+/r2 and T0 =
r+
πL2
as
ds2 =−H−2/3(πLT0)2f(u)
u
dt2 +H1/3 L
2
4f(u)u2
du2 +H1/3 (πLT0)
2
u
(dx2 + dy2 + dz2) ,
(4.22)
where
Hi =(1 + kiu) , i = 1, 2, 3, H = H1H2H3 ,
f(u) = H− Πu2, Π =
3∏
i=1
(1 + ki) .
(4.23)
The perturbed equations are given by
A′′xj +
(
f ′
f
− H
′
H + 2
H ′j
Hj
)
A′xj +
ω˜2H
uf 2
Axj − u
Π
√
kj
fH2j
3∑
i=1
√
kiAxi = 0 , j = 1, 2, 3 ,
(4.24)
with ω˜ = ω
2πT0
. Following [122, 278] we propose the following ansatz which satisfies the
ingoing boundary condition,
Axi =
f−iω˜(T0/2T )
1 + kiu
ai(u) , i = 1, 2, 3 . (4.25)
Since we aim to compute the Drude weight it is only necessary to expand ai up to leading
order in ω˜,
ai(u) =
[
a0i (u) + iω˜a
1
i (u) +O(ω˜2)
]
. (4.26)
As before, the Drude weight tensor is extracted from a0i only while for the real part of the
conductivity a1i is also needed. The equations of a0i are simply
a0j
′′
+ a0j
′
(
f ′
f
− H
′
H
)
+ a0j
H ′j
Hj
(H′
H −
f ′
f
)
− uΠ
√
kj
fHj
3∑
i=1
√
kia
0
i
Hi
= 0 , j = 1, 2, 3 .
(4.27)
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A regular solution is easily found by substituting a0i (u) = bi+b˜iu and solving the constraints
resulting from the equations of motion, eq. (4.27). In this way b˜i is expressed as a function
of the boundary values bi by
b˜j =
bj
2
kj −
∑
i ̸=j
bi
2
√
kjki =⇒ a0j(u) = bj
(
1 +
kj
2
u
)
−
∑
i ̸=j
bi
√
kjki
2
u . (4.28)
We now have extracted all the information of the gauge fields required to compute the
Drude weight. The part of the boundary action that contributes to the Drude weight, eq.
(4.16), is
Sboundary = lim
u→0
−r2+
16πGL
∫
dtdx⃗
[
a01
′
a01 + a
0
2
′
a02 + . . .
]
=
r2+
16πGL
∫
dtdx⃗
3∑
j=1
−
(
bj
kj
2
−
∑
i ̸=j
bi,
√
kjki
2
)
bj + . . . ,
(4.29)
which leads to
K =
1
16πGL
(−1)i+j√kikjr2+ . (4.30)
In order to check the universality of this result it is illuminating to express the charges
in terms of thermodynamic quantities, [102]. The relevant thermodynamic quantities are
given by
ϵ =
3π2T 40N
2Π
8
, P =
ϵ
3
, ρi =
π2T 30N
22
√
ki
√
Π
8
, (4.31)
where 2GN2 = πL3 and Π is given in eq. (4.23). With these definitions the Drude weight
can be expressed in terms of thermodynamic quantities,
Kij = (−1)i+j ρiρj
ϵ+ P
. (4.32)
Note that the off-diagonal terms are negative. The same occurs for the finite part of
the dc conductivity [278]. We do not yet have a clear physical interpretation of this
feature. Obviously these prefactors cannot be universal as they can be modified by a linear
recombination of the currents. Only the eigenvalues of Kij are basis invariant. Because of
this and the linearity of the equations leading to Kij , we expect that, up to basis-dependent
prefactors, the above form of the Drude weight is likely universal for theories with several
massless gauge fields.
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4.4 Mazur-Suzuki bounds and holographic correlation
functions
In this section we introduce the so-called Mazur-Suzuki (MS) bounds [258, 259, 251],
inequalities among correlation functions that describe transport in interacting many-body
problems. We then discuss how these correlation functions are expressed in terms of
holographic retarded Green’s functions and relate them to the Drude weight studied
in previous sections. We shall see, by working out some examples in Einstein-Maxwell
and R-charged backgrounds, that the correlation functions are not given entirely by
the zero-momentum retarded Green’s functions obtained with the standard recipe in
holography.
The main result of the section is that, in the models we study, the MS bound is
saturated only if the Drude weight is given by the universal result (4.12).
As we mentioned previously a finite Drude weight is a signature of ballistic nondis-
sipative transport. Indeed, Kohn [257] proposed to characterize nondisordered metals
and insulators based on whether the Drude weight was finite or not respectively. This
nondissipative transport must be caused by the nondecay of certain correlation functions,
in this case the electrical current-current correlation. It is well known that the existence of
conservation laws can protect the decay of certain correlation functions. This was precisely
the starting point of the Mazur, and later Suzuki, analysis that we briefly review next.
We review the analysis presented in [259]. Let us consider all the conserved quantities
Q′i of the system, namely, [H,Q′i] = 0, [Q′i, Q′j] = 0. By some rearrangements, it is
possible to choose them to be orthogonal to each other ⟨QiQj⟩ = Q2i δij. Without loss of
generality we assume the constant of motion are Hermitian. The time averaged correlation
of operators A(0) = A and B(t) may be expanded using a complete set of eigenstates:7
lim
t′→∞
1
t′
∫ t′
0
dt⟨AB(t)⟩ = lim
t′→∞
1
t′
1
Z
∫ t′
0
dt
∑
k
e−βEk⟨k|AB(t)|k⟩ =
= lim
t′→∞
1
t′
1
Z
∫ t′
0
dt
∑
k
e−βEk⟨k|A
∑
l,m
ei(El−Em)t|l⟩⟨l|B|m⟩⟨m|k⟩ =
= lim
t′→∞
1
t′
1
Z
∫ t′
0
dt
∑
k,l
e−βEkei(El−Ek)t⟨k|A|l⟩⟨l|B|k⟩ =
=
1
Z
∑
k,l
Ek=El
e−βEk⟨k|A|l⟩⟨l|B|k⟩ ≡ ⟨A;B⟩ .
7Similarly to the operator A, to simplify notation we use B(t = 0) = B.
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In the second line we have substituted B(t) in the Heisenberg representation. In the third
line we have used the orthogonality of the complete set of states and we integrate in time
to get the restriction Ek = El of the last line.8 The sum in the last line defines ⟨A;B⟩. To
further simplify we decompose the operators A and B as
A = aiQi + A
′ , B = biQi +B′ , (4.33)
where sum over i is implied and A′ and B′ are orthogonal to Qi and so,
ai =
⟨AQi⟩
⟨Q2i ⟩
, bi =
⟨BQi⟩
⟨Q2i ⟩
.
Moreover, we will use that ⟨k|Qi|m⟩ = 0 whenever Ek ̸= Em which follows trivially by
computing ⟨k|[H,Qi]|m⟩ = 0 and taking one term of the commutator to the other side of
the equality. Moreover, the of orthogonality of A′ with Qi implies that ⟨k|A′|l⟩ = 0 for
Ek = El. Substituting the decomposition of eq. 4.33 into ⟨A;B⟩ leads to
⟨A;B⟩ = ⟨aiQi; bjQj⟩+ ⟨aiQi;B′⟩+ ⟨A′; bjQj⟩+ ⟨A′;B′⟩ .
Only the first term is nonzero because the sums in the definition of ⟨ · ; · ⟩ are constrained
to Ek = El and ⟨k|A′|l⟩ = ⟨l|B′|k⟩ = 0 for Ek = El as we mentioned above. The first term
is simply
⟨aiQi; bjQj⟩ =
∑
ij
aibj
1
Z
∑
k,l
Ek=El
e−βEk⟨k|Qi|l⟩⟨l|Qj|k⟩ =
=
∑
ij
aibj
1
Z
∑
k,l
e−βEk⟨k|Qi|l⟩⟨l|Qj|k⟩ =
=
∑
ij
aibj
1
Z
∑
k
e−βEk⟨k|QiQj|k⟩ =
∑
i
aibi⟨Q2i ⟩ .
In the second line we have unrestricted the sum to all k, l because ⟨k|Qi|l⟩ = 0 whenever
Ek ̸= El and in the last line we used orthogonality of Qi. Combining all these results leads
to
lim
t′→∞
1
t′
∫ t′
0
dt⟨AB(t)⟩ =
∑
i
aibi⟨Q2i ⟩ =
∑
i
⟨AQi⟩⟨BQi⟩
⟨Q2i ⟩
,
8The integral in time is
lim
t′→∞
1
t′
∫ t′
0
dtei(El−Ek)t =
 limt′→∞
ei(El−Ek)t
′ − 1
i(El − Ek)t′ = 0 , Ek ̸= El
1 , Ek = El
.
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where the sum is over all the conserved charges, though only those with non-trivial overlap
with the operators A and B will contribute. In our case we take A = B = Jx = J , the
electric current operator, which can be expressed in terms of these conserved quantities,
and so the Drude weight is decomposed as:
K =
β
V
lim
t′→∞
1
t′
∫ t′
0
dt⟨J(t)J(0)⟩ = lim
N→∞
β
V
N∑
i
⟨JQi⟩2
⟨QiQi⟩ , (4.34)
where β is the inverse of the temperature and V the volume. The correlation functions on
the right-hand side are for long times. Since each term on the right-hand side is positive,
K ≥ KMS ≡ β
V
k∑
i
⟨JQi⟩2
⟨QiQi⟩ , k <∞ . (4.35)
KMS is the Mazur bound for the Drude weight, K, first obtained in Refs. [251, 256]. Its
generalization to other operators is straightforward.
We stress that the inequality is usually more useful than the equality since, by picking
up a single conserved quantity, it allows us to find out, at least in some cases, whether
the Drude weight is finite or not. For instance, in strongly interacting one-dimensional
systems an explicit calculation of the Drude weight is typically very demanding, while the
calculation of the right-hand side, for example for the energy current, which sometimes
is a conserved quantity, is much easier as it involves only static correlation functions.
In the following sections we compute the MS bound in the following gravity duals: the
Einstein-Maxwell theory with and without a scalar that induces U(1) symmetry breaking
and an R-charged background where explicit solutions for the background metric are
available. For this purpose we first have to express the bound in terms of susceptibilities,
namely, retarded Green’s functions which is the natural language in holography. This
is indeed the way that Suzuki [259] proceeded to extend the classical Mazur bounds to
quantum mechanical systems.
In order to discuss the exact relation of the Green’s functions and the correlation
functions needed in the MS bound, let us consider a single conserved quantity Q1 = Q and
the conserved current J in eqs. (4.34) and (4.35). As we mentioned before the correlation
functions in these equations are for long times,
⟨JQ⟩ ≡ lim
t→∞
⟨J(t)Q(0)⟩ , ⟨QQ⟩ ≡ lim
t→∞
⟨Q(t)Q(0)⟩ . (4.36)
Before relating these correlation functions to Green’s functions we introduce some standard
notation in linear response theory [154, 155]. Consider the variation of an observable,
δ⟨Ai(r, t)⟩ due to external perturbations δ⟨aexti (r, t)⟩, where i is a spatial index. The Kubo
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correlation function is defined as
Cij(r, r
′, t− t′) =1
β
∫ β
0
dλ⟨eλHδAi(r, t)e−λHδAj(r′, t′)⟩ , (4.37)
where H is the unperturbed Hamiltonian. The Laplace transform in time of the Kubo
correlation function satisfies [154, 155]
Cij(r, r
′; z) = − 1
βz
[χij(r, r
′, z)− χij(r, r′, i0)] , (4.38)
where z is the transformed variable of t and χij is known in the literature as the admittance,
matrix response function as well as the Green’s function.
It is therefore natural to express the long time correlation functions in eq. (4.36) in
terms of the zero frequency limit of the retarded Green’s functions as
⟨JQ⟩ = 1
β
lim
ω→0,q→0
[GJQ(ω, q)−GJQ(0, q)] ,
⟨QQ⟩ = 1
β
lim
ω→0,q→0
[GQQ(ω, q)−GQQ(0, q)] .
(4.39)
With these definitions we now have all the information to compute the MS bound associated
with transport properties in translationally invariant theories with gravity duals. In
particular, we focus on the electrical conductivity.
4.4.1 Mazur-Suzuki bounds in Einstein-Maxwell theory
We start our analysis with the Einstein-Maxwell theory,
S =− 1
2κ2
∫
M
dd+1x
√−g
(
R +
d(d− 1)
L2
+
1
4e2
FµνF
µν
)
−
1
2κ2
∫
∂M
ddx
√
−γ˜
(
−2K + 2d− 1
L
)
,
(4.40)
where γ˜ is the boundary metric induced by g and K is the trace of the extrinsic curvature.
The last integral includes the counterterms needed to have a well-defined energy tensor
in the boundary. These counterterms include powers of the induced Ricci scalar on the
boundary, but since M is asymptotically flat they do not contribute. The solution of the
EOMs is the AdS planar Reissner-Nordström (RN) background in d+ 1 dimensions,
ds2 =
1
L2z2
(
−f(z)dt2 + L
4
f(z)
dz2 + dx2i
)
,
f(z) = 1− (1 +Q2)
(
z
z0
)d
+Q2
(
z
z0
)2d−2
,
(4.41)
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where i = 1, . . . , d − 1, z = 1/r. The only nonzero component of the gauge field is
At = ϕ = µ
[
1− (z/z0)d−2
]
, Q2 = µ2z20γ−2, γ−2 =
d−2
d−1
L4
2
; z0 is the inverse of the outer
horizon and we set
2κ2
e2
= 1 . (4.42)
In order to calculate the electrical conductivity in the linear response approximation we
add a time-dependent weak perturbation in the gauge field and the metric, Ax(z)e−iωt,
gtx(z)e
−iωt. The equations of motion of Ax and gxt are
∂z(fz
3−dAx) + Ax
(
ω2z3−d
f
− ϕ′2z5−d
)
= 0 ,
g′xt +
2
z
gxt + Axϕ
′ = 0 .
(4.43)
Close to the boundary they satisfy
Ax ∼ A(0)x + A(1)x
(
z
z0
)d−2
,
gxt ∼ g
(0)
xt
z2
+ g
(1)
xt z
d−2, g(1)xt = µ
d− 2
d
A
(0)
x
zd−20
,
(4.44)
where the prime denotes differentiation with respect to z and g(0)xt and A
(0)
x source the
operators dual to Ax and gxt.
Calculation of the MS bounds
Assuming that the conserved quantity is momentum, the MS bound depends on
boundary momentum-momentum and current-momentum correlators. The evaluation of
the on-shell action eq. (4.40) on the boundary results in the following terms relevant for
the calculation of the corresponding Green’s functions,
S =
Vd−1
2κ22π
[
(d− 1)(1 +Q2)
2zd0
g
(0)
xt (−ω)g(0)xt (ω)+
µ(d− 2)
2zd−20
(A(0)x (ω)g
(0)
xt (−ω) + A(0)x (−ω)g(0)xt (ω))
]
+ . . .
(4.45)
where Vd−1 is the boundary spatial volume. Therefore the retarded Green’s functions at
zero spatial momentum are,
GJxΠx(ω) =
e(d− 2)µ
2κ2zd−20
Vd−1
2π
,
GΠxΠx(ω) =
(d− 1)(1 +Q2)
2κ2zd0
Vd−1
2π
.
(4.46)
4.4 Mazur-Suzuki bounds and holographic correlation functions 85
This agrees with the results for d = 3, 4, available in [114] for holographic superconductors
in the normal state, and in [282] for a Reissner-Nordström background after setting all
the perturbations in the metric to zero, except hzt, which corresponds in our notation to
gxt. We note however that the result in eq. (4.46) is not enough, in general, to obtain the
correlation functions that enter in the MS bounds [see eq. (4.39)].
The MS bound relates the Drude weight K with correlation functions between the
current and conserved charges [see eq. (4.35)]. For the case of the electrical conductivity σ,
we use the following notation in eq. (4.35): V = Vd−1 is the spatial volume on the boundary,
β = 1/kBT , J = Jx is the current associated with σ, Qj are the conserved charges which
overlap with Jx and k stands for a certain number of conserved charges. If all possible
conserved charges are considered the bound is saturated. In our system momentum is
conserved so it is natural to set k = 1 and Q1 = Πx, which in a relativistic field theory
corresponds to the spatial components of the diagonal of the energy momentum tensor.
With this identification the numerator of (4.35) is given in terms of ⟨JxΠx⟩, which according
to eq. (4.39) is obtained from GJxΠx(ω, q). However, due to the dependence of GJxΠx(ω, q)
on the frequency [282], GJxΠ(0, q) = 0 and thus we may use the zero-momentum Green’s
function GΠxJx given in eq. (4.46),
⟨JxΠx⟩ = 1
β
lim
ω→0
GJxΠx =
1
β
e(d− 2)µ
2κ2zd−20
Vd−1
2π
. (4.47)
However, this is not the case for the denominator ⟨ΠxΠx⟩, for which GΠxΠx(ω = 0, q) ̸= 0,
as seen in [282] for d = 4. For arbitrary d ≥ 3 we cannot use the zero-momentum GΠxΠx
given in eq. (4.46). Nonetheless, ⟨ΠxΠx⟩ is the momentum static susceptibility, which may
be written in terms of hydrodynamical quantities, χ0 = ⟨ϵ+ P ⟩, ϵ and P being the energy
density and pressure [172]. An identical result is obtained by using Ward identities [283].
Therefore the momentum-momentum correlation function needed in the MS bound is in
this case,
⟨ΠxΠx⟩ = χ0 = ⟨ϵ+ P ⟩ . (4.48)
Finally, eqs. (4.35), (4.47) and (4.48) yield
K(T ) ≥ KMS = β
Vd−1
⟨JxΠx⟩2
⟨ΠxΠx⟩ =
(d− 2)2µ2
d(1 +Q2)
z4−d0
2κ2
. (4.49)
The horizon z0 depends on temperature through the standard relation for a RN black hole.
For the Einstein-Maxwell theory given by eqs. (4.40) and (4.41), we used ρ = (d−2)µz
−d+2
0
e2
,
ϵ = (d− 1)P , [276] and ϵ = z−d0 (d− 1)(1 +Q2), Q = µz0/γ, defined above.
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This result is to be compared with the explicit calculation of the Drude weight K(T )
that yields the universal result [110, 272, 128]
K = KU =
ρ2
ϵ+ P
, (4.50)
where ρ, ϵ and P are the charge and energy densities and the pressure, respectively.
Substituting ρ, P and ϵ in eq. (4.50), and setting e = 1, it is clear that in this background
the MS bound is saturated K = KMS.
We note that in the condensed matter literature it is conjectured [263, 251, 264] that a
finite Drude weight is a signature of integrability. In principle, this result is applicable
to the field theory dual of the gravity action we investigate. In classical gravity [270]
integrability of various gravity backgrounds has recently been studied. More specficially, a
relation was proposed between integrability and saturation of the null energy conditions,
which precludes integrability in most nonrelativistic backgrounds. Integrability in four-
dimensional Einstein-Maxwell theory with a cosmological constant has recently been
studied [271]. Clearly, further research is needed to understand to what extent a finite
Drude weight might be a signature of integrability of a classical gravity theory and its dual
field theory. For the moment we only comment that in the large N limit there are drastic
simplifications, even in QCD, in the dynamics of quantum field theories. Therefore, we
cannot rule out that integrability plays a role in the occurrence of a finite Drude weight.
4.4.2 Mazur-Suzuki bounds in an R-charged black hole
We now study another example where explicit analytical results for the background
metric are known. We work with the 2- and 1-R-charged black holes in five-dimensional
N = 2 U(1)3 gauged supergravity [269], which are particular cases of the more general
model studied in Ref. [284]. They are obtained by setting two of the three U(1) charges to
be equal, Q1 = Q2 = Q ̸= Q3. The 2-R-charged black hole corresponds to Q3 = 0, while
setting Q1 = Q2 = Q = 0 is referred to as the 1-R-charged black hole [269].
In the 1-R-charged black hole, the conductivity
σ =
r2H
L3
2A
(1)
x
iωA
(0)
x
− iω
2
(4.51)
has been calculated perturbatively in [269]:
σ ∼ i Q
2
2κ2ωL
+
L(Q2 + 2r2H)
2
8rHκ2
√
Q2 + r2H
+O(ω) . (4.52)
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The temperature and chemical potential, expressed in terms of the charge Q and horizon
rH of the black hole are
T =
Q2 + 2r2H
2πL2
√
Q2 + r2H
, Ω =
rHQ
L2
√
Q2 + r2H
. (4.53)
We note that eq. (4.52) matches the universal result, eq. (4.12). The Green’s functions
needed to calculate the MS bound have been given in [102], and in the notation of [269]
they are9
GΠx,Πx(ω, q) = −
2q2r2H(Q
2 + r2H)
κ2L3(L2q2 − 4ωi√Q2 + r2H)V3,
GΠxJx(ω, q) =
4rH
√
Q2 + r2H
√
Q2(Q2 + r2H)ω
L3κ2(iL2q2 + 4
√
Q2 + r2Hω)
V3,
(4.54)
where q is the spatial momentum of the perturbations Ax(r)eiωt+iqx and V3 is the spatial
volume in the boundary. With these considerations, from eq. (4.39)
⟨ΠxJx⟩ = 1
β
lim
ω→0,q→0
[GΠxJx(ω, q)−GΠxJx(0, q)] ,
⟨ΠxΠx⟩ = 1
β
lim
ω→0,q→0
[GΠxΠx(ω, q)−GΠxΠx(0, q)] .
(4.55)
Finally, the MS bound is obtained from eqs. (4.35) with a single conserved quantity
Q1 = Πx and eqs. (4.54) and (4.55),
K ≥ Q
2
2κ2L
. (4.56)
Comparing the MS bound with the exact result, given by the ω−1 term in eq. (4.52), we
see the bound is again saturated and the Drude weight is still the universal one, eq. (4.12).
Similarly, the zero frequency conductivity for the 2-R-charged black hole has been
calculated exactly [269] and is also given by the universal result.
Based on these examples, it seems that if a theory with a gravity dual is well described
by hydrodynamics, like those dual to asymptotically AdS EMd theories, the Drude weight
is given by the universal result (4.50) and the MS bound is saturated.
9There is a difference definition for the vector potential in [102], which should be multiplied by
√
2 in
the notation of [269].
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4.4.3 Mazur-Suzuki bounds in U(1) spontaneously broken sym-
metry backgrounds
We found previously that the MS bound is saturated in asymptotically AdS EMd
backgrounds where the Drude weight K = KU = ρ
2
ϵ+P
. Here we compute the MS bound
in Einstein-Maxwell-scalar theory [114], which displays a spontaneous U(1) symmetry
breaking due to scalar condensation. In this background, it has been shown, [114, 172],
that the Drude weight receives an extra contribution related to the superfluid density.
In order to compute the Green’s functions that enter the MS bound, it is necessary
to obtain the properly renormalized boundary action. We just state the main result and
refer to [114] for details,
S =
Vd−1
2κ22π
[
(d− 2)A(0)x A(1)x
2L2
− g(0)xt (−ω)g(0)xt (ω)
( ϵ
2
+ cψ(0)ψ(1)
)
− ρ(d− 2)
2
(
A(0)x (ω)g
(0)
xt (−ω) + A(0)x (−ω)g(0)xt (ω)
)]
+ . . .
(4.57)
where ϵ is the energy density and ψ(0), ψ(1) are the coefficients of the scalar expansion close
to the boundary ψ ∼ ψ(0)z + ψ(1)z2 and Ax ∼ A(0)x + A(1)x zd−2 for odd d.10 The constant
c depends on the choice of boundary conditions for the scalar. We note that the only
difference with respect to the noncondensed case is the last term. Interestingly, for a U(1)
symmetry breaking to be spontaneous, either ψ(0) or ψ(1) must vanish (depending on the
quantization). This implies that the last term in the boundary action in eq. (4.57) does
not contribute to the Green’s functions GΠx,Πx and GJx,Πx . As a consequence the MS
bound coincides with the one with no U(1) symmetry breaking and
KMS =
β
Vd−1
⟨JxΠx⟩2
⟨ΠxΠx⟩ =
ρ2
ϵ+ P
. (4.58)
However, the bound is not saturated because of the additional superfluid contribution so
K > KMS = KU.
It would be interesting to compute the MS bound in theories with double trace
deformations where it possible to have spontaneous symmetry breaking with both ψ(0)
and ψ(1) nonzero. In Sec. 4.6 we investigate in more detail the extra contribution to the
Drude weight on a more general background, an Einstein-Maxwell-dilaton background
with a gauge mass term.
In the following sections we study the Drude weight and the MS bound in nonrelativistic
backgrounds: the Einstein-Proca and an asymptotically Lifshitz EMd model with two
gauge fields. As before, the calculation requires a properly renormalized boundary action
and a careful evaluation of the correlation functions. We shall see that GJx,Πx vanishes in
10For even d additional boundary terms appear, see for example appendix A.3.
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all cases so KMS = 0 and the bound is trivial K > 0. Moreover, the Drude weight is not
given by the universal result. This suggests that the bound is only saturated if the Drude
weight is given by the universal expression.
4.5 Deviations from universality I: nonrelativistic bound-
ary field theory
One of the conditions for the universal result of the zero-frequency conductivity is
that the metric approaches AdSd in the boundary. This a necessary condition for the
dual field theory to be relativistically invariant. However, in recent years the potential for
condensed matter applications, which are typically described by nonrelativistic theories,
has stimulated the interest in asymptotic non-AdS gravity backgrounds. There are different
actions that lead to these types of background [285, 286, 195]. Here, we compute the Drude
weight for the case of an EMd action with two gauge fields [152] and for an Einstein-Proca
action, which involves a massive gauge field [286]. A way to break relativistic invariance in
the boundary is by imposing that after a change of scale λ, the time and space coordinates
scale differently, t→ λzt, xi → λxi, where z ≥ 1 is the dynamical critical exponent. The
simplest metric with this symmetry is,
ds2 = − r
2z
L2z
dt2 +
L2
r2
dr2 +
r2
L2
d∑
i=1
dx2i . (4.59)
4.5.1 Asymptotically Lifshitz EMd model
We start with the case of an Einstein-Maxwell-dilaton action with two (massless) vector
fields:
S =
1
16πG4
∫
d4x
√−g
(
R− 2Λ− 1
2
∂µϕ∂
νϕ − e
λ1ϕ
4
F 2 − e
λ2ϕ
4
G2
)
, (4.60)
where F = dA, G = dB and Λ = − (z+2)(z+1)
2L2
. The solution is given by [152]
ds2 = − r
2z
h
L2z
f(r)dt2 +
L2
r2f(r)
dr2 +
r2
L2
(dx2 + dy2) , (4.61)
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with z ≥ 1 and
ϕ = log
[
ϕ0r
√
4(z−1)
]
, λ1 = − 2√
z − 1 , λ2 = −
2
λ1
,
f = 1−
(
1 +
ρ22
ϕ
√
z−1
0 4z
)(rh
r
)z+1
+
ρ22L
2z
ϕ
√
z−1
0 4z
1
rz+1
,
At =
√
2(z − 1)(z + 2)
Lz(z + 1)
(
r2+z − r2+zh
)
,
Bt =
ρ2ϕ
−√z−1
0
z
(
r−zh − r−z
)
.
(4.62)
Though the action given in eq. (4.60) is of the type discussed in Sec. 4.3, the asymptotic
geometry, eq. (4.61) with z > 1, is not AdS. Therefore, we treat this background separately.
For z → 1 the gauge field Aµ decouples and the background in eq. (4.61) reduces to the
AdS-RN background. As we have studied in Sec. 4.4.1 the AdS-RN background leads to
the universal result of the Drude weight and saturates the MS bound [see eq. (4.50)]. In
the rest of the section we take z = 2, in which case both Aµ and Bµ are present and the
boundary is not AdS.
As seen in eq. (4.62), the time component of the gauge field Aµ diverges in the
boundary. Therefore, it does not play the role of a usual gauge field with a finite time-
component boundary value, which is interpreted as a chemical potential in the dual theory.
Nonetheless, At, together with the scalar field ϕ, allows us to satisfy the non-AdS boundary
conditions. In other words, Aµ and ϕ support the asymptotically Lifshitz brane geometry,
but Aµ does not contribute to the thermodynamic properties of the boundary theory
[152].11 On the other hand Bµ allows the black brane to be charged and the charge density
in the dual theory is given by
q2 =
Lz−1
16πG4
ρ2, (4.63)
while the boundary value of Bt may be read from eq. (4.62). The entropy density and
temperature are as follows:
s =
r2h
4G4
, T =
rzh
4πLz+1
[
z + 2− ρ
2
2L
2z
ϕ
√
z−1
0 4r
2z+2
h
]
. (4.64)
11More concretely we refer to the fact that Aµ has no free parameter that enters in the thermodynamic
properties. This does not mean Aµ does not affect the thermodynamics as, indeed, it is crucial to obtain
the asymptotically Lifshitz background. This is more easily seen in related holographic actions [287–290]
involving only Aµ, i.e., removing Bµ. In this case the boundary properties such as the charge density are
determined by Aµ. Moreover, the time component of the gauge field may be sourced by the addition of
external potentials, in particular Newtonian potential [287].
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The boundary theory of eq. (4.60) is renormalized by adding the following counterterms
[291]:
Sct =
1
16πG4
∫
d3x
√−γ
(
2K − 4
L
+ cA
√
−eλ1ϕγijAiAj
)
,
cA = −
√
2(z − 1)(2 + z) ,
(4.65)
where γij is the induced metric in the boundary, γ its determinant and K = γµν∇µnν , nµ
is normal to the boundary and points outward. See [291] for a more general model with a
hyperscaling violation exponent. It is easy to check that the renormalized boundary action
given by eqs. (4.60) and (4.65) gives the correct result for the Gibbs thermodynamical
potential. The following term
Scanonical =
1
16πG4
∫
d3x
√−γeλ2ϕnµGµνBν , (4.66)
should be added to obtain the Helmholtz free energy from the action.
In order to study the zero frequency conductivity we perturb a spatial component of the
gauge field Bµ, under which the brane is charged. We leave Aµ unperturbed, as previously
done in [292–294]. Since Aµ only supports the geometry and does not contribute to the
charge of the black brane, it is natural to expect the conductivity in the dual theory to be
determined entirely by Bµ,
δgxt = g˜xte
−iωt, δBx = B˜xe−iωt, (4.67)
which satisfy
B˜′′x + B˜
′
x
(
f ′
f
+
z + 1 + rλ2ϕ
′
r
)
− B˜x
(
eλ2ϕL2zB′2t
fr2z
+ ω2
L2z+2
f 2r2z+2
)
= 0 ,
g˜′xt −
2
r
g˜xt + e
λ2ϕB˜xB
′
t = 0 .
(4.68)
We impose ingoing boundary conditions at the horizon,
B˜x ≃ f(r)−i ω4πT
(
b(0)x (r) + ωb
(1)
x (r) + . . .
)
, (4.69)
and solve for g˜xt and B˜x perturbatively in frequency. To obtain the Drude weight we
only need to find b(0)x (r). We have not been able to get an analytical solution for b(0)x .
However, it is easy to solve eq. (4.68) numerically. As is observed in Fig. 4.1, the Drude
weight is finite but it is not given by the universal result q
2
2
ϵ+P
. Moreover, by computing the
boundary action explicitly, it follows that the electric current dual to B˜x does not couple
to the momentum. Therefore the MS bound computed considering only the momentum as
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the conserved quantity is not of relevance since it vanishes. It would be interesting to find
what are the conserved quantities relevant for the Drude weight in this model.
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Fig. 4.1 Drude weight in the asymptotically Lifshitz model, eq. (4.60) with z = 2. We
have fixed the charge density q2 = 1, ϕ0 = 1 in units of L = 1. The dashed line is the
universal result, KU =
q22
ϵ+P
, eq. (4.12), with the charge density q2 given in eq. (4.63). The
inset figure shows that the Drude weight is always different from the universal prediction
KU. Interestingly, the difference is nonmonotonic. For low temperatures K > KU, while
in the high temperature limit K > KU, since KU ∼ T−2 and K ∼ T−3. Moreover, the MS
bound vanishes, KMS = 0, so there is no saturation, K > KMS = 0.
4.5.2 Asymptotically Lifshitz Einstein-Proca model
It has recently been shown [286] that the metric given in eq. (4.59) is also the solution
of an Einstein-Proca action, which includes a massive gauge field and gravity with a
negative cosmological constant. The renormalization of this theory has been extensively
studied [295–298]. In [299, 300], an additional bulk scalar has also been included in the
action. Finally, a comprehensive formalism to study the dual theory to
S =
1
2κ2
∫
dd+1x
√−g
[
R− α(∂ϕ)2 − Z(ϕ)F 2 −W (ϕ′)A2 − V (ϕ)
]
(4.70)
has been introduced in [288–290], the holographic renormalization has also been discussed
in [301]. An asymptotically Lifshitz background at finite temperature is obtained if there
are two gauge fields F = dA, F1 = dB with only one being massive. More explicitly the
action in this case is
S =
1
16πGd+2
∫
dd+2x
√−g(R− 2Λ− 1
4
F 2 − 1
2
m2A2 − 1
4
F 21 ) , (4.71)
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where the dynamical critical exponent is fixed to z = 2d. It is also possible to analytically
solve the perturbations needed to compute the electrical conductivity at zero frequency.
However, the proper renormalization of the action eq. (4.71) has not been settled. Therefore,
the Drude weight or the MS bound of the dual theory cannot yet be computed rigorously.
For that reason we study the simpler model introduced in Refs. [153, 302] consisting
of bulk gravity coupled to a single massive vector field.
Since we are interested in finite temperature solutions we focus on the action studied
in [302],
S =
1
16πGd+2
∫
dd+1x
√−g
(
R− 2Λ− 1
4
F 2 − 1
2
m2A2
)
, (4.72)
with d = 3, Λ = −d(d−1)
2L2
, m2 = d − 1 + (d − 2)η2, where η ≪ 1 is used as an expansion
parameter related to a small deformation of an AdS black brane,
ds2 = −c(r)b(r)2dt2 + dr
2
c(r)
+ r2(dx2 + dy2),
c = c0(r) + η
2µ2c1(r), c0 = r
2
(
1− r
3
0
r3
)
,
b = 1 + η2µ2b1(r) .
(4.73)
It is easy to see that the expansion in η of the metric given in eq. (4.59) with z = 1 + η2
may be expressed in the form of eq. (4.73). The dynamical exponent is therefore z = 1+η2
and η = 0 corresponds to the AdS-Schwarszchild black brane. The functions c1 and b1
have been given in [302]. Moreover [302],
At(u) = µηat(u) , u =
r0
r
,
at = r0
1− u3
u
Γ
(
4
3
)
Γ
(
5
3
)
2F1
(
1
3
,
2
3
, 2, 1− u2
)
,
(4.74)
where the constants in a(u) are chosen so that At(r) ∼ µηr close to the boundary.
As before, in order to study conductivity, we add perturbations on the metric and
gauge field,
δgxt = η
2g1e
−iωt, δAx = ηaxe−iωt. (4.75)
We note that perturbations in the metric that couple to the perturbation in the gauge
field enter at order η2. The equation of the perturbation δAx at all orders in η is
A′′x − A′x
(
grr
2grr
− gxx
2gxx
)
− Ax
(
ω2grr
gtt
+m2grr − A
′2
t
gtt
)
= 0 , (4.76)
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where by Ax we mean the full perturbation δAx. Expanding the previous equation in η we
obtain to leading order the following equation for δAx,
a′′x(r) + a
′
x(r)
c′0(r)
c0(r)
+ ax(r)
(
ω2
c0(r)2
− 2
c0(r)
)
= 0 . (4.77)
Clearly, the last term in eq. (4.76) is of O(η3) and does not enter in eq. (4.77). To obtain
the Drude weight we need to solve this equation perturbatively in frequency,
ax ≃
(
1− r
3
0
r3
)−i ω
3r0 (
a(0)x (r) + ωa
(1)
x (r) + . . .
)
, (4.78)
and to impose on a(0)x regularity at the horizon. The multiplicative term in eq. (4.78)
ensures ax is purely ingoing at the horizon. The solution of a
(0)
x is
a(0)x = r
2
0C 2F1
(
−1
3
,
2
3
,
1
3
,
r3
r30
,
)
+ r2C˜ 2F1
(
1
3
,
4
3
,
5
3
,
r3
r30
,
)
. (4.79)
Imposing regularity at the horizon gives
C˜ = −C Γ
(
1
3
)2
Γ
(
4
3
)
Γ
(−1
3
)
Γ
(
2
3
)
Γ
(
5
3
) . (4.80)
We normalize a(0)x by setting
C =
a0
r20
22/3
√
πΓ
(
2
3
)
Γ
(
1
6
) , (4.81)
so that close to the boundary a(0)x ∼ a0u − a03 u2 log u+ a1u2. Moreover it has been shown
in [153] that the counterterms,
Sct =
1
16πG
∫
ddx
√
γ
(
2K − 2(d− 1)
L
+
1
2
AµA
µ
)
, (4.82)
renormalize the boundary action up to order η2. Using the solution, eqs. (4.79)-(4.81), we
obtain a finite Drude weight at order η2,
K =
α
16πG
η2
36r0
, (4.83)
with α = 37− log 729.
In order to compare this result with the prediction of the universal Drude weight, eq.
(4.50), we use the charge density, which may be obtained from the one-point function
⟨Jt⟩ ∝ µη [302]. This leads to KU ∝ µ2η2. Therefore, the prediction of the universal Drude
weight is different from the direct calculation of the Drude weight which is independent of
µ at O (η2), eq. (4.83).
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Moreover, the MS bound vanishes KMS = 0 at this order in η since the terms coupling
δgxt and δAx occur at O(η3). In summary, non-AdS boundaries lead to a vanishing KMS12
and a Drude weight different from the universal one.
4.6 Deviations from universality II: U(1) symmetry break-
ing
We study another model in which the Drude weight is not given by the universal
prediction and the MS bound is not saturated because of spontaneous symmetry breaking
of the dilaton. We consider the following EMd theory which has been explored in detail in
[94, 123, 127]:
SEMd =
1
2κ2
∫
dp+1x
√−g
[
R− 1
2
(∂ϕ)2 + V (ϕ)− Z(ϕ)
4
F 2
]
. (4.84)
The AdS radius is set to L = 1 and
Z(ϕ) = cosh(γϕ) , V (ϕ) = −2Λ− 2m
2
δ2
sinh2(δϕ) , (4.85)
where γ, δ > 0. The UV completion of V (ϕ) is chosen such that no logarithmic divergences
appear close to the UV, [127]. The UV completion of Z(ϕ) is fixed by requiring Z ′(ϕ =
0) = 0, which ensures the existence of a second order phase transition at finite temperature
driven by the condensation of the dilaton. Moreover m2 controls the scaling dimension
of the operator dual to the dilaton in the usual way: ∆ = 1
2
(p−√p2 + 4m2). Following
[127] we take the metric ansatz,
ds2 = −D(r)dt2 +B(r)dr2 + Cdx⃗2,
D =
g(r)
r2h(r)
, B =
1
r2g(r)
, C =
1
r2
,
(4.86)
where the UV is at r = 0 and the horizon at rH = 1, h(rH) = 0. The geometry is
asymptotically AdS, so close to the boundary,
ϕ ∼ ϕar∆ + ϕbrp−∆ + . . . ,
g ∼ 1 + · · ·+ gprp + . . . ,
h ∼ 1 + · · ·+ hprp + . . . ,
At = µ+ ρr
p−2 + . . . .
(4.87)
12When considering momentum as the only conserved charge in the sum over conserved charges of eq.
(4.34).
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We impose ϕb = 0, and choose m2 = −2/L2, ∆ = 1 and p = 3. We add the usual
perturbations δAx and δgxt. In p = 3 dimensions, the electrical conductivity is
σ =
√−gZ(ϕ)
BC
∣∣∣∣
r→0
A
(1)
x
iωA
(0)
x
=
A
(1)
x
iωA
(0)
x
, (4.88)
where Ax ∼ A(0)x + A(1)x r + . . . .
As mentioned in Sec. 4.2, it has recently been shown [122, 266, 303] that in the EMd
theory given by eq. (4.84), the regular part of the dc conductivity and the Drude weight
may be expressed in terms of thermodynamic quantities and the electromagnetic coupling
constant
σregdc =
(
sT
ϵ+ P
)2
ZHC
p−3
2
H , K = KU =
ρ2
ϵ+ P
, (4.89)
where s is the entropy density, T temperature, P pressure and ϵ energy density. The
subindex H indicates that the corresponding term is evaluated at the horizon and C is the
metric function in the general metric ansatz given in the first line of eq. (4.86). Similarly
to the Einstein-Maxwell theory, eq. (4.40), the Drude weight above is given by the same
expression and it saturates the MS bound.
The situation is different in the presence of a gauge field mass term in the EMd action,
SW = −
∫
dp+1x
√−gW (ϕ)
2
AµA
µ , (4.90)
and
W (ϕ) = W0
[−1 + cosh2(ηϕ/2)] . (4.91)
We have chosen W (ϕ) such that W (ϕ = 0) = 0 and W ′(ϕ = 0) = 0 to avoid divergencies
in the UV. In the following we consider the action SEMd + SW given by (4.84) and (4.91).
More specifically, we investigate fractionalized IR-charged solutions [230, 127], with a
constant scalar in the IR and extremality for vanishing temperature. In the context of
AdS/CFT, a fractionalized state arises when the dual field theory charge density is not
determined only by the charged bulk fields but also by a horizon charged flux [304, 305].
Recently, it has been claimed [306, 307] that the gravity dual of a fractionalized Fermi
liquid is a background with an AdS2 × Rn horizon that has a finite entropy event at zero
temperature. A fractionalized state occurs for a nonvanishing electric flux in the IR [230],
which in our case is
lim
r→rh
1
4π
∫
R2
Z(ϕ) ⋆ F = lim
r→rh
−VR2
4π
Z(ϕ)
CA′t√
BD
̸= 0. (4.92)
The action SEMd + SW still has translational symmetry, so we expect a finite Drude
weight. Indeed, the numerical results, depicted in Fig. 4.2, show the Drude weight, for
T < Tc, where dilaton condensation occurs, which is larger than the universal prediction.
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Fig. 4.2 Difference between the Drude weight and the MS bound in the theory given by
SEMd + SW , eqs. (4.84) and (4.90). At the critical temperature the Drude weight is given
entirely by the universal expression. This is expected since the dilaton vanishes and the
background is the Reissner-Nordström black hole, for which the Drude weight is given by
the universal result, K = KMS = ρ
2
ϵ+P
. For T < Tc the dilaton condenses and the physics
is similar to that of holographic superconductors where the dilaton is interpreted as the
modulus of a charged scalar. The Drude weight is always above the MS bound since the
spontaneous breaking of the U(1) symmetry produces an extra contribution proportional
to the superfluid density which persists even in the presence of momentum dissipation.
The parameters used are W0 = 1, γδ = 1, δ = 1/2. The parameter η is given in horizon
units.
The MS bound, still given by eq. (4.35), is not saturated, as we expect an additional
contribution from the superfluid density that does not depend on thermodynamic quantities.
Similarly to holographic superconductors [114], this extra contribution is associated with
the U(1) spontaneous symmetry breaking, where the dilaton may be taken as the modulus
of a complex scalar. With respect to the transport properties, the main difference13 with
respect to holographic superconductor narrows down to the different coupling between
the gauge field and the dilaton. While in our model it is given by (4.91), for holographic
superconductors it is quadratic in the scalar field with a coupling strength proportional to
its charge.
Moreover, at least close to the transition temperature, we expect the Drude weight to
be determined by two additive contributions: the universal one, given by ρ
2
ϵ+P
, and another
one proportional to the superfluid density ns ∝ ⟨O1⟩2 where ⟨O1⟩ is the expectation value
of the operator dual to the dilaton. We also expect that the transition is controlled by
13The potential of the scalar field is not quadratic for the EMd model and the gauge field coupling is
not constant.
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Fig. 4.3 Difference between the Drude weight and the MS bound in the theory given
by SEMd + SW [see eqs. (4.84) and (4.90)]. Close to the critical temperature the mass
term coupling W (ϕ) ∼ η2ϕ2 + . . . , in which case the model is similar to that of standard
holographic superconductors. Therefore, the extra contribution to the Drude is expected
to be proportional to ⟨O1⟩2 ∼ T−TcTc . Consequently, for some range of temperatures, the
slopes of the lines shown in logarithmic scale are similar. For larger values of ηϕ (either far
from Tc or for larger η) the mass coupling receives higher order corrections, which affect
the extra contribution to the Drude weight. Thus, for a fixed η, deviations from a linear
behavior are observed by increasing T−Tc
Tc
(increasing the expectation value of the dilaton).
Similarly, for larger η, the linear behavior occurs closer and closer to Tc. The parameters
used are the same as in Fig. 4.2.
mean-field critical exponents, ⟨O1⟩ ∝ (T − Tc)1/2. The results of Fig. 4.3 confirm these
predictions: close to Tc the extra contribution to the Drude weight is linear in T−TcTc . We
use the logarithmic scale since the region of temperatures where the linear scaling is
observed is small.
4.7 Momentum dissipation, relaxation time and bounds
on conductivity
In this section we study the dc conductivity in systems where translational invariance
is weakly broken. If the breaking is sufficiently weak, so that the relaxation time τ is
sufficiently long, we still expect the Drude weight K (or more precisely the part of it
related to conservation of momentum) of the translationally invariant theory to control
the dc conductivity,
Re(σdc) ≈ Kτ . (4.93)
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We confirm the validity of (4.93) by computing explicitly the scattering time τ which
is nothing but the dominant pole of the relevant Green’s function that controls the decay
of momentum. The poles of the Green’s functions are obtained from the quasinormal
modes of the corresponding metric and field perturbations [308]. The dominant pole of
the Green’s functions corresponds to the pole with the smallest absolute value of the
imaginary part describing the slowest decaying mode of the system. This is the only one
which is relevant in the limit of weak momentum dissipation.
We employ the following Einstein-Maxwell-axion action [200, 139] to model momentum
dissipation,
S0 =
∫
M
√−g
[
R− 2Λ− 1
2
d−1∑
I
(∂ψI)2 − 1
4
F 2
]
dd+1x , (4.94)
where for convenience we have omitted the counterterms needed to regularize the action
in the boundary. The background solution is (with the AdS radius L = 1):
ds2 = −fdt2 + dr
2
f
+ r2dx2d−2 ,
f = r2 − α
2
2(d− 2) −
[
r20 −
α2
2(d− 2) +
µ2(d− 2)
2(d− 1)
](r0
r
)d−2
+
µ2(d− 2)
2(d− 1)
(r0
r
)2d−4
,
Aµ = µ
[
1− (r0/r)2
]
dt , ψI = αxI , I = 2, . . . , d− 2 .
In order to proceed we turn to a perturbation of the gauge field, δAx = e−iωtax(r).
For the axion model this perturbation couples to a metric and a scalar perturbation
δgxt = e
−iωtr2Htx(r), δψ = e−iωtα−1χ(r) [139], where r ∈ (r0,∞) is the holographic radial
coordinate and α is the parameter related to the breaking of translational symmetry. The
equations for these perturbations at zero spatial momentum are given in Ref. [139] for
arbitrary bulk dimensions d+ 1:
a′′x +
[
f ′
f
+
(d− 3)
r
]
a′x +
ω2
f 2
ax +
µ(d− 2)
f
rd−20
rd−3
H ′tx = 0 , (4.95)
χ′′ +
[
f ′
f
+
(d− 1)
r
]
χ′ +
ω2
f 2
χ− iωα
2
f 2
Htx = 0 , (4.96)
iωr2
f
H ′tx +
iωµ(d− 2)
f
rd−20
rd−1
ax − χ′ = 0 . (4.97)
In general, the dominant quasinormal mode, and therefore τ can only be computed
numerically. However, in the limit α≪ T an analytical expression for τ , associated with
the transverse fluctuations above, was found for d = 3 [303],
τ−1 ≃ η α
2
ϵ+ P
=
α2
3r0
[
1 + µ
2
4r20
] . (4.98)
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We note that this expression is identical to that obtained in the context of massive gravity
[139, 137] with the replacement α2 → 2m2, where m is the mass of the graviton. By
following the approach of [303] we have generalized this expression to d > 3,
τ−1 ≃ η α
2
ϵ+ P
=
α2
r0d
[
1 + (d−2)µ
2
2(d−1)r20
] . (4.99)
This expression is valid only for weak breaking of translational symmetry, namely, up to
O(α4/T 4) corrections. An obvious correction O(α4) is obtained by substituting the energy
density and pressure corresponding to the system with α ̸= 0; however, as shown in [303],
this is not the only one. We are not interested in such corrections and refer to [303] for
details.
We also evaluate τ numerically following the method proposed in [308], which we
summarize now. The method uses independent sets of boundary conditions BCi, (i =
1, . . . , N) in the IR to find N different solutions. In our case N = 3 corresponding to
the three fields ax, Htx and χ of eqs. (4.95)-(4.97). For arbitrary frequency (this is the
unknown which we want to obtain), one constructs the following matrix:
iα χ(1)|r→∞ χ(2)|r→∞
0 a
(1)
x |r→∞ a(2)x |r→∞
1 H
(1)
tx |r→∞ H(2)tx |r→∞
 (4.100)
Each column contains the boundary value of the fields obtained from a given set of IR
boundary conditions BCk (k = 1, 2, 3 refers to the column). Each row has the boundary
value of a field for each of the three boundary conditions. In our case, the boundary
conditions at the horizon are
ax(r → r0) ∼ (r − r0)−iω/f ′(r0)
(
aHx + a
1
x(r − r0) + . . .
)
,
χ(r → r0) ∼ (r − r0)−iω/f ′(r0)
(
χH + χ1(r − r0) + . . .
)
,
Htx(r → r0) ∼ (r − r0)−iω/f ′(r0)−1
(
HHtx +H
1
tx(r − r0) + . . .
)
,
where HHtx is fixed in terms of aHx and χH .14 This constraint on the coefficients is due
to a residual gauge symmetry [308–310]. Hence, the boundary conditions BCk consist
on specifying aHx and χH and only two sets of independent boundary conditions can be
chosen. The second column of the matrix of eq. (4.100) is obtained using one set of
boundary conditions: BC2 = {aHx = 1, χH = 0} while the third column corresponds to
BC3 = {aHx = 0, χH = 1}. The first column corresponds to the non-physical gauge solution
14There is a constraint between HHtx , χH and aHx and one could have also chosen either to express aHx
in terms of HHtx and χH or χH in terms of HHtx and aHx , this choice is not important.
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Fig. 4.4 Relaxation time in the Einstein-Maxwell-axion model, eq. (4.94), at fixed temper-
ature in different numbers of dimensions. The dots are numerical results while the lines
are obtained from the analytical expression proposed in eq. (4.99), valid to second order
in α. As anticipated in [311], the analytical expression deviates from the numerical results
progressively as the contribution of additional quasinormal modes to the total scattering
rate increases continuously for larger α/T .
[308], ax = 0, Htx = const., χ = const′., where these constants are related by the equations
of motion.15
The leading quasinormal mode ω0 is the frequency with the smallest imaginary part
(in absolute value) for which the determinant of the matrix given in eq. (4.100) vanishes.
The relaxation time is then τ = −1/ Im(ω0).
The numerical results, depicted in Fig. 4.4, are very close to the analytical prediction
(4.99) even beyond its limit of applicability, α ≪ T . Interestingly, the dependence of
τ on dimensionality is rather weak. In the high temperature limit, assuming µ/T ≪ 1,
τ ∝ T for all d’s. We find it difficult to physically interpret this linear dependence on
temperature. The temperature dependence of the relaxation time is very sensitive to
the source of scattering (phonons, impurities, electrons), the range of temperatures and
whether the material is an insulator, metal or semiconductor. Sometimes, it increases
with temperature, as for charge impurities in semiconductors. In many other cases, it
decrease with temperature as for phonon scattering at high temperature. However, we
15In the absence of residual gauge symmetry, the number of independent boundary conditions is equal
to the number of fields (there is no extra constraint in the horizon) and this complication of adding the
gauge solution is avoided [308].
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are not aware of any simple situation in which is linear. It would be interesting to find a
holographic model in which the relaxation time has a richer temperature dependence.
We have now all the information to compute the dc conductivity. For sufficiently small
α/T , from eqs. (4.99) and (4.49) with z0 = 1/r0, σdc ≈ Kτ ≈ µ2(d − 2)2rd−30 /α2. Not
surprisingly, except for the incoherent contribution which is small in this limit, this is the
analytical result already obtained in [139].
Since K is constrained by the MS bound, the conductivity, for a fixed large τ , has also
a lower bound σdc ≥ KMSτ . However, the bound is trivial here because the MS bound is
saturated in this model. We see a different behavior in the next section when we study
Einstein-Maxwell-dilaton actions.
4.7.1 Momentum relaxation and relaxation time τ in Einstein-
Maxwell-dilaton backgrounds
We now repeat this analysis in a more general EMd theory SEMd + Saxion, where SEMd
is given in eq. (4.84) and
Saxion = − 1
2κ2
∫
dp+1x
√−gY (ϕ)
2
p−1∑
i=1
(∂ψi)
2 , (4.101)
Y (ϕ) = −1 + 2cosh2(λϕ), ψi = αxi, i = 1, . . . , p− 1 . (4.102)
In this theory the conductivity at zero frequency is finite. It is obtained analytically by
finding the massless mode of the system of equations for the perturbations of the gauge
field, metric and axions, δax, δgxt and δψx. This allows us to decouple the system of
equations and compute σdc analytically. This approach was first introduced in [138] for a
model of massive gravity and later applied to SEMd + Saxion in, [125, 127]. We simply cite
the final result,
Re(σdc) = ZHC
p−3
2
H +
ρ2
α2C
p−1
2
H YH
, (4.103)
where ρ is the charge density, α is defined in eq. (4.102) and, again, the subindex H means
the corresponding quantity is evaluated at the horizon. As in the previous section we now
compare this result for p = 3 with
Re(σdc) = ZH +KMSτ , (4.104)
which, as we will see, is easier to interpret physically. KMS, the MS bound, is calculated
from eq. (4.35) with a single conserved quantity associated with momentum conservation
in the theory with axions turned off, SEMd, at the same temperature and charge density.
It coincides with the universal value KMS = KU, eq. (4.12). The relaxation time τ is
again computed from the dominant quasinormal model of the theory SEMd + Saxion as
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explained in the previous sections. More specifically, we add perturbations of the gauge
field, metric and axion in the theory given by SEMd + Saxion and solve for the dominant
quasinormal mode using the equations analogous to those given in eqs. (4.95)-(4.97) for
the Einstein-Maxwell theory. We follow the same method explained in Sec. 4.7 to compute
the dominant quasinormal mode. The results, depicted in Fig. 4.5, clearly show that,
again, in this case eq. (4.104) provides an excellent description of the dc-conductivity eq.
(4.103), in the SEMd + Saxion model.
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Fig. 4.5 The real part of the dc conductivity the theory SEMd+Saxion. The continuous lines
correspond to the numerical result. The dashed lines are obtained from eq. (4.104). Here,
we have chosen γδ = 1, λ = 1/2, α/r0 = 0.1. Clearly, for weak breaking of translational
invariance (α≪ T ), the conductivity has a contribution controlled by the MS bound of
the translationally invariant theory (SEMd). As for the Einstein-Maxwell theory, the MS
bound is saturated by the universal result, KMS = ρ
2
ϵ+P
.
As in the previous case the MS bound is saturated, and therefore the associated bound
of the conductivity Re(σdc) ≥ ZHC
p−3
2
H + KMSτ is not of special relevance. In light of
these results, it is not difficult to understand that, once the axions are switched on and
translational invariance is weakly broken, the Drude weight of the translational invariant
theory still controls the coherent part of the dc conductivity. Similar results hold for
theories SEMd + Saxion with Z ′(ϕ = 0) ̸= 0, which corresponds to a black hole with dilaton
condensation for all temperatures.
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4.7.2 Drude weight and momentum relaxation in theories with
U(1) symmetry breaking
In this section, we study the dc conductivity in the following theory with spontaneous
U(1) symmetry breaking and weak momentum dissipation,
S = SEMd + SW + Saxion , (4.105)
together with eqs. (4.84) (4.90) and (4.101) and the couplings given in eqs. (4.85), (4.91)
and (4.102).
As discussed in Secs. (4.2) and (4.6) we have seen that in the absence of axions,
SEMd+SW , the Drude weight receives an extra contribution from the superfluid mode and
K > KMS. In Fig. 4.6 we show that in the presence of axions, which break translational
symmetry, the dc-conductivity of the dual theory to the gravity action eq. (4.105) is
controlled by the MS bound, KMS, instead of by the Drude weight K of the theory in the
absence of axions, SEMd + SW . In other words,
Re (σregdc ) = ZH +KMSτ , (4.106)
where again KMS = KU and the relaxation time τ is computed from the dominant
quasinormal model of the theory eq. (4.105).
The results depicted in Fig. 4.6 show that, similarly to the EMd model+axion studied
in Sec. 4.7.1, eq. (4.106) indeed describes the dc-conductivity. In the theory given by eq.
(4.105), despite the fact that momentum is not conserved, the Drude weight is not zero
because the superfluid density is finite for sufficiently low temperatures. Therefore, only
the part of the Drude weight that disappears once the axions are switched on contributes
to the dc conductivity. The bound on the dc conductivity associated with the MS bound
is more relevant in this case as only a part of the Drude weight, the MS bound, contributes
to the conductivity.
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Fig. 4.6 Regular part of the dc conductivity in the theory given by SEMd + SW + Saxion
[see eqs. (4.84), (4.90) and (4.101)]. The continuous lines are numerical results while
the dashed lines correspond to eq. (4.106). Clearly, the regular part of dc conductivity
is controlled by the MS bound of the theory SEMd + SW , while the superfluid mode still
contributes to a finite Drude weight even when translational symmetry is broken. The
parameters used are γδ = 1, δ = 1/2, W0 = 1, η/r0 = 0.3, λ = 1/2, α/r0 = 0.1.
4.8 Conclusions
We have studied the Drude weight and the associated MS bound in a broad range
of holographic theories. We have extended the universality of the Drude weight to the
case of several massless gauge fields. We have shown that the MS bound is saturated only
if the Drude weight is given by the universal expression first obtained in [272, 128]. For
nonrelativistic theories the Drude weight is nonzero but different from the universal one,
and the MS bound vanishes. In theories with spontaneous U(1) symmetry breaking the
Drude weight is larger than the universal prediction and the MS bound is nonzero but
not saturated. Finally, in the limit of weak breaking of momentum conservation, we have
shown that the coherent part of the dc conductivity in EMd-axion theories is controlled by
the leading quasinormal mode and the MS bound which suggests a lower bound, depending
on the relaxation time, for the conductivity as well.
Since the Mazur-Suzuki bounds allow to decompose large time auto-correlation functions
of a current J in terms of conserved charges which overlap with J , we expect these bounds
to be useful to identify the dominant degrees of freedom in other observables apart from
the electrical conductivity. Moreover, as suggested in the context of Condensed Matter,
the MS bounds may be useful to study integrability.
106 4 Drude weight and Mazur-Suzuki bounds in holography
This concludes our second strategy to study strongly coupled systems with gravity
duals. We now move on to the final strategy, which is to introduce mechanisms which
induce strong momentum dissipation in the boundary theory. We aim to describe insulating
features of strongly coupled systems. We base our study on a theory of gravity different
from Einstein’s theory as well as on previous suggestions regarding strong momentum
dissipation in holographic settings.
5
Transport in a gravity dual with a varying
gravitational coupling constant†
We study asymptotically AdS Brans-Dicke (BD) backgrounds, where the Ricci tensor R
is coupled to a scalar in the radial dimension, as effective models of metals with a varying
coupling constant. We show that, for translational invariant backgrounds, the regular
part of the dc conductivity deviates from the universal result of Einstein-Maxwell-dilaton
(EMd) models by a multiplicative factor. This factor is expected due to the conformal
transformation relating BD and EMd models. However, the shear viscosity to entropy
ratio saturates the Kovtun-Son-Starinet (KSS) bound. In four bulk dimensions we study
momentum relaxation induced by gravitational and electromagnetic axion-dependent
couplings. For sufficiently strong momentum dissipation induced by the former, a recently
proposed bound on the dc conductivity is violated for any finite electromagnetic axion
coupling. Interestingly, in more than four bulk dimensions, the dc conductivity for strong
momentum relaxation decreases with temperature in the low temperature limit. In line
with other gravity backgrounds with momentum relaxation, the shear viscosity to entropy
ratio is always lower than the KSS bound. The numerical computation of the optical
conductivity also reveals insulating features: it grows linearly with the frequency in
the limit of low temperature, low frequency and large momentum relaxation. We have
also shown that the module and argument of the optical conductivity for intermediate
frequencies are not consistent with cuprates experimental results, even assuming several
channel of momentum relaxation.
†A version of this chapter may be found in [312], which has been published at Physical Review D and
is authored by Antonio M. García-García, Bruno Loureiro and A. R. B.
Contributions done solely by other authors have been removed. Contributions of a collaborative work
have been rewritten or extended.
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5.1 Introduction
Einstein general relativity assumes that gravity is mediated by a tensor two particle.
Despite its immense conceptual and phenomenological success, generalizations [313] of
general relativity, where gravity is also mediated by a scalar or a vector, have been
intensively studied mostly for its potential interest in cosmology but also simply as toy
models of new ideas in gravity. One of the most influential, though not the earliest [313],
is the so called Brans-Dicke gravity [314] that aimed to reconcile Mach’s principle with
general relativity. Gravity is also mediated by a scalar coupled linearly to the Ricci
tensor. The action also has a kinetic term for the scalar so BD has two coupling constants.
Physically this scalar can be understood as a gravitation constant G that varies in time
and space. General relativity is usually preferred as it predicts the same physics with less
free parameters. Interestingly, after a conformal transformation, BD gravity maps into
Einstein gravity with a dilaton field (EMd). As a result of this mapping, explicit analytical
solutions of the BD gravity equations of motion are known not only for Einstein gravity
but also for asymptotically dS and AdS spaces even if the theory also contains massless
photons modelled by the Maxwell tensor. For a certain region of parameters it is also
possible [315] to map onto BD more general f(R) models where the action is not linear in
the Ricci tensor R.
In light of this rich phenomenology, we study BD backgrounds with AdS asymptotic as
effective duals of strongly coupled metals. Previous holographic studies [316, 317] involving
BD backgrounds were restricted to thermodynamic properties only. By contrast here we
focus on transport observables such as the optical, dc conductivity and shear viscosity in
asymptotically AdS Brans-Dicke backgrounds. Our motivation is to explore the impact
of the BD scalar running in the radial dimension, that acts as an effective gravitational
constant, on the transport properties of holographic metals [94, 127]. More specifically
we address whether the universality of the shear viscosity [75] and the dc conductivity
[266, 122, 128, 250], reported in translational invariant Einstein-Maxwell-dilaton [94, 127]
backgrounds with massless photons and no dilaton coupling to the Maxwell tensor also
holds in the BD background. We have found that the universal shear viscosity ratio also
holds in the BD background. Moreover, we explicitly check that, as expected, the regular
part of the dc conductivity σQ obtained from a BD background is consistent with the
conformal transformation of σQ obtained from EMd backgrounds [122, 266, 128].
We also investigate momentum relaxation by gravitational axions, namely, axions
coupled to the Ricci tensor, a simplified form of BD backgrounds where the scalar
has no dynamics. Axions [139] together with massive gravitons, or simply a random
chemical potential [130–135], break translational invariance which modifies substantially
the conductivity and other transport properties. For weak momentum relaxation the
conductivity is to a good extent described by Drude physics. For low temperature or
frequency the conductivity is large, the so called Drude peak, and decreases monotonously.
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It was observed, in all models studied, that no matter the strength of the momentum
relaxation the conductivity of Einstein-Maxwell holographic metals was always above a
certain bound which precludes a metal-insulator transition. In part based on this numerical
evidence, it was conjectured [142] the existence of a lower bound in the conductivity of
more complicated holographic models models. However, in two recent papers [143, 144]
violations of this bound have been reported in models where the axion is coupled to the
Maxwell tensor, effectively screening charge. Here we show that gravitational axions,
that do not screen charge, also lead to violations of the bound in the limit of strong,
although still parametrically small with respect to the rank of the gauge group, axion
gravitational coupling. For three space dimensions the dc conductivity decreases with T
for low temperatures even without any other source of momentum relaxation.
We also study the optical conductivity in BD backgrounds. The optical conductivity in
EMd models with translational invariance in the limit of small frequencies and temperatures
is controlled by the infrared (IR) geometry that for Reissner-Nordstrom background is
AdS2 leading to σ ∼ ω2. The effect of momentum relaxation in the optical conductivity
of EMd theories was investigated in [127] but it is not yet fully understood whether, for
low-frequencies and strong momentum relaxation, the conductivity scales as a power-law
faster than linear as in Mott insulators and many-body localised states [318].
By contrast, in a model in which momentum relaxation occurs by a oscillatory chemical
potential, it was claimed [319] the modulus of the optical conductivity for intermediate
frequencies decays as a power-law with an exponent equal to that observed in most
cuprates. Here we find that, even assuming several channels of momentum dissipation,
we cannot reproduce the modules and argument observed in cuprates. However, we have
found that, for strong momentum dissipation and close to zero temperature, the optical
conductivity increases linearly, not quadratically with the frequency, for both gravitational
and electromagnetic axions. Finally, we have computed the ratio of the shear viscosity and
the entropy density in BD holography with momentum relaxation. We have observed that,
unlike the translational invariant case, the ratio is temperature dependent. It decreases as
the strength of momentum relaxation increases and it is always below the KSS bound. It
can be made arbitrarily small for a finite amount of momentum relaxation.
The organization of this chapter is as follows: in Sec. 5.2 we repeat the analogous
calculation of in Sec. 4.2 to compute in this case the dc conductivity and show that
the shear viscosity to entropy ratio in translational invariant BD backgrounds is given
by the KSS bound. In Sec. 5.3 we study the dc conductivity in BD like backgrounds
with momentum relaxation induced by coupling the axion and the Ricci tensor in two
boundary space dimensions. In Sec. 5.4 we address momentum relaxation by gravitational
axions in higher space dimensions. In Sec. 5.5 we study the optical conductivity in BD
backgrounds. We also compute the module and argument of the complex conductivity
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in order to compare with results in cuprates. Finally, in Sec. 5.6 we compute the shear
viscosity to entropy density ratio including different sources of momentum relaxation.
Next we introduce the BD action, the equations of motion and its analytical solution.
5.2 dc Conductivity in translationally invariant BD ho-
lography
We start our analysis by introducing the BD action and the equations of motion
(EOM). We then compute the conductivity for a general background ansatz and show it is
expressed in terms of thermodynamic quantities and the value of the scalar at the horizon.
This is different from EMd models with no coupling between the dilaton and the Maxwell
field where it only depends on thermodynamic quantities.
We then find that a calculation in the Einstein frame, resulting from a conformal
transformation, leads to the same result. Finally, we discuss other modified gravity models
that fall within the BD universality class.
5.2.1 Brans-Dicke Action and equations of motion
The Brans-Dicke-Maxwell action in a d+ 1-dimensional manifold and in units where
2κ2 = 16πGN = 1 is given by
S =
∫
M
dd+1x
√−g
[
ϕR− ξ
ϕ
(∇ϕ)2 − V (ϕ)− Y (ϕ)
4
F 2
]
. (5.1)
We have included a non-trivial coupling Y (ϕ) between the Brans-Dicke scalar ϕ and the
Maxwell term, as well as a (for now arbitrary) scalar potential V (ϕ). In this model
gravity is not only mediated by the massless symmetric rank two tensor g but also by the
real scalar field which has its own dynamics and a kinetic term parametrized by ξ ≥ 01.
Intuitively the non-minimal coupling ϕR can be interpreted as the running of Newton’s
constant “G(x) ≡ GN/ϕ(x)” [315].
Variation of this action gives the following EOMs:
ϕGab =
ξ
ϕ
(
∇aϕ∇bϕ− 1
2
(∇ϕ)2 gab
)
− 1
2
V (ϕ)− Y (ϕ)
2
(
FacF
c
b +
1
4
F 2 gab
)
+∇a∇bϕ−□ϕ gab , (5.2)
∂a
(√−gY (ϕ)F ab) = 0 , (5.3)
□ϕ = 1
2(d− 1)ξ + 2d
[
(d− 1)ϕV ′(ϕ)− (d+ 1)V (ϕ)− (d− 3)
4
F 2 − Y
′(ϕ)
4
ϕF 2
]
. (5.4)
1The standard notation in the literature for the Brans-Dicke coupling is ω. We refrain from this
notation to avoid confusion with the frequency ω in the optical conductivity σ(ω).
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Note the ‘extra terms’ in the second line of eq. (5.2): (∇a∇bϕ−□ϕ gab) which are absent
in Einstein gravity; in appendix B.1 we derive the EOMs using the variational principle.
An important observation is that for Y = 1 and d = 3 the Maxwell term in the scalar
equation vanishes. This is a consequence of the fact that in d = 3 the electromagnetic
energy-momentum tensor is conformal and therefore traceless, and do not source the Ricci
scalar. This invariance will play later a crucial role in our analysis.
5.2.2 dc Conductivity for a General Ansatz
The calculation of the Drude weight of Sec. 4.2 also allows to obtain the regulat part
of the dc conductivity. As mentioned in Chapter 4 this calculation had been presented
before in [122, 266, 128]. Since we have revisited only the calculation of the Drude weight,
in this section we show the key steps to compute the regular part of the dc conductivity in
a BD background. At this point it is useful to summarize the calculation done in Sec. 4.2.
Namely, using two radially conserved quantities it is possible to find a particular solution
to the second order differential equation of the gauge field perturbation δAx = ax(r, t)
at zero frequency. Moreover, imposing appropriate boundary conditions and using the
Wronskian method allows to solve for the second independent solution ax. Finally, the
regular part of the dc conductivity follows from the value of ax at the horizon. We now
sketch this computation more precisely.
Background and conserved charges
Here we obtain the radially conserved quantities using the equations of motion of the
background. Consider the following static and spherically symmetric ansatz for the field
equations,
ds2 = −A(r)dt2 +B(r)dr2 + C(r)δijdxidxj, (5.5)
A = at(r)dt, (5.6)
ϕ = ϕ(r). (5.7)
We assume this chart is globally defined and describes an asymptotically AdSd+1 black
hole. We require that A(r) = B(r)−1 = C(r) = r2 as r →∞ (asymptotic boundary) and
that A(r) ∼ B(r)−1 ∼ 4πT (r− r0) for r0 > 0. Moreover, we impose Y (∞) = 1, ϕ(∞) ̸= 02
and V (ϕ) ∼ 2Λϕ close to the boundary and, at the horizon r = r0 we impose regularity
on ϕ, Y and V together with at(r0) = 0.
2Without loss of generality we set lim
r→∞ϕ(r) ≡ 1.
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The first radially conserved charge is the charge density, that can be obtained by
looking at the (t) component of Maxwell’s equations,
∂a
(√−gY (ϕ)F at) = ∂r (√−gY (ϕ)grrgtta′t) = 0 =⇒ ρ = Y C d−12√
AB
a′t , (5.8)
The second conserved quantity is related to the geometry. Using the (tt) and the (xx)
components of the Brans-Dicke equations and assuming ∂tϕ = ∂xϕ = 0 it follows directly
[312]
ϕ
(
Rtt −Rxx
)
= −Y
2
FrtF
rt +∇t∇tϕ−∇x∇xϕ . (5.9)
Using useful identities for Rtt and Rxx [266], and simplifying the covariant derivative terms
of the previous equation as follows
√−g(Rtt −Rxx) = −
1
2
∂r
[
1√
AB
C
d+1
2
(
A
C
)′]
,
∇t∇tϕ−∇x∇xϕ = gtt∇t∇tϕ− gxx∇x∇xϕ = 1
2B
(
A′
A
− C
′
C
)
ϕ′ =
C
2BA
(
A
C
)′
ϕ′ ,
allows to rewrite eq. (5.9) as a total derivative
∂r
(
ϕ√
AB
C
d+1
2
(
A
C
)′
− ρat
)
= 0 . (5.10)
We have also used the first radially conserved quantity of eq. (5.8).
In previous works, the conserved charge of eq. (5.10) has been related to thermody-
namical quantities [122, 266, 128]. Indeed, by integrating it, evaluating it at the horizon
and using the boundary condition at(r0) = 0 it reduces to
ϕ√
AB
C
d+1
2
(
A
C
)′∣∣∣∣
r=r0
=
ϕ(r0)√
AB
C(r0)
d−1
2 A′(r0) = sT ,
where we use the fact that the entropy in BD theory satisfies
S =
1
4
∫
r=r0
ddx ϕ
√−g
instead of the standard area law. This is another simple manifestation that the strength
of gravity in BD backgrounds is not constant, as in Einstein gravity, but governed by the
scalar “G/ϕ”3 [315].
3Note that in standard units the area law is S = 14G
∫
r=r0
ddx
√−g
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Fluctuations
In order to compute conductivities, we need to study fluctuations around the background
solutions. It is sufficient to consider the following set of consistent fluctuations
ds2 → ds2 + 2htx(t, r)dtdx , A→ A+ ax(t, r)dx .
The calculation of the dc conductivity and Drude weight in EMd backgrounds [122, 266,
128], which we revisited in Sec. 4.2 for the Drude weight, follows through similarly in the
BD background. Therefore, here we only point out the key steps while the full details
can be found in [312]. The EOM for ax, obtained by linearizing the (x) component of
Maxwell’s equations, is
ϕ C
d+1
2√
AB
∂r
(√
A
B
C
d−3
2 Y ∂rax
)
−
√
B
A
C
d−3
2 Y ∂2t ax − ρ2ax = 0 .
Since we are interested in the dc conductivity we can set ∂tax = 0. Furthermore, using the
conserved charge (5.10) the equation above is rewritten as
∂r
(
Cd−1Y ϕ
B
(
A
C
)′
∂rax − A
C
ρ2ax
)
= 0 , (5.11)
which can be integrated to obtain a solution: a(0)x (r). Before we write it explicitly, we must
fix boundary conditions for eq. (5.11). As explained in Sec. 4.2, the correct boundary
conditions on the gauge field perturbation are ingoing at the horizon, see eq. (4.6), while
we impose ax(r →∞)→ 1 as the second boundary. These boundary conditions fix the
general solution of ax, given in eqs. (4.7) and (4.8), which we repeat for clarity,
ax = a
(0)
x + C2iωa
(1)
x (r) , a
(0)
x (r) =
at(r)ρ+ sT
ϵ+ P
. (5.12)
We see the general solution above is a linear combination of a(0)x and a solution obtained by
the Wronskian method a(1)x ; for the derivation it is only necessary to know a(1)x (r →∞) ∼
1/rd−2, for the explicit expression see [128]. Moreover, the ingoing boundary conditions
fix the coefficient of the linear combination C2 = Y (r0)
(
a
(0)
x (r0)
)2
C(r0)
d−3
2 , see Sec. 4.2.
Finally, the regular part of the dc conductivity follows directly
σ =Re lim
ω→0
− 1
iω
lim
r→∞
Y (r)
√−ggxxgrra′xax = C(r0)
d−3
2
(
a(0)x (r0)
)2
=
=Y (r0)C(r0)
d−3
2
(
sT
ϵ+ P
)2
.
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Where in the last equality we obtained a(0)x (r0) from eq. (5.12). This result is the same as
the one obtained in EMd models [122, 266, 128]. It is interesting to observe that in these
works T tt = T xx is given as a necessary condition for the universality of the dc conductivity.
Here this condition is violated, but we can still write the equation for the fluctuation as a
total derivative. Even though the result looks as in EMd models, taking into account the
modified area law for the entropy density,
σ =
Y (r0)
ϕ(r0)
d−3
d−1
( s
4π
) d−3
d−1
(
sT
ϵ+ P
)2
, (5.13)
which depends explicitly on the BD field ϕ. For d > 3, we thus expect the scalar field to
renormalize the universal result of the regular part of the dc conductivity.4
One can interpret this behaviour in a heuristic way. First note that Newton’s constant
G is related to the string coupling constant gs ∼ G. If we naively interpret the BD coupling
“G/ϕ” as a dynamical Newton’s constant, the flow of ϕ can be interpret as a flow from
weaker (ϕ ≫ 1) to stronger (ϕ ≪ 1) coupling. More specifically, for the background of
[317] ϕ ∈ [0, ϕ(r0)] with 0 < ϕ(r0) ≤ 1. Therefore the running of ϕ from the boundary to
the horizon corresponds in the dual field theory to a flow from weaker to stronger coupling.
For the purpose of the conductivity, this running has the effect of increasing σ by a factor
ϕ(r0)
− d−3
d−1 . Although tempting, one needs to be cautious with this heuristic interpretation.
In the saddle point approximation, exact only in N →∞ limit, we always have gs ≪ 1
and λ = 4πgsN ≫ 1. Thus this interpretation should not be taken seriously in the limit
of fixed large N and ϕ(r0)→ 0, where the saddle point is clearly not valid.5
Conformal transformations and Universality
The explicit result for the conductivity (5.13) is also expected from a well known trick
broadly used in the Brans-Dicke literature that we now discuss (see for example [320] and
references within).
Consider the following conformal mapping of the metric g,
g¯ = ϕ
2
d−1 g .
Taking into account the transformation of the volume element and the Ricci scalar, the
action reads
S¯ =
∫
M
dd+1x
√−g
[
R¯− 4
d− 1(∇¯ϕ¯)
2 − V¯ (ϕ¯)− Y¯ (ϕ¯)
4
F¯ 2
]
, (5.14)
4The Drude weight on the other hand agrees with the universal result K = ρ
2
ϵ+P . Based on the results
of Chapter 4 it is likely the Mazur-Suzuki bound is also saturated in this model, though we have not
checked this explicitly.
5For this reason we employ the term ’weaker’ instead of ‘weak’.
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where
ϕ¯ =
d− 3
4α
log ϕ , V¯ (ϕ¯) = ϕ−
d+1
d−1V (ϕ) , Y¯ (ϕ¯) = Y (ϕ¯)e−
4αϕ¯
d−1 , (5.15)
α =
d− 3
2
√
(d− 1)ξ + d ,
and all barred ¯. . . quantities are computed with respect to the metric g¯. Note that for d = 3
the Maxwell coupling is not affected by the conformal mapping, which is a consequence of
electromagnetism being conformal in d = 3. It is also useful to note that ϕ¯ is well defined
for d = 3 since α has a factor d− 3 as well.
The action of eq. (5.14) is nothing but the familiar Einstein-Maxwell-dilaton action
used in Chapter 5. Since solutions of EMd theories are well known [321, 317, 94, 127],
this map provides a useful way of constructing solutions to BD gravity. Moreover, the
universal result of the regular part of the dc conductivity in EMd theories (in the notation
of eq. (5.14)) is [122, 266, 128]
σ¯ = Y¯ (r0)
( s¯
4π
) d−3
d−1
(
s¯T¯
ϵ¯+ P¯
)2
.
It is not hard to check that the thermodynamic quantities (s¯, T¯ , ϵ¯, P¯ ) are invariant under
the conformal mapping 6. The only part of the dc conductivity that is not invariant
is the non-universal charge coupling Y¯ , which according to eq. (5.15) transforms as
Y¯ (ϕ¯) = ϕ−
d−3
d−1Y (ϕ), and thus we recover the explicit result of eq. (5.13).
This raises the interesting question of whether there are other theories of modified
gravity that can be cast as an EMd theory in the Einstein frame, and if so, which those
theories are. Indeed, this question has been much discussed in the gravity literature
[322–324]. Moreover, it is known [325] that a combination of a conformal transformation
and a Legendre transform can be used in more general theories of gravity like f(R),
Palatini gravity or f(ϕ) couplings to the Ricci, to considerably simplify calculations. In
particular, it is easy to see [312] how the the regular part of the dc conductivity in a BD
background, given in eq. (5.13), is modified in f(R) theory; the result is simple: the term
ϕ(r0) in eq. (5.13) is replaced by f ′(R(r0)) [312].
A full discussion of the questions regarding the equivalence of such theories of gravity
is beyond the scope of this thesis, see [325] for more details. Here we limit our discussion
to the fact that theories that can be mapped to EMd will result in similar phenomenology
from the point of view of holography. Indeed, in order to use holography to probe strongly
coupled theories, it is important to compute the energy-momentum tensor in the Einstein
frame.
6This is essentially a consequence of the regularity of ϕ at the horizon.
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Of course, using conformal and Legendre transformations does not simplify the problem
in general; for example, it is tempting to use this construction in theories of gravity such
as Gauss-Bonnet, which in holography effectively correspond to leading 1/N corrections
in the dual field theory. However, Gauss-Bonnet contain terms such as RabRab which
introduce further non-linearity and thus makes difficult the Legendre transformation [324].
Therefore Gauss-Bonnet gravity does not fall under BD universality.
A natural question to ask is what happens with other transport coefficients. For
example, both the shear viscosity and the entropy contain the same power of G, and
therefore η/s does not depend on G. As a consequence, we expect η/s = 1/4π in BD
holography to saturate the KSS bound. This is just a particular example of a general
result that any theory related to standard gravity via a conformal transformation indeed
saturates the KSS bound [326, 327]. However, quantities such as the entanglement entropy
should be sensitive to ϕ in the expected way (G → Gϕ−1). Indeed, this was explicitly
calculated in the context of f(R) theories, and agrees with our discussion since ϕ = f ′(R)
[328–330].
Let us now focus on Brans-Dicke-inspired models which include momentum dissipation
in the dual theory and study its transport properties.
5.3 Momentum relaxation and dc conductivity in BD
holography
We now study the effect of momentum relaxation in the transport properties of the
field theory dual of BD gravity. We consider the linear coupling to the Ricci scalar to be a
function of the gradient of axion fields that explicitely break diffeomorphism invariance in
the boundary spacelike coordinates:
S =
∫
dd+1x
√−g
[
Z(TrX)R− 2Λ− V (TrX)− Y (TrX)
4
F 2
]
, (5.16)
where TrX = 1
d−1
∑
I ∇µXI∇µXI and XI = αxI . We use the metric ansatz of eq. (5.5)
with A = g, B = 1/g and C = r2c:
ds2 = −g(r)dt2 + dr
2
g(r)
+ r2c(r)δijdx
idxj , i = 1, . . . , d− 1 , r ∈ [r0,∞) . (5.17)
Assuming that g → r2 and c → 1 for large r and g has a (double) single zero at (zero)
finite temperature, that defines the horizon, we follow the procedure devised by Donos
and Gauntlett [141] to compute the dc conductivity from the solution of the EOM’s at
the horizon.
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We add a perturbation in Ax linear in time, while the axion and metric perturbations
are independent of time,
A→ A+(ax(r)−Et)dx, Xx → Xx+χ(r), ds2 → ds2+2r2htx(r)dtdx+2r2hrx(r)drdx .
Maxwell’s equation for ax is:
∂r
[
Y
√−ggrr(gtxFrt + gxxFrx)
]
= 0 , (5.18)
which leads to the radially conserved quantity:
J = −Y rd−3c d−32 ga′x − htx
ρ
c
. (5.19)
This conserved quantity is evaluated at the horizon where htx and ax are obtained as we
discuss below.
The perturbation on the gauge field close to the horizon is obtained from eq. (5.19) by
choosing J such that ax is ingoing in the horizon:
a′x ∼ −
E
g
=⇒ ax ∼ −Ev , (5.20)
where v is the ingoing Eddington-Finkelstein coordinate v = t+ r∗, given in terms of the
tortoise coordinate dr∗ = drg .
Eq. (5.20) gives the first term inside the parenthesis of eq. (5.19). To obtain the second
term, we combine the (xt) and (xx) Einstein’s equations. Since we will evaluate them at
the horizon, we will only write down explicitly the non-zero terms after taking the limit
r → r0.
For clarity we write down Einstein’s equations only for d = 3:
ZGab =
1
2
Tab +
1
2
Zab ,
Tab = Y
(
F caFbc −
1
4
gabF
2
)
− (2Λ + V )gab +
∑
I
∇aXI∇bXI
(
−V˙ − Y˙
4
F 2 + Z˙R
)
,
Zab = 2(∇a∇b − gab∇c∇c)Z ,
(5.21)
where the dot derivative stands for derivative with respect to TrX = 1
2
gab
∑
I
∂aX
I∂bX
I
and R is the Ricci scalar.7
7The full dynamical stability of the model eq. (13) is beyond the scope of this thesis. Third order
time derivatives occur beyond the linear analysis and have the potential to further restrict the parameters
for which the model is stable.
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The (tx) Einstein’s equation is,
O(h′tx, h′′tx) +
r2
2
Zhtxr
2
[
g′′ + g′
(
2
c
+
c′
c
)
+ . . .
]
=
r2
4
htx
(−4Λ− 2V + Y a′2t )+ 12gY ata′x + 12r2gZ˙TrX ′h′tx − rhtx2c [2rcg′Z˙T rX ′ + . . . ] ,
(5.22)
where the dots and the terms O(h′tx, h′′tx) are zero at the horizon, the prime derivative is
with respect to r and TrX ′ = ∂rTrX. The first two terms on the right-hand side come
from Tab and the last term from Zab. In order to simplify eq. (5.22) we eliminate c′′(r)
from the (tt) Einstein’s equation and substitute it into the (xx) Einstein’s equation. The
result is given in eq. (5.23) by specifying Gxx, Txx and Zxx separately,
ZGxx =
r2c
2
Zg′′ +
r2Z
4
(
c′
c
+
2
r
)
g′ +
r4Z
8
4Λ + 2V + Y a′2t
k2Z˙ − r2cZ + . . . ,
Zxx = α
2Z˙g′
2
(
c′
c
+
2
r
)
+
α2r2cZ˙
4
4Λ + 2V + Y a′2t
α2Z˙ − r2cZ + . . . ,
1
2
Txx =
α2Z˙
2
g′′ +
α2Z˙
2
(
c′
c
+
2
r
)
g′ +
r2Z
4
r2c(4Λ + 2V − Y a′2t ) + α2(−2V˙ + Y˙ a′2t )
α2Z˙ − r2cZ
+
Z˙
4
2α2V˙ + (2α2r2cY − α4Y˙ )a′2t
α2Z˙ − r2cZ + . . . ,
(5.23)
where the dots vanish at the horizon. Combining eqs. (5.23) and (5.22) allows to eliminate
htx. Its value at the horizon r = r0, is used to calculate the dc-conductivity from
Re(σdc) = J/E. Before we do so, we define the expansions of the metric functions g and c
close to the horizon as:
g ∼ g1
(
1− r0
r
)
+ . . . , c ∼ c0 + c1
(
1− r0
r
)
+ . . . . (5.24)
Restoring arbitrary bulk dimensionality d+ 1, the temperature is
T =
1
4π
c0r0
2c0 + c1
4Λ + 2V (r0) + Y (r0)a
′
t(r0)
2
2α2Z˙(r0)
r20c0
− (d− 1)Z(r0)
, (5.25)
where we have used TrX = α2
r2c
to simplify the denominator. The dc-conductivity,
obtained from eqs. (5.19), (5.20) and the value of htx at the horizon, calculated as
indicated previously, are given by the following compact expression,
Re(σdc) = Y0rd−30 c
d−3
2
0 +
ρ2
m2eff
,m2eff = 2c
d−1
2
0 r
d−1
0
(
TA+ Z20B + Z˙0C
)
(5.26)
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where T is the temperature eq. (5.25) and A, B and C are given in eq. (5.27). The term
a′t =
ρ
Y (r)rd−1c(r)
d−1
2
is also evaluated at the horizon. The subscripts ′0′ in eqs. (5.26) and
(5.27) indicate the variable is evaluated at the horizon.
Eq. (5.26) suggests that even at zero temperature the conductivity receives a correction
given by the Z˙20C term. We note that although this is a fully analytical expression for the
conductivity the metric at the horizon may only be computed numerically.
A = 4π(2c0 + c1)
r30c
3
0
(d−1)(d−2)
4
r40c
2
0Z
2
0 − (d− 2)α2r20c0Z0Z˙0 + 2α4Z˙20
(d− 1)Z0 − 2α2Z˙0r20c0
,
B = (d− 1)c0
4
[
(d− 1)Z0 − 2α2Z˙0r20c0
]2 [(d− 2)r20c0(4Λ + 2V0 + Y0a′2t )+ 2α2(2V˙0 − Y˙0a′2t )] ,
C = α
2
r20c
2
0
[
(d− 1)Z0 − 2α2Z˙0r20c0
]2{α2Z˙0(4Λ + 2V0 − Y0a′2t )−
Z0
[d− 1
2
r20c0
(
12Λ + 6V0 + Y0a
′2
t
)
+ α2
(
2V˙0 − Y˙0a′2t
)]}
.
(5.27)
5.3.1 ‘Insulating’ behavior induced by charge screening
Our result for the dc conductivity generalizes those obtained previously from the AdS
RN+axions background (Z = 1, Y = 1 V = TrX) [139], and from the backgrounds
studied in [143, 144] with Z = 1, Y = e−κTrX V = TrX, κ > 0. In these models the Ricci
scalar is not coupled directly to the axion. However, the axion-dependent coupling Y has
a crucial role in the dc conductivity. For a fixed charge density ρ and axion parameter α
it has been observed an insulating behavior [143, 144]. More specifically, for sufficiently
large κ and α, and for low temperature, the dc conductivity increases with temperature as
expected in an insulator. We note however that the physical reason for this behavior is not
a smaller scattering time but the simple fact that Y screens the charge at low temperature
and consequently reduces the conductivity which is proportional to the charge.
While the overall temperature dependence is similar to that expected in an insulator,
it should be noted that it is not related to a shorter scattering time. The scattering time,
controlled by the parameter α, in this model has the same temperature dependence than in
RN+axions background for which no insulating behaviour was observed. In order to claim
a true insulating behavior, it would be necessary to tune the temperature dependence of
the scattering time while keeping charge screening effects negligible in the low temperature
limit. In the following sections we identify a region of parameters in BD holography where
we have found insulating behavior with these features.
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5.3.2 The dc conductivity in BD axion backgrounds
In this section we explore the effect of the BD-type coupling Z on the background
and on the dc conductivity in d = 3 boundary dimensions. More specifically, we break
translational invariance by using an axion-dependent BD coupling Z(TrX). First we
consider the simpler case V = TrX = 1
d−1
∑
I ∇µXI∇µXI = 0 in eq. (5.16) and later
study a more general BD-like model where V = TrX ≠ 0 is also present. Initially we
restrict our analysis to two space dimension. The dependence on dimensionality of our
results is discussed in the last part of the section.
We note physically Z(TrX) is an axion-dependent gravitational coupling constant
that runs from the boundary to the horizon. For that reason we will refer to these axions
coupled to the Ricci tensor as gravitational axions. The qualitative effect of this running
in the holographic dimension, from weak to strong coupling, is less obvious than for Y ≠ 1
or in the translational invariant case.
Momentum relaxation with Z ̸= 1, Y = 1 and V = 0
We start our analysis with the simpler case of no axion potential and trivial coupling
to the Maxwell tensor,
Z = eλTrX , Z˙ = λZ , TrX =
α2
r2c
,
V = 0 , V˙ = 0 ,
Y = 1 , Y˙ = 0 ,
(5.28)
Although, a priori, λ and α are independent parameters, it is easy to see from eq. (5.28)
that these parameters appear only in Z as a single parameter λeff = λα2. Translational
symmetry is broken for both λeff > 0 and λeff < 0. In the first case c(r0) < 1 while in
the second c(r0) > 1. However, for λ < 0 the squared ’effective mass’ m2eff in eq. (5.26) is
negative. Therefore, λeff should be constrained to positive values.8
At high temperature, the background tends to AdS RN+axions [139] (Z = 1, Y = 1,
V = TrX): it has a similar blackening factor and c → 1 for all r. The effect of the
coupling Z in the background is more evident at low temperatures where c(r) has a
stronger dependence on the radial dimension.
Regarding the dc conductivity, this model has qualitatively similar properties to that
of the RN+axions. For example, for the allowed range of parameters, the dc conductivity
increases as the temperature decreases and Re(σdc) > Y0 = 1. Moreover, it is known [139]
that for RN+axions in four bulk dimensions, this condition is Re(σdc) > rd−30 . In the
model eq. (5.28) the condition is Re(σdc) > (r20c0)
d−3
2 , where c(r0) = c0.
8As we will demonstrate later in a similar background we have observed that λ < 0 also leads to the
violation of the null energy condition. Therefore, we restrict to positive λeff .
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It would be interesting to compare the dc conductivity for a fixed scattering time in the
model of eq. (5.28) with the well-studied AdS RN+axions model. However, it is clear that
both models display similar features since the respective actions are related by a conformal
transformation. As was explained in detail in Sec. 5.2.2 for the translational invariant
case, under a conformal transformation, the action of eq. (5.16) can be transformed into
an action with Z = 1. The change of the Ricci scalar under this transformation involves
additional terms which depend on TrX and contain the usual kinetic term proportional
to
∑
I ∇µXI∇µXI , XI = αxI .
Moreover, as mentioned in Sec. (5.2.2), in d = 3 dimensions electromagnetism is conformal,
therefore, the conformal transformation does not change the coupling of the F 2 term in
the action, see eq. (5.15). This is consistent with the fact that for the choice of couplings
given in eq. (5.28), the zero temperature dc conductivity is larger than one, as in the
RN+axions model [139]. In higher dimensions, however, it is expected the model specified
by eq. (5.28) will yield Re(σdc) < 1 in some range of parameters. Indeed we will see that
this is the case in Sec. 5.4.
In the next section we study a more general model with a finite potential (V ) and
non-trivial BD (Z) and Maxwell (Y ) couplings in four bulk dimensions.
Momentum relaxation with Z ̸= 1, Y ̸= 1 and V ̸= 0
Before showing the results for the dc conductivity, it is illuminating to comment the
general features of the gravitational background given in eq. (5.17) for the following choice
of couplings,
Z = eλTrX , Z˙ = λZ ,
V = TrX =
α2
r2c(r)
, V˙ = 1 ,
Y = e−κTrX , Y˙ = −κY ,
(5.29)
where α, κ > 0 and λ is real. The extremal charge density is:
ρe = r
2
0c0
√
Y (−2Λ− V ) . (5.30)
It is clear that ρe decreases as Y decreases, which for the choice of eq. (5.29) corresponds
to increasing α and κ. Similarly, for smaller c(r0) = c0 the extremal charge density is
smaller.
We now comment on the allowed range of the BD coupling parameter λ according
to the properties of the background. Similarly to Sec. 5.3.2, λ > 0 (Z > 1) is allowed,
in which case the g/r2 and c(r) increase monotonically towards the boundary. Contrary
to the model of Sec. 5.3.2, λ = 0 is also allowed due to the presence V , which breaks
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translational invariance. In this case the BD coupling is trivial Z = 1 and has been studied
previously [143, 144].
Moreover, we also find backgrounds satisfying all boundary conditions for λ < 0
(Z < 1). However, in this case g/r2 does not increase monotonically towards the boundary;
there exists a point inside the bulk where the derivative of g/r2 vanishes. This suggests
the odd feature that the background displays a repulsive behavior between this point and
the boundary, which may violate energy null condition.9 In [331] the energy conditions in
theories of gravity different from Einstein’s gravity have been re-derived from Raychaud-
hury’s equation and imposing gravity to be attractive. For the action given in eq. (5.16)
the null energy condition reduces to10
1
Z
(Tab + Zab)nanb ≥ 0 , (5.31)
for all null vectors na and where Tab and Zab are defined in eq. (5.21). We have found
that for λ < 0 the background violates the null energy condition eq. (5.31). This is easily
seen by expressing the background eq. (5.17) in the variable u = r0/r and plugging the
following null vector: N t = 1/√g, N r = √g, N i = 0 in eq. (5.31), which reduces to
(Tab + Zab)NaN b ∝ Z¨T rX ′2 + Z˙T rX ′′ ∝ c′(u)2 − 2c(u)c′′(u) ≥ 0 . (5.32)
For λ ≥ 0, c′′(u) ≤ 0 and the null energy condition for this null vector is satisfied, however
we have observed that for any λ < 0 this condition is violated.
Regarding the metric function c(r), as the temperature increases, it becomes almost
independent of the holographic coordinate c(r) ≈ c(r0) = c0 → 1. The blackening function
is also modified in such a way that the geometry approaches that of AdS RN+axions.
In the allowed region: λ ≥ 0, the horizon value of c satisfies c0 ≤ 1 and c0 decreases
for larger λ. We have already observed this behavior in the model of Sec. 5.3.2 (Y = 1
and V = 0). On the other hand, in the forbidden region λ < 0, c(r0) = c0 > 1 and c0
increases for smaller λ. We note that, at low temperatures the spatial metric functions
gii = r
2c(r) could, in principle, be better understood in terms of Lifshitz and hyperscaling
violation anomalous exponents, similarly to EMd theories [127]. While we do not rule
out the behavior of gii close to the horizon may actually be cast using various anomalous
exponents, we have not been able to re-express the metric at low temperatures using a
single anomalous exponent.
Finally, in this model, contrary to that of Sec. 5.3.2, λ and α are independent
parameters. In the presence of V = TrX = α2
r20c0
, the parameter α appears independently
of the parameter λ in the action and the equations of motion. Therefore, it is expected
9We thank Roberto Emparan for discussion and suggestions on this matter.
10The presence of an extra term Zab is simply a consequence that we did not compute the energy
momentum tensor in the Einstein frame.
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that these two cannot be relabelled into a single parameter. For more explicit results
regarding the background for different choices of the parameters, see the appendix B.2.
The dc-conductivity
We depict in figures 5.1 and 5.2 the dc conductivity eq. (5.26), in two space dimensions
as a function of temperature for a wide range of the BD parameter λ and the charge
screening parameter κ. The effect of λ and κ is very similar: both control the strength of
momentum dissipation.
In Fig. 5.1 we observe that the increase of either the charge screening or the effective
gravitational coupling (Z > 1) yields a lower dc conductivity especially for low temperatures
and sufficiently large values of λ > 0, κ. We note that that in this range of parameters the
conductivity is below the bound only because of charge screening.
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Fig. 5.1 Temperature dependence of the dc conductivity eq. (5.26) for fixed axion parameter
α = 1 and charge density ρ = 1. The charge screening parameter κ and the BD-coupling
parameter λ are indicated in the plots. The effect of increasing λ for fixed κ is similar to
increase κ for fixed λ. The case λ < 0 suggests that the effect of a weaker gravitational
coupling Z < 1 on the dc conductivity is to weaken momentum dissipation. However, we
stress this limit violates the null energy condition eq. (5.32) and should be excluded.
However, in figure 5.2 we observe that, even though the BD parameter does not appear
explicitly in the Maxwell coupling Y , its effect is to renormalize the charge screening
parameter κ through the change in the geometry. More explicitly, through the value of the
metric function c(r) at the horizon: c0. This is possible even for small κ. As mentioned
before, increasing λ leads to a smaller c0 and BD coupling which manifests as stronger
momentum dissipation. This is a quite interesting and unexpected feature of the model.
For instance, the bound in the conductivity of [142] is violated, even for very weak charge
screening κ = 0.1 provided that momentum dissipation by gravitational axions is strong
enough λ ≥ 0.3. Insulating features are observed that are not caused by charge screening
but by the effective running of the gravitational coupling.
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Fig. 5.2 Temperature dependence of the dc conductivity eq. (5.26) for fixed axion parameter
α = 1 and charge density ρ = 1. The charge screening parameter κ and the BD-coupling
parameter λ are indicated in the plot. The effect of the BD parameter is similar to the
charge screening parameter. Increasing λ yields a smaller r20c0; as a consequence the first
term in eq. (5.26): Y0 = exp [−κα2/(r20c0)] decreases. The bound of [142] is violated for
large λ even for weak charge screening.
Notice that in the left plot of figure 5.1 we have included a case in the forbidden range
of the BD parameter: λ < 0, which corresponds to a BD coupling satisfying Z < 1 and
Z˙ = ∂TrXZ < 0. We have included this value only to tentatively suggest that the effect of
a weaker gravitational interaction could be to effectively reduce the strength of momentum
dissipation. Moreover, we have observed that the effective mass in eq. (5.26) becomes
negative for some λm < 0, which depends on the rest of the parameters. A negative
effective mass has been linked to instabilities of the theory [143]. However, we emphasize
that, even for our choice of the BD coupling Z there is a region λm < λ < 0 in which the
effective mass is positive but the null energy condition eq.(5.32) is violated.
5.4 BD holography in higher dimensions
So far we have restricted our analysis to d+ 1 = 4 bulk dimensions. Here we briefly
discuss the most salient features of higher dimensional backgrounds. The motivation to
study d > 3 is to observe the explicit effect of the running of the gravitational constant
associated to the extra factor g
d−3
2
xx = r
d−3
0 c
d−3
2
0 in the first term of the conductivity eq.
(5.26),
Re(σdc) = Y0rd−30 c
d−3
2
0 + . . . . (5.33)
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The presence of this term is not exclusive to the BD model. Indeed, in EMd models
where translational invariance is broken by axion fields, the same factor is present, [125].
We note however that, at least in EMd theories where the axions and the dilaton are
coupled minimally through a dilaton-dependent coupling constant, [125, 127, 250], the
metric function c is trivial, c = 1,11. Therefore, in EMd-axion theories , c0 = 1.
We now discuss the two models of Secs. 5.3.2 and 5.3.2 for d = 4, 5 boundary spacetime
dimensions. In Fig. 5.3 we plot the metric function c(r) used in the ansatz eq. (5.17), in
the model of eq. (5.29). In the absence of V (TrX), eq. (5.28), the background has similar
features.
The results, depicted in Fig. 5.3, indicate that increasing dimensionality decreases the
curvature of the metric function c. This is more easily seen at low temperature (top row),
where c0 = c(r = r0) increases for λ > 0 and decreases for λ < 0. Though not shown in the
figure, a similar effect is also observed in the blackening function. This is a manifestation
of the large-dimensionality limit, [239, 205] where the shape of g and c is such that the
gravitational effects are stronger closer to the horizon but weaker far from it.
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Fig. 5.3 Metric function c , eq. (5.17), in d + 1 = 5 (left column) and d + 1 = 6 (right
column) bulk dimensions for the model given in eq. (5.29). The temperature is indicated
in the plots and the charge density is ρ = 1. The charge screening parameter κ = 1 and
the axion parameter α = 1. The BD-coupling parameter λ is indicated in the legend,
which refers to all figures. While the boundary conditions for λ < 0 are satisfied, this case
leads to violation of the null energy condition.
11An additional difference in the background is that in the metric ansatz given in eq. (5.17), gtt = −1/grr,
which is not the case in a EMd plus axion theory, [127, 250].
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Dimensionality effects on the dc conductivity eq. (5.33) are directly related to the
dependence of c0 and r0 on the dimension. The quantities with tilde are in d˜ dimensions
and those without tilde in d dimensions. If d˜ > d, we observe that:
• For λ > 0 and low (high) temperature: c˜0 > (<)c0 and r˜0 < (>)r0.
• For λ < 0 (forbidden by the null energy condition) and low (high) temperature:
c˜0 < (>)c0 and r˜0 > (<)r0.
For the temperature range studied, r˜20 c˜0 < r20c0. Moreover, for low temperature r20c0 < 1
but for large temperature r20c0 > 1. Therefore, for low temperature one expects the
suppression of the dc conductivity to be smaller for larger dimensionality.
We show in Fig. 5.4 that the term g
d−3
2
xx in eq. (5.33) leads to a suppression of Re(σdc)
at low temperature in three space (boundary) dimensions (d = 4). In order to isolate the
effect of the background we couple the Maxwell field minimally by setting Y = 1, namely,
the couplings used are those given in eq. (5.34).
Z = eλTrX , Z˙ = λZ ,
V = TrX =
α2
r2c(r)
, V˙ = 1 ,
Y = 1 , Y˙ = 0 .
(5.34)
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Fig. 5.4 Zero frequency conductivity eq. (5.26) in d+ 1 = 5 bulk dimensions in a model
with a minimally coupled Maxwell field, eq. (5.34). When the BD coupling λ is larger
than some positive value the dc conductivity at zero temperature is below 1. This effect is
due to the background rather than to an axion-dependent Maxwell coupling as in Fig. 5.1.
The charge density is fixed ρ = 1.
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Fig. 5.5 Zero frequency conductivity eq. (5.26) in d+ 1 = 5 bulk dimensions in a model
with a minimally coupled Maxwell field and V (TrX) = 0, eq. (5.28). Similar behavior as
in figure 5.4 is observed despite the absence of the usual kinetic term in the action (V = 0).
Again, the effective change in the gravitational interaction, through the BD coupling ZR,
parametrised by λeff = α2λ, allows to decrease the dc conductivity despite the absence of
charge screening Y = 1. The charge density is fixed ρ = 1.
A similar effect, depicted in Fig. (5.5), is observed even in the absence of V (TrX) in
the action (5.16), namely, we choose the couplings of eq. (5.28). As was explained in Sec.
5.3.2, in the absence of V , there is a single parameter that controls momentum dissipation
λeff = λα
2 > 0. In summary, our results suggest that for higher dimensions gravitational
effects, including those of the gravitational axions are suppressed except close to the
horizon. As a consequence, the conductivity is closer to the RN limit for high temperature.
However close to zero temperature, where gravitational effects are still important, the
dc conductivity is heavily suppressed for strong momentum relaxation induced by the
gravitational axion only. Therefore, also in this case, the background produces insulating
like features without the need of any external source of charge screening. It would be
interesting to explore whether this type of background is a genuine precursor of an insulator
in the dual field theory.
5.5 Optical conductivity in BD holography with mo-
mentum relaxation
We continue our analysis of transport properties of BD holography by investigating
the optical conductivity. We focus first in the low frequency scaling of the real part
of the conductivity. In the low frequency limit we have found insulating like features
128 5 Transport in a gravity dual with a varying gravitational coupling constant
for strong momentum relaxation. In the second part of the section we show that BD
holography, even if combined with other sources of momentum relaxation, does not
reproduce the intermediate-frequency scaling of the absolute value and argument of the
optical conductivity observed in cuprates.
5.5.1 Low-frequency behavior of the conductivity
In the context of massive gravity the equation for the perturbation leading to the
optical conductivity at extremality has been solved analytically for low frequencies by
using the method of matched asymptotic expansions [137]. In [139] it was shown that, in
the previous model, the dc conductivity is equivalent to that obtained in the RN+axions
model, upon a convenient identification of the parameters. Using the method of matched
asymptotic expansions we have observed (not shown) that, as in massive gravity, the
low-frequency behavior of the optical conductivity of the extremal RN+axions model is
also linear in frequency with an always negative slope, which is consistent with Drude
physics.
Although we have not been able to obtain analytical results of the low-frequency
scaling for arbitrary couplings Z and Y , we observe numerically, see figure 5.6, the
same linear scaling of the conductivity for small frequencies. Interestingly, provided that
momentum relaxationis strong enough, the slope of this linear growth is positive, namely,
the conductivity increases with the frequency. This is not exclusive of BD holography, it
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Fig. 5.6 Zero temperature [extremal background of eqs. (5.16), (5.29)] optical conductivity
for strong breaking of translational symmetry. The charge screening parameter is κ = 1
and the axion parameter is α = 1 (blue lines), α = 1.5 (red lines) and α = 2 (black
continuous lines). The BD-coupling parameter λ, given in the legend, is fixed close to the
maximum value allowed by the background boundary conditions. The extremal charge
density is ρ = 1. The dashed black lines correspond to the linear scaling βω, where β is
fixed from the lowest frequency point of the numerical data.
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is also observed for λ = 0 in the limit of strong momentum relaxation induced by the
axion coupled to the Maxwell field. This is an interesting insulator-like feature which we
are not aware to have been reported in holographic systems which do not include charge
screening.
At nonzero temperature, the numerical results of Fig. 5.7 show that the subleading
term depends quadratically on the frequency. We conclude therefore that for the general
class of models with action eq. (5.16), and for low frequency, the optical conductivity is
Re(σ)− Re(σdc) = aω + bω2 + . . . (5.35)
where b→ 0 for T → 0 and, for T ≫ 0, both constants tend to zero, but a does it faster
than b. In other words, at large temperature we have observed a subleading contribution
dominated by ω2 while in the limit of zero temperature is proportional to ω1. As was men-
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Fig. 5.7 Optical conductivity at finite temperature in the background given in eqs. (5.16)
and (5.29). Each line corresponds to a fixed temperature, indicated in the legend of the
right-hand side plots. The dashed-dotted black lines correspond to the quadratic scaling
and are fixed in the same way as in Fig. 5.6. As temperature decreases (blue lines) a slight
disagreement is observed. We expect for near extremal solutions the frequency scaling is
given by eq. (5.35). The charge density ρ = 1, α = 1, λ = 0.15 and κ is indicated in the
left-hand side plots.
130 5 Transport in a gravity dual with a varying gravitational coupling constant
tioned above, for Z = 1 and a minimally a coupled Maxwell field (Y = 1), the constants a
and b are always negative, describing the broadening of the Drude peak. For Y ̸= 1 and
both Z ̸= 1 and Z = 1, a is negative when Re(σdc) > 1 and positive when Re(σdc) < 1,
namely, the latter shares features of an insulator-like state.
For Y ̸= 1 and both at zero (not shown) and nonzero temperature (bottom left plot in
Fig. 5.7), we have observed a range of parameters for which the optical conductivity has a
local maximum for relatively small frequencies. In figure 5.7 we observe that in the high
temperature limit the local peak is smeared. A similar feature in the dc conductivity [143]
has been recently related to a precursor of an insulator. Similarly to the phenomenology
observed in the temperature dependence of the dc conductivity, we believe that, in the
range of parameters of figure 5.7, this intermediate peak is a consequence of charge
screening induced by a non-trivial axion-dependent Maxwell coupling and therefore it is
not a precursor of insulating behavior.
We have observed that a stronger gravitational interaction (larger BD coupling Z)
has a similar impact on the intermediate peak as increasing momentum dissipation. As
was mentioned in Sec. 5.3.2, in d = 3 boundary dimensions this is a nontrivial effect: a
conformal transformation of the action eq. 5.16 with d > 3 renormalizes the Maxwell
coupling in an analogous way to the conformal transformation of the BD model, see eq.
(5.15). However, for d = 3 the Maxwell coupling is invariant under such transformation and
one could expect therefore the Maxwell coupling to be unchanged by a change in the BD
coupling. Nonetheless, from a holographic point of view, it is known that the observables
in the boundary theory are roughly determined by the gravitational background (plus
boundary values of bulk fields). Therefore, at intermediate energy scales, and despite
the fact the Maxwell coupling is invariant under a conformal transformation for d = 3,
one should expect the features of the BD background at intermediate length-scales to
determine the optical conductivity.
5.5.2 Argument and modulus of the optical conductivity in BD
gravity with momentum relaxation
A well known property of the optical conductivity in most cuprates is that for inter-
mediate frequencies the module of the conductivity scales as ω−2/3. It has been recently
claimed [319] that a holographic setup where momentum relaxation is introduced by
a modulating chemical potential share similar properties. However, we note that this
holographic setup does not reproduce another property of the optical conductivity in
cuprates: the argument of the conductivity is constant in the same range of frequencies. In
this section we study whether field theory duals of gravity models with different channels of
momentum dissipation can reproduce these features of the optical conductivity in cuprates.
Results for different values of the parameters are depicted in Fig. 5.8.
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Fig. 5.8 Absolute value and argument of the optical conductivity for different values of
the parameters. The temperature and charge density are T = 0.05 and ρ = 1. The BD
model with the couplings of eq. (5.29) does not describe the experimental behaviour
for intermediate frequencies observed for cuprates. The dashed lines are the exponent
ξ, |σ| = ωa, a = 1.35 − 2 = −0.65, and arg(σ) = π
2
(2 − 1.35) = 1.01 Rad, according to
experiments.
Either the constant argument or the desired 2/3 power-law decay can be observed for
some values of the parameters. However, it is clear from our results that even by fine
tuning all the available parameters we could not reproduce both features for a single set
of parameters.12
12These two features, |σ ∼ ω−2/3, arg(σ) = π/3, have been reproduced in models involving the DBI
action [99].
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5.6 Shear viscosity to entropy density ratio in BD with
momentum relaxation
In this section we study the ratio η/s between the shear viscosity η and the density of
entropy s for BD holography with momentum relaxation. As shown in Ref.[275], the zero
frequency limit of
η(ω) = lim
k→0
1
ω
ImGRTxy ,Txt(ω,k) , (5.36)
where T xy is the xy component of the stress-energy tensor, gives the correct answer of
the regular real part of the shear viscosity. However, the imaginary part is not given
correctly by taking ReGxy,xtR (ω,k) in the previous equation. For similar reasons to those
discussed in Sec. 4.2, one needs to subtract a zero-frequency correlator which, in this
case, contributes only to the imaginary part of η [275, 273]. This term measures the
response in the stress-energy tensor to a static strain. In this case, as opposed to the case
of the electrical conductivity discussed in Sec. 4.2, retaining the contact term leads to a
cancellation of a pole at zero frequency [275, 273] which would otherwise be present.13
A second comment related to the interpretation of eq. (5.36) is that, the shear viscosity
defined from the coefficient of the shear tensor in a hydrodynamical theory without
translational symmetry differs from the standard result obtained the from ImGRTxy ,Txt , eq.
(5.36) [332]. In other words, due to the presence of momentum dissipation, the quantity
obtained from eq. (5.36) cannot strictly be interpreted as a hydrodynamic shear viscosity.
Nonetheless, the observable of eq. (5.36) is still interesting as it can be related to the
entropy production rate [333]. For simplicity, we will still refer to it as shear viscosity.
In order to compute the viscosity in the model of eq. (5.16) we use the membrane
paradigm in a similar way as it has been used in Sec. 5.2.2 for the calculation of the regular
part of the dc conductivity. While we restrict ourselves to numerical results we expect
that, as shown in [333], it should be possible to derive quasi-analytical approximations at
low and large temperatures.14
13Additional poles at zero frequency could still exist; this is typically the case in non-interacting systems
such as the Fermi gas in zero magnetic field [273].
14An analytical calculation in terms of the background expansion close to the boundary is possible,
however, the background needs to be computed numerically.
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=sFig. 5.9 Shear viscosity to entropy density ratio (η/s) for the couplings of eq. (5.29) in the
model defined in eqs. (5.16) and eq. (5.29). The axion parameter α = 1 and the charge
density ρ = 1.
Previously it has been reported that in the presence of momentum relaxation [334,
335, 332, 333, 336] or anisotropy [337–339]15 the ratio is temperature dependent and in
most cases below the KSS bound. We find similar results in the case of BD holography.
For our analysis we use the couplings of eq. (5.29) with V = TrX (Fig. 5.9) and V = 0
(figure 5.10) which include, as a particular case, some of the previously studied cases of
AdS RN+axions [333, 336]. In the full range of parameters we have explored, the ratio
decreases with temperature and is always below the KSS bound. It also decreases as the
strength of momentum relaxation increases, by any of the channels explored. It seems that
it can be made arbitrarily close to zero even for a finite momentum relaxation. We do not
have a clear understanding of the physical reasons behind this behaviour however we note
that similar results have been observed [341] in the context of the quark-gluon plasma
with quenched impurities in the limit in which the phenomenon of Anderson localization
becomes important.
15We note that in these models the effective mass of the graviton is nonzero. As shown in [340] this is
a necessary condition to observe violation of the KSS bound. However, in theories without translational
invariance and massless graviton [340] the KSS bound remains valid. Our model falls in the first class of
theories.
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Fig. 5.10 Shear viscosity to entropy density ratio (η/s) for the couplings of eq. (5.29)
in the model defined in eqs. (5.16) and eq. (5.29) but taking V = 0 and V˙ = 0. The
axion parameter α = 1 and the charge density ρ = 1. As discussed in Sec. 5.3.2, for
κ = 0 =⇒ Y = 1 (dots) the theory has a single parameter that controls momentum
dissipation, namely λeff = λα2.
5.7 Conclusions
In this Chapter we have investigated the transport properties of strongly coupled
field theories whose gravity-dual is a Brans-Dicke action where gravity is mediated by
both a tensor, the graviton, and a scalar that depends on the radial dimension. In the
translational invariant limit we have computed analytically several transport properties.
The finite part of the dc conductivity, expressed in terms of thermodynamic quantities,
is different from the universal prediction for EMd backgrounds [122] however the shear
viscosity ratio is still given by the KSS bound. Unsurprisingly, this result agrees with
that obtained by using the conformal transformation relating BD and EMd models. The
difference with EMd models is that the entropy does not hold an area law as it also
depends on the value of the scalar at the horizon.
Momentum relaxation is induced by a gravitational axion, namely, the linear coupling of
the Ricci tensor and the axion. Following the procedure pioneered by Donos and Gauntlett
[141] we compute analytically the dc conductivity as a function of the metric at the horizon
which is evaluated numerically. In d+1 = 4 bulk dimensions momentum relaxation by BD
axions is qualitatively similar to the results obtained by other mechanism of momentum
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relaxation [139, 144, 143] in the limit of strong charge screening. Interestingly for strongly
coupled gravitational axions, that induce strong momentum relaxation, the conductivity
bound [142] is violated for any finite charge screening induced by the electromagnetic axion
[143, 144]. In this limit insulating like features cannot be ascribed to charge screening. In
higher spatial dimensions the dc conductivity for sufficiently strong momentum relaxation
decreases in the low temperature limit. This suggests that analogous conductivity bound
is violated even if there is no coupling between the axion and the Maxwell field. We have
also computed numerically the optical conductivity in BD backgrounds with momentum
relaxation. For sufficiently strong breaking of translational invariance, the conductivity
grows linearly with the frequency in the limit of small frequencies and very low temperatures.
This is a common feature in systems close to an insulating phase. We have also evaluated
numerically the modulus and the argument of the optical conductivity for different
momentum relaxation channels in order to find out whether the phenomenology of this
model is similar to that of the cuprates for intermediate frequencies. Our results are not
very encouraging. For any value of the parameters we could not reproduce the experimental
results for both quantities simultaneously. Finally, we have shown that the shear viscosity
to entropy ratio decreases with temperature and the KSS bound is violated by any strength
of the momentum relaxation. As a side comment, we would like to add that the energy
momentum tensor of a theory with a gravitational dual should be computed from the
holographic background in the Einstein frame. Throughout the paper we did not work in
this frame and to avoid mistakes we had to use unfamiliar expressions like the null energy
condition of eq. (5.31).
The potential interest of BD backgrounds in holography is well beyond the problems
discussed in this chapter. For instance, the entanglement entropy depends explicitly on the
gravity coupling constant and it is also very sensitive to the strength of bulk interactions.
Therefore we expect that the holographic entanglement entropy in inhomogeneous BD
backgrounds may reveal interesting features not found in previous holographic duals. These
features would not only be present to leading order (area of minimal surface) but also in
the quantum correction originated by the entanglement between the bulk and the minimal
surface [342]. Another topic of potential interest is that of holographic superconductivity.
It is well known that the ratio between the order parameter at zero temperature and
the critical temperature, or the width of the coherence peak are useful indicators of
the strength of the interactions binding the condensate. For the former, values much
larger than the Bardeen-Cooper-Schrieffer prediction, suggesting strong interactions, are
expected. It would be interesting to investigate whether it is possible to tune this ratio
in BD backgrounds. That would be a smoking gun that the scalar in BD backgrounds
effectively controls the interactions in the bulk. Finally, we note that the introduction
of randomness in the scalar is qualitatively different from other forms of disorder used
in holography. It amounts to a random strength of the gravitational interaction. Mobile
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charge introduced through the gauge field will feel these random interactions not very
differently from the way in which electrons felt quench impurities. This is in stark contrast
with the effect of a random chemical potential, quite popular in holography, where the
mobile carriers are by construction randomly but homogeneously distributed through the
sample. Coherence phenomena like Mott-Anderson localization could not be observed in
this setting.
6
Conclusions and Outlook
In this thesis we have considered various applications of the gauge/gravity duality
to probe the phenomenology of strongly coupled systems with gravity duals. In the
Introduction we have used the QGP and various Condensed Matter systems to motivate
the use of gauge/gravity dualities. We have also covered the progress made in the latter
case by using bottom-up approaches. However, we learned that, since usually the dual
field theory is unknown, the information that can be extracted with this approach is often
qualitative. It is therefore essential to understand the role of interactions in the boundary
theory and to identify the relevant degrees of freedom that control physical observables.
With these goals in mind, we first opted for a strategy aimed at simplifying holographic
models and having analytical control, namely we used the large dimensionality limit.
Later on, in order to identify the dominant degrees of freedom in transport properties we
have implemented bounds in holographic correlation functions of translationally invariant
systems. We also saw how these bounds apply in the limit that this symmetry is weakly
broken. Moreover, at this point it became clear that the holographic models studied had
an important limitation that restricted their applicability: momentum does not relax
strongly enough. This is important if holography is to describe insulating Condensed
Matter systems with strong interactions. Therefore, we studied models with non-minimal
couplings that break diffeomorphism invariance and gave a physical interpretation (in the
boundary theory) of the origin of the insulating features observed.
Let us now summarise in more detail the key findings of this thesis.
In Chapter 3 we have studied the conductivity and the entanglement entropy between
a strip and its complement, in models with gravity duals which display spontaneous U(1)
symmetry breaking, at zero and nonzero temperature and in different number of space-time
dimensions d.
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The first result we have reported concerns the coherence peak in the conductivity,
which is a broad peak at nonzero frequency that indicates the typical energy at which the
superconducting ‘order’ or interactions are annihilated or suppressed. This peak in was
first observed in holographic superconductors in [113, 114]. What we have found is that,
relative to the critical temperature Tc, the coherence peak becomes narrower for larger
dimensionality and furthermore, the ratio between the superconducting gap (as measured
by the conductivity) ωg and Tc decreases as dimensionality increases. Moreover numerical
results suggest this ratio saturates to ωg/Tc ∼ 7 in the d→∞ limit.
We have also studied the low frequency scaling of the conductivity at zero temperature and
observed a power-law (in frequency) similar to that found in [115]. We have observed the
power increases with dimensionality or equivalently that the optical conductivity becomes
flatter at low frequency. This leads to the conclusion that the low-energy collective
excitations of the system are heavily suppressed for large d.
Finally, we have studied the dependence of the entanglement entropy between a strip
and its complement on d, both at zero temperature and close to Tc. At nonzero temperature
the entanglement entropy is not a good measurement of entanglement, however, we compare
the entanglement entropy in the broken and unbroken (U(1)) symmetry phases at the
same temperature. In this way an estimation of the effective number of degrees of freedom,
based on the entanglement entropy, is less adventurous. Our results confirm previous
expectations [232] that the entanglement entropy is smaller in the symmetry broken phase
which suggests that this observable is useful to identify phase transitions. We have further
shown the difference of the entanglement entropy between the broken and unbroken phases
decreases with increasing dimensionality.
Both results on transport and entanglement entropy lead to conclude that the strength
of interactions decreases as dimensionality increases. An infinitely high and narrow
coherence peak in the conductivity indicates the quasi-particle paradigm and a mean-field
treatment should be valid at d → ∞; in this limit the superconducting gap would be
well-defined by ωg (provided ωg/Tc saturates to a nonzero value). It would be interesting
to explore in more detail whether there is a lower bound for ωg/Tc and for the width of
the coherence peak in theories with gravity duals.
Moreover, since the dynamics of gravitational theories simplify for high dimensionality,
we expect the result that interactions become weaker for larger dimensionality to be a
general feature in theories with holographic duals.
We have observed a puzzling feature regarding the relation of the expectation value of
the scalar in the dual theory ⟨O⟩. Namely, the dependence on dimensionality of ⟨O⟩1/∆
and ωg (with respect to Tc) is different.1 ⟨O⟩1/∆ is usually interpreted as the energy gap
in the dual theory, therefore it should contain the same information as ωg, which as we
mentioned above has a crisp interpretation as the energy scale at which excitations due
1∆ is the conformal dimension of the dual operator O.
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to an external electric field appear. Therefore, either ⟨O⟩, which signals the spontaneous
symmetry breaking, is not actually related to the energy gap or a non-trivial rescaling
with dimensionality is needed; we have not found a good justification for the latter.
As we have mentioned above, the large dimensionality limit has offered a better intuition
about strongly coupled theories with gravity duals when the number of dimensions increases.
However, apart from the analytical approximations obtained, we have not gained much
intuition of theories at low dimensionality. For instance, it is desirable to identify the
dominant degrees of freedom involved in transport at strong coupling in two and three
space dimensions.
In principle the ballistic transport typical of translationally invariant systems is not
expected to dominate in the presence of strong interactions. However, in Chapter 4 we
have given examples of strongly interacting systems in which transport is ballistic in
certain range of parameters. Therefore, the study of the MS bounds in holographic models
could cast some light on properties of strongly coupled systems. We have applied the MS
bounds to the Drude weight in a wide variety of strongly coupled field theories with a
gravity dual at nonzero temperature and chemical potential. We have observed that in
EMd and R-charged backgrounds the MS bound on the Drude weight is saturated. On the
contrary, in backgrounds with U(1) spontaneous symmetry breaking, and gravity duals
of non-relativistic field theories (asymptotically Lifshitz backgrounds), this bound is not
saturated. Therefore, there seems to be a wide universality class of theories (EMd theories)
in which the MS bound on the Drude weight is saturated. The universal result of the
Drude weight in this theory is given in terms of the charge density, energy density and
pressure: K = ρ
2
ϵ+P
. Moreover, we have extended the universality of this result to theories
with multiple R-charges, in which, again, the MS bound is saturated.
In the second half of Chapter 4 we have weakly broken translational invariance. The
motivation of this part is not direct; after all this situation had been explored extensively
in the literature of holographic models [111, 137, 138, 277, 95, 139, 303, 127]. Nonetheless,
upon the introduction of a perturbation that weakly breaks this symmetry, there is a
lowest-decaying mode associated to the weakly-broken symmetry; it is reasonable to expect
this mode to control certain observables which were dominated by the conserved charge
associated to the unbroken symmetry. Indeed, we have observed that the MS bound (as
opposed to the Drude weight itself) of a translational invariant theory controls the coherent
part of the dc conductivity, once translational symmetry is broken. This suggests that for
weak momentum relaxation and a given scattering time, the dc conductivity is bound by
below by the MS bound of the translationally invariant theory at the same temperature
and charge density.
There are interesting points related to the MS bounds which have been suggested in
Condensed Matter but not yet explored in the context of holographic theories. First, the
MS bounds provide information on the integrability of the theory or equivalently, on the
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non-ergodic character of its observables. Second, the saturation of the MS bounds has
been linked to the Thermodynamics of a system being described by the generalized Gibbs
ensemble.
Having studied the limit of weak breaking of translational symmetry and motivated by
the possibility to study models with insulating features [143, 144], the natural objective
was to study strong momentum relaxation. To do so, in Chapter 5 we have first used
asymptotically AdS Brans-Dicke backgrounds with translational invariance as effective
models of metals with a varying coupling constant. The motivation to use these backgrounds
is that, with respect to Einstein’s gravity, the gravitational strength is mediated by
additional degrees of freedom associated to the Brans-Dicke scalar. Note however, that
BD models are easily mapped to EMd theories, and thus it is not clear, a priory, that
new phenomenology is possible. Nonetheless, in the translationally invariant dual to BD
gravity, we have found the regular part of the dc conductivity is given by the EMd result
but renormalised by the Brans-Dicke field in more than 2 + 1-dimensions. On the other
hand, the Drude weight agrees with the EMd result.
We have then studied BD-inspired backgrounds without translational symmetry. We
have introduced axions, or more appropriately Stükelberg fields, in the coupling of the
Ricci scalar as well as in the Maxwell coupling. We have investigated the dc and optical
electrical conductivity in 2 + 1 and 3 + 1 dimensions as well as the shear viscosity in 2 + 1
dimensions for various choices of the axion-dependent couplings.
Axion-dependent Maxwell couplings have been recently proposed [143, 144] as models
displaying insulating transport properties, like an growing conductivity for low frequency
and temperature. We argue that these settings correspond to charge-screening in the dual
theory. On the other hand, we have shown that models with axion-dependent gravitational
couplings, suggested as well in [144], also display insulating features without charge-
screening. Furthermore, we have observed that for our choice of couplings, these models
are not consistent with the universal phenomenology of the conductivity at intermediate
frequency found in a wide variety of strange metals.
The potential interest of BD backgrounds is still considerable. For instance the
calculation of the MS bounds in BD backgrounds remains to be done. More interestingly,
we expect new features will appear in the entanglement properties of theories dual to
inhomogeneous BD backgrounds. Moreover, random Brans-Dicke fields would be a new
way to introduce disorder in holographic settings as this corresponds to random strength
of gravitational interactions, which has not yet been explored.
The work described in this thesis contributes to identifying universal behavior of
strongly coupled systems through gauge/gravity dualities. This is a highly active research
area aiming to addressed an ample spectrum of unsolved problems. Below we mention
some which are particularly interesting.
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We have covered most of the relevant works aiming to describe strange metals. To
date, we lack of a holographic model (or any other type of model) that describes the
phenomenology of these enigmatic materials. There is an emerging and growing interest
to borrow knowledge and techniques from Quantum Information, which in combination
with gauge/gravity dualities in the context of Condensed Matter might cast some light
on properties of quantum entanglement and perhaps allow strange metals to be less of a
mystery.
Important phenomena which we have only briefly mentioned in this thesis is the effect
of disorder and Many Body Localization. Though there have been recent efforts to address
this problem using gauge/gravity dualities [130–134, 343–348] these constructions, which
mostly involve a random chemical potential, have not been able to fully realize localized
states in the boundary theory. Perhaps, it would be a more successful approach not impose
a random distribution of charge by construction, but rather let this be the outcome of
randomness in other sources of the holographic model.
Very recently Kitaev has raised [349] awareness of a toy model [350], introduced by
Sachdev and Ye in a Condensed Matter context, in the holography community [351, 352].
This is a 0+1-dimensional model of interacting fermions with random interactions which is
solvable in the limit of strong coupling. As suggested by Kitaev the study of this model is
relevant in holography since it might be related to the mysterious AdS2 geometry found in
many holographic settings and which is relevant for the study of quantum phase transitions
and quantum criticality.

A
Entanglement and conductivity for large-d
A.1 Entanglement entropy at T ∼ Tc
The equations of motion, expressed in the coordinate z = 1/r, are:
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f 2
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ψ = 0,
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z
)
ϕ′ − 2q
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z2f
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f 2
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f ′ − d
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d
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(d− 1)z
[
m2L2ψ2 +
z4eχϕ′2L4
2
+ z2f
(
ψ′2 +
q2eχϕ2ψ2L4
f 2
)]
.
(A.1)
Close to the transition, the fields can be expanded in powers of ϵ ≡ β, [353, 354], where
ψ(z → 0) ∼ β( z
z0
)∆, and ∆ ≡ ∆+ is the larger conformal dimension. More concretely,
ψ ≃ ϵψ1+ ϵ3ψ3+ . . . , ϕ ≃ ϕ0+ ϵ2ϕ2+ . . . , f ≃ f0+ ϵ2f2+ . . . , χ ≃ ϵ2χ2+ . . . , (A.2)
For the purpose of the entanglement entropy calculation given in section 3.6.2 we calculate
analytically the first non-trivial terms of this field-expansion in the region where
(
z
z0
)d
≪ 1,
which, for larger d allows z to approach z0 with a better level of approximation than for
small d. However, here we compute all the terms in the perturbative expansion up to
O(ϵ2). From the equations of ϕ and f given in eq. (A.1), it is easy to see that the first
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zeroth order terms of these fields are:
ϕ0 = µ0
[
1−
(
z
z0
)d−2]
, f0(z) = 1− (1 +Q2)
(
z
z0
)d
+Q2
(
z
z0
)2d−2
, (A.3)
where Q2 = µ20z20γ2 and µ0 is the chemical potential at which the scalar field condenses.
χ = 0 and f = f0 corresponds to the Reissner-Nordström black hole with planar topology.
The equation for the first term in the expansion of ψ, eq. (A.2), is well known:
0 = ψ′′1 −
(
d− 1
z
− f
′
0
f0
)
ψ′1 + ψ1
(
q2L4ϕ20
f 20
− m
2L2
z2f0
)
, (A.4)
giving the expected (z/z0)∆ + . . . behavior close to the boundary. ψ1 can be obtained
by rewriting eq. (A.4) as a Sturm-Liouvillle eigenvalue problem, [355, 356], and using
as ansatz ψ1 = z∆F0(z), F0 = 1− αzd−1, α is given by the value, αc that minimizes the
following expression,
M2(α) =
∫ 1
0
dz z2∆−d+1(1− zd)
[
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d
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and µ20 =M2(αc). The equation for χ2 is:
χ′2 =
2zψ′21
d− 1 +
2q2zL4ϕ20ψ
2
1
(d− 1)f 20
≡ Fχ(z), (A.6)
and thus χ2(z) =
∫ z
0
dz′ Fχ(z′). Similarly, from the equation for ϕ2:
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2
ϕ′0χ
′
2 ≡ Fϕ(z), (A.7)
and the leading behavior of ϕ2 is given by the homogeneous solution. Close to the horizon,
ϕ2 is expected to receive corrections from the last two terms in eq. (A.7). However,
we impose such corrections, controlled by ϕ0 and ψ′1, to satisfy the boundary condition
ϕ2(z0) = 0 independently of the homogeneous solution. Therefore,
ϕ2(z) = ϕ
a
2(z) + ϕ
b
2(z),
ϕa2(z) ≡ κ
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(A.8)
Finally, the equation for f2 is given by:
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The previous equation can be integrated straightforwardly,
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a
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(A.10)
In the large-d limit, fa2 dominates over f b2 . The only parameter to be determined is κ,
which follows from the equation of ψ3:
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From the previous equation and using eq. (A.4), it follows immediately, 0 =
∫ z0
0
dz f0ψ0T ψ0
zd−1 ,
which imposes a condition on κ:
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(A.12)
Finally, from eq. (A.8), for some ϵ > 0, the chemical potential is given by µ ∼
µ0 + ϵ
2(κ+ ϕb2(0)) +O(ϵ4), ρ = µ0 + ϵ2κ and the temperature T < Tc:
T
ρ
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(A.13)
where, f ′0(z0) = −d+µ20 (d−2)
2
2d−2 . For ϵ = 0, the previous equation gives an estimation for the
critical temperature. This expression is more complicated that the one given in Ref.[220],
in which the backreaction of the scalar on the geometry is neglected. Notice however,
that, we were not after an alternate result for Tc, in fact, in this section we have not used
the large-d limit since we explicitly look for all the terms that modify the geometry close
to the phase transition. In order to analytically evaluate the leading correction on the
entanglement entropy of a strip with its complement, section 3.6.2, we take the leading
correction on the blackening function, fa2 (z), given in eq. (A.10).
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A.2 Large ℓ limit of the entanglement entropy at finite
temperature and fixed d
In the RN background, from eq. (3.60),
ℓ
2
=
∫ z∗
0
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zd−1√
f(z)
(
z2d−2∗ − z2d−2
) . (A.14)
Let us split the region of integration into two: [0, z∗] = [0, za]∪(za, z∗], for some 0 < za < z∗
and let us rename the integral in the first interval as ℓ1/2. In the second interval we change
variables to z = z0 − ϵ and expand the integrand for ϵ/z0 ≪ 1.
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In spite of the explicit dependence of the third term on z∗, in the limit z∗ → z0 we can
take it as a divergent contribution, ℓdiv, while the middle term remains finite, thus:
−
(
z0 − z∗
z2d−20 − z2d−2∗
)1/2
∼ (ℓ− ℓ1)
√
(d− 2)Q2 − d
z
d−1/2
0
− ℓdiv. (A.16)
Similarly, splitting the integral of the entanglement entropy, eq. (3.59), into the same
regions the integrations carries analogously,
sA˜ ∼ s1 −
√
z0√
(d− 2)Q2 − d
(
z0 − z∗
z2d−20 − z2d−2∗
)1/2
+
√
z0√
(d− 2)Q2 − d
(
z0 − za
z2d−20 − z2d−2∗
)1/2
,
(A.17)
where s1 contains the UV-cutoff and the last term is also divergent in the limit z∗ → z0.
The middle term can be substituted using eq. (A.16) which leaves a term proportional
to ℓ. In the limit z∗ → z0, ℓ→∞ however, the term in eq. (A.16) is regularized by ℓdiv,
yielding a finite term.
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The boundary conditions near z → 0 are:
A˜x(z, ω) =

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Λ is a cutoff which affects only the imaginary part of σ. We take Λ = 1. From the above
expressions and the eq. (3.22), the conductivity is:
σ =
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B
Brans-Dicke holography
B.1 Equations of motion in Brans-Dicke gravity
In this appendix we review the derivation of the equations of motion of the Brans-Dicke
and related actions used in Chapter 5. The purpose of this appendix is not to present new
content, this is well-known in the literature [314, 324], but to complement Chapter 5. In
particular, we are interested in understanding the origin of the ‘extra terms’ at the end of
eq. (5.2) which are absent in the equations of motion of Einstein gravity. We anticipate
at this point these terms originate from the variation of the Ricci tensor. In the case of
Einstein gravity this variation yields only a boundary term but for an arbitrary function
of the Ricci scalar, extra bulk terms appear. Indeed, this is the case of the non-minimal
couplings of the Ricci scalar used in Chapter 5.
We start by rewriting the BD action given in eq. (5.1) as
S =
∫
M
dd+1
√−g [ϕR + LM ] , (B.1)
where LM contain the rest of the matter terms. We concentrate on the term δRab in the
variation δ
√−gϕR with respect to the metric:
δ
√−gϕR = ϕ√−gδgabGab + ϕgabδRab , (B.2)
where the first term, which contains the Einstein tensor, contributes in the standard way
as in Einstein’s gravity while the last term will yield bulk and boundary terms. To see
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this we use the Palatini identity:
δRab = ∇cδΓcba −∇bδΓcac , (B.3)
δΓcba =
1
2
δgcd (gda,b + gdb,a − gba,d) + 1
2
gcd (δgda,b + δgdb,a − δgba,d) . (B.4)
The calculation follows more easily in normal coordinates with the origin at some point
p such that the first three terms on the right-hand side of eq. (B.4) vanish (Γdba(p) = 0).
Therefore, substituting the nonzero terms of eq. (B.4) into eq. (B.3) allows to simplify the
last term of eq. (B.2) reduces to
ϕgabδRab = ϕ∂c
(
∂dδg
cd − gcd∂dδgaa
)
.
Moreover, since the variation of the Christoffel symbol is a tensor, the covariance principle
allows to rewrite the previous equation in a covariant form
ϕgabδRab = ϕ
(∇c∇dδgcd −∇c∇cδgaa) . (B.5)
Substituting eq. (B.5) into the variation δgS gives
δgS =
∫
M
dd+1xGabϕδg
ab + ϕ(∇c∇dδgcd − gab∇c∇cδgab) + δg
√−gLMδgab ,
and integrating the terms in parenthesis by parts leads to
δgS =
∫
M
dd+1x
(
Gabϕ+ δg
√−gLM −∇a∇bϕ+ gab∇c∇cϕ
)
δgab +
√−g∇cV c , (B.6)
where V c = ∇d(ϕδgcd)−∇c(ϕδgaa). Using Stokes theorem to integrate the last term of eq.
(B.6) yields boundary terms which are cancelled by the variation of the Gibbons-Hawking-
York term for the Brans-Dicke action SGHY =
∫
∂M d
dx
√−γϕK, with K being the trace
of the extrinsic curvature and gamma the determinant of the induced boundary metric.
Moreover, the calculation of the equations of motion of the action used in Chapter 5 to
study momentum relaxation, eq. (5.16), follows in the same way except for another extra
term due to the dependence of the coupling Z(TrX) on the metric. Namely, eq. (B.2) is
replaced by
δ
√−gZR =Z√−gδgabGab + ZgabδRab +
√−gRδZ , (B.7)
δZ =
1
2
(∂TrXZ)
∑
I
∇aXI∇bXI . (B.8)
Repeating the integration by parts outlined above, the EOMs for this case, eq. (5.21),
follow easily. Regarding the GHY term in this model, it is similar to that used in BD
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gravity but replacing ϕ by Z; in fact in more general f(R) theories of gravity the GHY
term is [357] SGHY =
∫
∂M d
dx
√−γf ′(R)K.
B.2 Gravitational background with Z ̸= 1, Y = 1 and
V ̸= 1 in four bulk dimensions
In this appendix we study the number of independent parameters of the model defined
in eq. (5.16) with couplings given in eq. (5.29). In Fig. B.1 we show the metric functions
used in the BD backgrounds, eq. (5.17), at nonzero temperature.
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Fig. B.1 Metric functions g (blackening factor) and c, eq. (5.17) for two different tempera-
tures; top row: T = 10−4 and bottom row: T = 0.08. We fix the charge density ρ = 1,
κ = 1 and λeff = λα2 = 0.15. Each line corresponds to α2 = λeff/λ for the corresponding
λ, which is given in the legends. The legends also refer to the right-hand side figures.
Moreover, for a fixed temperature and λeff , the dc conductivity is different for the two
choices of λ and α. We conclude that, in the presence of V in the action, λ and α are two
independent parameters associated with the translational symmetry breaking.
The lines correspond to a fixed λeff ≡ λα2 but different λ and α, defined in eq. (5.29).
Most notably, the function c at the horizon shows a difference of about 20%, while the
blackening factor is very similar throughout the bulk. Fig. B.1 shows that the model
defined in eqs. (5.16) and (5.29) contains three independent parameters, κ, α and λ.

C
Size effects in superconducting thin films
coupled to a substrate†
C.1 Introduction
Research on superconducting thin films has a long tradition in condensed matter
physics. In the early 1960s, theoretical mean-field models [359] predicted oscillations of
the superconducting gap and the critical temperature for nanosize film thickness with
peaks that greatly exceeded the bulk limit. This nonmonotonic size dependence, usually
referred to as shape resonances, has a simple origin. As thickness increases from the
two-dimensional limit, new states become eventually available with the quantum numbers
of an infinite well of size the thickness of the film. This additional subband enhances
superconductivity as the spectral density is proportional to the dimensionless electron-
phonon coupling constant. After the first peak, for larger thicknesses, the spectral density
decreases until a new subband becomes available and a new peak occurs in the critical
temperature.
Initial experimental results in granular thin films of Al [360] and other materials [361]
also reported a substantial enhancement of the critical temperature with respect to the
bulk limit. However, granular materials are intrinsically disordered and impurities suppress
shape resonances so a direct relation between theoretical and experimental results was
hard to establish.
It was later realized [362, 363] that no enhancement is observed in more realistic
theoretical models that impose charge neutrality at the interfaces. More refined experiments
with smoother films and a better experimental control [364] observed no enhancement of
†A version of this chapter may be found in [358], which has been published at Physical Review B and
is authored by Antonio M. García-García and A. R. B.
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superconductivity but rather a transition at a temperature lower than the bulk mean-field
theory prediction.
Recent progresses in nanotechnology and surface science, in particular epitaxial deposi-
tion and scanning tunneling microscopy/spectroscopy (STM), have dramatically improved
the experimental control in low dimensions, which has led to many exciting results [365–
368]. For instance, experiments on ultrathin Pb films with thicknesses ranging from a single
to a few atomic monolayers [369, 365, 366] found that superconductivity is still present
although weaker than in the bulk limit. Oscillations of the superconducting gap and the
critical temperature, below the bulk value, for intermediate thickness, were also reported.
Theoretical models proposed to described these results [370, 371] had free parameters and
did not include important features such as the role of the substrate, the finite lifetime of
quasiparticles, or an adequate description of the interface. As the thickness decreases, we
expect that these features become increasingly important. More detailed first-principles
calculations [372] of the interface in the ultrathin limit do not address superconductivity
explicitly. Strikingly, experimental results in oxide interfaces [373], and even single- layered
iron-based superconductors [374], exhibit, in some cases, an enhancement of the critical
temperature with respect to the bulk limit. The theoretical reasons of this behavior are
not yet well understood.
Motivated by these challenges, we put forward a minimal model for ultrathin supercon-
ducting films coupled to the substrate which is analytically tractable but that we expect
to capture most of the relevant physics without free parameters, except the quasiparticle
lifetime. However, we have found that its role is relatively minor at least in STM experi-
ments. A refined model of the film/substrate interface, based on experimental data, would
probably account for this parameter, however, this is beyond the scope of the paper.
In order to avoid the intricacies of the Kosterlitz-Thouless transition, we restrict
ourselves to the low-temperature limit of weakly coupled one-band superconductor where
a mean- field approach is still accurate. The film and the substrate are described by
an asymmetric potential well plus a finite quasiparticle lifetime. Charge neutrality is
included, although in some cases, such as in complex oxide heterostructures [375], it is
unclear whether it applies. We note that in these materials, charge spreading across the
interface alters boundary conditions at the interfaces leading to an electrostatic binding
between the layers that can prevent the charge neutrality condition to hold. Disorder
is not considered as the experiments can be carried out in the limit where the effect of
impurities is negligible.
We report results for the superconducting gap (∆) at zero temperature as a function of
the film thickness for a broad range of the parameters that define the substrate and also for
different electron-phonon coupling constants. The dependence of the results on the validity
of the charge neutrality condition [363] is also investigated in detail. On average, the
superconducting gap decreases with thickness. However, remnants of the shape resonances
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are still observed in some range of parameters. For a weak coupling to the substrate,
and a weak electron-phonon coupling, a modest enhancement of superconductivity is
observed for certain thicknesses even if the charge neutrality condition holds. Much larger
enhancement is expected for material in which the charge neutrality condition does not
hold. Finally, we show that this theoretical model provides a fair qualitative description of
the Pb ultrathin-film experiments mentioned above.
The paper is organized as follows. In the next section, we introduce the microscopic
model that describes superconductivity and the asymmetric potential well that, together
with the finite lifetime, models the substrate. The model is then solved in Sec. C by a
combination of mean-field and semiclassical techniques. Then, we present results of the
superconducting gap as a function of the thickness for different values of the parameters.
Based on this information, we discuss the range of realistic experimental settings for which
it is feasible to observe shape resonance and/or an enhancement of superconductivity and
discuss the relevance of these results for recent Pb ultrathin-film experiments.
C.2 Model
We put forward a model for a superconducting thin film coupled to the substrate.
Superconductivity is described by a mean-field approach. The substrate is modeled by an
asymmet- ric finite well that depends on the difference between the bulk chemical potential
of the materials in the film and the substrate. This confinement leads to the quantization
of the momentum component perpendicular to the film plane. We also introduce a finite
quasiparticle finite lifetime to describe tunneling into the substrate and any other source
of decoherence. Charge neutrality is also taken into account to model the interface, but
we also present present results without it as we believe that in some materials it might
not fully apply. We start with a description of the theoretical model employed to describe
superconductivity.
C.2.1 Mean field approach to superconductivity in thin films
In a finite-size system, the BCS Hamiltonian in terms of a set of good quantum numbers
is given by
H =
∑
n,σ
ξnc
†
nσcnσ − ρV δ˜
∑
n,n′
c†n↑c
†
n↓V˜n,n′cn′↓cn′↑, (C.1)
where ρ is the dimensionless coupling constant, V is the system volume, δ˜ is the mean
level spacing [inverse of the spectral density of states at the Fermi energy (EF )], σ is
the spin index, ξn = ϵn − µ, cnσ and c†nσ are the usual quasiparticle annihilation and
creation operators. The interaction matrix elements are V˜n,n′ =
∫
V |Ψn(r⃗)|2|Ψn′(r⃗)|2d3r⃗
where Ψn(r⃗) ∝ ei(kyy+kzz)ψn(x) are the three-dimensional quasiparticle eigenfunctions with
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ψn(x) the eigenstates of the one-dimensional problem in the direction perpendicular to
the film.
A mean field approach to the Hamiltonian above leads to the following Bardeen-Cooper-
Schrieber (BCS) gap equation at zero temperature,
∆n = ρV δ˜
∑
n′
∆n′V˜n,n′
2
√
(En′ − µ)2 +∆2n′
. (C.2)
The sum is restricted to those states such that En′ is inside the Debye window: |En′−µ| <
ℏωD where ωD is the Debye frequency.
We consider a thin film of lateral size much larger than its thickness. Therefore, the
sum in eq. (C.2) can be substituted by an integral in the in-plane momentum components,
where we imposed periodic boundary conditions, and a finite sum in the perpendicular
dimension.
With the previous considerations eq. (C.2) leads to the following system of equations
for ∆kn , n ∈ N:
∆kn = ρV δ˜
g2D
L2
ν∑
n′=1
∆kn′Vkn,kn′asinh
(
ℏωD
∆kn′
)
, (C.3)
where L2 →∞ is the thin-film area, and Vkn,kn′ =
∫ a
0
dx|ψkn(x)|2|ψkn′ (x)|2 (a is the film
thickness) is obtained after having performed the y and z integrals in V˜kn,kn′ . g2D =
myzL
2/(πℏ2) is the two-dimensional density of states and myz the in-plane effective
mass. The factor asinh(ℏωD/∆kn′ ) comes from the integration in the in-plane momentum
components.
Since Vkn,kn′ depends on kn, eq. (C.3) is a system of non-linear equations which
leads to a momentum-dependent order parameter, ∆kn . Assuming that the mean level
spacing is much smaller than the bulk gap, we define the superconducting gap as [376]
the minimum energy needed to excite quasiparticles, namely minn∆kn . This observable,
which is measured by STM and other spectroscopic techniques, is the one that we use
to characterize superconductivity in the system. In order to eliminate the momentum
dependence of the gap, and further simplify the calculation, we replace kn by kν , the
highest occupied state. In this way, an approximate solution of eq. (C.3) is simply,
∆ =
ℏωD
sinh [K/
∑ν
n=1 Vkν ,kn ]
, K =
πℏ2
myzρV δ˜
. (C.4)
In figs. C.3 and C.4, we show explicitly that, especially for larger values of the electron-
phonon coupling constant, this is a good approximation, namely, ∆ ≈ minn∆kn . Another
reason to use this additional approximation is that the corrections of the superconducting
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gap induced by a finite quasiparticle lifetime, studied in Sec. C, can easily be computed
from eq. (C.4), while a calculation from eq. (C.3) is technically very demanding.
C.2.2 Model of the thin-film coupling to the substrate
The model of the coupling between the thin film and the substrate/vacuum has three
ingredients: the effective potential felt by the quasiparticles due to the substrate, the finite
quasiparticle lifetime, and the charge neutrality condition.
Effective potential: An asymmetric finite well
The model of an asymmetric finite well has been previously implemented [377] to study
the energy spectrum and size effects in nonsuperconducting thin films. We employ the
same effective potential felt by the quasiparticles in the thin film as a consequence of the
substrate. As is sketched in Fig. C.1, the potential has three parameters: the height Vs
of the film/substrate interface, the height V0 of the film/vacuum interface, and the film
thickness a.
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Fig. C.1 Asymmetric finite well. The values of Vs and V0 are discussed in Sec. C.
For V0 we take the sum of the ionization level plus the (bulk) Fermi energy of the
film material. For Vs we choose the mismatch between EF and the Fermi energy of the
substrate, or conduction band edge (CBE), plus an extra contribution due to the height of
a Schottky barrier at the interface. In principle a more complicated potential above the
CBE might give better quantitative results. However we stick to a simpler more general
approach as a truly realistic potential could result in a time-dependent problem [378].
Moreover the exact details of the potential are expected to be sensitive to the substrate
material.
Before turning our attention to the solution of the Schrödinger equation in this potential
we briefly comment on the dispersion relation and the boundary condition that we have
employed.
Dispersion relation. Following previous works [359] we use a quadratic dispersion relation
but with three parameters,
E(k) = a0 +
ℏ2
2mx
(k + kL)
2 (C.5)
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where a0 and kL determine the position of the band and the effective mass mx controls the
curvature. The motivation for introducing kL is that it allows to describe a back-folded
conduction band (see Fig. C.2) in sp metals such as Pb and Al commonly employed in
thin-film experiments [369, 365, 379, 366, 380].
Fig. C.2 (Color online) Pb band diagram in the [111] direction [381].
For comparison with experimental results we take that quantization in the momentum-
space direction ΓL, where Γ and L are the crystallographic points corresponding to zero
momentum and k ∝ (1, 1, 1). This fixes kL = π/d where d is the distance between atomic
planes in the [111] direction. For a face-centered cubic cell d =
√
3
3
×(lattice constant). We
do not consider the decrease in the lattice constant at low temperatures. On the other
hand k[111]F (the maximum value of k in eq. (C.5)) corresponds to the momentum at which
the band reaches the Fermi energy. It is such that the Fermi momentum obtained from de
Haas-van Alphen experiments equals k[111]F + kL.
BenDaniel-Duke boundary conditions. As usual, we impose continuity of the wavefunction
in both interfaces. For the continuity of the first derivative we consider the effective masses
in the film and substrate. These are known as the BenDaniel-Duke boundary conditions,
commonly used in heterostructures [382],
1
mx
∂ψ
∂x
∣∣∣∣
x=0
=
1
ms
∂ψ
∂x
∣∣∣∣
x=0
,
1
mx
∂ψ
∂x
∣∣∣∣
x=a
=
1
me
∂ψ
∂x
∣∣∣∣
x=a
. (C.6)
We have placed the film/substrate interface at x = 0 and the film/vacuum interface at
x = a. We have defined mx and ms as the effective masses in the film and substrate,
respectively. In the vacuum region, we have taken the free electron mass, me.
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With the previous considerations, the quantization condition for k (the component
perpendicular to the film) is
(kn + kL)a = nπ + atan
(
κ˜0
kn + kL
)
+ atan
(
κ˜s
kn + kL
)
(C.7)
with n ∈ N, κ0 =
√
2me
ℏ2 [V0 − E(kn)], κs =
√
2me
ℏ2 [Vs − E(kn)], κ˜s = mxms κs, and κ˜0 = mxmeκ0.
The total thin-film eigenstates are then given by
Ψk⃗(r⃗) ∝
ei(kyy+kzz)
L2
ψkn(x),
ψkn(x) = A(kn) sin (knx+ θ) , θ = atan
kn + kL
κ˜s
A(kn) =
[
2kna+ sin(2θ)− sin(2kna+ 2θ)
4kn
+
+
sin2 θ
2κs
+
sin2(kna+ θ)
2κ0
]− 1
2
,
(C.8)
where L2 →∞ and kz and ky, the in-plane momentum components, are subject to periodic
boundary conditions.
Charge neutrality
As was mentioned earlier, Dirichlet/rigid boundary conditions at the interfaces, a key
ingredient for the observation of large shape resonances, are not consistent [362] with the
principle of charge neutrality in film surfaces. Despite the fact that our boundary conditions
allow the eigenstates to extend beyond the interface, with a typical size controlled by the
step heights V0 and Vs, charge neutrality is not yet satisfied.
In order to comply with this condition, it was proposed [383] to extend the potential a
distance b which is chosen so that surface charge neutrality holds. This shift b induces a
phase shift, kb, which together with θ(k), the phase shift induced by the potential, must
satisfy, ∫ kF
0
[θ(k) + kb] k dk =
πk2F
8
. (C.9)
The length b is obtained by using eq. (C.8) and taking into account that the quantized
component of the momentum is kL + kn,
π(kL + kF )
3
8
=
∫ kF
0
dk(k + kL)
[
(k + kL)b+ atan
(
k + kL
κ˜s
)]
. (C.10)
As was shown elsewhere [363], the larger b the stronger the average suppression of super-
conductivity. Once b is known, the quantized energy levels and eigenstates are computed
for a well of thickness a˜ = a + 2b where a is the geometrical film thickness. We shall
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see that the charge neutrality condition also modifies the chemical potential, the matrix
elements Vkn,kn′ , and therefore the superconducting energy gap.
Effectively, a finite b caused by charge neutrality, amounts to a modification of the
boundary conditions. Therefore, it should not change the electron density or the phonon-
mediated interaction. We also stress that this approximate method to satisfy charge
neutrality is only valid as long as k−1F ≪ a [384]. Such condition might not be satisfied for
films of only a few monolayers (ML) thick. Furthermore, in the film/substrate interface,
there is a transition layer (wetting layer) [385] in which the film atoms are bonded to
both the substrate and other atoms of the film. Thus, it is not clear to what extent
charge neutrality is applicable in this interface. Moreover, as was mentioned previously, in
complex oxide heterostructures [375] and other materials, net electric fields in the surface
could severely suppress charge neutrality.
Finite lifetime
In this section, we introduce the last ingredient of our model for the coupling of the
thin film to the substrate: a finite quasiparticle lifetime. The introduction of a finite
quasiparticle lifetime is motivated by the existence of a non-zero probability of tunneling
into the substrate. It is also an effective way to account for the realistic potential at the
interface and other sources of quasiparticle decoherence, such as inelastic scattering. We
shall see that it also plays an important role in the calculation of the superconducting gap
and the chemical potential. We start with a theoretical description of the level broadening
caused by a finite quasiparticle lifetime τ .
Smoothing of the spectral density. From the quantization condition (C.7), n can be
expressed as a function of the energy, n = n(E). After using the Poisson summation
formula, the density of states of one-dimensional quantum well is expressed as [386]
g(E) =
dn(E)
dE
[
1 + 2
∞∑
l=1
κ(l) cos (2lπn(E))
]
+
1
2
δ(E − E1) , (C.11)
where E1 is the lowest energy state. For no level broadening (τ → ∞) κ(l) = 1 which
results in a set of Dirac delta functions. However, as mentioned above, tunneling into the
substrate or any decoherence mechanism induces a broadening of the energy levels which
effectively is described by introducing the cutoff function κ(l). The precise form of κ(l)
depends to some extent of the physical mechanism that induces the broadening but, in
most cases, liml→∞ κ(l) = 0 at least exponentially fast. Here, following the results of Sec.
5.5 in Ref. [386] for the case of tunneling, we employ a Gaussian cutoff,
κ(l) ≈ e−(lt/τ)2 , (C.12)
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where t = 2mxaℏ(k+kL) , mx is the effective mass in the direction perpendicular to the film,
and τ is the lifetime. Once the energy spectrum is smoothed by a finite lifetime, it
is straightforward to calculate the chemical potential and the superconducting order
parameter. However, before doing so, we have to evaluate the modification of the matrix
elements which also enter in the gap equation.
Matrix elements for states with a finite lifetime. In order to calculate how the matrix
elements are modified for a finite quasiparticle lifetime we use the approach put forward
by Dijk and Nogami [378] based on the calculation of the probability of an initial state to
stay inside the well.
The study of unstable or unbound eigenstates in a quantum system is an intrinsically
time-dependent problem. Even though we are not interested in a time-evolution analysis,
this framework allows to obtain the superposition between the initial wavefunction and
the bound states. This superposition is given by the probability to stay in the film,
P (t) =
∫ L
0
|ψ(x, t)|2dx, (C.13)
where ψ(x, t) is the initial wavefunction expressed as a linear combination of the bound
and quasi-bound eigenstates. The latter can be casted as Moshinsky functions [378] which
eventually escape from the potential. Therefore, for large times, P (t) is given by the
product of the amplitude of the bound states inside the potential,
∫ L
0
dx|ψb(x)|2, multiplied
by the superposition of the initial state and the bound eigenstate, namely |cb|2, where
cb =
∫∞
−∞ ψb(x)ψ(x, 0)dx, i.e.,
P (t→∞)→ |cb|2
∫ L
0
dx|ψb(x)|2, (C.14)
where ψb(x) is a bound state of the potential well. For large times it is expected that
ψ(x, 0)→ cbψb(x). Therefore the probability of finding the particle confined in the well
will be very small provided that cb is small. It is then natural to express the matrix
elements that enter in the gap equation as,
Vkn,kn′ =
∫ a
0
dx|cb(kn)ψkn(x)|2|cb(kn′)ψkn′ (x)|2. (C.15)
We now rewrite the eigenstates in eq. (C.8) as
ψbkn(x) =

C4e
κsx, x < 0
C2e
i(kn+kL)x + C3e
−i(kn+kL)x, 0 < x < a
C1e
−κ0(x−a), x > a
(C.16)
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where, κ0, κs were defined previously and C2 = C42
[
1 + κ˜s
i(kn+kL)
]
, C3 = C42
[
1− κ˜s
i(kn+kL)
]
,
C1 = C2e
i(kn+kL)a + C3e
−i(kn+kL)a and, from the normalization condition,
|C4|−2 = 1
2κs
+
|C1|2
2κ0|C4|2 +
1
|C4|2
∫ a
0
dx|ψbn(x)|2.
We also assume that the ‘initial" unstable state has an energy: E = En + iΓ/2 =
En + iℏ/(2τ), where En is the quantized energy given by eqs. (C.5) and (C.7). The initial
state is given by the same type of wavefunction as eq. (C.16) but with the following
modifications:
• We replace κ0 and κs (see Sec. C) by κ0 = Re
[√
2me
ℏ2 (V0 − En − i ℏ2τ )
]
and κs =
Re
[√
2me
ℏ2 (Vs − En − i ℏ2τ )
]
. A complex part in κs or κ0 leads to divergent terms in
the matrix elements.
• For 0 < x < a we substitute the quantized momentum kn ∈ R by a complex-valued
λn. We let λr = Re(λn) and λi = Im(λn) and substitute λn = λr + iλi in the
dispersion relation of eq. (C.5), with A = 2mxℏ2 (En − a0) and B = 2mxℏ2 ℏ2τ . Moreover
C2, C3 and C1 above are replaced by, D2 = C42
[
1 + κ˜s
i(λn+kL)
]
, D3 = C42
[
1− κ˜s
i(λn+kL)
]
and D1 = D2ei(λn+kL)a +D3e−i(λn+kL)a. That results in the following expression for
the energy levels,
En + i
ℏ
2τ
= a0 +
ℏ2
2mx
(λr + iλi + kL)
2 ,where
λr = −kL + 1√2
√
A+
√
A2 +B2
λi =
√
2
A√
B
√
A+
√
A2 +B2+
− 1√
2B
(√
A+
√
A2 +B2
)3
(C.17)
We have now all the necessary information to compute the initial state ψλn(x, 0) and
then the weighting factor cb(kn) =
∫∞
−∞ ψ
b
kn
(x)ψλn(x, 0)dx. We find it more convenient to
express cb(kn) as a function of energy E since the BCS gap equation will be expressed
also in terms of this variable. To that end, we substitute kn′ in eq. (C.15) by k(E) =
−kL +
√
(E − a0)2mx/ℏ2. The resulting final expression for the matrix elements is
therefore,
V (E˜, E) =
∫ a
0
dx|cb(E˜)ψbk(E˜)(x)|2|cb(E)ψbk(E)(x)|2,
cb(E) =
∫ ∞
−∞
ψbk(E)(x)ψλ(E)(x, 0)dx.
(C.18)
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Superconductivity in thin films in the presence of a substrate and a finite
quasiparticle lifetime
Having obtained explicit expressions for the matrix elements (C.18) and the spectral
density (C.11), it is straightforward to find the chemical potential µ and the superconducting
gap ∆. For instance, for µ,
N =
∫ µ
0
dEx
ν∑
n′=1
δ(Ex − En)
∫ µ−Ex
0
dEyzg2D →
N
V
πℏ2a
myz
=
ν∑
n′=1
(µ− En) = νµ−
ν∑
n′=1
En,
(C.19)
where N/V is the electron density, Ex and Eyz are the energies corresponding to the
out-of-plane and in-plane momentum components, respectively. The former is quantized,
Ex = En, and ν is the number of occupied states. The smoothed spectrum is taken into
account by replacing the sum in n′ by an integral in energy,
ν∑
n=1
(µ− En)→
∫ µ
E1
dE(µ− E)g(E) = N
V
πℏ2a
myz
(C.20)
valid for E1 < µ < Vs. Similarly, for the energy-dependent order parameter [Eq. (C.3)],
∆(E˜) =
1
K
∫ µ
E1
dEg(E)∆(E)asinh
(
ℏωD
∆(E)
)
V (E˜, E) (C.21)
where V (E˜, E) is given in eq. (C.18) and K = πℏ2
myzρV δ˜ . This is a non-linear Fredholm
integral equation of the second kind with a non-degenerate kernel. A more tractable
expression is obtained by substituting E˜ by Eν in the previous equation. In other
words the gap is approximated by the order parameter evaluated at the energy of the
highest occupied state ∆(Eν) and, for consistency, the interaction V (E˜, E) is replaced
with V (Eν , E). These approximations, that neglect the energy dependence of the order
parameter, result in the following algebraic expression for the energy gap,
∆ =
ℏωD
sinh
[
K/
∫ µ
E1
dE V (Eν , E)g(E)
] , K = πℏ2
myzρV δ˜
. (C.22)
Numerical results, depicted in figs. C.3 and C.4, show that the substitution E˜ by Eν or
equivalently kn by kν in eq. (C.3) is in general a good approximation for the spectroscopic
gap minn∆(kn), namely, ∆ ≈ minn∆(kn). In the rest of the paper, unless it is explicitly
stated otherwise, we use eq.(C.22) to compute the superconducting gap.
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C.3 Results
In this section we study the superconducting order parameter ∆ [eq.(C.22)] for a one-
band thin film coupled to a substrate as a function of film thickness and the parameters
that define the substrate and the superconducting material. Our calculation includes the
charge neutrality condition which should hold in Pb and other metallic superconductors
except maybe in the limit of a few ML thickness. We also present results without imposing
the charge neutrality condition as it is believed that in some materials, such as complex
oxide heterostructures [375] might not hold. We have two main motivations for this study:
to provide a qualitative description of recent experiments involving Pb ultra-thin [369, 366]
films and also to clarify whether, in some range of parameters, size effects in thin films
can enhance the critical temperature with respect to the bulk limit.
As was mentioned previously, the coupling to the substrate is modeled by the asymmetric
finite well depicted in Fig. C.1. The height in the film/vacuum interface Vs is taken to be
the bulk Fermi energy of the film plus the work function of the corresponding material.
The height V0 in the film/substrate interface is chosen to be the mismatch of the Fermi
energies of the thin film and substrate materials plus the height of the Schottky barrier. We
assign a finite quasiparticle lifetime τ to all states, including those under the barrier. This
is necessary as the exact details of the potential at the interface are not well understood.
Moreover, inelastic scattering and other processes will induce level broadening even when
tunneling is not relevant. Based on recent experiments in Pb films [379], we assume a linear
dependence of τ = β + γa. The first term on the right-hand side, with a the film thickness,
describes tunneling into the substrate. The constant β accounts for other size-independent
mechanisms of level broadening.
C.3.1 Parameters: Pb films grown over a Si substrate
In this section, we introduce the range of parameters that we use in the calculation of
the superconducting gap. First, we focus in one of the best studied settings [369]: Pb thin
films grown over a Si substrate.
As discussed in Sec. C, the dispersion relation is described in terms of three parameters
kL, a0, and mx, the effective mass in the direction perpendicular to the film. The first is
fixed by the inter-atomic plane distance kL = π/d while the other two are set in order to
describe the bulk Pb Fermi level and the minimum of the Pb band in the crystallographic
L point. Other relevant parameters in the calculation of the chemical potential and the
energy gap are the in-plane effective mass and the electron density N
V
. The exact value
of the in-plane effective mass myz and its dependence with the film thickness are still a
subject of discussion [387, 388]. We are not interested to study this effect at the moment
and fix it to a constant value. We also impose that for a very large thickness, eq.(C.19)
leads to a chemical potential equal to the Fermi energy. With these considerations in mind
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we now state the values of the parameters we employ,
mx = 1.180me, a0 = 1.57 eV,
kL =
π
d
= 10.99 nm−1, k[111]F = 0.450
π
d
= 4.95 nm−1,
myz = 1.380me,
N
V
= 20.69 nm−3, EF = 9.77 eV.
(C.23)
mx is close to the value reported in the literature mx = 1.14me [389], while k
[111]
F is taken
from Refs. [365, 390]. d =
√
3
3
0.4951 = 0.2858 nm is the distance between (111) planes.
With these parameters, the energy of the band that we study (see Fig. C.2) ranges from
5.47 eV at the L point to the Fermi energy, 9.77 eV [381]. Finally, for the substrate effective
mass in the direction perpendicular to the interface we take ms = 0.28me [391].
The next step to model the thin film is to the impose the charge neutrality condition.
From eq.C.10) and by using the parameters above, we have found that, in order to comply
with this condition, the thin-film thickness a must be effectively extended to a→ a+ 2b
with,
b = 0.0686 nm. (C.24)
This is less than half the distance between (111) atomic planes approximately. This
correction is smaller than for a free-standing film [363] since the potential from Fig. C.1,
in contrast to an infinite potential well, allows already leaking of probability out of the
film.
The parameters of the asymmetric potential that characterize the substrate are chosen
as follows: for the height in the film/vacuum interface, we take the work function above the
Fermi energy, WF = 4.25 eV. The height of potential at the substrate–thin-film interface
is the mismatch between the CBE of the substrate and the bulk Fermi energy of the film
plus the height of the Schottky barrier. For Pb/Si films, the Si CBE is 0.8 eV above
the Pb Fermi energy [379] while we use 0.9 eV for the height of the Schottky barrier
corresponding to the (
√
3×√3)R30◦ orientation [392]. The asymmetric well potential is
therefore characterized by,
Vs = EF + 0.80eV+ 0.90eV = 11.47 eV, V0 = 14.02 eV. (C.25)
Pb is not a weakly coupled superconductor so in principle the Eliashberg theory of
superconductivity is more suitable to describe its properties. However the BCS prediction
for the temperature dependence of the superconducting order parameter describes the
experimental data reasonably well [393, 365], even for a single Pb atomic monolayer [366].
For that reason, and taking into account that our main interest is the superconducting gap,
we have decided to use the simpler BCS introduced previously to describe size effect in
this material. We employ the following values of the Debye energy and the dimensionless
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coupling constant [394]
ℏωD = 9.048 meV, ρ = 0.385→ ∆0 = 1.35 meV, (C.26)
The last element in our model is the quasipartcle lifetime τ . For sufficiently small
τ = τ0, we expect suppression of all size effects. This scale corresponds to a level broadening
comparable to the one-dimensional mean level spacing, Γ0
2
∼ δ1D = 1g1D(EF ) = 2a
EF−a0
kF
,
where a0 is defined in eq. (C.5). The lifetime related to this energy is,
τ0 =
2ℏ
Γ0
∼ ℏkF
2(EF − a0)a, (C.27)
which for Pb is τ0 = 0.18(N − 1) fs, where N is the number of monolayers. Therefore,
for τ ≫ τ0, decoherence effects are small but for τ ∼ τ0 size effects related to quantum
coherence will be strongly suppressed.
We employ a simple linear model for the lifetime,
τ = β + γa. (C.28)
with β, γ > 0 and a the thickness. As was explained above, if tunneling into the substrate
is relevant, τ is expected to be proportional to the thickness a. This a good approximation
provided the tunneling probability is constant for every thickness considered. In other
words, we assume the interface potential does not change as the film thickness changes.
Additionally, we include a constant term β which accounts for other decoherence effects.
In principle, it is tempting to relate β to level broadening by electron-electron scattering.
The scattering rate can be estimated from Fermi liquid theory: Γe−e = α(E − EF )2
by substituting E − EF by δ1D, the one-dimensional mean level spacing. This yields a
scattering rate Γe−e ≃ 0.02a2 eV, with a in nm, which is more than two orders of magnitude
smaller than the critical broadening Γ0 ∝ 1/τ0. Therefore, it seems that it does not play a
significant role in our system. We take β ∼ τ0 so that, by tuning γ, we can study the full
range of corrections induced by a finite lifetime. In that way we can determine, for a given
set of parameters, the range of τ ’s for which corrections due to a fine lifetime are relevant.
Finally we also assume that the smoothing of the spectral density is well described by eq.
(C.11).
C.3.2 Size effects in the superconducting energy gap
In this section, we first investigate the superconducting order parameter for Pb thin
films coupled to a Si substrate in the absence of tunneling. We study the role of the
coupling to the substrate in the shape resonances as well the effect of charge neutrality
in suppressing superconductivity. We then discuss the smoothing of size effects by a
finite lifetime τ . Finally, we move from Pb in order to investigate size effects in a weakly
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coupled superconducting thin film by simply modifying the Debye energy and dimensionless
coupling constant while leaving the rest of the parameters unchanged.
Infinite lifetime
In this section, we consider the limit of no level broadening (τ →∞) with the substrate
described by the asymmetric well (Fig. C.1). The momentum-dependent order parameter
is obtained from eq. (C.3) where, as was mentioned in Sec. C, the superconducting gap is
the minimum of the order parameter. We also approximate the solution of eq. (C.3) by
assuming a k−independent order parameter eq. (C.4). In figs. C.3 and C.4, we analyze
the differences between the two predictions for different values of the asymmetric potential.
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Fig. C.3 Superconducting order parameter ∆ for a Pb thin-film coupled to a Si substrate.
∆0 is the bulk Pb gap. The film/interface coupling is modeled by an asymmetric well
potential with Vs = EF + 1.70 eV, V0 = EF + 4.25 eV. Level broadening is assumed to
be negligible. The dimensionless coupling constant is ρ = 0.385 and the Debye energy
ℏωD = 9.048 meV. The band structure parameters are given in eq. (C.23). The upper plot
does not satisfy the charge neutrality condition while the lower plot does it with b obtained
from eq.(C.10). Lines show the evolution of the order parameter as a function of the
thickness. Dots correspond to the estimate positions of Pb monolayers. The continuous
and dashed lines show the difference between the k−dependent gap with ∆ = minn∆(kn)
from eq. (C.3) and the k−independent ∆ from eq. (C.4) respectively. We note the pattern
of shape resonances is more intricate than in Ref. [359] as a consequence of the interplay
between the finite number of states in the asymmetric well potential and the more realistic
dispersion relation.
168 C Size effects in superconducting thin films coupled to a substrate
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
b=0.0632 nm
4 6 8 10 12 14 16 18 20 22 24
0.4
0.5
0.6
0.7
0.8
0.9
1.
1.1 6 8 10 12 14 16 18 20 22
0.4
0.5
0.6
0.7
0.8
0.9
1.
1.1
Thickness HMLL
D
êD 0
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
b=0.0632 nm
4 6 8 10 12 14 16 18 20 22 24
0.4
0.5
0.6
0.7
0.8
0.9
1.
1.1 6 8 10 12 14 16 18 20 22
0.4
0.5
0.6
0.7
0.8
0.9
1.
1.1
Thickness HMLL
D
êD 0
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
b=0.0632 nm
4 6 8 10 12 14 16 18 20 22 24
0.4
0.5
0.6
0.7
0.8
0.9
1.
1.1 6 8 10 12 14 16 18 20 22
0.4
0.5
0.6
0.7
0.8
0.9
1.
1.1
Thickness HMLL
D
êD 0
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
D0=1.35 meV
b=0
4 6 8 10 12 14 16 18 2 22 24
.7
.8
.9
1.
1.1
1.2
1.3
1.4
1.5
1.6
1.7
6 8 10 12 14 16 18 20 22
0.7
0.8
0.9
1.
1.1
1.2
1.3
1.4
1.5
1.6
1.7
Thickness HMLL
D
êD 0
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê Ê Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
4 6 8 10 12 14 16 18 20 22 24
0.7
0.8
0.9
1.
.1
1.2
1.3
1 4
.5
1.6
1.7
1.8
6 8 10 12 14 16 18 20 22
0.7
0.8
0 9
1.
1.1
1.2
1.3
1 4
1.5
1.6
1.7
1.8
Thickness HMLL
D
êD 0 Ê Ê Ê Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê Ê
Ê
Ê
Ê
Ê Ê Ê Ê
Ê
Ê
Ê
Ê Ê
Ê
Ê
b=0
D0=1.35 meV
0.9
1.
1.1
1.2
1.3
.4
1.5
1.6
.
.
0.9
1.
1.1
1 2
1.3
1.4
1.5
1.6
.
i
D
êD 0
Fig. C.4 Superconducting order parameter ∆ for a Pb film coupled to a Si substrate
with no level broadening. Vs = EF + 0.9 eV, V0 = EF + 4.25 eV. ∆0 is the bulk Pb gap.
The parameters correspond to those of Fig. C.3 except for the smaller step Vs and b
obtained from eq. (C.10). The continuous line corresponds to the k−dependent gap with
∆ = minn∆(kn) from eq. (C.3) and the dashed line corresponds to the k−independent
∆ from eq. (C.4). The k−independent approximation becomes less accurate as the step
height decreases. As was expected, reducing the height of the film/substrate interface
increases the leaking of probability out of the film which, reduces both the superconducting
gap ∆ and the effect of the charge neutrality condition measured by b. Moreover, the
pattern of shape resonances is richer as the number of bound states is smaller in this case.
The pattern of shape resonances is qualitatively similar in both cases. It is clear however
that the approximate solution (C.4) is always below the actual gap (C.3). This difference is
more evident in Fig. C.4 where the potential is shallower and the coupling to the substrate
is therefore stronger. Given that the system of equations (C.3), can easily be solved without
any approximation, in principle there is no substantial advantage in using the approximate
solution. However, once a finite lifetime is considered, the approximate solution to the
order parameter is still easily obtained from eq. (C.22), while the momentum-dependent
order parameter ought to be calculated from the integral equation (C.21), is much more
difficult to solve. For that reason, and because the results are qualitatively similar, we
stick to eq. (C.22) to compute the superconducting gap in the rest of the paper.
We are now ready to study the role of the substrate in our results. In Fig. C.3, we
compute the superconducting gap with the parameters defined in eq. (C.23). For the
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film/substrate height we take Vs = EF+1.7 eV which accounts for the Fermi level mismatch
with the substrate plus the height of the Schottky barrier. In Fig. C.4 we remove the
Schottky barrier contribution leaving Vs = EF + 0.8 eV where 0.8 eV corresponds to the
Fermi level mismatch with the substrate. As was expected from the model used to couple
the film to the substrate, introduced in Sec. C, and the expressions of the BCS interaction
matrix elements, introduced in Sec. C, we observe that a decrease of the potential height is
accompanied by an average suppression of superconductivity. This is a simple consequence
of two facts, the states are more extended into the substrate and the potential has less
bound states.
Moreover, as a consequence of the coupling to the substrate, the pattern of shape resonances
differs from that of an infinite well [359] where ∆ decreases monotonically with the thickness
until another state is occupied. Our results, depicted in figs. C.3 and C.4, show as the
potential height decreases, the momentum dependence of the order parameter becomes
more relevant yielding an additional non monotonic behavior with additional features.
These extra features are originated by the combined effect of the momentum-dependent
interaction, the finite number of states in the asymmetric well, and the off-centered
dispersion relation (C.5). The maxima and minima do not necessarily correspond to a
different number of occupied states in the considered band (6p band in Fig. C.2).
As the thickness increases, the occupied states are lowered in the potential well (more
bounded) which yields the moderate, smooth increase observed in the above plots between
two prominent peaks. For some thickness the lower state in the upper band reaches the
minimum at the L point and thereupon this electron occupies a state in the lower 6s band.
At the same time another available state in the 6p band is occupied and thus, even though
the number of occupied states in the 6p band is the same, these are higher in energy
(less bounded) yielding a sudden decrease. Finally, for a larger thickness the number of
occupied states in the 6p band increases and a large increase is observed.
The previous figures show the effect of charge neutrality is qualitatively similar to
that in an infinite potential well [363], the average ∆ decreases the thinner the film is.
Furthermore, as Vs decreases, the charge neutrality correction, measured by b, is smaller.
In other words, both charge neutrality and a reduction of the potential height have a
similar effect: to suppress superconductivity so that for all thicknesses the gap is below
the bulk limit.
As was mentioned in Sec. C, the method used to impose charge neutrality is only valid
in the limit k−1F ≪ a. For Pb films in the range of thickness studied k−1F ≤ 15×thickness,
however, the validity of the method is less clear as the thickness decreases. Furthermore, it
is still under discussion as to whether, or to what extent, this condition realizes in realistic
nano-structures [395].
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Finite lifetime
We now study the role of a finite lifetime τ that describes tunneling out of the film and
other sources of decoherence. Following results of previous sections we use the smoother
density of states (C.11) to compute first the chemical potential (C.20) and finally the
superconducting energy gap (C.22).
We assume a linear dependence of τ with the thickness. Shape resonances in the
superconducting gap at zero temperature, depicted in Fig. C.5, are suppressed for τ
comparable to τ0 [Eq. (C.27)], the time scale related to the mean level spacing in
the asymmetric well potential. More precisely, for Pb/Si films of less than 10 ML the
suppression is considerable when τ ≤ 10τ0 (see the blue data). This suppression is clearer
if one considers the experimentally accessible thicknesses (integer numbers of monolayers):
the red and blue dots in the previous figure show that it is indeed expected to measure
small oscillations in ∆ of a Pb thin film.
For smaller τ , the effect of level broadening completely smears size effects however in this
range of lifetime the leading effect is to suppress superconductivity, ∆ → 0, due to the
modification introduced in the interaction matrix elements [Eq.(C.18)].
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Fig. C.5 (Color online) Superconducting order parameter ∆ at T = 0 for Pb films on a Si
substrate for different quasiparticle lifetimes. ∆0 is the bulk Pb gap, ρ = 0.385, and ℏωD =
9.048 meV. Results include the charge neutrality condition. The gray line corresponds
to the limit of no level broadening (τ → ∞) [Eq. (C.4)] (green) τ(fs) = τ0 + 3N ,(red)
τ(fs) = τ0 + 1.5N , and (blue) τ(fs) = τ0 + 0.7N where N is the number of ML. These
values are chosen in order to estimate the range in which finite-τ corrections are relevant.
For less than 10ML this occurs for τ ≤ 10τ0, with τ0 given by eq. (C.27). Dots correspond
to the exact position of the Pb monolayers.
It is also clear that, especially for small thicknesses, charge neutrality is the dominant
mechanism for suppression of superconductivity. It reduces substantially the value of the
gap ∆ so that it is under the bulk value in the full range of parameters investigated.
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Comparison with experiments
Recent STM experiments on a single monolayer of Pb deposited on Si [366] indicate
sharp peaks in the tunneling data which correspond, approximately, to τ , two orders of
magnitude larger than the one used here. This suggests that in this setting, tunneling into
the substrate is negligible even for one atomic monolayer.
In this limit (see results depicted in figs. C.3 and C.4), we have observed that, in
agreement with the experimental results, size effects in the presence of the substrate, and
including the charge neutrality condition, lead to a superconducting gap which is below
the bulk limit. As the film thickness approaches the 1-ML limit, the exponential tails of
the thin-film eigenstates into the substrate become longer and therefore we expect a strong
suppression of the gap. Strictly speaking, this limit can not be studied quantitatively
within our model since we neglect other effects that might become relevant in this situation,
such as surface phonons or the enhancement of Coulomb interactions. However, our model
still predicts a strong suppression superconductivity.
The results presented in Fig. C.5, which include a finite lifetime, provide a good descrip-
tion of the superconducting gap in thin Pb/Si films obtained by transport measurements
[369]. Our model reproduces correctly the small oscillations of the critical temperature
observed experimentally in the region ∼ 20ML, the gradual suppression of the average
gap as thickness is reduced and the smoothing of shape resonance for ≤ 15ML.
We note that the main difference between the two experiments is the presence of a
capped layer in Ref. [369] needed to carry out transport measurements. Even if tunneling
into the substrate is negligible, as the STM results of Ref. [366] suggest, the film coupling
to the overlayer still causes important decoherence effects which in our model correspond
to a much smaller choice of τ than in the description of the STM experiment.
In summary, by tuning τ we are able to describe qualitatively the experimental results
of Refs. [369, 366]. We note in the particular case of Pb/Si films the Si band gap in the
crystallographic direction perpendicular to the interface yields a strong state confinement
in the Pb film and thus tunneling into the substrate is suppressed. However, for other cases,
such as Al films, the confinement is not caused [396] by a band gap and thus tunneling
can be a relevant source of decoherence that can be included with the model presented in
Sec. C. Nonetheless, in this case it is likely that more sophisticated theoretical models of
the interface are necessary for a quantitative description of the experimental results.
Weakly coupled superconductors
From the results of the previous section it seems rather unrealistic, at least in Pb, to
enhance superconductivity by size effects. Lead is a strong coupled superconductor so it
would be interesting to explore whether size effects are stronger in materials characterized
by a weaker coupling constant ρ. Indeed, from eq. (C.4) it is straightforward to show
that the first-order correction to ∆ is inversely proportional to the coupling constant ρ.
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Fig. C.6 Superconducting gap ∆ in units of the bulk gap ∆0 for τ →∞. All parameters
are equal to those of Fig. C.3 except the dimensionless coupling constant ρ = 0.180
and the Debye energy ℏω = 33.882 meV. Results in the upper plot do not satisfy the
charge neutrality condition while the lower plot does include it with b obtained from
eq.(C.10). The gap ∆ = minn∆(kn) (continuous line) shows a moderate enhancement of
superconductivity, even when charge neutrality is imposed. By contrast no enhancement
is observed (dashed line) in the approximate solution eq. (C.4).
Therefore, the smaller ρ, the larger the finite size correction. Even if charge neutrality
applies, the oscillations of the superconducting gap are expected to show higher maxima,
with respect to the bulk limit, for smaller ρ which might lead to an enhancement of
superconductivity. In this section, the dimensionless coupling constant is decreased to
ρ = 0.180 and the Debye energy is set to ℏω = 33.882 meV. We analyze the case of τ →∞
and maintain the same parameters for the band structure and the asymmetric potential
[Eqs. (C.23)-(C.25)], as here our goal is to explore the dependence on the coupling constant
ρ rather than to model a specific material.
The results, depicted in Fig. C.6, show a considerable enhancement of superconductivity
when charge neutrality is not imposed. If it is included a moderate enhancement is still
observed for a few values of the thickness. As for Pb, see figs. C.3 and C.4, the exact
solution ∆ = minn∆(kn) (continuous line), eq. (C.3), predicts a larger gap than the
approximation, eq. (C.4) (dashed line). Indeed we observe a net enhancement only in the
case∆ = minn∆(kn). This is a strong suggestion that an enhancement of superconductivity
might occur for a finite lifetime provided that the gap is computed directly from eq. (C.21).
We note that the approximate solution (blue) shows no enhancement of ∆ with respect to
the bulk limit even for τ →∞ so finite τ corrections, eq. (C.22), would induce a further
suppression of the energy gap.
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In summary, weakly coupled superconducting materials are more promising candidates
to observe an enhancement of superconductivity in thin films and nanostructures provided
the quasiparticle lifetime is much larger than τ0, eq. (C.27).
C.4 Conclusions
We have investigated analytically the effect of the substrate on superconducting thin
films. We aim to provide a description of recent Pb thin-film experiments and also to
identify a region of parameters in which size effects could enhance superconductivity.
Superconductivity is modeled by a mean-field formalism. The model of the coupling of
the thin film to the substrate has three ingredients: an asymmetric quantum well, a finite
quasiparticle lifetime (that describes tunnelling into the substrate and other decoherence
mechanisms), and the charge neutrality condition on the interfaces. For Pb on a Si
substrate, we observe small oscillations, remnants of shape resonances, of the energy
gap as thickness is decreased but always below the bulk limit for realistic values of the
quasiparticle lifetime and the interface potential. This is fully consistent with the transport
measurements of Ref. [369] in which a capped layer induces additional level broadening, for
sufficiently thin films. In the limit of negligible broadening our results are also consistent
with the in situ STM experiments of Ref. [366] in which a capped layer is not present.
For materials with a smaller electron-phonon coupling constant, size effects are stronger.
We identify a range of parameters, τ > 20fs, thicknesses ≤ 10ML, for which a modest
enhancement of superconductivity is feasible even if charge neutrality holds. A stronger
enhancement is expected provided that charge neutrality does not apply. This seems to
be the case in complex oxide heterostructures.

D
Shape resonances and shell effects in thin film
multi-band superconductors†
D.1 Introduction
Advances in sample growth and a better experimental control have substantially
reinvigorated research in low-dimensional superconductivity [398–400, 368, 401, 402].
Refined scanning tunneling microscope techniques have been recently employed [368, 403]
to study superconductivity in single isolated nanograins and also measure its size. It
has also become possible [401, 402] to measure with unprecedented precision the size
dependence of the capacitance in nanoscale superconducting islands. Epitaxial growth
of superconducting thin films by adding single atomic layers [398–400], together with
scanning tunneling microscope techniques, have permitted one to track the evolution of
superconductivity as the film approaches the two-dimensional limit. For Pb, it was found
that, on average, the critical temperature (Tc) is a decreasing function of the thickness.
Oscillations, below the bulk critical temperature, were observed for intermediate thicknesses
[398].
These oscillations in Tc have been predicted theoretically [359] in the limit of no
coupling to the substrate. However, the maxima of the oscillating pattern, usually referred
to as shape resonances, were expected to correspond to Tc substantially higher than in
the bulk limit. These shape resonances occur as a consequence of an enhancement of
the spectral density at the Fermi energy for thicknesses for which a new quantum state
becomes available in the well potential that describes the confinement in the dimension
perpendicular to the thin film. It was later realized [362, 363, 404, 370] that more realistic
†A version of this chapter may be found in [397], which has been published at Physical Review B and
is authored by Antonio M. García-García and A. R. B.
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boundary conditions, including the charge neutrality condition, suppress this enhancement.
In contrast, recent studies of heterostructures and interfaces based on cuprates [405],
iron pnictides [406] and LaAlO3/SrTiO3 [407] heterostructures have clearly shown that
superconductivity can occur on a single atomic layer and that the critical temperature can
be enhanced with respect to the bulk limit.
From these results it is not yet clear whether it is possible to enhance superconductivity
in thin films by simply tuning the thickness. The enhancement observed in interfaces
and heterostructures based on cuprates or iron-based superconductors, which is of special
interest due to its high critical temperature, is difficult to model theoretically as there is
not yet a good understanding of these materials. In contrast, magnesium diboride (MgB2),
a two-band superconductor, is a more attractive choice as it has a relatively high critical
temperature (∼ 39 K) but still is a conventional superconductor [408] for which many
theoretical tools are available. In recent experiments, it has been possible to grow good
quality MgB2 films of thicknesses less than 10nm [409, 366, 410]. Despite these advances
the experimental control and growth techniques in MgB2 films are still not comparable to
Pb and other metallic superconductors, but the gap is rapidly closing.
It is, therefore, timely to develop a theoretical description of quantum size effects
in multiband thin-film superconductors that can clarify whether superconductivity is
enhanced in some region of parameters. Indeed, several papers [411–416] have already
studied size effects in thin-film multiband superconductors, but a definitive answer is
still missing: Bianconi and co-workers [412–415] were the first to suggest, by combining
qualitative arguments with numerical simulations, that shape resonances could enhance
superconductivity in MgB2 and others multiband superconductors. Shell effects in multi-
band superconductors [416], though suppressed with respect to the one-band case, are still
capable of increasing the critical temperature with respect to the bulk limit. By contrast,
a numerical analysis of MgB2 thin films [411] that included the charge neutrality condition
at the surface, but did not address directly the role of the substrate or shell effects, showed
no enhancement of superconductivity.
Here we generalize the one-band model of Thompson and Blatt [359] for infinite thin
film to the multiband case, including finite lateral size effects and the coupling to the
substrate. Explicit analytical results are obtained by combining mean-field and semi-
classical techniques. Therefore, our model is capable of accounting for the interplay of
shape resonances and shell effects that can enhance superconductivity and the multi-band
structure and the substrate that tend to suppress these coherence effects. All of these
ingredients are important in the description of realistic thin films with negligible disorder.
The main results of the paper are summarized as follows: for an infinite, free-standing,
multiband thin film, we observe that the critical temperature is a non monotonous function
of the thickness with maxima well above the bulk limit but smaller than in the one-band
case. Once the substrate is included, the oscillations in the Tc are significantly reduced.
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For MgB2 , we do not observe a substantial enhancement of the critical temperature. For
materials, such as metallic superconductors, with a longer coherence length, or weaker
electron-phonon coupling, size effects are stronger and an enhancement of Tc by tuning
the thickness is feasible. A finite lateral size does also affect the average value of the shape
resonances and induces shell effects with the potential to further increase Tc with respect
to the bulk limit.
The paper is organized as follows. First we review the one-band thin-film model of
Thompson and Blatt. [359] Then, within a mean-field approach, we generalize it to the
case of two-band superconductors including, by semiclassical techniques, the effect of a
finite lateral size and the leakage of probability due to the coupling with the substrate. In
the second part of the paper we explore the evolution of Tc with thickness as a function of
the lateral size, band structure parameters, electron-phonon interaction strength and the
coupling to the substrate. We discuss the optimal settings to enhance superconductivity
in realistic multiband thin films. Explicit results are presented for MgB2 as well as for
other band structure parameters and electron-phonon coupling constants.
D.2 Background: One-band superconducting thin film
We start with a brief summary of the Thompson and Blatt [359] mean-field description
of shape resonances in free-standing–Dirichlet boundary conditions–one-band thin films.
For a thin film of infinite lateral size, the one-particle electron eigenstates are simply
ψk⃗(r⃗) ∼ un(x)
1
L
ei(kyy+kzz), (D.1)
where periodic boundary conditions have been imposed in the lateral dimensions, y and z,
and ψk⃗(x = 0) = ψk⃗(x = a) = 0 in the perpendicular dimension x where a is the thin-film
thickness. The latter results in
un(x) =
√
2
a
sin
(nπx
a
)
, n ∈ N. (D.2)
For a finite-size system, where the spectrum is discrete, the BCS Hamiltonian in terms
of a set of good quantum numbers, for instance n in eq. (D.2), is,
H =
∑
n,σα
ξnαc
α†
nσc
α
nσ +
∑
n,n′,α,β
cα
†
n↑c
α†
n↓Vαn,βn′c
β
n′↓c
β
n′↑β
Vαn,βn′ = −λαβ δ˜αV
∫
V
ψ2nα(r⃗)ψ
2
n′β(r⃗)d
3r⃗
(D.3)
where Vαn,βn′ are the interaction matrix elements, λαβ are the dimensionless inter- and
intraband coupling constants, V is the volume, δ˜α is the mean level spacing (the inverse of
the density of states at the Fermi level), σ is the spin index, α and β are the band indices,
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and ξnα = ϵnα − µ and cnσ, c†nσ are the usual quasiparticle annihilation and creation
operators.
The maximum quantum number allowed, n ≡ ν in eq. (D.2) must occur for a film
thickness in the interval [aν , aν+1], where[359]
a3ν =
π
2N/V
(
2
3
ν3 − ν
2
2
− ν
6
)
. (D.4)
For a thickness a ∈ [aν , aν+1], the superconducting order parameter ∆, obtained from
the Hamiltonian given by eq. (D.3) in the mean-field approximation, and chemical potential
µ are given by [359]
µ =
πℏ2a
νm
[
N
V
+
π
6a3
ν(ν +
1
2
)(ν + 1)
]
∆ =
ℏωD
sinh[Ka/(ν + 1/2)]
, K =
1
λ
(
3N
πV
)1/3 (D.5)
where λ is the dimensionless coupling constant, N/V is the number of electrons per unit
volume and ℏωD is the Debye energy.
For sufficiently small thicknesses a, ν = 0 and the system is purely two dimensional.
However, as the thickness is increased, eventually ν = 1, which corresponds to a subband of
allowed states in the perpendicular dimension. This increases the spectral density around
the Fermi energy. The dimensionless electron-phonon coupling constant is proportional to
the spectral density, so an enhancement of the latter increases the former. As a consequence,
the order parameter and the critical temperature increase as well. This is what is usually
called a shape resonance. As the thickness further increases, there exists a region in which
still ν = 1. The spectral density gradually becomes smaller and the critical temperature
decreases. For the smallest thickness for which ν = 2 a new sub-band is available which
induces a new enhancement of superconductivity. As is depicted in fig. D.1, that results
in a saw-like dependence of the superconducting gap and the critical temperature as a
function of the film thickness.
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Fig. D.1 The superconducting order parameter ∆ at T = 0 K in units of the bulk value
∆bulk as a function of the film thickness for a free standing one-band superconducting thin
film. [359] Shape resonances are clearly observed as the thickness is increased each time a
new state becomes available in the direction perpendicular to the film.
D.3 Two-band superconducting thin film
D.3.1 Free-standing film model
In this section, we extend the Blatt and Thompson formalism to the case of a two-band
superconductor. Assuming again periodic boundary conditions in the lateral dimensions
and Dirichlet boundary conditions in the perpendicular dimension, we have the equivalent
of eq. (D.1) in each band, but now with two quantum numbers: nσ, nπ, analogous to n in
eq. (D.2). The dispersion relation is still quadratic,
ϵ
(σ)
k⃗
=
ℏ2
2
(
(k
(σ)
y )2
m2σ
+
(k
(σ)
z )2
m3σ
)
+
ℏ2
2m1σ
(nσπ
a
)2
ϵ
(π)
k⃗
=
ℏ2
2
(
(k
(π)
y )2
m2π
+
(k
(π)
z )2
m3π
)
+
ℏ2
2m1π
(nππ
a
)2
+ e0π
(D.6)
but with an offset e0π between the two bands. A mean-field treatment of the microscopic
Hamiltonian given by eq. (D.3) for the two-band system [414–416, 411] results in the
following two coupled gap equations at zero temperature:
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∆σ = −1
2
∑
k′
[
∆σVσkσk′√
(ϵσ − µ)2 +∆2σ
+
∆πVσkπk′√
(ϵπ − µ)2 +∆2π
]
∆π = −1
2
∑
k′
[
∆σVπkσk′√
(ϵσ − µ)2 +∆2σ
+
∆πVπkπk′√
(ϵπ − µ)2 +∆2π
] (D.7)
while at finite temperature a factor tanh[
√
(ϵα − µ)2 +∆2α/2kBT ] multiplies each term on
the right-hand side of the equations; the index α takes the value of the index of the order
parameter in the corresponding term.
Vαkβk′ are the interaction matrix elements corresponding to two intraband coupling
constants and two interband coupling constants,
Vαkβk′ = −Jαβ
∫
V
d3r⃗|ψ(α)k (r⃗)|2|ψ(β)k′ (r⃗)|2 = −
Jαβ
aL2
(
1 +
1
2
δnαn′β
)
, (D.8)
where α and β take the value of the band labels σ and π. Jαβ = λαβV δ˜α and ψ(α)k (r⃗) are
of the form given by eq. (D.1).
We then substitute eq. (D.8) into (D.7) and perform the sums in k(σ)y , k(σ)z , k(π)y , k(π)z
by introducing the two-dimensional density of states in each band.1 After carrying out the
resulting integrations, we obtain the following system of two coupled equations at T = 0:
∆σ =
1
2aL2
[
∆σJσσg
(σ)
2Df(σ) + Jσπ∆πg
(π)
2Df(π)
]
∆π =
1
2aL2
[
∆πJππg
(π)
2Df(π) + Jπσ∆σg
(σ)
2Df(σ)
]
,
(D.9)
with f(α) =
(
να +
1
2
)
asinh
(
ℏωD
∆α
)
.
For the calculation of the critical temperature a simple algebraic manipulation of eq.
(D.7) leads to the following relation between the two gaps,
1 + 1
2
∑
k′
Vσkσk′√
(ϵσ−µ)2+∆2σ
tanh
√
(ϵσ−µ)2+∆2σ
2kBT
1
2
∑
k′
Vπkσk′√
(ϵσ−µ)2+∆2σ
tanh
√
(ϵσ−µ)2+∆2σ
2kBT
=
1
2
∑
k′
Vσkπk′√
(ϵπ−µ)2+∆2π
tanh
√
(ϵπ−µ)2+∆2π
2kBT
1 + 1
2
∑
k′
Vπkπk′√
(ϵπ−µ)2+∆2π
tanh
√
(ϵπ−µ)2+∆2π
2kBT
.
(D.10)
1For the dispersion relations given by eq. (D.6), the two-dimensional density of states is g(α)2D =
L2
√
m1αm2α
πℏ2 .
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Repeating the steps described previously to obtain eq. (D.9) and taking the limits
∆σ,∆π → 0 and T → Tc gives,
1− Jσ,σgσ2D
2aL2
(νσ +
1
2
)F (Tc)
−Jπ,σgσ2D
2aL2
(νσ +
1
2
)F (Tc)
=
−Jσ,πgπ2D
2aL2
(νπ +
1
2
)F (Tc)
1− Jπ,πgπ2D
2aL2
(νπ +
1
2
)F (Tc)
. (D.11)
We have used that for b≫ 1, ∫ b
0
dx tanh(x)/x ≃ log(4eγ
π
b
)
= F (T ), with γ the Euler-
Mascheroni constant and b = ℏωD
2kBTc
. We note that νπ and νσ, i.e., the generalization
of ν in Thompson and Blatt’s one-band model given by eqs. (D.4) and (D.5), are the
maximum integers for which the condition |ϵ(α)
k⃗
− µ| ≤ ℏωD holds. The superconducting
gaps ∆α(T = 0) and the critical temperature Tc are therefore obtained by solving eqs.
(D.9) and (D.11), respectively. Similarly, the chemical potential µ is obtained analytically
from
N =
∫ µ
0
[gσ3D(E) + g
π
3D(E)]dE =
νσ∑
j=1
∫ µ−ησj
0
gσ2Ddξ
σ
xy +
νπ∑
j=1
∫ µ−ηπj
0
gπ2Ddξ
π
xy =
=
νσ∑
j=1
gσ2D(µ− ησj ) +
νπ∑
j=1
gπ2D(µ− ηπj )
(D.12)
where ηπj (a) = e0π +
ℏ2π2j2
2m1πa2
and ησj (a) =
ℏ2π2j2
2m1σa2
.
Using Faulhaber’s formula for the second power sum of the first n positive integers, it
is also straightforward to obtain and explicit expression for the chemical potential,
µ =
aπℏ2
νσm∗σ + νπm∗π
[
N
V
+
π
2a3
(
m∗σh(νσ)
m1σ
+
m∗πh(νπ)
m1π
)]
+
e0πνπm
∗π
νσm∗σ + νπm∗π
, (D.13)
with m∗α =
√
m2αm3α and h(να) = ν
3
α
3
+ ν
2
α
2
+ να
6
.
In order to find a = a(νσ, νπ) we first assume a value of νσ, νπ such that µ ≃ ηπνπ(a) ≃
ησνσ(a), i.e.,
νσ ≃
√
m1σ
m1π
ν2π +
2m1σa2
π2ℏ2
e0π. (D.14)
Substituting, for every νπ = 1, 2, 3..., both µ and νσ in eq. (D.13), we solve for a and
then calculate all of the possible states that are occupied as the thickness increases. In
order to proceed, we start with arbitrary values of νσ, νπ and assume that either ησνσ > η
π
νπ
or ησνσ < η
π
νπ , which results either in µ ≃ ησνσ or in µ ≃ ηπνπ where, in order to simplify
the notation, we have dropped the dependence in the thickness a. By substituting these
expressions into eq. (D.12) we obtain two equations for a which are solved numerically.
Once a is obtained, we check which assumption (ησνσ > η
π
νπ or η
σ
νσ < η
π
νπ) holds and obtain
the chemical potential from eq. (D.13).
From these solutions we get the chemical potential given by eq. (D.13), the gap given
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by eq. (D.9), and the critical temperature given by eq. (D.11) for a fixed νσ, νπ and
a ∈ [aνσνπ , aν˜σ ν˜π ], where νσνπ, ν˜σν˜π are consecutive states of the spectrum.
D.3.2 Role of the substrate
In realistic circumstances, a thin film is never isolated. It is usually placed on a
substrate so there is some probability for the electrons to hop from the film into the
substrate or at least penetrate a finite distance in it. Generally, this can be taken into
account by assigning a finite lifetime to the quantized states and also by modeling the
substrate thin-film interface by a potential more realistic than an infinite well.
The details of the coupling between the substrate and the thin film are very sensitive
to the substrate material and the nature of the interface which depends on the growth
techniques. A detailed microscopic description of the tunneling process is beyond the
scope of this paper.
Here we use recent experimental results [410] for MgB2 and assume a linear dependence
for the level broadening with the film thickness. We note that both the energy spectrum
and the wavefunctions inside the film are modified by tunneling into the substrate. The
latter has a direct impact on the interaction matrix elements given by eq. (D.8), while the
former smoothes out the one dimensional density of states from a set of isolated Dirac’s
delta functions to a distribution with broader peaks.
In order to proceed, we write the density of states [386] as,
gα(E) =
dnα(E)
dE
[
1 + 2
∞∑
l=1
κ(l) cos (2lπnα(E))
]
, (D.15)
where nα(E) =
√
(E − e0α)/Eα0 and n ∈ N in the case of an infinite well potential,
Eα0 = ℏ2π2/(2m1αa2), e0σ = 0 and e0π ̸= 0. For no tunneling into the substrate, κ(l) = 1
and we recover the usual expression in terms of Dirac delta functions. Tunneling or
any other decoherence mechanism makes the system open which effectively induces level
broadening, namely, the eigenvalues become complex. A natural way to mimic this effect
is to introduce a cutoff,
κ(l) ≈ e−(lt/τ)2 , (D.16)
where t = 2m1αa/ℏkαn and τ is the typical lifetime of a quasiparticle at that energy.
Physically, it is the typical time that an electron stays in the thin film. The specific
functional form of κ(l) depends to some extent on the mechanism that causes decoherence.
The above result is obtained (see sec. 5.5 in Ref. [386] for more details) by replacing the
original Dirac delta functions with Gaussians of width Γ ∼ ℏ/τ .
Regarding the energy quantization, we model the thin film plus the substrate as a semi-
infinite potential well, infinite in the film/vacuum interface and finite in the film/substrate
interface. The height of the step corresponds to the mismatch between the bulk Fermi
levels of the film and substrate materials. Furthermore it will also be assumed that the
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lifetime of all of the states is described by a single parameter since the total energy of the
states is always very close to the Fermi level.
D.3.3 Chemical potential of a two-band film on a substrate
In order to compute the chemical potential in the presence of the substrate, we apply
the Poisson summation formula, [417] given in eq. (D.6.29), to eq. (D.12) (see Appendix).
This results in the following transcendental equation for µ:
N =
νσ∑
j=1
gσ2D(µ− ησj ) +
νπ∑
j=1
gπ2D(µ− ηπj ) =
=
∑
α
gα2D
{
2
3
√
Eα0
(µ− e0α)3/2 − µ− e0α
2
+
∞∑
l=1
[
−
√
(µ− e0α)Eα0
π2l2
cos
(
2πl
√
µ− e0α
Eα0
)
+
Eα0
2π3l3
sin
(
2πl
√
µ− e0α
Eα0
)]
e−(lt/τα)
2
}
,
(D.17)
where the sum over α refers to both bands, Eα0 = ℏ2π2/(2m1αa2), e0σ = 0 and e0π ̸= 0.
D.3.4 Matrix elements and critical temperature of a two-band
film on a substrate
Before we proceed to the computation of the critical temperature we study the modi-
fication of the interaction matrix elements by the coupling to the substrate. We expect
smaller matrix elements than those given by the infinite potential well model[359] since
the amplitude of probability for all of the states inside the well is smaller. Moreover, since
the energy states have a finite lifetime, the interaction is weighted by a smooth density
of states, resulting in smooth shape resonances. The eigenstates inside a semi-infinite
potential well are
u(in)n (x) = An sin(knx), (D.18)
where kn is the solution of the quantization condition: kna = nπ − 2 arctan(−k/κ˜n), κ˜n =
min
mout
κn =
min
mout
√
2mout
ℏ2 (V0 − En) obtained after imposing the BenDanield-Duke boundary
conditions:[382]
1
mout
∂u
(out)
n
∂x
∣∣∣∣∣
x=b
=
1
min
∂u
(in)
n
∂x
∣∣∣∣∣
x=b
(D.19)
where b is the position of the interface and mout (min) is the effective mass outside (inside)
of the well. We have taken the free electron mass for mout and m1α for min.
The matrix elements resulting from the above expression for un lead to a system of equations
for two momentum-dependent superconducting order parameters, which are difficult to
solve. In order to have a more tractable expression, we approximate the interaction of all
of the states by the interaction of the states whose energies are equidistant between those
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corresponding to the highest and lowest occupied levels. If the highest (lowest) occupied
states were used to estimate the interaction, the eigenstates’ leakage out of the film would
be overestimated (underestimated). In our notation, this means the replacement of An
by Amα and kn by kmα , where mα refers, from now on, to the state whose energy is the
closest to being equidistant from the highest- and the lowest-energy states. Moreover,
we approximate kn in the argument of the sine of eq. (D.18) by nπ/a, while leaving the
amplitude An unchanged.
With these further simplifications, the matrix elements are,
Vαkβk′ = −aJαβ
4L2
Kαβ
(
1 +
1
2
δnαn′β
)
, (D.20)
with Kαβ = |Amα|2|Amβ |2, given explicitly in eq. (D.6.31). We now take into account the
smoothed spectrum given by eq. (D.15) due to the substrate. The sums of the matrix
elements in eq. (D.10) are simplified to
νβ∑
n′β=1
(
1 +
1
2
δnαn′β
)
=
1
2
+
∫ µ
e0β
gβ(E)dE = f(β),
f(β) ≡ 1
2
+
√
µ− e0β
Eβ0
+
∞∑
l=1
e
− tl
τβ
πl
sin
(
2πl
√
µ− e0β
Eβ0
)
,
(D.21)
where e0σ = 0 and e0π ̸= 0. Finally we substitute eqs. (D.20) and (D.21) into eq. (D.10)
to obtain
1− aJσ,σgσ2D
8L2
Kσσf(σ)F (Tc)
−aJπ,σgσ2D
8L2
Kπσf(σ)F (Tc)
=
−aJσ,πgπ2D
8L2
Kσπf(π)F (Tc)
1− aJπ,πgπ2D
8L2
Kππf(π)F (Tc)
, (D.22)
where F (Tc) = log
(
4eγ
π
ℏωD
2kBTc
)
, Kαβ is given in eq. (D.6.31), and f(α) is given in eq. (D.21).
The final step to compute the critical temperature is to solve eq. (D.22) for Tc and different
thicknesses.
D.3.5 Lateral size effects in a two-band superconducting thin film
We now study the case in which the thin-film lateral size dimensions (y = L1 and
z = L2) become comparable to the film thickness a. We will not go through the details
of the calculations regarding the modification of the two-dimensional density of states.
A detailed derivation can be found in Ref. [418]. The underlying idea is to use the
semiclassical approximation, valid in the limit (kFL)−1 ≪ 1 with L in this case the lateral
film size, to write down the density of states as a sum over the classical periodic orbits of
the two-dimensional system. The density of states is an oscillatory function of the energy
around the Fermi level so, in principle, it should enter explicitly in the sums over ky and
kz which are needed to solve the gap equation (D.7). However, it was demonstrated in Ref.
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[418] that the density of states can be taken out of the integral, provided it is smoothed
out, as follows:
g˜
(α)
2D ≃ g(α)2D [1 + g(α) + g(α)l ], (D.23)
where the correction g(α) is an average term, while g(α)l is an oscillatory term that depends
on the length l of the periodic orbits in the yz plane. These corrections are,
g(α) = − L1 + L2
k
(α)
yz L1L2
,
g
(α)
l = g
(2α)
12 −
1
2
g
(1α)
1 −
1
2
g
(1α)
2 ,
(D.24)
and
g
(2α)
12 =
∞∑
n̸⃗=0⃗
J0(k
(α)
yz L
1,2
n⃗ )×K0(L1,2n⃗ /ξ(α)),
g
(1α)
1 =
4
k
(α)
yz L2
∞∑
n=1
cos
(
k(α)yz L
(1)
n
)×K0(L(1)n /ξ(α)),
g
(1α)
2 =
4
k
(α)
yz L1
∞∑
n=1
cos
(
k(α)yz L
(2)
n
)×K0(L(2)n /ξ(α)),
(D.25)
with α the band index and k(α)yz the in-plane Fermi momentum. L1,2n⃗ = 2
√
L21n
2
1 + L
2
2n
2
2, L
(1)
n =
2nL1, L
(2)
n = 2nL2, n, n1, n2 ∈ N are the lengths of the periodic orbits. J0(x) is the
Bessel function of the first kind and K0(x) is the modified Bessel function of the first kind
which suppresses the contribution of orbits longer than the superconducting coherence
length in the yz-plane, ξ(α). Therefore, replacing g(α)2D by g˜
(α)
2D in the equations obtained for
an infinite thin film, we simulate a finite lateral size, comparable but still larger than the
thickness.
D.3.6 Quantum and thermal fluctuations
The mean-field formalism that we use is only applicable for sufficiently large systems
for which quantum and thermal fluctuations are negligible. In the case of a thin film
with infinite lateral size, quantum fluctuations due to size effects are negligible. At finite
temperature, experimental results [366, 393, 400] seem to be well described by a mean-field
theory even in the limit of few monolayers. This is, at first glance, surprising because, at
least in the strictly two-dimensional limit, it is expected that at finite temperature there
is a Kosterlitz-Thouless transition due to vortex anti-vortex unbinding. A reason for this
unexpected behavior might be that the coupling to the substrate increases the effective
system dimensionality. However, this must still be considered an open problem. Here we
take a conservative approach and present results for thin films of at least several monolayers
where it is expected, especially taking into account the coupling of the substrate, that a
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mean-field approach is applicable.
As the finite lateral size enters the nanoscale region, the thin film becomes effectively a
zero-dimensional grain. At very low temperatures (T ≪ Tc), the deviations from mean-
field predictions caused by quantum fluctuations can be neglected when the mean level
spacing δ is smaller than the BCS bulk energy gap δ/∆bulk ≪ 1 [419, 420]. At finite
temperature, thermal fluctuations smear out the superconducting phase transition in a
region of temperatures γTc, with γ =
√
δ/kBTc, around the bulk Tc [421]. We restrict the
range of lateral sizes so that these deviations from the mean-field predictions are negligible.
D.4 Results
In this section, we employ the theoretical formalism developed previously in order to
study the interplay between shape resonances and shell effects that, in some cases, enhance
superconductivity. We also investigate the influence of the coupling to the substrate and
the multi-band structure that tend to suppress these size effects.
We present explicit results for the evolution of superconductivity in a two-band thin film
as a function of the thickness, including also the coupling to the substrate. First we
report results on the differences between one and two bands, the dependence of Tc on the
coupling constant, and the band structure parameters. We then investigate the role of
shell effects that occurs when the lateral size becomes comparable to the thickness. Most
results correspond to MgB2 , but we also explore a broader range of parameters (see below)
in order to clarify whether in realistic situations it is feasible to observe an enhancement
of superconductivity due to shape resonances.
The coupling to the substrate is modeled by a finite step potential of height (V0), which
corresponds to the difference between the substrate and the thin-film chemical potential.
Moreover we assign a phenomenological finite lifetime to all of the states τ = γ+βa, where
a is the thickness and the parameters β and γ are estimated from recent experimental
results in MgB2 thin films [410].
As was mentioned previously, V0 and τ modify the density of states in the superconductor
and therefore are important to understand its role to suppress size effects.
The effective masses that enter in quadratic dispersion relation for each band, calculated
from miα = |∂2E(α)/∂k2i | where E(α) is the full energy band for MgB2,[422] are, in units
of the electron mass,
m1σ = 3.27, m2σ = m3σ = 0.28
m1π = 0.33, m2π = m3π = 1.00.
(D.26)
The constant e0π is set to different values as a way to study the influence of the band
structure on superconductivity. The Debye temperature in MgB2 is θD = 1050 K, which
corresponds to a Debye energy ED = ℏωD = 90.48 meV. The factors Jα,βgβ2D/2aL2 in eq.
(D.11) and aJα,βgβ2DKαβ/8L
2 in eq. (D.22) were fixed such that the solution in the bulk
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limit is the MgB2 critical temperature Tc ≈ 38.01 K. Finally, we use the following set of
coupling constants [411]:
gσ = 0.149 eV−1 gπ = 0.29 eV−1
V˜σ,σ = 0.694 eV V˜π,π = 0.056 eV V˜σ,π = V˜π,σ = 0.353 eV
λσσ = 0.206 λππ = 0.033 λσπ = 0.205 λπσ = 0.105.
(D.27)
In sec. D, we employ another set of λαβ in order to study the dependence of size effects
on the electron-phonon coupling.
D.4.1 Influence of the band structure on the shape resonances of
a two-band thin film
In this section, we analyze in detail the influence of the band structure parameters
on the shape resonances observed in a two-band thin film of infinite lateral size. As it
has been explained previously [359], the superconducting properties of thin films show
a non monotonous dependence with the thickness. A sawlike dependence is observed
for one-band thin films where the peaks are located at values of the thickness for which
a new energy subband of allowed states is occupied. Once such state is occupied, the
spectral density decreases and the critical temperature drops as the thickness increases,
until the following empty state can be filled. If two conduction bands are present, the
same mechanism applies to each one separately. Therefore, the shape resonances pattern
in the two-band case is presumably more complex or intricate than that of a one-band
film depicted in fig. D.1.
According to eq. (D.6), the parameters that control the dispersion relation are the
offset between the bands e0π and the effective masses m1α. As e0π is slowly increased, the
number of smaller peaks, corresponding to subbands in the π band not present in the
one-band case, is expected to increase. This behavior is straightforward to explain by
simple inspection of the two dispersion relations; see fig. D.2.
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Fig. D.2 Sketch of the dispersion relation for the σ band (blue) and π band (red). The
number of available states in the σ band between two consecutive states of the π band
increases as e0π increases.
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We observe that, as the energy increases, states in the two bands become closer in
energy. At the same time, for larger e0π [see fig. D.2(b)], the number of states in the σ
band (blue) between two consecutive states of the π band (red), labeled “2” and “3” in the
figure, is larger than for smaller e0π; see fig. D.2(a). Therefore, as e0π increases, there are
more occupied states in the σ band before the next state in the π band is filled.
Furthermore, as m1σ and m1π decrease, the discrete energy states are less closely packed.
Therefore when a new state is occupied the change in the chemical potential is larger.
This produces larger shape resonances in Tc.
Results for the critical temperature, depicted in fig. D.3, are fully consistent with this
picture. Shown in black and blue are the oscillations in Tc for different effective masses
and the same e0π = 1.3 eV. As was expected, the shape resonances (blue) for m1σ =
1.089me, m1π = 0.330me are slightly larger than those (black) for m1σ = 1.500me, m1π =
1.336me. Moreover, in agreement with the theoretical prediction, we observe that as e0π
increases (red line) more peaks around the one corresponding to the one-band case start
to be observed.
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Fig. D.3 Tc in units of T bulkc = 38.0 K as a function of the film thickness for two-band
free-standing films [eq. (D.11)] and different effective masses. The rest of the parameters
are those of MgB2 [eq.(D.27)]. In order to observe more clearly the shape resonances, we
show the region between 2.5 and 8 nm. The in-plane effective masses are set to m3α, m2α
in eq. (D.26), while e0π and m1α are indicated in each figure. Band parameters not only
change the position of the shape resonances’ pattern but also their amplitude.
To summarize, the band structure of the film plays an important role not only in the
pattern of the shape resonances, but also in their amplitude.
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D.4.2 Differences between one and two band
In the previous section, we have studied the intricate pattern of shape resonances
observed in two-band superconducting films. In this section we compare it to the one
observed in a one-band thin film with similar parameters.
The one-band case can be recovered in two ways: the first, in which we are not
interested, corresponds to the limit e0π →∞, i.e., there is only one band available. Here
we focus instead in the situation in which there are occupied states with similar energies
in both bands. Provided that e0π = 0, we obtain states with identical quantized energies
simply by setting m1σ = m1π = 3.27me.
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Fig. D.4 Tc in units of T bulkc = 38.0 K as a function of the film thickness for a one-band
(blue) and a two-band (black) free-standing thin film. The parameters are those of MgB2 eq.
(D.27) with m1σ = m1π = 3.27me and in-plane masses m2α, m3α from eq. (D.26). The
offset value e0π = 0 corresponds to the one-band limit. The pattern of the shape resonances
becomes more regular as the offset decreases and the the masses become more similar. In
the one-band limit, the shape resonances have larger amplitude than in the two-band case
(black). Therefore, multiband structure suppresses size effects.
Using the free-standing model introduced in sec. D, we obtain more regular shape
resonances, depicted in fig. D.4, than those for m1σ ̸= m1π, depicted in fig. D.3. In fig.
D.4, we compare the case of e0π = 1 eV (black line) with e0π = 0 (blue line). In the
latter case the quantized components of the momentum are identical in both bands, which
results in the same sawlike pattern as in the one-band superconducting film shown in fig.
D.1. By contrast, for the reasons given in the previous section, the oscillating pattern in
the two-band case has a more complex distribution of maxima and minima. Furthermore,
the amplitude of the shape resonances is also smaller than in the one-band limit. This
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indicates that finite-size effects in two-band superconducting films are smaller than in the
one-band case.
D.4.3 Role of the substrate in an infinite two-band thin film
Once the shape resonances in the critical temperature of a two-band superconducting
free-standing film have been studied, we address the problem of the substrate influence
by using the model introduced in sec. D–D. We compute the critical temperature Tc
and chemical potential µ as a function of the thickness and compare them to those
corresponding to a free-standing film. We restrict to infinite lateral size and thicknesses
in the window [2,12] nm, a region for which recent experimental results suggest that the
mean field approximation holds reasonably well.
The substrate is modeled by two parameters: the height of the step function V0,
namely, the mismatch between the bulk Fermi levels of the film and substrate, and the
phenomenological quasiparticle lifetime τ . The first determines the eigenstate extension
out of the film. The smaller the V0, the larger the leaking of probability outside the film.
The second parameter controls the broadening of the energy levels. We have chosen V0
between 0.9 and 1.9 eV above the bulk film Fermi energy. This is the typical mismatch
found for example in Pb films grown over a Si substrate [379].
The quasiparticle lifetime τ smoothes the shape resonances and decreases their amplitude.
Since quasiparticles reach the film/substrate interface more frequently the thinner the film
is, it is expected tunneling to be stronger as the thickness decreases. More specifically we
expect a linear dependence with the thickness. Based on this fact and on the recent (see
fig. 3 of Ref. [410]) experimental scattering rate Γ (τ = 2ℏ/Γ) results in MgB2 thin films
we propose a phenomenological expression for τ ≈ (c1 + c2a) where a is the film thickness
and c1 = 44.76 fs, c2 = 0.83 fs nm−1 are obtained from the experimental results of Ref.
[410] between 6 and 14 nm. Even though the scattering rates in Ref. [410] are attributed
to the film granularity, tunneling into the substrate is expected to also contribute to the
level broadening. In any case, decoherence of any form is effectively modelled by a finite τ
so our results are, at least qualitatively, applicable to more general situations.
As is explained in secs. D and D, in order to obtain momentum-independent matrix
elements, we approximate the interaction between all of the states by that between
eigenstate whose energy is closer to being equidistant from the highest and the lowest
occupied energy level.
We are now ready to analyze size effects in a two-band infinite thin film for three
different couplings to the substrate. In fig. D.5 we depict the dependence of Tc on the
thickness for various values of V0. It is clearly observed that shape resonances are smaller
in amplitude as both the quasiparticle lifetime τ and V0 decrease. Shape resonances are
not substantially smoothed by the finite τ estimated from experimental results [410]. The
reason for that is that the energy associated to a finite lifetime, Γ ∼ ℏ/τ , is still much
smaller than the mean spacing of energy levels in the one-dimensional potential that
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describes confinement in the direction perpendicular to the film. Typical lifetimes of a few
femtoseconds are needed to substantially smooth out the peaks and fully suppress size
effects for thicknesses ∼ 5 nm.
In summary, as V0 or τ decreases, the substrate becomes more important and any
enhancement of superconductivity due to size effects is severely suppressed. We note that
even the small enhancement observed in certain cases is likely not to be observable for
materials for which the surface charge neutrality condition fully applies.
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Fig. D.5 Tc in units of T bulkc = 38.0 K as a function of the film thickness for different
couplings to the substrate, given by eq. (D.22) in sec. D. e0π = 0.05 eV, the effective
masses are given in eq. (D.26) and the coupling constants are given in eq. (D.27). The
lifetime is τ →∞ (black) for the free standing film while (red and blue) τ(fs) = c1 + c2a,
c1 = 44.76 fs, c2 = 0.83 fs nm−1 and a in nm. These parameters were obtained by fitting
the data from 6 to 15 nm in fig. 3 of Ref. [410]. In the region of strong coupling to
the substrate (blue and red lines), shape resonances are only slightly smoothed, but a
significant suppression relative to the free-standing limit (black) is observed. Much smaller
values of the lifetime are needed for a substantial smoothing of the shape resonances.
Shown in fig. D.6 are the shape resonances in the chemical potential for a thickness in
the same region as in fig. D.5. The overall magnitude of µ shows no significant difference
compared to the free-standing limit. However (see inset of fig. D.6), the pattern is slightly
smoothed. As in the case of Tc, a smaller τ results in a smoother behavior which becomes
monotonically decreasing for sufficiently small lifetime.
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Fig. D.6 µ in units of µbulk = 3.6 eV as a function of the film thickness. Free-standing
(black) and substrate (red) of height V0 = EF + 0.9 eV (red). The lifetime is τ → ∞
(black) for the free-standing, film while (red and blue) τ(fs) = c1 + c2a, c1 = 44.76 fs,
c2 = 0.83 fs nm−1, and a in nm. Masses are given by eq. (D.26) and e0π = 0.05 eV. For
the free-standing film [eq. (D.13)], sharp shape resonances are clearly observed. Once the
film is coupled to the substrate [eq. (D.17)], shape resonances become smoother. In the
inset, smaller peaks, corresponding to the occupation of states in one band, are observed
between two larger ones corresponding to the filling of states in the other band.
D.4.4 Influence of the electron-phonon coupling constants
In this section, we study size effects for different electron-phonon coupling constants
and fixed band structure parameters. We take the effective masses given in eq. (D.26),
e0π = 0.05 eV, V0 = EF + 0.9 eV, and τ(fs) = c1 + c2a, c1 = 44.76 fs, c2 = 0.83 fs nm−1,
and a in nm.
Black lines in fig. D.7 correspond to the coupling constant employed in previous sections
[eq. (D.27)] and are also shown in fig. D.5. Shown in blue are the results corresponding to
the coupling constants from Ref. [423] and a Debye energy ℏωD = 7.4 meV [424] that gives
T bulkc = 38.3 K. Red lines correspond to a set of coupling constants and a Debye energy, not
related to MgB2, but with the same bulk critical temperature T bulkc = 38.2 K. It is clearly
observed (see fig. D.7) that larger coupling constants lead to weaker finite-size effects
and less suppression of Tc with respect to the bulk limit. This follows straightforwardly
from eqs. (D.4) and (D.5) by calculating the first order correction to ∆ which is inversely
proportional to the dimensionless coupling constant. Therefore, a larger coupling constant
leads to smaller finite size effects.
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Fig. D.7 Tc in units of T bulkc ≈ 38.0 K as a function of the film thickness for different
values of the electron-phonon coupling constant. Upper: free standing film, eq. (D.11).
Lower: substrate, from eq. (D.22), included. Masses in all cases are given by eq. (D.26)
and e0π = 0.05 eV. The Debye energy is tuned so that in all cases, T bulkc ≈ 38.0 K. As the
coupling constant decreases, finite-size effects are clearly stronger, though the suppression
due to the substrate is also stronger. The optimal setting results from a delicate balance
between these two factors.
D.4.5 Finite lateral size and shell effects
In this section we study the role of a finite lateral size in the two-band thin films studied
previously. In order to neglect thermal fluctuations, which are beyond the mean-field
approximation, we restrict to lateral sizes of the order of, but larger than the film thickness
∼ 10nm. Technically, the first consequence of a finite lateral size is that the integrals
over ky and kz in the gap equations have to replaced by discrete sums. Moreover, due
to the isotropic in-plane effective masses and assuming a square shape, we expect level
degeneracy, namely, several states occupy the same energy level, usually referred to as
a shell. This bunching of levels induces larger fluctuations in the spectral density, i.e.,
the so-called shell effects, that are also expected to have an important impact on the
superconducting properties of the material [425, 426, 404].
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In sec. D, we discussed that shell effects can be analytically included by simply
replacing the bulk two-dimensional density of states in each band, g(α)2D = m
(α)
2DL
2/πℏ2 by
g˜
(α)
2D ≃ g(α)2D [1 + g(α) + g(α)l ]. The latter only depends on the lateral size, in-plane coherence
lengths ξ(α) = ξ(α)yz , and the in-plane Fermi momentum k(α)yz . Therefore, g˜2D is constant in
energy for all films with the same lateral size. As a consequence we can replace g(α)2D by
g˜
(α)
2D in eq. (D.22).
In order to get explicit results we use MgB2 parameters. For the in-plane coherence
lengths, we take ξ(σ)yz = 13 nm, ξ(π)yz = 51nm (at T = 0),[427] while a simple calculation
of the in-plane Fermi momenta yields k(α)yz =
√
m2αm3αv
(α)
yz /ℏ. These are the components
corresponding to the crystallographic ab-plane of the MgB2 cell, which is the yz-plane
in our coordinate system. The effective masses are given in eq. (D.26) and the in-plane
components of the Fermi velocities v(α)yz are taken from Ref. [428], v(σ)yz = 4.40× 105 m/s
and v(π)yz = 5.35× 105 m/s,
k(σ)yz = 1.0710 nm
−1, k(π)yz = 4.6311 nm
−1. (D.28)
As was mentioned in sec. D, a mean-field approach is only valid for sizes in which
fluctuations are not important which, for thermal fluctuations, depends on the ratio
between the mean level spacing and Tc. For conventional superconductors, a lateral size
and thickness of at least ∼ 10 and ∼ 5 nm, respectively, are typical requirements for a
mean-field formalism to be applicable. For MgB2 first-principles calculations [422] suggest
that the density of states at EF in each band is Nσ(EF ) = 0.150 states/(eV-spin-cell) and
Nπ(EF ) = 0.205 states/(eV spin cell). Using the unit cell parameters [408] a = 3.086 Å
(not to be confused with the film thickness) and c = 3.524 Å the mean level spacing for
each band is, δσ = 0.097V eV, δπ =
0.070
V eV, where V is the film volume in nm3. For an
isolated film of thickness a = 6 nm and lateral size L = 12 × 12 nm2 at Tc = 38 K the
magnitude of thermal fluctuations is controlled by the parameter,√
δσ
kBTc
≃ 0.19,
√
δπ
kBTc
≃ 0.16.
For free-standing films, this is the typical minimum size for which thermal fluctuations are
negligible and a mean-field approach is applicable. We expect that the presence of the
substrate reduces fluctuations induced by size effects. However, we take a conservative
stance and restrict our study to volumes ≥ 6× 12× 12 nm3.
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Fig. D.8 Tc in units of T bulkc = 38.0 K as a function of the lateral size for a thickness
equal to 6.16 nm. As in the previous figures the band parameters are those of MgB2.
We employ eq. (D.22) but replace g(α)2D by g˜
(α)
2D , given by eqs. (D.23)–(D.25), to study
shell effects for different in-plane coherence lengths in the σ band. In the other band,
ξπ = 51 nm and masses can be found in eq. (D.26). For the range of thicknesses in which
thermal fluctuations are not important, and including the coupling to the substrate, shell
effects enhance superconductivity only for coherence lengths considerably larger (by a
factor of two) than the film lateral size. In the free-standing film limit (yellow line) a
moderate enhancement is observed for L ∼ 12 nm. For a substantial enhancement of
superconductivity, the coherence length of the material must be much larger than that of
MgB2.
Results depicted in fig. D.8 show that for a finite lateral size ∼ 12nm, shell effects
induce corrections in Tc which are much stronger than those of a thin film with a finite
thickness of the same order and infinite lateral size as seen in fig. D.5. For MgB2 (in
black), no enhancement of superconductivity with respect to the bulk limit is observed.
This is due to the small coherence length in the σ band of MgB2, compared to the lateral
size. In this situation, the oscillating terms g(α)l are suppressed by the modified Bessel
functions K0, given by eq. (D.25). As a result the leading correction is g
(α)
2D , given by eq.
(D.24), which is negative. Therefore, gσ2D ≈ gσ2D[1 + g(α)2D ] < gσ2D, given by eq. (D.23) and
superconductivity is suppressed by a finite lateral size. In the limit L→∞, we recover
the infinite lateral size result Tc(L→∞).
In the case of a superconducting coherence length (blue line) much larger than the
lateral size, we observe a substantial enhancement of the critical temperature. This is a
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consequence of shell effects in the two dimensional spectral density that are not smoothed
out by a small coherence length.
D.4.6 Limitations and limits of applicability of the model
We briefly review the limits of applicability of the results and the different approxima-
tions that we employ across the paper.
The mean-field approach that we employ neglects quantum and thermal fluctuations.
As was mentioned previously, this is a good approximation for sufficiently large lateral sizes,
though we note that even for an infinite lateral size we expect that the mean-field approach
breaks down in the strictly two dimensional limit where a Kosterlitz-Thouless transition
occurs at a lower temperature. However results from recent experiments [398–400] in Pb
ultra-thin films that explore the two dimensional limit were, at least qualitatively, well
described by a mean-field formalism. A reason for that behavior is that the substrate
increases the effective dimensionality of the system and consequently suppresses the
Kosterlitz-Thouless transition. Since this issue is not yet settled here we have opted to
present results only for thicknesses of at least 2nm where a mean field formalism should
still be applicable.
The coupling to the substrate is modeled by a phenomenological quasiparticle lifetime
to describe tunneling into the substrate and a step potential to describe the substrate
thin-film interface. A more realistic model of the tunneling mechanism, beyond the scope
of this paper, requires a much more detailed knowledge of the interface which depends on
the growth techniques and the material substrate.
We have used the zero temperature coherence length of MgB2. However estimations
[429] of the coherence length in Pb film show substantial changes in the coherence length
for different system sizes. This coherence length is an input in our model so that once
the coherence length in nanoscale samples is known the calculation of Tc could easily be
updated accordingly.
We do not consider the full band dispersion relation but rather we have expanded
it up to second order around the Fermi level. This approximation might neglect some
non-trivial influence of the bands specially in observables, such as the conductivity, which
involve energies substantially larger than the gap. However, we expect this approximation
to be fair in the calculation of quantities such as Tc and the superconducting gap that
involves energies close to the Fermi energy.
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We have considered crystalline films in the absence of impurities or strain due to lattice
mismatch with the substrate. Current state of the art experimental techniques are capable
of manufacturing samples with these properties.
D.5 Conclusions
We have investigated analytically the evolution of superconductivity, including the
coupling to the substrate, in multi-band thin-films as the thickness and lateral size enter
the nanoscale region.
Shape-resonances in two-band thin films, neglecting the substrate, are more irregular and
lead to a more modest enhancement of superconductivity than in one-band films. Size
effects are stronger as the effective electron-phonon coupling is decreased. Qualitatively
similar results are obtained for different effective masses describing the band structure
though smaller masses tend to induce stronger size effects. We have observed that a finite
lateral size ∼ 10nm induces additional size effects, i.e., the so-called shell effects, which
can enhance superconductivity in materials in which the coherence length is much longer
than the lateral size. For smaller lateral sizes, thermal fluctuations, not included in our
model, become important and our results are not reliable.
Once the substrate is considered the average enhancement is strongly suppressed. As
thickness is decreased, tunneling is expected to be more important, smoothing the pattern
of shape resonances. However, in the range of parameters used, this smoothing is rather
weak. The critical temperature and the amplitude of shape resonances decrease as well.
The case of MgB2, a two-band superconductor, is discussed in detail. In the relatively
broad range of parameters that we explore we did not observe a substantial enhancement
of superconductivity once the multi-band structure and the substrate are considered
simultaneously. It is likely that even this modest enhancement of Tc is not observable for
materials in which the charge neutrality condition applies.
D.6 Appendix
D.6.1 Poisson summation formula
Given f as non-negative, decreasing, and continuous on [0,∞) and that limb→∞
∫ b
0
f(x)dx
exists, then
√
σ
[
1
2
f(0) +
∞∑
n=1
f(nσ)
]
=
√
λ
[
1
2
h(0) +
∞∑
l=1
h(lλ)
]
, (D.6.29)
where σλ = 2π and h(y) =
√
2/π
∫∞
0
f(m) cos(my)dm [417]. Setting σ = 1, λ = 2π and
defining f(n) = µ− ηα(n), where ηα(n) = e0α + Eα0 n2 we substitute Eq. (D.6.29) into Eq.
(D.12). To simplify notation, we omit the band index α.
f(n) satisfies the necessary conditions to use Eq. (D.6.29) when η ∈ [e0, µ]. Thus,
integrating in energy between e0 and µ and restricting the sum on the left-hand side from
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n = 1 to ν, the Poisson summation formula leads to
µ− e0
2
+
ν∑
n=1
(µ− ηn) = 2
3
√
E0
(µ− e0)3/2
+
∞∑
l=1
[
−
√
E0(µ− e0)
π2l2
cos
(
2πl
√
µ− e0
E0
)
+
E0
2π3l3
sin
(
2πl
√
µ− e0
E0
)]
.
(D.6.30)
D.6.2 Factors Kαβ
Here we present factors from the interaction matrix elements. kmα and κmα are defined
in sec. D.
Kαβ =
1
a
2
− sin(2kmαa)
4κmα
+ sin
2(2kmαa)
2κmα
1
a
2
− sin(2kmβa)
4κmβ
+
sin2(2kmβa)
2κmβ
. (D.6.31)
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