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Introduction
Les avance´es technologiques du monde de l’e´lectronique ont permis la conception de nœuds communi-
cants miniatures capables de fonctionner avec peu d’e´nergie. Leur petite taille souvent de l’ordre de celle
d’une pie`ce de monnaie et leur sobrie´te´ e´nerge´tique limitent leurs capacite´s de calcul et de me´moire. Un
re´seau de capteurs sans fil peut eˆtre de´fini comme un ensemble de tels nœuds, chacun couple´ a` un capteur
ou a` un actionneur, interagissant avec l’environnement re´el. Ces nœuds participent a` la transmission de
donne´es ou d’ordres et consignes, via le me´dium sans fil, vers une ou plusieurs unite´s de collecte ou
de controˆle. Graˆce a` leur fort potentiel, les re´seaux de capteurs se retrouvent au cœur de nombreuses
applications couvrant des domaines aussi varie´s que la se´curite´, l’environnement, la me´decine, l’e´cologie,
le militaire et l’industrie.
Pour concevoir une solution efficace, il faut lever bon nombre de verrous technologiques. Les solutions
imple´mente´es disponibles actuellement pour les re´seaux sans fil ne re´pondent pas encore comple`tement
aux spe´cificite´s des re´seaux de capteurs ni a` leurs applications. Les besoins et contraintes attache´s aux
re´seaux de capteurs sans fil diffe`rent de fac¸on significative de ceux et celles des re´seaux locaux sans fil.
Des parame`tres comme l’e´conomie e´nerge´tique et l’encombrement des nœuds font qu’il s’agit de fait de
deux domaines mitoyens et comple´mentaires dans le monde des re´seaux.
Contrairement aux re´seaux traditionnels, l’enjeu principal n’est pas l’optimisation des performances
des protocoles du re´seau. Les objectifs essentiels des re´seaux de capteurs sans fil sont plutoˆt l’e´conomie
d’e´nergie en ayant pour but de prolonger la dure´e de vie du re´seau, et le de´lai de transmission et de
re´cupe´ration de l’information afin de garantir un niveau acceptable aux performances du re´seau. A` ces
besoins se rajoutent d’autres contraintes comme la robustesse, l’auto-configuration et la mobilite´ des
entite´s qui sont lie´es a` l’application ainsi qu’a` l’environnement dans lequel le re´seau de capteurs est
de´ploye´.
Pour re´pondre a` ces besoins, les protocoles employe´s dans les re´seaux de capteurs sans fil doivent
eˆtre capables d’assurer leurs fonctionnalite´s principales tout en prenant ces contraintes en compte. Par
exemple, un protocole de routage qui a pour roˆle de trouver un chemin vers une destination donne´e doit
re´aliser ceci tout en pre´servant l’e´nergie des nœuds implique´s par le choix du chemin. De meˆme, la qualite´
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de service doit eˆtre pense´e et assure´e a` tous les niveaux de la pile re´seau. Bon nombre d’applications
ge´ne`rent un type de trafic qui ne´cessite des performances particulie`res comme un temps d’acce`s au
me´dium borne´. Au niveau de la couche MAC, la qualite´ de service se traduit ge´ne´ralement par la mise
en œuvre de me´canismes d’acce`s au me´dium qui garantissent l’envoi d’une trame sans collision dans un
de´lai borne´. Dans ce cas, nous parlons de l’aspect de´terministe d’une couche MAC pour un trafic en
temps contraint.
Dans le cadre de cette the`se, nous allons travailler sur une conception d’une couche MAC de´terministe
pour les re´seaux de capteurs sans fil e´conomes en e´nergie. Garantir a` la fois l’e´conomie d’e´nergie et le
de´terminisme est un de´fi ou` un juste compromis entre ces deux aspects doit eˆtre re´alise´. Ils sont en effet
antagonistes. Pour e´conomiser de l’e´nergie, une entite´ doit se mettre en mode sommeil, mode durant
lequel elle sera inactive. E´tant inactive, une entite´ n’est plus capable de participer a` l’activite´ du re´seau ;
elle ne peut ni recevoir ni transmettre des messages, qu’il s’agisse de traiter les informations qui la
concerne ou de participer au routage en tant que relais. Ainsi, le fait de se mettre en e´tat inactif est un
handicap pour l’aspect de´terministe et pour le respect de contraintes temporelles fortes.
Ce travail a e´te´ re´alise´ au sein de l’e´quipe Re´seaux et Protocoles du laboratoire LIMOS de l’Universite´
Blaise Pascal de Clermont-Ferrand. Il s’inte`gre dans le cadre du projet OCARI. Le projet OCARI (Op-
timisation des Communications Ad hoc pour les Re´seaux Industriels) est un projet de recherche de type
inte´gration finance´ par l’ANR (Agence Nationale de Recherche). Ce projet vise a` exploiter les avance´es
technologiques dans le domaine des re´seaux ad hoc pour ouvrir le champ aux usages des technologies
sans fil en milieu industriel. Il a donc pour ambition de participer au de´veloppement d’une nouvelle
ge´ne´ration de re´seaux base´e sur l’emploi des re´seaux de capteurs sans fil en environnement industriel,
en prenant en compte les environnements fortement contraints et permettant de favoriser de nouvelles
applications industrielles. Notre contribution dans ce projet est centre´e au niveau de la conception et du
de´veloppement d’une me´thode d’acce`s adapte´e au de´terminisme et aux exigences de qualite´ de service
telles que l’absence de collision et la garantie d’un de´lai borne´ de bout-en-bout tout en conservant une
faible consommation e´nerge´tique.
Dans le premier chapitre, nous commenc¸ons par une introduction de´taille´e des re´seaux de capteurs
sans fil en insistant sur leurs spe´cificite´s et en citant quelques exemples de domaines d’application. Nous
terminons le premier chapitre en situant le travail effectue´ durant cette the`se dans le contexte ge´ne´ral
du projet OCARI.
Dans le deuxie`me chapitre, nous enchaˆınons avec une e´tude des protocoles d’acce`s au me´dium propose´s
pour les re´seaux de capteurs sans fil. Nous insistons sur les diffe´rentes techniques utilise´es pour re´pondre
aux besoins de ce type de re´seaux. Nous e´tudions aussi la norme IEEE 802.15.4 et le standard Zigbee,
ce dernier offrant une pile de re´seau comple`te de´die´e aux re´seaux de capteurs sans fil.
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Dans le troisie`me chapitre, nous proposons le protocole MaCARI (MAC pour OCARI), un protocole
d’acce`s au me´dium e´conome en e´nergie et de´terministe. MaCARI adopte une segmentation temporelle
qui ame´liore les performances du re´seau et permet de garantir l’acce`s au me´dium pour un trafic de type
prioritaire. Le temps dans MaCARI est de´coupe´ en cycles globaux. Chaque cycle global est segmente´
temporellement en plusieurs pe´riodes se´quentielles pour ame´liorer l’utilisation du me´dium et permettre
a` toutes les entite´s du re´seau d’e´conomiser de l’e´nergie.
Ensuite, nous pre´sentons dans le quatrie`me chapitre notre de´marche de validation des me´canismes
de MaCARI, ceci par une e´tude analytique, par des simulations et par des mesures sur une maquette.
Les re´sultats concernant diffe´rentes configurations montrent que MaCARI ame´liore d’une fac¸on tre`s
significative l’utilisation du me´dium et garantit une e´conomie d’e´nergie tre`s importante pour l’ensemble
du re´seau.
Nous concluons notre travail dans le cinquie`me chapitre en discutant des diffe´rentes perspectives
offertes par ce sujet.
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Chapitre 1
Les re´seaux de capteurs sans fil
Un re´seau de capteurs sans fil est un ensemble de petites entite´s a` faible couˆt, appele´es nœuds capteurs,
limite´es en ressources e´nerge´tiques et en capacite´ de calcul, et qui communiquent entre elles via des
antennes et la modulation d’une onde radio. Chaque entite´ est compose´e d’un capteur ou d’un actionneur
et d’une carte re´seau sans fil. Le capteur (ou l’actionneur) est de´die´ a` une taˆche bien pre´cise comme un
releve´ de tempe´rature, une de´tection de pre´sence ou la commande d’une e´lectrovanne. L’information
produite par le capteur est ensuite passe´e a` la carte re´seau du nœud qui la communique ge´ne´ralement
via le re´seau a` une unite´ de surveillance ou de controˆle.
Le de´ploiement des capteurs de´pend de l’application. Il peut eˆtre comple`tement ale´atoire comme dans
le cas de la surveillance de sites naturels ou` le nombre de capteurs est de l’ordre de quelques milliers.
Pour d’autres applications, un de´ploiement peut eˆtre bien pre´cis, c’est le cas du suivi d’une activite´
industrielle ou` le nombre de capteurs est plutoˆt de l’ordre de quelques centaines.
Le fait que la communication soit sans fil permet d’avoir plus de flexibilite´ pour le de´ploiement
par rapport a` un de´ploiement filaire qui demande du caˆblage. Dans certaines applications comme la
surveillance d’une application a` bord d’une fre´gate, le poids des caˆbles utilise´s devient une surcharge
conse´quente.
Pour les applications ne´cessitant la mobilite´, il ne faut pas remplacer la contrainte du caˆblage par une
solution encombrante ou amenant de l’inertie. Un nœud doit donc re´sulter d’une volonte´ d’inte´gration. Il
est courant de comparer le volume qui devrait eˆtre occupe´ par un nœud a` celui d’une pie`ce de monnaie.
Les solutions disponibles a` ce jour sont plutoˆt construites a` partir d’un micro-controˆleur relie´ a` une
composante spe´cifique radio. Cet assemblage est un compromis caracte´rise´ par une inte´gration insuffisante
et une capacite´ limite´e de calcul et de me´moire qui se re´ve`le eˆtre une contrainte lorsque les protocoles
deviennent de plus en plus complexes. Si de plus la solution doit eˆtre autonome e´nerge´tiquement, cela a
un impact a` la fois sur le couˆt mais aussi sur l’encombrement.
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CHAPITRE 1. LES RE´SEAUX DE CAPTEURS SANS FIL
Les protocoles re´seaux utilise´s doivent prendre en compte cette limitation e´nerge´tique. En effet rem-
placer une entite´ du re´seau ou renouveler ses ressources e´nerge´tiques apre`s de´ploiement peut devenir tre`s
couˆteux (notamment lorsqu’il s’agit de syste`mes embarque´s qui demandent d’arreˆter le syste`me pour
permettre cette intervention) et parfois impossible selon la nature du de´ploiement (capteurs installe´s
dans des zones de radioactivite´ par exemple).
La porte´e des antennes de communication est aussi affecte´e par cette contrainte e´nerge´tique et
l’e´tendue d’un re´seau de capteurs de´passe souvent largement la porte´e des antennes utilise´es. Cela force
les nœuds capteurs a` e´changer des messages multi-sauts pour atteindre la destination. La figure 1.1
montre un exemple d’un re´seau de capteurs ou` les nœuds communiquent de proche en proche pour at-
teindre le nœud passerelle qui a` son tour communique avec une unite´ de controˆle. Dans cet exemple le
re´seau de capteurs est connecte´ a` une station de controˆle via une passerelle en passant par un autre
re´seau de technologie diffe´rente (filaire ou sans fil). La liaison entre le re´seau de capteurs et la passerelle
peut eˆtre filaire ou sans fil selon les besoins.
WAN
Re´seau de capteurs sans fil
Re´seau
Unite´ de controˆle
Passerelle
Fig. 1.1 – Un exemple d’un re´seau de capteurs sans fil.
Meˆme en diminuant la puissance de transmission, l’interface radio reste l’e´quipement le plus consom-
mateur en e´nergie dans un nœud capteur. Comme la couche MAC controˆle l’acce`s au me´dium c’est-a`-
dire l’utilisation de cette interface pour transmettre les messages, c’est le protocole MAC qui est le plus
concerne´ par la consommation e´nerge´tique dans un re´seau de capteurs sans fil.
Dans ce cadre, nous allons nous centrer sur les protocoles MAC des re´seaux de capteurs sans fil en
e´tudiant les diffe´rentes techniques utilise´es dans ce domaine afin d’optimiser la consommation e´nerge´tique.
Nous proposons dans la suite le protocole MAC nomme´ MaCARI qui re´pond a` certains besoins des
applications industrielles des re´seaux de capteurs sans fil.
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1 Domaines d’application des re´seaux de capteurs sans fil
La taille de plus en plus re´duite des micro-capteurs, leur couˆt de plus en plus faible, la large gamme
des types de capteurs disponibles (thermique, optique, vibrations, ...) ainsi que le support de commu-
nication sans fil utilise´, permettent aux re´seaux de capteurs d’envahir rapidement plusieurs domaines
d’applications [1]. Ils permettent aussi d’e´tendre les applications existantes et de faciliter la conception
d’autres syste`mes tels que le controˆle et l’automatisation des chaˆınes de montage. Les re´seaux de cap-
teurs peuvent se re´ve´ler tre`s utiles dans de nombreuses applications lorsqu’il s’agit de collecter et de
traiter des informations provenant de l’environnement. Parmi les domaines ou` ces re´seaux peuvent of-
frir les meilleures contributions, nous pouvons citer les domaines suivants : militaire, environnemental
ou domestique, mais aussi de la sante´, de la se´curite´, de l’e´cologie, de trac¸abilite´, etc. Des exemples
d’applications potentielles dans ces diffe´rents domaines sont expose´s ci-dessous.
1.1 Applications militaires
Le domaine militaire a e´te´ un moteur initial pour le de´veloppement des re´seaux de capteurs, comme
c’est le cas pour plusieurs technologies. Le de´ploiement rapide, l’auto-configuration et la tole´rance aux
pannes des re´seaux de capteurs sont des caracte´ristiques qui font de ce type de re´seaux un outil appre´ciable
dans un tel domaine [2]. Un exemple typique d’application dans ce domaine est le de´ploiement d’un tel
re´seau sur un endroit strate´gique ou difficile d’acce`s, afin de surveiller toutes les activite´s des forces
ennemies [3] ou d’analyser le terrain avant d’y envoyer des troupes (par la de´tection d’agents chimiques,
biologiques ou de radiations, par exemple).
1.2 Applications lie´es a` la se´curite´
L’application des re´seaux de capteurs dans le domaine de la se´curite´ pourrait diminuer conside´rable-
ment les de´penses financie`res consacre´es a` la se´curisation des lieux et a` la protection des eˆtres humains
tout en garantissant des re´sultats plus fiables. Comme exemple des applications de ce type nous pouvons
citer : (i) la de´tection des alte´rations dans la structure d’un baˆtiment, suite a` un se´isme ou au vieillis-
sement, par des capteurs inte´gre´s dans les murs ou dans le be´ton, (ii) la surveillance des mouvements
afin de constituer un syste`me de de´tection d’intrusions distribue´. L’aspect distribue´ rend plus complexe
la possibilite´ de mettre hors d’usage ce syste`me de surveillance.
1.3 Applications environnementales
La surveillance de larges sites naturels ou industriels utilise les re´seaux de capteurs qui garantissent
l’aspect distribue´ et une large couverture [4] . Dans ce domaine nous pouvons mentionner des applications
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typiques : (i) la dispersion de thermo-capteurs a` partir d’un avion sur une foreˆt pour signaler un e´ventuel
de´but d’incendie dans le champ de captage, (ii) le semis de nœuds capteurs en meˆme temps avec les
graines dans les champs agricoles pour pouvoir identifier les zones se`ches et rendre l’irrigation plus
efficace, (iii) le de´ploiement de nœuds capteurs sur les sites industriels, les centrales nucle´aires ou dans
les raffineries de pe´trole pour de´tecter des fuites de produits toxiques (gaz, produits chimiques, e´le´ments
radioactifs, pe´trole, etc.) et alerter les utilisateurs dans un de´lai suffisamment court pour permettre une
intervention efficace.
1.4 Applications me´dicales
L’utilisation des re´seaux de capteurs dans le domaine de la me´decine peut apporter une surveillance
permanente des patients et une possibilite´ de collecter des informations physiologiques de meilleure
qualite´ [5], facilitant ainsi le diagnostic de maladies graˆce a` des micro-capteurs qui pourront eˆtre inge´re´s
ou implante´s sous la peau. Comme applications d’avant garde de ce domaine nous pouvons e´nume´rer :
(i) les micro-came´ras qui peuvent eˆtre inge´re´es et sont capables, sans avoir recours a` la chirurgie, de
transmettre des images de l’inte´rieur d’un corps humain, (ii) la cre´ation d’une re´tine artificielle compose´e
d’une centaine de micro-capteurs pour ame´liorer la vision de l’œil.
1.5 Applications e´cologiques
Dans un contexte mondial ou` le re´chauffement de la plane`te devient une pre´occupation grandissante,
l’utilisation des re´seaux de capteurs pour optimiser la consommation des ressources e´nerge´tique peut
avoir une conse´quence environnementale positive [6]. Un exemple de ce type d’application est l’inte´gration
de plusieurs micro-capteurs dans le syste`me de climatisation et de chauffage des immeubles. Ainsi, la
climatisation ou le chauffage ne sont de´clenche´s qu’aux endroits ou` il y a des personnes pre´sentes et
seulement si c’est ne´cessaire. Le syste`me distribue´ peut aussi maintenir une tempe´rature homoge`ne dans
les pie`ces. Utilise´e a` grande e´chelle, une telle application permettrait probablement de re´duire la demande
mondiale en e´nergie.
1.6 Applications de trac¸abilite´ et de localisation
Suite a` une avalanche il est ne´cessaire de localiser les victimes enterre´es sous la neige en e´quipant
les personnes susceptibles de se trouver dans des zones a` risque par des capteurs. Ainsi, les e´quipes de
sauvetage peuvent localiser plus facilement les victimes [7]. Contrairement aux solutions de trac¸abilite´
et de localisation base´es sur le syste`me de GPS (Global Positionning System), les re´seaux de capteurs
peuvent eˆtre tre`s utiles dans des endroits clos comme les mines par exemple [8].
Ge´rard Chalhoub 28 E´quipe Re´seaux et Protocoles - LIMOS
Besoins des applications industrielles
1.7 Applications industrielles
Si nous conside´rons maintenant les applications qualifie´es ”d’industrielles” pour de´signer des acti-
vite´s touchant a` la production de produits manufacture´s ou des fournisseurs d’e´nergie, dans ce domaine,
les re´seaux de capteurs sans fil offrent une grande flexibilite´ d’emploi puisqu’ils permettent de s’affran-
chir des contraintes lie´es aux caˆblages. Il est alors possible de satisfaire des contraintes de poids (d’un
e´quipement dans un navire), de mobilite´ (d’un robot dans une usine), de facilite´ de de´ploiement (sur un
site pre´existant), d’isolation galvanique... Parmi ces applications nous pouvons citer comme exemples :
(i) la surveillance des ouvrages de ge´nie civil pour e´tablir un diagnostic a` distance d’une e´volution de
leur e´tat sans avoir a` se rendre sur place pour faire une observation in situ, (ii) la surveillance de l’e´tat
de sante´ d’un ouvrier ou du risque de le voir expose´ a` des conditions de travail dangereuses (exposition a`
la radioactivite´), (iii) l’observation d’un site susceptible de subir les effets d’une pollution et la construc-
tion en temps re´el d’une cartographie de sa contamination graˆce a` des capteurs, disse´mine´s sur le site,
capables de relever les niveaux de pollution et de relayer l’information vers les services spe´cialise´s.
2 Besoins des applications industrielles
Les re´seaux de capteurs sans fil sont de plus en plus utilise´s pour controˆler et surveiller des appli-
cations industrielles. Ces applications sont caracte´rise´es par un certain nombre de besoins et ge´ne`rent
des contraintes que le re´seau doit prendre en compte. Ces besoins sont lie´s a` leur environnement et a` la
nature de leur activite´ [9]. Nous avons identifie´ cinq besoins essentiels : l’e´conomie d’e´nergie, la qualite´
de service, l’auto-configuration, la mobilite´ et la se´curite´. Par la suite, nous allons mettre en avant les
besoins et les contraintes des applications industrielles de manie`re ge´ne´rale.
2.1 E´conomie d’e´nergie
La nature de l’environnement industriel exige parfois un de´ploiement des entite´s du re´seau dans des
endroits confine´s et difficiles d’acce`s pour les eˆtres humains : des champs radioactifs, des barrages, des
syste`mes embarque´s, etc. Ces entite´s sont souvent auto-alimente´es par des piles et remplacer une pile
dans ces conditions de de´ploiement n’est pas toujours possible. Une des contraintes industrielles est
l’aspect e´conome en e´nergie qui augmente la dure´e de vie du re´seau et e´vite de remplacer les entite´s, ou
leurs piles, trop souvent.
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2.2 Qualite´ de service
Dans les applications industrielles, le trafic e´change´ sur le re´seau peut eˆtre constitue´ d’informations
critiques pour le bon de´roulement de l’activite´ industrielle. Certaines informations posse`dent une courte
dure´e de validite´ et deviennent inutiles au bout d’un certain temps. De telles informations doivent
eˆtre achemine´es aux entite´s concerne´es en prenant en conside´ration ces contraintes temporelles. Les
applications industrielles exigent une forte contrainte de qualite´ de service en ge´ne´ral et de de´terminisme
en particulier au niveau de la couche MAC pour garantir la re´cupe´ration des informations essentielles et
garantir la validite´ temporelle de ces informations.
2.3 Auto-configuration
Les re´seaux de capteurs sans fil sont de´ploye´s dans des entreprises pour lesquelles les re´seaux sans fil
ne font pas partie du cœur de me´tier. Dans ce cas, il n’est pas toujours opportun que de telles entreprises
entretiennent une expertise re´seau. Cette contrainte force le re´seau a` eˆtre auto-configurable. L’ajout
d’une nouvelle entite´ au re´seau doit se faire sans l’intervention d’un expert re´seau. L’auto-configuration
re´pond aussi au besoin de l’adaptation aux conditions d’e´volution de l’environnement. Une entite´ qui se
retrouve de´connecte´e du re´seau doit pouvoir se reconnecter sans une intervention externe, a` de´faut, le
routage doit compenser la perte de cette station.
2.4 Mobilite´
La prise en compte de l’aspect mobilite´ est un besoin qui de´pend de la nature de l’application.
Certaines applications industrielles demandent des interventions du personnel qui forcent celui-ci a` se
de´placer souvent pour effectuer des taˆches comme le releve´ d’informations ou la mise a` jour d’un appareil.
L’utilisation du sans fil dans le monde de l’industrie ne se limite pas a` la mobilite´ des utilisateurs, mais
elle devient une ne´cessite´ quand le fonctionnement propre de certaines machines constitue´es de parties
mobiles empeˆchent l’utilisation de solutions caˆble´es.
2.5 Se´curite´
Les informations e´change´es par un re´seau de capteurs sans fil sont diffuse´es dans l’air sous la forme
d’une modulation radio. Elles sont donc expose´es a` une e´coute non autorise´e et a` des alte´rations intention-
nelles ou non. La protection des informations e´change´es et la se´curite´ contre les attaques malicieuses qui
risquent de perturber l’activite´ du re´seau est un souci exprime´ par les applications qui ne´cessitent d’avoir
un re´seau prote´ge´ et fiable. Une attaque sur le re´seau peut mettre en danger l’activite´ de l’industrie et
causer des interruptions de production.
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3 Projet OCARI
Le travail effectue´ durant cette the`se entre dans le cadre du projet OCARI (Optimisation des Commu-
nications Ad-hoc pour les Re´seaux Industriels) [10] finance´ par l’ANR (Agence Nationale de Recherche)
[11]. Ce projet a pour ambition de participer au de´veloppement d’une nouvelle ge´ne´ration de re´seau sans
fil de type ad-hoc de´die´ a` un environnement industriel. Il s’agit de re´seaux sans fil robustes, prenant en
compte les environnements fortement contraints et permettant de re´pondre aux besoins d’applications
industrielles. L’objectif du projet est la conception d’un pile re´seau ou` chaque couche tend a` re´pondre a`
ces besoins.
3.1 Les partenaires du projet OCARI
Le projet OCARI englobe trois partenaires industriels (DCNS, EDF et Telit) et quatre partenaires
acade´miques (INRIA, LATTIS, LIMOS et LRI). Nous de´crivons brie`vement le roˆle de chacun des parte-
naires :
– EDF (E´lectricite´ De France) est le chef du projet. Ce partenaire a des besoins industriels qu’il
compte satisfaire en utilisant les technologies sans fil des re´seaux de capteurs. Ces applications
couvrent la surveillance des barrages, l’e´quipement des sites nucle´aires jusqu’aux applications de
dosime´trie.
– La DCNS (Direction de Constructions Navales) travaille conjointement avec EDF sur la conception
du middleware de la pile OCARI. Ce partenaire a des besoins de mise en place de technologies sans
fil a` bord de fre´gates ou d’autres navires dans des environnements tre`s confine´s et contraints.
– L’INRIA (Institut National de Recherche en Informatique et Automatique) a comme roˆle de pro-
poser des protocoles de niveau 3 qui re´pondent au besoin du projet OCARI.
– Le LRI (Laboratoire de Recherche en Informatique) e´value l’efficacite´ des protocoles niveau MAC
et re´seau de la pile OCARI en termes d’e´conomie d’e´nergie.
– Le LATTIS (LAboratoire Toulousain de Technologie et d’Inge´nierie des Syste`mes) participe avec
le LIMOS a` la conception et au maquettage de la couche MAC de la pile OCARI.
– Le LIMOS (Laboratoire d’Informatique, de Mode´lisation et d’Optimisation des Syste`mes) travaille
conjointement avec le LATTIS sur la couche MAC de la pile OCARI.
– Telit est le partenaire qui prend en charge l’inte´gration des diffe´rents codes produits par les parte-
naires du projet et fournit les cartes sur lesquelles sont de´veloppe´s les maquettes et les prototypes.
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3.2 Objectifs du projet OCARI
Le projet OCARI vise a` couvrir des applications varie´es avec des exigences a` plusieurs niveaux. Nous
pouvons en citer quelques unes : un de´lai borne´ de transit de l’information pour une cate´gorie de trafic
au moins, une basse consommation e´nerge´tique pour les nœuds alimente´s par des piles, le de´terminisme
et la fiabilite´ des communications.
L’objectif e´tant de concevoir des protocoles de re´seaux qui satisfont ces besoins essentiels, ces pro-
tocoles doivent garantir a` la fois un fonctionnement e´conome en e´nergie pour prolonger la dure´e de vie
du re´seau, et une qualite´ de service qui re´pond aux exigences des diffe´rentes applications. Dans ce cadre,
nous travaillons sur la conception et l’e´valuation d’une me´thode d’acce`s qui prend en compte ces deux
aspects.
Les re´seaux OCARI sont compose´s d’ˆılots. Chaque ıˆlots est constitue´ de capteurs et actionneurs for-
mant un re´seau de capteurs sans fil. Les ıˆlots sont interconnecte´s entre eux via une infrastructure qui
peut eˆtre filaire. Dans chaque ıˆlot, une entite´ spe´cifique joue le roˆle d’une passerelle entre le re´seau de
capteurs sans fil et l’infrastructure. Cette passerelle inte`gre un middleware qui a comme roˆle d’harmo-
niser les informations re´colte´es du re´seau de capteurs d’une part, et de surveiller et de mettre a` jour les
parame`tres de configuration de ce re´seau d’une autre part. Dans OCARI, les ıˆlots sont se´pare´s physi-
quement (ge´ographiquement ou par le biais de canaux disjoints), la connectivite´ entre eux est assure´e
via les passerelles ou bien graˆce a` une entite´ mobile appele´e rondier. Le roˆle du rondier est de faire des
interventions localise´es et transporter des informations d’un ıˆlot a` un autre.
Dans le projet OCARI, deux types de production de donne´es ont e´te´ identifie´s :
– des donne´es ge´ne´re´es pe´riodiquement a` des fre´quences basses (typiquement : pe´riodes de 1 ou de
plusieurs secondes) et destine´es a` eˆtre transmises au plus toˆt a` une unite´ de supervision,
– des donne´es ge´ne´re´es pe´riodiquement stocke´es localement dans le nœud ou dans le re´seau en attente
de passage d’une entite´ mobile charge´e de les collecter (c’est le roˆle du rondier).
Dans le cadre de ce travail, nous nous consacrons au premier type de production.
La figure 1.2 montre un exemple d’un re´seau OCARI avec trois ıˆlots interconnecte´s via des passerelles
a` travers une infrastructure donne´e. Une unite´ de controˆle est connecte´e aux passerelles a` travers la meˆme
infrastructure. Le roˆle de cette unite´ de controˆle est de surveiller l’activite´ industrielle et mettre a` jour les
parame`tres du re´seau. Nous pouvons aussi voir un rondier qui se de´place entre les ıˆlots, se connecte a` un
ıˆlot a` travers une liaison sans fil avec les entite´s de cet ıˆlot. La taille des topologies des re´seaux OCARI
est de l’ordre de 400 nœuds ou entite´s par ıˆlot. La mobilite´ est restreinte a` la vitesse du de´placement
d’un rondier qui re´colte des donne´es de temps en temps.
Ge´rard Chalhoub 32 E´quipe Re´seaux et Protocoles - LIMOS
Projet OCARI
Iˆlot
capteur/actionneur
Liaison sans fil
Liaison infrastructure
Passerelle
Rondier
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Trajectoire du rondier
Fig. 1.2 – Les ambitions d’un re´seau OCARI.
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Chapitre 2
E´tat de l’art des protocoles MAC
pour les re´seaux de capteurs sans fil
Ce chapitre est de´coupe´ en deux parties. Dans la premie`re partie, nous pre´sentons les protocoles
MAC les plus cite´s dans la litte´rature propose´s pour les re´seaux de capteurs sans fil. Nous de´coupons
ces protocoles en trois familles : les protocoles qui sont base´s sur un acce`s ale´atoire en CSMA/CA, les
protocoles base´s sur un acce`s se´quentiel selon un de´coupage temporel TDMA et les protocoles hybrides
qui me´langent ces deux solutions. Dans la seconde partie, nous de´taillons la norme IEEE 802.15.4 et
la norme ZigBee qui constituent les deux principaux standards actuels propose´s pour les re´seaux de
capteurs sans fil. Nous expliquons les diffe´rentes fonctionnalite´s de ces deux normes en insistant sur la
couche MAC et la couche re´seau.
1 Les me´thodes d’acce`s dans les re´seaux de capteurs sans fil
Dans cette partie, nous allons de´tailler les me´thodes d’acce`s des re´seaux de capteurs sans fil les plus
cite´es dans la litte´rature, en nous focalisant sur les contraintes spe´cifiques de ce type de re´seau. Ces
contraintes rendent les me´thodes d’acce`s sans fil classiques, comme celles de la norme IEEE 802.11,
inadapte´es et inefficaces. En partant des contraintes, nous expliquons comment diffe´rents protocoles
MAC ont e´te´ propose´s pour prendre en conside´ration les limitations des re´seaux de capteurs.
1.1 Contraintes et spe´cificite´s des re´seaux de capteurs sans fil
La contrainte la plus forte des re´seaux de capteurs sans fil est la limitation en ressources, que ce soit en
terme de capacite´ de calcul, d’espace me´moire ou de ressources e´nerge´tiques. Cette contrainte est souvent
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peu dominante voire ignore´e par les protocoles MAC sans fil traditionnels qui essaient d’augmenter le
de´bit, de minimiser la latence et d’eˆtre robuste par rapport a` la mobilite´.
Le moyen le plus efficace pour prolonger la vie d’un nœud capteur est de le mettre en mode sommeil
le plus souvent possible. Cependant, un nœud en mode sommeil est un nœud inactif qui ne peut ni
communiquer ni assurer son roˆle dans le re´seau. Cela induit des effets ne´gatifs sur les performances du
re´seau. L’enjeu est donc de trouver un compromis entre la dure´e de vie d’un re´seau et ses performances.
Nous de´finissons la dure´e de vie du re´seau en conside´rant le temps pendant lequel ce re´seau satisfait aux
exigences des applications en terme de qualite´ de service. On appelle cycle d’activite´ d’un nœud ou d’un
re´seau le rapport entre le temps passe´ en mode actif et le temps passe´ en mode sommeil.
Le cycle d’activite´ d’un re´seau est fortement lie´ a` l’application et a` ses besoins en terme de de´lai, de
latence et de re´activite´. En ge´ne´ral, les re´seaux de capteurs sans fil sont conc¸us pour des applications
qui diffe`rent de celles des re´seaux sans fil traditionnels. Les applications des re´seaux de capteurs sont
typiquement le monitoring, la surveillance et la trac¸abilite´. Les caracte´ristiques du trafic ge´ne´re´ par
chaque application diffe`rent largement surtout en terme de quantite´ et de fre´quence.
Les re´seaux de capteurs sans fil partagent avec les re´seaux sans fil traditionnels les proble´matiques lie´s
a` l’aspect multi-sauts des re´seaux sans fil ad hoc (comme le proble`me du terminal cache´ et du terminal
expose´ [12], les collisions, le partage du me´dium sans fil, etc). A` noter que le proble`me essentiel dans
les re´seaux ad hoc est la mobilite´, alors que dans les re´seaux de capteurs le degre´ de mobilite´ est lie´ a`
l’application.
Le challenge est de pouvoir trouver des solutions a` ces proble`mes tout en respectant les besoins et
les contraintes des re´seaux de capteurs sans fil et en gardant toujours des performances re´seaux globales
satisfaisantes pour le type d’applications vise´es.
La limitation en capacite´ de calcul et en espace me´moire limite les fonctionnalite´s qu’un proto-
cole MAC peut fournir. Souvent les protocoles MAC propose´s sous-estiment le temps et la quantite´ de
me´moire ne´cessaires pour exe´cuter leurs algorithmes. Un protocole MAC complexe qui s’adapte aux
changements des conditions du re´seau peut optimiser la consommation e´nerge´tique mais risque de ne pas
eˆtre imple´mentable avec les capacite´s faibles des microcontroˆleurs utilise´s dans la fabrication des nœuds
capteurs. A` noter que le protocole MAC partage les ressources de calcul et de me´moire avec les autres
protocoles de la pile re´seau.
La nature des applications des re´seaux de capteurs exige non seulement la prise en compte de
l’e´conomie d’e´nergie, mais aussi le respect d’une qualite´ de service en terme de fonctionnement temps
re´el. Les donne´es ge´ne´re´es par les capteurs doivent eˆtre achemine´es vers leur destination (le plus souvent
une station de controˆle), pour eˆtre traite´es et analyse´es selon certaines contraintes temporelles. L’en-
vironnement du de´ploiement d’un re´seau de capteurs demande une capacite´ d’auto-configuration pour
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assurer une facilite´ de mise en place surtout pour des topologies de quelques centaines de nœuds.
Par la suite nous allons de´tailler le roˆle de la couche MAC et son effet sur chacune des contraintes
identifie´es.
1.1.1 E´conomie d’e´nergie
Les sources de consommation d’e´nergie sur un nœud capteur sont le module radio, le microprocesseur
et le capteur. La communication radio est souvent la plus consommatrice parmi les trois. La consom-
mation d’un capteur varie dans une tre`s large plage selon son type. Un capteur consommant beaucoup
d’e´nergie est souvent alimente´ par sa propre source e´nerge´tique. Nous conside´rons ici que la couche MAC
est concerne´e uniquement par l’utilisation du module radio et du microprocesseur.
Dans un re´seau de capteurs, la porte´e est de l’ordre d’une dizaine de me`tres dans un milieu clos
avec une puissance d’e´mission de 0 dBm (1 mW ). Avec ce niveau de puissance d’e´mission, l’e´nergie
consomme´e pour la re´ception et celle consomme´e pour l’e´mission sont quasiment e´gales. Le tableau 2.1
montre un exemple d’e´nergie consomme´e pour chaque e´tat du module radio d’une carte B2400ZB-tiny
[13].
E´tat E´nergie
consomme´e
E´mission 26 mA
Re´ception ou
e´coute
29 mA
Veille 15 µA
Sommeil 3 µA
Tab. 2.1 – E´nergie consomme´e par e´tat par le composant radio d’une carte B2400ZB-tiny.
Un protocole MAC e´conome en e´nergie essaie d’utiliser le moins souvent possible le module radio. Les
modules radio peuvent avoir plusieurs niveaux de consommation quand ils ne sont pas en mode e´mission
ou re´ception, moins le nœud consomme moins il est re´actif, c’est pour cela que les diffe´rents e´tats de
sommeil existent pour assurer une flexibilite´ selon le degre´ de re´activite´ demande´ par la couche MAC.
L’utilisation inutile du module provient de 5 sources essentielles : le Overhearing, les collisions, le Idle
listening, les envois infructueux et les messages de controˆle.
Overhearing L’overhearing est la re´ception par un nœud d’une trame qui ne lui est pas destine´e.
L’e´nergie consomme´e pour la re´ception et le traitement des donne´es de cette trame est perdue et sans
aucun inte´reˆt.
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Collisions Les collisions sont a` la fois une source de de´gradation des performances du re´seau et de
perte d’e´nergie. Les pertes de trames a` cause des collisions forcent les nœuds a` retransmettre le meˆme
paquet plusieurs fois et donc a` rester actif pour le re´pe´ter et ve´rifier qu’il est bien rec¸u par la destination.
A` noter que les retransmissions ne se font que pour les trames envoye´es en mode unicast (a` un seul
destinataire) et avec une demande d’acquittement.
Idle listening C’est l’attente d’une trame par le module radio. Cela arrive quand il a e´te´ demande´
a` un nœud d’eˆtre e´veille´ mais qu’il ne rec¸oit aucune trame et n’en transmet aucune non plus. Meˆme si
le nœud ne transmet pas et ne rec¸oit pas, le fait que son module radio soit active´ et preˆt pour recevoir
consomme autant d’e´nergie que pour la re´ception.
Envois infructueux Cela arrive quand un nœud essaie de communiquer avec un autre nœud qui n’est
plus accessible parce qu’il est en mode sommeil par exemple (ou hors de porte´e). Le nœud e´metteur
est en attente d’un acquittement, et il retransmet donc la meˆme trame plusieurs fois. Il consomme de
l’e´nergie en le faisant du fait qu’il soit reste´ en mode transmission et en mode re´ception pour l’e´ventuel
acquittement.
Overhead L’Overhead constitue les messages de controˆle et tout bit utilise´ pour encapsuler des donne´es
utiles a` l’application. Cet Overhead ge´ne´re´ par la couche MAC, a pour but d’assurer le bon fonctionne-
ment de la me´thode d’acce`s mais cela amplifie les 4 sources de consommation a` contre-temps.
1.1.2 De´terminisme
L’aspect de´terminisme est une autre caracte´ristique essentielle lie´e aux contraintes applicatives. As-
surer un fonctionnement de´terministe dans un re´seau de capteurs sans fil consiste a` pouvoir acheminer
un paquet de donne´es d’une source vers une destination finale, dans un de´lai borne´ avec une certaine
probabilite´ de re´ussite (99 % par exemple). Pour ce faire, la couche MAC doit garantir un de´lai de´termine´
pour acce´der au me´dium sans risque de collision.
Les protocoles MAC base´s sur CSMA/CA (Carrier Sense Multiple Access with Collision Avoidance)
ne garantissent ni un de´lai borne´ d’acce`s au me´dium, ni une transmission sans collision et par conse´quence
n’offrent pas un de´lai borne´ de bout en bout de`s que la charge du re´seau augmente. En revanche, les
protocoles MAC base´s sur TDMA (Time Division Multiple Access) , avec un bon dimensionnement
des intervalles de temps alloue´s selon le trafic ge´ne´re´ et son orientation, peuvent assurer d’une manie`re
de´terministe un de´lai borne´ de bout en bout dans une topologie multi-sauts. Plus de de´tails seront donne´s
en 1.2.
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1.1.3 Auto-configuration
La nature des applications, notamment les applications militaires, des re´seaux de capteurs sans fil peut
ne´cessiter une cre´ation de re´seau dynamique. Cela induit que la couche MAC doit supporter des topologies
larges, denses et dynamiques. L’aspect dynamique provient de la mobilite´, la de´faillance occasionnelle de
certains nœuds, de l’ajout de nœuds ou des changements de conditions de propagation.
1.2 Exemples de protocoles MAC pour les re´seaux de capteurs sans fil
Un protocole MAC pour les re´seaux de capteurs sans fil doit trouver le bon compromis entre l’e´conomie
d’e´nergie, l’aspect temps re´el et l’auto-configuration. Dans cette partie, nous pre´sentons quelques proto-
coles MAC propose´s pour les re´seaux de capteurs sans fil pre´sente´s selon leur type. Nous avons identifie´
trois types : les protocoles base´s sur un se´quencement temporel, les protocoles base´s sur un e´vitement
de collision probabiliste et les protocoles hybrides. Nous de´crivons en re´sume´ quelques protocoles MAC
repre´sentatifs de chacun de ces types. A` noter que ces protocoles sont les plus e´tudie´s dans la litte´rature
et non pas force´ment les plus performants : il s’agit de protocoles de base et parfois sujets a` optimisation.
1.2.1 Protocoles base´s sur un se´quencement temporel
Les protocoles MAC appliquant un se´quencement temporel de´coupent le temps en slots, chaque slot
de temps est alloue´ (localement) a` un seul nœud pour lui garantir l’acce`s au canal afin qu’il puisse
transmettre ses donne´es. La me´thode TDMA est un exemple de me´thode de se´quencement temporel
dans les re´seaux sans fil.
Ces protocoles sont ge´ne´ralement e´conomes en e´nergie car ils e´vitent les collisions, ils limitent le idle
listening et le overhearing, et mettent les nœuds en mode sommeil durant les slots de temps re´serve´s aux
autres nœuds. De plus, ils garantissent un de´lai borne´ de bout-en-bout si un algorithme d’allocation prend
en compte les caracte´ristiques du trafic. En revanche, l’aspect centralise´ et le besoin d’une synchronisation
rendent ce type de protocoles rigide et non-adapte´ pour les topologies dynamiques et mobiles.
Par la suite, nous de´crivons brie`vement les protocoles TRAMA, FLAMA et LEACH.
TRAMA TRAMA (TRaffic-Adaptive Medium Access control) [14] divise le temps en slots de temps
et se base sur le trafic annonce´ par les nœuds pour de´signer les e´metteurs et les re´cepteurs pour chaque
slot de temps. Pour ce faire, TRAMA applique trois me´canismes :
– un protocole de voisinage appele´ NP (Neighbor Protocol) pour e´changer la liste des voisins a` un
saut entre les nœuds, ce qui permet d’e´tablir une connaissance des voisins a` deux sauts,
– un protocole d’e´change de calendriers appele´ SEP (Schedule Exchange Protocol) ou` chaque nœud
annonce ce qu’il a comme trafic a` envoyer en pre´cisant les re´cepteurs concerne´s,
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– un protocole d’e´lection adaptative AEA (Adaptative Election Algorithm) 1 qui choisit les e´metteurs
et les re´cepteurs pour un slot de temps donne´ en fonction des informations collecte´es par NP et
SEP.
TRAMA de´coupe le temps en alternant des intervalles de temps a` acce`s planifie´ et des intervalles de
temps a` acce`s ale´atoire. Chaque intervalle est constitue´ de slots de temps. TRAMA commence par des
intervalles a` acce`s ale´atoire pour permettre au re´seau de s’e´tablir. Les e´changes pour la de´couverte de
voisinage du protocole NP sont effectue´s durant les intervalles a` acce`s ale´atoire. Ces intervalles servent
aussi pour permettre aux nouveaux nœuds de rejoindre le re´seau. L’envoi de trames de donne´es se fait
durant les intervalles a` acce`s planifie´. La figure 2.1 montre comment TRAMA alterne les deux types
d’intervalles de temps.
 
 
 
 
 
 
 







 
 
 
 
 
 
 







 
 


Acce`s planifie´ Acce`s ale´atoire
Basculement entre actif/inactif
Fig. 2.1 – De´coupage temporel de TRAMA pour un nœud du re´seau.
Pour re´aliser son de´coupage temporel, TRAMA a besoin que chaque nœud diffuse son calendrier de
trafic et fasse une de´couverte de voisinage a` deux sauts.
TRAMA se pre´sente comme le premier protocole a` introduire l’aspect e´conomie d’e´nergie dans son
me´canisme de de´coupage temporel en mettant en mode sommeil les nœuds non concerne´s par une trans-
mission ou une re´ception durant un slot de temps donne´. TRAMA ame´liore ainsi le de´bit utile en e´vitant
les collisions des trames de donne´es. En revanche, le de´coupage temporel se´quentiel induit un de´lai e´leve´
compare´ aux protocoles a` acce`s ale´atoire. La de´couverte de voisinage se fait en acce`s ale´atoire et ge´ne`re
par conse´quence des collisions, de plus elle ne´cessite l’e´change de trames de taille relativement grande
par rapport a` la taille des donne´es applicatives dans les re´seaux de capteurs.
FLAMA FLAMA (FLow-Aware Medium Access) [15] est propose´ comme une ame´lioration de TRAMA.
Comme TRAMA, FLAMA divise le temps selon deux modes d’activite´ : intervalles de temps a` acce`s
planifie´ et intervalles de temps a` acce`s ale´atoire. FLAMA a aussi besoin de connaˆıtre le voisinage d’un
nœud a` deux sauts et des informations concernant le flux de donne´es des voisins a` un saut.
En revanche, FLAMA ne diffuse pas de calendriers de trafic durant les intervalles de temps a` acce`s
planifie´ mais e´change durant les intervalles de temps a` acce`s ale´atoire des informations par rapport aux
flux de donne´es lie´s a` l’application. En outre, FLAMA e´tablit une synchronisation globale du re´seau base´
1Pour plus de de´tails concernant l’agorithme AEA, se re´fe´rer a` [14]
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sur l’estampillage des trames et une topologie arborescente pour le relais de donne´es.
Pour de´terminer les e´metteurs et les re´cepteurs concerne´s par chaque slot de temps lors de l’intervalle
a` acce`s planifie´, FLAMA applique un algorithme plus simple que celui utilise´ dans TRAMA 2. Comme
TRAMA, FLAMA assure des transmissions sans collision en ne permettant qu’a` un seul nœud d’e´mettre
dans un voisinage a` deux sauts.
Acce`s planifie´ Acce`s ale´atoire
Fig. 2.2 – De´coupage temporel de FLAMA.
FLAMA est plus performant que TRAMA en terme d’e´conomie d’e´nergie et de perte de trames. De
plus, FLAMA ame´liore le de´lai de bout en bout par rapport a` TRAMA graˆce a` l’exploitation des routes
de´finies a` partir d’un arbre pour le cheminement multi-sauts. En revanche, FLAMA surcharge le re´seau
par des e´changes pour connaˆıtre le flux de l’application et e´tablir une synchronisation globale du re´seau
de proche en proche.
E-MAC, L-MAC et AI-LMAC E-MAC (Event MAC) [16] de´coupe le temps en slots, chaque slot est
lui-meˆme de´coupe´ en trois parties respectivement pre´vues pour accueillir les requeˆtes de communication,
le trafic de controˆle et le trafic de donne´es. E-MAC de´finit trois types de nœuds : les nœuds actifs
posse´dant un slot, les nœuds passifs ne posse´dant pas de slot et ne transmettant qu’apre`s avoir fait une
requeˆte pour utiliser le slot d’un voisin durant la partie de´die´e aux requeˆtes de communication du slot
du voisin, et les nœuds dormants qui dorment la plupart du temps et choisissent un mode passif ou actif
quand ils se re´veillent. Chaque nœud diffuse une information concernant les slots utilise´s par ses voisins
durant la partie trafic de controˆle de son slot. Les nœuds doivent tous se re´veiller durant la partie trafic
de controˆle des slots de leurs voisins.
L’allocation des slots commence par une station de base qui choisit un slot et annonce ce choix par
une diffusion. Ensuite, ses voisins choisissent ale´atoirement un slot. En cas de choix d’un meˆme slot, les
nœuds signalent ce fait durant la partie trafic de controˆle. Les slots sont re´utilise´s a` partir de trois sauts.
L-MAC (Lightweight-MAC) [17] adopte le meˆme me´canisme d’allocation de slots et de de´coupage
temporel que E-MAC. En revanche, L-MAC force tous les nœuds a` avoir au moins un slot. Ainsi, la
partie requeˆte de communication du slot n’est plus pre´sente dans L-MAC et un slot est fractionne´ en 2
parties seulement.
AI-LMAC (Adaptive, Information-centric and Lightweight MAC) [18] est une ame´lioration de L-MAC
2Pour plus de de´tails concernant cet algorithme, se re´fe´rer a` [15]
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qui prend en compte les conditions du trafic applicatif et offre la possibilite´ aux nœuds d’avoir plusieurs
slots. AI-LMAC regroupe les nœuds avec des relations pe`re-fils. Le pe`re surveille les conditions de trafic
de ses fils et demande a` ses fils de s’allouer plus de slots ou de se de´sallouer des slots selon leur charge.
La figure 2.3 montre le de´coupage temporel en slots des trois protocoles.
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Fig. 2.3 – De´coupage temporel de E-MAC, L-MAC et AI-MAC.
Le me´canisme d’allocation de slots peut prendre beaucoup de temps a` cause des conflits d’allocation
pour servir tous les nœuds du re´seau. Dans AI-LMAC, l’overhead ge´ne´re´ pour maintenir une mise a` jour
des informations concernant les conditions de trafic est critique en terme d’utilisation me´moire, d’e´change
de trames de controˆle, de consommation e´nerge´tique et de temps de calcul.
1.2.2 Protocoles base´s sur la contention
Dans ce type de protocoles MAC, les nœuds acce`dent au me´dium durant le meˆme intervalle de
temps en utilisant un algorithme de la famille CSMA/CA, chacune de ses variantes essayant d’e´viter les
collisions.
Le point fort de ce type de protocoles est sans doute l’extensibilite´ et le passage a` l’e´chelle. En
revanche, ces protocoles n’offrent pas de de´lai borne´ du fait qu’ils ne garantissent pas l’acce`s au me´dium
de`s que la charge du re´seau augmente.
Nous allons commencer cette partie en de´crivant brie`vement l’algorithme de CSMA/CA de la norme
IEEE 802.11 en mode DCF, sur lequel est base´e la plupart des protocoles qui exploitent de diffe´rentes
fac¸ons une pe´riode de contention, ce que nous allons de´crire par la suite.
CSMA/CA de la norme IEEE 802.11 CSMA/CA est une me´thode d’acce`s de la meˆme famille
que CSMA/CD (Carrier Sense Multiple Access with Collision Detection) [19] puisqu’elle impose a` un
e´metteur de s’assurer que le canal est libre avant d’e´mettre. Dans CSMA/CA, les collisions ne peuvent
pas eˆtre de´tecte´es comme dans le CSMA/CD, un nœud essaie d’e´viter les collisions (sans vraiment les
e´viter a` 100 %). Ceci a` cause de l’effet d’aveuglement du me´dium sans fil (Near Far Effect) qui empeˆche
une entite´ de recevoir quand elle est en train d’e´mettre.
Deux modes de fonctionnement existent dans la norme IEEE 802.11 [20] [21] : le mode infrastructure
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ou` les entite´s communiquent via un nœud central appele´ point d’acce`s, et le mode ad hoc ou` les nœuds
peuvent communiquer entre eux, quand la topologie le permet, sans passer par un point d’acce`s. Il
existe aussi deux techniques d’acce`s au canal : le mode DCF (Distributed Coordination Function) ou` le
CSMA/CA est employe´, utilise´ dans les architectures de type ad hoc et infrastructure, et le mode PCF
(Point Coordination Function) utilise´ uniquement dans les architectures de type infrastructure ou` l’acce`s
au canal est organise´ selon une structure temporelle appele´e supertrame et de´limite´e par des beacons.
Nous nous inte´ressons uniquement au mode DCF et par la suite, nous allons de´crire brie`vement comment
la scrutation du canal se fait avant d’acce´der au canal et expliquer le proble`me du terminal cache´ et le
terminal expose´ dans ce mode.
Clear Channel Assessment Un nœud qui souhaite envoyer une trame doit s’assurer que le canal
est logiquement libre dans son environnement ge´ographique, pour cela il effectue un CCA. On appelle
CCA (Clear Channel Assessment) le test effectue´ pour de´tecter si le canal est libre ou occupe´. Le canal
est conside´re´ occupe´ quand la puissance de´tecte´e est supe´rieure a` un certain seuil. Ce seuil est appele´
le seuil de de´tection de porteuse ou seuil d’interfe´rence. Il existe un autre seuil, le seuil de re´ception,
qui de´finit la porte´e d’une station. Celui-ci correspond au niveau de puissance au dessous duquel la
trame n’est plus de´codable par le re´cepteur. Ce seuil de´pend essentiellement du de´bit de transmission.
En diminuant le de´bit, le seuil de re´ception diminue et le signal est de´codable de plus loin. Dans le cas
de 802.11, avec un de´bit de 11 Mbits/s ce seuil est e´gal a` -82 dBm 3. En revanche, le seuil d’interfe´rence
est inde´pendant du de´bit et est e´gal a` -95 dBm.
La zone comprise entre ces deux seuils est appele´e zone d’interfe´rence4. La figure 2.4 montre les deux
seuils et diffe´rents cas de re´ception selon la position du re´cepteur par rapport a` l’e´metteur.
A
B
C
D
-82 dBm
-95 dBm
Zone d’interfe´rence
Porte´e
Seuil de re´ception
Seuil de de´tection de porteuse
Fig. 2.4 – Porte´e et zone d’interfe´rence.
3Dans le cas de ZigBee avec un de´bit de 250 Kbits/s ce seuil est e´gale a` -92 dBm
4Nous avons effectue´ des mesures que nous pre´sentons dans l’annexe A pour identifier cette zone.
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Dans la figure 2.4, le nœud B rec¸oit tre`s bien les signaux envoye´s par le nœud A. Le nœud C ne peut
pas de´coder les signaux de A. De plus, le nœud C est geˆne´ par les signaux du nœud A qui l’empeˆchent
d’acce´der au me´dium. Le nœud D ne de´tecte aucun signal significatif indiquant que A est en train
d’e´mettre.
Acce`s au me´dium Si le canal est de´tecte´ libre, suite a` un CCA, pour une dure´e DIFS (DCF
InterFrame Spacing) le nœud acce`de au canal. Sinon, le nœud tire un nombre ale´atoire de slots de temps
dit backoff. Ensuite, le nœud de´cre´mente ce backoff pour chaque slot de temps pendant lequel le nœud
de´tecte que le canal est libre et e´met sa trame quand le compteur de backoff expire. Le nœud suspend
la de´cre´mentation quand il de´tecte une activite´ avant que le compteur de backoff expire et reprend la
de´cre´mentation quand le canal devient libre pour une dure´e DIFS.
Quand le nœud re´cepteur rec¸oit correctement la trame il re´pond par une trame d’acquittement apre`s
avoir respecte´ une dure´e SIFS (Short InterFrame Spacing) .
Terminal cache´ et terminal expose´ le CSMA/CA est efficace pour e´viter les collisions a` un
saut, mais il ne re´sout pas le proble`me a` plusieurs sauts. Deux cas de figure se posent pour lesquels le
CSMA/CA n’est pas fonctionnel et cause une forte de´gradation des performances : le terminal cache´ et
le terminal expose´. La figure 2.5 montre un sce´nario du cas du terminal cache´. Le nœud C est hors la
zone d’interfe´rence de A et ne peut pas de´tecter l’activite´ de A. Quand C effectue son CCA pour envoyer
un message a` B, il trouve le me´dium libre alors que A est en train de communiquer avec B. Le nœud A
est alors un terminal cache´ par rapport a` C. La figure 2.6 montre une situation de terminal expose´. Le
nœud B veut communiquer avec C mais ne le fait pas car il de´tecte que le me´dium est occupe´ a` cause
de la communication de A vers D. B n’a pas pu effectuer son envoi alors que C e´tait preˆt a` recevoir sans
risque de collision. Dans ce cas, B est le terminal expose´ aux transmissions de A.
A B C
Fig. 2.5 – A et C envoient simultane´ment deux messages a` B et ge´ne`rent un risque de collision en B.
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A B CD
Fig. 2.6 – A communique avec D. B veut communiquer avec C mais ne le fait pas parce que A occupe
le me´dium, alors que si B communique avec C aucune collision n’aura lieu.
Pour reme´dier au proble`me du terminal cache´, la norme 802.11 utilise le me´canisme du RTS/CTS
(Request To Send/Clear To Send) . Dans le cas de la figure 2.5, quand C trouve le me´dium libre, avant
d’envoyer les trames de donne´es, il envoie une trame RTS a` B et attend la re´ception de CTS provenant
de B. De cette fac¸on si B ne re´pond pas par un CTS, C n’envoie pas ses trames de donne´es. L’e´coute
des messages RTS/CTS qui servent a` re´server localement le canal en indiquant la longueur de la trame
a` venir permet de re´duire les risques de collision.
S-MAC, T-MAC et D-MAC S-MAC [22] (Sensor-MAC) est conc¸u pour assurer une me´thode d’acce`s
e´conome en e´nergie pour les re´seaux de capteurs sans fil. Pour ce faire, les nœuds se mettent en mode
sommeil pendant une certaine dure´e et se re´veillent pour e´couter le me´dium pendant une autre dure´e.
Les nœuds e´changent leur calendrier de pe´riodes d’e´coute en le diffusant a` leurs voisins a` un saut.
Ainsi, chaque nœud connaˆıt le calendrier de ses voisins et sait quand il faut se re´veiller pour communiquer
avec un nœud a` sa porte´e. Plusieurs nœuds peuvent avoir le meˆme intervalle de temps comme pe´riode
d’e´coute. Les nœuds acce`dent au me´dium en utilisant le CSMA/CA de IEEE 802.11 avec le me´canisme
RTS/CTS. En outre, un champ supple´mentaire est ajoute´ a` tous les messages (y compris les messages
RTS/CTS et les acquittements) indiquant la dure´e de l’e´change, ce qui permet aux nœuds non concerne´s
de dormir pendant cette dure´e.
Pour maintenir une synchronisation des horloges, les nœuds e´metteurs envoient des messages de
synchronisation SYNC au de´but de la pe´riode d’e´coute de leurs voisins.
Dans [23], les auteurs ame´liorent le fonctionnement de S-MAC en minimisant le de´lai de bout-en-
bout. Pour ce faire, ils obligent les nœuds, apre`s avoir rec¸u un RTS ou un CTS qui ne les concerne pas,
a` se re´veiller pour une courte dure´e apre`s la fin de la transmission pour ve´rifier s’ils sont la prochaine
destination et recevoir la trame si c’est le cas.
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La figure 2.7 montre le se´quencement des pe´riodes d’e´coute et de sommeil des nœuds avec le de´coupage
en deux parties de la pe´riode d’e´coute. Les e´metteurs B et C, qui souhaitent communiquer avec le
re´cepteur A, connaissent la pe´riode d’e´coute de A graˆce aux messages SYNC envoye´s par A.
SYNC
SYNC
RTS
RTS
Re´cepteur A
E´metteur B
E´metteur C
sommeile´coute
SYNC
e´coute
SYNCe´coute RTS e´coute RTS
envoi de donne´es
si CTS rec¸u
envoi de donne´es
si CTS rec¸u
Fig. 2.7 – Se´quencement des pe´riodes d’e´coute et de sommeil dans S-MAC.
S-MAC apporte une ame´lioration par rapport au CSMA/CA de la norme 802.11 en terme d’e´conomie
d’e´nergie. Cependant, les messages de synchronisation et les messages RTS/CTS ge´ne`rent une surcharge
du re´seau d’autant plus grande que la longueur des messages de donne´es e´change´s dans les re´seaux de
capteurs est relativement courte.
T-MAC [24] (Timeout-MAC) propose de mettre un nœud en mode sommeil apre`s un temps TA durant
lequel le nœud n’a rec¸u aucun message. Ainsi, T-MAC re´duit l’idle listening par rapport a` S-MAC. La
figure 2.8 montre le mode de fonctionnement de T-MAC par rapport a` celui de S-MAC pour un meˆme
nœud.
S-MAC
T-MAC sommeilsommeil
sommeilsommeil
TA TATA
Fig. 2.8 – Se´quencement des pe´riodes d’e´coute et de sommeil de T-MAC et de S-MAC.
Avec cette approche, T-MAC fait dormir un nœud sans s’eˆtre assure´ que ses voisins n’ont plus de
donne´es a` lui envoyer. En effet, les donne´es a` envoyer du voisin ont pu eˆtre retarde´es a` cause d’un e´chec
d’acce`s au canal. Ce proble`me est appele´ le sommeil pre´mature´ dans [24]. T-MAC propose d’envoyer un
FRTS (Future Request To Send) apre`s la re´ception d’un CTS. Ce FRTS informe la destination qu’elle
ne doit pas dormir apre`s TA. Pour e´viter une collision entre les donne´es et le FRTS, le nœud qui devait
envoyer apre`s le CTS reporte sa transmission pour la dure´e d’envoi d’un FRTS. Une autre solution est
de prendre l’initiative en transmettant un RTS a` la re´ception d’un RTS. Au lieu de re´pondre par un
CTS, le nœud peut de´cider d’envoyer un RTS pour e´viter que le destinataire des messages de ce nœud
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dorme au bout de TA (pour plus de de´tail sur ces me´canismes se re´fe´rer a` [24].
Dans [24], il est montre´ que T-MAC re´duit la consommation e´nerge´tique jusqu’a` 96% sous faible
charge par rapport a` CSMA/CA de 802.11, et que T-MAC consomme autant que S-MAC sous forte
charge. En revanche, T-MAC ge´ne`re plus de trafic de controˆle que S-MAC.
Dans S-MAC et T-MAC, les nœuds choisissent leur pe´riode de re´veil soit ale´atoirement, soit de
manie`re a` ce qu’elle co¨ıncide avec celle d’un voisin. Cela induit des retards sur le de´lai de bout-en-bout.
D-MAC [25] (Data gathering MAC) propose un se´quencement des pe´riodes d’activite´ qui favorise
la collecte d’informations dans une topologie arborescente. Les nœuds de meˆme niveau se re´veillent en
meˆme temps. Les fils d’un nœud acce`dent au me´dium en meˆme temps en utilisant des de´lais (appele´s
backoff ) ale´atoires pour e´viter les collisions syste´matiques. De ce fait, D-MAC sous-estime la probabilite´
de collisions en supposant que les nœuds fils peuvent se de´tecter. D-MAC suppose aussi que la dure´e
ne´cessaire pour envoyer le trafic cumule´ dans les nœuds les plus proches de la racine reste infe´rieure a` la
dure´e du cycle d’activite´.
LPL : B-MAC, WiseMAC, B-MAC+, X-MAC et DW-LPL Le LPL (Low Power Listening)
est l’une des premie`res approches pour re´duire l’idle listening en introduisant une pe´riode d’inactivite´
au niveau de la couche physique. L’ide´e est de pe´naliser les e´metteurs en envoyant un pre´ambule long
pour e´conomiser l’e´nergie des re´cepteurs. Les re´cepteurs activent leur module radio pe´riodiquement pour
de´tecter la pre´sence d’un pre´ambule. La dure´e de transmission du pre´ambule doit eˆtre de la meˆme
longueur que l’intervalle entre deux re´veils d’un re´cepteur. La figure 2.9 montre comment le nœud B
s’active de temps en temps et de´tecte un pre´ambule envoye´ par A. LPL est un me´canisme qui peut eˆtre
ajoute´ a` la plupart des protocoles MAC.
B
A
Re´veil pe´riodique
Pre´ambule Envoi de donne´es
Re´ception
du pre´ambule
Re´ception des donne´es
Fig. 2.9 – LPL : L’e´metteur utilise un long pre´ambule pour permettre au re´cepteur d’activer son module
radio seulement de temps en temps.
L’un des premiers protocoles MAC pour les re´seaux de capteurs sans fil base´s sur cette technique
est B-MAC (Berkeley-MAC) [26]. Dans [27], des re´sultats de simulation ont permis de constater que la
technique du LPL re´duit l’idle listening et ame´liore les performances en terme d’e´conomie d’e´nergie de
S-MAC et T-MAC.
WiseMAC [28] a e´te´ propose´ pour re´duire la longueur du pre´ambule en fonction des pe´riodes de re´veil
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des re´cepteurs voisins. De cette fac¸on, WiseMAC re´duit l’overhead du long pre´ambule et l’overhearing
engendre´ par ce pre´ambule, e´tant donne´ que tous les nœuds doivent rester e´veille´s a` la re´ception d’un
pre´ambule pour attendre la trame de donne´es, afin de savoir s’ils sont destinataires du message ou non.
B-MAC+ [29] ame´liore B-MAC en remplac¸ant le long pre´ambule par plusieurs petits messages ap-
pele´s des paquets de countdown contenant chacun l’identifiant du destinataire et le temps restant pour
commencer l’envoi des donne´es. Cela permet aux nœuds non concerne´s de se remettre en mode som-
meil en de´tectant un petit pre´ambule au lieu de rester e´veille´ pour la dure´e de la transmission du long
pre´ambule traditionnel.
X-MAC [30] de´compose lui aussi le long pre´ambule en plusieurs pre´ambules de petite taille incluant
l’identifiant du destinataire du message. Contrairement B-MAC+, le destinataire pre´vient l’e´metteur
de son e´coute avec un acquittement envoye´ entre deux pre´ambules conse´cutifs. L’e´metteur peut alors
commencer la transmission des donne´es. Cela re´duit l’overhead au niveau de l’e´metteur qui arreˆte la
transmission du pre´ambule de`s la re´ception de l’acquittement.
DW-LPL (Dual Wake-up LPL) [31] limite le proble`me de l’overhearing en employant la technique
du LPL pour les messages diffuse´s uniquement. L’envoi de messages unicast utilise une technique de
signalement par des trames spe´cifiques envoye´s par les re´cepteurs pour informer leur entourage qu’ils sont
preˆts a` recevoir des trames en unicast. Les instants et la pe´riodicite´ d’envoi des messages de signalement
sont inde´pendants d’un nœud a` l’autre. Ceci, en contre partie, ge´ne`re des collisions dues au proble`me du
terminal cache´.
1.2.3 Protocoles hybrides
Une troisie`me famille de protocoles propose de combiner les deux me´thodes : TDMA et CSMA/CA.
Ainsi, ces protocoles essaient d’avoir les avantages des deux me´thodes en alternant les deux dans le
temps ou en les combinant d’une manie`re intelligente. Dans la suite, nous allons de´crire trois protocoles
hybrides : Z-MAC, G-MAC et Funneling-MAC.
Z-MAC Z-MAC [32] (Zebra-MAC) est un protocole hybride qui alterne des pe´riodes de TDMA et
CSMA/CA selon le nombre d’entite´s en concurrence en un instant donne´. Z-MAC utilise un de´coupage
temporel base´ sur TDMA et ge`re les acce`s durant les slots avec le CSMA/CA de IEEE 802.11.
Une fois le re´seau de´ploye´, Z-MAC commence par une phase de de´couverte du voisinage a` deux sauts
suivie par une assignation de slots aux nœuds en utilisant DRAND (Distributed Randomized TDMA
Scheduling For Wireless Adhoc Networks) [33]. DRAND est un protocole distribue´ qui assure qu’un slot
de temps n’est pas assigne´ a` deux nœuds situe´s a` moins de trois sauts l’un de l’autre. La synchronisation
ne´cessaire est obtenue a` l’aide de deux protocoles utilise´s de fac¸on comple´mentaire.
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Pour acce´der au me´dium, si le nœud est le proprie´taire du slot courant, il attend un temps ale´atoire
plus petit qu’une valeur To puis effectue un CCA. Si le canal est libre, il e´met. Sinon, il attend que le
canal devienne libre et il recommence la meˆme de´marche. Si le slot actuel appartient a` un voisin a` deux
sauts et si le nœud a rec¸u une indication de forte contention d’un de ses voisins a` deux sauts, le nœud n’a
pas le droit d’utiliser ce slot. Sinon, il attend un temps ale´atoire compris entre To et Tno avant d’effectuer
un CCA.
La figure 2.10 montre le de´coupage temporel pour une topologie simpliste repre´sente´e par quatre
nœuds : A, B, C et D. Notons que D est a` 3 sauts de A. Ceci permet a` A et D de partager le meˆme
intervalle de temps.
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Fig. 2.10 – De´coupage temporel de Z-MAC. Notons l’existence d’un temps pendant lequel le me´dium
n’est pas utilise´.
Z-MAC utilise la technique LPL. Comme les nœuds peuvent e´mettre durant tous les intervalles, les
nœuds e´coutent le me´dium pe´riodiquement pour ve´rifier s’il y a des e´missions qui les concernent.
Z-MAC est plus performant que B-MAC sous forte et moyenne charge, et moins performant sous
faible charge, surtout en terme d’e´conomie d’e´nergie.
Z-MAC est fait pour optimiser l’utilisation du canal en se comportant comme CSMA/CA sous faible
charge et comme TDMA sous forte charge. Le CSMA/CA utilise´ par Z-MAC n’est pas e´conome en
e´nergie, car chaque nœud e´coute le me´dium tant qu’il est de´tecte´ occupe´. Z-MAC n’emploie pas un
me´canisme de report afin de ne pas de´border sur le slot suivant et ne garantit pas qu’un seul nœud
soit proprie´taire d’un slot. Cela est duˆ aux impre´cisions de synchronisation et aux erreurs potentielles
d’assignation de slots. Une re´utilisation de slots a` partir de deux sauts ge´ne`re des collisions a` cause des
acquittements de niveau MAC.
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G-MAC G-MAC (Gateway MAC) [34] organise les e´changes a` l’inte´rieur d’un cluster. Dans ce do-
maine, un cluster est un ensemble de nœuds ge´re´ par une station appele´e passerelle. G-MAC de´coupe le
temps en deux pe´riodes : une pe´riode de collecte ou` les e´changes se font en CSMA/CA, et une pe´riode
de distribution ou` les e´changes se font en TDMA.
Durant la pe´riode de collecte, les nœuds envoient a` leur passerelle deux types de trafic : les requeˆtes
FRTS (Future Request To Send) pour re´server un slot de temps dans la pe´riode de distribution pour
e´changer avec d’autres nœuds appartenant au meˆme cluster, et le trafic inter-cluster destine´ aux nœuds
appartenant a` des clusters diffe´rents. Durant un slot, les e´changes se font selon le se´quencement RTS-
CTS-donne´es-acquittement. La pe´riode de distribution commence par une diffusion d’un message GTIM
(Gateway Traffic Indication Message) qui contient les indications temporelles des deux pe´riodes suivantes
ainsi que le se´quencement des e´changes entre les nœuds du cluster qui ont re´ussi a` envoyer une requeˆte
FRTS.
Pendant la pe´riode de collecte et pendant les slots non re´serve´s de la pe´riode de distribution la
passerelle e´change les donne´es inter-cluster avec d’autres passerelles une fois la collecte termine´e.
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Fig. 2.11 – De´coupage temporel de G-MAC.
Dans [35], les auteurs comparent G-MAC a` 802.11, B-MAC, S-MAC et T-MAC. Ils montrent que
G-MAC double la dure´e de vie du re´seau dans le pire des scenarii. En revanche, dans cette e´valuation
la taille du re´seau est limite´e a` la taille d’un cluster et donc a` la porte´e de la passerelle, mais suppose
en meˆme temps l’existence de plusieurs clusters et le fait que les passerelles e´changent entre elles les
messages inter-cluster. Ne´anmoins, si les clusters sont a` porte´e les uns des autres cela ge´ne`re des conflits
de re´servation des slots TDMA dans la pe´riode de distribution.
Funneling-MAC Funneling-MAC [36] est un protocole MAC qui prend en compte le goulot d’e´trangle-
ment dont souffrent la plupart des applications des re´seaux de capteurs. Ce phe´nome`ne survient quand
une station du re´seau joue le roˆle d’un puits de donne´es vers lequel un ensemble de capteurs dirige son
trafic. Cela est repre´sente´ sur la figure 2.12 sur laquelle est identifie´e une zone a` forte charge.
Funneling-MAC adopte une me´thode d’acce`s en CSMA/CA dans l’ensemble du re´seau durant un
intervalle de temps suivi par un intervalle de temps durant lequel une me´thode d’acce`s en TDMA est
utilise´e pour la zone a` forte charge uniquement pour offrir plus de temps d’acce`s aux nœuds a` proximite´
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Puits
Goulot d’e´tranglement
TDMA et CSMA/CA
CSMA/CA
Zone a` forte charge
Fig. 2.12 – Gestion du goulot d’e´tranglement dans Funneling-MAC.
du puits. Ces deux intervalles de temps constituent une supertrame. Ce de´coupage est repre´sente´ sur la
figure 2.13.
La zone a` forte charge est dimensionne´e par une diffusion d’un beacon par le nœud puits. Les nœuds
qui ne rec¸oivent pas ce beacon appliquent le CSMA/CA.
SupertrameSupertrame
TDMATDMA CSMA/CACSMA/CA
B
ea
co
n
B
ea
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n
Fig. 2.13 – De´coupage temporel dans Funneling-MAC.
Le puits se base sur le chemin parcouru par les trames qu’il rec¸oit pour de´finir le se´quencement
et le dimensionnement des slots TDMA alloue´s aux nœuds de la zone a` forte charge. Seuls les nœuds
appartenant a` la zone a` forte charge mettent a` jour le chemin parcouru par une trame.
Pour e´viter que les nœuds qui se trouvent au dela` de la zone a` forte charge interfe`rent avec le
de´coupage temporel du TDMA et le beacon transmit par le nœud puits, les nœuds de la zone a` forte
charge ge´ne`rent pe´riodiquement une trame contenant les informations concernant la dure´e de la pe´riode
CSMA/CA, la dure´e de la pe´riode TDMA et le nombre de supertrames jusqu’au prochain beacon.
Funneling-MAC s’ave`re plus performant que B-MAC et Z-MAC en terme de de´bit, d’e´conomie
d’e´nergie et de nombre de paquets de controˆle. Funneling-MAC conside`re que le puits posse`de plus
de capacite´ de calcul et de ressources e´nerge´tiques que les autres nœuds du re´seau et qu’il est donc
capable d’exe´cuter les diffe´rents algorithmes du protocole.
Ge´rard Chalhoub 51 E´quipe Re´seaux et Protocoles - LIMOS
Les me´thodes d’acce`s dans les re´seaux de capteurs sans fil
1.2.4 Re´capitulatif des caracte´ristiques des protocoles pre´sente´s
Le tableau 2.2 re´capitule, d’une manie`re globale, l’apport de chacun des protocoles pre´sente´s concer-
nant les 2 besoins essentiels des applications industrielles : l’e´conomie d’e´nergie et la qualite´ de service.
Nom du
protocole
E´conomie d’e´nergie Qualite´ de service
Protocoles base´s sur TDMA
TRAMA
Un nœud e´conomise de l’e´nergie
durant les slots dans lesquels il n’est ni
e´metteur ni re´cepteur
Acce`s garanti suite a` une
re´servation en acce`s
non-garanti
FLAMA
E-MAC
L-MAC
AI-LMAC
Protocoles base´s sur CSMA/CA
S-MAC Tous les nœuds peuvent e´conomiser de
l’e´nergie
Aucune
T-MAC Ame´liore l’e´conomie d’e´nergie de S-
MAC [37]
Aucune
D-MAC E´conomise plus d’e´nergie que S-MAC
[25]
Diminue le de´lai de bout-en-bout par
rapport a` S-MAC
Protocoles base´s sur LPL
B-MAC
Ame´liorent l’e´conomie d’e´nergie des
protocoles CSMA/CA [30] [31]
Aucune
WiseMAC
B-MAC+
X-MAC
DW-LPL
Protocoles Hybrides
Z-MAC Plus e´conome sous forte charge que B-
MAC [32]
Re´duit le de´terminisme du TDMA de
base pour ame´liorer l’utilisation du ca-
nal
G-MAC Limite´e aux nœuds a` porte´e d’un nœud
central
Limite´e aux nœuds a` porte´e d’un nœud
central
Funneling-
MAC
Plus e´conome sous forte charge que Z-
MAC [36]
Limite´e aux nœuds proches d’un nœud
central
Tab. 2.2 – Re´capitulatif des protocoles e´tudie´s en terme d’e´conomie d’e´nergie et de qualite´ de service.
Nous pouvons constater qu’aucun protocole ne garantit l’e´conomie d’e´nergie et la qualite´ de service en
meˆme temps. Il y a toujours un compromis a` faire entre ces deux aspects. Un autre compromis est aussi
la complexite´ des algorithmes utilise´s pour assurer le bon fonctionnement de ces protocoles, notamment
les protocoles ayant des pe´riodes base´es sur TDMA, plus les algorithmes sont simples, moins inte´ressant
est leur rendu en terme de performances de re´seaux.
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2 La norme IEEE 802.15.4/ZigBee
La bibliographie indique diffe´rentes pistes et me´canismes inte´ressants pour les spe´cifications d’une
couche MAC adapte´e aux re´seaux de capteurs sans fil e´conomes en e´nergie et capable d’offrir une certaine
qualite´ de service. Ne´anmoins, la pe´rennite´ d’une solution est tre`s souvent consistante a` partir d’une
norme. La norme IEEE 802.15.4 [38] de´finit la couche MAC et la couche physique pour les re´seaux
personnels sans fil a` bas de´bit, aussi appele´s Low Rate Wireless Personal Area Networks en anglais (LR-
WPAN). Cette norme convient tre`s bien aux besoins des re´seaux de capteurs sans fil en terme de bas
de´bit, faible consommation e´nerge´tique et faible couˆt des entite´s du re´seau.
Deux types d’entite´s sont pre´sentes dans ce re´seau : les FFD (Full Function Device) et les RFD
(Reduced Function Device). Un FFD peut fonctionner selon trois profils diffe´rents dans le re´seau : celui
d’un coordinateur du PAN Personnal Area Network), d’un coordinateur ou d’une feuille. Un RFD en
revanche ne peut eˆtre qu’une feuille, et donc ne contient pas toutes les fonctionnalite´s pre´vues pour
la couche MAC 802.15.4. Un coordinateur peut communiquer avec toute autre entite´ du re´seau alors
qu’un RFD ne peut communiquer qu’avec un FFD. Les RFD sont pre´vus pour des roˆles applicatifs
simples comme un capteur infrarouge passif charge´ de faire une de´tection de pre´sence ou un interrupteur
commandant une source lumineuse. Un RFD est associe´ a` un seul FFD a` un instant donne´.
La norme IEEE 802.15.4 supporte deux types de topologies pre´sente´s sur la figure 2.14 : les topologies
en e´toile et les topologies pair-a`-pair. En topologie en e´toile, les stations communiquent uniquement avec
un nœud central, qui est le coordinateur du PAN et la seule entite´ a` pouvoir accepter de nouvelles
associations dans le re´seau. La taille du re´seau est limite´e a` la porte´e du coordinateur du PAN. Ce type
de topologies est typiquement utilise´ pour les applications domotiques, gestion des pe´riphe´riques, etc.
topologie en e´toile topologie en pair-a`-pair
Coordinateur du PAN
Coordinateur
Feuille
Fig. 2.14 – Exemples de topologies en e´toile et en pair-a`-pair.
Dans une topologie pair-a`-pair, nous avons toujours un coordinateur de PAN, mais tous les RFD
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sont capables de communiquer les uns avec les autres, a` condition qu’ils soient a` porte´e. Contrairement
a` la topologie en e´toile, les coordinateurs fils du coordinateur du PAN permettent a` d’autres entite´s de
s’associer au re´seau a` travers eux. Cela permet la formation d’un re´seau plus complexe et plus large
comme les re´seaux maille´s. Parmi les applications qui profitent d’une topologie pair-a`-pair, nous trou-
vons les applications de surveillance et maintenance industrielles et les applications de trac¸abilite´ et de
localisation.
La norme IEEE 802.15.4 est fortement lie´e au protocole ZigBee [39]. En effet, la ZigBee Alliance [40],
qui est une organisation internationale, a normalise´ une pile re´seau comple`te. Cette dernie`re s’appuie sur
les re´sultats d’un groupe de travail IEEE, en utilisant la norme IEEE 802.15.4 pour les couches physique
et MAC et en spe´cifiant les couches re´seau et application. La figure 2.15 repre´sente d’une manie`re
simplifie´e la pile IEEE 802.15.4/ZigBee. Chaque couche dispose de deux interfaces pour communiquer
avec la couche supe´rieure : une interface pour les e´changes des primitives de donne´es (Data Entity) et
une interface pour les e´changes des primitives de gestion (Management Entity).
IEEE 802.15.4
Protocole ZigBeeNLDE-SAP NLME-SAP
MLDE-SAP MLME-SAP
PLME-SAPPD-SAP
Couche application
APL
Couche re´seau
NET
Couche d’acce`s au me´dium
MAC
Couche physique
PHY
Fig. 2.15 – La pile IEEE 802.15.4/ZigBee.
La listes des interfaces est la suivante :
– NLDE pour Network Layer Data Entity-Service Access Point pour les e´changes de primitives de
donne´es entre la couche re´seau et la couche application,
– NLME pourNetwork Layer Management Entity pour les e´changes de primitives de controˆle entre
la couche re´seau et la couche application,
– MLDE pour MAC Layer Data Entity pour les e´changes de primitives de donne´es entre la couche
MAC et la couche re´seau,
– MLME pour MAC Layer Management Entity pour les e´changes de primitives de controˆle entre la
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couche MAC et la couche re´seau,
– PLME pour PHY Layer Management Entity pour les e´changes de primitives de controˆle entre la
couche physique et la couche MAC,
– PD pour PHY layer Data pour les e´changes de primitives de donne´es entre la couche physique et
la couche MAC.
Dans la suite de cette partie, nous de´crivons les fonctionnalite´s principales de chacune de ces quatre
couches.
2.1 Couche physique IEEE 802.15.4
La couche physique IEEE 802.15.4 est ge´ne´ralement prise en charge par le module radio. Elle offre
quatre de´bits diffe´rents. Le tableau 2.3 re´sume les de´bits propose´s selon la fre´quence et la modulation5.
Fre´quence
(MHz)
Modulation
De´bit
(kb/s)
868/868.6 BPSK 20
868/868.6 ASK 250
868/868.6 O-QPSK 100
902/928 BPSK 40
902/928 ASK 250
902/928 O-QPSK 250
2400/2483.5 O-QPSK 250
Tab. 2.3 – Le de´bit en fonction de la fre´quence et de la modulation.
Dans la bande de fre´quences des 2.4 GHz, le de´bit est donc de 250 Kb/s, il lui est associe´ un seuil
de re´ception qui va jusqu’a` −92 dBm.6
Avec les trois plages de fre´quences, la couche physique offre 27 canaux de transmission diffe´rents dont
16 sur la plage de fre´quences de 2400/2483.5 MHz se´pare´s de 5 MHz, 10 sur la plage de fre´quences
de 902/928 se´pare´s de 2 MHz et 1 canal sur la plage de fre´quences de 868/868.6 MHz. L’usage de
ces canaux de´pend de la le´gislation des pays dans lesquels des solutions conformes a` ce standard sont
utilise´es.
Parmi les fonctionnalite´s de controˆle de cette couche, nous pouvons disposer de celles qui permettent
de :
– activer et de´sactiver le module radio,
– remonter l’e´tat d’un lien a` la couche supe´rieure,
– tester l’occupation du canal en faisant un CCA,
5Ces modulations sont de´finies dans [41].
6A` noter que le de´bit utilise´ pour l’envoi des trames de donne´es par la couche physique de la norme IEEE 802.11 est de
11 Mbits/s, ce qui donne un seuil de re´ception de −82 dBm. Le seuil de de´tection de porteuse est de −95 dBm.
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– choisir le canal de transmission.
2.1.1 Activation et de´sactivation du module radio
Le module radio posse`de trois e´tats de fonctionnement : un e´tat de transmission, un e´tat de re´ception
et un e´tat de sommeil. Le temps de changement d’e´tat entre transmission et re´ception ne doit pas de´passer
les 192 µs. Cet e´tat est pilote´ par la couche MAC. Il est essentiel pour e´conomiser de l’e´nergie de mettre
le module en mode sommeil.
2.1.2 Indication de la qualite´ du lien
Le LQI (Link Quality Indication) caracte´rise la qualite´ d’un lien a` un instant donne´ suite a` une
re´ception d’une trame. Ce parame`tre est essentiel pour les protocoles des couches re´seau et application.
Par exemple, un protocole de routage peut exploiter cette indication afin d’identifier les meilleurs liens
a` utiliser dans son choix de routes.
2.1.3 Test d’occupation du me´dium ou CCA (Clear Channel Assessment)
Le CCA permet de savoir l’e´tat du canal radio. Il est essentiel pour le fonctionnement de l’algorithme
de CSMA/CA de la couche MAC. La couche physique est capable d’effectuer trois modes de CCA
diffe´rents :
– La de´tection d’un signal avec une puissance rec¸ue supe´rieure a` un certain seuil.
– La de´tection d’un signal conforme a` la modulation de la couche physique.
– La de´tection d’un signal qui re´pond aux deux conditions.
A` noter que le seuil de de´tection d’activite´ est typiquement -95 dBm.
2.1.4 Se´lection du canal
Comme la couche physique offre plusieurs canaux de transmission, il est ne´cessaire de se´lectionner un
canal pre´cis, ceci a` la demande des couches supe´rieures. Le changement de canal est aussi fait implicite-
ment par la couche physique suite a` une demande de scrutation sur l’ensemble des plages de fre´quences
chacune constituant un canal de transmission. Cette action est appele´e un scan.
2.2 Couche MAC IEEE 802.15.4
La couche MAC 802.15.4 supporte deux modes de fonctionnement selon les besoins applicatifs :
le mode suivi de beacon et le mode non suivi de beacon. En mode suivi de beacon, le coordinateur
envoie pe´riodiquement un beacon pour synchroniser l’activite´ des entite´s qui lui sont attache´es selon une
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structure de supertrame donne´e sur la figure 2.16. En mode non suivi de beacon, les beacons ne sont
utilise´s que pour la de´couverte du re´seau.
Par la suite, nous allons de´crire les fonctionnalite´s de gestion essentielles de la couche MAC 802.15.4 :
– l’acce`s au me´dium,
– les scans, la cre´ation du re´seau et l’association,
– la synchronisation avec un coordinateur,
– les e´changes de trames.
2.2.1 Acce`s au me´dium
Un coordinateur limite l’acce`s au me´dium en utilisant la diffusion de beacon de´limitant des super-
trames. La structure de la supertrame est de´finie par les deux parame`tres BI (Beacon Interval) qui de´finit
l’intervalle qui se´pare deux beacons conse´cutifs et SD (Superframe Duration) qui de´finit la dure´e de la
supertrame.
BI et SD sont calcule´s en fonction de BO (Beacon Order) et SO (Superframe Order) selon les formules
suivantes :


BI = aBaseSuperframeDuration.2BO,
SD = aBaseSuperframeDuration.2SO,
avec 0 ≤ SO ≤ BO ≤ 14, aBaseSuperframeDuration est un attribut de la couche MAC qui de´finit la
dure´e de la supertrame quand SO = 0 (15.36ms pour valeur par de´faut pour aBaseSuperframeDuration).
aBaseSuperframeDuration = aBaseSlotDuration∗aNumSuperframeSlots, avec aBaseSlotDuration
le nombre de symboles (un symbole vaut 4 bits) constituant un slot de la supertrame quand SO = 0.
aBaseSlotDuration a 60 comme valeur par de´faut. aNumSuperframeSlots est le nombre de slots qui
constituent la supertrame, il vaut 16.
La portion active de la supertrame est de´coupe´e en aNumSuperframeSlots slots de temps e´gaux et
est compose´e de trois parties : le beacon, la CAP (Contention Access Period) et la CFP (Contention
Free Period) . Durant la CAP toutes les stations sont en compe´tition pour acce´der au me´dium alors que
la CFP est constitue´e de slots de temps, appele´s GTS (Guaranteed Time Slot) alloue´s a` chaque station
pour communiquer avec le coordinateur.
Le de´but du premier slot est l’instant d’envoi du beacon. La CAP suit la fin de transmission du beacon
et la CFP, si elle est pre´sente, suit imme´diatement la fin de la CAP. Si un coordinateur ne souhaite pas
appliquer la structure de la supertrame, il initialise les valeurs de BO et de SO a` 15. Dans ce cas, nous
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nous retrouvons dans un PAN en mode non suivi de beacon.
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Fig. 2.16 – La structure de la supertrame.
La figure 2.16 montre un exemple d’une supertrame incluant un pe´riode de CAP, une pe´riode de CFP
contenant deux GTS de tailles diffe´rentes et une pe´riode d’inactivite´ (car BO = SO + 1).
L’acce`s au me´dium durant la CAP pour toute trame, sauf les acquittements et les beacons, est ge´re´
selon l’algorithme de CSMA/CA slotte´. Avant tout envoi, l’entite´ doit s’assurer de pouvoir finir la
transaction (incluant la re´ception d’un acquittement s’il est demande´) et de pouvoir attendre un IFS
(InterFrame Space)7 avant la fin de la CAP. Si ce n’est pas le cas, l’envoi est reporte´ a` la CAP de la
supertrame suivante. L’envoi de trames durant les slots re´serve´s aux GTS s’effectue sans CSMA/CA.
Algorithme de CSMA/CA slotte´ L’algorithme de CSMA/CA slotte´ est applique´ pour l’envoi d’une
trame durant la pe´riode CAP de la supertrame, sauf pour l’envoi des trames de beacon et des trames
d’acquittement. L’algorithme se base sur une unite´ de temps appele´ pe´riode de backoff, une pe´riode de
backoff est e´gale a` aUnitBackoffPeriod symboles, soit 20 symboles. La synchronisation est base´e sur un
de´coupage du temps en intervalles a` trois niveaux diffe´rents et imbrique´s : des supertrames, elle-meˆme
de´coupe´es en slots, eux-meˆme de´coupe´s en pe´riode de backoff. Les frontie`res des pe´riodes de backoff de
CSMA/CA pour chaque entite´ sont aligne´es avec les frontie`res des slots de la supertrame. Le de´but de
la premie`re pe´riode de backoff est le de´but du premier slot de la CAP (de´but de la transmission du
beacon). Toute activite´ de la couche physique doit commencer a` la frontie`re d’une pe´riode de backoff.
Ainsi, toute les entite´s sont synchronise´es entre-elles sur les pe´riodes de backoff.
La figure 2.17 montre la hie´rarchie du de´coupage temporel et l’alignement des pe´riodes de backoff
avec les slots de la supertrame. Nous avons conside´re´ le cas ou` BO = SO = 0, ce qui nous donne un slot
de supertrame durant 0,96 ms. Dans ce cas, chaque slot de supertrame contient trois pe´riodes de backoff.
7La dure´e d’un IFS de´pend de la longueur du MPDU (MAC Protocol Data Unit) de la trame envoye´e, ce qui correspond
a` la payload physique. Quand cette longueur de´passe 18 octets, le IFS vaut 40 symboles, sinon, le IFS vaut 12 symboles
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La supertrame montre´e sur la figure 2.17 ne comporte pas de CFP.
beacon
CAP
Une pe´riode de backoff Un slot de la supertrame
Fig. 2.17 – Les pe´riodes de backoff et les 16 slots de la supertrame.
L’algorithme de CSMA/CA slotte´ est une variante de CSMA/CA qui exploite une synchronisation
pre´cise pour se dispenser de surveiller en permanence l’occupation du me´dium, ce qui consomme beaucoup
d’e´nergie. Il est base´ sur trois parame`tres essentiels : NB, BE et CW. NB (Number of Backoffs) est le
nombre de fois ou` l’entite´ a applique´ l’algorithme pour essayer d’envoyer la trame courante. BE (Backoff
Exponent) est l’exposant de backoff qui de´finit la longueur de l’intervalle dans lequel il faut tirer un
backoff. CW (Contention Window) de´finit le nombre de pe´riodes de backoff conse´cutives a` la fin desquelles
le canal doit eˆtre de´tecte´ libre avant de commencer la transmission.
La figure 2.18 pre´sente une version simplifie´e des diffe´rentes e´tapes de l’algorithme de CSMA/CA
slotte´. La premie`re e´tape est la phase d’initialisation. L’algorithme commence avec BE = macMinBE,
NB = 0 et CW = 2. Une fois les parame`tres initialise´s, l’e´tape 2 consiste a` localiser la frontie`re de la
prochaine pe´riode de backoff et a` attendre un nombre entier de pe´riodes de backoff tire´ ale´atoirement
dans l’intervalle [0; 2BE−1]. Si la dure´e du backoff tire´ est plus longue que le nombre restant de pe´riodes
de backoff dans la CAP, l’algorithme consomme le backoff jusqu’a` la fin de la CAP et reporte ce qui lui
reste pour la CAP de la supertrame suivante.
Apre`s la consommation de ce backoff, la couche MAC ve´rifie que le nombre restant de pe´riodes de
backoff dans la CAP est suffisant pour effectuer 2 CCA, transmettre la trame physique et recevoir un
e´ventuel acquittement. Si c’est le cas, l’e´tape 3 est applique´e. Dans cette e´tape, la couche MAC demande
a` la couche PHY d’effectuer un CCA a` la frontie`re de la prochaine pe´riode de backoff. Si le temps restant
dans cette supertrame est suffisant, la couche MAC reporte le CCA au de´but de la CAP de la prochaine
supertrame, en commenc¸ant avec un tirage de backoff pour e´viter les collisions syste´matiques dues a`
plusieurs reports de CCA effectue´s par diffe´rentes entite´s [42].
Si la couche PHY de´tecte que le canal est libre, la couche MAC de´cre´mente CW, puis teste si CW
est nul. Si c’est le cas, la couche MAC demande a` la couche PHY de commencer la transmission a` la
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frontie`re de la prochaine pe´riode de backoff. Si CW n’est pas nul, la couche MAC demande a` la couche
PHY de faire un autre CCA. Le me´dium n’est donc pas scrute´ en permanence, mais c’est deux CCA
conse´cutifs positifs qui permettent de conclure que le me´dium est libre 8.
Si la couche PHY de´tecte que le canal est occupe´, la couche MAC incre´mente NB et BE de 1 (a` condi-
tion que BE reste infe´rieur ou e´gal a`macMaxBE) et remet CW a` 2. SiNB = macMaxCSMABackoffs,
l’algorithme renvoie un e´chec d’acce`s. C’est alors a` la couche MAC de demander une retransmission de la
meˆme trame tant que le nombre de tentatives est plus petit que macMaxFrameRetries (macMaxFrame-
Retries = 3 par de´faut). Si NB < macMaxCSMABackoffs, l’algorithme retourne a` l’e´tape 2.
ouioui
non oui
nonnon
Initialisation : BE = macMinBE, NB = 0 et CW = 2
Localiser la frontie`re de
la prochaine pe´riode de backoff
Tirage de backoff dans [0; 2BE − 1]
Effectuer un CCA
Canal libre ?
NB = NB + 1
BE = min(BE + 1, macMaxBE)
NB >
macMaxCSMABackoffs
CW = CW − 1
CW = 0 ?
E´chec Succe`s
E´tape 1
E´tape 2
E´tape 3
Fig. 2.18 – Diagramme de l’algorithme de CSMA/CA slotte´ de la norme IEEE 802.15.4.
8Dans le cas du CSMA/CA de la norme 802.11, la scrutation du canal est faite durant le backoff
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Le mode BLE (Battery Life Extension) : le coordinateur de PAN peut de´cider de faire travailler
le re´seau en mode BLE pour e´conomiser d’avantage de l’e´nergie. Un bit spe´cifique est re´serve´ dans le
beacon a` cet effet. Quand ce bit est mis a` 1, les entite´s associe´es a` ce coordinateur doivent acce´der
au me´dium en respectant un IFS suivi d’une dure´e de macBattLifeExtPeriods apre`s la re´ception du
beacon.
macBattLifeExtPeriods est un entier qui correspond a` un nombre de pe´riodes de backoff. Il est
calcule´ en fonction de trois termes : (i) la valeur maximum d’un backoff tire´ dans une feneˆtre avec
BE = 2, cela vaut 3 pe´riodes de backoff, (ii) la dure´e de CCA, ce qui fait 2 pe´riodes de backoff, et (iii)
la dure´e de transmission du pre´ambule physique et du champ de synchronisation de l’en-teˆte physique,
cela fait, pour la fre´quence de 2.4 GHz, une longueur de 5 octets et donc une dure´e arrondie a` une seule
pe´riode de backoff.
Le total fait alors 6 pe´riodes de backoff. Une entite´ qui souhaite e´mettre un message dans un re´seau
en mode BLE doit envoyer sa trame dans les 6 pe´riodes de backoff qui suivent l’IFS apre`s la re´ception du
beacon. Le coordinateur et toutes les autres entite´s se mettent en mode sommeil si aucune trame n’est
transmise avant cette dure´e.
Algorithme de CSMA/CA non-slotte´ L’algorithme de CSMA/CA non-slotte´ est applique´ pour les
envois de trames dans un re´seau en mode non suivi de beacon. Pour autant, il ne s’agit pas de CSMA/CA
de la norme IEEE 802.11. Le parame`tre CW n’existe pas dans l’algorithme de CSMA/CA non-slotte´ :
il suffit de de´tecter une seule fois que le canal est libre pour commencer une transmission. L’unite´ du
temps reste la pe´riode de backoff, mais l’activite´ des entite´s n’est pas synchronise´e sur ces pe´riodes de
backoff.
La figure 2.19 pre´sente les diffe´rentes e´tapes du CSMA/CA non-slotte´. L’algorithme commence par
la phase d’initialisation en mettant BE = macMinBE et NB = 0. Puis, elle tire ale´atoirement un
nombre entier de pe´riodes de backoff. Apre`s la consommation du backoff, la couche MAC demande a` la
couche PHY d’effectuer un CCA. Si la couche PHY de´tecte le canal libre, la couche MAC commence la
transmission. Si ce n’est pas le cas, la couche MAC incre´mente NB et BE (a` condition que BE reste
infe´rieur ou e´gal a` macMaxBE). Si NB < macMaxCSMABackoffs, l’algorithme revient au tirage
de backoff. Si NB = macMaxCSMABackoffs, l’algorithme renvoie un diagnostic d’e´chec d’acce`s.
C’est alors a` la couche MAC de demander une retransmission de la meˆme trame tant que le nombre de
tentatives est plus petit que macMaxFrameRetries (macMaxFrameRetries vaut 3 par de´faut).
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Echec
non
oui
non
oui
Initialisation BE = macMinBE et NB = 0
Tirage de backoff dans [0; 2BE − 1]
Effectuer un CCA
Canal libre ?
NB = NB + 1
BE = min(BE + 1, macMaxBE)
NB >
macMaxCSMABackoffs ?
Succe`s
Fig. 2.19 – Diagramme de l’algorithme de CSMA/CA non-slotte´ de la norme IEEE 802.15.4.
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2.2.2 Les scans, la cre´ation du re´seau, les associations et la synchronisation
Les scans Afin de de´couvrir les re´seaux existants a` porte´e, de cre´er un re´seau, de s’associer a` un re´seau
ou de se synchroniser avec un re´seau, la couche MAC effectue un des quatre types de scans suivants :
– Le scan d’e´nergie permet de re´cupe´rer l’e´nergie maximum de´tecte´e sur chaque canal. Ce scan est
utilise´ par un coordinateur souhaitant cre´er un PAN afin de choisir le canal convenable.
– Le scan actif permet de re´cupe´rer la liste des identifiants de PAN existants. Le scan actif suit la
diffusion de requeˆte de beacon. Un coordinateur fonctionnant selon un mode non suivi de beacon
re´pond a` cette requeˆte par une diffusion de beacon. Un coordinateur fonctionnant selon un mode
suivi de beacon l’ignore et continue a` envoyer ses beacons pe´riodiquement. Ce scan est utilise´ par un
coordinateur souhaitant cre´er un PAN pour choisir le bon identifiant de PAN, ou par une station
qui cherche a` s’associer a` un PAN (dont elle connaˆıt l’identifiant).
– Le scan passif comme pour le scan actif, permet de re´cupe´rer la liste des identifiants de PAN
existants. En revanche, la station n’envoie pas une requeˆte de beacon mais elle effectue une e´coute
passive de chaque canal a` scanner pour une dure´e donne´e. Ce scan est utilise´ par une station qui
cherche a` s’associer a` un PAN.
– Le scan d’orphelin permet a` une station de retrouver son coordinateur apre`s une perte de synchro-
nisation avec ce dernier.
Cre´ation du re´seau La couche supe´rieure envoie une requeˆte a` la couche MAC pour effectuer un scan
actif sur une liste de canaux afin de de´couvrir les re´seaux existants a` porte´e. Une fois le bon canal choisi,
la couche supe´rieure de´cide d’un identifiant de PAN et demande a` la couche MAC d’initier un PAN avec
cet identifiant.
Association et de´sassociation Apre`s avoir effectue´ un scan (passif ou actif) et remonte´ le re´sultat
duˆ a` la couche supe´rieure, cette dernie`re demande a` la couche MAC de s’associer a` un PAN spe´cifique
en pre´cisant l’identifiant du PAN et l’adresse du coordinateur correspondant. Suite a` cette demande, la
couche MAC ge´ne`re une requeˆte d’association a` destination du coordinateur.
A` la re´ception d’une requeˆte d’association, la couche MAC du coordinateur remonte l’information a` la
couche supe´rieure et c’est a` celle-ci de de´cider d’accepter ou pas cette requeˆte en fonction des ressources
qu’il lui reste par exemple. La re´ponse a` cette requeˆte d’association est envoye´e en mode de transmission
indirecte (voir le paragraphe 2.2.3).
Suite a` une requeˆte de de´sassociation envoye´e par la couche supe´rieure, la couche MAC envoie une
indication de de´sassociation au coordinateur pour l’informer que la station souhaite se de´sassocier du
PAN. De meˆme, la couche supe´rieure d’un coordinateur peut de´cider de de´sassocier une station qui lui
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est associe´e, elle lui envoie alors une commande de de´sassociation pour l’informer de ce fait.
Synchronisation avec le beacon du coordinateur Dans le mode suivi de beacon, les entite´s restent
synchronise´es au re´seau graˆce a` la transmission pe´riodique d’une trame de beacon par le coordinateur.
Le tableau 2.4 montre les diffe´rents champs de ce beacon.
Octets :
2
1 2 2/8 0/5/6/
10/14
2 variable variable variable 2
Frame
control
Nume´ro
de
se´quence
PAN
ID
source
Adresse
source
Enteˆte
se´curite´
Spe´cif-
ications
de la
super-
trame
Champs
de GTS
Liste des
adresses
en at-
tente
Payload FCS
Enteˆte MAC Payload MAC Footer
MAC
Tab. 2.4 – Format du beacon de la norme IEEE 802.15.4.
Toute station appartenant a` un beacon-enabled PAN doit pouvoir se synchroniser avec le beacon de
son coordinateur pour connaˆıtre la structure de la supertrame, et aussi pour re´cupe´rer les trames la
concernant (comme indique´ par la liste des entite´s ayant des trames en instance). Si une station ne
rec¸oit pas un nombre aMaxLostBeacons conse´cutifs de beacons, la couche MAC de´tecte une perte de
synchronisation et indique ce constat a` la couche supe´rieure.
La couche MAC rejette toute trame de beacon dont l’adresse source ou l’identifiant du PAN ne
correspondent pas a` l’adresse du coordinateur ou a` l’identifiant du PAN auquel la station est associe´e,
respectivement.
2.2.3 E´change de donne´es
Dans la primitive de requeˆte de transmission de donne´es envoye´e par la couche supe´rieure, un champ
(txOptions) spe´cifie dans quel mode de transmission des donne´es doivent eˆtre transmises. Les trois modes
d’e´change sont : e´change direct, e´change indirect, e´change en GTS. Ce champ spe´cifie aussi si la trame
de donne´es doit eˆtre acquitte´e ou pas.
E´change direct Durant la CAP, la station essaie d’envoyer la trame en CSMA/CA slotte´. En cas de
transmission avec demande d’acquittement, la couche MAC fait macMaxFrameRetries tentatives (par
de´faut 3 tentatives) si l’acquittement n’est pas rec¸u au bout de macAckWaitDuration. 9
9macAckWaitDuration = aUnitBackoffPeriod+aTurnaroundT ime+phySHRDuration+6∗phySymbolsPerOctet,
ou` aUnitBackoffPeriod = 320 µs, aTurnaroundT ime = 192 µs, phySHRDuration = 128 µs (pour la fre´quence de 2.4
GHz), 6 repre´sente le nombre d’octets de l’en-teˆte PHY incluant la longueur de la payload PHY de l’acquittement.
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E´change indirect Pour favoriser l’aspect e´conomie d’e´nergie, les stations feuilles initient la communi-
cation avec leur coordinateur, et cela selon deux proce´dures : (i) dans un PAN en mode suivi de beacon,
le coordinateur indique dans son beacon la liste des adresses des entite´s qui ont des trames en attente
chez lui, (ii) dans un PAN en mode non suivi de beacon, la station feuille sollicite le coordinateur pour
ve´rifier s’il a des trames en attente pour elle.
Le coordinateur conserve les trames en attente pour une dure´e de macTransactionPersistenceTime
avant de les supprimer si la station concerne´e ne l’a pas sollicite´ pour les re´cupe´rer.
E´change en GTS L’allocation des GTS est faite uniquement par le coordinateur du PAN. Un GTS
est alloue´ soit en mode re´ception (du coordinateur du PAN vers la station) soit en mode e´mission (de la
station vers le coordinateur du PAN).
Une station demande l’allocation d’un GTS aupre`s du coordinateur du PAN auquel elle est affilie´e.
Le nombre maximal de GTS est limite´ a` 7, a` condition que la dure´e de la CAP restante soit supe´rieure
ou e´gale a` aMinCAPLength (aMinCAPLength = 7 ms pour la fre´quence de 2.4 GHz).
La re´ponse d’une requeˆte de GTS est envoye´e dans le beacon via des descripteurs de GTS. Cette infor-
mation est garde´e dans le beacon pour aGTSDescPersistenceTime (par de´faut aGTSDescPersistence-
T ime = 4) beacons conse´cutifs.
La de´sallocation d’un GTS peut eˆtre faite soit a` la demande de la couche supe´rieure de la station ayant
le GTS, soit par la couche supe´rieure du coordinateur du PAN suite au constat que la station n’a plus
utilise´ son GTS durant 2 ∗ n supertrames conse´cutives10. Diffe´rents me´canismes de gestion d’allocation
des GTS ont e´te´ propose´s dans [43], [44] et [45].
2.3 Couche re´seau ZigBee
La couche re´seau de ZigBee est reste´e compatible avec la couche MAC IEEE 802.15.4 en assurant
des fonctionnalite´s comple´mentaires et compatibles avec celles de la couche MAC. Il s’agit soit de fonc-
tionnalite´s lie´es a` la transmission de donne´es, comme l’encapsulation des donne´es applicatives et le choix
du prochain saut du cheminement du paquet, soit de fonctionnalite´s lie´es a` la gestion, comme la gestion
des tables de routage, la configuration de la topologie et l’allocation des adresses logiques. Dans cette
partie, nous allons de´tailler les fonctionnalite´s de gestion essentielles suivantes de la couche re´seau de la
pile IEEE 802.15.4/ZigBee :
– cre´ation de la topologie,
– allocation des adresses,
– routage.
10n = 28−BO si 0 ≤ BO ≤ 8, n = 1 si 9 ≤ BO ≤ 14.
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2.3.1 Cre´ation de la topologie
Comme pour la couche MAC IEEE 802.15.4, la couche re´seau supporte deux types de topologies :
topologie en e´toile et topologie maille´e. Un cas particulier d’une topologie maille´e est la topologie arbo-
rescente. Le topologie arborescente est appele´e cluster-tree.
association
Coordinateur du PAN
Coordinateur
Feuille
Fig. 2.20 – Topologie cluster-tree.
Dans un re´seau de topologie cluster-tree, le coordinateur du PAN transmet dans le beacon trois
parame`tres essentiels que chaque coordinateur doit respecter et qui de´finissent la topologie en arbre du
re´seau. Ces trois parame`tres sont :
– la profondeur maximale du re´seau (Lm),
– le nombre maximal de fils par coordinateur (Cm),
– le nombre maximal de fils coordinateurs par coordinateur (Rm) .
A` noter que si Lm = 1 nous nous retrouvons dans une topologie en e´toile.
2.3.2 Allocation des adresses
Avant d’eˆtre associe´e au re´seau, une entite´ n’a que son adresse MAC IEEE, appele´e adresse longue.
Cette adresse occupe 8 octets. Afin d’optimiser la taille des champs d’adressage dans les trames e´change´es,
la couche re´seau alloue une adresse courte logique qui n’occupe que 2 octets. Il existe deux me´canismes
pour cette allocation : une allocation d’adresses hie´rarchiques et une allocation d’adresses ale´atoires.
Allocation d’adresses hie´rarchiques L’allocation des adresses courtes se fait en se basant sur la
profondeur du coordinateur et sur les trois parame`tres Lm, Rm et Cm [39]. Ce me´canisme d’allocation
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est distribue´. A` chaque coordinateur est confie´ une plage d’adresses selon sa profondeur. L’e´tendue de
cette plage d’adresses est appele´e Cskip. Cskip pour une profondeur d donne´e est calcule´ selon la formule
suivante :
Cskip(d) =


1 + Cm ∗ (Lm− d− 1) si Rm = 1,
1+Cm−Rm−Cm∗RmLm−d−1
1−Rm sinon
Les adresses sont alloue´es diffe´remment selon le type de la station qui s’associe :


AdrC = AdrP + 1 + nbC ∗ Cskip(d),
AdrF = AdrP + Rm ∗Cskip(d) + n
ou` AdrC de´signe l’adresse alloue´e pour un nouveau coordinateur, AdrP l’adresse du pe`re, AdrF
l’adresse alloue´e pour une nouvelle feuille, nbC le nombre actuel de coordinateurs fils et n est un entier
supe´rieur a` 1 incre´mente´ suite a` chaque nouvelle association d’une feuille (1 ≤ n ≤ (Cm−Rm)).
Prenons le cas ou` Lm = 3, Rm = 3 et Cm = 5, valeurs que nous de´signerons par (3, 3, 5). Cela nous
donne les valeurs donne´e sur le tableau 2.5 pour Cskip selon la profondeur d :
Profondeur Cskip
0 21
1 6
2 1
3 0
Tab. 2.5 – Valeurs de Cskip pour l’exemple (3, 3, 5).
A` noter qu’un coordinateur de profondeur Lm n’accepte aucune association. En appliquant le jeu
de parame`tres (3, 3, 5) au le cluster-tree de la figure 2.20, nous obtenons les adresses donne´es sur la
figure 2.21 pour chaque station.
Allocation d’adresses ale´atoires Dans le mode d’allocation d’adresses ale´atoires, les parame`tres
Lm, Rm, Cm et la profondeur n’ont plus d’effet sur le choix d’une adresse courte. Apre`s avoir accepte´
l’association d’une entite´, le coordinateur choisit ale´atoirement une adresse courte, en ve´rifiant que cette
adresse ne soit pre´sente dans aucune entre´e de sa table NIB (Network layer Information Base) . Les
e´ventuelles conflits d’adresses sont de´tecte´s et re´solus par un me´canisme supple´mentaire [39].
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43
22
64
65
48
45
62
23
27
41 1
8
2
7
0
6
Coordinateur du PAN
Coordinateur
Feuille
Fig. 2.21 – Allocation des adresses hie´rarchiques sur un exemple. Le coordinateur 1 par exemple, qui est
a` la profondeur 1, a alloue´ l’adresse 2 a` son premier fils et 8 au deuxie`me, 8 = 2 + Cskip(1).
2.3.3 Routage
Tout coordinateur qui posse`de des capacite´s de routage, maintient une table de routage qui sera
utilise´e pour de´terminer le prochain saut pour les paquets qui sont a` destination des stations qui se
trouvent hors porte´e du coordinateur. Le protocole de routage utilise´ est AODV (Ad hoc On-demand
Distance Vector) [46]. Nous allons nous limiter a` de´tailler le routage hie´rarchique uniquement.
Routage hie´rarchique L’allocation d’adresses hie´rarchiques offre la possibilite´ d’appliquer un routage
hie´rarchique. Les coordinateurs n’ayant pas une strate´gie de routage particulie`re appliquent le routage
hie´rarchique. Ce routage ne demande pas d’e´changes supple´mentaires pour trouver les routes, ni la
construction de tables de routage.
Les routes utilise´es pour acheminer les paquets dans un routage hie´rarchique sont uniquement les
routes de l’arbre. Pour de´terminer le prochain saut dans un routage hie´rarchique le coordinateur applique
un algorithme qui retourne l’adresse du prochain saut en fonction de son adresse et l’adresse de la
destination finale du paquet.
Nous de´signons par Adr l’adresse du coordinateur qui cherche a` router le paquet selon le routage
hie´rarchique, d sa profondeur, AdrP l’adresse de son pe`re, DestF inale l’adresse de la destination finale
du paquet et Dest l’adresse du prochain saut.
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si Adr < DestF inale ≤ Adr + Cskip(d− 1),
alors si DestF inale > Adr +Rm ∗ Cskip(d),
alors Dest = DestF inale,
sinon Dest = Adr + 1 + ⌊DestFinale−(Adr+1)
Cskip(d) ⌋ ∗ Cskip(d),
sinon Dest = AdrP
SiDestF inale est comprise entre Adr et Adr+Cskip(d−1), la destination finale est un descendant du
coordinateur. Si ce n’est pas le cas, le coordinateur remonte le paquet a` son pe`re en mettantDest = AdrP .
Si la destination finale est un descendant, le coordinateur ve´rifie si elle est une de ses feuilles. Si c’est le
cas, il met Dest = DestF inale. Si la destination finale n’est pas une feuille, pour trouver le fils vers lequel
il va router le paquet, le coordinateur applique la formuleDest = Adr+1+⌊DestFinale−(Adr+1)
Cskip(d) ⌋∗Cskip(d)
qui retourne l’adresse du fils coordinateur auquel il faut envoyer le paquet.
2.4 Couche application ZigBee
La couche application de ZigBee est constitue´e de la sous-couche APL (APplication sub-Layer) , du
ZDO (ZigBee Device Object) et de l’Application Framework contenant des profils pre´de´finis. La figure
2.22 repre´sente les trois entite´s de la couche application.
ZDO
NLME-SAPNLDE-SAP
APSDE-SAPAPSDE-SAPAPSDE-SAP
...
Couche application
APL
Couche re´seau
NET
Application framework
Objet
applicatif
240
Objet
applicatif
1
Fig. 2.22 – Couche application ZigBee. L’interface entre la couche application est les diffe´rents objets
est appele´e APSDE pour (APplication Support sub-layer Data Entity).
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L’APS (APplication Support) constitue l’interface entre la couche re´seau d’une part, le ZDO et les
objets pre´de´finis d’autre part. Nous listons a` titre indicatif quelques services offerts par l’APS : l’encap-
sulation des donne´es, la fragmentation et l’assemblage de donne´es, le cryptage de donne´es et l’adressage
par groupe.
L’Application Framework peut supporter 240 objets applicatifs diffe´rents sur un meˆme nœud ZigBee.
L’objet applicatif par de´faut est de´fini dans le ZDO. L’Application Framework permet aussi de de´finir
des profils applicatifs spe´cifiant des formats de messages et la fac¸on de les traiter entre un ensemble
d’objets applicatifs appartenant a` des nœuds ZigBee diffe´rents. La figure 2.23 repre´sente un exemple de
deux nœuds ZigBee A et B ayant chacun plusieurs objets applicatifs (interrupteur 1 et interrupteur 2
appartenant au nœud A et lampe 1, lampe 2, lampe 3 et lampe 4 appartenant au nœud B). Nous voyons
comment l’objet applicatif Int1 (interrupteur 1) peut communiquer a` plusieurs objets applicatifs (lampe
1, lampe 2 et lampe 3) graˆce a` une table de binding qui permet de formaliser les correspondances entre
diffe´rents objets. Cette table est partage´e par tous les nœuds qui partage la meˆme application. Les objets
interrupteurs Int1 et Int2 et les lampes L1, L2, L3 et L4 appartiennent tous a` un meˆme profil applicatif,
ce qui leur permet de comprendre les messages e´change´s entre-eux.
Binding Table
L1 L2 L3 L4
Radio Radio
Nœud A
Nœud B
Int1
Int2
Fig. 2.23 – Exemples d’application et de profils ZigBee.
2.5 Proble`mes persistants
Le groupe de travail IEEE 4b [47] a e´te´ cre´e´ dans le but d’affiner la norme IEEE 802.15.4 en trouvant
des ame´liorations, re´solvant des ambigu¨ıte´s, supprimant des complexite´s non ne´cessaires, rendant l’aspect
se´curite´ plus flexible par exemple, et en traitant d’autres points concernant l’e´volution de cette norme.
Ce groupe de travail a identifie´ le proble`me de collisions de beacons dont souffre la topologie cluster-
tree, lorsque plusieurs coordinateurs envoient des beacons. Ils ont classe´ ces collisions selon deux types :
– les collisions directes,
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– les collisions indirectes.
Le groupe 4b a aussi propose´ des pistes de solutions a` prendre en compte pour re´soudre les proble`mes
identifie´s, que nous allons pre´senter par la suite.
2.5.1 Collisions directes de beacons
La collision directe de beacons correspond au cas ou` deux ou plusieurs coordinateurs sont a` porte´e
les uns des autres et envoient leurs beacons en meˆme temps. Cela est repre´sente sur la figure 2.24 ou` les
coordinateurs C1 et C2 ge´ne`rent une collision directe de beacons.
Deux approches ont e´te´ propose´es pour re´soudre ce proble`me, l’approche Beacon Only Period et
l’approche de supertrames asynchrones.
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Fig. 2.24 – Collision directe de beacons.
Approche Beacon Only Period Dans cette approche, la solution propose´e est de changer la structure
de la supertrame en re´servant une pe´riode en de´but de chaque supertrame. Durant cette pe´riode, tous
les beacons sont envoye´s comme le montre la figure 2.25. Chaque coordinateur maintient une table de
coordinateurs voisins contenant l’instant d’envoi du beacon de chaque voisin. En se basant sur cette table,
le coordinateur choisit un slot non utilise´ par ses voisins pour envoyer son propre beacon.
Si deux coordinateurs, a` porte´e l’un de l’autre, effectuent la meˆme de´marche, ils risquent de choisir
le meˆme slot libre. Cette solution ne re´sout donc pas comple`tement la collision directe de beacon.
Dans [48], les auteurs identifient le proble`me de la re´utilisation d’un meˆme slot pour envoyer le beacon
qui cause la de´synchronisation d’un pe`re alors que ses fils se synchronisent avant lui. Pour re´soudre ce
conflit, les auteurs proposent (i) qu’aux coordinateurs fils soient alloue´s au moins un slot apre`s le slot de
leur pe`re pour envoyer leurs beacons et (ii) que deux coordinateurs de la meˆme profondeur dans l’arbre
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C3
C2
C1 Supertrame de C1
Supertrame de C2
Supertrame de C3
Beacon-Only period
Fig. 2.25 – De´coupage temporel de l’approche Beacon Only Period.
qui sont suffisamment loin l’un de l’autre pour ne pas causer des collisions directes ou indirectes de
beacons puissent diffuser leur beacon en meˆme temps. Les auteurs ne pre´cisent pas en revanche comment
deux coordinateurs peuvent savoir qu’ils ne causent pas de collisions de beacons.
Approche par supertrames asynchrones Cette solution suppose que les supertrames des diffe´rents
coordinateurs sont asynchrones, c’est a` dire que les pe´riodes d’activite´ des coordinateurs ne co¨ıncident
pas. La figure 2.26 montre une exemple de supertrames asynchrones de trois coordinateurs. Dans ce cas,
chaque coordinateur choisit ale´atoirement le de´but de sa supertrame dans les pe´riodes d’inactivite´ de ses
coordinateurs voisins.
C1
C2
C3
Fig. 2.26 – De´coupage temporel de l’approche de supertrames asynchrones.
En appliquant cette approche, deux coordinateurs fre`res (tous les deux fils d’un meˆme coordinateur)
ne peuvent pas communiquer directement entre-eux, meˆme s’ils sont a` porte´e l’un de l’autre, puisqu’ils
ne partagent pas le meˆme intervalle de temps.
Une solution centralise´e de cette approche est propose´e dans [49]. Dans cette solution, le coordinateur
du PAN indique dans son beacon l’intervalle de temps alloue´ a` chaque coordinateur. Durant cet intervalle
de temps, chaque coordinateur ge`re l’activite´ durant sa supertrame sans se pre´occuper de celles de ses
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coordinateurs voisins. L’algorithme d’allocation des intervalles de temps est de´taille´ mais les auteurs ne
pre´cisent pas comment l’information est diffuse´e dans le beacon ni comment le beacon est propage´ pour
atteindre tous les coordinateurs.
2.5.2 Collisions indirectes de beacons
La collision indirecte de beacons survient quand deux ou plusieurs coordinateurs, hors porte´e les
uns des autres, envoient leurs beacons en meˆme temps alors que sans eˆtre a` porte´e les uns des autres
ils couvrent les meˆmes entite´s. Cela correspond au cas du terminal cache´. Un exemple de collisions
indirectes de beacons, entre les coordinateurs C1 et C2, est donne´ sur la figure 2.27. Deux approches ont
e´te´ propose´es pour e´viter les collisions indirectes de beacons : l’approche re´active et l’approche proactive.
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Fig. 2.27 – Collisions indirectes de beacons.
Approche re´active L’approche re´active consiste a` re´soudre le proble`me de collisions de beacons une
fois de´tecte´. Pour ce faire, la proce´dure de scan d’orphelinage doit eˆtre modifie´e. L’entite´ qui de´tecte
une perte de synchronisation diffuse une notification indiquant qu’elle est devenue orpheline. Quand un
coordinateur rec¸oit cette notification, s’il se rend compte que l’entite´ lui est associe´e, il re´pond par un
coordinator realignment. Sinon, il re´pond par un beacon time notification pour indiquer l’instant d’envoi
de son beacon. Si l’entite´ qui a de´clenche´ le scan d’orphelin ne rec¸oit ni un message de coordinator
realignment ni un message de beacon time notification, elle constate qu’il y a pas d’entite´ a` porte´e qui
envoie des beacons. Si elle rec¸oit un des deux messages, l’entite´ analyse les informations rec¸ues et diffuse
un message de beacon conflict notification si elle de´tecte un conflit entre les instants d’envoi de beacons.
A` la re´ception d’un message de beacon conflict notification, les coordinateurs ajustent les instants d’envoi
de leurs beacons.
Ge´rard Chalhoub 73 E´quipe Re´seaux et Protocoles - LIMOS
La norme IEEE 802.15.4/ZigBee
Approche proactive L’approche proactive essaie de limiter les conflits de collisions indirectes de
beacons durant la phase d’association. A` la re´ception d’une requeˆte d’association, toutes les entite´s
(coordinateurs ou feuilles) re´pondent avec un message de beacon time notification pour indiquer l’instant
d’envoi du beacon de leur pe`re. De cette fac¸on, un coordinateur rec¸oit des informations supple´mentaires
au moment de l’association pour limiter les risques de choisir le meˆme instant d’envoi de beacon qu’un
autre coordinateur avec qui il pourrait avoir des conflits.
2.6 Synthe`se
D’apre`s les diffe´rents protocoles e´tudie´s, il s’ave`re que la cre´ation de clusters est une technique efficace,
elle d’ailleurs adopte´e par la norme IEEE 802.15.4/ZigBee pour e´conomiser de l’e´nergie mais aussi par
d’autres protocoles de la couche re´seau [50, 51]. Dans la suite, nous allons proposer une me´thode base´e
sur la meˆme technique de cre´ation de cluster de´rive´e de la norme IEEE 802.15.4/ZigBee. Dans cette
e´tude, nous conside´rons que les clusters existent de fait, leur existence sera exploite´e pour leur allouer
des intervalles de temps propres de fac¸on a` e´viter qu’ils soient localement en concurrence pour acce´der
au me´dium.
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Chapitre 3
Notre contribution
Dans ce chapitre, nous pre´sentons notre contribution qui est le protocole MaCARI. MaCARI est un
protocole MAC qui de´coupe le temps en cycles globaux. Chaque cycle global est segmente´ temporellement
en plusieurs pe´riodes se´quentielles pour ame´liorer l’utilisation du me´dium. Dans la premie`re partie, nous
de´crivons d’une manie`re ge´ne´rale les fonctionnalite´s de MaCARI. Dans la deuxie`me partie, nous de´taillons
comment la synchronisation sur les diffe´rentes pe´riodes se fait et nous e´tudions les diffe´rentes fac¸ons
d’ame´lioration de cette pe´riode. Dans la troisie`me partie, nous expliquons comment la segmentation
temporelle est re´alise´e.
1 MaCARI
MaCARI (protocole MAC pour OCARI) est un protocole MAC e´conome en e´nergie qui offre une
diffe´renciation de service selon le type de trafic. L’e´conomie d’e´nergie est obtenue en faisant dormir les
nœuds alors que la diffe´renciation de service est re´alise´e en faisant du relais de trames ou du routage de
paquets selon la priorite´ du trafic. La mise en veille des nœuds exige une synchronisation des pe´riodes
d’activite´ et des pe´riodes d’inactivite´ afin d’e´viter d’avoir des de´gradations de performances du re´seau
dues a` des de´phasages de cycles d’activite´. Cette synchronisation est re´alise´e en ayant un nœud qui
initie une diffusion d’un beacon qui contient les informations temporelles ne´cessaires pour tous les nœuds
du re´seau. En s’appuyant sur cette synchronisation, MaCARI de´coupe le temps en diffe´rentes pe´riodes,
chacune ayant des caracte´ristiques propres.
Dans la suite de cette partie, nous de´crivons les fonctionnalite´s essentielles de MaCARI puis les
e´changes avec la couche supe´rieure permettant la prise en compte de la diffe´renciation de service.
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1.1 Description ge´ne´rale de MaCARI
La couche MaCARI est la couche MAC de la pile OCARI. Parmi ses fonctionnalite´s essentielles, nous
retrouvons les fonctionnalite´s traditionnelles d’une couche MAC comme l’encapsulation de trames et
l’acce`s au me´dium, et des fonctionnalite´s supple´mentaires comme la gestion de la topologie et l’affectation
des adresses hie´rarchiques. La liste des fonctionnalite´s est la suivante :
– gestion de la synchronisation et du de´coupage temporel de l’activite´ du re´seau,
– encapsulation niveau 2 des trames,
– estampillage temporel des trames de donne´es,
– acce`s au me´dium,
– cre´ation du re´seau et gestion de sa topologie,
– affectation des adresses hie´rarchiques,
– relais garanti de trames pour une diffe´renciation de service.
Dans le re´seau OCARI, il existe trois types de nœuds : un coordinateur du PAN, des coordinateurs
et des feuilles.
Le coordinateur du PAN, appele´ CPAN par la suite, est le nœud qui cre´e le re´seau, initie et
maintient une synchronisation entre l’ensemble des nœuds du re´seau. Il joue aussi le roˆle de puits de
donne´es et passerelle pour interconnecter son ıˆlot avec le reste du re´seau OCARI. En dehors de ces roˆles,
le CPAN agit comme un coordinateur.
Les coordinateurs sont des nœuds qui participent au routage des informations. De plus, ils sont
charge´s de propager le beacon initie´ par le CPAN et de permettre a` de nouvelles entite´s de rejoindre le
re´seau.
Les feuilles sont les capteurs et/ou les actionneurs ayant un roˆle applicatif a` remplir. Les feuilles
sont attache´es a` un coordinateur et communiquent uniquement avec lui.
Un coordinateur et l’ensemble des feuilles qui lui sont associe´es constituent une e´toile. Un exemple
d’une topologie d’un ıˆlot du re´seau OCARI est pre´sente´ sur le figure 3.1. Dans la suite de cette partie,
nous de´taillons chacune des fonctionnalite´s essentielles de MaCARI.
Dans la suite, nous de´taillons chacune des fonctionnalite´s essentielles de MaCARI.
1.1.1 Synchronisation et de´coupage temporel
MaCARI divise le temps en trois pe´riodes principales qui forment un cycle global :
– une pe´riode de synchronisation [T0;T1],
– une pe´riode d’activite´ [T1;T3] (elle-meˆme sous-de´coupe´e en [T1;T2] et [T2;T3]),
– une pe´riode d’inactivite´ [T3;T0].
Ge´rard Chalhoub 76 E´quipe Re´seaux et Protocoles - LIMOS
MaCARI
Coordinateur du PAN
Coordinateur
Feuille
E´toile
Fig. 3.1 – Exemple d’une topologie d’un re´seau OCARI.
Ces pe´riodes sont pre´sente´es sur la figure 3.2.
T0T0 T1 T2 T3
synch.
Cycle global
pe´riode d’activite´ pe´riode d’inactivite´
Fig. 3.2 – Le cycle global dans MaCARI.
Durant la pe´riode de synchronisation, le coordinateur du PAN diffuse un beacon de synchronisation
qui pre´cise le dimensionnement du cycle global ainsi que le sous-de´coupage de la pe´riode d’activite´.
Pour pouvoir atteindre toutes les stations du re´seau qui ne sont pas force´ment a` porte´e du CPAN,
les coordinateurs propagent, a` tour de roˆle, le beacon diffuse´ par le CPAN. L’ordre dans lequel les
coordinateurs doivent propager le beacon est porte´ par ce dernier.
La pe´riode d’activite´ est de´compose´e en deux parties : (i) une pe´riode de se´quencement d’activite´s
et de relais et (ii) une pe´riode de routage. Le se´quencement d’activite´s et le relais se font dans [T1 ;
T2] ou` a` chaque e´toile est alloue´ un intervalle de temps propre durant lequel le coordinateur de l’e´toile
communique avec les feuilles qui lui sont associe´es. Nous appelons cet intervalle de temps la pe´riode
d’activite´ d’une e´toile. Cet intervalle de temps permet a` chaque e´toile d’organiser son activite´ sans
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craindre des collisions ou des interfe´rences dues a` l’activite´ d’autres e´toiles en un meˆme lieu. Ainsi, un
coordinateur est capable d’allouer un GTS (selon la norme IEEE 802.15.4) sans craindre que les slots
soient utilise´s par le coordinateur d’une autre e´toile. Un autre intervalle de temps supple´mentaire est aussi
alloue´ a` chaque coordinateur (sauf au CPAN), durant lequel il communique avec son pe`re. Nous appelons
cet intervalle de temps l’intervalle de relais. Ces intervalles de relais sont pre´vus pour les e´changes de
trames prote´ge´es qui doivent eˆtre envoye´es sans risque de collisions. Ce sont en fait des intervalles de
temps a` acce`s garanti e´tant donne´ que le coordinateur et son pe`re sont les deux seules stations actives
en ce lieu dans le re´seau, durant cet intervalle de temps. Ce de´coupage temporel est repre´sente´ sur la
figure 3.3.
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Fig. 3.3 – Une pe´riode d’activite´ d’une e´toile suivie par un intervalle de relais.
A` T2 toutes les e´toiles ont eu une pe´riode d’activite´ qui a permis aux coordinateurs de re´colter
le trafic ge´ne´re´ par leurs feuilles et relayer la partie prioritaire de ce trafic a` leurs pe`res ou leurs fils.
L’acheminement de la partie du trafic non-prioritaire se fait dans [T2 ; T3]. Seuls les coordinateurs sont
actifs durant cette pe´riode1. Ils communiquent entre eux selon un protocole de routage hie´rarchique
modifie´ base´ sur la table de voisinage, ce protocole est de´taille´ dans 1.1.4.
Durant la pe´riode d’inactivite´, toutes les entite´s du re´seau e´conomisent de l’e´nergie en se mettant en
mode sommeil. La dure´e de cette pe´riode de´pend de la re´activite´ exige´e par l’application. Se pose ici le
proble`me du compromis entre l’e´conomie d’e´nergie et le de´lai (que ce soit le de´lai d’acce`s au me´dium ou
le de´lai de bout-en-bout). Plus cette pe´riode est longue, plus on e´conomise de l’e´nergie mais plus le de´lai
introduit est grand.
L’activite´ d’un nœud dans le re´seau OCARI de´pend de son type. Un coordinateur est actif durant
la pe´riode [T0 ; T1], de T0 jusqu’a` ce qu’il envoie son beacon, alors qu’une feuille est active de T0 jusqu’a`
ce qu’elle rec¸oive un beacon. Dans [T1 ; T2], un coordinateur est actif durant la pe´riode d’activite´ de son
e´toile, l’intervalle de relais avec son pe`re et durant les intervalles de relais de ses fils. Une feuille est active
uniquement durant la pe´riode d’activite´ de son e´toile. Dans [T2 ; T3], tous les coordinateurs sont actifs
pour acheminer les paquets a` leur destination finale, les feuilles ne sont pas actives. Finalement, aucune
station n’est active durant [T3;T0].
1Pour cette partie, les choix faits pour cette the`se diffe`rent des travaux faits dans le cadre d’OCARI par notre partenaire
de l’INRIA.
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1.1.2 Encapsulation des trames
MaCARI assure son roˆle de couche MAC et encapsule les trames niveau MAC avec un enteˆte et un
footer. L’en-teˆte contient des informations concernant le type de la trame, le type et le priorite´ du trafic,
la ne´cessite´ d’un acquittement ou pas, les adresses source et destination, et le nume´ro de se´quence. Le
footer contient 16 bits pour effectuer une ve´rification de l’inte´grite´ des trames ou FCS (Frame Check
Sequence) base´ sur un controˆle de redondance cyclique ou CRC (Cyclic Redundancy Check) permettant
de de´tecter les erreurs de transmission avec une certaine probabilite´ de re´ussite. Le format ge´ne´ral d’une
trame MaCARI est spe´cifie´ dans le tableau 3.1.
Octets :
2
1 0/2 0/2 0/2/8 0/2 0/2/8 variable
(114
max)
2
Frame
control
Sequence
number
Dest.
PAN ID
Dest. ad-
dress
Final
dest.
address
Src.
PAN ID
Src. ad-
dress
Payload FCS
MaCARI header MaCARI
payload
MaCARI
footer
Tab. 3.1 – Format ge´ne´ral d’une trame MaCARI.
Plus de de´tails sur les champs d’une trame MaCARI sont donne´s dans l’annexe B.
1.1.3 Estampillage temporel des trames
Graˆce a` la synchronisation sur l’instant T1 commun a` toutes les stations, MaCARI posse`de une
connaissance temporelle qui lui permet de fournir une notion de temps partage´e par toutes les stations.
Ce temps peut servir a` mettre en œuvre un me´canisme d’estampillage pour les trames de donne´es. Cette
estampille peut eˆtre exploite´e par la couche applicative pour dater les donne´es qu’elle rec¸oit, plus de
de´tails seront donne´s en 2.5.
1.1.4 Acce`s au me´dium
L’acce`s au me´dium diffe`re dans MaCARI selon les intervalles de temps. Les beacons dans [T0 ; T1]
sont envoye´s directement sans CSMA/CA. Les e´changes intra-e´toile sont ge´re´s en CSMA/CA slotte´ pour
le trafic de type non-prioritaire et sans CSMA/CA durant les intervalles de GTS pour le trafic de type
prioritaire. Les e´changes durant les intervalles de relais garanti sont effectue´s sans CSMA/CA. Durant
la pe´riode [T2 ; T3], l’acce`s est ge´re´ selon le protocole CSMA/CA slotte´ de´crit dans 2.2.
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1.1.5 Cre´ation du re´seau et gestion de la topologie
Le CPAN est le nœud responsable de la cre´ation du re´seau. Il choisit un identifiant pour le PAN
(nomme´ PAN ID) et diffuse un beacon pe´riodiquement. Les entite´s qui rec¸oivent ce beacon peuvent
envoyer une requeˆte d’association au CPAN pour rejoindre le re´seau, soit en tant que coordinateur, soit
en tant que feuille. Une fois accepte´ en tant que coordinateur, le nouveau nœud commence a` propager
le beacon et permet a` d’autres entite´s de rejoindre le re´seau. Apre`s chaque association d’un nouveau
coordinateur, une primitive est remonte´e au CPAN pour l’informer de cette nouvelle association. Ainsi,
une topologie arborescente est cre´e´e entre les diffe´rents nœuds du re´seau. A` noter que MaCARI utilise
les trois parame`tres topologiques Rm, Lm et Cm de´taille´s dans 2.3.1 du chapitre 2.
1.1.6 Affectation des adresses hie´rarchiques
Le CPAN posse`de toujours l’adresse 0. Au moment de l’association, a` chaque nœud est affecte´e une
adresse hie´rarchique selon les re`gles de ZigBee de´crites dans 2.3.2 du chapitre 2. Cela permet a` MaCARI
d’appliquer le protocole de routage hie´rarchique de´crit dans 2.3.3 du chapitre 2.
1.1.7 Relais garanti pour une diffe´renciation de service
Dans le re´seau OCARI, un relais de trames niveau MAC est effectue´ par MaCARI, pour faire cheminer
le trafic de type prioritaire. Ayant connaissance de l’adresse hie´rarchique de la destination finale et des
parame`tres topologiques (Lm, Rm et Cm), MaCARI re´alise ce relais en suivant l’arbre topologique et
en appliquant le protocole de routage hie´rarchique, de´crit dans 2.3.3 du chapitre 2, durant les intervalles
de relais garanti entre pe`re et fils sans passer par la couche re´seau, ceci sans solliciter la couche re´seau
des stations interme´diaires du chemin suivi pas les trames.
Ainsi, MaCARI est capable d’offrir deux niveaux de qualite´s de service diffe´rents : un acce`s garanti
pour un trafic prioritaire et un acce`s non-garanti pour un trafic non-prioritaire. L’acce`s garanti est
re´alise´ durant les intervalles de relais garanti entre les couples de coordinateurs pe`re-fils, et durant les
GTS re´serve´s aux communications entre le coordinateur et ses feuilles. L’acce`s non-garanti est re´alise´
durant les pe´riodes d’activite´ des e´toiles et durant [T2;T3] en utilisant l’algorithme de CSMA/CA slotte´.
1.2 La pile OCARI
Dans le cadre du projet OCARI, nous avons participe´ a` la conception d’une pile protocolaire dont
MaCARI constitue la couche MAC. Cette pile est pre´sente´e sur la figure 3.4. La couche physique est celle
de la norme IEEE 802.15.4. La couche re´seau est constitue´e principalement de deux protocoles : EOLSR
comme protocole de routage e´conome en e´nergie et SERENA comme protocole de coloriage permettant
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d’activer/de´sactiver les nœuds pendant [T2;T3] pour e´conomiser de l’e´nergie et pour optimiser l’acce`s au
canal.
Couche re´seau
MaCARI
Couche physique
PDE
MDE
M
M
E
MME
PME
C
o
u
ch
e
g
estio
n
EOLSR SERENA
Fig. 3.4 – La pile OCARI.
Les communications entre les couches se font en utilisant des primitives. Dans la suite du document,
nous pre´sentons quelques primitives essentielles qui montrent l’interaction et l’aspect cross-layering entre
les couches. Vous trouvez la liste comple`te des primitives de la couche MaCARI dans l’annexe C.
La figure 3.4 montre les diffe´rentes interfaces de communication entre MaCARI et les couches adja-
centes. Les interfaces inter-couches sont :
– PDE (Physical Data Entity) pour les e´changes des primitives de donne´es entre MaCARI et la
couche physique,
– MDE (MAC Data Entity) pour les e´changes des primitives de donne´es entre MaCARI et la couche
re´seau,
– MME (MAC Management Entity) pour les e´changes des primitives de controˆle entre MaCARI d’un
coˆte´ et les couches gestion et re´seau d’un autre coˆte´,
– PME (Physical Management Entity) pour les e´changes des primitives de controˆle entre MaCARI
et la couche physique.
1.2.1 EOLSR
Dans le cadre du projet OCARI, le protocole de routage a e´te´ traite´ par le partenaire INRIA avec
lequel nous avons grandement collabore´s compte tenu des grandes interactions entre les couches MAC et
re´seau.
EOLSR (Energy-aware OLSR) [52] est une version modifie´e de OLSR (Optimized Link State Routing)
[53] qui prend en compte l’e´nergie re´siduelle des nœuds. OLSR est un protocole de routage proactif pour
lequel les nœuds e´changent pe´riodiquement des informations topologiques pour construire des routes vers
tous les nœuds du re´seau. OLSR se base sur le principe de relais multi-points MRP (MultiPoint Relay)
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ou` chaque nœud choisit (inde´pendemment des autres nœuds) des MPR pour atteindre l’ensemble de son
voisinage a` deux sauts.
EOLSR choisit les MPR (rebaptise´ EMPR (Energy efficient MPR)) selon leur e´nergie re´siduelle. Par
la suite, les routes sont construites uniquement avec des nœuds EMPR.
Interaction MaCARI-EOLSR MaCARI se charge de remonter a` EOLSR une indication de rupture
de liens.
1.2.2 SERENA
SERENA (SchEdule RoutEr Nodes Activity) [54] est un algorithme qui effectue un se´quencement des
activite´s des coordinateurs pour leur permettre de travailler en meˆme temps quand la topologie du re´seau
le permet, de dormir et ainsi d’e´conomiser de l’e´nergie, tout en garantissant des communications de bout-
en-bout. C’est un algorithme de´centralise´ d’allocation de slots de temps qui est exe´cute´ localement dans
chaque nœud. Chaque nœud posse`de une couleur et a` chaque couleur est associe´ un slot de temps. Un
nœud reste actif durant le slot de temps de sa couleur et durant les slots de temps des couleurs de ses
voisins a` un saut.
SERENA est de´compose´ en deux algorithmes essentiels : un algorithme de coloriage qui interdit
l’utilisation de la meˆme couleur dans un voisinage a` trois sauts, et un algorithme d’allocation de slots de
temps qui alloue un slot de temps pour chaque couleur. Les slots de temps sont utilise´s pour l’envoi des
paquets.
Le coloriage a` trois sauts est ne´cessaire pour permettre l’envoi des acquittements MAC suite a` la
re´ception des trames envoye´es en mode unicast. Dans la figure 3.5, le nœud D ne peut pas avoir la meˆme
couleur que A parce que l’acquittement envoye´ par C (suite a` l’envoi d’une trame de donne´es de D pour
C) risque de causer une collision aupre`s de B qui est cense´ recevoir les trames envoye´es par A.
A B C D
Donne´eDonne´e
ACKACK
Fig. 3.5 – Ne´cessite´ d’un coloriage a` trois sauts.
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Dans le cadre d’OCARI seuls les coordinateurs ont une capacite´ de routage, ainsi SERENA est
applique´ uniquement par les coordinateurs durant [T2 ; T3].
Interaction MaCARI-SERENA La partie allocation des slots de temps de SERENA est confie´e a`
MaCARI. SERENA se charge d’acheminer vers le CPAN la liste des couleurs utilise´es dans le re´seau.
Par la suite, le CPAN annonce le de´coupage temporel et l’intervalle de temps alloue´ a` chaque couleur
dans le beacon de synchronisation.
La figure 3.6 montre un exemple de se´quencement des slots colore´s avec l’algorithme de SERENA
dans [T2 ; T3]. Coul1, Coul2, Coul3, Coul4 et Coul5 repre´sentent un exemple de cinq couleurs utilise´es
par SERENA. Dans la mise en œuvre retenue, les intervalles de temps sont e´gaux et se´quence´s a` partir
de T2. Le reste de la pe´riode [T2 ; T3] reste non colore´ pour que les nouveaux arrivants dans le re´seau
puissent router avant d’avoir obtenu une couleur.
               
               
               
               
               





Coul1 Coul2 Coul3 Coul4 Coul5 Partie non colore´e
T2 T3
Fig. 3.6 – Se´quencement des slots colore´s avec l’algorithme de SERENA dans [T2 ; T3].
1.2.3 Les e´changes de primitives de donne´es entre la couche supe´rieure et MaCARI
La couche supe´rieure transmet a` MaCARI des requeˆtes d’envoi de donne´es en spe´cifiant leur type :
soit des donne´es de type prioritaire, soit des donne´es de type non-prioritaire. MaCARI ge`re l’acce`s garanti
a` deux niveaux : les communications entre coordinateurs durant les intervalles de relais garanti et les
communications entre coordinateurs et leurs feuilles via le me´canisme des GTS. Il faut conside´rer quatre
cas de figure :
Donne´es de type prioritaire dans le cas d’un coordinateur : si la destination finale est une
feuille associe´e au coordinateur, MaCARI ve´rifie si la feuille posse`de un GTS en mode re´ception et
lui communique la trame durant le GTS. Si la feuille ne posse`de pas de GTS, la trame est envoye´e en
CSMA/CA slotte´ durant l’intervalle intra-e´toile. Si la destination finale est un coordinateur ou une feuille
appartenant a` un autre coordinateur, MaCARI ajoute la trame a` la file d’attente des trames a` envoyer
durant l’intervalle de relais garanti. Le prochain saut de cette trame est calcule´ par MaCARI au moyen
du protocole de routage hie´rarchique de´taille´ dans 2.3.3 du chapitre 2,
Donne´es de type non-prioritaire dans le cas d’un coordinateur : si le prochain saut est un
coordinateur2, MaCARI ajoute la trame a` la file d’attente des trames a` envoyer durant l’intervalle de
2Ce prochain saut n’est pas calcule´ pas MaCARI, mais par le protocole de routage de la couche re´seau.
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temps [T2 ; T3] en CSMA/CA slotte´. Sinon, la trame est envoye´e en CSMA/CA slotte´ durant l’intervalle
intra-e´toile.
Donne´es de type prioritaire dans le cas d’une feuille : MaCARI ve´rifie d’abord si la feuille
posse`de un GTS en mode envoi. Si c’est le cas, la trame est envoye´e durant ce GTS. Si ce n’est pas le cas,
MaCARI remonte une erreur a` la couche supe´rieure. C’est a` la couche supe´rieure de prendre l’initiative
de demander a` MaCARI d’envoyer une requeˆte de GTS (en mode envoi)3 au coordinateur de la feuille.
Donne´es de type non-prioritaire dans le cas d’une feuille : MaCARI envoie la trame en mode
CSMA/CA slotte´ durant l’intervalle de temps intra-e´toile.
3Les GTS sont re´serve´s soit en mode envoi pour qu’une feuille puisse envoyer des donne´es a` son coordinateur, soit en
mode re´ception pour que le coordinateur puisse envoyer des donne´es a` la feuille.
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2 La pe´riode de synchronisation
MaCARI est un protocole e´conome en e´nergie, pour cela il met les nœuds en mode sommeil ceci
permet de prolonger la dure´e de vie du re´seau. Une e´tape de synchronisation est indispensable pour
pouvoir cadencer efficacement les pe´riodes de re´veil et les pe´riodes de sommeil, de fac¸on a` assurer une
communication de bout-en-bout dans le re´seau. Dans cette partie, nous de´crivons comment cette phase
de synchronisation est effectue´e et comment des ame´liorations peuvent re´duire sa dure´e.
2.1 Description
MaCARI de´coupe le temps en cycles globaux qui se re´pe`tent pe´riodiquement. Un cycle global com-
mence par une pe´riode de synchronisation (cf. 1.1). L’entite´ qui ge`re la synchronisation est le CPAN. Le
CPAN initie la propagation d’une trame de beacon contenant les informations ne´cessaires pour que tous
les nœuds du re´seau sachent les intervalles de temps durant lesquels ils doivent rester e´veille´s et les in-
tervalles de temps pour lesquels ils peuvent se mettre en mode sommeil pour e´conomiser de l’e´nergie. Ce
beacon est propage´ par la suite en cascade par tous les coordinateurs du re´seau d’une manie`re se´quentielle,
pour atteindre toutes les entite´s du re´seau4.
Pour e´viter d’avoir des collisions de beacons, le CPAN indique dans le beacon l’ordre dans lequel les
nœuds doivent diffuser leurs beacons. Nous appelons cet ordre l’ordre de synchronisation. Pour illustrer
une cascade de beacon, nous conside´rons la topologie de la figure 3.7 qui repre´sente un re´seau simple
(plus simple que celui pre´sente´ sur la figure 3.1) constitue´ de sept coordinateurs.
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E´mission E´coute Re´ception
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Fig. 3.7 – Un exemple de cascade de beacons.
4A` l’exception des coordinateurs situe´s a` la profondeur maximale ; un nœud a` la profondeur maximale ne peut pas
accepter de nouvelles associations, il n’a donc pas d’entite´s qui lui sont associe´es.
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Pour simplifier, nous n’avons pas pre´sente´ les feuilles sur cette topologie, mais nous conside´rons qu’a`
chaque coordinateur est associe´ un ensemble de feuilles. Sur la figure 3.7, ai, bi, ci, di, ei, fi et gi
de´signent respectivement l’ensemble des feuilles associe´es aux coordinateurs A, B, C, D, E, F et G. Nous
conside´rons dans cet exemple que A est le CPAN et qu’il adopte l’ordre de synchronisation en largeur
qui est le suivant : (B, C, D, E, F, G)5.
A commence la cascade en diffusant le premier beacon. Ce beacon est rec¸u par ses coordinateurs fils,
B et C, et ses feuilles ai. Graˆce a` l’ordre de synchronisation contenu dans le beacon, B sait qu’il est le
coordinateur suivant a` envoyer le beacon. C sait qu’il doit attendre l’envoi de B. B envoie son beacon en
deuxie`me, suivi par C. De meˆme, quand D et E rec¸oivent le beacon de B, D sait qu’il doit attendre l’envoi
de C, et E sait qu’il doit attendre l’envoi de C et l’envoi de D. Ainsi graˆce a` l’ordre de synchronisation qui
est diffuse´ dans le beacon, les coordinateurs savent a` quel instant il faut envoyer le beacon qu’ils ont rec¸u
sans ge´ne´rer de collisions. Un fois que tous les coordinateurs ont envoye´ leur beacon, toutes les entite´s du
re´seau (feuilles et coordinateurs) l’auront rec¸u et seront synchronise´es sur T1.
2.2 Format d’un beacon MaCARI
La trame du beacon de synchronisation contient des informations qui permettent aux entite´s du re´seau
de connaˆıtre le de´coupage temporel du cycle global de MaCARI. Ces informations sont codifie´es dans la
payload MAC de la trame de beacon, tel qu’indique´ dans le tableau 3.2.
Octets :
2
1 2 2 variable
(118
max)
2
Frame
control
Sequence
number
PAN ID Src.
address
Beacon
payload
FCS
MaCARI header MaCARI
payload
MaCARI
footer
Tab. 3.2 – Format du beacon MaCARI.
2.2.1 L’en-teˆte du beacon
– Frame control (champ de controˆle de la trame) : ce champ spe´cifie le type de la trame,
d’autres informations concernant le coloriage de SERENA et le de´coupage temporel de MaCARI.
– Sequence number : un nume´ro de se´quence de niveau MAC de la trame de beacon (modulo 256,
ge´re´ par la CPAN).
– PAN ID : l’identifiant du PAN auquel appartient le coordinateur.
5Nous supposons aussi que les coordinateurs D, E, F et G ne sont pas a` la profondeur maximale.
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– Src. address : adresse courte du coordinateur.
2.2.2 Le champ payload du beacon
La couche physique adopte´e pour la pile OCARI est celle de la norme IEEE 802.15.4. La taille
maximale de la payload physique (contenu ve´hicule´ par la trame physique) est de 127 octets. A` cause
de cette limitation de taille, la longueur maximale d’un beacon est trop petite pour pouvoir y mettre un
ordre de synchronisation de taille raisonnable et une dure´e de pe´riode d’activite´ propre a` chaque e´toile.
Nous avons donc choisi de n’avoir que deux valeurs possibles pour la dure´e d’une e´toile.
Octets : 1 1 4 1 variable
(102
max)
variable
(7 max)
0/1 0/1
Number of
Coordinators
Sequence
Number
Global
cycle
Activity
period
duration
Synchro-
nization
order
Activity
bitmap
Color se-
quence
Colored
slot dura-
tion
Tab. 3.3 – Le payload du beacon.
– Number of Coordinators : le nombre de coordinateurs pre´sents dans le re´seau et participant a`
la propagation du beacon (le CPAN exclus). Cela correspond au nombre d’adresses courtes dans
l’ordre de synchronisation.
– Sequence Number : le nume´ro de se´quence du cycle global (modulo 256, ge´re´ par le CPAN,
utilise´ comme base pour l’estampillage temporel).
– Global cycle : la dure´e qui se´pare T1 et le prochain T0, exprime´e en nombre de pe´riodes de backoff
(320µs).
– Activity period duration : la dure´e de la pe´riode d’activite´ de chaque e´toile dans [T1;T2] (unite´
320µs).
– Synchronization order : la liste des adresses courtes des coordinateurs du re´seau qui participent
a` la propagation du beacon. L’ordre des adresses courtes spe´cifie l’ordre dans lequel le beacon sera
propage´ dans [T0;T1].
– Activity bitmap : Ce bitmap nous permet d’allouer plus de temps pour certaines e´toiles. Le nombre
de bits significatifs pre´sents dans ce bitmap correspond au nombre de coordinateurs pre´sents dans la
short address list. Un bit a` 1 dans la case i du bitmap signifie que la ieme e´toile, dont le coordinateur
a son adresse courte dans la case i de Synchronization order, posse`de n fois la dure´e par de´faut (n
est un entier commun a` toutes les stations).
– Color sequence : un entier indiquant le nombre de couleurs utilise´es, les couleurs e´tant alloue´es
de manie`re conse´cutive en partant de 0.
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– Colored slot duration : la dure´e d’un slot colore´ dans [T2;T3].
Pour construire la payload du beacon, le CPAN a besoin de connaˆıtre les adresses courtes des coor-
dinateurs associe´s a` son re´seau. Pour ce faire, a` chaque association, une primitive est remonte´e jusqu’au
CPAN pour l’informer de l’adresse courte du coordinateur qui vient de s’associer au re´seau. Ayant rec¸u
les adresses courtes de tous les coordinateurs du re´seau par ordre d’association, le CPAN est capable de
conserver un ordre topologique pour l’ordre de synchronisation qui garantit qu’un coordinateur n’envoie
pas son beacon avant que son pe`re ne l’ait fait. Cet ordre peut eˆtre l’ordre d’associaton des coordinateurs
ou des ordres plus complexes (cf. 2.7.2).
2.2.3 Unicite´ de la payload du beacon
La payload du beacon est la meˆme pour tous les beacons d’une cascade. En effet, les coordinateurs
recopient le contenu du beacon et le retransmettent sans le modifier. Cela permet d’avoir une certaine
flexibilite´ dans la synchronisation en cas de perte du lien entre un pe`re et un fils, puisqu’il suffit de recevoir
un beacon transmit de n’importe quel coordinateur du re´seau pour avoir les informations ne´cessaires pour
le de´coupage temporel de MaCARI.
2.3 Pe´riodicite´ de la synchronisation
Le but de la synchronisation est d’informer toutes les entite´s du re´seau du de´coupage temporel du
cycle global. Si ce de´coupage reste le meˆme pour n cycles globaux, la synchronisation peut n’eˆtre faite
qu’une fois tous les n cycles globaux. Toutefois, il faut s’assurer que les stations ne se de´synchronisent
pas lorsque la fre´quence de synchronisation est re´duite.
Une e´valuation a e´te´ faite pour quantifier la dure´e au dela` de laquelle la de´rive des horloges locales des
entite´s cause un de´calage conse´quent sur le de´coupage temporel. En supposant que la de´rive maximale
des composants est de 40 ns par seconde (ce qui est un temps ge´ne´ralement acceptable), la de´rive relative
entre deux entite´s quelconques peut atteindre 80 ns. Comme le temps est de´coupe´ en pe´riodes de 320
µs, le de´calage des horloges devient critique quand la pe´riodicite´ de la synchronisation de´passe 4 s. Dans
ce cas, deux intervalles de 320 µs, normalement disjoints, peuvent se chevaucher. Nous avons envisage´
d’inte´grer des intervalles de garde pour contrer ce proble`me.
2.4 Calcul de T1 et de l’instant d’envoi du beacon
Le but de la pe´riode de synchronisation est de synchroniser l’activite´ des nœuds du re´seau d’une
manie`re relative par rapport a` l’instant T1. T1 est calcule´ graˆce a` l’ordre de synchronisation envoye´ dans
la payload du beacon. Le calcul de T1 diffe`re entre coordinateurs et feuilles.
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Dans le cas d’un coordinateur (hormis le CPAN) : le coordinateur extrait du beacon l’ordre
de synchronisation et retrouve l’adresse source de la trame de beacon dans la liste des adresses courtes
de l’ordre de synchronisation6. Ayant connaissance de la dure´e d’envoi d’un beacon, le coordinateur est
capable de calculer la dure´e qui se´pare l’instant de re´ception du beacon et l’instant auquel il doit envoyer
son beacon. Pour calculer T1, il suffit de re´cupe´rer le nombre total de coordinateurs indique´ dans le champ
Number of Coordinators du beacon et de calculer le nombre de coordinateurs devant envoyer le beacon a`
partir de la position de la source. Ainsi, le coordinateur calcule d’une manie`re relative l’instant T1, qui
sert comme re´fe´rence pour le de´coupage temporel de MaCARI. L’algorithme 1 pre´sente le calcul de T1
et de l’instant d’envoi de beacon. Les deux parame`tres essentiels pour le calcul fait par un coordinateur
sont donc l’adresse de la station qui a diffuse´ le beacon et la liste des stations qu’il transporte.
Algorithm 1 Algorithme de calcul de T1 et de l’instant d’envoi du beacon.
Pre´-requis : synchroOrder = ordre de synchronisation, sendDuration = dure´e d’envoi d’un beacon
sourcePosition← -1 (Pour le CPAN)
pour chaque adresse courte de synchroOrder faire
si adresse courte = adresse source du beacon alors
sourcePosition← indice actuel dans la synchroOrder
fin si
si le nœud est un coordinateur alors
si adresse courte = adresse courte du nœud alors
myPosition ← indice actuel dans la synchroOrder
fin si
sinon
si adresse courte = adresse courte du coordinateur pe`re alors
myPosition ← indice actuel dans la synchroOrder
fin si
fin si
fin pour
si le nœud est un coordinateur alors
sendTime ← temps actuel + (myPosition - sourcePosition)*sendDuration
fin si
T1 ← temps actuel + (nombre de coordinateurs - sourcePosition)*sendDuration
Dans le cas d’une feuille : une feuille effectue uniquement le calcul de T1 en se basant sur l’adresse
courte de son pe`re.
2.5 L’estampillage des trames
Le de´lai de traverse´e de bout-en-bout dans le re´seau est une donne´e fondamentale pour certaines
applications. Nous avons adjoint a` MaCARI un me´canisme d’estampillage temporel. Ce me´canisme est
un moyen de savoir si une trame a se´journe´ dans la file d’attente d’une ou de plusieurs entite´s relais
interme´diaires.
Le temps au niveau MaCARI est cadence´ a` partir d’intervalles de 320 µs durant toutes les pe´riodes
6Le CPAN est le seul coordinateur non pre´sent.
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du cycle global. La synchronisation sur l’instant T1 permet a` toutes les entite´s du re´seau de partager une
connaissance temporelle commune. Cette connaissance temporelle permet d’estampiller la prise en charge
d’une trame de donne´es avec une horloge globale et permet au niveau applicatif de connaˆıtre l’instant de
cre´ation des donne´es (pour les ordonnancer par exemple). Cette information est critique dans la plupart
des applications industrielles car elle permet notamment de juger de la fraˆıcheur des donne´es.
Cette estampille fait partie de l’en-teˆte application mais est renseigne´e par MaCARI. La couche
application envoie une requeˆte a` la couche MaCARI pour re´cupe´rer le temps niveau MAC. MaCARI
renvoie les deux indications temporelles : le nume´ro de se´quence du cycle global et le nombre de slots
de 320 µs e´coule´s depuis le dernier T1. En ne´gligeant le temps de traverse´e des couches entre la couche
applicative et la couche MaCARI, cet instant peut eˆtre assimile´ a` l’instant de la soumission des donne´es
avec une impre´cision lie´e au temps ne´cessaire pour convertir les donne´es analogiques provenant du capteur
en donne´es nume´riques preˆtes a` l’encapsulation re´seau (ce temps de soumission peut eˆtre assimile´ au
temps de cre´ation des donne´es quand [T3;T0] est nul).
A` chaque remonte´e d’une indication de re´ception de donne´es de la couche MaCARI a` la couche
supe´rieure, MaCARI indique dans la primitive le temps de re´ception au niveau MAC de la trame. De
cette fac¸on, la couche application connaˆıt une image de l’instant de cre´ation des donne´es dans l’en-teˆte
application et l’instant de re´ception niveau MAC, elle peut ainsi estimer la fraˆıcheur des donne´es en
fonction de la dure´e e´coule´e entre ces deux instants.
2.6 E´conomie d’e´nergie
Durant [T0;T1], les nœuds e´conomisent de l’e´nergie en fonction de leur type. Les feuilles peuvent se
mettre en mode sommeil de`s qu’elles ont rec¸u leur beacon. Les coordinateurs peuvent dormir apre`s avoir
envoye´ le beacon d’une part, et entre l’instant de re´ception du beacon et l’instant de son envoi d’autre
part (si la dure´e entre ces deux instants est suffisamment grande).
Nous conside´rons qu’une entite´ consomme en continue la meˆme quantite´ d’e´nergie quand elle est
en mode e´veille´. Nous faisons l’hypothe`se simplificatrice en ne conside´rant pas les diffe´rents niveaux de
consommation pour les diffe´rents e´tats d’une entite´ (e´mission, re´ception, idle, commutation d’un e´tat a`
l’autre).
Si les coordinateurs dorment uniquement apre`s avoir envoye´ leur beacon, tous les nœuds e´conomisent
de l’e´nergie durant environ 50% de la dure´e de [T0;T1] en moyenne. Supposons que nous ayons n coor-
dinateurs et m feuilles dans le re´seau. L’e´nergie totale consomme´e par toutes ces entite´s est n2. Il s’agit
d’une consommation en prenant comme unite´ celle ne´cessaire a` l’e´mission d’un beacon.
L’e´nergie totale consomme´e sera :
∑n
i=1 i =
n∗(n+1)
2
= n
2+n
2
.
Le ratio de l’e´nergie totale consomme´e est donc :
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temps actif
temps total =
n2+n
2
n2 =
n2
2∗n2 +
n
2∗n2 =
1
2 +
1
2∗n .
Ainsi, la consommation e´nerge´tique moyenne totale durant [T0;T1] pour n coordinateurs et m feuilles
est donne´e par la formule suivante :
ET0T1 = (m + n) ∗ DT0T1/2 +
(m+n)∗DT0T1
2∗n
ou` DT0T1 est la dure´e de la pe´riode de
synchronisation.
2.7 Re´duction de la dure´e de la pe´riode de synchronisation
La pe´riode de synchronisation est une e´tape indispensable mais elle constitue une surcharge temporelle
car les informations envoye´es durant cette pe´riode ne sont pas des donne´es applicatives. Dans cette partie
nous de´crivons des me´thodes pour re´duire la dure´e de la pe´riode de synchronisation et diminuer ainsi sa
surcharge de la bande passante du re´seau.
2.7.1 Ame´lioration par envoi anticipe´
Sur la figure 3.7, nous avons pre´sente´ une version simplifie´e de ce qui se passe durant la pe´riode
de synchronisation. En fait, a` la re´ception d’un beacon, un temps non ne´gligeable de traitement de
la trame de beacon doit eˆtre pris en compte, en raison de la puissance de calcul limite´e offerte par
les microcontroˆleurs utilise´s pour les re´seaux de capteurs sans fil. Ainsi, le rectangle qui repre´sente la
re´ception doit eˆtre de´compose´ en deux parties : (i) la partie qui correspond a` la dure´e de re´ception des
bits du beacon qui de´pend du de´bit des modules radio et de la longueur de la trame de beacon, (ii) et la
partie qui correspond a` la dure´e de traitement du beacon, qui de´pend de la fre´quence du microprocesseur
et des taˆches de calcul a` effectuer. Le temps de traitement comprend la de´sencapsulation et l’analyse de
la trame de beacon, le calcul de T1 et de l’instant d’envoi, et la construction du beacon a` envoyer.
La figure 3.8 repre´sente la meˆme cascade de beacons que celle repre´sente´e sur la figure 3.7, mais en
ajoutant le temps de traitement7.
Nous remarquons sur la figure 3.8 que les coordinateurs peuvent anticiper leur instant de transmission
de beacon sans ge´ne´rer des collisions. Prenons le cas du coordinateur C. Apre`s avoir rec¸u et traite´ le beacon
de A, C attend l’envoi du beacon de B avant d’envoyer son propre beacon. L’unite´ de temps que nous
conside´rons pour attendre un envoi de beacon englobe la dure´e de transmission et la dure´e de traitement.
En informant le nœud C du fait qu’il ne faut attendre que le temps de transmission de B, C peut profiter
du temps de traitement du beacon de B pour anticiper sa transmission. La dure´e [T0;T1] peut ainsi eˆtre
re´duite.
7pour simplifier, nous avons repre´sente´ sur la figure 3.8 la meˆme dure´e de traitement pour les feuilles et les coordinateurs,
alors que la feuille a moins de traitement que le coordinateur. Cela ne change en rien l’explication.
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Fig. 3.8 – Cascade de beacons avec temps de traitement.
La figure 3.9 montre le gain que nous pouvons obtenir si les coordinateurs peuvent anticiper l’envoi
de beacon.
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Fig. 3.9 – Cascade de beacons avec envois anticipe´s.
Modification du format du beacon pour prendre en compte l’ame´lioration Graˆce aux adresses
courtes, il est possible de de´terminer si un coordinateur quelconque est le fils d’un autre coordinateur.
L’algorithme 2 permet de calculer la profondeur d’une entite´ a` partir de son adresse courte. Ayant
sa profondeur, avec l’algorithme 3 nous pouvons retrouver l’adresse courte du pe`re d’un coordinateur.
Notons que tous les coordinateurs du re´seau connaissent les trois parame`tres Rm, Lm et Cm qui sont
utilise´s dans les calculs des algorithmes qui suivent.
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L’algorithme 4 de´crit comment les envois anticipe´s sont pris en compte dans le calcul de T1 et de
l’instant d’envoi du beacon. Les algorithmes 2 et 3 sont appele´s par l’algorithme 4.
Algorithm 2 Algorithme de calcul de la profondeur en fonction de l’adresse courte.
Pre´-requis : Lm = profondeur maximum de l’arbre, Rm = nombre de fils coordinateur maximum, Cm
= nombre de fils maximum, adr courte, adr courante, prof courante
si adr courte = 0 alors
return 0
fin si
si adr courte ≥ (adr courante + 1 + Cskip(prof courante) ∗ Rm) et adr courte ≤ (adr courante +
1 + Cskip(prof courante) ∗Rm) + (Cm−Rm) alors
return prof courante+ 1
fin si
si Rm = 1 alors
si adr courte = adr courante+ 1 alors
return prof courante+ 1
fin si
si prof courante+ 1 < Lm alors
return prof(adr courte, adr courante+ 1, prof courante+ 1)
fin si
sinon
pour i = 0 to Rm− 1 faire
si adr courte = adr courante+ 1 + Cskip(prof courante) ∗ i alors
return prof courante+ 1
fin si
si adr courte > adr courante+1+Cskip(prof courante) ∗ i et adr courte < adr courante+1+
Cskip(prof courante) ∗ (i+ 1) alors
si prof courante+ 1 < Lm alors
return prof(adr courte, adr + 1 + Cskip(prof courante) ∗ i, prof courante+ 1)
fin si
fin si
fin pour
fin si
Notez que sur l’exemple de la figure 3.9, nous avons pu anticiper l’envoi de tous les coordinateurs
sauf celui de B, car B n’a pas d’attente a` effectuer entre l’instant de re´ception et l’instant d’envoi. Ce cas
se pose a` chaque fois qu’un fils doit envoyer son beacon juste apre`s son pe`re. Par la suite nous appelons
ce cas une attente inutile.
2.7.2 Ame´lioration de l’ordre de synchronisation
L’ame´lioration par envoi anticipe´ se base sur un ordre de synchronisation donne´. Cet ordre lui-meˆme
peut eˆtre optimise´ de fac¸on a` minimiser le nombre de fois ou` un fils doit envoyer son beacon juste apre`s
son pe`re.
Sur l’exemple de la figure 3.10, nous avons pu e´viter de mettre le fils E juste apre`s son pe`re D mais
nous n’avons pas pu e´viter que le fils B soit juste apre`s son pe`re A. Par la suite, nous allons expliquer
des re`gles a` appliquer pour construire un ordre de synchronisation ame´liore´ en plusieurs e´tapes.
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Algorithm 3 Algorithme de ve´rification de lien de parente´.
Pre´-requis : Lm = profondeur maximum de l’arbre, Rm = nombre de fils coordinateur maximum, Cm
= nombre de fils maximum, adr fils, adr pere, prof(adresse, 0, 0) retourne la profondeur d’une entite´
connaissant son adresse courte
profondeur du fils ← prof(adr fils, 0, 0)
profondeur du pere ← prof(adr pere, 0, 0)
si profondeur du pere = (profondeur du fils− 1) alors
pour i = 0 to Rm faire
si adr pere = adr fils− 1− i ∗ Cskip(profondeur du fils− 1) alors
return true
fin si
fin pour
sinon
return false
fin si
return false
Algorithm 4 Algorithme du calcul de T1 et de l’instant d’envoi du beacon sendT ime avec anticipation
d’envoi.
Pre´-requis : synchroOrder = ordre de synchronisation, sourcePosition = position de l’adresse source
du beacon dans synchroOrder, myPosition = position de l’adresse du coordinateur du beacon dans
synchroOrder, sendDuration = dure´e d’envoi d’un beacon, processDuration = dure´e de traitement,
nbProcess = le nombre de fois ou` un fils suit son pe`re dans synchroOrder, nbProcessSend = le nombre
de fois ou` un fils suit son pe`re dans synchroOrder uniquement entre sourcePosition et la myPosition,
parentOf(adr1, adr2) retourne vrai si adr1 est l’adresse du pe`re de l’entite´ ayant adr2 comme adresse
courte
pour chaque adresse courte dans le synchroOrder faire
si deuxie`me adresse ou plus, et parentOf(adresse courte actuelle, adresse courte pre´ce´dente) alors
nbProcess← nbProcess+ 1
fin si
si adresse courte = adresse courte de la source du beacon alors
sourcePosition← indice actuel
nbProcess ← 0
fin si
si adresse courte = adresse courte du nœud alors
myPosition ← indice actuel
nbProcessSend ← nbProcess
fin si
fin pour
sendT ime = temps actuel + (myPosition − sourcePosition) ∗ sendDuration + nbProcessSend ∗
processDuration
T1 = temps actuel + (nombre de coordinateurs − sourcePosition) ∗ sendDuration + nbProcess ∗
processDuration
A
B D
E
C
A B C D E A B D C E
Ordre non ame´liore´ Ordre ame´liore´
Fig. 3.10 – Exemple d’ordres de synchronisation. Un autre ordre ame´liore´ aurait pu eˆtre : A D C B E.
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Parcours en largeur Un parcours en largeur visite tous les nœuds d’une profondeur avant de passer
aux nœuds de la profondeur suivante, et en commenc¸ant par la racine. L’exemple de l’ordre de syn-
chronisation non ame´liore´ de la figure 3.10 est un exemple de parcours en largeur. Dans cet exemple, le
parcours en largeur nous ge´ne`re deux cas d’attente inutile.
The´ore`me 1. AI(ord larg(top)) ≤ prof(top). Le nombre d’attente inutiles peut eˆtre majore´ par la
profondeur de l’arbre.
Preuve 1. Un fils suit son pe`re dans l’ordre ord prof(top) si et seulement si le fils est le premier de sa
profondeur et si le pe`re est le dernier de sa profondeur dans l’ordre ord larg(top). Ce cas se pre´sente,
au plus, une fois par profondeur. Ainsi, AI(ord larg(top)) ≤ prof(top).
En adoptant un parcours en largeur, le nombre d’attentes inutiles est majore´ par la profondeur de
l’arbre. Soient AI(ord(top)) le nombre d’attentes inutiles dans l’ordre ord applique´ sur une topologie
donne´e top, ord larg(top) le parcours en largeur applique´ a` la topologie top et prof(top) la profondeur
de la topologie top.
Permutation D’apre`s le the´ore`me 1, un cas d’attente inutile n’arrive au plus qu’une fois par profondeur
dans un parcours en largeur. Ainsi, nous pouvons attribuer un cas d’attente inutile a` la profondeur au
lieu de l’attribuer a` un nœud. Ce cas d’attente inutile peut eˆtre e´vite´ en appliquant une permutation
selon la re`gle suivante : si le nombre de nœuds de la profondeur est au moins 3, ou si le nombre de nœuds
de la profondeur est 2 et les deux nœuds ont le meˆme pe`re, nous permutons le dernier nœud avec son
pre´ce´dent.
D’autres re`gles de permutation et de de´placement de nœuds dans l’ordre de synchronisation pour
e´viter les cas d’attentes inutiles sont e´tudie´es dans un rapport interne a` notre e´quipe de recherche [55].
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3 Segmentation
L’utilite´ de la pe´riode de synchronisation ne se limite pas a` l’e´conomie d’e´nergie. En utilisant le beacon
comme un moyen de diffusion d’informations, nous pouvons mettre en place un me´canisme de de´coupage
temporel qui ame´liore l’utilisation du canal et qui garantit l’acce`s au me´dium pour un trafic prioritaire.
Dans cette partie, nous de´taillons comment MaCARI re´alise une segmentation temporelle a` deux
niveaux : (i) une segmentation pour re´server le canal successivement pour chaque e´toile, et ainsi permettre
a` chaque coordinateur de ge´rer l’activite´ de son e´toile en e´liminant les interfe´rences cause´es par l’activite´
d’autres e´toiles du re´seau, (ii) et une segmentation pour garantir le relais entre les coordinateurs a` un
type de trafic prioritaire et contraint temporellement.
3.1 Description de la segmentation
Nous de´crivons dans ce qui suit la segmentation temporelle en pe´riodes d’activite´, pe´riode de routage
et intervalles de relais garanti.
3.1.1 Se´quencement des activite´s des e´toiles
Se synchroniser par rapport a` T1 permet a` tous les nœuds du re´seau de connaˆıtre les pe´riodes d’activite´
et les pe´riodes de sommeil. Pour e´viter d’avoir une forte contention durant laquelle toutes les entite´s
essaient d’acce´der au me´dium durant une pe´riode commune, nous proposons une segmentation dans la
pe´riode d’activite´ base´e sur le regroupement des entite´s en e´toile, en re´servant a` priori, le canal a` chaque
e´toile d’une manie`re se´quentielle.
Graˆce a` cette segmentation, chaque coordinateur ge`re l’activite´ de son e´toile durant la pe´riode d’ac-
tivite´ qui lui est alloue´e, inde´pendamment du reste de l’activite´ du re´seau. Ainsi, le coordinateur est
capable d’allouer des slots de temps a` acce`s garanti pour une feuille dans son e´toile en e´tant suˆr que ce
slot ne sera pas utilise´ par d’autres coordinateurs du re´seau.
Les e´changes durant la pe´riode d’activite´ entre les coordinateurs et leurs feuilles sont ge´re´s selon
l’algorithme CSMA/CA slotte´ pour le trafic non-prioritaire et en GTS pour le trafic prioritaire GTS
comme le pre´voit la norme IEEE 802.15.4. Graˆce a` ce se´quencement, les GTS alloue´s dans une e´toile
ne risquent pas d’eˆtre en conflit avec d’autres GTS alloue´s dans d’autres e´toiles du re´seau. Le trafic
prioritaire est ensuite relaye´ entre les coordinateurs pe`re-fils durant les intervalles de relais. Le trafic
non-prioritaire est route´ durant l’intervalle [T2;T3] en utilisant la me´thode d’acce`s CSMA/CA slotte´.
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Fig. 3.11 – Se´quencement des pe´riodes d’activite´ des e´toiles.
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3.1.2 Pe´riode de routage
Pour assurer une connectivite´ entre les coordinateurs et leur permettre de communiquer entre eux,
une pe´riode de routage suit la pe´riode des activite´s des e´toiles. Durant cette pe´riode, les coordinateurs
acheminent les donne´es re´colte´es durant les diffe´rentes pe´riodes d’activite´s des e´toiles (ou communiquent
des informations aux actionneurs).
Durant cette pe´riode, ce sont uniquement les coordinateurs qui sont actifs et communiquent entre
eux en appliquant le CSMA/CA slotte´.
3.1.3 Relais garanti
Pour assurer une qualite´ de service pour le trafic e´change´ entre les coordinateurs, MaCARI re´serve
des intervalles de temps pour chaque couple pe`re-fils. Ces intervalles de temps suivent la fin de la pe´riode
d’activite´ du coordinateur fils. On appelle ces intervalles de temps les intervalles de relais garanti.
De cette fac¸on, des slots de temps sont re´serve´s pour faire passer un trafic prioritaire entre les
coordinateurs. Comme le protocole CSMA/CA slotte´ est un protocole ale´atoire qui ne garanti ni l’acce`s
au me´dium, ni des transmissions sans collision, les intervalles de relais garanti permettent de re´server
l’acce`s au me´dium pour un trafic prioritaire.
Le couple de coordinateurs pe`re-fils est compose´ des deux seules entite´s actives dans le re´seau durant
l’intervalle de relais et l’acce`s au me´dium est donc a` ne´gocier entre ces deux entite´s. Pour e´viter d’avoir
des collisions entre les trames envoye´es par le coordinateur fils et celles envoye´es par le coordinateur
pe`re, un protocole d’e´changes entre ces deux coordinateurs est de´fini de la manie`re suivant : en de´but de
l’intervalle de relais, le coordinateur fils initie l’e´change en envoyant les trames a` relayer a` son coordinateur
pe`re. Les trames sont acquitte´es une par une. Quand le fils finit d’envoyer ses trames, il envoie une trame
de controˆle indiquant la fin du relais montant. Cela permet au coordinateur pe`re de commencer le relais
descendant et de faire passer les trames de type prioritaire en attente a` destination du coordinateur fils.
Dans le cas ou` le coordinateur pe`re n’a pas (ou plus) de trames a` relayer vers son fils, ce qui peut
eˆtre souvent le cas, il l’indique au coordinateur fils au moyen d’un bit de l’acquittement. Le fils est alors
informe´ qu’il peut utiliser le temps pre´vu pour le relais descendant.
3.2 E´conomie d’e´nergie
Avec ce de´coupage temporel, les entite´s du re´seau e´conomisent de l’e´nergie. Soit DT1T2 la dure´e de la
pe´riode [T1;T2] et DT2T3 la dure´e de la pe´riode [T2;T3]. Nous conside´rons que l’intervalle de relais garanti
dure 1/3 de la dure´e d’une pe´riode d’activite´ d’une e´toile. Le trafic prioritaire est oriente´ par l’arbre et
cela ge´ne`re des engorgements aupre`s de la racine (qui est souvent le destinataire de ce flux). Une gestion
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des allocations des intervalles de temps est ne´cessaire pour re´server des ressources ne´cessaire en fonction
de la position du nœud dans l’arbre. Dans un premier temps, nous avons choisi une solution statique qui
consiste a` utiliser le tiers de la pe´riode d’activite´ pour faire passer ce flux. Il est inte´ressant de pre´voir
une re´servation dynamique en fonction du nombre de descendants et de la taille du trafic. Ce point sera
discute´ dans 3.4.1.
Un coordinateur est actif dans [T1;T3] durant DT1T2/n+(DT1T2/n) ∗ 1/3 ∗Rm+DT2T3 et une feuille
sera active durant (DT1T2/n) ∗ 2/3. Ou` n est le nombre de coordinateurs dans le re´seau et Rm est le
nombre maximum de fils coordinateurs par coordinateur.
Avec les hypothe`ses de consommation de 2.6 et en conside´rant que l’arbre est complet en terme de
nombre de coordinateurs (tous les coordinateurs ont Rm fils coordinateurs), la consommation e´nerge´tique
peut eˆtre assimile´e a` la dure´e d’activation moyenne durant [T1;T3], avec n coordinateurs et m feuilles,
est donne´e par la formule suivante :
ET1T3 = n ∗ (DT1T2/n+ (DT1T2/n) ∗ 1/3 ∗ Rm+DT2T3) +m ∗ ((DT1T2/n) ∗ 2/3) = DT1T2 +DT1T2 ∗
1/3 ∗Rm+ n ∗DT2T3 +m/n ∗ (DT1T2) ∗ 2/3 = (1 +Rm/3 + 2m/3n) ∗DT1T2 + n ∗DT2T3 .
Avec la formule calcule´e dans 2.6, la consommation e´nerge´tique moyenne totale du re´seau dans [T0;T3]
est :
ET0T3 = ET0T1+ET1T3 = (m+n)∗DT0T1/2+
(m+n)∗DT0T1
2∗n +(1+Rm/3+2m/3n)∗DT1T2+n∗DT2T3 =
(1/2 + 1/(2 ∗ n)) ∗ (m+ n) ∗DT0T1 + (1 +Rm/3 + 2m/3n) ∗DT1T2 + n ∗DT2T3 .
3.3 Calcul des instants des pe´riodes d’activite´
La segmentation se base sur l’ordre de synchronisation et sur les informations de la payload du beacon.
Pour ce faire, nous avons conside´re´, en premier temps comme une solution simpliste, que l’ordre du
se´quencement des pe´riodes d’activite´ de chaque e´toile correspond a` l’inverse de l’ordre de synchronisation,
chaque e´toile e´tant repre´sente´e par l’adresse courte de son coordinateur. L’algorithme 5 de´taille le calcul
des pe´riodes d’activite´.
3.4 De´lai garanti
Graˆce aux intervalles de relais garanti, MaCARI garantit un de´lai de bout-en-bout sous re´serve d’un
dimensionnement convenable des intervalles de relais garanti en fonction de la quantite´ de trafic prioritaire
a` faire passer.
A` partir d’un ordre de synchronisation, il est possible de de´duire tre`s facilement (au moins) deux
ordres de se´quencement des pe´riodes d’activite´ dans [T1;T2] : soit l’ordre lui-meˆme, soit l’ordre inverse.
En adoptant l’ordre de synchronisation pour les pe´riodes d’activite´, nous favorisons le relais d’un trafic
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Algorithm 5 Algorithme de calcul des pe´riodes d’activite´.
Pre´-requis : nbCoord = nombre de coordinateurs, nbFils = nombre de fils coordinateurs, ActivityDu-
ration = dure´e d’une pe´riode d’activite´, sourceAdr = adresse source du coordinateur ou de la feuille,
synchroOrder = ordre de synchronisation, childrenList = liste de structures contenant les adresses
courtes et le de´but d’activite´ des fils coordinateurs, ActivityBitmap = bitmap indiquant si le coordi-
nateur a` la i-e`me position du synchroOrder a une pe´riode d’activite´ double ou non
tempsEcoule ← 0
pour chaque adresse courte du synchroOrder faire
si le nœud est un coordinateur alors
si adresse courte du synchroOrder = l’adresse courte du coordinateur alors
de´but de la pe´riode d’activite´ ← T1 + tempsEcoule
sinon
pour tous les fils coordinateurs du nœud faire
si adresse courte de la synchroOrder = l’adresse courte d’un fils alors
de´but de la pe´riode d’activite´ de ce fils ← T1 + tempsEcoule
fin si
fin pour
fin si
sinon
si adresse courte de la synchroOrder = l’adresse courte du coordinateur pe`re de la feuille alors
de´but de la pe´riode d’activite´ ← T1 + tempsEcoule
fin si
fin si
si le bitmap est vrai pour cet indice alors
tempsEcoule← tempsEcoule+ 2 ∗ActivityDuration
sinon
tempsEcoule← tempsEcoule+ActivityDuration
fin si
fin pour
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descendant. En adoptant l’ordre inverse nous favorisons le relais d’un trafic montant.
Prenons l’exemple pre´sente´ sur la figure 3.11. Supposons que le coordinateur G ait rec¸u d’une de ses
feuilles, une trame de type prioritaire a` destination du CPAN A. Cette trame est relaye´e de G vers C,
puis de C vers A en un seul cycle (si la taille des intervalles de relais le permet). Si A veut envoyer une
trame de type prioritaire a` G, A va recevoir la trame d’une de ses feuilles dans un cycle global, la relayer
a` C dans le cycle global suivant, et enfin, C va la relayer a` G dans le troisie`me cycle global.
En adoptant un seul sens de se´quencement des pe´riodes d’activite´, les trames qui sont a` contre sens
sont pe´nalise´es et subissent un de´lai de bout-en-bout qui est fonction de la profondeur maximale de la
topologie, et de la position relative de la source par rapport a` celle de la destination dans l’arbre. Ce
de´lai peut atteindre au pire des cas (Lm+ 1) ∗ dureeDuCycleGlobal.
Pour des applications ou` le trafic n’est pas majoritairement dans un seul sens, MaCARI peut alterner
le se´quencement des pe´riodes d’activite´ a` chaque cycle global. De cette manie`re, le de´lai de bout-en-bout
est majore´ par 3 ∗ dureeDuCycleGlobal au pire des cas, comme nous allons le voir dans la suite.
Prenons l’exemple illustre´ sur la figure 3.12 ou` le nœud X , situe´ a` la profondeur Lm, veut envoyer
une trame de type prioritaire au nœud Y , situe´ a` la profondeur Lm de sorte que le parent commun des
deux nœuds soit le CPAN. La longueur du chemin a` parcourir par la trame est 2 ∗ Lm liens. Le pire
des cas se pose quand lors du premier relais, le se´quencement est en sens descendant. Dans ce cas, la
trame ne parcourt qu’un saut de son chemin. Le se´quencement du cycle suivant est dans le sens montant.
La trame arrive en fin de cycle jusqu’au CPAN. Le cycle suivant est d’un sens descendant et la trame
parcourt le reste du chemin jusqu’a` Y (dans l’hypothe`se ou` le re´seau n’est pas sature´ pour ce type de
trafic).
Profondeur Lm
Profondeur 2
Profondeur 1
Profondeur 0
CPAN
X Y
Fig. 3.12 – Un exemple de topologie avec les diffe´rentes profondeurs.
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3.4.1 Adaptation de la taille des intervalles de relais
Les applications des re´seaux de capteurs reposent souvent sur la pre´sence d’un puits de donne´es. Ce
puits est typiquement la racine de l’arbre. Cela cause une forte congestion des liens utilise´s durant les
intervalles de relais garanti, notamment pour ceux qui sont proches de la racine.
Pour cela, les intervalles de temps alloue´s pour le relais garanti doivent eˆtre dimensionne´s en prenant
en compte la charge offerte au re´seau de type prioritaire. Nous proposons dans la suite deux me´thodes
comple´mentaires pour ame´liorer le dimensionnement de la taille des intervalles de relais : une distribue´e
et applique´e par chaque coordinateur en local, et une autre centralise´e et effectue´e par le CPAN.
Calcul en local selon le trafic cumule´ La dure´e alloue´e a` chaque coordinateur est de´coupe´e en trois
parties, comme le montre la figure 3.11, (i) une pe´riode d’acce`s en CSMA/CA slotte´ pour les e´changes
entre le coordinateur et ses feuilles, (ii) des slots GTS alloue´s aux feuilles qui ge´ne`rent ou consomment
du trafic prioritaire, et (iii) les intervalles de relais pour communiquer avec le coordinateur pe`re.
Jusqu’a` pre´sent, pour des raisons de simplicite´, dans cette version de MaCARI nous avons conside´re´
que les intervalles de relais constituent le tiers de la pe´riode d’activite´. De cette fac¸on, un coordinateur
pe`re se re´veille uniquement durant le dernier tiers de la pe´riode d’activite´ de son fils pour e´conomiser de
l’e´nergie.
Sans cette contrainte, un coordinateur peut de´cider de communiquer avec son pe`re au moment qu’il
juge ne´cessaire pour pouvoir faire passer le trafic prioritaire avant la fin de sa pe´riode d’activite´.
Pour e´viter que les feuilles n’interfe`rent avec la communication pe`re-fils, les feuilles cessent d’envoyer
des messages a` la re´ception d’une trame a` destination du coordinateur pe`re. Pour cela, l’adresse du
coordinateur pe`re est communique´e aux feuilles au moment de leur association.
Calcul par le CPAN en fonction des indications de trafic et du nombre de descendants Le
CPAN est capable d’allouer a` certains nœuds des pe´riodes d’activite´ de tailles plus grandes. Pour une
question d’optimisation de la taille de trame de beacon, nous avons choisi de mettre en place deux tailles
diffe´rentes uniquement : (i) une taille qui correspond au nombre maximum de feuilles par coordinateur
et (ii) une taille qui fait le double de la taille pre´ce´dente. L’inte´reˆt de doubler la taille est d’augmenter
l’intervalle de relais et non pas d’augmenter la pe´riode d’activite´ intra-e´toile.
Le CPAN connaˆıt le nombre de coordinateurs descendants de chaque coordinateur, et il rec¸oit les
notifications des allocations de GTS remonte´es par chaque coordinateur. Avec ces deux informations, le
CPAN est capable d’estimer la charge de trafic que chaque coordinateur subit, et ainsi, d’allouer une
taille double pour certains coordinateurs.
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3.5 Sche´ma re´capitulatif
La figure 3.13 montre comment les trames sont classe´es dans des files d’attente selon leur type et
leur destination. Cette repre´sentation correspond a` la gestion des files d’attente d’un coordinateur. A` la
re´ception d’une trame de la couche re´seau, la couche MaCARI ve´rifie le type de la trame. Si la trame est
de type non-prioritaire et non destine´e a` une feuille, elle est mise dans la file d’attente appele´e Routage
dans la figure, dans laquelle sont mises toutes les trames a` e´changer durant l’intervalle [T2;T3], ceci
correspond au test nume´ro 1 sur la figure 3.13. Si la trame est de type prioritaire ou a` destination d’une
feuille qui appartient au coordinateur, elle est mise dans une file d’attente en fonction du prochain saut.
Si le prochain est une feuille qui appartient au coordinateur, la trame est mise dans la file d’attente intra-
e´toile. Si la trame est a` destination du pe`re ou d’un de ses fils, la trame est mise dans la file d’attente
qui correspond a` la destination. Ceci correspond au test nume´ro 2 de la figure 3.13.
1
2
Couche re´seau
Acce`s au me´dium
MaCARI
Couche physique
Relais
fils n
Relais
pe`re
Relais
fils 1
RoutageIntra-
e´toile
Fig. 3.13 – Gestion des files d’attente selon le type de trafic et la destination.
Ces files d’attente sont sollicite´es selon les intervalles de temps de MaCARI. Quand le coordinateur
est dans l’intervalle de la pe´riode d’activite´ de son e´toile, il sollicite la file intra-e´toile, il est de meˆme
pour les autres files. Ainsi, le trafic a` e´changer dans chacun des intervalles de temps est classe´ dans une
file d’attente diffe´rente. Il sera inte´ressant dans la suite d’e´tudier des priorite´s diffe´rentes a` l’inte´rieur
Ge´rard Chalhoub 103 E´quipe Re´seaux et Protocoles - LIMOS
Segmentation
meˆme de chacune des files d’attente.
Pour le cas d’une feuille, il n’existe qu’une seule file d’attente qui est la file intra-e´toile puisque les
feuilles ne transmettent que durant la pe´riode d’activite´ de leur e´toile.
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Re´sultats
Dans ce chapitre, nous expliquons la de´marche que nous avons adopte´e pour valider notre protocole
MaCARI. Cette de´marche englobe de la simulation, du maquettage et de l’e´tude analytique.
Dans la premie`re partie, nous commenc¸ons par de´tailler comment nous avons moduler les diffe´rents
aspects de MaCARI sur le logiciel de simulation, ensuite nous de´crivons nos outils de maquettage et le
mate´riel utilise´. Nous pre´sentons dans la deuxie`me partie les re´sultats que nous avons obtenus concernant
la pe´riode de synchronisation. Dans la troisie`me partie, nous e´tudions les re´sultats obtenus en terme de
performance du re´seau sur la partie segmentation. Nous terminons dans la quatrie`me partie par une e´tude
analytique pour quantifier le gain e´nerge´tique et le de´lai de bout-en-bout selon diffe´rentes configurations.
1 Validation
Une de´marche de simulation et de maquettage a e´te´ ne´cessaire pour valider les diffe´rents aspects
de notre proposition. Nous expliquons dans ce chapitre comment nous avons moduler et imple´menter
le protocole MaCARI, en insistant sur les aspects sans fil de la simulation 1. En suite, nous de´crivons
brie`vement comment nous avons proce´der pour maquetter notre solution.
1.1 Simulation
La simulation est le fait de reproduire le comportement dans le temps d’un phe´nome`ne re´el en
utilisant un mode`le qui dans notre cas sera de´veloppe´ et active´ a` partir d’outils logiciels spe´cifiques.
Cela permet d’observer l’e´volution d’un syste`me en faisant varier certains parame`tres qui affectent son
comportement. La simulation permet de pousser plus loin des tests qui ne sont pas toujours re´alisables
a` cause de contraintes de ressources (temps, couˆt du mate´riel qu’on souhaite tester et/ou de la main
1Le travail de modulation et de simulation e´tait le sujet d’une publication dans un journal international [56].
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d’œuvre pour le de´ploiement d’une solution re´elle... etc).
NS2 (Network Simulator 2 ) est un logiciel libre de simulation par e´ve´nements discrets largement
utilise´ dans la recherche acade´mique et dans l’industrie. Il met a` disposition des mode`les de protocoles
de re´seaux sans fil et filaires comme l’UDP, le TCP/IP, la couche MAC de 802.11, la couche MAC de
802.15.4... etc. Graˆce a` cet outil de l’univers du logiciel libre, il est possible de lui ajouter de mode`les
correspondant a` des protocoles de tous les niveaux du mode`le OSI (Open Systems Interconnection) .
Il est base´ sur l’utilisation de langages de scripts pour la commande des simulations (tcl/tk) alors
que le cœur des simulations est imple´mente´ avec le langage C++. Les mode`les de protocoles sont donc
imple´mente´s en C++ et le sce´nario de simulation est spe´cifie´ en tcl par l’utilisateur qui pre´cise a` ce
niveau les protocoles qu’il souhaite utiliser.
NS2 est fourni avec une interface graphique, nomme´e NAM (Network AniMator) , permettant d’illus-
trer le fonctionnement des re´seaux, car il permet la visualisation de l’activite´ du re´seau (les e´changes de
trames, le positionnement des nœuds, le de´placement des nœuds...).
1.1.1 Simulation du me´dium sans fil
La nature du me´dium sans fil fait que l’e´mission d’un signal peut eˆtre de´tecte´e par toute antenne
suffisamment proche qui est en mode re´ception. On parle de porte´e pour de´signer la distance jusqu’a`
laquelle un signal e´mis par une antenne reste compre´hensible.
En se propageant dans l’air, le signal est soumis a` une atte´nuation de puissance qui augmente en
fonction de la distance et qui finit par rendre le signal incompre´hensible. Dans cette partie, nous allons
de´crire les mode`les de propagation les plus cite´s qui mode´lisent l’atte´nuation du signal radio utilise´ dans
l’univers des WLAN (Wireless Local Area Network) et WPAN (Wireless Personnal Area Network).
La distance n’est pas le seul facteur qui cause une atte´nuation de puissance : la propagation d’un
signal radio dans l’air est alte´re´e par la pre´sence d’objets dans l’environnement, ce qui affecte aussi la
qualite´ et la puissance du signal rec¸u. Beaucoup de mode`les ont e´te´ propose´s pour repre´senter cette
atte´nuation. Ces mode`les sont souvent parame´tre´s selon les conditions de l’environnement.
Le mode`le Free space Le mode`le le plus simpliste est le mode`le Free space, aussi appele´ le mode`le
de Friis [57]. Il suppose que le me´dium et les antennes sont parfaits en conside´rant que le signal parcourt
uniquement le chemin en ligne de vue et qu’il n’y a aucun facteur de perturbation entre l’e´metteur et le
re´cepteur. Ce mode`le conside`re donc que la porte´e est le rayon d’une sphe`re ou d’un cercle parfait, dans
le plan de de´placement des entite´s, si le re´cepteur se situe a` l’inte´rieur du cercle de l’e´metteur il recevra
le paquet sinon le paquet ne sera pas de´tecte´.
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Le mode`le Two-ray ground Le mode`le Two-ray ground conside`re que le signal est rec¸u selon deux
chemins : le chemin direct et une re´flection sur le sol. Dans [58], il est prouve´ que le mode`le Two-ray
ground est plus pre´cis que celui de Free space pour des grandes distances, alors que c’est le contraire
pour les petites distances, a` cause des oscillations cause´es par la combinaison constructive et destructive
des deux signaux.
Le mode`le Shadowing Les mode`les Free space et Two-ray ground supposent que la porte´e forme
un cercle parfait en conside´rant la moyenne des puissances rec¸ues a` une distance donne´e. En revanche,
le mode`le Shadowing [58] rajoute une composante ale´atoire pour caracte´riser l’effet de l’environnement
sur la propagation du signal. Ainsi, l’e´tablissement d’une communication en limite de porte´e devient
probabiliste et se rapproche de la re´alite´.
Le mode`le ITU-R P1238-4 L’ITU (International Telecommunication Union) est un organisme qui
met a` disposition des exploitants de liaisons radio des outils de´die´s a` la maˆıtrise de cette technologie.
Le mode`le ITU-R P1238-4 est conc¸u pour estimer l’atte´nuation du signal dans un milieu clos [59]. Ce
mode`le a e´te´ compare´ dans [60] a` des re´sultats expe´rimentaux issus de mesures faites dans un milieu
industriel confine´. Ces re´sultats prouvent que le mode`le ITU-R P1238-4 est plus proche de la re´alite´ que
les mode`les Free space, Two-ray ground et Shadowing.
Choix et ve´rification du mode`le de propagation Nous avons choisi d’utiliser le mode`le ITU-R
P1238-4 puisqu’il se rapproche le plus d’une mode´lisation re´elle d’un environnement industriel confine´.
Le mode`le ITU-R P1238-4 n’existe pas par de´faut parmi les outils ou options du simulateur NS2. Pour
cela, nous avons duˆ l’imple´menter et ve´rifier son fonctionnement en le comparant a` des mesures.
Le mode`le ITU-R P1238-4 estime la puissance rec¸ue par la formule suivante :
PrmW = exp(
PtdBm − L
10
log 10)/1000,
L = 20 log10(f) + 10 ∗N log10(d) + pfn− 28 + random,
ou` PrmW est la puissance rec¸ue mW , PtdBm est la puissance de transmission en dBm, L est
l’atte´nuation ou le Path Loss, f est la fre´quence en MHz, N est le coefficient d’atte´nuation, d est
la distance en me`tre, pfn est le facteur d’atte´nuation qui prend en compte le nombre d’e´tages, dans
notre cas il a e´te´ fixe´ a` 0 en conside´rant que tous le nœuds se trouvent sur le meˆme e´tage, random est
une variable ale´atoire qui suit une loi normale avec une moyenne de 0 et un e´cart type qu’on a fixe´ a` 2.
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Nous avons re´alise´ une se´rie de mesures a` l’inte´rieur d’un baˆtiment, durant les heures de travail, ce
qui nous permet de prendre en compte la mobilite´ des gens qui e´voluent sur le site de mesures. Avec les
parame`tres du mode`le ITU-R P1238-4 fixe´ comme spe´cifie´ pre´ce´demment, les re´sultats que nous avons
obtenus sont donne´s sur la figure 4.1. Nous avons fixe´ la puissance d’e´mission a` -25 dBm et nous nous
sommes limite´s dans la simulation au seuil de sensibilite´ des mesures qui est a` -95 dBm. Nous pouvons
remarquer qu’un grand nombre de points se superpose, ce qui prouve que le mode`le de propagation
imple´mente´ dans notre simulateur e´mule d’une manie`re assez re´aliste l’effet d’un environnement clos
sur les signaux transmis. Nous avons pre´fe´re´ tole´rer que notre mode`le soit plus pessimiste que la re´alite´
au lieu qu’il soit plus optimiste, ceci correspond en particulier a` ce qui est observable sur les distances
comprises entre 9 et 14 me`tres. Notons aussi que durant les mesures, les antennes n’e´taient pas toujours
en ligne de vue.
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Fig. 4.1 – Comparaison entre les re´sultats des mesures faites en inte´rieur et les re´sultats du mode`le
ITU-R P1238-4.
Nous ne sommes pas alle´s plus loin dans notre e´tude du comportement du signal, car ceci sort du
cadre de cette the`se.
1.1.2 Simulation de la couche physique
Un module radio ne peut de´tecter les informations rec¸ues que d’une seule transmission a` la fois. Le
signal correspondant doit eˆtre rec¸u avec une puissance supe´rieure au bruit ambiant. Au bruit ambiant
s’additionne la puissance rec¸ue de tous les signaux de´tecte´s sur le meˆme canal.
Effet de capture et collision Collision et capture sont deux conse´quences comple´mentaires qui
re´sultent de la re´ception, sur un re´cepteur donne´, de plusieurs signaux e´mis dans des intervalles de
temps ayant une partie commune. Cette re´ception simultane´e de plusieurs signaux est a` conside´rer au
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niveau de chaque re´cepteur potentiel et selon des conditions de puissance il en re´sulte :
– soit une collision si aucun des signaux ne peut eˆtre convenablement interpre´te´,
– soit une capture si le signal rec¸u dominant peut eˆtre compris.
Quand une station rec¸oit plusieurs signaux en meˆme temps, diffe´rentes situations peuvent se produire.
Si la diffe´rence entre la puissance rec¸ue d’un signal et la somme des puissances rec¸ues de tous les autres
signaux est supe´rieure a` un certain seuil, ce signal sera de´code´ et les autres signaux seront ignore´s. Ce
seuil est appele´ seuil de capture. Si aucune des transmissions n’est vraiment dominante, tous les signaux
sont perdus et il s’agit d’une collision 2.
Durant la re´ception d’un signal, le module radio est synchronise´ sur la modulation de ce signal, ceci
lui donne un avantage quand un nouveau signal arrive avant la fin de la re´ception.
Pour prendre en compte ce phe´nome`ne de synchronisation, nous avons conside´re´ deux seuils de capture
diffe´rents : (i) un seuil dans le cas ou` le module radio n’est pas en cours de re´ception seuil capture et (ii)
un seuil quand c’est le cas contraire pour favoriser le signal en cours de re´ception seuil capture en cours.
L’algorithme 6 explique les e´tapes de test qu’une trame doit franchir avant de de´cider si elle est de´codable
ou non.
Nous avons choisi d’attribuer un tableau de trames a` chaque re´cepteur. Ce tableau contient les
trames en cours de transmission sur le canal. Chaque e´le´ment du tableau contient une copie de la trame,
sa puissance rec¸ue par la station, l’instant de fin de transmission et un boole´en indiquant si la trame est
de´codable ou non.
Quand une nouvelle trame est rec¸ue, elle est stocke´e dans ce tableau. La fin de transmission est
calcule´e selon le de´bit du module radio et la longueur de la trame. Sa puissance de re´ception est calcule´e
selon le mode`le ITU et la distance qui se´pare la station de l’e´metteur. Si cette puissance est infe´rieure
au seuil de re´ception, la trame est conside´re´e non-de´codable. Sinon, nous ve´rifions si une autre trame
est en cours de re´ception. Si c’est le cas, la puissance rec¸ue de la nouvelle trame est cumule´e avec les
puissances rec¸ues de toutes les autres trames en cours de transmission. Si la diffe´rence entre cette somme
et la puissance rec¸ue de la trame en cours de re´ception est supe´rieure au seuil capture en cours la trame
en cours de re´ception est conside´re´e comme non-de´codable, sinon, la re´ception en cours continue sa vie.
Si la re´ception en cours est devenue non-de´codable, encore faut-il comparer la puissance rec¸ue de la
nouvelle trame a` la somme des puissances rec¸ues des trames en cours de transmission, si la diffe´rence
est supe´rieure au seuil capture, la nouvelle trame sera de´code´e, sinon, la nouvelle trame est conside´re´e
non-de´codable.
2Nous distinguons deux types de capture : une capture productive c’est le cas ou` la trame rescape´e concerne la station
qui l’a capture´e, et une capture improductive c’est le cas ou` la trame rescape´e n’est pas destine´e a` la station qui l’a capture´e.
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A` l’instant de fin de transmission, les trames qui ont e´te´ conside´re´es non-de´codables sont ignore´es et
toute trame de´codable est remonte´e a` la couche supe´rieure. A` noter qu’une fois la trame est conside´re´e
non-de´codable, elle est conserve´e dans le tableau pour contribuer au bruit ambiant jusqu’a` la fin de sa
transmission.
Algorithm 6 Arrive´e d’une nouvelle trame.
Pre´-requis : un tableau de trames tab
Pre´-requis : nouvelle trame t
Ajouter les informations concernant la nouvelle trame dans tab
si puissance rec¸ue de t < seuil de reception alors
t est non-de´codable
sinon
si re´ception en cours alors
puissance recue totale ←la somme des puissances rec¸ues des trames de tab (hormis la trame en
cours de re´ception)
si puissance recue totale > puissance rec¸ue de la trame en cours de re´ception +
seuil capture en cours alors
la trame en cours n’est plus de´codable
puissance recue totale = la somme des puissances rec¸ues des trames de tab (hormis la nouvelle
trame)
si puissance rec¸ue de t < puissance recue totale + seuil captur en cours alors
t est non-de´codable
sinon
t est de´codable
sinon
la trame en cours de re´ception continue sa re´ception
fin si
fin si
sinon
si transmission en cours alors
t est non-de´codable
sinon
puissance recue totale = la somme des puissances rec¸ues des trames de tab (hormis la nouvelle
trame)
si puissance rec¸ue de t < puissance recue totale + seuil capture alors
t est non-de´codale
sinon
t est de´codable
fin si
fin si
fin si
fin si
L’imple´mentation du CCA Selon la norme IEEE 802.15.4, il suffit que le CCA couvre une dure´e de
128 µs (qui correspond a` la dure´e d’envoi de 4 octets pour un de´bit de 250 kbit/s) pour scruter l’e´tat
du canal durant la premie`re pe´riode de backoff des deux pe´riodes de backoff conse´cutives pre´vues [38].
NS2 e´tant un simulateur e´ve´nementiel, nous avons choisit d’e´muler ce test qui dure sur un intervalle de
temps de 128 µs, par une se´quence de tests instantane´s.
Quand la couche MaCARI demande a` la couche physique d’effectuer un CCA. Cette dernie`re teste
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le canal en ve´rifiant s’il y a un signal avec une puissance rec¸ue supe´rieure au seuil de re´ception (qui
correspond a` -95 dBm). Ce test est re´pe´te´ toutes les 16 µs tant que la puissance de´tecte´e ne de´passe
pas ce seuil. Si au bout du huitie`me test la puissance de´tecte´e est toujours infe´rieure au seuil, la couche
physique retourne un re´sultat indiquant que le canal est libre. Sinon, si un des tests de´tecte un signal au
dessus du seuil, la couche physique remonte un re´sultat indiquant que le canal est occupe´.
1.1.3 Simulation de la couche MAC
L’imple´mentation du CSMA/CA slotte´ La version du module CSMA/CA slotte´ qui existe sur
NS2 est couple´e aux modules des couches MAC et physique de la norme IEEE 802.15.4. De ce fait, il
n’est pas utilisable avec notre couche MaCARI.
Le CSMA/CA est utilise´ par MaCARI dans deux intervalles de temps diffe´rents : (i) l’intra-e´toile pour
les e´changes entre les feuilles et les coordinateurs dans [T1;T2] et (ii) le routage entre les coordinateurs
dans [T2;T3]. Les trames a` envoyer dans ces deux intervalles ne sont pas les meˆmes et la concurrence
dans les deux intervalles est comple`tement inde´pendante. Ainsi, les parame`tres du CSMA/CA utilise´
dans [T1;T2] doivent eˆtre inde´pendants de ceux du CSMA/CA utilise´ dans [T2;T3]. Pour ce faire, deux
modules de CSMA/CA slotte´ diffe´rents sont cre´e´s pour chaque nœud et e´voluent inde´pendamment dans
deux intervalles de temps diffe´rents.
L’imple´mentation du module CSMA/CA slotte´ respecte l’algorithme de´crit dans la partie 2.2.1 du
chapitre 2. L’algorithme 7 de´crit le de´roulement du CSMA/CA slotte´ apre`s le tirage de backoff. Le temps
est de´compte´ en pe´riode de backoff de 320 µs. Le module est initie´ par la couche MaCARI au de´but de
l’intervalle de temps en initialisant un compteur qui est de´cre´mente´ toutes les 320 µs. Il est ne´cessaire
de ve´rifier qu’il est possible d’e´mettre en prenant en compte la fin de l’intervalle pour empeˆcher l’entite´
d’acce´der au me´dium au-dela` de l’intervalle graˆce aux me´canismes de report de CCA et de report de
backoff.
Pour envoyer une trame en utilisant le CSMA/CA slotte´, MaCARI passe la trame au module de
CSMA/CA slotte´ concerne´ apre`s en avoir garde´ une copie. Cette copie est utilise´e dans le cas des
reports et des re´pe´titions, et elle est supprime´e quand la trame est envoye´e. Le module CSMA/CA slotte´
commence par un tirage de backoff, puis il ve´rifie si le temps restant de l’intervalle de CSMA/CA slotte´
est suffisant pour consommer le backoff. Si c’est le cas, l’algorithme 7 s’exe´cute. Sinon, la trame est
reporte´e a` l’intervalle e´quivalent du cycle global suivant. Ainsi, l’algorithme 7 commence avec un backoff
positif et est exe´cute´ toutes les 320 µs.
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Algorithm 7 L’algorithme de CSMA/CA slotte´.
si fin de la pe´riode de csmaca = 0 alors
return SLOTTED CSMACA ENDED
sinon
de´cre´menter la fin de la pe´riode de csmaca
si une trame est en attente d’envoi alors
ve´rifier dans quel e´tat on se trouve : (1) backoff > 0, (2) CW > 0, (3) transmission en cours
si (1) alors
de´crementer le backoff
si backoff expire´ alors
passer en e´tat (2)
fin si
sinon
si (2) alors
si il reste du temps pour faire 2 CCA, finir la transmission et recevoir un ACK alors
effectuer un CCA
si canal libre alors
CW ← CW − 1
sinon
si NB > 5 alors
tirer un nouveau backoff
sinon
return FAILURE NB EXCEEDED
fin si
fin si
sinon
return CCA DEFERRED
fin si
sinon
commencer la transmission
fin si
sinon
si transmission en cours alors
de´cre´menter la dure´e de transmission
si transmission termine´e alors
return SUCCESS
fin si
fin si
fin si
fin si
fin si
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1.1.4 Simulation de la couche re´seau
Dans le cadre du projet OCARI, la couche re´seau est compose´e de deux protocoles : un protocole
de routage EOLSR et un protocole de coloriage SERENA (comme indique´ en 1.2.1 et 1.2.2 du chapitre
3). Ces deux protocoles ont e´te´ propose´s par le partenaire INRIA. Des proble`mes de compatibilite´ et de
disponibilite´ entre les codes de simulations de´veloppe´s par l’INRIA d’une part et le LIMOS d’autre part,
ont rendu de´licate la taˆche de la fusion de ces deux codes. Le de´coupage temporel de MaCARI laisse la
place pour un protocole de routage dans la pe´riode [T2 ; T3]. Ne´anmoins, pour e´valuer MaCARI il nous
a fallu de´velopper un protocole de routage qui ge`re les e´changes durant la pe´riode [T2 ; T3] et qui ne se
limite pas aux liens de l’arbre.
Nous avons optimise´ le protocole de routage hie´rarchique, utilise´ pour faire le relais dans [T1 ; T2], en
utilisant une table de voisinage qui permet de court-circuiter l’arbre dans certains cas.
Protocole de routage [T2 ; T3] Durant la pe´riode [T2 ; T3] tous les coordinateurs sont actifs et
participent a` l’acheminement des messages entre eux vers les destinations finales. Le protocole de routage
utilise´ durant cette pe´riode est base´ sur le protocole de routage hie´rarchique de ZigBee et la table de
voisinage. Cette table de voisinage est construite durant la pe´riode [T0 ; T1], elle comprend l’adresse
courte du coordinateur pe`re, des coordinateurs fils et de chaque coordinateur duquel un beacon est rec¸u.
Le diagramme pre´sente´ sur la figure 4.2 de´crit l’algorithme de routage utilise´ durant [T2 ; T3]. La
de´cision du prochain saut est prise en fonction de l’adresse courte de la destination finale du paquet.
Si l’adresse destination finale est l’adresse courte du coordinateur, le paquet est remonte´ a` la couche
supe´rieure. Si cette adresse correspond a` une adresse courte d’une feuille du coordinateur ou d’un coor-
dinateur voisin, l’adresse du prochain saut sera l’adresse de la destination finale. Sinon, si la destination
finale est parmi les descendants, l’adresse du prochain saut est un des fils coordinateur calcule´e selon la
formule donne´e dans 2.3.3. Sinon, si un des voisins, qui n’est ni un fils ni le pe`re, a la destination finale
dans sa descendance, le prochain saut sera l’adresse de ce voisin. Sinon, le paquet est remonte´ au pe`re.
Ce protocole ne demande aucun e´change supple´mentaire ni une gestion de table de routage, il ne
surcharge donc pas le re´seau par un trafic de controˆle. Toutes les informations ne´cessaires sont de´ja`
re´cupe´rables graˆce a` la couche MaCARI.
1.1.5 Aspect graphique
Nous avons travaille´ dans l’e´quipe sur le de´veloppement d’un animateur graphique, MaCAview, qui
illustre les fonctionnalite´s de MaCARI et nous permet de suivre l’activite´ du re´seau durant les diffe´rents
intervalles de temps. MaCAview prend en entre´e le fichier de trace qui enregistre tous les envois et les
re´ceptions ge´ne´re´s par le sce´nario de simulation, et des informations spe´cifiques a` MaCARI comme les
Ge´rard Chalhoub 113 E´quipe Re´seaux et Protocoles - LIMOS
Validation
@ dest finale
est mon @ courte ?
remonter le paquet a` la
couche supe´rieure
dest finale est une feuille
ou coordinateur voisin ?
prochain saut = feuille
ou coordinateur voisin
dest finale est un descendant ?
prochain saut = appel
routage hie´rarchique
dest finale est un
descendant d’un voisin ?
prochain saut =
ce voisin
prochain saut = pe`re
oui
oui
oui
oui
non
non
non
non
Fig. 4.2 – Diagramme de l’algorithme de routage [T2 ; T3].
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dure´es des diffe´rentes pe´riodes du cycle global et les liens de parente´, et nous sorte un sce´nario anime´
illustrant l’activite´ du re´seau.
La figure 4.3 nous montre une capture d’e´cran de MaCAview. Nous pouvons identifier les liens de
parente´, l’intervalle de temps dans lequel on se trouve (cette capture montre qu’on se trouve durant
la pe´riode de synchronisation graˆce a` l’indication T0), des informations concernant la trame en cours
de transmission comme la taille et la source, ainsi que des informations concernant les nœuds comme
l’adresse courte et l’adresse longue. Au moment de la capture, le CPAN e´tait en cours de diffusion du
beacon. Nous avons choisi de repre´senter une diffusion par la transmission de plusieurs trames (une trame
par re´cepteur concerne´).
Cet animateur nous a e´te´ utile, notamment pour de´boguer notre code de simulation sans avoir besoin
de lire et de de´cortiquer les fichiers de traces qui peuvent de´passer les 10 MO de taille.
Fig. 4.3 – Capture MaCAview.
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1.2 Maquettage
Le roˆle de cette e´tape est d’une part d’eˆtre confronte´ aux limites du mate´riel, i.e. le module radio, le
microcontroˆleur et ses capacite´s, et d’une autre part de satisfaire a` l’obligation de fournir un prototype
dans le cadre du projet OCARI.
Cette maquette a pour roˆle de montrer les fonctionnalite´s essentielles de MaCARI, i.e. la synchroni-
sation, le de´coupage temporel, le relais garanti, et de prouver leur faisabilite´.
MaCARI e´tant un protocole MAC, il interagit avec la couche physique et la couche re´seau. La couche
physique adopte´e est celle de la norme IEEE 802.15.4. Notre partenaire Telit nous a fourni cette partie du
code. La planification des diffe´rentes e´tapes du projet OCARI est telle que la disponibilite´ de la couche
re´seau est pre´vue apre`s la re´alisation de la maquette. Pour montrer d’une part le bon fonctionnement
des e´changes entre MaCARI et la couche re´seau, et d’autre part l’inte´reˆt du de´coupage en 4 pe´riodes de
temps, il nous a fallu disposer d’une couche 3 provisoire qui communique avec MaCARI et qui applique un
protocole de routage pour acheminer les paquets durant la pe´riode [T2;T3]. Ainsi, nous avons de´veloppe´,
conjointement avec notre partenaire LATTIS, une interface homme-machine (IHM) exe´cute´e sur un
ordinateur, qui communique avec la carte sur laquelle nous avons de´veloppe´ MaCARI a` travers un port
se´rie. Le roˆle de cette IHM est d’effectuer les taˆches suivantes :
– Appliquer un protocole de routage pour le trafic e´change´ durant [T2;T3],
– Envoyer des requeˆtes d’envoi a` la couche MaCARI,
– Afficher la re´ception de trames chez la destination finale,
– Valider les e´changes de primitives entre la couche re´seau et la couche MaCARI.
Le consortium OCARI a de´fini l’envergure d’une maquette limite´e a` une quinzaine de cartes. La
topologie de cette maquette est repre´sente´e sur la figure 4.4. La photo 4.5 montre les cartes sur lesquelles
nous avons de´veloppe´, ainsi que l’IHM sur l’ordinateur portable qui apparaˆıt dans la photo.
1.2.1 Imple´mentation sur des cartes B2400ZB
Notre plateforme de de´veloppement est constitue´e de cartes B2400ZB–tiny [13] compose´es d’un mo-
dule radio Chipcon CC2420 [61] et d’un microprocesseur Motorola MC9S08GT60A [62]. Cette solution
e´tait le choix sur lequel le consortium OCARI s’e´tait mis d’accord. Le de´veloppement a e´te´ fait en C a`
l’aide de l’outil de de´veloppement croise´ CodeWarrior [63].
1.2.2 Synchronisation et compteurs
Graˆce a` la synchronisation, les nœuds du re´seau partagent une re´fe´rence temporelle qui est T1. A`
T1, un compteur est initialise´ et incre´mente´ toutes les 320 µs. Ce compteur nous permet de ge´rer le
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Fig. 4.4 – La topologie de la maquette dans le cadre du projet OCARI.
Fig. 4.5 – Une photo des cartes utilise´es pour la maquette.
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de´coupage temporel de MaCARI. Comme les dure´es des intervalles de temps sont de´duites du contenu
du beacon et code´es a` partir d’une unite´ e´gale a` 320 µs, chaque entite´ du re´seau sait dans quel intervalle
il se trouve en surveillant ce compteur et en fonction des dure´es des intervalles qui le concernent.
1.2.3 Machine d’e´tat MaCARI et gestion des files d’attente
Le fonctionnement du nœud de´pend de l’intervalle de temps dans lequel il se trouve. Ce fonctionne-
ment est repre´sente´ dans la figure 3.13 sous forme d’une gestion d’activite´ selon l’intervalle de temps dans
le quel se trouve le nœud. Pour des raisons de limitation en taille me´moire des cartes sur lesquelles nous
travaillons, nous avons choisi de ge´rer uniquement deux files d’attente diffe´rentes : (i) une file d’attente
pour la pe´riode [T1;T2] qui contient les trames a` envoyer dans l’e´toile et les trames a` relayer durant les
intervalles de relais et (ii) une file d’attente pour la pe´riode [T2;T3] qui contient les trames, de type trafic
non-prioritaire, a` e´changer entre coordinateurs.
A` la re´ception d’une trame, la couche MaCARI ve´rifie son type et la met dans la file d’attente
correspondante. Le passage d’un intervalle a` un autre permet au nœud de connaˆıtre quelle file d’attente
il doit solliciter.
1.2.4 Gestion des reports
Quand le nœud de´tecte qu’il ne lui reste pas assez de temps pour envoyer une trame durant l’intervalle
de temps courant, il garde cette dernie`re dans la file d’attente pour l’envoyer dans le prochain cycle global.
En effet, cela peut arriver dans deux cas : (i) les trames dans la file d’attente n’ont pas pu eˆtre toutes
envoye´es ou (ii) une requeˆte d’e´mission d’une trame arrive vers la fin de l’intervalle courant.
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2 Synchronisation
Dans cette partie, nous allons e´valuer en fonction de la taille du re´seau la dure´e de la pe´riode de
synchronisation par simulation et montrer le gain que nous offre l’ame´lioration par envoi anticipe´ (cf.
2.7.1 du chapitre 3). Ensuite, nous allons estimer la pre´cision sur l’instant T1 calcule´ a` partir de mesures
faites sur les cartes B2400ZB–tiny.
2.1 Simulation
L’e´tape de simulation de la synchronisation nous permet de quantifier la dure´e de cette pe´riode et
l’inte´reˆt de la me´thode d’envoi anticipe´. Pour ce faire nous avons ge´ne´re´ des topologies ale´atoires qui
respectent un parame´trage de topologie donne´ (en fonction de Rm, Cm et Lm).
2.1.1 Scenarii de tests
Nous avons ge´ne´re´ 100 topologies diffe´rentes avec une profondeur maximale de 3. Nous avons fait
varie´ Rm de 3 a` 5 pour chaque nombre de coordinateurs conside´re´. Les courbes pointille´es repre´sentent
les moyennes des 100 valeurs donne´es par nos re´plications. Les segments verticaux repre´sentent les e´cart-
types.
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Fig. 4.6 – Effet de l’envoi par anticipation sur la dure´e de la pe´riode de synchronisation pour des
configurations de 10 a` 24 coordinateurs.
La figure 4.6 montre que la dure´e de la pe´riode de synchronisation augmente exponentiellement en
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fonction du nombre de coordinateurs dans le re´seau. Ceci est attendu car la taille du beacon augmente
avec le nombre de coordinateurs. La courbe sans ame´lioration correspond au cas ou` la me´thode d’envoi
anticipe´ n’est pas applique´e. Nous pouvons aussi constater le gain obtenu graˆce a` l’ame´lioration par envoi
anticipe´. En faisant varier le nombre de fils maximum par coordinateur, les e´carts-type nous montrent
que le gain est peu sensible a` ce parame`tre.
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Fig. 4.7 – Effet de l’envoi par anticipation sur la dure´e de la pe´riode de synchronisation pour des
configurations de 20 a` 70 coordinateurs.
L’envoi par anticipation diminue significativement la dure´e de la pe´riode de synchronisation. La figure
4.7 montre que pour une topologie de 70 coordinateurs et avec Lm = 4 et Rm = 3, la dure´e de [T0;T1]
est re´duite de 31, 25%. 3
2.2 Mesures de pre´cision
Le de´coupage temporel de MaCARI est base´ sur le calcul effectue´ durant la pe´riode de synchronisation.
Il est primordial de prouver que la me´canique de synchronisation fonctionne sur les cartes B2400ZB–tiny
et de mesurer la pre´cision obtenue.
3Ces re´sultats ont e´te´ publie´s dans [64].
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2.2.1 Scenarii de tests
Nous avons construit une topologie uniquement avec des coordinateurs qui correspond a` la configu-
ration de la maquette. Cette topologie est repre´sente´e sur la figure 4.8.
A B
C D
CPAN
Fig. 4.8 – La topologie de test de pre´cision de la synchronisation su T1.
En utilisant un analyseur d’e´tats logiques (cf. figure 4.9), nous avons calcule´ le de´calage de la synchro-
nisation sur T1 entre les diffe´rentes entite´s. Sur 20 mesures, nous avons obtenu un de´calage qui ne de´passe
pas les 640 µs sur la pre´cision du calcul de T1. Les moyennes, les e´carts-type et les valeurs maximales de
ce de´calage sont donne´s sur le tableau 4.1.
Observation des
diffe´rents T1
selon l’entite´
Fig. 4.9 – Un zoom sur les re´sultats de l’analyseur d’e´tats logiques.
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CPAN et
A
CPAN et
C
B et C
Moyenne 119,55 338,95 303,65
E´cart-type 88,83 101,36 178,35
Maximum 320 567 589
Tab. 4.1 – Pre´cision sur le calcul de T1 en µs.
Ces re´sultats sont acceptables pour une maquette de faisabilite´ dans la mesure ou` une garde de 640
µs (2 pe´riodes de backoff ) peut eˆtre mise en place pour e´viter le chevauchement des pe´riodes d’activite´.
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3 Segmentation
Dans ce chapitre, nous allons e´valuer les performances de la me´thode d’acce`s et l’ame´lioration apporte´e
par la segmentation en diffe´rents intervalles de temps selon les trois types d’activite´ suivants : (i) la re´colte
des informations ge´ne´re´es par les feuilles par le coordinateur d’e´toile, (ii) le relais garanti du trafic de type
prioritaire entre les couples coordinateurs pe`re-fils et (iii) le routage non garanti entre les coordinateurs
durant [T2;T3].
Nous commenc¸ons par une approche simulation pour e´valuer les performances du CSMA/CA slotte´
dans un intervalle de temps limite´ et pour montrer l’inte´reˆt de la segmentation temporelle, en comparant
3 configurations diffe´rentes de MaCARI. Ensuite, nous e´valuons le de´lai de bout-en-bout pour le trafic
de type prioritaire.
Dans la seconde partie, nous reprenons la meˆme de´marche pour e´valuer les performances du CSMA/CA
slotte´ et le de´lai de bout-en-bout mesure´s sur les cartes B2400ZB–tiny pour faire le rapprochement entre
l’aspect simulation et maquettage.
3.1 Simulation
Dans cette partie nous commenc¸ons par une e´valuation du comportement de CSMA/CA slotte´ dans
des pe´riodes d’activite´ de´limite´es, en insistant sur l’effet du report de trames. En suite, nous comparons le
comportement de CSMA/CA slotte´ avec celui d’un me´canisme de polling dans l’e´toile. Nous e´tudions en
suite l’ame´lioration que nous offre le de´coupage temporel de MaCARI en plusieurs intervalles d’activite´.
Nous terminons avec une quantification du de´lai de bout-en-bout.
3.1.1 E´valuation de la dure´e des pe´riodes d’activite´
Pour dimensionner la dure´e des pe´riodes d’activite´ de [T1;T2] du cycle global de MaCARI, il nous
a fallu mesurer le temps ne´cessaire pour faire passer une certaine quantite´ de trafic en utilisant le
CSMA/CA slotte´ comme me´thode d’acce`s.
Pour ce faire, nous avons conside´re´ plusieurs configurations d’e´toiles en faisant varier le nombre de
feuilles actives (i.e. qui ont quelques choses a` dire) et la quantite´ de trafic que chaque feuille ge´ne`re.
Suite a` la re´ception du beacon, les feuilles commencent a` envoyer 1, 3 ou 5 trames chacune. Les trames
sont a` destination du coordinateur et elles font 50 octets chacune (cette longueur ayant e´te´ juge´e la plus
significative dans notre domaine par le consortium OCARI).
Dans un premier temps, nous avons quantifie´ le temps ne´cessaire pour que toutes les trames soient
rec¸ues par le coordinateur. La figure 4.10 montre que le temps augmente d’une manie`re logarithmique en
fonction du nombre de feuilles et de la charge qu’elles ge´ne`rent. Chaque point correspond a` une moyenne
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de 100 re´pliques. Dans une e´toile de 5 feuilles, ou` chaque feuille doit envoyer 3 trames, le temps ne´cessaire
pour e´couler ce trafic est de 75 ms.
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Fig. 4.10 – Simulation : Temps ne´cessaire pour e´couler une certaine quantite´ de trafic dans une e´toile
en fonction du nombre de feuilles et du nombre de trames ge´ne´re´es par feuille.
Ensuite, nous nous sommes inte´resse´s a` la quantification du nombre de trames rec¸ues par le coor-
dinateur. Sur la figure 4.11, nous pouvons voir le nombre de trames rec¸ues par le coordinateur pour
diffe´rentes charges de l’e´toile. Chaque point correspond a` une moyenne de 100 re´pliques.
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Fig. 4.11 – Simulation : Nombre de trames rec¸ues par le coordinateur d’une e´toile en fonction du nombre
de feuilles et du trafic ge´ne´re´ par chaque feuille.
Conside´rons une e´toile ayant 8 feuilles actives. Prenons le cas ou` chaque feuille doit ge´ne´rer 3 trames.
Le nombre total de trames devant eˆtre ge´ne´re´es est donc 24, alors que 17 trames uniquement ont e´te´
rec¸ues par le coordinateur de cette e´toile, comme l’indique la courbe en pointille´ fin de la figure 4.11. Cet
e´cart est essentiellement duˆ aux collisions de trames. Suite a` un certain nombre de transmissions sans
re´ception d’acquittement, la couche MAC rejette la trame. Notons que sous faible charge le nombre de
trames rec¸ues par le coordinateur correspond a` celui de trames ge´ne´re´es, alors que sous forte charge les
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pertes de trames montrent les effets d’une forme de saturation de l’e´toile.
3.1.2 E´valuation du report du CSMA/CA slotte´
Le CSMA/CA slotte´ est utilise´ durant des pe´riodes de taille de´limite´e, cela exige l’existence d’un
me´canisme de report de trames pour e´viter que des transmissions soient commence´es vers la fin d’une
pe´riode et chevauchent sur la pe´riode suivante. Selon l’algorithme de CSMA/CA slotte´ de la norme IEEE
802.15.4, avant d’envoyer une trame une station tire un backoff ale´atoire. Si ce backoff est plus grand
que la dure´e restante de la pe´riode d’activite´ (dans le cas de la norme IEEE 802.15.4 c’est la CAP, et
dans MaCARI c’est la pe´riode d’activite´ d’une e´toile dans [T1;T2] ou durant la pe´riode [T2;T3]), il est
de´cremente´ jusqu’a` la fin de la pe´riode en cours et le reste sera reporte´ a` la pe´riode d’activite´ suivante. Un
autre report peut avoir lieu aussi, il concerne le test du canal (CCA). Apre`s avoir consomme´ le backoff la
station ve´rifie si ce qui lui reste de temps dans la pe´riode d’activite´ est suffisant pour finir la transaction
d’envoi : les 2 CCA, l’envoi de la trame physique et l’attente d’un e´ventuel acquittement. Si ce qui reste
du temps n’est pas suffisant, la trame sera reporte´e pour eˆtre envoye´e dans la pe´riode d’activite´ suivante.
Ce report est souvent ignore´ par les e´tudes faites sur les performances du CSMA/CA slotte´ de la
norme IEEE 802.15.4. Dans [65], [66], [67], [68] et [69] les auteurs n’ont pas conside´re´ le report ni dans
leur mode`le analytique de CSMA/CA slotte´, ni dans leurs simulations. Dans [70], les auteurs trouvent un
taux e´leve´ de collisions en de´but de la supertrame, ceci est aussi constate´ par les auteurs dans [42]. Ces
derniers concluent que cela est duˆ a` un de´faut dans la version 2003 de l’algorithme de CSMA/CA slotte´
[71]. Dans cette version, suite a` un report, les nœuds ne tirent pas un nouveau backoff, ce qui induit des
collisions syste´matiques en de´but de la prochaine supertrame. Ne´anmoins, ce de´faut a e´te´ corrige´ dans la
version 2006 de la norme et les nœuds tirent un nouveau backoff en de´but de la supertrame apre`s avoir
subi un report.
Le mode`le de Markov de CSMA/CA slotte´ Pour pre´senter l’ensemble des cas que provoque un
report nous avons choisi d’utiliser les chaˆınes de Markov comme un outil de mode´lisation graphique.
Nous allons commenter la repre´sentation graphique que nous trouvons dans la litte´rature. Chaque e´tat
du mode`le repre´sente la consommation d’une pe´riode de backoff. La chaˆıne est compose´e de m e´tages de
backoff. Chaque e´tage est constitue´ de Wm − 1 e´tats de de´cre´mentation de backoff. Quand un backoff b
est tire´ a` l’e´tage k on passe a` l’e´tat (k, b). Les e´tats visite´s par la suite sont (k, b−1), (k, b−2), . . ., jusqu’a`
(k, 1). Quand l’e´tat (k, 1) est visite´ ou bien quand un backoff de 0 est tire´, le premier CCA est effectue´
(ce qui correspond a` (k, CCA1)). Suite a` la scrutation du canal, un e´tat occupe´ est constate´ avec une
probabilite´ α et un e´tat libre est constate´ avec une probabilite´ 1− α. Si le canal est occupe´, un nouveau
backoff est tire´ dans une feneˆtre plus grande (ce qui correspond a` une incre´mentation du BE). Ainsi,
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l’e´tat suivant est l’e´tage k+1 de backoff. Si le canal est libre, un second CCA est effectue´ (repre´sente´ par
(k, CCA2)). Le canal est occupe´ avec une probabilite´ β et libre avec une probabilite´ 1 − β. Si le canal
est occupe´ suite au second CCA, un nouveau backoff est tire´ dans l’e´tage k + 1. Si le canal est libre, la
transmission peut commencer.
0,CCA2 0,CCA1 0, 1 0, 2 0,W0 − 2 0,W0 − 1
1,CCA2 1,CCA1 1, 1 1, 2 1,W1 − 2 1,W1 − 1
m,CCA2 m,CCA1 m, 1 m, 2 m,Wm − 2 m,Wm − 1
. . .
. . .
. . .
. . .
1/W01/W01/W01/W01/W0
1/W11/W11/W11/W11/W1
1/Wm1/Wm1/Wm1/Wm1/Wm
α
α
1− α
1− α
1− α
β
β
1− β
1− β
1− β
E´tage 0
E´tage 1
E´tage m
Fig. 4.12 – Le mode`le de Markov du CSMA/CA slotte´ de la norme IEEE 802.15.4 sans les me´canismes
de report.
Nous pouvons constater que les me´canismes de report (le report de backoff et le report de CCA)
n’ont pas e´te´ inclus dans le mode`le repre´sente´ sur la figure 4.12. Sur la figure 4.13, nous proposons une
chaˆıne de Markov incluant les deux reports. Dans ce mode`le, deux types de boˆıtes ont e´te´ ajoute´es par
rapport au mode`le pre´sente´ sur la figure 4.12 : le report de CCA qui correspond a` la boˆıte (k, reportC)
et le report de backoff qui correspond a` la boˆıte (k, reportBb ).
Quand un backoff est tire´ a` un e´tage k, l’e´tat suivant est (k, reportBb ) au lieu de passer directement
a` l’e´tat (k, b). Arrivant a` la boˆıte (k, reportBb ), il y a une probabilite´ δ que la trame soit reporte´e a` cause
d’un report de backoff et une probabilite´ 1− δ qu’elle ne le soit pas (c.f. figure 4.15). Le report de CCA
risque d’avoir lieu juste avant d’effectuer les 2 CCA. A` ce moment, il y a une probabilite´ γ que le nombre
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0,CCA2 0,CCA1 0, 1 0, 2 0,W0 − 2 0,W0 − 1
0, reportC 0, reportB1 0, report
B
2
0, reportBW0−2 0, report
B
W0−1
1,CCA2 1,CCA1 1, 1 1, 2 1,W1 − 2 1,W1 − 1
1, reportB
1 1, reportB2 1, report
B
W1−1
1, reportBW1−21, report
C
m,CCA2 m,CCA1 m, 1 m, 2 m,Wm − 2 m,Wm − 1
m, reportC m, report
B
1 m, reportB2 m, report
B
Wm−1
m, reportB
Wm−2
. . .
. . .
. . .
. . .. . .
. . .. . .
. . .. . .
. . .
. . .
. . .
. . .
γ
γ
γ
1− γ
1− γ
1− γ
Fig. 4.13 – Chaˆıne de Markov repre´sentant l’algorithme de CSMA/CA slotte´ de IEEE 802.15.4.
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de pe´riodes de backoff restant ne soit pas suffisant pour finir la transaction d’envoi, alors, l’e´tat suivant
est (k, reportC). La probabilite´ d’avoir le temps de finir la transaction d’envoi est 1 − γ, dans ce cas,
l’e´tat suivant est (k, CCA1).
La figure 4.14 de´taille le contenu de la boˆıte (k, reportC) qui repre´sente le report de CCA. Quand
un report de CCA est effectue´, il est ne´cessaire de savoir combien de pe´riode de backoff il faut attendre
avant la fin de la pe´riode d’activite´.
. . .1 2 T − 2 T − 1
attendre
1/T 1/T 1/T 1/T 1/T
Fig. 4.14 – Report de CCA a` la pe´riode d’activite´ suivante (boˆıte (k, reportC) de la figure 4.13).
Soit T le temps ne´cessaire pour effectuer la transaction d’envoi exprime´ en pe´riodes de backoff : les
2 CCA, l’e´mission de la trame et l’attente de la re´ception d’un e´ventuel acquittement. Ainsi, dans le cas
d’un report de CCA, le nombre de pe´riodes de backoff restant dans la pe´riode d’activite´ ne de´passe pas
T − 1. Nous supposons a` ce niveau que la probabilite´ de passer dans chacun des e´tats est la meˆme. Cela
repre´sente un re´seau non sature´ dans lequel la ge´ne´ration de trafic est uniforme vers la fin de la pe´riode
d’activite´. Nous conside´rons que les trames reporte´es ont e´te´ envoye´es en de´but de la pe´riode d’activite´
et ainsi, elles n’affectent pas l’aspect uniforme de la ge´ne´ration de trafic. Une fois la pe´riode d’activite´
termine´e, la station attend le de´but de la prochaine pe´riode d’activite´. Cette attente correspond a` la
boˆıte ”attendre”.
La figure 4.15 repre´sente la boˆıte (k, reportBb ) qui correspond au report d’un backoff. Cet e´tat est
atteint quand un backoff b est tire´ a` l’e´tage k de la figure 4.13.
La probabilite´ que b soit plus grand que le nombre de pe´riodes de backoff est γ (la probabilite´ que ce
soit plus petit est 1− γ). Ainsi, la probabilite´ de ne pas avoir a` effectuer un report de backoff est 1− γ
et l’e´tat suivant dans la chaˆıne de Markov est (k, b). Quand il y a un report de backoff, il ne´cessaire de
savoir combien de pe´riode de backoff il faut attendre avant la fin de la pe´riode d’activite´. Nous retenons
la meˆme hypothe`se que celle du report de CCA pour calculer la probabilite´ de chacun des e´tats (k, x, x).
Ceci nous donne une probabilite´ de 1/b pour atteindre un e´tat (k, x, x). Un e´tat (k, x, y) signifie : x est
le nombre de pe´riodes de backoff restant dans la pe´riode d’activite´ en cours quand l’e´tat (k, x, x) est
atteint, y est le nombre de pe´riodes de backoff a` consommer avant la fin de la pe´riode d’activite´ en cours.
En sortant de l’e´tat (k, x, 1), la station doit attendre le de´but de la pe´riode d’activite´ suivante, ce qui
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Fig. 4.15 – Report de backoff a` la pe´riode d’activite´ suivante (boˆıte (k, reportBb ) de la figure 4.13).
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correspond a` la boˆıte (attendre). En de´but de la pe´riode d’activite´ suivante, le reste du backoff doit eˆtre
consomme´, ce qui correspond a` l’e´tat (k, b− x) de la figure 4.13.
La figure 4.16 de´crit le contenu de la boˆıte ”attendre”. Nous conside´rons B comme e´tant le nombre de
pe´riodes de backoff qui se´pare la fin de la pe´riode d’activite´ en cours et le de´but de la pe´riode d’activite´
suivante. Ceci est un de´lai de B pe´riodes de backoff.
. . .1 2 B − 1 B
Fig. 4.16 – Attente entre la fin de la pe´riode d’activite´ en cours et la pe´riode d’activite´ suivante (boˆıte
”attendre” des figures 4.14 et 4.15).
E´valuation du de´lai engendre´ par les me´canismes de report Dans notre e´quipe de recherche, ce
point e´tait une brique commune a` deux sujets de the`se, ce travail a donc e´te´ mene´ en collaboration avec
Mademoiselle Nassima Haddid. Nous avons e´value´ l’effet de ce report sur le de´lai d’acce`s au me´dium en
utilisant la couche MAC de la norme IEEE 802.15.44. Nous avons choisi un scenario simple constitue´ de
deux nœuds : un CPAN et un coordinateur associe´ a` ce CPAN. Le coordinateur envoie pe´riodiquement
8 trames toutes les secondes pendant une dure´e de 250 secondes. Nous avons choisi un seul e´metteur
pour isoler le de´lai induit par le report de celui induit par le me´canisme de CSMA/CA slotte´ quand il y
a plusieurs e´metteurs concurrents. La taille des trames de 97 octets.
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Fig. 4.17 – Distribution du de´lai d’acce`s au me´dium montrant l’effet du report.
La figure 4.17 montre la distribution du de´lai en terme de nombre de pe´riodes de backoff. Nous avons
conside´re´ le cas d’un WPAN re´actif pour lequel nous n’avons pas de pe´riodes d’inactivite´ (BO = SO).
4Ce travail a abouti a` la publication [72].
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Nous pouvons remarquer que malgre´ le fait qu’il n’y ait qu’un seul e´metteur, des trames subissent un
de´lai qui de´passe le de´lai maximum duˆ aux deux CCA et au tirage ale´atoire du CSMA/CA slotte´ qui est
de 9 pe´riodes de backoff.
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Fig. 4.18 – Effet de la taille des trames sur le de´lai induit par le report.
La figure 4.18 montre l’effet de la taille de trame sur le de´lai induit par le report. Nous pouvons
constater que le de´lai augmente quand les trames sont plus grandes. Ceci est normal car la dure´e de
la transaction est fonction de la taille des trames. Ainsi, les nœuds ayant une longue trame a` envoyer
subissent l’effet du report plus toˆt avant la fin de la CAP que les nœuds avec des trames plus courtes.
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Fig. 4.19 – De´lai induit par le report dans le cas d’un re´seau e´conome en e´nergie.
La figure 4.19 montre que l’effet du report est encore plus significatif quand le re´seau est e´conome en
e´nergie (incluant des pe´riodes d’inactivite´ : BO 6= SO). Nous pouvons aussi constater que le report est
plus significatif pour les petites valeurs de SO et que dans ce cas, son effet ne peut pas eˆtre ignore´. Ce
phe´nome`ne sera constate´ lors de nos mesures de de´lai pour MaCARI dans 3.1.5 et sera e´tudie´ dans le
cadre d’une e´valuation analytique du de´lai de bout-en-bout en 4.2.
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3.1.3 Comparaison entre le CSMA/CA slotte´ et le polling
Le comportement du CSMA/CA slotte´ est comme tout autre algorithme d’acce`s au me´dium base´
sur CSMA/CA, il ne garantit pas l’acce`s au canal ni la re´ception sans collision des donne´es envoye´es.
En revanche, un me´canisme comme le polling ou` une station centrale interroge les entite´s a` tour de
roˆle, offre un de´terminisme d’acce`s au me´dium sans risque de collision mais n’est pas performant quand
beaucoup d’entite´s sont inactives [73]. Dans la suite de cette partie nous allons comparer les re´sultats
des performances du CSMA/CA slotte´ et d’un me´canisme de polling de type round robin pour lequel
le coordinateur sollicite a` tour de roˆle toutes les feuilles qui lui sont associe´es pour re´colter les donne´es.
Nous conside´rons uniquement le cas de la re´colte de donne´es, ce qui correspond a` une e´toile ou` toutes les
feuilles sont des capteurs. Le but de cette comparaison est d’identifier a` partir de quel pourcentage de
feuilles inactives dans l’e´toile le CSMA/CA slotte´ de la norme IEEE 802.15.4 devient plus performant
que le me´canisme de polling.
Nous conside´rons diffe´rentes tailles d’e´toiles, allant de 2 feuilles jusqu’a` 24 feuilles. Toutes les feuilles
actives ont une seule trame a` envoyer. La pe´riode d’activite´ est de´clenche´e a` la re´ception du beacon du
coordinateur de l’e´toile et les trames des feuilles sont a` priori preˆtes a` l’envoi.
Les trames physiques font 50 octets de longueur. Les figures 4.20, 4.21, 4.22 et 4.23 repre´sentent le
temps ne´cessaire pour que toutes les feuilles aient envoye´ chacune une trame au coordinateur et ceci pour
un pourcentage de feuilles actives de 100 %, 75 %, 50 % et 25 % respectivement.
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Fig. 4.20 – Temps de re´colte avec 100 % des feuilles actives.
Le point A (x = 15,5 ; y = 0,09) de la figure 4.21 a e´te´ obtenu en conside´rant l’activite´ de 18 des 24
feuilles en CSMA/CA slotte´. Seules 15,73 trames en moyenne sont rec¸ues en un temps moyen de 0,09
secondes, 3 trames ont donc e´te´ perdues. Le point B (x = 18 ; y = 0,066) a e´te´ obtenu par la scrutation
de toutes les feuilles, 18 ont re´pondu et 18 trames ont e´te´ rec¸ues.
Les figures 4.20, 4.21, 4.22 et 4.23 montrent qu’avec un pourcentage entre 100 % et 75 % de feuilles
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Fig. 4.21 – Temps de re´colte avec 75 % des feuilles actives.
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Fig. 4.22 – Temps de re´colte avec 50 % des feuilles actives.
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Fig. 4.23 – Temps de re´colte avec 25 % des feuilles actives.
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actives dans une e´toile, le me´canisme de polling est plus performant en de´lai. Nous pouvons aussi consta-
ter comment l’augmentation du de´lai en fonction du nombre de trame rec¸ues est exponentiel pour le
CSMA/CA slotte´. En revanche, quand le pourcentage de feuilles actives dans l’e´toile est entre 75 % et 50
% les performances du CSMA/CA et du me´canisme de polling se rapprochent. Quand le pourcentage de
feuilles actives dans l’e´toile est en dessous de 50 % le CSMA/CA est plus efficace en terme de de´lai par
rapport au polling. Cela est duˆ au fait que le polling perd du temps conse´quent a` interroger des feuilles
inactives (qui n’ont pas de trames a` envoyer).
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Fig. 4.24 – Performances de CSMA/CA slotte´ dans l’e´toile.
D’apre`s la courbe de la figure 4.24, il est inte´ressant de noter que le pourcentage de trames perdues
est de 1 % entre 8 et 12 trames envoye´es, alors qu’il de´passe les 12 % a` partir de 18 trames envoye´es. Ceci
nous permet de conclure qu’avec nos hypothe`ses, le CSMA/CA slotte´ est un me´canisme fiable sous faible
charge qui correspond a` moins de 15 feuilles actives dans l’e´toile avec chacune une trame a` envoyer.
Dans le contexte du projet OCARI, nous supposons que le nombre maximum de feuilles actives dans
une e´toile ne de´passe pas 8 et que le nombre total de feuilles par e´toile varie entre 12 et 16 feuilles. Ce qui
nous permet de choisir le CSMA/CA slotte´ comme me´thode d’acce`s pour ge´rer les activite´s des e´toiles
avec le me´canisme de GTS pour le trafic prioritaire pour lui assurer un degre´ plus e´leve´ de de´terminisme.
Notons aussi que le CSMA/CA garde l’avantage de permettre a` une nouvelle feuille de s’associer.
3.1.4 Ame´lioration des performances de la couche MAC par le de´coupage temporel
La segmentation temporelle du cycle global permet de se´parer les trois activite´s suivantes : (i) la
re´colte d’informations produites dans les feuilles durant l’intervalle intra-e´toile, (ii) le relais du trafic de
type prioritaire durant l’intervalle relais garanti et (iii) le routage entre coordinateurs du trafic de type
non-prioritaire durant [T2;T3]. Nous allons montrer que cette segmentation offre une meilleure utilisation
du canal et augmente le de´bit du re´seau.
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Pour montrer l’ame´lioration des performances du re´seau graˆce a ce de´coupage temporel, nous allons
nous baser sur les trois me´triques suivantes : (j) le nombre global de collisions, (jj) le nombre global de
trames rec¸ues et (jjj) le de´bit utile. Cela dans 3 configurations diffe´rentes de MaCARI pre´sente´es sur la
figure 4.25 :
1. Premie`re configuration : une pe´riode de synchronisation suivie par une pe´riode [T1;T2] dans la-
quelle se passent toutes les communications de toutes les entite´s du re´seau en meˆme temps. Cette
configuration se rapproche de la configuration temporelle de la solution beacon-only period de´crite
dans 2.5.1, dans ce cas toutes les e´toiles ont la meˆme dure´e d’activite´ qui est e´quivalente a` la dure´e
de [T1;T2].
2. Deuxie`me configuration : une pe´riode de synchronisation suivie par une pe´riode [T1;T2] avec une
pe´riode d’activite´ pour chaque e´toile mais sans les intervalles de relais, suivi par une pe´riode [T2;T3].
Dans cette configuration, il n’y a pas de priorisation de trafic, tout le trafic est e´change´ entre les
coordinateurs en CSMA/CA slotte´ dans [T2;T3].
3. Troisie`me configuration : la configuration de MaCARI comme de´crite dans la partie 1.1.1 du cha-
pitre 3. Cette configuration supporte les deux types de trafic. Nous conside´rons que le trafic de
type prioritaire repre´sente 25 % du trafic total.
Synchronisation
T0T0
T0T0
T0T0
T1
T1
T1 T2
T2
T2
T3
T3
Trafic intra-e´toile et de routage
Trafic du routage pe`re-fils
et inter-coordinateurs
Trafic du routage
inter-coordinateurs
Trafic du routage pe`re-fils
Trafic
intra-
e´toile
Fig. 4.25 – Les trois configurations de MaCARI.
Pour que les comparaisons soient le´gitimes, la dure´e du cycle global et de la partie active sont les
meˆmes pour toutes les configurations. Ainsi, dans la deuxie`me configuration, la dure´e de [T1;T3] est e´gale
a` la dure´e de [T1;T2] de la premie`re configuration. Pour ajouter les intervalles de relais dans la troisie`me
configuration, nous avons ajoute´ un intervalle de temps supple´mentaire pour chaque pe´riode d’activite´,
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et nous avons re´duit la dure´e de [T2;T3] de la somme de tous les intervalles de relais ajoute´s. Cela nous
permet de comparer les performances des trois configurations tout en conside´rant le meˆme de´coupage
espace temporel applique´ pour le routage et la re´colte (les intervalles de relais + [T2;T3] de la troisie`me
configuration = [T2;T3] de la deuxie`me configuration, le temps consacre´ au routage est un invariant dans
les deux dernie`res configurations.).
Nous avons conside´re´, pour chacune des trois configurations, 5 scenarii de test :
1. 9 coordinateurs et 25 feuilles
2. 9 coordinateurs et 36 feuilles
3. 16 coordinateurs et 49 feuilles
4. 16 coordinateurs et 64 feuilles
5. 25 coordinateurs et 81 feuilles
Les topologies sont construites avec les parame`tres Lm = 5, Rm = 3 et Cm = 8. Nous avons
conside´re´ un trafic pe´riodique ge´ne´re´ uniquement par les feuilles toutes les secondes. Chaque feuille
envoie 16 trames. Chaque trame fait 22 octets de longueur.
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Fig. 4.26 – Nombre de collisions par trame envoye´e selon la configuration pour chacun des 5 scenarii
pour la meˆme quantite´ de trafic.
La figure 4.26 montre le gain en e´vitement de collision quand nous appliquons une segmentation
temporelle et nous activons les nœuds par groupes dans la deuxie`me configuration, au lieu de les activer
tous en meˆme temps comme c’est le cas dans la premie`re configuration. Un gain supple´mentaire est
obtenu quand nous garantissons l’acce`s au canal pour le trafic prioritaire dans la troisie`me configuration.
Les figures 4.27 et 4.28 nous permettent de constater que le pourcentage de trames rec¸ues augmente
dans la deuxie`me et surtout troisie`me configurations par rapport a` celui de la premie`re configuration, de
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Fig. 4.27 – Pourcentage de trames rec¸ues selon la configuration pour chacun des 5 scenarii pour la meˆme
quantite´ de trafic.
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Fig. 4.28 – Nombre d’octets rec¸us par rapport au nombre d’octets envoye´s selon la configuration pour
chacun des 5 scenarii.
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meˆme pour le nombre d’octets rec¸us. Prenons l’exemple des points A et B de la figure 4.28. Ces deux
points correspondent au scenario nume´ro 4 avec la meˆme topologie du re´seau (16 coordinateurs et 64
feuilles). Pour cette configuration, en appliquant la premie`re configuration, nous avons eu en moyenne
sur 100 re´plications, 41956.2 octets envoye´s dont 27438.62 octets acquitte´s. En appliquant la deuxie`me
configuration, nous avons eu en moyenne 46946.68 octets envoye´s dont 42474.96 octets ont e´te´ acquitte´s.
Cela prouve que le le CSMA/CA slotte´ de la norme IEEE 802.15.4 est plus performant quand nous
activons se´quentiellement les nœuds par groupe (par e´toile dans notre cas).
La segmentation temporelle apporte une ame´lioration radicale a` la bande passante offerte par le
re´seau, il reste a` e´tudier les incidences sur le temps de transit.
3.1.5 De´lai de bout-en-bout
Dans cette partie, nous avons conside´re´ la topologie repre´sente´e sur la figure 4.29. Nous souhaitons
mesurer le de´lai de bout-en-bout d’un trafic ge´ne´re´ par les feuilles 9 et 12. Dans un premier temps, nous
avons ge´ne´re´ 100 trames par chacune des feuilles de type trafic non-prioritaire a` destination du CPAN
avec une pe´riodicite´ d’une trame toutes les 1,5 secondes. Ensuite, nous avons ge´ne´re´ 100 trames de type
trafic prioritaire par les feuilles 9 et 12, et 100 trames de type trafic non-prioritaire par chacune des
autres feuilles. Le but est de prote´ger l’acce`s au me´dium pour le trafic ge´ne´re´ par les feuilles 9 et 12. La
fre´quence de ge´ne´ration de trames est d’une trame par seconde.
Les trames de type prioritaire sont envoye´es par les feuilles au coordinateur de leur e´toile durant les
intervalles de temps de GTS. Les autres trames sont envoye´es en CSMA/CA slotte´ durant l’intervalle
intra-e´toile.
Les choix des intervalles temporels ont e´te´ faits de fac¸on a` ce qu’ils puissent eˆtre retenus dans la
phase de maquettage sachant que le cadencement pre´conise´ par la norme IEEE 802.15.4 est un multiple
de 320 µs. Dans cette configuration, nous avons choisi un temps de re´colte de 0, 123 s. Ainsi, la dure´e de
[T1;T2] sera de 6 ∗ 0, 123 s (dans cet exemple nous avons choisi de ne pas donner de pe´riode d’activite´
pour le CPAN). Avec [T2;T3] = [T1;T2], [T0;T1] = 0, 072 s et un cycle global
5 de 1, 877 s.
Les courbes des figures 4.30 et 4.31 repre´sentent le de´lai de bout-en-bout des 100 trames ge´ne´re´es
par les feuilles 9 et 12 respectivement et a` destination du nœud O de la topologie affiche´e sur la figure
4.29. Les re´sultats nous permettent de constater que 100 % des trames ont e´te´ rec¸ues par le nœud 0. En
revanche, le de´lai de bout-en-bout de´passe des fois la dure´e d’un cycle global. Cela est duˆ au report des
trames tardives qui arrivent a` la couche MaCARI vers la fin de l’intervalle de temps intra-e´toile pour le
trafic non-prioritaire et vers la fin de l’intervalle de´die´ aux GTS pour le trafic prioritaire.
51,877 seconde correspond a` peu pre`s a` un BO = 7.
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Fig. 4.29 – Capture d’e´cran de notre animateur de simulation montrant une topologie de 6 coordinateurs
avec 1 feuille chacun et 1 CPAN.
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Fig. 4.30 – Simulation : Distribution des de´lais de bout-en-bout pour la feuille 9 de la topologie 4.29.
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Fig. 4.31 – Simulation : Distribution des de´lais de bout-en-bout pour la feuille 12 de la topologie 4.29.
3.2 Maquettage
Dans cette partie, nous allons reprendre les scenarii de simulation et les re´aliser sur les cartes
B2400ZB–tiny pour prouver la faisabilite´ du de´coupage temporel et pour faire le rapprochement avec les
re´sultats de simulations.
3.2.1 E´valuation de la dure´e des pe´riodes d’activite´
Pour faire le rapprochement entre la simulation et les mesures re´elles, dans le cadre d’une collaboration
avec le LATTIS6 qui a abouti a` une publication commune [74], nous avons construit les meˆmes scenarii
de´crits dans 3.1.1 avec les cartes B2400ZB–tiny.
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Fig. 4.32 – Mesures : Temps ne´cessaire pour faire e´couler une certaine quantite´ de trafic dans une e´toile
en fonction du nombre de feuilles et du nombre de trames ge´ne´re´es par feuille.
Nous pouvons constater que les re´sultats des figures 4.32 et 4.10 sont assez similaires, de meˆme pour
6Les re´sultats des mesures des figures 4.32 et 4.33 ont e´te´ produits par notre partenaire LATTIS dans le cadre d’une
publication commune.
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Fig. 4.33 – Mesures : Nombre de trames rec¸ues par le coordinateur d’une e´toile en fonction du nombre
de feuilles et du trafic ge´ne´re´ par chaque feuille.
les figures 4.33 et 4.11. L’e´volution des courbes est la meˆme avec un le´ger de´calage qui est duˆ au fait que
le temps de traitement du microcontroˆleur des cartes n’est pas pris en compte sur le simulateur alors
que ce temps induit des retards dans la re´activite´ et le fonctionnement des cartes.
3.2.2 De´lai de bout-en-bout
Avec les meˆmes parame`tres que dans 3.1.5, nous avons repris les mesures de de´lai de bout-en-bout
pour la configuration de la figure 4.29 reconstruite avec les cartes B2400ZB–tiny.
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Fig. 4.34 – Mesures : Distribution des de´lais de bout-en-bout pour la feuille 9 de la topologie 4.29.
Nous pouvons remarquer que les re´sultats se rapprochent et les distributions de de´lai ont la meˆme
allure, et s’e´talent sur le meˆme intervalle ([0,1 et 0,2 ; 2,2 et 2,3] pour la feuille 9, et [0,4 et 0,6 ; 2,4 et
2,6] pour la feuille 12). Nous retrouvons le meˆme effet de report observe´ sur les figures 4.30 et 4.31. Cela
prouve que notre imple´mentation et notre mode´lisation sur le simulateur, des diffe´rents aspects de´taille´s
dans 1.1 du chapitre 4 sont re´alistes.
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Fig. 4.35 – Mesures : Distribution des de´lais de bout-en-bout pour la feuille 12 de la topologie 4.29.
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4 E´tude analytique
Dans cette partie nous terminons le chapitre re´sultats par une e´tude analytique de l’e´conomie d’e´nergie
et du de´lai de bout-en-bout offerts par MaCARI.
4.1 E´tude et e´valuation de l’e´conomie d’e´nergie
Dans cette partie nous allons quantifier la dure´e des deux intervalles [T0;T1] et [T1;T2] qui de´pendent
du nombre d’entite´s dans le re´seau et du trafic ge´ne´re´. Pour ce faire, nous allons nous baser sur les
re´sultats du maquettage donne´s sur la figure 4.32.
4.1.1 Calcul de la dure´e de [T0;T1]
La dure´e de [T0;T1] de´pend de deux parame`tres : (i) le nombre de coordinateurs et (ii) la taille du
beacon. Plus la taille du beacon augmente plus le temps de traitement et d’envoi augmente. Suite a` des
mesures effectue´es sur les cartes, nous avons constate´ que le temps ne´cessaire pour traiter et envoyer
un beacon de taille minimum (quand le CPAN est tout seul dans le re´seau) est de 8*320 µs. Ensuite,
pour chaque adresse supple´mentaire (ou deux octets supple´mentaires suite a` une nouvelle association),
le temps augmente d’une dure´e de l’ordre de 320 µs.
Cela nous donne la formule suivante pour calculer la dure´e de [T0;T1] en fonction du nombre de
coordinateurs n :
[T0;T1] = n ∗ (8 + n ∗ 0, 32) ms.
4.1.2 Calcul de la dure´e de [T1;T2]
La dure´e de [T1;T2] de´pend essentiellement de la dure´e des pe´riodes d’activite´ alloue´es aux diffe´rentes
e´toiles du re´seau. Chaque pe´riode d’activite´ est de´coupe´e en deux intervalles : (i) un intervalle de temps
pour ge´rer l’activite´ intra-e´toile et (ii) un intervalle de temps, qui est l’intervalle de relais garanti, pour
e´changer entre le coordinateur de l’e´toile et son pe`re. La dure´e de l’intervalle intra-e´toile de´pend de la
charge ge´ne´re´e par l’ensemble des feuilles de l’e´toile, et la dure´e de l’intervalle de relais de´pend de la
charge du trafic de type prioritaire.
[T1;T2] = n ∗ (duree intra etoile+ duree intervalle relais)
4.1.3 Tableau re´capitulatif des dure´es de [T0;T1] et [T1;T2]
Nous supposons que pour un re´seau donne´, le nombre maximum de feuilles actives par e´toile est
le meˆme pour toutes les e´toiles du re´seau et que la dure´e de l’intervalle intra-e´toile doit eˆtre suffisante
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pour que chaque feuille de l’e´toile puisse envoyer 1 trame de 50 octets (niveau physique) avant la fin de
l’intervalle de collecte.
Nous avons conside´re´ 4 tailles d’e´toiles diffe´rentes : 2, 4, 6 et 8 feuilles actives maximum par e´toile. Ce
qui correspond aux 4 dure´es d’intervalle intra-e´toile suivantes : 20, 30, 45 et 50 ms respectivement (issues
de 4.32). Pour les intervalles de relais, nous conside´rons 20 ms qui permettent d’e´changer 10 trames de 50
octets sans CSMA/CA mais avec un protocole point a` point e´tudie´ en 3.1.3 du chapitre 3. Nous n’avons
pas conside´re´ ici l’augmentation de de´bit qui pourrait re´sulter de l’agre´gation de ce trames. Ce point
sera repris dans les perspectives de ce travail.
Le tableau 4.2 re´capitule les dure´es de [T0;T1] et [T1;T2] en fonction du nombre de coordinateurs et
le nombre de feuilles actives maximum par coordinateur.
Nombre de
Coord.
Nombre de
feuilles
actives par
Coord.
Dure´e
intra-e´toile
(sec)
Dure´e de
[T0;T1] (sec)
Dure´e de
[T1;T2] (sec)
50 8 0.05 1,2 3,5
50 6 0.045 1,2 3,25
50 4 0.03 1,2 2,5
50 2 0.02 1,2 1,5
30 8 0.05 0,528 2,1
30 6 0.045 0,528 1,95
30 4 0.03 0,528 1,5
30 2 0.02 0,528 0,9
10 8 0.05 0,112 0,7
10 6 0.045 0,112 0,65
10 4 0.03 0,112 0,5
10 2 0.02 0,112 0,3
Tab. 4.2 – Taille des pe´riodes [T0;T1] et [T1;T2] en fonction du nombre de nœuds.
Nous avons choisi de prendre [T2;T3] = [T1;T2] et [T3;T0] = [T1;T3] dans un premier temps (la dure´e
de [T3;T0] de´pend de la re´activite´ souhaite´e par l’application, plus elle est petite plus le re´seau est re´actif
mais peu e´conome en e´nergie, plus le dure´e de [T3;T0] est grande plus le re´seau est e´conome en e´nergie
mais moins re´actif).
La figure 4.36 montre le gain d’e´nergie obtenu en fonction de la taille du re´seau en faisant varier le
nombre de coordinateurs et le nombre de feuilles par coordinateur. Ce gain est calcule´ en faisant le ratio
de la dure´e passe´e en mode sommeil par rapport a` une configuration ou` les entite´s sont en mode e´veille´
en permanence.
Nous atteignons les 94 % d’e´conomie d’e´nergie pour les configurations avec 8 feuilles par coordinateur.
Notons qu’avec plus de feuilles nous trouvons un gain d’e´nergie plus grand car les feuilles consomment
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Fig. 4.36 – Gain e´nerge´tique avec [T2;T3] = [T1;T2] et [T3;T0] = [T1;T2] + [T2;T3].
moins d’e´nergie que les coordinateurs dans un cycle global, alors que le nombre de coordinateurs n’a que
peu d’effet sur le gain e´nerge´tique.
Pour e´tudier l’effet de la dure´e de [T2;T3] sur l’e´conomie d’e´nergie, nous avons repris nos calculs mais
cette fois-ci avec [T2;T3] = [T1;T2]/2. Ceci pe´nalise le trafic non-prioritaire en lui donnant moins de temps
pour qu’il soit route´. La figure 4.37 montre que nous atteignons un gain entre 1 et 3 % supple´mentaire
par rapport aux re´sultats de la figure 4.36.
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Fig. 4.37 – Gain e´nerge´tique avec [T2;T3] = [T1;T2]/2 et [T3;T0] = [T1;T2] + [T2;T3].
Pour mettre en relief le gain e´nerge´tique offert par MaCARI, nous allons comparer ce gain a` celui
offert par la premie`re configuration conside´re´e dans 3.1.4 de la partie 3. La figure 4.38 montre le gain
e´nerge´tique offert par ces deux solutions en fonction de la dure´e de [T3;T0] et le nombre de coordinateurs.
Nous avons choisi 4 valeurs diffe´rentes pour la dure´e de [T3;T0] : 0 ms, DT1T3/2, DT1T3 et DT1T3 ∗ 2.
Nous pouvons noter que MaCARI re´alise une e´conomie d’e´nergie qui de´passe les 85 % meˆme quand
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Fig. 4.38 – Abaque : gain e´nerge´tique en fonction de la dure´e de [T3;T0] pour une configuration avec 8
feuilles par coordinateur.
[T3;T0] = 0, et reste globalement nettement meilleur pour l’ensemble des cas e´tudie´s.
4.1.4 Application nume´rique pour les scenarii de la partie 3.1.4
Nous revenons sur les 5 scenarii de´finis dans 3.1.4 pour estimer le gain e´nerge´tique en fonction de la
dure´e de [T3;T0]. Nous conside´rons uniquement la premie`re et la troisie`me configuration temporelle.
 0
 0.1
 0.2
 0.3
 0.4
 0.5
 0.6
 0.7
 0.8
 0.9
 1
R
a
ti
o
d
u
g
a
in
e´n
er
g
e´t
iq
u
e
scenario 1
scenario 2
scenario 3
scenario 4
scenario 5
0 DT1T3/2 DT1T3 DT1T3 ∗ 2
MaCARI
1ere configuration
Fig. 4.39 – Abaque : Gain e´nerge´tique pour les 5 scenarii.
Notons comment le nombre de feuilles n’a pas effet sur le gain e´nerge´tique dans la premie`re configura-
tion car les feuilles et les coordinateurs suivent le meˆme rythme d’activite´, ce qui explique la superposition
des courbes de l’abaque infe´rieure. Ne´anmoins, nous remarquons que les courbes de l’abaque supe´rieure,
qui correspondent a` la troisie`me configuration temporelle, sont disjointes donc le´ge`rement sensibles au
nombre de feuilles par e´toile.
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4.2 E´tude et e´valuation du de´lai de bout-en-bout
Dans cette partie, nous allons donner la taille d’une configuration du re´seau qui garantit un de´lai de
bout-en-bout infe´rieur a` un certain seuil pour les trames de type prioritaire (ceci pour re´pondre a` l’objectif
de de´terminisme qui devait caracte´riserMaCARI). Nous allons nous baser sur les valeurs calcule´es a` partir
des mesures effectue´es en maquettage pour conside´rer les dure´es des diffe´rents intervalles du cycle global.
En effet, nous allons nous inte´resser au pire des cas pour le calcul du de´lai. Ce pire des cas correspond
a` une trame ge´ne´re´e par une feuille et rec¸ue par la couche MaCARI de cette feuille vers la fin de son
GTS. Ainsi, cette trame est reporte´e pour eˆtre envoye´e dans le GTS du cycle global suivant. La figure
4.40 illustre l’instant de re´ception, par la couche MaCARI d’une feuille, d’une trame ge´ne´re´e par les
couches supe´rieures.
T0T0 T1 T2 T3
GTS
Relais
montant
Relais
descendantE´changes en CSMA/CA slotte´
δ
Fig. 4.40 – De´finition du pire des cas pour l’e´valuation du de´lai de bout-en-bout pour un trafic prioritaire.
δ est un temps a` partir de la fin du GTS de la feuille qui a une trame de type prioritaire a` e´mettre.
Ce temps de´fini un seuil qui implique qu’une requeˆte d’e´mission rec¸ue avant la fin du GTS ne pourrait
eˆtre traite´e qu’au cycle global suivant. Nous supposons que le dimensionnement des pe´riodes d’activite´
est fait en fonction du trafic ge´ne´re´, et que la dure´e d’une pe´riode d’activite´ est suffisante pour envoyer
tout le trafic ge´ne´re´ dans les feuilles d’une e´toile. Ainsi, les trames reporte´es sont uniquement celles qui
sont ge´ne´re´es par les couches supe´rieures.
Nous supposons aussi que la dure´e des intervalles de relais est suffisante, ainsi, les couples de coordi-
nateurs pe`re-fils ont le temps pour e´changer tout le trafic de type prioritaire en attente en appliquant les
adaptations propose´es dans 3.1.3 et 3.4.1 du chapitre 3 sans augmenter la taille des pe´riodes d’activite´
dans [T1;T2].
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4.2.1 Trafic prioritaire montant a` destination du CPAN
Nous supposons dans ce cas que le trafic est ge´ne´re´ dans les feuilles a` destination du CPAN, et que
le se´quencement des pe´riodes d’activite´ dans [T1;T2] favorise le flux montant. Nous conside´rons le pire
des cas correspondant au cas particulier :
– la trame est ge´ne´re´e par une feuille qui appartient a` l’e´toile dont la pe´riode d’activite´ est la premie`re
dans [T1;T2],
– le dernier saut en relais garanti est effectue´ durant le dernier intervalle de relais de [T1;T2].
Nous supposons aussi que [T1;T2] est de´coupe´ e´quitablement entre les e´toiles.
La trame ge´ne´re´e en fin de la premie`re pe´riode d’activite´ subit un report, elle est donc envoye´e en
de´but de cette pe´riode du cycle global suivant, ce qui fait une attente d’acce`s au me´dium d’un cycle
global moins la dure´e d’une pe´riode d’activite´. Ensuite, cette trame est relaye´e durant l’intervalle de
relais de la premie`re pe´riode d’activite´ et arrive a` destination finale durant l’intervalle de relais de la
dernie`re pe´riode d’activite´ (car il s’agit du CPAN).
Cela nous donne le de´lai de bout-en-bout, approxime´ a` la valeur maximum, suivant :
delai bout en bout ≤ duree cycle global+ [T1;T2]
Pour avoir un de´lai de bout-en-bout infe´rieur a` 1 seconde, il suffit d’avoir :
duree cycle global+ [T1;T2] ≤ 1seconde donc
[T0;T1] + [T1;T2] + [T2;T3] + [T3;T0] + [T1;T2] ≤ 1 (4.1)
Soit n le nombre de coordinateurs, alors d’apre`s les valeurs donne´es dans 4.1 :
[T0;T1] = n ∗ (0, 008 + n ∗ 0, 00032) = 0, 00032 ∗ n
2 + 0, 008 ∗ n
[T1;T2] = n ∗ (0, 05 + 0, 01) = 0, 06 ∗ n, pour une topologie avec 8 feuilles actives maximum par
coordinateur 50 ms sont ne´cessaire pour la re´colte et 10 ms pour la dure´e de l’intervalle de relais garanti
montant.
En prenant pour [T2;T3] la meˆme dure´e que [T1;T2], nous obtenons l’e´quation 4.1 en terme de n :
0, 00032 ∗ n2 + 0, 188 ∗ n+ [T3;T0]
En supposant que la dure´e de [T3;T0] peut eˆtre ramene´e a` 0, nous obtenons une e´quation du second
degre´ avec le nombre de coordinateurs comme inconnue : 0, 00032 ∗ n2 + 0, 188 ∗ n− 1 = 0. La solution
nous donne deux valeurs de n, dont une est ne´gative a` rejeter et l’autre est 5, 3. Cela nous donne une
topologie maximale avec 5 coordinateurs et 8 feuilles actives par coordinateur pour garantir un de´lai de
bout-en-bout infe´rieur a` 1 seconde.
Ge´rard Chalhoub 148 E´quipe Re´seaux et Protocoles - LIMOS
E´tude analytique
Pour une topologie de 6 feuilles par coordinateur, nous avons [T1;T2] = n∗(0, 045+0, 01) = n∗0, 055,
ce qui nous donne l’e´quation suivante : 0, 00032∗n2+0, 173∗n−1 = 0 qui a comme solution positive 5, 7.
Cela nous donne une topologie maximale de 5 coordinateurs et 6 feuilles par coordinateur pour garantir
un de´lai de bout-en-bout infe´rieur a` 1 seconde.
Pour une topologie de 4 feuilles actives par coordinateur, nous avons [T1;T2] = n ∗ (0, 03 + 0, 01)
= n ∗ 0, 04, ce qui nous donne l’e´quation suivante : 0, 00032 ∗ n2 + 0, 128 ∗ n − 1 = 0 qui a comme
solution positive 7, 8. Cela nous donne une topologie maximale de 7 coordinateurs et 4 feuilles actives
par coordinateur pour garantir un de´lai de bout-en-bout infe´rieur a` 1 seconde.
Pour une topologie de 2 feuilles actives par coordinateur, nous avons [T1;T2] = n ∗ (0, 02 + 0, 01)
= n ∗ 0, 03, ce qui nous donne l’e´quation suivante : 0, 00032 ∗ n2 + 0, 098 ∗ n − 1 = 0 qui a comme
solution positive 9, 4. Cela nous donne une topologie maximale de 9 coordinateurs et 2 feuilles actives
par coordinateur pour garantir un de´lai de bout-en-bout infe´rieur a` 1 seconde.
De la meˆme manie`re, pour maximiser le de´lai de bout-en-bout a` 2 secondes, nous obtenons les
e´quations suivantes pour 8, 6, 4 et 2 feuilles actives maximum respectivement : 0, 00032∗n2+0, 188∗n−2 =
0, 0, 00032 ∗ n2 +0, 173 ∗ n− 2 = 0, 0, 00032 ∗ n2 +0, 128 ∗ n− 2 = 0 et 0, 00032 ∗ n2 + 0, 098 ∗ n− 2 = 0.
Cela nous donne 10, 4, 11, 25, 15 et 19, 2 comme solutions positives respectivement.
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Fig. 4.41 – Taille du re´seau avec [T2;T3] = [T1;T2] et un trafic a` destination du CPAN.
La figure 4.41 montre qu’il est possible de satisfaire un majorant du temps de transit de bout-en-bout
en agissant sur la taille de la configuration (nombre de coordinateurs et nombre de feuilles). Ainsi, pour
garantir un de´lai de bout-en-bout qui ne de´passe pas la seconde, la taille du re´seau ne peut pas de´passer
5 e´toiles ayant entre 6 et 8 feuilles actives chacune.
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4.2.2 Trafic prioritaire a` destination quelconque
Nous supposons maintenant que le trafic est ge´ne´re´ par les feuilles est destine´ a` une feuille quelconque
et que le se´quencement des pe´riodes d’activite´ alterne entre un se´quencement favorisant un flux montant
et un se´quencement favorisant un flux descendant.
Nous prenons toujours le pire des cas, celui d’une trame reporte´e. En plus, nous conside´rons une
trame qui doit eˆtre envoye´e, apre`s avoir subi le report et qu’elle soit rec¸ue par le coordinateur de la
feuille source, a` contre courant avec le se´quencement des pe´riodes d’activite´. Ce qui induit un de´lai
supple´mentaire d’un cycle global.
Ainsi, la formule de 4.2.1 devient :
2 ∗ duree cycle global+ [T1;T2] ≤ 1seconde donc
2 ∗ ([T0;T1] + [T1;T2] + [T2;T3] + [T3;T0]) + [T1;T2] ≤ 1
[T1;T2] = n ∗ (0, 05 + 0, 02) = n ∗ 0, 07, pour une topologie avec 8 feuilles actives maximum par
coordinateur et 10 ms pour la dure´e de l’intervalle de relais garanti montant et 10 ms pour la dure´e de
l’intervalle de relais garanti descendant.
En suivant le meˆme raisonnement, pour une topologie de 8 feuilles actives maximum par coordinateur
nous obtenons comme e´quation : 0, 00064 ∗ n2 + 0, 366 ∗ n − 1 = 0, qui a comme solution positive 2, 7.
Cela nous donne une topologie maximale avec 2 coordinateurs et 8 feuilles actives par coordinateur pour
garantir un de´lai de bout-en-bout infe´rieur a` 1 seconde pour toute trame envoye´e d’une feuille a` n’importe
quelle autre feuille du re´seau.
Pour le cas de 6 feuilles actives par coordinateur, [T1;T2] = n∗(0, 045+0, 02) = n∗0, 065 et l’e´quation
devient : 0, 00064 ∗ n2 + 0, 341 ∗ n − 1 = 0 avec une solution positive e´gale a` 2.9. Ainsi, nous obtenons
une topologie maximale de 2 coordinateurs et 6 feuilles actives par coordinateur.
L’e´quation pour 4 feuilles actives par coordinateur est : 0, 00064 ∗n2+0, 266 ∗n− 1 = 0 qui a comme
solution positive 3, 7. Ainsi, nous obtenons une topologie maximale de 3 coordinateurs avec 4 feuilles
actives par coordinateur.
De la meˆme fac¸on, l’e´quation pour 2 feuilles actives par coordinateur est : 0, 00064∗n2+0, 216∗n−1 = 0
qui a comme solution positive 4, 7. Ainsi, nous obtenons une topologie maximale de 4 coordinateurs avec
2 feuilles actives par coordinateur.
De la meˆme manie`re, pour maximiser le de´lai de bout-en-bout a` 2 secondes, la topologie maximale avec
8, 6, 4 et 2 feuilles actives par coordinateur nous donnent les 4 e´quations respectives : 0, 00064∗n2+0, 366∗
n−2 = 0, 0, 00064∗n2+0, 341∗n−2 = 0, 0, 00064∗n2+0, 266∗n−2 = 0 et 0, 00064∗n2+0, 216∗n−2 = 0
respectivement. Cela nous donne 5, 4, 5, 8, 7, 4 et 9 comme solutions respectives.
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Fig. 4.42 – Taille du re´seau avec [T2;T3] = [T1;T2] et un trafic a` destination quelconque.
Notons que la taille du re´seau s’est re´duite a` plus que la moitie´ quand la destination finale du trafic
prioritaire est quelconque. Les hypothe`ses que nous avons retenues pour la taille des diffe´rents intervalles
de temps nous conduisent a` une configuration limite´e a` 2 e´toiles pour garantir un de´lai de bout-en-bout
qui ne de´passe pas la seconde.
4.2.3 Influence de la dure´e de [T2;T3]
La dure´e de [T2;T3] affecte le de´lai de bout-en-bout. Dans les calculs pre´ce´dents, nous avons pris
comme dure´e de [T2;T3] la meˆme que celle de [T1;T2]. Cette hypothe`se pe´nalise le de´lai de bout-en-bout
et donne un intervalle de temps largement suffisant pour que les coordinateurs e´changent leur trafic de
type non-prioritaire. Ainsi, pour favoriser le trafic de type prioritaire et lui garantir un de´lai plus petit,
nous allons diviser la dure´e de [T2;T3] par 2, de plus, si ceci est fait au de´triment du trafic non-prioritaire
cela reste le´gitime.
En suivant le meˆme raisonnement que celui de´crit en 4.2.1 et 4.2.2, nous obtenons les e´quations
re´capitule´es dans le tableau 4.3, pour un trafic a` destination du CPAN pour 8, 6, 4 et 2 feuilles par
coordinateur et un de´lai maximum de 1 et 2 secondes avec les solutions correspondantes :
En suivant la meˆme de´marche, les e´quations consigne´es dans le tableau 4.4 un trafic a` destination
quelconque pour 8, 6, 4 et 2 feuilles actives par coordinateur et un de´lai maximum de 1 et 2 secondes :
Les figures 4.43 et 4.44 nous permettent de remarquer qu’en divisant la dure´e de [T2;T3] par 2,
nous pouvons atteindre des configurations plus grandes. Dans l’e´tude suivante nous allons conside´rer
uniquement le CPAN comme puits de donne´es (ce qui est le cas dans la plupart des applications) et
observer l’effet de la dure´e de [T2;T3] sur le de´lai de bout-en-bout et la taille du re´seau.
Nous conside´rons 4 dure´es diffe´rentes pour [T2;T3] : DT1T2/4, DT1T2/2, DT1T2 et DT1T2 ∗ 2. Le choix
des dure´es de [T2;T3] de´pend des priorite´s relatives entre les deux types de trafic. Plus la dure´e de [T2;T3]
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Nombre de
feuilles
De´lai max.
(sec)
E´quation Solution
8 1 0, 00032 ∗ n2 + 0, 158 ∗ n− 1 = 0 6
6 1 0, 00032 ∗ n2 + 0, 145 ∗ n− 1 = 0 6
4 1 0, 00032 ∗ n2 + 0, 108 ∗ n− 1 = 0 9
2 1 0, 00032 ∗ n2 + 0, 083 ∗ n− 1 = 0 11
8 2 0, 00032 ∗ n2 + 0, 158 ∗ n− 2 = 0 12
6 2 0, 00032 ∗ n2 + 0, 145 ∗ n− 2 = 0 13
4 2 0, 00032 ∗ n2 + 0, 108 ∗ n− 2 = 0 17
2 2 0, 00032 ∗ n2 + 0, 083 ∗ n− 2 = 0 22
Tab. 4.3 – E´quations pour le trafic a` destination du CPAN.
Nombre de
feuilles
De´lai max.
(sec)
Equation Solution
8 1 0, 00064 ∗ n2 + 0, 296 ∗ n− 1 = 0 3
6 1 0, 00064 ∗ n2 + 0, 276 ∗ n− 1 = 0 3
4 1 0, 00064 ∗ n2 + 0, 216 ∗ n− 1 = 0 4
2 1 0, 00064 ∗ n2 + 0, 176 ∗ n− 1 = 0 5
8 2 0, 00064 ∗ n2 + 0, 296 ∗ n− 2 = 0 6
6 2 0, 00064 ∗ n2 + 0, 276 ∗ n− 2 = 0 7
4 2 0, 00064 ∗ n2 + 0, 216 ∗ n− 2 = 0 9
2 2 0, 00064 ∗ n2 + 0, 176 ∗ n− 2 = 0 10
Tab. 4.4 – E´quations pour le trafic a` destination quelconque.
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Fig. 4.43 – Taille du re´seau avec [T2;T3] = [T1;T2]/2 et un trafic a` destination du CPAN.
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Fig. 4.44 – Taille du re´seau avec [T2;T3] = [T1;T2]/2 et un trafic a` destination quelconque.
est petite, plus le trafic prioritaire est avantage´ par rapport au trafic non prioritaire.
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Fig. 4.45 – Abaque : taille du re´seau en fonction de la dure´e de [T2;T3].
La figure 4.45 donne la taille maximale d’un re´seau (en terme de nombre d’e´toiles) qui garantit un
de´lai de bout-en-bout maximum de 1 et 2 secondes pour un trafic a` destination du CPAN. Ces re´sultats
montrent qu’en pe´nalisant le trafic non-prioritaire (en diminuant la dure´e de [T2;T3] durant laquelle est
route´ le trafic non-prioritaire), nous pouvons garantir des meilleurs de´lais de bout-en-bout pour le trafic
prioritaire.
4.2.4 Mesures par simulation du de´lai de bout-en-bout pour deux scenarii
Dans cette partie, nous allons conside´rer deux scenarii qui correspondent aux deux courbes extreˆmes
de l’abaque du de´lai maximum d’une seconde : (i) un scenario avec 5 coordinateurs et 8 feuilles actives
par coordinateur dont la topologie est donne´e sur la figue 4.46 et (ii) un scenario avec 9 coordinateurs
et 2 feuilles par coordinateur dont la topologie est donne´e sur la figure 4.48.
Nous allons quantifier, par simulation, le de´lai de bout-en-bout pour les trames de type trafic priori-
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taire ge´ne´re´es par la feuille 44 et la feuille 26 pour chacun de ces deux scenarii. La dure´e des pe´riodes
d’activite´ est fixe´e selon les valeurs du tableau 4.2 (20 ms pour une e´toile de 2 feuilles actives et 50
ms pour une e´toile de 8 feuilles actives). Sur les figures 4.47 et 4.49 les droites verticales pointille´es
repre´sentent le de´lai de bout-en-bout d’une seconde.
Fig. 4.46 – Une topologie de 5 coordinateurs avec 8 feuilles par coordinateur.
La figure 4.47 repre´sente, sous forme de batons, toutes les trames de type prioritaire envoye´es par
la feuille 44 de la topologie 4.46 a` destination du CPAN (le nœud 0 de la figure 4.46). Les re´sultats
montrent que le de´lai de bout-en-bout du trafic de type prioritaire ge´ne´re´ par cette feuille ne de´passe pas
la seconde pour une topologie de 5 coordinateurs avec 8 feuilles actives par coordinateur. Par exemple,
20 trames ont e´te´ rec¸ues avec un de´lai de bout-en-bout de 0, 8 seconde.
Pour la feuille 26 de la topologie 4.48, la figure 4.49 montrent que toutes les trames de type prioritaire
ont e´te´ envoye´es a` destination du CPAN sous un de´lai borne´ qui ne de´passe la seconde. Par exemple, 15
trames ont e´te´ rec¸ues avec un de´lai de bout-en-bout de 0, 5 seconde.
Ainsi, nous pouvons conclure que les re´sultats de simulation correspondent a` nos calculs analytiques.
Le de´lai de bout-en-bout ne de´passe pas la seconde pour les configurations que nous avons choisies parmi
celles e´tudie´es et repre´sente´es par l’abaque de la figure 4.45.
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Fig. 4.47 – Distribution du de´lai de bout-en-bout pour la feuille 44 de la topologie 4.46.
Fig. 4.48 – Une topologie de 9 coordinateurs avec 2 feuilles par coordinateur.
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Fig. 4.49 – Distribution du de´lai de bout-en-bout pour la feuille 26 de la topologie 4.48.
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5 Synthe`se
Dans cette partie, nous concluons nos re´sultats en re´capitulant comment MaCARI satisfait a` nos
objectifs en e´tant performant en terme d’e´conomie d’e´nergie et de qualite´ de service. Concevoir un
protocole MAC garantissant a` la fois ces deux aspects revient a` faire le juste compromis entre les deux,
car il s’agit de deux aspects antagonistes.
Pour mettre en avant les caracte´ristiques de MaCARI qui offrent un fonctionnement e´conome en
e´nergie, nous allons situer cette solution par rapport aux sources de consommation e´nerge´tique e´tudie´es
dans la partie 1.1.1 du chapitre 2. Les sources de consommation e´nerge´tique au niveau MAC sont essen-
tiellement les collisions, l’overhearing, l’idle listening, la surchage et les envois infructueux.
Les collisions : Graˆce a` la segmentation temporelle des activite´s des entite´s du re´seau, MaCARI
diminue le nombre de collisions dans le re´seau. Ceci est constate´ a` partir des re´sultats pre´sente´s sur la
figure 4.26. En effet, activer les entite´s du re´seau par groupe diminue le nombre de concurrents pour
acce´der au canal et ame´liore les performances de CSMA/CA slotte´, comme le montre les figures 4.26,
4.27 et 4.28. De plus, l’existence des intervalles de temps durant lesquels les e´changes sont effectue´s en
mode garanti diminue le nombre total de collisions dans le re´seau.
L’idle listening et l’overhearing : En allouant a` chaque e´toile une pe´riode d’activite´ suffisante
pour e´couler le trafic de ses entite´s, MaCARI limite la dure´e de l’idle listening a` la dure´e d’une pe´riode
d’activite´ d’une e´toile pour les feuilles. Il en est de meˆme pour l’overhearing qui se limite pour les feuilles
a` l’e´coute des e´changes intra-e´toile du trafic non-prioritaire.
La surcharge : MaCARI n’utilise pas d’algorithmes de´centralise´s qui ne´cessitent des e´changes de
proche en proche. La surcharge essentielle provient de la pe´riode de synchronisation. En revanche, durant
cette pe´riode, la propagation du beacon est assure´e sans risque de collision. Ainsi, la consommation
e´nerge´tique des trames de controˆle est limite´e a` une seule trame physique par cycle pour maintenir la
synchronisation des activite´s des diffe´rentes entite´s du re´seau.
Envois infructueux : Le fait de de´finir un calendrier d’activite´s pour l’ensemble des entite´s du re´seau
permet d’e´viter les envois infructueux. Les pe´riodes d’activite´ de chaque entite´ sont connues et de´finies
dans le beacon. Ainsi, MaCARI e´vite comple`tement la perte d’e´nergie due aux tentatives de communi-
cation avec des entite´s inactives.
Tout en garantissant un fonctionnement e´conome en e´nergie, MaCARI fournit deux types de qualite´
de service : le de´terminisme et le de´lai borne´ de bout-en-bout.
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Le de´terminisme : Graˆce aux GTS dans l’e´toile et aux intervalles de relais garanti, MaCARI est
capable d’assurer l’acce`s au me´dium pour un trafic de type prioritaire. Durant ces intervalles garantis,
les e´changes effectue´s ne sont pas geˆne´s par d’autres communications dans le re´seau et ne risquent pas
de subir des interfe´rences.
Le de´lai de bout-en-bout : MaCARI utilise la topologie arborescente du re´seau pour e´tablir un che-
min de bout-en-bout garanti pour un trafic prioritaire. En adoptant alternativement un ordre favorisant
les flux montants et un ordre favorisant les flux descendants, MaCARI borne le temps de traverse´e de
bout-en-bout du re´seau en 4 cycles globaux si le dimensionnement des intervalles est adapte´ a` la charge
du re´seau.
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Les re´seaux de capteurs sans fil doivent satisfaire des besoins antagonistes comme l’e´conomie d’e´nergie
et la qualite´ de service. Trouver la meilleure solution pour garantir ces deux besoins a` la fois ne semble
pas eˆtre une option re´aliste avec les technologies utilise´es actuellement. Un compromis est donc a` faire
de fac¸on a` assurer un certain degre´ de qualite´ de service pour une cate´gorie de trafic tout en conside´rant
l’aspect e´conomie d’e´nergie.
Dans le cadre de cette the`se, nous avons e´tudie´ les me´thodes et les protocoles les plus cite´s dans
la litte´rature qui concernent l’acce`s au me´dium et qui sont de´die´s aux re´seaux de capteurs sans fils.
La plupart de ces protocoles pre´sentent des inconve´nients importants : les hypothe`ses adopte´es ne sont
pas re´alistes, les algorithmes sont trop complexes ne´cessitant de nombreux e´changes et/ou de nombreux
calculs, certains aspects sont limite´s. Notamment, pour re´aliser un fonctionnement e´conome en e´nergie,
la plupart des protocoles ont mis de coˆte´ la qualite´ de service.
Cela nous a amene´ a` proposer MaCARI, un protocole MAC qui garantit a` la fois l’e´conomie d’e´nergie
pour l’ensemble des entite´s du re´seau et la qualite´ de service pour un certain type de trafic. Le me´canisme
de MaCARI se base sur une e´tape de synchronisation durant laquelle un calendrier est diffuse´ a` toutes
les entite´s du re´seau. Ce calendrier indique les pe´riodes pendant lesquelles chaque entite´ est active et
celles pendant lesquelles chaque entite´ est inactive. Ainsi, des rendez-vous entre les diffe´rents nœuds
du re´seau sont e´tablis et le temps est de´coupe´ en cycles globaux pe´riodiques annonce´s par l’e´tape de
synchronisation. Chaque cycle est de´coupe´ temporellement d’une manie`re a` ame´liorer l’acce`s au me´dium
et a` garantir l’acce`s sans risque de collision durant des intervalles spe´cifiques, que nous avons appele´s
intervalles de relais. Le se´quencement des intervalles a` acce`s garanti permet de borner le temps de transit
de l’information d’un bout a` l’autre du re´seau.
Le protocole MaCARI que nous proposons introduit un me´canisme emprunte´ a` celui mis en place
pour la migration des saumons. Certains poissons migrateurs, comme le saumon, ont besoin une fois
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adulte, de rejoindre des fraye`res pour se reproduire. Pour cela ils doivent donc remonter une rivie`re a`
contre-courant en franchissant les obstacles rencontre´s sur leur trajet quelque soit les courants rencontre´s.
Le franchissement de petites cascades ou de barrages e´difie´s par l’homme peut se re´ve´ler difficile voire
impossible. Pour leur permettre de re´ussir a` temps cette remonte´e inde´pendamment des flux rencontre´s,
un dispositif appele´ e´chelle a` saumon est souvent place´ paralle`lement a` l’obstacle. Ce dispositif permet a`
un poisson de remonter (( marche par marche )) la diffe´rence de niveau, sans subir les conditions ale´atoires
d’une tentative de franchissement direct par un saut au dessus de l’obstacle a` franchir. Les intervalles
de relais garanti de MaCARI peuvent eˆtre vus comme les e´chelles a` saumon. Graˆce a` ces intervalles de
temps et leur se´quencement, un trafic prioritaire (les saumons) est capable de remonter pas a` pas la
route vers la destination en suivant un chemin garanti e´ventuellement plus long et prote´ge´ sans risque
de collision. Il est toutefois possible de tenter le chemin direct, mais sans garantie de succe`s.
Notre reflexion s’est accompagne´e d’une de´marche de simulation afin de ve´rifier le fonctionnement
des diffe´rents me´canismes de MaCARI et de prouver leurs inte´reˆts. Nous avons duˆ prendre en compte
la mode´lisation du me´dium sans fil en imple´mentant un mode`le de propagation qui se rapproche des
conditions re´elles de propagation. Suite a` une se´rie de mesures de porte´e des cartes de re´seau sans fil sur
lesquelles nous travaillons, nous avons imple´mente´ le mode`le ITU-R P1238-4, qui s’ave`re eˆtre le mode`le
le plus re´aliste, en choisissant ses parame`tres afin de s’adapter aux caracte´ristiques de l’environnement et
des modules radio des cartes. Ce travail de simulation a ne´cessite´ l’imple´mentation sur NS2 des briques
essentielles au fonctionnement de MaCARI comme la couche physique et le CSMA/CA slotte´ de la norme
IEEE 802.15.4. Ainsi, et apre`s avoir valide´ ces briques en les comparant a` des re´sultats de mesures sur
maquette, nous avons imple´mente´ notre solution et e´tudie´ des ame´liorations, notamment pour la pe´riode
de synchronisation, et ceci sur le simulateur mais aussi d’une fac¸on analytique.
Afin de prouver la faisabilite´ de notre protocole, nous avons re´alise´ une maquette que nous avons
imple´mente´e sur des cartes de type B2400ZB-tiny. Les re´sultats issus des mesures sur cette maquette
sont satisfaisants et convergent avec nos re´sultats de simulation. D’une part, cela valide nos mode`les
imple´mente´s sur le simulateur NS2, et, d’autre part, prouve l’aspect re´alisable de notre solution. La mise
en place d’une maquette et la validation de MaCARI ont constitue´ une des e´tapes importantes du projet
OCARI.
Ce travail a abouti a` la mise en place et a` la validation d’une me´thode d’acce`s de´die´e aux re´seaux
de capteurs sans fil. Cette me´thode assure une qualite´ de service pour une cate´gorie de trafic et garantit
un fonctionnement e´conome en e´nergie pour l’ensemble des entite´s du re´seau. Les e´tapes franchies et
les me´canismes e´tudie´s durant cette the`se nous ont permis d’identifier plusieurs pistes de recherche a`
e´tudier. Dans la suite, nous citons les principales perspectives.
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Perspectives
Les techniques utilise´es dans MaCARI ont inspire´ la cre´ation d’autres the´matiques dans l’e´quipe sur
deux aspects : l’aspect cross-layering entre la couche MAC et la couche re´seau en ce qui concerne le relais
garanti, et l’aspect me´thode d’acce`s hybride ayant des comportements qui diffe`rent selon les intervalles
de temps.
Plusieurs fonctionnalite´s ont e´te´ e´tudie´es dans le cadre de cette the`se. D’autres pistes sont envisa-
geables pour ame´liorer les performances de MaCARI, et cela a` plusieurs niveaux et pour chacun des
intervalles du cycle global, comme de´crit dans la suite.
Raccourcissement de la pe´riode de synchronisation
Nous avons pre´sente´ deux me´thodes pour diminuer la dure´e de la pe´riode de synchronisation. D’autres
me´thodes peuvent eˆtre introduites pour ame´liorer d’avantage cette pe´riode. Le fait d’avoir un fils unique
n’est pas souhaitable pour pouvoir appliquer des ame´liorations sur l’ordre de synchronisation. Un champ
peut eˆtre renseigne´ dans le beacon pour indiquer le nombre actuel de fils coordinateurs. Ainsi, au moment
de l’association, le nœud souhaitant s’associer au re´seau peut choisir le coordinateur ayant de´ja` au moins
un fils. De cette fac¸on, l’arbre obtenu permet de cre´er un ordre de synchronisation plus convenable.
Durant la pe´riode de synchronisation, la diffusion des beacons est faite se´quentiellement. Cela impose
une dure´e de synchronisation qui augmente avec le nombre de coordinateurs dans le re´seau. Graˆce au
coloriage des nœuds obtenu par SERENA, MaCARI peut permettre aux nœuds de la meˆme couleur
d’envoyer leurs beacons en meˆme temps, en respectant toujours un ordre topologique.
Une autre piste consiste a` ne diffuser le beacon de synchronisation qu’une fois tous les N cycles
globaux. Ceci permettra de re´cupe´rer N − 1 intervalles [T0;T1] pour d’autres activite´s. N de´pend bien
suˆr des de´rives observables.
De´coupage temporel de [T1;T2] plus adapte´
Ce que nous avons propose´ pour le de´coupage temporel durant la pe´riode [T1;T2] est un se´quencement
temporel simple des pe´riodes d’activite´ d’une meˆme taille. Des ame´liorations peuvent eˆtre introduites a`
plusieurs niveaux pour ame´liorer l’utilisation du canal durant cette pe´riode. Il est inte´ressant d’appliquer
un algorithme plus intelligent pour faire les allocations des pe´riodes d’activite´ en fonction de la charge
ge´ne´re´e par chaque e´toile par exemple.
Dans une topologie arborescente avec un trafic a` destination de la racine, des goulots d’e´tranglement
se cre´ent sur les liens proches de la racine. Ce phe´nome`ne a des conse´quences directes sur le de´lai de
bout-en-bout pour le trafic de type prioritaire. Pour reme´dier a` cela, le nombre de descendants d’un
Ge´rard Chalhoub 161 E´quipe Re´seaux et Protocoles - LIMOS
coordinateur doit eˆtre pris en compte pour lui allouer une pe´riode d’activite´ adapte´e. Nous pouvons
supposer que le CPAN connaˆıt les nœuds qui ge´ne`rent du trafic prioritaire et connaˆıt aussi le volume de
ce trafic. Un algorithme centralise´ pourrait donc eˆtre utilise´.
Dans le cadre du projet OCARI, SERENA est propose´ pour colorer les nœuds et les faire travailler
durant le meˆme slot de temps dans l’intervalle [T2;T3] quand ils ont la meˆme couleur. SERENA (ou un
autre protocole similaire) peut eˆtre applique´ pour colorer les e´toiles et allouer aux e´toiles de la meˆme
couleur la meˆme pe´riode d’activite´, ce qui permetterait de re´duire [T1;T2].
Optimisation de [T2;T3]
Nous avons propose´ pour me´thode d’adressage l’adressage hie´rarchique. Les adresses hie´rarchiques
sont assigne´es en fonction de la position d’un nœud dans l’arbre. Un changement de position, suite a` une
de´sassocitation et une re´association, conduit a` un changement d’adresse d’un nœud. Cette instabilite´
d’adressage cause des conflits dans les tables de routage et ne´cessite des me´canismes de mises a` jour
dans les tables de correspondances entre adresses et entite´s au niveau applicatif. Conjointement avec
notre partenaire INRIA, nous sommes en train de travailler sur une me´canique d’adressage qui offre une
adresse stable de niveau 3 utilise´e par le protocole de routage et une adresse hie´rarchique de niveau 2.
Un conflit de couleur se produit quand deux nœuds de la meˆme couleur s’empeˆchent ou empeˆchent
un nœud tiers de recevoir correctement une trame a` cause d’une collision. Des collisions de ce genre sont
reproductibles si les conditions de la configuration restent stables. Avec notre partenaire INRIA, nous
sommes en train de de´velopper une me´thode d’acce`s qui permet d’e´viter ce genre de collisions. Ceci rend
plus adaptatif le de´coupage TDMA du coloriage pour garantir un bon fonctionnement quand des conflits
de coloriage se produisent, suite a` une mobilite´ ou a` une instabilite´ des liens. Cette me´thode en cours
d’e´tude est baptise´e TDMA/CA.
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Annexe A
Identification de la zone
d’interfe´rences
La zone d’interfe´rences est a` l’origine de perturbations qui affectent le fonctionnement de CSMA/CA
ainsi que les protocoles de coloriage niveau 3. Cette zone est comprise entre le seuil de re´ception et le seuil
de de´tection de porteuse. Le seuil de de´tection de porteuse est toujours a` -95 dBm inde´pendemment du
de´bit de transmission, alors que le seuil de re´ception est lui fonction du de´bit. Pour la couche physique
IEEE 802.11 avec un de´bit de 11 Mbits/s le seuil de re´ception est ge´ne´ralement (ceci de´pend le´ge`rement
de la qualite´ du mate´riel utilise´) de -82 dBm, alors que pour la couche physique IEEE 802.15.4 avec un
de´bit de 250 Kbits/s le seuil de re´ception est de -92 dBm. Le but de cette se´rie de mesures est d’identifier
la distance qui se´pare les deux seuils de la norme IEEE 802.15.4.
Pour re´aliser cela, nous allons essayer de mettre en avant l’effet de cette zone sur le fonctionnement
de CSMA/CA. Nous avons eu besoin de 3 cartes pour effectuer nos mesures :
– une carte qui transmet une se´rie 1000 trames a` la suite en CSMA/CA avec une pe´riode d’e´mission
de 5 ms. Nous de´signons cette carte par la carte CSMA/CA,
– une carte re´ceptrice jouant le roˆle d’un superviseur. Nous de´signons cette carte par le superviseur,
– une carte qui e´met en continu avec une pe´riode d’e´mission de 4 ms des trames sans appliquer le
CSMA/CA. Nous de´signons cette carte par la carte perturbatrice.
Les 3 cartes sont place´es comme le montre la figure A.1. La carte CSMA/CA est place´e a` 30 cm du
superviseur. Les trois cartes sont positionne´es a` 1 m du sol. Nous allons faire de´placer la carte perturba-
trice d’une position initiale dans laquelle les deux autres cartes (la carte CSMA/CA et le superviseur)
sont a` sa porte´e jusqu’a` une position ou` les deux autres cartes sont hors de sa porte´e. La trajectoire de
la carte pertubatrice suit la me´diatrice du segment correspondant a` la position des deux cartes fixes.
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Durant ce de´placement, 3 cas de figures peuvent se pre´senter :
1. le superviseur rec¸oit les trames des deux cartes avec des retards ou des pertes de trames provenant
des deux cartes e´mettrices. Dans ce cas, nous pouvons de´duire que la carte perturbatrice est a`
porte´e de la carte CSMA/CA et du superviseur,
2. le superviseur rec¸oit uniquement les trames CSMA/CA avec des retards. Dans ce cas, nous pouvons
de´duire que la carte perturbatrice ge`ne la carte CSMA/CA en occupant le canal et lui causant des
tirages de backoff sans que les trames provenant de la carte perturbatrice soient rec¸ues par le
superviseur. Dans ce cas, nous pouvons constater que les carte CSMA/CA et superviseur se situent
dans la zone d’interfe´rence de la carte perturbatrice,
3. le superviseur rec¸oit uniquement les trames provenant de la carte CSMA/CA sans retard ni perte.
Dans ce cas, nous pouvons de´duire que la carte perturbatrice est hors porte´e des deux autres cartes.
Ces trois cas 1, 2 et 3 sont repre´sente´s sur la figure A.1.
Carte perturbatrice
Superviseur
Carte CSMA/CA
-92 dBm
-95 dBm
De´placement
123
Zone d’interfe´rences
Porte´e
Fig. A.1 – Position des cartes CSMA/CA et superviseur par rapport a` la carte perturbatrice.
Nous avons observe´ le nombre de trames rec¸ues envoye´es par la carte perturbatrice. Nous pouvons
remarquer sur le figure A.2 que le nombre de trames perdues augmente avec la distance. Cependant, entre
68 m et 78 m ce nombre subit de variations qui sont certainement dues aux conditions de propagation,
en limite de porte´e, de l’endroit dans lequel nous avons effectue´ nos mesures.
Nous avons constate´ qu’en meˆme temps que le nombre de trames rec¸ues de la carte perturbatrice
est nul (a` une distance entre 78 et 82 m), nous avons eu des pertes de trames et des retards d’acce`s au
me´dium pour les trames envoye´es en CSMA/CA. Ceci est repre´sente´ sur la figure A.3 sur laquelle nous
avons affiche´ ce qui se passe dans les derniers me`tres de la porte´e de la carte perturbatrice.
Les re´sultats que nous avons obtenus ne nous permettent pas de conclure que ce retard e´tait duˆ
a` la pre´sence de la carte CSMA/CA dans la zone d’interfe´rence de la carte perturbatrice, parce que
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Fig. A.3 – Nombre de trames perdues ou retarde´es envoye´es par la carte CSMA/CA.
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la porte´e e´tait tellement variable que nous ne pouvons pas eˆtre certains que la carte superviseur et la
carte CSMA/CA se trouvaient toutes les deux dans cette zone. En d’autres termes, nous ne pouvons pas
conside´rer que si le superviseur ne rec¸oit pas de trame de la carte perturbatrice, la carte CSMA/CA ne
les recevrait pas non plus. Il se peut que le superviseur soit hors porte´e de la carte perturbatrice et ne
rec¸oit donc pas ses trames, alors que la carte CSMA/CA soit a` porte´e de la carte perturbatrice.
D’autre part, ce qui nous semble e´vident, suite a` cette expe´rimentation, est le fait que cette zone dans
les re´seaux de capteurs sans fil avec un de´bit de 250 Kbits/s ne doit pas eˆtre conside´re´e comme e´tant
deux fois la porte´e (estimation usuelle pour 802.11) car dans notre cas elle est beaucoup plus petite.
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Annexe B
Format des trames MaCARI
Format ge´ne´ral d’une trame MaCARI
Le format ge´ne´ral d’une trame MaCARI est donne´ sur le tableau B.1.
Octets :
2
1 0/2 0/2 0/2/8 0/2 0/2/8 variable
(114
max)
2
Frame
control
Sequence
number
Dest.
PAN ID
Dest. ad-
dress
Final
dest.
address
Src.
PAN ID
Src. ad-
dress
Payload FCS
MaCARI header MaCARI
payload
MaCARI
footer
Tab. B.1 – Format ge´ne´ral d’une trame MaCARI.
Par la suite nous de´taillons chaque champ de la trame.
Le champ frame control
Le champ frame control est de´taille´ dans le tableau B.2.
Bits :
0-2
3 4 5 6 7 8 9 10-11 12-13 14-15
Frame
type
Security
enabled
Frame
pen-
ding
Ack-
Request/
Coloring-
Mode
PAN
ID
com-
pres-
sion
trafic-
Type
Priority Color
indica-
tion
Dest.
addres-
sing
mode
Frame
compa-
tibility
Src.
addres-
sing
mode
Tab. B.2 – Le champ frame control
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Frame type : le tableau B.3 spe´cifie les valeurs de frame type selon le type de la trame.
Valeur de frame
type
Description
000 trame de beacon
001 trame de donne´es
010 trame d’acquitte-
ment
011 trame de command
MAC
100-111 re´serve´s
Tab. B.3 – Les types de trames
Ack request/Coloring Mode : pour une trame de donne´es, ce champ est utilise´ pour indique´ si la
trame envoye´e doit eˆtre acquitte´e ou pas en mettant le bit a` 1. Dans le cas d’une de beacon, en mettant
ce bit a` 1, ce champ indique au coordinateurs qu’il faut lancer l’algorithme de coloriage.
PAN ID compression bit : si le bit du PAN ID compression est e´gale a` 1 et les deux adresses source
et destination sont pre´sentes, seulement le Dest. PAN ID sera pre´sent et le Src PAN ID sera conside´re´
identique a` Dest. PAN ID. Si juste une des deux adresses est pre´sente ce bit est mis a` 0 et le PAN ID
de l’adresse pre´sente est spe´cifie´. Si aucune adresse n’est pre´sente ce bit est mis a` 0. Le tableau B.4
re´capitule les valeurs admises en fonction des adresses pre´sentes.
PAN ID com-
pression bit
Dest. address Src. address Dest. PAN ID Src. PAN ID
1 pre´sente pre´sente pre´sent non pre´sent
1 pre´sente non pre´sente non valide non valide
1 non pre´sente pre´sente non valide non valide
1 non pre´sente non pre´sente non valide non valide
0 pre´sente pre´sente pre´sent pre´sent
0 pre´sente non pre´sente pre´sent non pre´sent
0 non pre´sente pre´sente non pre´sent pre´sent
0 non pre´sente non pre´sente non pre´sent non pre´sent
Tab. B.4 – Le bit PAN ID compression
traficType : deux types de trafic ont e´te´ conside´re´s dans OCARI, un trafic prioritaire a` relayer en
suivant l’arbre durant [T1;T2], et un trafic non-prioritaire a` router durant [T2;T3]. Si ce bit est mis a` 1,
la trame doit eˆtre route´e sur l’arbre dans les intervalles de relais garantis. Si le bit est mis a` 0, la trame
sera route´e durant la pe´riode [T2;T 3].
Priority : deux niveaux de priorite´ supple´mentaires ont e´te´ conside´re´s dans OCARI pour chacun
des deux types de trafic. Ceci permet une meilleure gestion des files d’attente de chaque type de trafic.
Si ce bit est mis a` 1, la trame est conside´re´e prioritaire et 0 dans le cas contraire.
Color indication : ce bit est utilise´ pour une trame de beacon uniquement pour indiquer la prise en
compte du coloriage de SERENA. Si ce bit est mis a` 1, le payload du beacon contient les deux champs
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Color sequence et Colored slot duration, une valeur de 0 indique l’abscence de ces deux champs.
Dest. addressing mode et Src. addressing mode : ces deux champs spe´cifient de type d’addres-
sage utilise´ pour les adresses destination et source respectivement. Les valeurs de ces deux champs sont
liste´es dans le tableau B.5.
Valeur de l’addres-
sing mode
Description
00 le PAN ID et les champs d’adressage ne
sont pas pre´sents
01 Re´serve´
10 Le champ d’adresse contient une
adresse courte de 2 octets
11 Le champ d’adresse contient une
adresse longue de 8 octets
Tab. B.5 – Addressing modes
Frame compatibility : ce champ indique de type de protocole encapsule´ dans la trame MAC.
Le champ Sequence number
Ce champ spe´cifie le nume´ro de se´quence de la trame au niveau MAC. Le nume´ro de se´quence des
beacons est inde´pendant de celui des trames de donne´es ou de commande.
Le champ Dest. PAN ID
Ce champ spe´cifie l’identifiant du PAN auquel est adresse´e la trame. La valeur 0xffff correspond a`
l’identifiant de diffusion et est accepte´ par toutes les entite´s e´coutant le me´dium.
Le champ Dest. address
Ce champ spe´cifie l’adresse destination du prochain saut de la trame sur 2 ou 8 octets selon le mode
spe´cifie´ dans le tableau B.5. La valeur 0xffff correspond a` l’adresse de diffusion.
Le champ Final dest. address
Ce champ spe´cifie l’adresse destination finale de la trame. Il permet a` MaCARI d’effectuer le relais
sur l’arbre.
Le champ Src. PAN ID
Ce champ spe´cifie l’identifiant du PAN duquel provient la trame.
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Le champ Src. address
Ce champ spe´cifie l’adresse source de la trame sur 2 ou 8 octets selon le mode spe´cifie´ dans le
tableau B.5.
Le champ Payload
Ce champ est de taille variable et son contenu varie selon le type de la trame.
Le champ FCS
Le me´canisme de de´tection d’erreurs est le meˆme que celui de la nomre IEEE 802.15.4 [38].
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Annexe C
Liste des primitives de MaCARI
Ce travail a e´te´ re´alise´ avec la contribution de l’INRIA et du LATTIS.
1 Primitives de donne´es
Le tableau C.1 liste les primitives de donne´es MaCARI.
Nom Request Indication Confirm
MaCARI-DATA 1.1 1.2 1.3
Tab. C.1 – Liste des primitives de donne´es
1.1 MaCARI-DATA.request
Description : Des messages de donne´es des couches supe´rieures peuvent parvenir a` MaCARI par l’in-
terme´diaire de la couche NwCARI. Ces paquets de donne´es peuvent eˆtre des messages applicatifs ou des
paquets de controˆle propres a` EOLSR ou a` SERENA. Tous les paquets de donne´es qui parviennent a`
MaCARI par EOLSR posse`dent un type qui est ”contraint” ou ”non contraint”.
Se´mantique : MaCARI-DATA.request (SrcAddrMode, DstAddrMode, DstPANId, DstAddr, FinalD-
stAddr, msduLength, msdu, msduHandle, TxOption).
Les champs de cette primitive sont spe´cifie´s sur le tableau C.2.
1.2 MaCARI-DATA.indication
Description : MaCARI remonte a` la couche NwCARI les messages de donne´es de type non-contraint
par l’arbre, et tout message diffuse´ ou dont la destination finale est la station elle-meˆme.
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Nom Type Valeurs Description
SrcAddrMode 0x00-0x03 indique le type d’adresse a` em-
ployer pour l’adresse source,
soit l’adresse courte (0x02), soit
l’adresse longue (0x03), soit sans
adresse (0x00)
DstAddrMode 0x00-0x03 indique le type d’adresse a` em-
ployer pour l’adresse destination,
soit l’adresse courte (0x02), soit
l’adresse longue (0x03), soit sans
adresse (0x00)
DstPANId 2 octets indique l’indentifiant du PAN
auquel appartient l’entite´ desti-
natrice
DstAddr 2/8 octets indique l’adresse destination se-
lon le format indique´ dans
DstAddrMode
FinalDstAddr 2 octets indique l’adresse courte de la des-
tination finale, ce champ ne fait
pas partie de l’enteˆte re´seau
msduLength 1 octet indique la taille des donne´es a` en-
voyer
msdu suite d’oc-
tets
la suite des octets a` envoyer dans
la trame
msduHandle entier sert pour identifier la suite d’oc-
tets a` envoyer (qui est le msdu)
TxOption bitmap 1 octet TX OPT COLORING MODE
0x80 (uniquement pour le bea-
con), TX OPT COLORATION
0x40 (uniquement
pour le beacon),
TX OPT PRIORITY 0x20,
TX OPT TRAFFIC TYPE
0x10 (1 pour contraint),
TX OPT SECURITY ENABLE
0x08, TX OPT INDIRECT
0x04, TX OPT GTS 0x02,
TX OPT ACK REQ 0x01,
TX OPT NONE 0x00
Timestamp entier 5 octets a` la cre´ation du paquet, ce
champ est renseigne´ avec une va-
leur nulle par la couche re´seau.
Ainsi, la couche MAC estam-
pille la trame au niveau deux.
Si ce champ est renseigne´ par la
couche re´seau, la couche MAC
estampille la trame avec la valeur
de ce champ.
Tab. C.2 – Champs de MaCARI-DATA.request
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Se´mantique : MaCARI-DATA.indication (SrcAddrMode, SrcPANId, SrcAddr, DstAddrMode, DstPA-
NId, DstAddr, TrafficType, Priority, msduLength, msdu, LinkQuality/RSSI, Timestamp, ReceptionTi-
mestamp).
Les champs de cette primitive sont spe´cifie´s sur le tableau C.3.
1.3 MaCARI-DATA.confirm
Description : Il s’agit d’une confirmation d’envoi de donne´es suite a` un appel de MaCARI-DATA.request.
Se´mantique : MaCARI-DATA.confirm (Status, msduHandle, Timestamp)
Les champs de cette primitive sont spe´cifie´s sur le tableau C.4.
2 Primitives de controˆle
Le tableau C.5 liste les primitives de controˆle MaCARI.
2.1 MaCARI-ASSOCIATION.request
Description : appele´e par la couche Management pour demander a` MaCARI de lancer la proce´dure
d’association. Le choix du coordinateur auquel on souhaite s’associer n’est pas spe´cifie´ pour l’instant.
Par de´faut, on demande l’association au coordinateur dont le beacon a e´te´ rec¸u en premier.
Se´mantique : MaCARI-ASSOCIATION.request (LogicalChannel, CoordAddrMode, CoordPANId, Co-
ordAddr, CapabilityInformation)
Les champs de cette primitive sont spe´cifie´s sur le tableau C.6.
2.2 MaCARI-ASSOCIATION.indication
Description : appele´e par MaCARI pour indiquer a` la couche Management que MaCARI vient d’ac-
cepter une association d’un nouveau fils en indiquant son adresse courte.
Se´mantique : MaCARI-ASSOCIATION.indication (ShortAddr, CapabilityInformation)
Les champs de cette primitive sont spe´cifie´s sur le tableau C.7
2.3 MaCARI-ASSOCIATION.confirm
Description : envoye´e par MaCARI a` la couche Management pour lui donner le re´sultat de la requeˆte
d’association.
Se´mantique : MaCARI-ASSOCIATION.confirm (AssocShortAddr, ParentDepth, Status)
Les champs de cette primitive sont spe´cifie´s sur le tableau C.8.
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Nom Type Valeurs Description
SrcAddrMode entier 0x00-0x03 indique le type d’adresse a` employer
pour l’adresse source, soit l’adresse courte
(0x02), soit l’adresse longue (0x03), soit
sans adresse (0x00)
SrcPANId entier 2 octets indique l’identifiant du PAN auquel appar-
tient la source du message
SrcAddr 2/8 octets indique l’adresse source du message selon
le format indique´ dans SrcAddrMode
DstAddrMode entier 0x00-0x03 indique le type d’adresse a` employer pour
l’adresse destination, soit l’adresse courte
(0x02), soit l’adresse longue (0x03), soit
sans adresse (0x00)
DstPANId entier indique l’indentifiant du PAN auquel ap-
partient l’entite´ destinatrice
DstAddr 2/8 octets indique l’adresse destination selon le for-
mat indique´ dans DstAddrMode
TrafficType bool 1 bit pre´cise le type de trafic envoye´, trafic
contraint (0x01) ou trafic non-contraint
(0x00)
Priority bool 1 bit pre´cise la priorite´ du message, soit priori-
taire (0x01) soit non-prioritaire (0x00)
msduLength entier 1 octet indique la taille des donne´es rec¸ues
msdu suite d’oc-
tets
la suite des octets rec¸us dans la trame
LinkQuality/RSSI entier 2 octets indique la qualite´ du lien et la puissance
rec¸ue du signal
Timestamp entier 5 octets le temps auquel le message a e´te´ cre´e´ au
noeud originaire de la trame. 1 octet pour
de´signer le nume´ro de se´quence du cycle
global et 4 octets pour indiquer le nombre
de pe´riodes de backoff consomme´es depuis
T1 du cycle indique´.
Reception-
Timestamp
entier 5 octets le temps de re´ception de la trame au ni-
veau MAC. Ce champ est pre´sent dans le
cas ou` la station est la destination finale
de la trame pour le traffic temps contraint,
et pour toutes les remonte´es du traffic
temps non-contraint. 1 octet pour de´signer
le nume´ro de se´quence du cycle global et 4
octets pour indiquer le nombre de pe´riodes
de backoff consomme´es depuis T1 du cycle
indique´.
Tab. C.3 – Champs de MaCARI-DATA.indication
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Nom Type Valeurs Description
Status Enume´ration SUCCESS, TRAN-
SACTION EXPIRED,
CHANNEL ACCESS -
FAILURE, INVALID -
ADDRESS, INVA-
LID GTS, NO ACK,
FRAME TOO LONG (cf.
la norme)
le statut du dernier msdu envoye´
msduHandle entier le handle associe´ au msdu qui
doit eˆtre envoye´
Timestamp entier le temps auquel le msdu a e´te´
envoye´, il est rempli et pris en
compte juste dans le cas SUC-
CESS
Tab. C.4 – Champs de MaCARI-DATA.confirm
2.4 MaCARI-ASSOCIATION.response
Description : envoye´e par MaCARI d’un coordinateur ou PAN coordinateur a` l’entite´ qui essaie de
s’associer.
Se´mantique :MaCARI-ASSOCIATION.response (DeviceAddr, AssocShortAddr, ParentDepth, Status)
Les champs de cette primitive sont spe´cifie´s sur le tableau C.9.
2.5 MaCARI-ASSOCIATION-NOTIFICATION.request
Description : appele´e par MaCARI pour notifier MaCARI du coordinateur PAN d’une nouvelle asso-
ciation. Cette primitive est a` l’initiative du nouveau coordinateur entrant.
Se´mantique :MaCARI-ASSOCIATION-NOTIFICATION.request (NewCoordAddress, ParentCoordAd-
dress, NewCoordDepth)
Les champs de cette primitive sont spe´cifie´s sur le tableau C.10.
2.6 MaCARI-ASSOCIATION-NOTIFICATION.indication
Description : envoye´e par MaCARI d’un coordinateur pour informer MaCARI du coordinateur PAN
de son association.
Se´mantique :MaCARI-ASSOCIATION-NOTIFICATION.indication (NewCoordAddress, ParentCoor-
dAddress, NewCoordDepth)
Les champs de cette primitive sont spe´cifie´s sur le tableau C.11
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Nom Req-
uest
Ind-
ication
Resp-
onse
Conf-
irm
NwCARI Manag-
ement
Interne
MaCARI-ASSOCIATION 2.1 2.2 2.4 2.3 - X -
MaCARI-
ASSOCIATION-
NOTIFICATION
2.5 2.6 - - - - X
MaCARI-DIRECT-
ASSOCIATION
2.7 - - 2.8 - X -
MaCARI-GET 2.9 - - 2.10 - X -
MaCARI-SET 2.11 - - 2.12 - X -
MaCARI-
DISASSOCIATION
2.13 2.14 - 2.15 - X -
MaCARI-
DISASSOCIATION-
NOTIFICATION
2.16 2.17 - - - - X
MaCARI-GTS 2.20 2.22 - 2.21 - X -
MaCARI-SCAN 2.18 - - 2.19 - X -
MaCARI-NEIGHBOR-
COLORS
2.23 - - 2.24 X - -
MaCARI-
UNIDIRECTIONAL-
NEIGHBOR-LIST
2.25 - - 2.26 X - -
MaCARI-LINK-
CHARACTERISTICS-
LIST
2.27 - - 2.28 - X -
MaCARI-CONFLICT - 2.29 - - X - -
MaCARI-SYNC-LOSS - 2.30 - - - X -
MaCARI-LINK-LOSS - 2.31 - - X - -
MaCARI-TRX-STATE - 2.32 - - - X -
MaCARI-COLORING-
MODE-ON
2.33 2.35 - 2.34 X - -
MaCARI-MAX-COLOR 2.36 - - 2.37 X - -
Tab. C.5 – Liste des primitives de controˆle
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Nom Type Valeurs Description
LogicalChannel le nume´ro du canal que la couche
APS a choisi
CoordAddrMode le mode d’adressage pour
l’adresse du coordinateur avec
qui on veut s’associer
CoordPANId l’identifiant du PAN auquel ap-
partient le coordinateur avec qui
on veut s’associer
CoordAddr l’adresse du coordinateur avec
qui on veut s’associer
Capability-
Information
pre´cise les informations sur les
capacite´s de l’entite´. Capacite´
a` devenir PAN coordinateur ou
pas, capacite´ a` eˆtre coordinateur
ou routeur ou end-Device, ali-
mentation...
Tab. C.6 – Champs de MaCARI-ASSOCIATION.request
Nom Type Valeurs Description
ShortAddr l’adresse courte du fils
Capability-
Information
pre´cise les informations sur les
capacite´s de l’entite´. Capacite´
a` devenir PAN coordinateur ou
pas, capacite´ a` eˆtre coordinateur
ou routeur ou end-Device, ali-
mentation...
Tab. C.7 – Champs de MaCARI-ASSOCIATION.indication
Nom Type Valeurs Description
AssocShortAddr entier indique l’adresse courte alloue´e
par le coordinateur avec qui l’en-
tite´ s’est associe´e. Vaut 0xFFFF
si l’association a e´choue´
ParentDepth entier 1 octet indique la profondeur dans
l’arbre du coordinateur pe`re.
Vaut 0xFF si l’association a
e´choue´
Status Enume´ration SUCCESS, TRANSAC-
TION OVERFLOW,
TRANSACTION -
EXPIRED, CHANNEL
ACCESS FAILURE, IN-
VALID ADDRESS, IN-
VALID GTS, NO ACK,
COUNTER ERROR,
FRAME TOO LONG (cf.
la norme)
le statut du dernier msdu envoye´
Tab. C.8 – Champs de MaCARI-ASSOCIATION.confirm
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Nom Type Valeurs Description
DeviceAddr 64-bit IEEE
address
toute adresse
de type 64-
bit IEEE ad-
dress
l’adresse longue de l’entite´ qui a
demande´ l’association
AssocShortAddr entier indique l’adresse courte al-
loue´e par le coordinateur. Vaut
0xFFFF si l’association a e´choue´
ParentDepth entier 1 octet indique la profondeur dans
l’arbre du coordinateur pe`re.
Vaut 0xFF si l’association a
e´choue´
Status Enume´ration 0x00-0x02 0x00 Association Successful,
0x01 PAN complet, 0x02 refus
d’acce`s au PAN
Tab. C.9 – Champs de MaCARI-ASSOCIATION.response
Nom Type Valeurs Description
NewCoordAddress short address 2 octets l’adresse courte du coordinateur
entrant
ParentCoord-
Address
short address 2 octets l’adresse courte du coordinateur
pe`re
NewCoordDepth entier 1 octet la profondeur dans l’arbre du co-
ordinateur entrant
Tab. C.10 – Champs de MaCARI-ASSOCIATION-NOTIFICATION.request
Nom Type Valeurs Description
NewCoordAddress short address 2 octets l’adresse courte du coordinateur
entrant
ParentCoord-
Address
short address 2 octets l’adresse courte du coordinateur
pe`re
NewCoordDepth entier 1 octet la profondeur dans l’arbre du co-
ordinateur entrant
Tab. C.11 – Champs de MaCARI-ASSOCIATION-NOTIFICATION.indication
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2.7 MaCARI-DIRECT-ASSOCIATION.request
Description : appele´e par la couche Management pour demander a` MaCARI d’accepter une association
d’une manie`re force´e (sans re´ception de requeˆte d’association).
Se´mantique : MaCARI-DIRECT-ASSOCIATION.request (LongAddress, CapabilityInformation)
Les champs de cette primitive sont spe´cifie´s sur le tableau C.12
Nom Type Valeurs Description
LongAddress 64-bit IEEE
address
toute adresse
de type 64-
bit IEEE ad-
dress
l’adresse longue de l’entite´
Capability-
Infomation
bitmap pre´cise les informations sur les
capacite´s de l’entite´. Capacite´
a` devenir PAN coordinateur ou
pas, capacite´ a` eˆtre coordinateur
ou routeur ou end-Device, ali-
mentation...
Tab. C.12 – Champs de MaCARI-DIRECT-ASSOCIATION.request
2.8 MaCARI-DIRECT-ASSOCIATION.confirm
Description : ge´ne´re´e par MaCARI pour re´pondre a` une MaCARI-DIRECT-ASSOCIATION.request
soumise par la couche Management.
Se´mantique : MaCARI-DIRECT-ASSOCIATION.confirm (Status, DeviceAddress)
Les champs de cette primitive sont spe´cifie´s sur le tableau C.13
Nom Type Valeurs Description
Status SUCCESS, ALREADY -
PRESENT, MAX -
CHILDREN REACHED
(cf. la norme)
indique si l’entite´ s’est bien asso-
cicie´e ou pas
DeviceAddress 64-bit IEEE
address
toute adresse de type 64-
bit IEEE address
l’adresse longue de l’en-
tite´ qui figurait dans
la MaCARI-DIRECT-
ASSOCIATION.request
Tab. C.13 – Champs de MaCARI-DIRECT-ASSOCIATION.confirm
2.9 MaCARI-GET.request
Description : appele´e par la couche Management pour obtenir la valeur d’un attribut de la couche
MaCARI. La table C.18 contient la liste des attributs de MaCARI avec les valeurs correspondantes.
Se´mantique : MaCARI-GET.request (AttributID)
Les champs de cette primitive sont spe´cifie´s sur le tableau C.14
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Nom Type Valeurs Description
AttributID voir
table C.18
l’identifiant de l’attribut a` modi-
fier
Tab. C.14 – Champs de MaCARI-GET.request
2.10 MaCARI-GET.confirm
Description : ge´ne´re´e par MaCARI pour confirmer la lecture d’un attribut suite a` la soumission de
MaCARI-GET.request.
Se´mantique : MaCARI-GET.confirm (Status, AttributID)
Les champs de cette primitive sont spe´cifie´s sur le tableau C.15
Nom Type Valeurs Description
Status SUCCESS, UNSUPPOR-
TED ATTRIBUTE ou
INVALID INDEX
renvoie le re´sultat de la
MaCARI-SET.request avec
SUCCESS si l’attribut est bien
mis a` jour ou bien la raison pour
laquelle cela n’est pas fait
AttributID voir table C.18 l’identifiant de l’attribut a` modi-
fier
Tab. C.15 – Champs de MaCARI-GET.confirm
2.11 MaCARI-SET.request
Description : appele´e par la couche Management pour mettre a` jour un attribut de la couche MaCARI.
La table C.18 contient la liste des attributs de MaCARI avec les valeurs correspondantes.
Se´mantique : MaCARI-SET.request (AttributID, Value)
Les champs de cette primitive sont spe´cifie´s sur le tableau C.16
Nom Type Valeurs Description
AttributID voir
table C.18
l’identifiant de l’attribut a` modi-
fier
Value voir
table C.18
la valeur a` fixer
Tab. C.16 – Champs de MaCARI-SET.request
2.12 MaCARI-SET.confirm
Description : ge´ne´re´e par MaCARI pour confirmer la mis a` jour ou pas d’un attribut suite a` un appel
de MaCARI-SET.request.
Se´mantique : MaCARI-SET.confirm (Status, AttributID)
Les champs de cette primitive sont spe´cifie´s sur le tableau C.17
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Nom Type Valeurs Description
Status SUCCESS, READ -
ONLY, UNSUPPOR-
TED ATTRIBUTE,
INVALID INDEX, INVA-
LID VALUE
renvoie le re´sultat de la
MaCARI-SET.request avec
SUCCESS si l’attribut est bien
mis a` jour ou bien la raison pour
laquelle cela n’est pas fait
AttributID voir table C.18 l’identifiant de l’attribut a` modi-
fier
Tab. C.17 – Champs de MaCARI-SET.confirm
Attribut Id Type Valeur Description
Adresse longue
MAC
0x00 adresse
IEEE
adresse longue
IEEE sur 64 bits
Adresse courte 0x01 Entier 0x0000-0xffff
Adresse longue
MAC du pe`re
0x02 adresse
IEEE
adresse longue
IEEE sur 64 bits
Adresse courte du
pe`re
0x03 Entier 0x0000-0xffff
Type de l’entite´ 0x04 COORD, ROUTER
ou END-DEVICE
Dure´e d’activite´ 0x05 Entier en terme de pe´riode de backoff,
modifiable par l’applicaton au ni-
veau du CPAN uniquement
Dure´e du cycle glo-
bal
0x06 Entier en terme de pe´riode de backoff,
modifiable par l’applicaton au ni-
veau du CPAN uniquement
Rm 0x07 Entier le nombre de rou-
teurs/coordinateurs maximum
par coordinateur
Cm 0x08 Entier le nombre de fils
(routeur/coordinateur/end-
device) maximum par coordina-
teur
Lm 0x09 Entier indique la profondeur maximum
de l’arbre
Dure´e d’un slot co-
lore´
0x0A Entier en terme de pe´riode de backoff,
modifiable par l’applicaton au ni-
veau du CPAN uniquement
Tab. C.18 – Attributs de MaCARI (a` comple´ter)
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2.13 MaCARI-DISASSOCIATION.request
Description : appele´e par la couche Management pour demander la de´sassociation de l’entite´ elle-meˆme,
ou bien de l’un de ses fils.
Se´mantique : MaCARI-DISASSOCIATION.request (DeviceAddr, DisassociateReason)
Les champs de cette primitive sont spe´cifie´s sur le tableau C.19
Nom Type Valeurs Description
DeviceAddr adresse
IEEE
l’adresse longue de l’entite´ a` in-
former
Disassociation-
Reason
la raison pour laquelle on veut
cette de´sassociation, soit l’entite´
veut se de´sassocier soit un PAN
coordinateur veut que l’entite´ se
de´sassocie
Tab. C.19 – Champs de MaCARI-DISASSOCIATION.request
2.14 MaCARI-DISASSOCIATION.indication
Description : appele´e par MaCARI pour indiquer a` la couche Management que MaCARI vient de
de´sassocier un fils en indiquant l’adresse courte de ce fils.
Se´mantique : MaCARI-DISASSOCIATION.indication (ShortAddr, DisassociateReason)
Les champs de cette primitive sont spe´cifie´s sur le tableau C.20
Nom Type Valeurs Description
DeviceAddr adresse
IEEE
adresse longue de l’entite´ souhai-
tant se de´sassocier
DisassociateReason la raison pour la de´sassociation
Tab. C.20 – Champs de MaCARI-DISASSOCIATION.indication
2.15 MaCARI-DISASSOCIATION.confirm
Description : initie´e par MaCARI pour confirmer le re´sultat de de MaCARI-DISASSOCIATION.request
ge´ne´re´e par la couche Management.
Se´mantique : MaCARI-DISASSOCIATION.confirm (Status, DeviceAddr)
Les champs de cette primitive sont spe´cifie´s sur le tableau C.21
2.16 MaCARI-DISASSOCIATION-NOTIFICATION.request
Description : appele´e par MaCARI pour notifier MaCARI du coordinateur du PAN de la de´sassociation
d’un coordinateur fils. Cette primitive est a` l’initiative du pe`re du coordinateur qui sort du re´seau.
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Nom Type Valeurs Description
Status SUCCESS, TRANSAC-
TION OVERFLOW,
TRANSACTION -
EXPIRED, CHANNEL
ACCESS FAILURE, IN-
VALID ADDRESS, IN-
VALID GTS, NO ACK,
COUNTER ERROR,
FRAME TOO LONG (cf.
la norme)
SUCCESS si la MaCARI-
DISASSOCIATION.request est
acquite´e par le coordinateur
pe`re, ou une des autres valeurs
cite´es si ce n’est pas le cas
DeviceAddr adresse longue de l’entite´ souhai-
tant se de´sassocier
Tab. C.21 – Champs de MaCARI-DISASSOCIATION.confirm
Se´mantique : MaCARI-DISASSOCIATION-NOTIFICATION.request (LeavingCoordAddress, Parent-
CoordAddress)
Les champs de cette primitive sont spe´cifie´s sur le tableau C.22
Nom Type Valeurs Description
LeavingCoord-
Address
short address 2 octets l’adresse du coordinateur sortant
ParentCoord-
Address
short address 2 octets l’adresse du pe`re du coordinateur
sortant
Tab. C.22 – Champs de MaCARI-DISASSOCIATION-NOTIFICATION.request
2.17 MaCARI-DISASSOCIATION-NOTIFICATION.indication
Description : appele´e par MaCARI pour indiquer a` MaCARI du coordinateur du PAN que MaCARI
vient d’accepter un de´part d’un coordinateur de l’arbre.
Se´mantique : MaCARI-DISASSOCIATION-NOTIFICATION.indication (LeavingCoordAddress, Pa-
rentCoordAddress)
Les champs de cette primitive sont spe´cifie´s sur le tableau C.23
Nom Type Valeurs Description
LeavingCoord-
Address
short address 2 octets l’adresse courte du coordinateur
sortant
ParentCoord-
Address
short address 2 octets l’adresse courte du coordinateur
pe`re
Tab. C.23 – Champs de MaCARI-DISASSOCIATION-NOTIFICATION.indication
2.18 MaCARI-SCAN.request
Description : appele´e par la couche Management pour effectuer un SCAN.
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Se´mantique : MaCARI-SCAN.request (ScanType, ScanChannels, ScanDuration, ChannelPage)
Les champs de cette primitive sont spe´cifie´s sur le tableau C.24
Nom Type Valeurs Description
ScanType le mode de scan a` employer : pas-
sif, actif, orphan, ED
ScanChannels bitmap bitmap sur 27 bits (27 canaux)
indiquant la liste des canaux a`
scanner ; 1= SCAN 0= no SCAN
ScanDuration entier 0-14 la dure´e du scan sur chaque ca-
nal, 48 ∗ (2n + 1) symboles, avec
n la valeur de ScanDuration
ChannelPage entier le channel page surlequel il faut
faire le scan
Tab. C.24 – Champs de MaCARI-SCAN.request
2.19 MaCARI-SCAN.confirm
Description : envoye´e par MaCARI a` la couche Management pour l’informer du re´sultat du scan suite
a` un appel de MaCARI-SCAN.request.
Se´mantique : MaCARI-SCAN.confirm (status, ScanType, ChannelPage, UnscannedChannels, Result-
ListSize, EnergyDetectList, PANDescriptorList)
Les champs de cette primitive sont spe´cifie´s sur le tableau C.25
Nom Type Valeurs Description
status le re´sultat du scan
ScanType le mode de scan a` employer :
0x00 ED, 0x01 scan actif, 0x02
scan passif, 0x03 orphan scan
ChannelPage entier a` comple´ter
Unscanned-
Channels
bitmap bitmap sur 27 bits (27 canaux)
indiquant la liste des canaux qui
n’ont pas e´te´ scane´s ; 1= SCAN
0= no SCAN, cet attribut n’est
pas valide pour un scan d’e´nergie
ResultListSize entier le nombre d’e´le´ments dans le liste
de re´sultat, il est mis a` 0 pour
l’orphan scan
EnergyDetectList liste d’en-
tiers
le niveau d’e´nergie mesure´ pour
chaque canal, uniquement pour
un scan d’e´nergie
PANDescriptorList liste de va-
leurs de PAN
descriptors
a` venir liste
des valeurs
d’un PAN
descriptor
(se re´fe´rer a`
la norme)
la liste de PAN descriptors pour
chaque beacon re´c¸u, cet attribut
est nul pour un scan d’e´nergie ou
un orphan scan
Tab. C.25 – Champs de MaCARI-SCAN.confirm
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2.20 MaCARI-GTS.request
Description : appele´e par les couches supe´rieures la couche Management pour demander a` MaCARI
de faire une requeˆte de GTS.
Se´mantique : MaCARI-GTS.request (GTSCharacteristics)
Les champs de cette primitive sont spe´cifie´s sur le tableau C.26.
Nom Type Valeurs Description
GTS-
Characteristics
GTS charac-
teristics
les caracte´ristiques du GTS
Tab. C.26 – Champs de MaCARI-GTS.request
2.21 MaCARI-GTS.confirm
Description : envoye´e par MaCARI a` la couche Management pour lui donner le re´sultat de la requeˆte
de GTS.
Se´mantique : MaCARI-GTS.confirm (GTSCharacteristics, Status)
Les champs de cette primitive sont spe´cifie´s sur le tableau C.27.
Nom Type Valeurs Description
GTS-
Characteristics
GTS charac-
teristics
les caracte´ristiques du GTS
Status Enume´ration SUCCESS, TRANSAC-
TION OVERFLOW,
TRANSACTION -
EXPIRED, CHANNEL
ACCESS FAILURE, IN-
VALID ADDRESS, IN-
VALID GTS, NO ACK,
COUNTER ERROR,
FRAME TOO LONG (cf.
la norme)
le statut du dernier msdu envoye´
Tab. C.27 – Champs de MaCARI-GTS.confirm
2.22 MaCARI-GTS.indication
Description : appele´e par MaCARI pour indiquer a` la couche Management que MaCARI vient de
recevoir une demande de GTS.
Se´mantique : MaCARI-GTS.indication (DeviceAddress, GTSCharacteristics)
Les champs de cette primitive sont spe´cifie´s sur le tableau C.28
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Nom Type Valeurs Description
DeviceAddress short address 2 octets l’adresse de la feuille qui a fait la
requeˆte
GTS-
Characteristics
GTS charac-
teristics
les caracte´ristiques du GTS
Tab. C.28 – Champs de MaCARI-GTS.indication
2.23 MaCARI-NEIGHBOR-COLORS.request
Description : appele´e par la couche NwCARI pour indiquer a` MaCARI les couleurs des voisins pour
rester e´veille´ durant les slots consacre´s a` ces couleurs.
Se´mantique : MaCARI-NEIGHBOR-COLORS.request (NodeColor, NumberOfColors, ColorList)
Les champs de cette primitive sont spe´cifie´s sur le tableau C.29
Nom Type Valeurs Description
NodeColor la couleur du noeud lui-meˆme
NumberOfColors le nombre de couleurs dans mon
voisinage
ColorList liste des couleurs de mes voisins
Tab. C.29 – Champs de MaCARI-NEIGHBOR-COLORS.request
2.24 MaCARI-NEIGHBOR-COLORS.confirm
Description : envoye´e par MaCARI pour confirmer la prise en compte de MaCARI-NEIGHBOR-
COLORS.request.
Se´mantique : MaCARI-NEIGHBOR-COLORS.confirm (status)
Les champs de cette primitive sont spe´cifie´s sur le tableau C.30
Nom Type Valeurs Description
status a` comple´ter
Tab. C.30 – Champs de MaCARI-NEIGHBOR-COLORS.confirm
2.25 MaCARI-UNIDIRECTIONAL-NEIGHBOR-LIST.request
Description : appele´e par NwCARI pour re´cupe´rer la liste des entite´s entendues.
Se´mantique : MaCARI-UNIDIRECTIONAL-NEIGHBOR-LIST.request ()
2.26 MaCARI-UNIDIRECTIONAL-NEIGHBOR-LIST.confirm
Description : envoye´e par MaCARI a` la couche NwCARI en re´ponse a` MaCARI-UNIDIRECTIONAL-
NEIGHBOR-LIST.request.
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Se´mantique : MaCARI-UNIDIRECTIONAL-NEIGHBOR-LIST.confirm (numberOfNeighbors, unidi-
rectionalNeighborList)
Les champs de cette primitive sont spe´cifie´s sur le tableau C.31
Nom Type Valeurs Description
numberOf-
Neighbors
entier le nombre de voisins entendus
par MaCARI
unidirectional-
NeighborList
la liste des adresses courtes des
entite´s entendues par MaCARI
Tab. C.31 – Champs de MaCARI-UNIDIRECTIONAL-NEIGHBOR-LIST.confirm
2.27 MaCARI-LINK-CHARACTERISTICS-LIST.request
Description : appele´e par la couche Management pour re´cupe´rer la liste des RSSI et LQI des liens radio
des voisins coordinateurs et de ses feuilles. Pour une feuille, seul le lien avec son coordinateur sera obtenu
en retour.
Se´mantique : MaCARI-LINK-CHARACTERISTICS-LIST.request ()
2.28 MaCARI-LINK-CHARACTERISTICS-LIST.confirm
Description : envoye´e par MaCARI a` la couche Management en re´ponse a` MaCARI-LINK-CHARAC-
TERISTICS-LIST.request.
Se´mantique :MaCARI-LINK-CHARACTERISTICS-LIST.confirm (NumberOfNeighbors, AddressNei-
ghborList, RSSINeighborList, LQINeighborList)
Les champs de cette primitive sont spe´cifie´s sur le tableau C.32
Nom Type Valeurs Description
NumberOf-
Neighbors
entier le nombre de voisins entendus
par MaCARI
Address-
NeighborList
la liste des adresses courtes des
entite´s entendues par MaCARI
RSSINeighborList la liste des RSSI respectifs
LQINeighborList la liste des LQI respectifs
Tab. C.32 – Champs de MaCARI-LINK-CHARACTERISTICS-LIST.confirm
2.29 MaCARI-CONFLICT.indication
Description : envoye´e par MaCARI a` NwCARI pour l’informer d’un conflit de couleur.
Se´mantique : MaCARI-CONFLICT.indication (SrcShortAddr, DstShortAddr, ConflictType)
Les champs de cette primitive sont spe´cifie´s sur le tableau C.33
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Nom Type Valeurs Description
SrcShortAddr 2 octets l’adresse source du message en
conflit
DstShortAddr 2 octets l’adresse destination du message
en conflit
ConflictType a` comple´ter
Tab. C.33 – Champs de MaCARI-CONFLICT.indication
2.30 MaCARI-SYNC-LOSS.indication
Description : envoye´e par MaCARI a` la couche NwCARI pour l’informer que l’entite´ a perdu la
synchronisation avec le pe`re, ou pour l’informer d’une de´sassociation de l’un de ses fils.
Se´mantique : MaCARI-SYNC-LOSS.indication (Type, Address, Reason)
Les champs de cette primitive sont spe´cifie´s sur le tableau C.34
Nom Type Valeurs Description
Type trois types de de´synchronisation :
une de´sassociation initie´e
par l’entite´ elle-meˆme, une
de´sassociation force´e par le pe`re
de l’entite´ ou bien une rupture
de lien
PANID l’identifiant du PAN duquel l’en-
tite´ s’est de´synchronise´e
LogicalChannel le canal sur lequel e´tait synchro-
nise´e l’entite´
Tab. C.34 – Champs de MaCARI-SYNC-LOSS.indication
2.31 MaCARI-LINK-LOSS.indication
Description : envoye´e par MaCARI a` la couche NwCARI pour l’informer qu’un lien avec un noeud
voisin donne´ vient de disparaˆıtre.
Se´mantique : MaCARI-LINK-LOSS.indication (ShortAddr)
Les champs de cette primitive sont spe´cifie´s sur le tableau C.35
Nom Type Valeurs Description
ShortAddr 2 octets l’adresse courte du voisin avec
qui le lien est perdu
Tab. C.35 – Champs de MaCARI-LINK-LOSS.indication
2.32 MaCARI-TRX-STATE.indication
Description : envoye´e par MaCARI a` la couche Management pour l’informer de l’e´tat du module radio.
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Se´mantique : MaCARI-TRX-STATE.indication (State, Dure´e)
Les champs de cette primitive sont spe´cifie´s sur le tableau C.36
Nom Type Valeurs Description
State Enume´ration RX ON,
TX ON,
TRX OFF
indique le nouvel e´tat du module
radio
Dure´e entier la dure´e en terme de periode de
backoff de l’e´tat pre´ce´dent
Tab. C.36 – Champs de MaCARI-TRX-STATE.indication
2.33 MaCARI-COLORING-MODE-ON.request
Description : cette primitive est appele´e par la couche NwCARI du coordinateur du PAN pour informer
MaCARI qu’il faut mettre le bit Coloring Mode a` 1 dans le prochain beacon a` envoyer.
Se´mantique : MaCARI-COLORING-MODE-ON.request ()
2.34 MaCARI-COLORING-MODE-ON.confirm
Description : cette primitive est envoye´e par MaCARI du coordinateur du PAN a` la couche NwCARI
pour lui confirmer la prise en compte de MaCARI-COLORING-MODE-ON.request.
Se´mantique : MaCARI-COLORING-MODE-ON.confirm (Status)
Les champs de cette primitive sont spe´cifie´s sur le tableau C.37
Nom Type Valeurs Description
Status SUCCESS
ou ERROR
indique le re´sultat de la prise en
compte de la demande de mise a`
jour du champ Coloring Mode
Tab. C.37 – Champs de MaCARI-COLORING-MODE-ON.confirm
2.35 MaCARI-COLORING-MODE-ON.indication
Description : cette primitive est appele´e par MaCARI, suite a` la re´ception d’un beacon avec le champ
Coloring Mode a` 1, pour informer la couche NwCARI qu’il faut lancer l’algorithme de coloriage.
Se´mantique : MaCARI-COLORING-MODE-ON.indication ()
2.36 MaCARI-MAX-COLOR.request
Description : cette primitive est appele´e par la couche NwCARI du coordinateur du PAN pour informer
MaCARI que le coloriage dans le re´seau est termine´ en lui passant le nombre maximum de couleur en
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parame`tre. Par conse´quence, a` la re´ception de cette primitive le champ ColoringMode du prochain beacon
sera mis a` 0, le champ ColorIndication sera mis a` 1, le champ ColorSequence sera affecte´ la valeur de
MaxColor.
Se´mantique : MaCARI-MAX-COLOR.request (MaxColor)
Les champs de cette primitive sont spe´cifie´s sur le tableau C.38
Nom Type Valeurs Description
MaxColor Integer indique le nombre maximum de
couleur dans le re´seau
Tab. C.38 – Champs de MaCARI-MAX-COLOR.request
2.37 MaCARI-MAX-COLOR.confirm
Description : cette primitive est envoye´e par MaCARI du coordinateur du PAN a` la couche NwCARI
pour lui confirmer la prise en compte de MaCARI-MAX-COLOR.request.
Se´mantique : MaCARI-MAX-COLOR.confirm (Status)
Les champs de cette primitive sont spe´cifie´s sur le tableau C.39
Nom Type Valeurs Description
Status SUCCESS
ou ERROR
indique le re´sultat de la prise en
compte de la demande de mise a`
jour du champ Coloring Mode
Tab. C.39 – Champs de MaCARI-MAX-COLOR.confirm
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Un réseau de capteurs sans fil est un ensemble de noeuds communicants, généralement miniatures 
et capables de fonctionner avec peu d'énergie. Certaines applications imposent à ces réseaux de 
capteurs sans fil d’être économes en énergie pour prolonger la durée de vie du réseau, d’autres 
nécessitent un comportement déterministe qui se traduit généralement par des délais de traversée du 
réseau  bornés   et/ou  un   taux  de   trames  perdues   inférieur  à   un   seuil   critique.  Pour  économiser 
significativement de l'énergie, une entité doit se mettre en mode sommeil. Durant cette période, elle 
sera inactive donc incapable de participer à l'activité du réseau. L’usage de périodes de sommeil est 
un handicap pour l'aspect déterministe et pour le respect de contraintes temporelles. 
Le travail  de cette  thèse est centré  sur  les spécifications,  le développement et  l’évaluation sous 
différentes formes d'une méthode d'accès au médium adaptée au déterminisme et aux exigences de 
qualité de service telles que l'absence de collisions et la garantie d'un délai borné de bout­en­bout, 
tout   en   conservant   une   faible   consommation   énergétique.   La   solution   proposée   repose   sur   la 
segmentation  temporelle  des  activités,  une synchronisation multi­sauts  et  une différenciation  de 
services basée sur des stratégies de routage adaptées.
Mots clés :  Réseaux de capteurs sans fil, Méthodes d'accès, ZigBee, IEEE 802.15.4, Qualité  de 
service.
A wireless sensor network is a set of small communicating nodes that consume very little energy. 
Some applications require wireless sensor networks to be energy efficient to extend the lifetime of 
the network, others require deterministic behavior that usually results in bounded end­to­end delays 
and/or frame loss rate below a critical threshold. To save significant energy, an entity must be put 
into sleep mode. During this period, it will be inactive thus unable to participate in network activity. 
The use of sleep periods is a handicap for the deterministic aspect as well as for the respect of delay 
constraints. 
The work of this thesis focuses on the specification, development and evaluation in different forms 
of a deterministic medium access mechanism adaptable to the quality of service requirements such 
as the absence of collisions and the guarantee of a bounded end­to­end delay, while maintaining low 
energy consumption behavior.  The proposed solution is based on temporal  segmentation of  the 
activities of the nodes, multi­hop synchronization and service differentiation based on two routing 
strategies.
Keywords: Wireless sensor networks, Medium access control, ZigBee, IEEE 802.15.4, Quality of 
service.
