Graph Signal Processing generalizes classical signal processing to signal or data indexed by the vertices of a weighted graph. So far, the research efforts have been focused on static graph signals. However numerous applications involve graph signals evolving in time, such as spreading or propagation of waves on a network. The analysis of this type of data requires a new set of methods that takes into account the time and graph dimensions. We propose a novel class of wavelet frames named Dynamic Graph Wavelets, whose time-vertex evolution follows a dynamic process. We demonstrate that this set of functions can be combined with sparsity based approaches such as compressive sensing to reveal information on the dynamic processes occurring on a graph. Experiments on real seismological data show the efficiency of the technique, allowing to estimate the epicenter of earthquake events recorded by a seismic network.
INTRODUCTION
Complex signals and high-dimensional datasets collected from a variety of fields of science, such as physics, engineering, genetics, molecular biology and many others, can be naturally modeled as values on the vertices of weighted graphs [1, 2] . Recently, dynamic activity over networks has been the subject of intense research in order to develop new models to understand and analyze epidemic spreading [3] , rumor spreading over social networks [4, 5] or activity on sensor networks. The advances in the graph research have led to new tools to process and analyze time-varying graphs and/or signals on the graph, such as multilayer graphs and tensor product of graphs [6, 7] . However, there is still a lack of signal processing methods able to retrieve or process information on dynamic phenomena taking place over graphs. For example the wavelets on graphs [8, 9] or the vertex-frequency transform [10] are dedicated to the study of a static signals * Francesco Grassi performed the work while at EPFL. over a graph. Motivated by an increasing amount of applications, we design a new class of wavelet frames named Dynamic Graph Wavelets (DGW) whose time evolution depends on the graph topology and follows a dynamic process. Each atom of the frame is a time-varying function defined on the graph. Combined with sparse recovery methods, such as compressive sensing, this allows for the detection and analysis of time-varying processes on graphs. These processes can be, for example, waves propagating over the nodes of a graph where we need to find the origin and speed of propagation or the existence of multiple sources. We demonstrate the efficiency of the DGW on real data by tracking the origin of earthquake events recorded by a network of sensors.
A MODEL FOR WAVE PROPAGATION: THE WAVE EQUATION
To model waves propagating on a graph and build the discrete graph wavelets we will use the wave equation. Here, the wave equation is defined on the graph, and, as such, differs from the standard one. This partial differential equation relates the second derivative of a function in time to the spatial Laplacian operator applied to that function. Here the Laplacian is the graph Laplacian. The second derivative is discretized and can be seen as a discrete Laplacian applied to the function along the time dimension. Before defining the DGW we introduce the required mathematical objects and framework.
Graph Signal Processing
Consider an undirected graph G = (V, E, W G ) of N nodes and E edges, where V indicates the set of nodes and E the set of edges and W G the weight matrix. The combinatorial Laplacian L G = D G − W G associated to the graph G is symmetric and characterized by a complete set of orthonormal eigenvectors [11] . We denote them by U G (n, ) = u (n). The Laplacian matrix can thus be decomposed as
Let x : V → R be a graph signal, whose n-th component x(n) ∈ R represents the value of the signal at the n-th node. The Graph Fourier Transform (GFT) of x is x = U * G x and its inverse is x = U G x.
Time-vertex representation
Let X ∈ R N ×T be a set of N temporal signals of length T and x = vec(X) its vectorized form. The signals are evolving in time over the N vertices of the graph G. We call timevertex signal X = [x 1 , x 2 , . . . , x T ] ∈ R N ×T the matrix having the graph signal x t as its t-th column. Equivalently, X = x 1 , x 2 , . . . , x N holds N temporal signals x n , one for each vertex v n . The time-vertex domain can be interpreted as a cartesian product between the ring graph G T (assuming periodic boundary conditions in time) with Laplacian L T and the generic graph
where the second term is obtained using the property of the
In Eq. (1) the Laplacian L T represents the discrete second order derivative in time with reversed sign
It can be decomposed as L T = U T ΩU *
T where U T is the discrete Fourier basis [12] and Ω(k, k) = ω k are the eigenvalues of the classical DFT that are linked to the normalized discrete frequencies k T by the following relation:
Joint Time-Vertex Fourier Transform
Since the time-vertex domain can be represented as the cartesian product of the two domains, the joint time-vertex Fourier transform (JFT) is obtained by applying the GFT on the graph dimension and the DFT along the time dimension [13] :
that can be conveniently rewritten in matrix form as:
where U T is the complex conjugate of U T . The spectral point of view helps here in defining the localization of functions on the graph, as in [8] .
Wave equation on graphs
We consider the discrete wave equation:
where α is the propagation speed. Assuming a vanishing initial velocity, i.e. first derivative in time of x 0 equals zero, the solution can be written through functional calculus as [14] :
is a matrix obtained applying the function K s (L G , t) to the scaled Laplacian sL G and parametrized by the time t. Notice that we use the scale s = α 2 to represent the speed parameter of the propagation. Therefore, the matrix X = [K t,s x 0 ] T t=1 = K s {x 0 } is obtained stacking the vectors x t of Eq.(5) along the columns. Substituting (5) into (4), we obtain
To obtain a closed form solution for the kernel K t,s we analyze the equation (6) in the graph spectral domain:
where K t,s = K s (Λ G , t) and X = K s {x 0 }. Eq. (7) requires the -th row of K s {x 0 } to be an eigenvector of L T with eigenvalue λ , for every . From (2) we obtain:
Since the arccos(x) is defined only for x ∈ [−1, 1], to guarantee filter stability the parameter s must satisfy s < 4/λ max . This result is in agreement with stability analysis of numerical solver for the discrete wave equation [15] .
Since the wave equation is a hyperbolic differential equation, several difficulties arise when discretizing it to numerically compute the solution [14] . Moreover, being the graph an irregular domain, the solution above is not smooth after a few iterations. Here we focus on the propagation (away from its origin) of the wave rather than its exact expression.
DYNAMIC GRAPH WAVELETS
The DGW differ from classical wavelets as they are not dilated versions of an initial mother wavelet. Indeed, they are propagating functions on the graph that evolve in time, according to the wave equation, with different propagation velocities.
We define the DGW to be the solutions of Eq. (4), for different α = √ s. In addition, we require two other properties. Firstly, we want the wave to be causal, i.e. to have an initial starting point in time. Secondly, in many applications, the wave propagation is affected by attenuation over time. We thus introduce a damping term. Therefore, the DGW defined in the graph spectral domain is
where H(t) is the Heaviside function and e −βt the damping term.
The damping term has two remarkable effects. Firstly, it lowers the importance of the chosen boundary conditions in time (e.g. periodic or reflective) as the wave vanishes before touching them. Secondly, it favors the construction of a frame of DGW: we will see in the following that β is involved in the lower frame bound of the DGW.
General definition
In the following, we will generalize the DGW using arbitrary time-vertex kernel. The goal is to design a transform that helps detecting a class of dynamic events on graphs. These events are assumed to start from an initial joint distribution Φ m,τ (n, t) = [ψ m ⊗ φ τ ](n, t) localized around vertex m and time τ . The general expression of W m,τ,s at time t and at vertex n can be written as:
where, as before, K t,s = K(sL G , t) is the matrix function K applied to the scaled Laplacian sL G and parametrized by the time t. Depending on the dynamic graph kernel, the DGW can resemble a wave solution of Eq.(4), a diffusion process, or a generic dynamical process following a given equation.
Dynamic Graph Frames
We define S W as the DGW analysis operator. The wavelet coefficients C are given by The following theorem provides conditions to assert that no information will be lost when these operators are applied to a time-vertex signals. This implies that any signal X can be constructed from the synthesis operation: X = S W (C).
Theorem 1. If the set of time-vertex DGW satisfies:
then S W is a frame operator in the sense:
for any time-vertex signal X with X F > 0.
Proof. In the joint spectral domain we can write:
Using Parseval relation X F = X F , we find
In the following we will use this condition to prove that the DGW given in Eq. (9) is a frame. Corollary 1. The set of DGW defined by Eq. (9) is a frame for all β > 0.
Proof. We define θ = arccos(1 − sλ 2 ). The DGW in the joint spectral domain is
Hence A > 0. A straightforward calculation shows that there is an upper bound on the above quantity and B < ∞.
SPARSE REPRESENTATION
Particular processes, such as wave propagation, can be well approximated by only a few elements of the DGW, i.e. the DGW transform of the signal is a sparse representation of the information it contains. In that case, we inspire ourselves from compressive sensing techniques and define the following convex minimization probleṁ
Here γ is the parameter controlling the trade-off between the fidelity term S W C − Y 2 2 and the sparsity assumption of the DGW coefficients C 1 = m,τ,s |C(m, τ, s)|. The so-lutionĊ provides useful information about the signal. Firstly, the synthesis S WĊ is a de-noised version of the original process. Secondly, from the position of the non zero coefficients ofĊ, we can derive the origin on the graph m and in time τ , the speed of propagation s and the amplitude |C(m, τ, s)| of the different waves. Problem (12) can be solved using proximal splitting methods [16] and the fast iterative soft thresholding algorithm (FISTA) [17] is particularly well suited. Our implementation of the frame S W is based on the GSPBox [18] and Problem (12) is solved using the UNLocBoX [19] .
APPLICATION

Earthquake origin detection
We demonstrate the performance of the DGW on a source localization problem, where a dynamical event evolves according to a specific time-space behavior. We analyze waveforms recorded by seismic stations geographically distributed in New Zealand, connected to the GeoNet Network. We consider different seismic events whose epicenters were located in different areas of New Zealand 2 . Each waveform consists of 300 seconds sampled at 100 Hz, starting few seconds before the seismic event. Seismic waveforms can be modeled as oscillating damped waves. This model is valid when the waves propagate in a continuous domain or a regular lattice [20] . Here, the domain is the network of sensors and we assume that a damped wave propagating on this network is still a good approximation. Thus, we expect the waveforms of the DGW defined in Eq.(9) to be good approximations of the seismic waves recorded by the sensors. We create a frame of DGW, S W , using 10 different values for the propagation velocity parameters s linearly spaced between 0 and 2 (corresponding to physically plausible values). The damping β was fixed and chosen to fit the damping present in the seismic signals. To estimate the epicenter of the seismic event we solved the convex optimization problem (12) . The sparse matrix C contains a few non-zero coefficients corresponding to the waveforms that constitute the seismic wave. We averaged the coordinates of the vertices corresponding to the sources of the waves with highest energy coefficients. Figure 1 shows the results of the analysis for different events. For each plot the recorded waveforms for several sensors are shown. Real and estimated sources are shown respectively with squares and circles on the graph plot. We analyzed the performance of the source localization by adding white noise to the signals, decreasing the SNR of the waveforms from 100 to 0 dB. Table 1 shows the distance between the real and estimated epicenter in kilometers for 4 different events and increasing amounts of noise. The small variations of the results demonstrate the high robustness of the method.
