working alone. For this to be achieved, he argued that an intimate association between the person and the computer would need to be gained. One proposition he put forward was to have natural language communication between humans and computers, which has been a holy grail of computing ever since. Johnson and Coventry (this issue) conducted an evaluation study of a talking automated-teller machine (ATM), although they make no claims about higher order thinking ! Licklider et al. (1978) foresaw the advent of the Internet and the video conference. They speculated that this would be the end of business travel for meetings, and presumably the end of academics' travel for conferences. Although we know this hasn't happened yet, their other prediction about the use of the personal computer (PC) as a device for communicating and performing all manner of other tasks (such as an index, encyclopedia, and entertainment) has certainly come true. The articles by Crook and Barrowcliff (this issue) and Gay et al. (this issue) show the range of activities that students use their computers for, and many concurrently.
CONTRIBUTIONS TO THE SPECIAL ISSUE
Thomas and Gellersen (this issue) argue that ubiquitous computing is the shift from a model of personal computing to a model of computing embedded in everyday appliances in everyday life. They propose that each artifact will perform a relatively small number of functions but will be embedded within a community of other objects, all of which are communicating with each other. The person using the objects will be unaware of the relay of information between the devices, but the net effect will be to make those individuals' lives much easier and more convenient. This description is a portrayal of the world imagined by Weiser (1991) . Thomas and Gellersen foresee a number of problems that need to be solved before this can become a reality, however. They argue that the level of interactivity required between objects requires a new way of thinking about the problem. Thomas and Gellersen suggest that this needs to support ad hoc interactions, mobility of objects, task fluidity, transient relations, and large scale communication. The challenge of making everything interact with everything else is not a trivial undertaking, and communication protocols are part of the answer.
Baber (this issue) anticipates the way in which wearing computers will change the way we use them. He offers three approaches: wearing small PCs, wearing information appliances, and wearing clothing that contains microprocessors, sensors, and displays. One important point that he makes is the social effect on the observer. I can relay an example from my own experience. Standing at Waterloo Station, I was approached by a man who appeared to be talking to me and waving his arms (as one does when gesticulating in conversation). My first thoughts were: "who is this and what is he saying to me?" This was quickly followed by a reappraisal that this man is crazy and I need to get out of here. I walked quickly to a point behind a billboard and continued to observe the man who continued his display. After a little while I saw a small earpiece and wire trailing from his ear with a tiny microphone attached to the wire level with his jaw. Only then did I know that this individual was engaged in a telephone conversation, which made his behavior more acceptable. With wearable computers this phenomenon might become more prevalent, contravening normal social cues and taboos. Baber goes on to argue for both embedding of computing and a new type of interaction (combining the wishes of Licklider, 1960, and Weiser, 1991) , pointing out that it is not enough to strap on a computer nor will existing computer interaction styles suffice.
Swallow and Thompson (this issue) show that conductive textiles can be a host for ubiquitous computing, as textiles are so much a part of our everyday lives. Like Baber (this issue), they argue that it is not enough to attach the computer; it needs to be embedded in the garment. They have developed a sensory fabric that comprises conductive and nonconductive layers. Their research demonstrates a range of applications for conductive textiles, particularly educational and special needs. Swallow and Thompson argue that soft materials have a number of advantages over conventional computing material, such as they are soft, flexible, inexpensive, and robust. These advantages may become even more important with mobile computing. As a relatively low-cost material, conductive textiles seem to offer a potential means of embedding computing.
Johnson and Coventry (this issue) consider the use of speech input and output as a means of interacting with an ATM called Stella as an embodiment of ubiquitous computing. They argue that the interaction with the ATM can be made more natural with speech recognition and synthesis. Johnson and Coventry tested a prototype ATM that attempted to employ a personal and friendly, human-like, interaction approach. This was modeled on human-human interaction and follows research that suggests that people tend to attribute human personality traits to human-like machine avatars. No card or personal identity number was used for the interaction. Identification was based on biometric identification of the iris followed by speech input and output. The trials showed that there was a mixed response to the prototype. Although people generally felt that the interaction was better than they expected, the system was judged as neither human like nor machine like. Johnson and Coventry conclude that these evaluation trials are useful in developing an understanding of people's reactions and can help guide the development process.
Crawford, Taylor, and Po (this issue) consider the application of a microprocessor embedded into a cooker timing and menu system. They suggest that the poor design of the interface had already cost the company many thousands of pounds and sought to rectify the situation. The problem with embedding computing into everyday artifacts is that this can make them unnecessarily complex. This seems to result in the antithesis of the ideas of invisible computing and seamless interaction that is the definition of ubiquity. Crawford et al. used a combination of observational and analytical techniques to define the nature of the problem and propose a redesign. This case study shows some of the benefits associated with an ergonomics input, as advocated by Baber, Stanton, and Johnson (1998) .
Walker et al. (this issue) look at the implications of embedding microprocessors in cars. To some extent, at least, this application meets many of the criteria of ubiquitous computing: The computing is invisible, the driver is largely unaware of it, and some of the microprocessors communicate with one another. There is every in-dication that the role of computing in cars is on the increase, to the extent that it is taking over from the driver. The trajectory of vehicle technology over the next 30 years shows that the microprocessor will become dominant in all manner of driving functions, to the point where an automobile equivalent of the autopilot is envisaged. Walker et al. are optimistic that this application of computing technology will lead to improved safety, greater efficiency and enhanced driving enjoyment, but this requires a holistic approach to design. These points are underlined with two visions of the future: technology as an optimizer of the driver (with a seamless and symbiotic interaction between the driver and the car) versus technology as a competitor with the driver (with frustrating and adversarial interaction between the driver and the car).
Spain, Phipps, Rogers, and Chaparro (this issue) apply human-centered design approaches to the development of a mobile, hand-held, information appliance. They argue that if digital data collection is to replace the traditional written medium, it has to be at least as easy and quick to use as the system it replaces. Digital media have certain advantages over pen-and-paper for data collection, as they are less likely to be lost, less cumbersome, and are unlikely to introduce transcription errors when transferring data. As such they offer a seamless solution for data collection and analysis. Design of the interface is critical however, if the digital approach is to be adopted. To test the approach, Spain et al. developed a device to collect fitness assessment data (e.g., muscle strength, aerobic endurance, flexibility, and motor ability). To design the information appliance, they looked at how the data were currently collected, as this process had evolved over time. Then they sought how they could integrate these tasks into the digital format. The solution was tested with a representative participant group to identify any problems. The strengths and weaknesses were incorporated into a redesign of the device and it was tested a second and third time. The final design was accepted for replacement of the pen-and-paper method. Generic issues with hand-held devices noted by Spain et al. were the limited screen size, problems of navigation between screens, and the potential for technophobia. This reinforces the view that we need to look at new ways of embedding these technologies and new ways of interacting with them.
Crook and Barrowcliff (this issue) studied the use campus-resident students make of networked PCs in their study bedrooms. From their investigations it seems that the computers are used for many applications, including web browsing, e-mail, games, word processing, computer-assisted learning, multimedia, chat, data manipulation, graphics, music, and so on. They suggest that students are running several applications at once and are continually moving between applications and multitasking, such as having sound and video playing in the background. Their analysis shows distinctive patterns of intensive computer use for nearly half of the participants, which have certain defining characteristics. Typically, these periods are between 1 p.m. and midnight; they last for up to 5 hr, shifting between applications 79 times on average; 60% of the time is spent in three applications (word processing 31%, Internet 20%, games 10%); and nearly half of the sessions also included use of a media player. Crook and Barrowcliff point out the paradox of the presence of PCs in the study bedroom-it is the source of much of the distraction from study as only 20% of the total time it is used is spent in study-related activity.
