An efficient implementation of the local ensemble transform Kalman filter (LETKF) with the error covariance localization by physical distances is introduced and assessed in this study. Instead of using local patches uniform in the model grid space to localize the error covariance, accurate physical distances are computed and used for the localization, so that the problem of analysis discontinuities in the Polar Regions is solved. Data assimilation cycle experiments with real observations are performed, which indicate less discontinuity in the Polar Regions. Moreover, the computational time is shorter and more robust for various localization scales. Thus, the implementation introduced in this study is a promising choice of future LETKF systems.
Introduction
The local ensemble Kalman filter (LEKF) was first proposed by Ott et al. (2002; . A main advantage of LEKF is its efficiency in the parallel architecture. Moreover, LEKF computational time is robust with increasing observations (e.g., Szunyogh et al. 2005) , while that of most other ensemble Kalman filter (EnKF) implementations is essentially proportional to the number of observations. Hunt et al. (2007) applied the ensemble transform Kalman filter (ETKF, Bishop et al. 2001) approach to LEKF to propose the local ensemble transform Kalman filter (LETKF), an efficient upgrade of LEKF. It is known that LETKF is several times faster than LEKF while keeping identical analysis accuracy (e.g., Harlim 2006) .
A major difference between LETKF and LEKF is that LETKF does not require "local patches" (Hunt et al. 2007) , thus it allows a flexible choice of observations to be assimilated at each grid point. There has been a problem of analysis discontinuity in the Polar Regions when we choose observations by the "local patches", as shown by Miyoshi and Yamane (2007, "MY07" hereafter) . The original implementation of LEKF, as well as the LETKF by MY07, separates the global model grid into local patches uniformly in the model grid space. The physical length between two successive grid points in the longitudinal direction is proportional to cosine of latitude. Therefore, the physical size of the local patch in the Polar Regions is much smaller than that in lower latitudes. This causes discontinuity in the analysis, which is not preferable. To avoid this, we could increase the zonal grid points of local patches according to latitudes, which would not be efficient.
Alternatively, LETKF does not require local patches as mentioned by Hunt et al. (2007) although they did not provide a precise description of the implementation without local patches. Removing local patches from LETKF, we could apply natural localization weighting determined only by the physical distance.
Moreover, without local patches, the computation is accelerated and more robust with choices of localization scales. MY07 indicated that computational time is increased quadratic with the local patch size, which is not preferable with higher resolution models. This disadvantage is overcome by removing the local patches.
In this study, accurate physical distances between the analyzed grid point and observations are computed and used for the error covariance localization within LETKF. Details of the LETKF implementation without local patches are described for the first time. Data assimilation cycle experiments with an AGCM assimilating real observations are performed to find the effects of the natural localization. The implementation of LETKF with accurate physical distances is described in section 2. Following the description of the experimental settings in section 3, results are presented in section 4. Finally, summary and discussion are provided in section 5.
LETKF implementation with accurate physical distances
In the original algorithm of the LEKF by Ott et al. (2002; , we define a local patch around every grid point and analyze all variables inside the local patch. However, as Hunt et al. (2007) mentioned, we no longer need local patches in the LETKF algorithm. We constitute the global analysis using analysis values at the local patch center; that is, we do not use all analysis values but those at the center point. Therefore, we need to analyze only the variables at the local patch center.
The LETKF analysis equation is given by
where we define the eigenvalue decomposition:
(cf., Hunt et al. 2007 , and Takeshi Enomoto formation matrix T:
is what we compute for the LETKF data assimilation. In order to obtain T, we do not need to store vectors or matrices with dimension N. Once we compute Y f and H(X f ), we redefine the dimension of X as the number of variables at a grid point (usually less than 10) to solve eqn. (1).
In summary, when we analyze variables for the grid point (i , j , k ), for example, we can choose any observation without using the local patch, which determines the observational space, i.e., Y f and H(X f ). Then, we compute the m × m transformation matrix T to analyze the variables for the grid point (i , j , k ). Here, eqn. (1) is solved only for the variables at the grid point (not in the local patch), namely, the dimension of each column of X a , X f , and X f is just the number of variables at the grid point (i , j , k ).
This implementation without local patches significantly accelerates the LETKF. Furthermore, it allows a flexible choice of observations to be assimilated for a grid point. Here, observation localization (Hunt et al. 2007; MY07) , multiplying the inverse of the localization function to the observational error covariance, plays an essential role. In the implementation in this study, the localization weights are given by the Gaussian function:
where the localization length is defined in physical length (m). The distance r between the local patch center and observation whose positions are given by longitudes and latitudes is computed using Hubeny's law (Hubeny 1953) :
where P, dP, and dR denote average latitude, differences of latitude and longitude, respectively. A and B indicate curvature radii of the prime meridian and prime vertical circle, computed by
Here, the short and long axes of the Earth Rpo = 6334834.0 m and Req = 6377937.0 m are used, and e = 0.006674 is a constant. This formula gives more accurate distance with less computational cost than the commonly used spherical triangle method. One can further accelerate by assuming the sphere Earth, i.e., e = 0 and Rpo = Req. Although eqn. (4) has infinitely long tails, we truncate the tails to simulate the fifth-order piecewise rational function by Gaspari and Cohn (1999) (cf., Hamill et al. 2001) , which is a widely used localization weighting function in EnKF studies. The fifth-order rational function drops to zero at r = 2 10 3 .
We force zero covariance, i.e., do not assimilate observations, beyond the distance. This is equivalent to choosing observations by a circular local patch with a constant radius in the physical space. This may introduce slight discontinuity, which can be ignored considering that choosing observations with the original local patches (uniform squares in the model grid space) would cause more evident discontinuity at the edges of the local patches. A technical problem is the computational cost in searching observations to be assimilated at each grid point and computing accurate distances. Due to the large number of grid points, the search efficiency is essential in the algorithm. In this study, we make twodimensional sorting of the observational data and store the address (array index) of the observational data arrays at each grid point. The original idea is coming from the JMA operational optimal interpolation (OI) system (JMA 2002) . Figure 1 shows a schematic of the array indices at each grid point. Observational data arrays are sorted horizontally with the sort sequence starting at the lower left corner of the model grid and going to right. If the sequence reaches the right end, it continues to one grid up at the left end. The sequence finishes at the upper right corner. The index array with the size of the model grid stores the accumulated number of observations as shown in Fig. 1 . In this way, if we search observations at a specific grid point, we just see the index numbers of the grid point and the previous grid point, say i and j, respectively. The difference of the index numbers, i.e., i j, indicates the number of observations in the grid point. If i j is not zero, we refer the array indices from j + 1 to i. A similar approach is applied in searching observations in a specific range of grid points in the x direction, where we take the starting index j from the previous grid point of the first one and take the final index i from the final grid point. Thus, the search time is not dependent on the number of observations, although the required one-time sorting time depends on the number of observations. We can take advantages of parallel processing to accelerate the one-time sorting, which is efficient with a large number of computational nodes. In this study, MY07's parallel implementation is applied, where the global grid is separated horizontally into the number of nodes for parallel processing. Observations only necessary in each computational node are read in. Thus, the number of observations sorted in each node becomes smaller, so that sorting time is reduced.
In summary, first we make a rough selection of observations by choosing nearby grid points around a grid point to be analyzed, say (i , j , k ), for example. The "nearby" grid points are determined by the physical distance by which the localization weight drops to zero (cf., eqn. (8)). The rough selection procedure is optimized by the two-dimensional sorting and greatly reduces the number of observations. Then, accurate distances from (i , j , k ) are computed for all selected observations; thus, accurate distances are computed as few as possible. Finally, we apply weighting function eqn. (4) for the error covariance localization.
Experimental settings
The AFES-LETKF system used by MY07 is employed in this study. The MPI/OpenMP-parallelized FORTRAN90 codes developed by MY07 are modified Two data assimilation cycle experiments are performed in this study: one with the original LETKF that MY07 developed (control experiment), and the other with the new implementation developed in this study without local patches (test experiment). The localization parameters in the control experiment are chosen to be the same as MY07, that is, 21 × 21 × 13 local patch (about 800-km radius) and 6.0-grid (about 480 km) horizontal and 3.0-grid vertical Gaussian localizations. The localization scale in the test experiment is chosen to be 500 km. The vertical localization in the test experiment is chosen to be 3.0-grid, but the localization is performed in the same manner as the horizontal localization; i.e., the weighting function is smoothly damped to zero without local patches. For both experiments, 40 ensemble members are employed, and the inflation parameter is fixed to be 10% spread inflation (21% covariance inflation). The results of two experiments are compared to find relative advantages of the new implementation with accurate physical distances. Figure 2 shows ensemble spread fields for the control and test experiments on 00UTC 1 August 2004, after the first data assimilation step. Here, we see discontinuities of a rectangular shape in the Polar Regions in the control experiment, which is caused by the local patches. In the test experiment, there is no such discontinuity. In addition, since we extract more information from each observation, the ensemble spread is smaller in the Polar Regions. Even in the stabilized stage of the LETKF, the control experiment shows discontinuities of a rectangular shape in the Polar Regions, mostly near the North Pole. Figure 3 shows the analysis fields on 12UTC 16 August 2004 after an initial spin-up period. The differences of analysis fields against JMA operational analysis indicate smaller values near the Poles in the test experiment. Moreover, the differences from the JMA analysis indicate discontinuous edges near the Poles in the control experiment. MY07 investigated the dynamical balance of the analysis with local patches and indicated that no spurious dynamical waves were excited. Therefore, smoothing the discontinuities in the Polar Regions is not an advantage by removing the local patches in terms of the dynamical balance problem. The temporally averaged zonal mean of the root mean square differences against JMA analysis is computed and plotted in Fig. 4 . Clear advantages of the test experiment are observed near the North Pole. Timing is measured for three different localization scales for both control and test experiments. Table 1 shows the results, where the test experiment is faster than the control experiment. Moreover, timing of the test experiment is more robust with the choice of localization scales. According to MY07, the computational time of the original LETKF with local patches increases quadratic with the local patch size. Since the local patch is not used in the new implementation, the computational time does not depend much on the choice of localization scales. This is preferable in higher resolution experiments, since the physical length between successive grid points becomes shorter, thus the local patch size tends to be larger.
Results

Summary and discussion
An efficient implementation of the LETKF with accurate physical distances is proposed and assessed in this study. The data assimilation experiments with real observations indicate that the new implementation creates better analysis with less discontinuity in the Polar Regions. In addition, the computational time is faster and more robust with localization scales, which is preferable, especially for higher resolution models. Furthermore, the number of localization tuning parameters is reduced to be only the physical localization length scale. Thus, the new implementation is a promising choice of future LETKF systems.
When local patches are removed, we are flexible to choose observations. In the current implementation, the choice of observations is fixed with the physical localization length. However, in general, the flow-dependent error covariance has a skewed shape, so that the covariance spreads longer (or shorter) in some specific directions. We could consider the flow-dependence in choosing the localization weights and observations to be assimilated. There is an attempt of such flowdependent localization, known as the hierarchical ensemble filter by Anderson (2007) . The flow-dependent localization is a possible future direction to refine the algorithm. Fig. 4 . Zonal mean of the root mean square differences against JMA operational analysis of sea-level pressure (hPa) for the control (solid) and test (dashed) experiments, temporally averaged for 21 days from 11 to 31 August 2004. 
