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Abstract 1 
The influence of the Arctic Oscillation (AO) on the vertical distribution of 2 
stratospheric ozone in the Northern Hemisphere in winter is analyzed using 3 
observations and an offline chemical transport model. Positive ozone anomalies are 4 
found at low latitudes (0–30°N) and there are three negative anomaly centers in the 5 
northern mid- and high latitudes during positive AO phases. The negative anomalies 6 
are located in the Arctic middle stratosphere (~30 hPa, 70–90°N), Arctic upper 7 
troposphere/lower stratosphere (UTLS, 150–300 hPa, 70–90°N), and mid-latitude 8 
UTLS (70–300 hPa, 30–60°N). Further analysis shows that anomalous dynamical 9 
transport related to AO variability primarily controls these ozone changes. During 10 
positive AO events, positive ozone anomalies between 0–30°N at 50–150 hPa are 11 
related to the weakened meridional transport of the Brewer–Dobson circulation (BDC) 12 
and enhanced eddy transport. The negative ozone anomalies in the Arctic middle 13 
stratosphere are also caused by the weakened BDC, while the negative ozone 14 
anomalies in the Arctic UTLS are caused by the increased tropopause height, 15 
weakened BDC vertical transport, weaker exchange between the mid-latitudes and the 16 
Arctic, and enhanced ozone depletion via heterogeneous chemistry. The negative 17 
ozone anomalies in the mid-latitude UTLS are due mainly to enhanced eddy transport 18 
from the mid-latitudes to the equatorward of 30°N, while the transport of ozone-poor 19 
air from the Arctic to the mid-latitudes makes a minor contribution. Interpreting 20 
AO-related variability of stratospheric ozone, especially in the UTLS, would be 21 
helpful for the prediction of tropospheric ozone variability caused by AO. 22 
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1. Introduction 23 
Atmospheric ozone plays an important role in modulating the radiative budget of 24 
climate system (e.g., Thompson et al. 2011; Li et al. 2016; Xie et al. 2016) and 25 
protecting life on Earth from harmful solar ultraviolet radiation (e.g., Kerr and 26 
McElroy 1993). However, interpretation of long-term ozone variation is difficult since 27 
the ozone field exhibits not only a complicated trend, forced by changes in 28 
ozone-depleting substances superimposed on a changing climate, but also interannual 29 
variability related to various meteorological conditions (e.g., Weiss et al. 2001; 30 
Hadjinicolaou et al. 2002; Tian and Chipperfield 2005; Austin et al. 2010; Eyring et al. 31 
2010; Liu et al. 2013; Douglass et al. 2014). The World Meteorological Organization 32 
(WMO, 2007, 2011) highlighted the fact that meteorology can also significantly 33 
influence the long-term trend of total ozone column (TOC); in particular, 34 
meteorological variability can explain as much as 20%–50% of TOC variability in the 35 
extratropics of the Northern Hemisphere during winter and spring. Therefore, 36 
separating the different sources of ozone variability is crucial for understanding the 37 
global ozone response to varying anthropogenic emissions and climate change (e.g. 38 
Austin et al. 2006; Hess and Lamarque 2007; Li et al. 2009; Frossard et al. 2013; 39 
Rieder et al. 2013). Numerous previous studies have analyzed the stratospheric ozone 40 
variability caused by external processes such as the solar cycle (e.g., Chandra and 41 
McPeters 1994; Rozanov et al. 2005; Dhomse et al. 2006) and volcanic aerosols (e.g., 42 
Hofmann and Oltmans 1993; Solomon et al. 1996; Rozanov et al. 2002; Dhomse et al. 43 
2015), which can induce considerable variation in ozone over both short and long 44 
periods. TOC variations can also be caused by changes in the surface climate (Zhang 45 
et al., 2014). Other studies have reported the effects of internal climate variability on 46 
ozone, including phenomena such as the Madden–Julian Oscillation (e.g., Fujiwara et 47 
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al. 1998; Tian et al. 2007; Liu et al. 2009; Weare 2010; Li et al. 2012; Zhang et al. 48 
2015c), the El Niño–Southern Oscillation (ENSO) (e.g., Ziemke and Chandra 1999; 49 
Cagnazzo et al. 2009; Randel et al. 2009; Xie et al. 2014a, 2014b; Zhang et al. 2015a, 50 
2015b), the Quasi-Biennial Oscillation (e.g., Angell and Korshover 1973; Bowman 51 
1989; Tung and Yang 1994; Dhomse 2006; Li and Tung 2014), and the Arctic 52 
Oscillation (AO) or North Atlantic Oscillation (NAO) (e.g., Appenzeller et al. 2000; 53 
Schnadt and Dameris 2003; Lamarque and Hess 2004; Creilson et al. 2005; 54 
Steinbrecht et al. 2011). In fact, quantification of this internally driven ozone 55 
variability forms a key part of the assessment of the performance of 56 
chemistry–climate models (CCMs). Cagnazzo et al. (2009) noted that the spread in 57 
the ENSO signal in stratospheric ozone in the winter Northern Hemisphere modeled 58 
by CCMs is closely related to large stratospheric internal variability that is dependent 59 
essentially on the simulation of ENSO teleconnections in the troposphere. 60 
 61 
The AO is the dominant mode of internal climate variability in the Northern 62 
Hemisphere and is an indication of varying interaction between mid-to-high latitudes 63 
and the Arctic region, in both atmospheric mass and circulation (Thompson and 64 
Wallace 2000; Thompson and Wallace 2001). Most previous studies of AO-related 65 
ozone variability have focused on the influence of the AO on tropospheric ozone, 66 
presumably because understanding the natural variability of tropospheric ozone is 67 
useful for forecasting air pollution events (Lamarque and Hess 2004; Creilson et al. 68 
2005; Hess and Lamarque 2007; Liu et al. 2009, 2011). These analyses confirmed that 69 
AO variability can exert a significant influence on ozone. Hess and Lamarque (2007) 70 
pointed out that the AO can modulate tropospheric ozone concentrations by up to 5 71 
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ppbv during February and March. Lamarque and Hess (2004) found that AO 72 
variability can account for as much as 50% of the ozone variability in the lower 73 
troposphere over North America in spring. Although the AO pattern shows strong 74 
zonal symmetry, the AO-related ozone variability pattern features considerable 75 
regional structure. An analysis of Creilson et al. (2005) showed that there is a 76 
statistically significant correlation between the AO and tropospheric ozone variations 77 
over the North Atlantic during spring, while there is no equivalent correlation over the 78 
Pacific Ocean. The zonally asymmetric AO-driven response may depend on the 79 
relative contributions of stratosphere–troposphere exchange (STE), which is directly 80 
affected by the AO (Lamarque and Hess 2004), and anthropogenic emissions to 81 
tropospheric ozone in different regions. It is known that modulations in STE dominate 82 
the tropospheric ozone variability associated with the AO over Northern Canada, 83 
Northeast Asia, and the Arctic region (Hess and Lamarque 2007). Therefore, better 84 
understanding of the influence of the AO on stratospheric ozone is critical to the 85 
assessment of AO-related ozone variability in the troposphere. 86 
 87 
Using satellite data, Steinbrecht et al. (2011) found that the TOC in 2010 over 88 
Hohenpeissenberg (48°N, 11°E) was the largest for the two past decades. Their 89 
analysis found that the large ozone anomalies in 2010 were related to meteorological 90 
variability; in particular, the unusually persistent negative phase of the AO. They also 91 
estimated that the AO index can account for ~ 8 DU of TOC increase over 92 
Hohenpeissenberg in 2010. Weiss et al. (2001) suggested that the AO has a 93 
non-negligible impact that can modulate TOC variations in mid- and high latitudes. 94 
Most studies have linked the AO-related variability in the TOC to changes in 95 
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tropopause height associated with the AO pattern (Appenzeller et al. 2000; Weiss et al. 96 
2001). In addition, previous studies (e.g., Schnadt and Dameris 2003; Reinsel et al. 97 
2005; Steinbrecht et al. 2011) have noted that there is a significant AO signal in the 98 
TOC that is manifested mainly in stratospheric ozone. This implies a strong effect of 99 
the AO on the stratospheric ozone distribution. However, the details regarding the 100 
vertical and meridional structures of AO-related stratospheric ozone variation have 101 
attracted less attention. The altitude at which the largest AO-related ozone response 102 
occurs can, in fact, give an indication of whether dynamical or chemical processes 103 
dominate AO-related ozone variability. Generally speaking, if the largest ozone 104 
variability associated with the AO occurs in the lower stratosphere, it is likely to be 105 
mainly related to dynamical processes, while chemical processes dominate upper 106 
stratospheric ozone changes (Solomon et al., 1985; Allen et al., 2012).  107 
 108 
It has been reported that the Arctic polar vortex has weakened during the 2000s 109 
compared with the 1980s (Alexeev et al. 2012) with a trend that might be related to 110 
‘Arctic amplification’ (Cohen et al. 2014). These processes are also consistent with 111 
the decrease in the AO since the late 1980s (Overland and Wang, 2005; Cohen et al., 112 
2012). In fact, AO variability is essentially an indication of changes in the polar 113 
vortex; i.e., a strengthened (weakened) polar vortex corresponds to the positive 114 
(negative) AO phase (Baldwin and Dunkerton, 2001). During the positive AO phase, 115 
the vortex cools dramatically and increased regions of polar stratospheric clouds form 116 
in its interior, leading to large Arctic ozone depletion (Manney et al., 2011). Vortex air 117 
with low ozone concentrations can be transported into the mid-latitudes through the 118 
formation of filaments (Orsolini 1995; Knudsen and Grooss 2000). During the 119 
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negative AO phase, the vortex is weakened and ozone-poor air in the Arctic region is 120 
more easily transported to the mid-to-high latitudes, leading to decreases in ozone 121 
concentration at those latitudes. Therefore, it is also of interest to investigate the 122 
influence of ozone dilution events caused by the Arctic vortex during anomalous AO 123 
phases on stratospheric ozone variations in the mid- and high latitudes. The present 124 
work explores AO-related stratospheric ozone variations over the Northern 125 
Hemisphere and the associated dynamical and chemical processes. The Arctic vortex 126 
and AO patterns are strongest in winter, while stratosphere–troposphere interaction is 127 
weaker in spring, summer and fall than in winter (Holton et al. 1995). Therefore, 128 
present study focuses on AO-related stratospheric ozone variability in winter.  129 
 130 
The paper is organized as follows. The data, method and model used are introduced 131 
and briefly described in section 2. In section 3, the patterns of ozone variability 132 
associated with AO variability are presented. The dynamical and chemical processes 133 
responsible for these AO-related ozone variations are analyzed in section 4. Finally, 134 
our results and conclusions are summarized in section 5. 135 
 136 
2. Data, method and model 137 
The daily AO index is constructed by projecting the daily 1000 hPa height anomalies 138 
poleward of 20°N onto the leading pattern of the AO and is then averaged as a 139 
monthly mean. Detailed information of the AO index can be found at 140 
http://www.cpc.ncep.noaa.gov/products/precip/CWlink/daily_ao_index/ao_index.html. 141 
Monthly mean ozone profiles for the period 1979–2015 are taken from the NASA 142 
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Modern Era Retrospective Analysis for Research and Applications, version2 143 
(MERRA2; Bosilovich et al. 2015) and used to investigate vertical ozone variability 144 
associated with the AO. The MERRA2 data uses 42 pressure levels from the surface 145 
up to 0.1 hPa. The vertical resolution of MERRA2 is ~1–2 km in the UTLS and 2–4 146 
km in the middle and upper stratosphere. MERRA2 is assimilated by the Goddard 147 
Earth Observing System Model, Version 5 (GEOS-5) with ozone from the Solar 148 
Backscattered Ultra Violet (SBUV) radiometers from October 1978 to October 2004, 149 
and thereafter from the Ozone Monitoring Instrument (OMI) and AURA Microwave 150 
Limb Sounder (MLS) (Bosilovich et al., 2015). Previous studies (e.g., Rieder et al. 151 
2014; Zhang et al. 2015a) have shown that MERRA2 reanalysis ozone data compares 152 
well with satellite ozone observations so can indeed be used to analyze interannual 153 
ozone variability. Monthly mean partial column ozone profiles at 21 vertical layers 154 
during the period 1979–2014 from the SBUV dataset (version 8.6) are also used. The 155 
SBUV instruments infer ozone profiles from backscattered radiance measurements at 156 
several different ultraviolet wavelengths. The pressure at the bottom of the SBUV 157 
layer L ranging from 1 to 21 is 1013.25 × 10–(L–1)/5 hPa, and each layer is about 3.2 158 
km thick (Bhartia et al. 2013). The resolution in the lower stratosphere and 159 
troposphere is 10–15 km. More details about this dataset can be found in McPeters et 160 
al. (2013) and Frith et al. (2014). Due to the poor vertical resolution of SBUV data, 161 
ozone measurement from the Microwave Limb Sounder (MLS) satellite instrument is 162 
used for comparison. The MLS data used here are obtained from MLS version 3.3 163 
level 2 products. O3 profiles are available at 12 levels ranging from 261 to 0.02 hPa. 164 
The vertical resolution for the standard MLS O3 product is ~2.5–3 km in the 165 
uppermost troposphere and lower stratosphere. We processed individual profiles 166 
following the instructions of 'data screening' in Livesey et al. (2011). The typical 167 
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single-profile precisions for ozone are 0.03 ppmv at 150 hPa and 0.1 ppmv at 10 hPa 168 
(Livesey et al., 2011). We constructed gridded monthly data by averaging profiles 169 
inside bins with resolution of 5° latitude × 10° longitude. MLS ozone data used here 170 
covers from 2004 to 2015. 171 
 172 
Brewer–Dobson circulation (BDC) and eddy transports are calculated using terms (1) 173 
and (2), respectively (Monier and Weare 2011; Abalos et al. 2013):  174 
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*
*
0
   =    (1)
1
                       (2)      
                  +                                             (3)
O O Ov
w
t R z
M
S
  


  
 
  
   175 
where S  is net chemical ozone production term, 3O  is zonal-mean ozone 176 
concentration, 
*
v  and 
*
w  are the meridional and vertical BDC velocities (Andrews 177 
et al. 1987), M is the eddy flux vector 178 
3 3
3 30 0
' ' 1 ' '
( ' ' ), ( ' ' )
O O
O O
z z
v v
v w
z R
  
   
 
  
  
   
, M is the divergence of the 179 
eddy flux vector and represents the eddy transport of ozone. ρ0 is air density, θ is 180 
potential temperature, R is Earth’s radius, t is time and φ and z are latitude and height, 181 
respectively.  182 
 183 
In the present study, we use the TOMCAT/SLIMCAT three-dimensional offline 184 
chemical transport model (Chipperfield 2006) to analyze the chemical processes 185 
involved in AO-related ozone variability. The model uses horizontal winds and 186 
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temperature from the reanalysis data of the European Centre for Medium-Range 187 
Weather Forecasts (ECMWF-Interim, Dee et al. 2011). Previous studies have found 188 
that the wind and temperature fields from the ECMWF-Interim reanalysis agree well 189 
with those from MERRA2, especially in mid- and high latitudes (Rienecker et al. 190 
2011; Lindsay et al. 2014). The SLIMCAT used in this study for long term 191 
simulations (1979-2015) performs with a coarse horizontal resolution of about 192 
5.625°latitude × 5.625°longitude and 32 levels from the surface to 60 km. The model 193 
uses a hybrid σ − p vertical coordinate (Chipperfield, 2006) with detailed tropospheric 194 
and stratospheric chemistry. Vertical advection is calculated from the divergence of 195 
the horizontal mass flux (Chipperfield 2006), and chemical tracers are advected, 196 
conserving second-order moments (Prather 1986). The SLIMCAT model has been 197 
extensively evaluated against various ozone satellite and sounding datasets, and 198 
provides a good representation of stratospheric chemistry (e.g., Chipperfield 2006; 199 
Feng et al. 2007, 2011). ECMWF-Interim analyses to force the SLIMCAT model were 200 
available for the period 1979–2015. The SLIMCAT simulation initializes a “passive 201 
odd-oxygen” tracer that is set equal to the modelled chemical Ox=O(3P)+O(1D)+O3 202 
concentration on 1st December every year for the northern hemisphere and then 203 
advected passively without chemistry. At any point and time after 1st December, the 204 
difference between this passive Ox and the model’s chemically integrated Ox is the net 205 
chemical Ox change in air which has been advected to the point (Feng et al. 2005). Ox 206 
is mainly O3 below 30 km where the concentrations of O(
3P) and O(1D) are small, 207 
especially in winter when there is no sunlight in the polar region. Hereafter, the 208 
passive Ox is referred to as ‘dynamical ozone’, while the chemical Ox change is called 209 
as ‘chemical ozone’. Two types of experiments were performed with the SLIMCAT 210 
model: the first one uses full chemistry and the second one employs full chemistry, 211 
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but without considering all heterogeneous chemical processes. The chemical ozone is 212 
further divided into chemical ozone with and without the inclusion of heterogeneous 213 
chemistry, referred to as ‘HC-ozone’ and ‘non-HC ozone’, respectively. 214 
 215 
3. AO-related ozone winter variability 216 
Figure 1a shows the correlation between the AO index and zonal-mean ozone from 217 
MERRA2, as a function of latitude and height over the Northern Hemisphere during 218 
winter. It can be seen that the AO and stratospheric ozone are positively correlated in 219 
low latitudes, but are generally negatively correlated in mid- and high latitudes. In 220 
particular, there are three distinct areas of negative correlation in the extratropics, 221 
centered in the mid-latitude UTLS (70–300 hPa, 30–60°N), and in the Arctic middle 222 
stratosphere (~30 hPa, 70–90°N) and Arctic UTLS (300–100 hPa, 70–90°N). In this 223 
study, we use ‘mid-latitude UTLS’, ‘Arctic middle stratosphere’ and ‘Arctic UTLS’ to 224 
represent these three specific regions in order to make expression concise. Similar 225 
negative ozone anomalies in the Arctic UTLS during the positive AO phase have been 226 
found in previous studies (Lamarque and Hess 2004; Hess and Lamarque 2007). 227 
However, the negative correlation coefficients in the mid-latitude UTLS and in the 228 
Arctic middle stratosphere have not received as much attention. In addition, we find 229 
that in the MERRA2 data the mid-latitude UTLS is the only region that shows 230 
significant correlations between ozone and the AO in all four seasons (not shown), 231 
suggesting that AO variability exerts a particularly strong influence on ozone in this 232 
region during winter. 233 
 234 
Figures 1b and 1c show similar correlations between the AO and ozone using MLS 235 
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and SBUV satellite measurements. As in the MERRA2 data (Fig. 1a), there are 236 
positive correlations between the AO and ozone in low latitudes (0–30°N), and 237 
negative correlations in the mid-latitude UTLS. Note that the positive correlations 238 
exist below the altitude of 150 hPa in the tropics derived from the MERRA2 data and 239 
SBUV observations (Fig. 1a and 1c), while there are relatively weak negative 240 
correlations in this region in the MLS data (Fig. 1b). This discrepancy might be 241 
related to the large uncertainties in ozone profile retrieval near the tropical tropopause, 242 
due to cloud effects (Degenstein et al. 2009; Sioris et al. 2014). In addition, two 243 
centers of negative correlation are found in the Arctic middle stratosphere and Arctic 244 
UTLS in the MLS data, which is consistent with MERRA2. SBUV data are not 245 
available in the Arctic region due to the absence of solar radiation in the winter polar 246 
night. Fig. 1d shows the equivalent correlation between the AO and ozone simulated 247 
by the SLIMCAT model with full chemistry. As with the reanalysis and satellite data, 248 
SLIMCAT simulation also shows three negative correlation centers, in the 249 
mid-latitude UTLS, and in the Arctic middle stratosphere and Arctic UTLS, as well as 250 
the dipole pattern between the tropics and extratropics, further supporting the results 251 
from MERRA2 data. The weak negative correlation coefficients between the AO and 252 
ozone below the altitude of 150 hPa in the tropics in SLIMCAT are also consistent 253 
with the MLS data. The factors responsible for the positive AO–ozone correlation in 254 
the tropics and the three negative correlation centers in the extratropics are discussed 255 
in detail in Section 4.  256 
 257 
To further verify the influence of AO variability on stratospheric and upper 258 
tropospheric ozone over the Northern Hemisphere during winter, a composite analysis 259 
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is performed with respect to the DJF-mean (December, January, February) AO index. 260 
Figure 2 shows the normalized DJF-mean AO index for the period 1979–2015 along 261 
with the ±1 standard deviation threshold that is used to define strong anomalous AO 262 
events. The criteria for strong positive or negative AO events is that the DJF mean of 263 
normalized AO index with respect to the climatology mean from 1979 to 2015 is 264 
greater or less than 1 and –1, respectively. According to this criterion, the winters of 265 
1988/89, 1989/90, 1991/92, 1992/93, 1999/2000 and 2006/07 are periods of positive 266 
AO anomalies, while the winters of 1984/85, 1985/86, 2000/01 and 2009/10 267 
correspond to the negative AO phase. Here, the positive (negative) AO composite for 268 
a given field is calculated by averaging the field over all winter (i.e., DJF) months 269 
during anomalous positive (negative) AO years. The results are not sensitive to a 270 
small change in the threshold for anomalous AO events (e.g., using 0.5 or 1.0 standard 271 
deviation).  272 
 273 
Figures 3a and 3b show the DJF-mean composite ozone anomalies associated with the 274 
positive and negative AO phases from MERRA2 reanalysis data. The patterns of 275 
ozone anomalies due to AO variability are similar to the patterns of correlation 276 
between the AO and ozone; i.e., positive (negative) correlation coefficients (Fig. 1) 277 
correspond to positive (negative) ozone anomalies (Fig. 3a) during the positive AO 278 
phase. This suggests that our extraction of the signal of AO-related variations in ozone 279 
over the Northern Hemisphere is reliable. Fig. 3c shows the difference in percentage 280 
ozone anomalies between the positive and negative AO events. It is seen that the 281 
largest differences (~ −30%) occur in the Arctic UTLS, rather than in the mid-latitude 282 
UTLS (−16%) where the largest negative correlations between the AO index and 283 
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ozone are located (Fig. 1). This might be related to the stronger ozone variability in 284 
the Arctic than in the mid-latitudes. Ozone differences in the Arctic middle 285 
stratosphere can reach ~ −20%. Similar results are found using the SLIMCAT output 286 
(Fig. 3d–f), although the ozone anomalies associated with AO events are somewhat 287 
larger than those in the MERRA2 data (Fig. 3a–c). 288 
 289 
4. Factors responsible for AO-related ozone variability 290 
Figures 4a and 4b shows the ozone differences between positive and negative AO 291 
events that can be attributed to dynamical and chemical processes, respectively, from 292 
the SLIMCAT simulations. Hereafter, we use the term ‘dynamical ozone’ to refer to 293 
ozone variations caused by dynamical processes, and the term ‘chemical ozone’ to 294 
refer to variations occurring due to chemical reactions. Dynamical ozone signals 295 
account for most of the ozone variations associated with AO variability (Figs. 3c, 3f 296 
and 4a). This indicates that AO-related ozone variability in winter occurs mainly 297 
through dynamical mechanisms. In the Arctic region, dynamical depletions of ozone 298 
are largest in the middle stratosphere and the UTLS, while dynamical transport 299 
enhances ozone concentrations between 50–150 hPa within 0–30°N. Chemical ozone 300 
depletion is much weaker than dynamical depletion (Figs. 4a and 4b). The chemistry 301 
associated with the positive AO phase depletes ozone in the Arctic middle 302 
stratosphere, but enhances ozone at 100 hPa in the tropics and in the Arctic at 10–30 303 
hPa and 250–300 hPa, as discussed below. Interestingly, the chemical and dynamical 304 
ozone anomaly patterns show a strong anti-symmetry, which means that the two 305 
effects partially offset each other during anomalous AO events. 306 
 307 
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To clarify which chemical processes determine the chemical ozone changes, ozone 308 
differences between positive and negative AO phases derived from the experiments 309 
with and without heterogeneous chemistry are shown in Figure 5. It is found that 310 
gas-phase chemistry (i.e. without heterogeneous chemical processes) increases 311 
chemical ozone in the Arctic middle stratosphere and in the tropics at 100 hPa (Fig. 312 
5a). In contrast, there exists chemical ozone loss between 50 and 30 hPa in the tropics 313 
caused by gas-phase chemistry. The positive ozone anomalies due to gas-phase 314 
chemistry in the Arctic middle stratosphere is caused by slower reaction rates of ozone 315 
loss associated with cooling temperature (Fig. 5b) and vice versa for the negative 316 
ozone anomalies between 50 and 30 hPa in the tropics. When the heterogeneous 317 
chemistry is included in the model, there is significantly enhanced chemical ozone 318 
loss in the Arctic regions between 30–200 hPa during winter, suggesting that the 319 
chemical ozone loss due to increased active chlorine and bromine in heterogeneously 320 
chemical processes makes a large contribution to the total chemical ozone loss in 321 
these pressure layers (Fig. 5c and Fig. 4b). The strengthening of heterogeneous 322 
reactions is related to the cooler temperature between 30-200 hPa during positive AO 323 
phase than the negative AO phase (Fig. 5b). There is also a chemical ozone loss center 324 
between 30-70 hPa within 0–30°N, which might be related to the heterogeneous 325 
chemistry caused by the Mount Pinatubo volcanic aerosols (Hofmann and Oltmans 326 
1993; Solomon et al. 1996) in 1991 and 1992 year used for composite analysis. In 327 
short, Figs. 5a and c illustrate that the chemical processes associated with AO phases 328 
deplete the Arctic lower stratospheric (50-150 hPa, 70-90°N) chemical ozone by 329 
heterogeneous chemistry, but increases the Arctic middle stratospheric (30-70 hPa, 330 
70-90°N) chemical ozone through gas-phase chemistry. 331 
 332 
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The above analysis reveals that the pattern of dynamical ozone anomalies is quite 333 
similar to the pattern of total ozone anomalies associated with AO events (Figs. 3c, 3f 334 
and 4a), suggesting that dynamical processes make the dominant contribution to 335 
AO-related ozone variability. A question arises as to which dynamical processes are 336 
responsible for this behavior in the Northern Hemisphere. Transport processes in 337 
general have a significant impact on the stratospheric ozone distribution; therefore, we 338 
further examine the transport of zonal-mean dynamical ozone via BDC advection and 339 
by eddies during anomalous AO events. 340 
 341 
In Figure 6, the dynamical ozone signal is decomposed into changes caused by the 342 
weakened meridional and vertical BDC transport, and eddy transport via mesoscale 343 
and other small-scale processes. Meridional BDC transport causes a depletion of 344 
ozone between 70 and 30 hPa in the Arctic (Fig. 6a), via reduced transport from the 345 
ozone-rich mid-latitude region to the ozone-poor Arctic region, corresponding to the 346 
reduction of dynamical ozone anomaly seen previously at this altitude (Fig. 4a). This 347 
negative meridional dynamical ozone transport implies weakening of the BDC during 348 
the positive phase of the AO, compared to the negative phase. The weakening of BDC 349 
is seen from the analysis of residual stream function. Figure 7 shows the composited 350 
anomalies of residual circulation stream function associated with positive and 351 
negative AO phases and their differences. According to Birner and Bonisch (2011), 352 
the residual stream function is computed as follows:  353 
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where 
*
  represents the residual stream function, 
*
v  denotes the meridional 355 
velocity of BDC, p and ϕ denote pressure level and latitude, respectively, R is earth 356 
radius and g represents the gravitational acceleration. Note that the residual stream 357 
function shows negative anomalies associated with positive AO phases, while there 358 
are positive anomalies for negative AO phases, suggesting that the residual stream 359 
function is weaker during positive AO phases than that during negative AO phases. 360 
Accordingly, the BDC is weakened associated with positive AO events. The 361 
weakening of the BDC also leads to weakened downward vertical ozone transport in 362 
the Arctic stratosphere, resulting in a decrease in dynamical ozone transport from 30 363 
hPa to 250 hPa (Fig. 6b).  364 
 365 
A dipole-like structure in the eddy transport ozone anomalies is found in the 366 
subtropics (Fig. 6c), with positive (negative) ozone anomalies equatorward (poleward) 367 
of 30°N. Abalos et al. (2013) also found that eddy transport tends to increase ozone 368 
concentrations on the upper equatorward flank of the subtropical jet and decrease 369 
ozone poleward of 30°N, in a climatological sense. The dipole-like ozone differences 370 
between the positive and negative AO phases suggest that eddy transport is enhanced 371 
around the subtropical jet, leading to stronger ozone exchange between middle 372 
latitudes (30–50°N) and lower latitudes (15–30°N). Thus, ozone concentration 373 
decreases in the mid-latitude UTLS region, while ozone between 30–150 hPa in the 374 
tropics shows positive anomalies (Fig. 4a). In addition, eddy transport shows a 375 
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negative anomaly in the Arctic 50–250 hPa (Fig. 6c), suggesting that less ozone is 376 
transported from middle latitudes (60°N) to Arctic region (70-90°N) during positive 377 
AO phases than during negative AO phases, consistent with a strengthening of the 378 
polar jet and weakened mixing between mid-to-high latitudes and the Arctic region 379 
during the positive AO phase. This process contributes to the dynamical ozone 380 
depletion seen in the Arctic UTLS (Fig. 4a). 381 
 382 
The patterns of the decomposed dynamical ozone anomalies in the SLIMCAT 383 
simulations (Fig. 8), driven by the ECMWF-Interim reanalysis, are similar to those 384 
from MERRA2 reanalysis data (Fig. 6). However, the ozone anomalies from 385 
SLIMCAT are larger than those in MERRA2 data, which may be a result of the 386 
coarser resolution of the SLIMCAT model grid used here. This is also consistent with 387 
the larger overall ozone anomalies seen in the SLIMCAT simulations compared to 388 
MERRA2 (Figs 3a–c and 3d–f). 389 
 390 
Figure 9 shows composites of the Rossby wave breaking (RWB) frequency, which is a 391 
good indicator of synoptic-scale and mesoscale mixing processes (Hitchman and 392 
Huesmann 2007; Zhang et al. 2015a), during the positive and negative AO phases. 393 
Positive AO events cause positive anomalies in RWB frequency around the 394 
subtropical jet at 30°N, while the RWB frequency near the polar jet around 60°N 395 
exhibits negative anomalies (Fig. 9a), suggesting that synoptic-scale mixing processes 396 
in the subtropics (subpolar region) are enhanced (weakened). This makes sense, 397 
because the weakened subtropical jet during positive AO phases favors the transport 398 
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of air from mid-latitudes (30–50°N) to lower latitudes (15–30°N), increasing ozone 399 
concentrations between 50–150 hPa in the tropics (Fig. 5a). In addition, stronger 400 
mixing around 30°N might also lead to increased transport of ozone-poor air from 401 
lower latitudes (15–30°N) to mid-latitudes (30–50°N). On the other hand, the 402 
enhanced polar jet acts as a barrier to weaken mixing between mid-to-high latitudes 403 
and the Arctic region, reducing transport of ozone-rich air from middle latitudes 404 
(50-60°N) to Arctic region (70-90°N). This result is consistent with the eddy transport 405 
anomalies analysis shown previously (Figs. 6c and 8c). The anomalies in RWB 406 
frequency occurring during negative AO events are of opposite sign to those present 407 
during positive AO events (Fig. 9b). The differences in RWB frequency between the 408 
positive and negative AO phases further highlights the differences in synoptic-scale 409 
mixing processes that are present during the two AO phases.  410 
 411 
Apart from the influence of dynamical transport, variations in tropopause height can 412 
also significantly affect the ozone distribution, especially in the UTLS region. 413 
Figure 10a presents the differences in thermal tropopause height between the positive 414 
and negative AO phases over the Arctic region. There are positive anomalies in 415 
tropopause height over the Arctic, meaning that the Arctic tropopause is higher during 416 
positive AO events than during negative events. In contrast, tropopause height over 417 
the Atlantic Ocean shows negative anomalies, implying a lower tropopause during the 418 
positive phase of the AO. The positive and negative centers of anomalous tropopause 419 
height resemble the NAO pattern, a fact that was also noted by Ambaum and Hoskins 420 
(2002). Fig. 10b shows the changes in tropopause height associated with anomalous 421 
AO events. Previous studies showed that the raising of the tropopause can produce an 422 
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overall upward shift in the ozone profile and thereby reduce ozone column density 423 
(Tung and Yang 1988; Tian et al. 2008). Tung and Yang (1988) proposed that the 424 
relationship between ozone column changes and shift in ozone profile is 
z
H
 


, 425 
where Ω is ozone column density,   and z  is change of ozone column density 426 
and tropopause height, respectively, H denotes Arctic scale height (~8 km, Traub et al. 427 
1995). We estimate that the Arctic tropopause averaged between 70°N and 90°N 428 
raised up by ~ 0.8 km in winter due to AO variability (see the red and blue lines in Fig. 429 
10b), which leads to a 10% decrease in the ozone column in the Arctic region during 430 
positive AO phases compared to negative AO phases.  431 
 432 
5. Summary and conclusions 433 
Using several observational datasets and an offline chemical transport model 434 
(SLIMCAT), this study has investigated the influence of AO variability on the 435 
distribution of ozone between 300 and 10 hPa over the Northern Hemisphere in winter, 436 
and the underlying mechanisms behind this influence. During the positive phase of the 437 
AO, stratospheric ozone concentrations are increased above the climatological mean 438 
in the lower latitudes (0–30°N), while ozone poleward of 30°N is relatively depleted, 439 
creating a dipole pattern between the tropical and extratropical stratosphere. Negative 440 
AO events have the opposite effect on ozone. Of particular interest is the fact that, 441 
taking the difference between positive and negative AO phases, there are three centers 442 
of anomalously negative ozone concentrations in the extratropical stratosphere: in the 443 
Arctic middle stratosphere (30 hPa, 70–90°N), Arctic UTLS (150–300 hPa, 70–90°N), 444 
and mid-latitude UTLS (70–300 hPa, 30–60°N). The strongest negative correlations 445 
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occur in the mid-latitude UTLS, where correlation coefficients can reach ~ −0.6, 446 
while the largest variations in ozone forced by AO variability are found in the Arctic 447 
UTLS, due to large ozone variations in high latitudes. Differences in percentage ozone 448 
anomalies between the positive and negative AO phases in the Arctic UTLS can 449 
exceed −30% in winter. Similar vertical patterns of ozone anomalies associated with 450 
AO variability are seen in reanalysis data, satellite data and model simulations. 451 
 452 
Ozone variations over the Northern Hemisphere that are associated with the AO can 453 
be attributed mainly to dynamical processes related to AO variability. The 454 
contribution of chemical processes to this variability is important in the Arctic, where 455 
ozone depletions of ~ 20% around 50–150 hPa poleward of 60°N can be attributed to 456 
AO-related chemistry anomalies. 457 
 458 
Our analysis further reveals that during positive AO events, positive ozone anomalies 459 
between 50–150 hPa within 0–30°N are related to the weakened meridional BDC 460 
transport and enhanced eddy transport; dynamical ozone depletion in the Arctic 461 
middle stratosphere during the positive AO phase is also caused by the weakening of 462 
the BDC. Consequently, less ozone is transported from the Arctic middle stratosphere 463 
to the Arctic lower stratosphere, leading to decreases in ozone in the Arctic UTLS 464 
region. Furthermore, the upward shift of the ozone vertical profile that is associated 465 
with a higher tropopause level, and weaker ozone transport from middle latitudes (60°466 
N) to Arctic region (70-90°N) amplify the dynamical ozone depletions in the Arctic 467 
UTLS during positive AO events. Enhanced eddy ozone transport from mid-latitudes 468 
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(30–50°N) to the lower latitudes (15–30°N) is responsible for the dynamical ozone 469 
decrease in the mid-latitude UTLS during the positive AO phase. An increase in RWB 470 
frequency near the subtropical jet supports the notion that mixing between the 471 
mid-latitude UTLS and lower latitudes is stronger during positive AO events. 472 
However, RWB frequency is reduced near the polar jet, suggesting that the ozone 473 
depletion associated with the strengthening of the polar vortex during the positive AO 474 
phase makes only a minor contribution to the ozone depletion in the mid-latitude 475 
UTLS. Another interesting feature is that the positive ozone anomalies between 30 476 
and 10 hPa in the Arctic, caused by reduced gas-phase chemistry rates due to the 477 
lower temperatures and lower ozone concentrations present during positive AO events 478 
compared with negative events, partially offset the dynamical ozone depletions at this 479 
altitude. 480 
 481 
It is interesting to note that there is positive correlation between AO and ozone around 482 
the region at 60° N from 100–70 hPa based on the MERRA2 dataset (Fig. 1a); 483 
however, this positive correlation is very weak and even negative in the SLIMCAT 484 
data (Fig. 1d). This positive signal is absent in MLS and SBUV data due to lack of 485 
enough data in this region (Fig. 1b–c). The positive correlation between AO and 486 
ozone suggests that the ozone at 60°N between 100 and 70 hPa is increased associated 487 
with positive AO events, which may be related to the positive eddy term in this region 488 
(Fig.6c). During positive AO phases, the polar jet is strengthened and less poor-ozone 489 
air in the Arctic is transported towards 60°N, leading to positive ozone anomalies in 490 
this region. The positive eddy term disappears in the SLIMCAT data (Fig.8c), which 491 
may be related to a coarser horizontal resolution of SLIMCAT grid (5.625° latitude × 492 
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5.625° longitude) than that of MERRA2 grid (1.25° latitude × 1.25° longitude). 493 
Detailed analysis of the discrepancy in the positive correlation from different data sets 494 
requires further in depth research. 495 
 496 
Although the present study has clarified the effect of AO on the stratospheric ozone 497 
during winter, the contribution of stratospheric ozone to middle and lower 498 
tropospheric ozone via stratosphere-troposphere exchange associated with anomalous 499 
AO events is still unclear. To solve this question, the fine vertical and horizontal 500 
distributions of ozone data in the UTLS are required. The analysis results of the 501 
AO-related ozone variability in the UTLS presented in this study may help improve 502 
forecasting tropospheric ozone variations over Europe and North America during AO 503 
events, which is worthy of more investigation in the future. 504 
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Figure captions 774 
 775 
FIG.1 Correlation coefficients between the AO index and zonal-mean ozone 776 
concentration from 300 to 10 hPa over the Northern Hemisphere during winter, for 777 
ozone data from (a) MERRA2, (b) MLS, (c) SBUV, and (d) SLIMCAT. The 778 
35 
 
correlation coefficients over the dotted regions are statistically significant at the 90% 779 
confidence level according to the Student’s t-test. No data were available in the white 780 
regions in (b) and (c). MLS data cover the period 2004–2015, SBUV data is available 781 
for the period 1979–2014, while the MERRA2 and SLIMCAT data cover the period 782 
1979–2015. Green line denotes the thermal tropopause height during winter derived 783 
from MERRA2 reanalysis data. 784 
 785 
FIG.2 Time series of the normalized DJF-mean AO index for 1979–2015. The dashed 786 
lines mark ±1 standard deviation of the time series. 787 
 788 
FIG.3 Percentage anomaly in zonal-mean ozone over the Northern Hemisphere from 789 
(upper) MERRA2 reanalysis data and (bottom) SLIMCAT simulation for (a,d) 790 
positive and (b,e) negative winter AO phases. (c,f) Difference between the positive 791 
and negative percentage anomalies. The composited differences over the dotted 792 
regions are statistically significant at the 90% confidence level according to the 793 
Student’s t-test. 794 
 795 
FIG.4 Difference between positive-AO and negative-AO ozone percentage anomalies 796 
produced by (a) dynamical processes and (b) chemical processes. Data are from the 797 
SLIMCAT simulations. The composited differences over the dotted regions are 798 
statistically significant at the 90% confidence level according to the Student’s t-test. 799 
 800 
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FIG.5 (a) Difference of ozone percentage anomalies in the SLIMCAT experiment 801 
without heterogeneous chemistry between positive and negative AO phases. (b) 802 
Temperature difference between positive and negative AO phases. (c) Difference of 803 
AO-related ozone percentage anomalies (positive-AO minus negative-AO) between 804 
the SLIMCAT experiment with heterogeneous chemistry and the experiment without 805 
heterogeneous chemistry. The composited differences over the dotted regions are 806 
statistically significant at the 90% confidence level according to the Student’s t-test. 807 
 808 
FIG.6 Difference between positive-AO and negative-AO dynamically produced 809 
ozone percentage anomalies, decomposed into (a) meridional and (b) vertical BDC 810 
transport and (c) eddy transport rates, using MERRA2 reanalysis data. The 811 
composited differences over the dotted regions are statistically significant at the 90% 812 
confidence level according to the Student’s t-test. 813 
 814 
FIG.7 Composite zonal-mean anomalies of residual stream function over the 815 
Northern Hemisphere for (a) positive and (b) negative AO phases from MERRA2 816 
reanalysis data. (c) Difference between the positive and negative anomalies. The 817 
composited differences over the dotted regions are statistically significant at the 90% 818 
confidence level according to the Student’s t-test. 819 
 820 
FIG.8  As FIG. 6, but for the SLIMCAT simulation data.  821 
 822 
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FIG.9 Composite zonal-mean RWB frequency anomalies over the Northern 823 
Hemisphere for (a) positive and (b) negative AO phases, plotted against latitude and 824 
potential temperature, from MERRA2 reanalysis data. (c) Difference between the 825 
positive and negative anomalies. RWB frequency is defined as the number of days 826 
with negative meridional potential vorticity gradient per month (rpc), following 827 
Hitchman and Huesmann (2007). The composited differences over the dotted regions 828 
are statistically significant at the 90% confidence level according to the Student’s 829 
t-test. 830 
 831 
FIG.10 (a) Difference between positive-AO and negative-AO composite thermal 832 
tropopause height anomalies from MERRA2 reanalysis data. (b) Red (blue) line 833 
shows the tropopause height in the positive (negative) phase of the AO. The 834 
composited differences in (a) over the dotted regions are statistically significant at the 835 
90% confidence level according to the Student’s t-test. 836 
 837 
 838 
38 
 
 839 
FIG.1 Correlation coefficients between the AO index and zonal-mean ozone 840 
concentration from 300 to 10 hPa over the Northern Hemisphere during winter, for 841 
ozone data from (a) MERRA2, (b) MLS, (c) SBUV, and (d) SLIMCAT. The 842 
correlation coefficients over the dotted regions are statistically significant at the 90% 843 
confidence level according to the Student’s t-test. No data were available in the white 844 
regions in (b) and (c). MLS data cover the period 2004–2015, SBUV data is available 845 
for the period 1979–2014, while the MERRA2 and SLIMCAT data cover the period 846 
1979–2015. Green line denotes the thermal tropopause height during winter derived 847 
from MERRA2 reanalysis data. 848 
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 849 
FIG.2 Time series of the normalized DJF-mean AO index for 1979–2015. The dashed 850 
lines mark ±1 standard deviation of the time series. 851 
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 852 
FIG.3 Percentage anomaly in zonal-mean ozone over the Northern Hemisphere from 853 
(upper) MERRA2 reanalysis data and (bottom) SLIMCAT simulation for (a,d) 854 
positive and (b,e) negative winter AO phases. (c,f) Difference between the positive 855 
and negative percentage anomalies. The composited differences over the dotted 856 
regions are statistically significant at the 90% confidence level according to the 857 
Student’s t-test. 858 
 859 
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 860 
FIG.4 Difference between positive-AO and negative-AO ozone percentage anomalies 861 
produced by (a) dynamical processes and (b) chemical processes. Data are from the 862 
SLIMCAT simulations. The composited differences over the dotted regions are 863 
statistically significant at the 90% confidence level according to the Student’s t-test. 864 
 865 
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 866 
FIG.5 (a) Difference of ozone percentage anomalies in the SLIMCAT experiment 867 
without heterogeneous chemistry between positive and negative AO phases. (b) 868 
Temperature difference between positive and negative AO phases. (c) Difference of 869 
AO-related ozone percentage anomalies (positive-AO minus negative-AO) between 870 
the SLIMCAT experiment with heterogeneous chemistry and the experiment without 871 
heterogeneous chemistry. The composited differences over the dotted regions are 872 
statistically significant at the 90% confidence level according to the Student’s t-test. 873 
 874 
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 875 
FIG.6 Difference between positive-AO and negative-AO dynamically produced 876 
ozone percentage anomalies, decomposed into (a) meridional and (b) vertical BDC 877 
transport and (c) eddy transport rates, using MERRA2 reanalysis data. The 878 
composited differences over the dotted regions are statistically significant at the 90% 879 
confidence level according to the Student’s t-test. 880 
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 889 
FIG.7 Composite zonal-mean anomalies of residual stream function over the 890 
Northern Hemisphere for (a) positive and (b) negative AO phases from MERRA2 891 
reanalysis data. (c) Difference between the positive and negative anomalies. The 892 
composited differences over the dotted regions are statistically significant at the 90% 893 
confidence level according to the Student’s t-test. 894 
 895 
 896 
 897 
 898 
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 899 
FIG.8 As FIG. 6, but for the SLIMCAT simulation data.  900 
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 901 
FIG.9 Composite zonal-mean RWB frequency anomalies over the Northern 902 
Hemisphere for (a) positive and (b) negative AO phases, plotted against latitude and 903 
potential temperature, from MERRA2 reanalysis data. (c) Difference between the 904 
positive and negative anomalies. RWB frequency is defined as the number of days 905 
with negative meridional potential vorticity gradient per month (rpc), following 906 
Hitchman and Huesmann (2007). The composited differences over the dotted regions 907 
are statistically significant at the 90% confidence level according to the Student’s 908 
t-test. 909 
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 910 
FIG.10 (a) Difference between positive-AO and negative-AO composite thermal 911 
tropopause height anomalies from MERRA2 reanalysis data. (b) Red (blue) line 912 
shows the tropopause height in the positive (negative) phase of the AO. The 913 
composited differences in (a) over the dotted regions are statistically significant at the 914 
90% confidence level according to the Student’s t-test. 915 
