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A MOD p JACQUET–LANGLANDS RELATION AND SERRE
FILTRATION VIA THE GEOMETRY OF HILBERT MODULAR
VARIETIES: SPLICING AND DICING
FRED DIAMOND, PAYMAN KASSAEI, AND SHU SASAKI
Abstract. We consider Hilbert modular varieties in characteristic p with Iwa-
hori level at p and construct a geometric Jacquet–Langlands relation showing
that the irreducible components are isomorphic to products of projective bun-
dles over quaternionic Shimura varieties of level prime to p. We use this to
establish a relation between mod p Hilbert and quaternionic modular forms
that reflects the representation theory of GL2 in characteristic p and general-
izes a result of Serre for classical modular forms. Finally we study the fibres
of the degeneracy map to level prime to p and prove a cohomological vanish-
ing result that is used to associate Galois representations to mod p Hilbert
modular forms.
1. Introduction
1.1. Overview. Suppose that N ≥ 4 is an integer and p is a prime not dividing
N , and let X1(N ; p) denote the modular curve associated to the group Γ1(N) ∩
Γ0(p). According to a fundamental result of Deligne and Rapoport [DR73, V.1],
the curve X1(N ; p) has a semistable model over Z[1/N] whose reduction mod
p is a union of two irreducible components, each isomorphic to the reduction of
X1(N), the modular curve associated to Γ1(N) . The model is defined by viewing
X1(N ; p) as parametrizing isogenies of degree p between elliptic curves (with a
point of order N), the components in characteristic p are described by whether the
isogeny or its dual has connected kernel, and they cross at the points corresponding
to supersingular elliptic curves. In a similar vein, they describe (in [DR73, V.2])
a semistable model over Z[ζp, 1/N] for the modular curve X1(Np) associated to
Γ1(Np); its structure in characteristic p underpins an elegant relation, due to Serre
(see [KM85, Thm. 12.8.8] and [Gro90, §8]), between mod p modular forms of weight
2 with respect to Γ1(Np) and those of weights ranging from 2 to p+ 1 with respect
to Γ1(N).
The analogous situation becomes more complicated for Hilbert modular vari-
eties, i.e., the Shimura varieties associated to ResF/QGL2 where F is a totally real
number field. Recall that these varieties have dimension d = [F ∶ Q], and can be
viewed as (coarse) moduli spaces for certain d-dimensional abelian varieties with
additional structure. We restrict our attention to the case where p is unramified in
F , and consider the setting, analogous to the one above, of Hilbert modular varieties
with Iwahori level at p. In [Pap95], Pappas defined models for these varieties over
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Z(p), which he proved were flat local complete intersections of relative dimension
d. The geometry of their reduction mod p has been studied by various authors, as
will be discussed below. In brief, some collections of components can be identified
with reductions of Hilbert modular varieties of level prime to p, as in the classical
case, but there are also “intermediate” components with no such description. Our
first main result is a geometric Jacquet–Langlands relation that describes them as
products of projective bundles over quaternionic Shimura varieties of level prime
to p.
In [Hel12] Helm proves results of a similar nature in the case of unitary Shimura
varieties which imply the following: collections of components in a Hilbert modular
variety with Iwahori level at p are related via Frobenius factors to a product of
projective bundles over quaternionic Shimura varieties of level prime to p. While
some of our geometric methods are inspired by Helm’s work, we would like to
point out an essential difference in the results: the quaternion algebras appearing
in our work are different, leading to the existence of isomorphisms on the nose
(as opposed to Frobenius factors). Apart from facilitating new applications, we
consider the merit of these results to be the naturality of the relationships they
establish between the mod p geometry of Shimura varieties associated to different
reductive groups.
There is also an essential difference between our method and the one in [Hel12]:
our construction of the above-mentioned isomorphisms is more direct in that it does
not involve the degeneracy (or forgetful) map to the prime-to-p level. Indeed, the
image of a point corresponding to an isogeny of abelian varieties is constructed by
“splicing” the Dieudonne´ modules of the isogeny’s source and target. As a result,
we believe our method to be more amenable to generalization to Shimura varieties
associated to higher rank groups.
Our second main set of results concerns a generalization of Serre’s relation
between mod p modular forms of weight 2 and level Np and those of weight
k ∈ [2, p + 1] and level prime to p. More precisely, we obtain a filtration on
the space of mod p Hilbert modular forms of parallel weight 2 and pro-p Iwahori
level at p, and identify the graded pieces with spaces of quaternionic modular forms
of level prime to p and weight (components) in [2, p + 1]. We accomplish this by
combining our geometric Jacquet-Langlands relation with an analysis of dualizing
sheaves by a method we call “dicing”. The motivation for the result, discussed fur-
ther below, comes from the relation between algebraic and geometric Serre weights
explored in [DS17]. In fact, this relation was a critical clue to our understanding
of the more canonical choice of quaternion algebras.
Our final set of geometric results centers on the degeneracy map from the Hilbert
modular variety of Iwahori level at p to level prime to p (i.e., the one intervening
in Helm’s approach as opposed to ours). In particular, we apply techniques from
crystalline Dieudonne´ theory to determine the precise structure of its fibres (re-
stricted to irreducible components). These results complement those given in the
Key Lemma in [GK12], and are expected to have applications in the context of that
work. We give a different application in this paper: combining this with our method
of dicing dualizing sheaves, we prove a cohomological vanishing result which is a
key ingredient in the construction in [DS17] of Galois representations associated to
(non-paritious) Hilbert modular eigenforms in characteristic p.
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1.2. Geometric Jacquet–Langlands. We first introduce the notation for our
main objects of study: certain mod p Shimura varieties and automorphic bundles.
Their precise definitions are given in §§2–4, along with various technical results that
will be needed later in the paper.
We fix a totally real field F and a prime p unramified in F . We also fix embed-
dings Q → Qp and Q → C, and let Θ denote the set of embeddings F → Q. We
can thus identify Θ with the sets of homomorphisms:
Θ∞ ∶= {F → R}, Θp ∶= {F → Qp} and Θp ∶= {OF /p→ Fp}.
We let φ denote the Frobenius automorphism of Fp. Furthermore, we have a natural
decomposition Θp =∐v∣pΘv, where θ ∈ Θv if and only if θ factors through OF /v,
and each Θv is an orbit in Θp under θ ↦ φ ◦ θ.
Let G = ResF/Q(GL2), and let U be a sufficiently small open compact subgroup
of G(Af ) = GL2(AF,f) containing GL2(OF,p). The Hilbert modular variety with
complex points
GL2(F )\((C −R)Θ ×GL2(AF,f))/U
has a canonical integral model over Z(p), which we denote YU(G), and write Y =
YU(G) ×Zp Fp for its geometric special fibre. Similarly for any non-empty Σ ⊂
Θ of even cardinality, consider the quaternion algebra B = BΣ over F ramified
at precisely the set of infinite places corresponding to Σ, and let GΣ denote the
algebraic group over Q defined by GΣ(R) = (B ⊗Q R)×. Choosing a maximal
order OB of B and an isomorphism ÔB ≅ M2(ÔF ), we can identify U with an
open compact subgroup ofGΣ(Af ) ≅ G(Af ) and consider the quaternionic Shimura
variety with complex points
B
×\((C −R)Θ−Σ × (B ⊗Af )×)/U.
We let YU(GΣ) denote its canonical integral model, defined over the localization
at a prime over p in its reflex field; denote its geometric special fibre by Y Σ, and
let Y ∅ = Y . Thus Y Σ is a smooth variety over Fp of dimension ∣Θ − Σ∣, which is
proper if and only if Σ ≠ ∅.
For each θ ∈ Θ, one can also define a rank two automorphic vector bundle Vθ on
Y Σ, together with a line bundle ωθ ⊂ Vθ whenever θ /∈ Σ. We let δθ denote the line
bundle ∧
2
OYΣ
Vθ on Y Σ. For (k, ℓ) ∈ ZΘ × ZΘ with kθ ≥ 2 for all θ ∈ Σ, we define
the automorphic bundle of weight (k, ℓ) on Y Σ as
Ak,ℓ = (⨂
θ/∈Σ
δ
ℓθ
θ ω
kθ
θ )⨂(⨂
θ∈Σ
δ
ℓθ
θ Sym
kθ−2
Vθ) .
The space of mod p modular forms of weight (k, ℓ) and level U with respect to GΣ
is then defined as H
0(Y Σ,Ak,ℓ), under the assumption F ≠ Q. (For F = Q, one
has to extend the line bundle to the cusps in order to recover the usual notion.)
The bundles are equipped with a natural action of GΣ(A(p)f ) defined compatibly
with its action on the varieties Y Σ for varying U , yielding a Hecke action on the
spaces of forms.
Restrict attention now to the case G = ResF/Q(GL2) and consider the open
compact subgroup
U0(p) = {g ∈ U ∣ gp ≡ ( ∗ ∗0 ∗ ) mod pOF,p}.
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We let YU0(p)(G) denote the model over Z(p) defined by Pappas in [Pap95] for the
Hilbert modular variety of level U0(p), and let Y 0(p) denote its geometric special
fibre. Pappas studied the local structure of Y 0(p) and proved that it is a flat local
complete intersection of relative dimension d = [F ∶ Q]. The global geometry of
Y 0(p) and its degeneracy map to Y were studied in [Sta97] in the case d = 2,
and for general d in [GK12], through the introduction of a stratification. A similar
stratification was considered in [Hel12] in the context of related unitary Shimura
varieties, and a generalization to the context of Hilbert modular varieties with p
ramified in F was studied in [ERX17].
The stratification on Y 0(p) is given by closed subvarieties indexed by pairs (I, J)
of subsets of Θ = Θp satisfying (φ−1I)∪ J = Θ. The d-dimensional strata have the
form Y 0(p)I,J where I = {φ ◦ θ ∣ θ /∈ J}, which we denote simply by Y 0(p)J . Thus
Y 0(p) = ⋃J⊂Θ Y 0(p)J where each Y 0(p)J is a smooth d-dimensional variety over
Fp, and each irreducible component of Y 0(p) lies in Y 0(p)J for a unique J ⊂ Θ. We
can then state our geometric Jacquet–Langlands relation (proved in §5) as follows:
Theorem A. For each J ⊂ Θp and sufficiently small open compact subgroup U of
GL2(AF,f) containing GL2(OF,p), there is a Hecke-equivariant isomorphism
Y 0(p)J ∼⟶∏
θ∈Σ
PY Σ(Vθ),
where the product is a fibre product over Y Σ, and Σ = ΣJ ⊂ Θ∞ corresponds under
the identification Θ∞ = Θp to {θ ∈ J ∣φ ◦ θ /∈ J} ∪ {θ /∈ J ∣φ ◦ θ ∈ J}.
As we mentioned earlier, a similar result was proved in the context of related
unitary Shimura varieties by Helm ([Hel12, Thm. 5.10]) though the morphism con-
structed by Helm is only proved to be bijective on points, i.e., a “Frobenius factor”
in the terminology of [Hel12]. Using
′
to denote the analogous unitary Shimura
varieties, Helm’s approach is to relate the Y
′
0(p)J to products of P1-bundles over
lower-dimensional strata of Y
′
, and to relate those in turn to products of P
1
-bundles
over lower-dimensional Shimura varieties. We had initially hoped to use Helm’s re-
sult for the application we had in mind, despite the presence of Frobenius factors
in his construction. Indeed we were encouraged by the fact that results of Tian–
Xiao [TX16] remove the Frobenius factor from the latter step. While the Frobenius
factor is intrinsic to the former step (see Theorem D below), a more serious problem
was that the set of ramified places for the quaternion algebra provided by the re-
sults in [Hel12] does not match the set ΣJ determining the vector bundles Vθ. This
led us to the consideration of different quaternion algebras: in fact the ones that
emerge naturally from our method of “splicing” described below, which is more
direct and bypasses the projections to strata of Y
′
.
To prove Theorem A, we first prove the analogous result in the context of related
unitary Shimura varieties (as in [TX16]), so that the quaternionic Shimura varieties
are replaced by ones which are moduli spaces for abelian varieties. Denoting the
special fibres of the corresponding unitary Shimura varieties by Y
′
0(p) and Y ′Σ, the
stratum Y
′
0(p)J parametrizes p-isogenies A → B such that the induced morphism
on Dieudonne´ modules satisfies conditions determined by J . The idea is to define
morphisms to (projective bundles over) Y
′
Σ by splicing the Dieudonne´ modules of
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A and B to obtain an abelian variety C corresponding to a point of Y
′
Σ. We then
prove this yields an isomorphism analogous to the one we want, and explain how to
transfer the result to the Hilbert/quaternionic setting to obtain Theorem A using
results in §2. We remark that a key idea that enables us to obtain such clean results
in comparison to [Hel12] and [TX16] lies in exploiting the possibility of allowing A
and B to play symmetric roles.
1.3. The Serre filtration. We now describe in more detail the application of
Theorem A we had in mind, and carried out in §6. Recall that we wish to generalize
a result of Serre relating mod p modular forms of weight 2 and level Γ1(Np) to mod
pmodular forms of weights k ∈ [2, p+1] and level Γ1(N) (see [KM85, Thm. 12.8.8]).
More precisely, let X1(Np) denote the semistable model over R = Z(p)[µp] for the
compact modular curve X1(Np) (as in [Gro90, §7]) and let K denote its dualizing
sheaf. Then H
0(X1(Np),K) is a lattice over R in the space of weight two cusp
forms with respect to Γ1(Np), and tensoring overR with Fp yieldsH0(X1(Np),K),
where X1(Np) is the special fibre of X1(Np) and its dualizing sheaf K is its sheaf
of regular (Rosenlicht) differentials. The space H
0(X1(Np),K) decomposes as a
direct sum of eigenspaces with respect to the natural action of (Z/pZ)×. Writing
the characters (Z/pZ)× → F×p as χm ∶ a ↦ am for m = 1, 2, . . . , p − 1, Serre’s
result, as refined by Gross (see Propositions 8.13 and 8.18 of [Gro90]), gives a
Hecke-equivariant exact sequence
0→ H
0(X, δmωp+1−m(−C)) → H0(X1(Np),K)χm → H0(X,ωm+2(−C)) → 0,
where X is the reduction of X1(N) and ωk(−C) is the line bundle whose sections
are (mod p) cusp forms of weight k with respect to Γ1(N), and δ is a trivial bundle
whose presence has the effect of twisting the action of the Hecke operator Tq by q.
The above exact sequence can be viewed as a geometric counterpart to the one
arising in the cohomology of the modular curve Γ1(N)\H with coefficients in local
systems associated to the right GL2(Fp)-modules in the exact sequence:
0→ det
m
⊗ Sym
p−1−m
F
2
p → Ind
GL2(Fp)
P (1 ⊗ χm) → SymmF2p → 0,
where P is the subgroup of upper-triangular matrices and 1⊗ χm is the character
sending ( a b0 d ) to χm(a) = dm. From the point of view of Serre weight conjectures
for Galois representations, and in particular the relation between algebraic and
geometric notions of Serre weights as explored in [DS17], it is natural to seek a
generalization of Serre’s result to the context of Hilbert modular forms. The desired
result should describe the space of mod p forms of parallel weight 2 and character
χ with respect to pro-p-Iwahori level at p in terms of spaces of mod p forms of
level prime to p and weights corresponding to the Jordan–Holder factors of the
right representation Ind
GL2(OF /pOp)
P χ, where P is again the subgroup of upper-
triangular matrices and χ ∶ P → F
×
p is any character, which by twisting easily
reduces to the case of characters the form ( a b0 d ) ↦ χ(d) where χ is a character on(OF /pOF )×.
To that end, we maintain the notation from the discussion before Theorem A
and now consider
U1(p) = {g ∈ U ∣ gp ≡ ( ∗ ∗0 1 ) mod pOF,p}.
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Then Pappas provides us with a model for YU1(p)(G) which is finite and flat over
YU0(p)(G), and hence Cohen–Macaulay over Z(p). Let Y 1(p) denote its geomet-
ric special fibre, and let K (resp. K) denote the dualizing sheaf on YU1(p)(G)
(resp. Y 1(p)). Via the Kodaira–Spencer isomorphism H0(YU1(p)(G),K) can be
identified with a lattice over Z(p) in the space of Hilbert modular forms of paral-
lel weight 2 and level U1(p) over Q, and we view H0(Y 1(p),K) as the space of
mod p forms of parallel weight 2 and level U1(p). The natural action of the group
U0(p)/U1(p) ≅ (OF /pOF )× on H0(Y 1(p),K) yields a decomposition
H
0(Y 1(p),K) =⨁
χ
H
0(Y 1(p),K)χ
into eigenspaces for the characters χ ∶ (OF /pOF )× → F×p .
Before stating the second main result, we recall two basic facts from the repre-
sentation theory of GL2(OF /pOF ). Firstly, its irreducible (right) representations
over Fp are precisely those of the form:
Vm,n =⨂
θ∈Θp
det
mθ ⊗ Sym
nθVθ
for (m,n) ∈ ZΘ × ZΘ with 0 ≤ mθ, nθ ≤ p − 1 for all θ and mθ < p − 1 for some θ
in each Θv, and Vθ = F
2
p with GL2(OF /pOF ) acting via θ. Secondly (see [BP12,
§2]), there is a decreasing filtration
0 ⊂ Fil
d
Vχ ⊂ Fil
d−1
Vχ ⊂⋯ ⊂ Fil
1
Vχ ⊂ Fil
0
Vχ = Vχ
on the representation Vχ = Ind
GL2(OF /pOp)
P χ such that the graded part gr
j
Vχ has
the form⨁∣J∣=j Vχ,J , where each Vχ,J is either irreducible or zero. We then prove
the following theorem in §6.3.3 (see §6.3.4 for elaboration on the meaning of Hecke-
equivariance):
Theorem B. For each sufficiently small open compact subgroup U of GL2(AF,f )
containing GL2(OF,p), there is a Hecke-equivariant spectral sequence
E
j,i
1 =⨁∣J∣=j
H
i+j(Y ΣJ ,Aχ,J)⟹ Hi+j(Y 1(p),K)χ,
where Aχ,J = An+2,m (resp. 0) if Vχ,J ≅ Vm,n (resp. 0).
We thus obtain the following generalization of Serre’s filtration, where the graded
pieces take the same form as in the classical case, except that spaces of Hilbert
modular forms are in general replaced by the quaternionic ones to which they
correspond via Jacquet–Langlands.
Corollary C. For each sufficiently small open compact subgroup U of GL2(AF,f )
containing GL2(OF,p), there is a Hecke-equivariant decreasing filtration of length
d+ 1 on H
0(Y 1(p),K)χ, together with a Hecke-equivariant inclusion:
gr
j (H0(Y 1(p),K)χ)↪⨁∣J∣=jH
0(Y ΣJ ,Aχ,J)
for j = 0, 1, . . . , d.
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In order to prove Theorem B, we consider the direct image of K under the
projection Y 1(p) → Y 0(p), decompose it into line bundles Kχ on Y 0(p) under the
action of U0(p)/U1(p), and define a filtration on Kχ by restricting to the strata.
Using the fact that the Y 0(p)J are obtained by successively bisecting Y 0(p) into
local complete intersections, we obtain a description of the graded pieces of the
filtration in terms of line bundles Kχ,J on the Y 0(p)J . Our method of “dicing” the
dualizing sheaf may be of independent interest, and is used again in the proof of
Theorem E below. The proof of Theorem B is then completed by determining the
line bundles to which the Kχ,J correspond under the isomorphism of Theorem A.
1.4. Degeneracy fibres. Our final set of results, the subject of §7, concerns the
degeneracy map Y 0(p) → Y , or more precisely, its restriction to the stratum Y 0(p)J
(maintaining the above notation). This restriction is known (see [GK12]) to factor
through a pointwise bijective morphism ξJ from Y 0(p)J to a product of P1-bundles
over a lower-dimensional stratum in Y ; thus ξJ is a Frobenius factor in the sense of
[Hel12]. We make this more precise by showing that ξJ is a factor of the Frobenius
itself (rather than a power), and we go on to determine the precise structure of the
fibres of Y 0(p)J → Y . In particular we prove the following (see Theorem 7.2.4 and
the subsequent discussion for an even more precise version):
Theorem D. If Z is a non-empty fibre of the morphism Y 0(p)J → Y over a
closed point of Y , then Z is isomorphic to (P1
Fp
)r × (Spec(Fp[t]/(tp)))s, where
r = ∣ΣJ ∣/2 and s = ∣J∣ − r.
Our approach to proving Theorem D relies heavily on crystalline Dieudonne´ the-
ory. In particular, we use the full faithfulness of the Dieudonne´ crystal functor over
smooth bases, due to Berthelot–Messing [BM90], in order to obtain the Frobenius
factorization, which we then use to determine the local structure of the fibre Z.
In order to determine the global structure of Z, we show that certain pointwise
relations between the Dieudonne´ modules of A and B (where A→ B is a universal
isogeny) in fact arise from isomorphisms of crystals over Z.
We remark that the problem of describing the fibres of Y 0(p)J → Y is also
considered in [ERX17, §4.9], where a weaker result than Theorem D is used in their
approach to constructing Hecke operators at primes dividing p. Related results,
complementary to ones in this paper, are obtained in [GK12] where the degeneracy
morphism is studied before restriction to the strata. Further motivation for such
analysis of the degeneracy map is provided by its applications to p-adic analytic
continuation of Hilbert modular forms via the dynamics of Hecke operators at
primes over p, as in [Kas13] and [Sas19].
In this paper, we combine (the more precise version of) Theorem D with the
method of dicing introduced in §61 in order to prove the following cohomological
vanishing result.
Theorem E. If π ∶ YU1(p)(G) → YU(G) is the natural projection (of models over
Z(p)) and K is the dualizing sheaf on YU1(p)(G), then Riπ∗K = 0 for all i > 0.
We note that Theorem E (for i = 1) is a crucial ingredient in the proof of
Theorem 6.1.1 of [DS17], which associates Galois representations to mod p Hilbert
modular eigenforms of arbitrary weight.
1The results of §7 are, however, independent of those in §5.
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1.5. Questions. We close the Introduction by listing several questions and direc-
tions for further research that are suggested by our work.
Question 1. Is there a more general framework for Theorems A and B where the
group G = ResF/QGL2 is replaced by the one associated to a quaternion algebra
over F (or an even more general reductive group), and the representation Indχ is
replaced by any tamely ramified (or even more general) type? For a totally definite
quaternion algebra, where the associated Shimura varieties are zero-dimensional,
the analogues of the theorems are essentially tautologies, while the case of Shimura
curves is related to the work of Newton–Yoshida [NY14].
Question 2. The flipping and twisting of weights that appear in the computation
of the line bundles in the proof of Theorem B perfectly reflect the same phenomena
in the computation of the Jordan–Ho¨lder factors of the principal series types. Can
one give a more conceptual explanation for this synchronized gymnastics?
Question 3. Note that Corollary C only produces an injection. The obstruction to
proving that it is an isomorphism comes from terms of the form H
1(Y ΣJ ,Aχ,J) in
the spectral sequence, and one can construct examples where these do not vanish.
If there is in fact a non-trivial cokernel, can one at least prove that the Hecke action
on it is “Eisenstein”?
Question 4. A Hilbert modular eigenform f of parallel weight 2 and level U1(p),
with coefficients in a finite extension O of Zp, determines a rank one submodule of
the space of sections of the dualizing sheaf on YU1(p)(G) over O, and hence a one-
dimensional subspace of H
0(Y 1(p),K)χ for some χ. Motivated by the conjectures
of [DS17], one can ask if its position in the filtration and inclusion of Corollary C
is determined by the local Galois representations2 ρf ∣GFv for v∣p, or more precisely
the invariants vθ for θ ∈ Θv associated to ρf ∣GFv as in the formulation of Breuil’s
Lattice Conjecture [Bre14, Conj. 1.2] (proved by Emerton–Gee–Savitt [EGS15]).
1.6. Acknowledgments. The authors would like to thank D. Helm for several
useful conversations. We have already described how our results on geometric
Jacquet–Langlands are inspired by those in his paper [Hel12], but we should also
remark that this circle of ideas has deeper roots in Zink’s work [Zin82], Serre’s
letters3 [Ser96], Ribet’s seminal paper [Rib90], Pappas’s thesis [Pap92] and Ghitza’s
work [Ghi04]. It is a pleasure to acknowledge that some of the seeds for this paper
were in fact planted by Pappas’s description of the results in his thesis to one of
the authors (F.D.) at Columbia in the 1990’s; they were only germinated in the last
few years by ideas diffusing from the geometric Serre weight conjectures in [DS17].
We also learned much from Y. Tian and L. Xiao’s paper [TX16] and are grateful
to the authors for responding to several questions about it.
Finally one of the authors (S.S.) would like to thank V. Pasˇku¯nas for moral
support and DFG/SFB for financial support whilst research pertaining to this paper
was carried out at Universita¨t Duisburg-Essen.
2. Shimura varieties
2Together with the Uv-eigenvalue if f is old at v.
3Written in 1987 and 1989.
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2.1. Hilbert modular varieties. We begin with a slight variant, based on [DS17,
§2], of the standard construction (e.g., in [Rap78, §1]) of integral canonical models
for Hilbert modular varieties. The approach presented here to defining the moduli
problem provides the most natural and convenient framework for our results.
2.1.1. The Shimura datum. We maintain the basic notation from the Introduction,
so F is a totally real field of degree d = [F ∶ Q] in which p is unramified, and
we identify Θ = {θ ∶ F → Q} with Θ∞ = {F → R}, Θp = {F → Qp} and
Θp = {OF → Fp} via fixed embeddings Q → C and Q → Qp. We let AF denote
the adeles of F (omitting the subscript for F = Q), AF,f = F ⊗ Ẑ the finite adeles,
and A
(p)
F,f = F ⊗ Ẑ
(p)
the prime-to-p finite adeles.
Let G = ResF/QGL2 and S = ResC/RGm, and consider the Shimura datum(G, [h]), where [h] is the G(R)-conjugacy class of the homomorphism h ∶ S→ GR
defined on R-points by the map C
×
→ GL2(R)Θ sending x+ iy ↦ ( x y−y x )θ∈Θ. Let
U be an open compact subgroup of G(Af ) = GL2(AF,f) containing GL2(OF,p),
which we assume is sufficiently small (as in [DS17]). Write U = U
p
Up, where
U
p
⊂ GL2(A(p)F,f ) and Up = GL2(OF,p). The associated Shimura variety (of level
U) is the Hilbert modular variety with complex points
(1) GL2(F )\((C −R)Θ ×GL2(AF,f))/U = GL2(F )+\(HΘ ×GL2(AF,f))/U,
where H is the complex upper-half plane and GL2(F )+ denotes the subgroup of
elements of GL2(F ) with totally positive determinant.
2.1.2. The moduli problem. Consider the functor ỸU(G) that associates to a Z(p)-
scheme S the set of isomorphism classes of tuples A = (A, ι, λ, η), where
• A is an abelian scheme over S of dimension d;
• ι is an embedding OF → EndS(A) such that Lie(A/S) is, locally on S, free
of rank one over OF ⊗OS ;
• λ is a prime-to-p quasi-polarization4 such that ι is invariant under the
associated Rosati involution;
• η is a level U
p
-structure on A, i.e., for a choice of geometric point si on each
connected component Si of S, the data of a π1(Si, si)-invariant Up-orbit of
Ô
(p)
F = OF ⊗ Ẑ
(p)
-linear isomorphisms
ηi ∶ (Ô(p)F )2 → T (p)(Asi),
where T
(p)
denotes the product over ℓ ≠ p of the ℓ-adic Tate modules, and
g ∈ U
p
acts on ηi by pre-composing with right multiplication by g
−1
.
4By a prime-to-p quasi-polarization, we mean a quasi-isogeny λ such that nλ is a polarization
of degree prime to p for some positive integer n prime to p.
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Note that for any connected S and (A, ι, λ, η) as above, there is a unique ǫ ∈(A(p)F,f)×/(detUp)(Ẑ(p))× such that the following diagram commutes
(Ô(p)F )2 × (Ô(p)F )2 ∧2 //
(η,η)

A
(p)
F,f
ǫ⊗ζ

T
(p)(As) × T (p)(As)
(1,λ)

A
(p)
F,f(1)
TrF /Q

T
(p)(As) × (Q⊗ T (p)(A∨s )) Weil // A(p)f (1)
for some compatible system of prime-to-p roots of unity, i.e., some isomorphism
ζ ∶ Ẑ
(p)
→ Ẑ
(p)(1), where the top arrow is the standard OF -bilinear alternating
pairing sending ((a, b), (c, d)) to ad − bc. For each ǫ ∈ (A(p)F,f)×/(detUp)(Ẑ(p))×,
the corresponding subfunctor Ỹ
ǫ
U(G) is representable by smooth quasi-projective
scheme over Z(p) (in fact a PEL Shimura variety associated to the preimage of Gm
under det ∶ G→ ResF/QGm). It follows that ỸU(G) is representable by an infinite
disjoint union of smooth quasi-projective schemes over Z(p), which we also denote
by Ỹ
ǫ
U(G). Thus ỸU(G) is smooth over Z(p); in particular it is locally of finite
type. We remark that the complex points of ỸU(G) are in canonical (holomorphic)
bijection with the double quotient
SL2(F )+\(HΘ ×GL2(AF,f ))/U.
2.1.3. Descent and Hecke action. We have an action of O
×
F,(p),+ on ỸU(G) defined
by θµ(A, ι, λ, η) = (A, ι, µλ, η) for µ ∈ O×F,(p),+. Note that (U ∩O×F )2 acts trivially,
and [DS17, Lemma 2.4.1] shows that the resulting action by O
×
F,(p),+/(U ∩ O×F )2
is free (for sufficiently small U). Furthermore ỸU(G) is the union of the orbits of
finitely many Ỹ
ǫ
U(G) and the stabilizer of each Ỹ ǫU(G) is the finite group (O×F,+ ∩
det(U))/(U ∩ O×F )2, so the quotient of ỸU(G) by this action is a smooth quasi-
projective scheme over Z(p), which we denote by YU(G).
We now define an action5 of G(A(p)f ) on lim←− U YU(G). Suppose that U1 and
U2 are open compact subgroups as above, and that g ∈ GL2(A(p)f ) is such that
g
−1
U1g ⊂ U2. Let A1 = (A1, ι1, λ1, η1) denote the universal abelian variety over
ỸU1(G). Let A′ denote the abelian variety over S = ỸU1(G) which is (prime-to-p)
isogenous to A and satisfies
T
(p)(A′si) = η1,i((Ô(p)F )2g−1)
for all i (indexing the connected components of S). Then A
′
inherits an OF -action
ι
′
from the identification EndS(A1)⊗Q = EndS(A′)⊗Q induced by the canonical
quasi-isogeny π ∈ HomS(A1, A′)⊗Z(p), which furthermore induces an isomorphism
5We shall, throughout the paper, only consider locally Noetherian schemes, so we simply mean
an action on the projective system, without concern for whether the system is representable by a
scheme.
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Lie(A1/S)→ Lie(A′/S) compatible with the OF -actions. Note also that the quasi-
polarization λ
′
on A
′
defined by λ1 = π
∨
◦λ
′
◦π induces the same Rosati involution
as λ1. Moreover η
′
= η1 ◦ rg−1 (where rg−1 denotes right multiplication by g
−1
),
defines a level U2-structure on A
′
. We then define ρ˜g ∶ ỸU1(G) → ỸU2(G) by
A1 ↦ A
′
= (A′, ι′, λ′, η′), i.e., if A2 is the universal abelian variety over ỸU2(G),
then ρ˜
∗
g(A2) = A′. Since ρ˜g commutes with the action of O×F,(p),+, it descends to a
morphism ρg ∶ YU1(G) → YU2(G). Furthermore the morphisms ρ˜g and ρg are finite
and e´tale. Finally if h and U3 (again sufficiently small) are such that h
−1
U2h ⊂ U3,
then ρ˜
∗
g ρ˜
∗
h(A3) ≅ ρ˜∗gh(A3), so that ρ˜h ◦ ρ˜g = ρ˜gh and ρh ◦ ρg = ρgh, giving the
desired action of G(A(p)f ) on lim←− U YU(G) (the limit being taken under the maps ρ1
for U1 ⊂ U2).
Proceeding as in the case of the related PEL Shimura varieties (or alternatively
deducing the analogous results from the PEL setting), one finds that YU(G) defines
the canonical model over Q for the Hilbert modular variety in (1) in the sense of
[Del71] (see also [Mil05, §12]), and hence that the YU(G) define a system of integral
canonical models in the sense of [Kis10].
2.2. Unitary Shimura varieties. In this section, we recall the construction of in-
tegral canonical models for certain unitary Shimura varieties, partly following [TX16,
§3], but treating the non-PEL setting as we did in §2.1.
2.2.1. The Shimura data. Let Σ be any subset of Θ∞ of even cardinality, and let
B = BΣ denote the quaternion algebra over F ramified at precisely the places in
Σ; thus B is split at all finite places, and B = GL2(F ) if Σ is empty. We let GΣ
denote the algebraic group over Q defined by GΣ(R) = (B ⊗ R)×. For Σ ≠ ∅, we
choose isomorphisms B ⊗F,θR ≅M2(R) for each θ /∈ Σ and define hΣ ∶ S→ GΣ,R
by sending x+ iy ↦ ( x y−y x )θ/∈Σ. In §2.3 we will recall how canonical models for the
Shimura varieties associated to the Shimura datum (GΣ, [hΣ]) can be described in
terms of the ones for certain related unitary groups, which we now define.
Choose a quadratic CM extension E of F such that all primes v of F dividing
p split in E, and let c denote the non-trivial element of Gal(E/F ). We let ΘE ={τ ∶ E → Q}, which we identify with ΘE,∞ = {E → C}, ΘE,p = {E → Qp} and
ΘE,p = {OF → Fp}. Choose a subset Σ̃ of ΘE mapping bijectively to Σ under
τ ↦ τ∣F , and define sθ˜ ∈ {0, 1, 2} for θ ∈ ΘE by:
• sτ = 1 if τ∣F /∈ Σ;
• sτ = 0 and sτc = 2 if τ ∈ Σ̃.
We let TF denote the torus ResF/QGm, and similarly let TE = ResE/QGm.
We define G
′
Σ to be the quotient (GΣ × TE)/Z, where Z = TF is embedded in
GΣ × TE via x ↦ (x, x−1). We define iΣ̃ ∶ S → TE,R as the homomorphism which
on R-points is the composite
C
×
→∏
θ∈Σ
C
×
≅∏
θ∈Σ
(E ⊗F,θ R)× ↪∏
θ∈Θ
(E ⊗F,θ R)×,
where the first map is diagonal, the second is defined on the θ-component by the
embedding τ
c
for the τ ∈ Σ̃ such that τ∣F = θ, and the third is the natural
inclusion. We define h
′
Σ̃
∶ S→ G
′
Σ,R as the composite of (hΣ, iΣ̃) with the projection(GΣ × TE)R → G′Σ,R. We let LΣ (resp. LΣ̃) denote the reflex field of the Shimura
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datum (GΣ, [hΣ]) (resp. (G′Σ, [h′Σ̃]), i.e., the fixed field in Q of the stabilizer in
AutQ of Σ (resp. Σ̃).
2.2.2. The moduli problem. Let D = DΣ = E ⊗F BΣ, and let u ↦ u denote the
anti-involution on D defined by c⊗ ι, where ι is the standard anti-involution. We
can then identify G
′
Σ with the algebraic group defined by
G
′
Σ(R) = { g ∈ D ⊗R ∣ gg ∈ (F ⊗R)× }.
Let OD be an order of D such that OD,p = OE ⊗OF OB,p for a maximal order
OB,p of Bp. We choose an element δ ∈ D
×
such that
• δ ∈ O
×
D,p,
• δ = −δ,
• the bilinear form on D ⊗R defined by
(v, w) ↦ TrE/Q(trD/E(vh′Σ̃(i)wδ))
is positive definite.
(Thus our δ is δ
√
d in the notation of [TX16, Lemma 3.8].)
We define an anti-involution u ↦ u
∗
on D by u
∗
= δ
−1
uδ, and a pairing ψE ∶
D ×D → E by
ψE(v, w) = trD/E(vwδ) = trD/E(vδw∗),
so ψE satisfies ψE(w, v) = −ψE(v, w)c and ψE(uv, w) = ψE(v, u∗w) for all u, v, w ∈
D. We also define ψF ∶ D ×D → F by ψF = TrE/F ◦ ψE , so ψF is alternating and
satisfies ψF (uv, w) = ψF (v, u∗w); in particular ψF is F -bilinear.
Now suppose that U
′
is a sufficiently small open compact subgroup of G
′
Σ(Af )
containing the image U
′
p of O
×
B,p ×O
×
E,p (under the natural map GΣ × TE → G
′
Σ);
as usual write U
′
= (U ′)pU ′p where (U ′)p ⊂ G′(A(p)f ). We will define an integral
canonical model for the Shimura variety YU ′(G′Σ) as a quotient of a representable
moduli problem in a manner similar to that for Hilbert modular varieties in §2.1.
Let O denote the localization of OL
Σ̃
at the prime over p determined by the
embedding Q → Qp, and consider the functor that associates to an O-scheme S
the set of isomorphism classes of tuples A = (A, ι, λ, η, ǫ), where
• A is an abelian scheme over S of dimension 4d (where d = [F ∶ Q]);
• ι is an embedding OD → EndS(A) such that for all α ∈ OE , the character-
istic polynomial of ι(α) on Lie(A/S) is
∏
τ∈ΘE
(x − τ(α))2sτ ∈ O[x].
• λ is a prime-to-p quasi-polarization whose associated Rosati involution is
compatible with l ↦ l
∗
on D;
• (η, ǫ) is a level U ′-structure on (A, ι, λ), i.e., a π1(Si, si)-invariant (U ′)p-
orbit of pairs (ηi, ǫi) for a geometric point si on each connected com-
ponent Si of S, where ηi is an Ô
(p)
D = OD ⊗ Ẑ
(p)
-linear isomorphism
Ô
(p)
D → T
(p)(Asi) and ǫi is an A(p)F,f -linear isomorphism A(p)F,f → A(p)F,f(1)
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such that the following diagram commutes:
Ô
(p)
D × Ô
(p)
D
ψF //
(ηi,ηi)

A
(p)
F,f
ǫi

T
(p)(Asi) × T (p)(Asi)
(1,λ)

A
(p)
F,f(1)
TrF /Q

T
(p)(Asi) × (Q⊗ T (p)(A∨si)) Weil // A(p)f (1),
where g ∈ (U ′)p on ηi is by precomposing with right multiplication by g−1,
and on ǫi by multiplication by ν(g)−1 where ν ∶ G′Σ → TF is defined by
g ↦ gg.
As in §2.1.2 for U
′
sufficiently small, the functor is representable by an in-
finite disjoint union of smooth quasi-projective schemes over O, but these are
now Shimura varieties for the preimage of Gm under ν, indexed by the classes
of ǫ mod ν((U ′)p)(Ẑ(p))×. We denote the representing O-scheme by ỸU ′(G′Σ)
2.2.3. Descent and Hecke action. In order to define the descent data to obtain the
Shimura variety from ỸU ′(G′Σ), we need the following rigidity lemma.
Lemma 2.2.1. Suppose that k is an algebraically closed field, A = (A, ι, λ, η, ǫ)
is a k-point of ỸU ′(G′), µ ∈ O×F,(p),+, and α ∈ Autk(A) induces an isomorphism
from (A, ι, µλ, η, µǫ) to A. Then α = ι(γ) for some γ ∈ U ′ ∩ E× ⊂ O×E such that
µ = NmE/F (γ) (assuming U ′ is sufficiently small).
Proof. This is presumably standard, but here is a sketch. We wish to prove that
α = ι(γ) for some γ ∈ E, from which the rest follows easily, so suppose this is
not the case. Since α is compatible with the OD-action on A and D ≅ M2(E), A
is isogenous to B × B for some B with E
′
= E(α) ⊂ End(B) ⊗Q (identifying E
with its image in End(A) and End(B)). It then follows from the classification of
endomorphism algebras of abelian varieties (since dim(B) = [E ∶ Q]) that E ′ is a
quadratic CM extension of E. Moreover since α is an automorphism, it is a unit in
an order in E
′
, so α ∈ O
×
E ′ .
Next note that the commutativity of
A
µλ //
α

A
∨
A
λ // A∨
α
∨
OO
shows that the image of α under the λ-Rosati involution is µα
−1
∈ E
′
, and hence
that NmE ′/F ′(α) = αα = µ, where F ′ is the totally real subfield of E ′. Since O×E is a
finite index subgroup of {β ∈ O×E ′ ∣NmE ′/F ′(β) ∈ O×F }, it follows that αr ∈ O×E for
some r > 0. One can then proceed exactly as in the proof of [DS17, Lemma 2.4.1]
for example (with E
′
and E replacing K and F ). □
Now consider the action of O
×
F,(p),+ on ỸU ′(G′Σ) defined by θµ(A, ι, λ, η, ǫ) =(A, ι, µλ, η, µǫ) for µ ∈ O×F,(p),+. Note that NmE/F (U ′ ∩E×) acts trivially, and the
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preceding lemma shows that the resulting action by O
×
F,(p),+/NmE/F (U ′ ∩ E×) is
free. Arguing as in §2.1.3 we see that the quotient of ỸU ′(G′Σ) by this action is a
smooth quasi-projective scheme over O, which we denote by YU ′(G′Σ).
We define an action of G
′
Σ(A(p)f ) on lim←− U ′ YU ′(G′Σ) as in §2.1.3. Suppose that
g ∈ G
′
Σ(A(p)f ) and that U ′1 and U ′2 are sufficiently small open compact subgroups
as above satisfying g
−1
U
′
1g ⊂ U
′
2. Let A1 = (A1, ι1, λ1, η1, ǫ1) denote the universal
abelian variety over ỸU ′1(G′Σ). Let A′ denote the abelian variety over ỸU ′1(G′Σ)
which is (prime-to-p) isogenous to A and satisfies
T
(p)(A′si) = η1,i(Ô(p)D g−1)
for all i (indexing connected components). Then A
′
inherits an OD-action ι
′
from
the identification EndS(A1) ⊗Q = EndS(A′) ⊗Q induced by the canonical quasi-
isogeny π ∈ HomS(A1, A′) ⊗ Z(p), which furthermore induces an isomorphism
Lie(A1/S) → Lie(A′/S) compatible with the OD-actions. Moreover the quasi-
polarization λ
′
on A
′
defined by λ1 = π
∨
◦λ
′
◦π induces the same Rosati involution
as λ1. Letting η
′
= η1 ◦ rg−1 (where rg−1 denotes right multiplication by g
−1
) and
ǫ
′
= ν(g)−1ǫ1, we find that (η′, ǫ′) defines a level U ′2-structure on (A′, ι′, λ′). We
then define ρ˜g ∶ ỸU ′1(G′Σ) → ỸU ′2(G′Σ) by A1 ↦ A′ = (A′, ι′, λ′, η′, ǫ′), i.e., if A2 is
the universal abelian variety over ỸU ′2(G′Σ), then ρ˜∗g(A2) = A′. Since ρ˜g commutes
with the action of O
×
F,(p),+, it descends to a morphism ρg ∶ YU ′1(G′Σ) → YU ′2(G′Σ).
Furthermore the morphisms ρ˜g and ρg are finite and e´tale. Finally if h and U
′
3
(again sufficiently small) are such that h
−1
U
′
2h ⊂ U
′
3, then ρ˜
∗
g ρ˜
∗
h(A3) ≅ ρ˜∗gh(A3),
so that ρ˜h ◦ ρ˜g = ρ˜gh and ρh ◦ ρg = ρgh, giving the desired action of G
′
Σ(A(p)f ) on
lim
←− U ′
YU ′(G′Σ) (the limit being taken under the maps ρ1 for U ′1 ⊂ U ′2).
Proceeding again as in (or deducing from) the PEL case, one finds that the
YU ′(G′Σ) define a system of canonical models over O for the Shimura varieties
associated to (G′Σ, [h′Σ̃]). In particular the complex manifold associated to YU ′(G′Σ)
is identified with
G
′
Σ(Q)\((C −R)Θ−Σ ×G′Σ(Af ))/U ′ = G′Σ(Q)+\(HΘ−Σ ×G′Σ(Af ))/U ′,
where G
′
Σ(Q)+ denotes the subgroup of G′Σ(Q) consisting of γ such that ν(γ) is
totally positive. For clarity, we remark that
ỸU ′(G′Σ)(C) = G1Σ(Q)\(HΘ−Σ ×G′Σ(Af ))/U ′,
where G
1
Σ = ker(ν ∶ G′Σ → TF ).
2.3. Quaternionic Shimura varieties. We now recall and make explicit the way
in which canonical models for the Shimura varieties associated to GΣ can be de-
scribed in terms of those for G
′
Σ. In particular, for suitably chosen levels, a Shimura
variety associated to GΣ × TE provides a common finite e´tale cover such that the
projection maps induce isomorphisms on geometric connected components.
2.3.1. Tori. We first consider various tori that intervene in the relation.
Let T
′
denote the abelian quotient of G
′
Σ, which we may identify with the quo-
tient (TF × TE)/TF , where TF is embedded in the product via x ↦ (x2, x−1). Let
ν
′
∶ G
′
Σ → T
′
denote the natural projection, so that ν
′
is induced by the map
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G× TE → TF × TE defined by (g, y)↦ (det(g), y) where det is the reduced norm.
Note that the inclusion TF → T
′
induced by x ↦ (x, 1) is split by the projection(x, y) ↦ xNmE/F y, so that
T
′
≅ TF × (TE/TF ) ≅ TF × T 1E,
where T
1
E is the kernel of NmE/F ∶ TE → TF , the isomorphisms being defined by
(x, y)TF ↔ (xyyc, yTF )↔ (xyyc, y/yc).
We recall the description of canonical models overO for zero-dimensional Shimura
varieties associated to the tori TE , TF and T
′
. More precisely, consider the Shimura
data (TE , iΣ̃), (TF , iΣ) and (T ′, i′Σ̃), where iΣ̃ was defined in §2.2.1, iΣ = det ◦ hΣ
sends z ∈ S(R) = C× to (zz)θ/∈Σ ∈ TF (R) =∏θ∈ΘR×, and i′Σ̃ is the composite of(iΣ, iΣ̃) with the natural projection. We continue to suppress the Deligne homo-
morphism from the notation for the associated Shimura varieties, denoting them
simply YVE (TE) (for open compact VE ⊂ A×E,f ), etc.
Assuming O
×
E,p ⊂ VE and writing VE = V
p
EO
×
E,p with V
p
E ⊂ (A(p)E,f )×, the geo-
metric points of YVE (TE) are canonically identified with the finite set
CVE = (A(p)E,f)×/O×E,(p)V pE = E×\A×E,f/VE .
As a scheme over O, it can be characterized by descent from the canonical isomor-
phism
YVE (TE)×O OM ≅ ∐
c∈CVE
SpecOM ,
whereM is an abelian extension of the reflex field LΣ̃ and the action of Gal(M/LΣ̃)
is given by the Shimura reciprocity law for iΣ̃ (see [TX16, 2.7]). In particular, since
O
×
E,p ⊂ VE , we can assume M is unramified at the primes of LΣ̃ dividing p, so
YVE(TE) is e´tale over O.
Similarly for VF = V
p
FO
×
F,p with V
p
F ⊂ (A(p)F,f )×, the geometric points of YVF (TF )
are canonically identified with the finite set
CVF = (A(p)F,f )×/O×F,(p),+V pF = F×+ \A×F,f/VF
with Galois action determined by Shimura reciprocity for iΣ. Note however that
we will view YVF (TF ) as a finite e´tale scheme over O rather than a localization of
the ring of integers of its reflex field LΣ. Likewise for V
′
⊂ T
′(A(p)f ) containing the
image of O
×
F,p×O
×
E,p, YV ′(T ′) is a finite e´tale O-scheme whose geometric points are
identified with CV ′ = T
′(Q)+\T ′(Af )/V ′, where T ′(Q)+ = (F×+ ×E×)/F×.
Suppose now that U is an open compact subgroup of GΣ(AF,f) containing U×B,p.
We say that VE is sufficiently small relative to U if the following hold:
• E
×
∩ V
1
E = {1}, where V 1E ∶= { y/yc ∣ y ∈ VE } ⊂ A×E,f ;
• VE ∩A
×
F,f ⊂ U ;
• NmE/F (VE) ⊂ det(U).
Note that VE can be chosen sufficiently small to satisfy the first condition (inde-
pendently of U and of level prime to p) since NmE/F ∶ O×E → O×F has finite kernel.
Indeed this finiteness ensures we can choose an open subgroup UE ⊂ A
×
E,f such
that if α ∈ E
×
∩UE and NmE/F (α) = 1, then α = 1, and then choose VE contained
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in the preimage of UE under y ↦ y/yc. It follows that we can choose VE (of level
prime to p) satisfying all three conditions.
2.3.2. Complex points. We next describe some explicit relations among the complex
points of the relevant Shimura varieties. Note that the commutative diagram
GΣ × TE ⟶ G
′
Σ
↓ ↓
TF × TE ⟶ T
′
is compatible with the Deligne homomorphisms (hΣ, iΣ̃), h′Σ̃, (iΣ, iΣ̃) and i′Σ̃, and
therefore gives rise to commutative diagrams of Shimura varieties whenever the
corresponding open compact subgroups satisfy the evident compatibilities. In par-
ticular for sufficiently small open compact subgroups U ⊂ GΣ(Af ), VE ⊂ A×E,f
and U
′
⊂ G
′
Σ(Af ) such that U ′ contains the image of U × VE under the natural
projection, we get the commutative diagram
(2)(GΣ(Q)+\(HΘ−Σ ×GΣ(Af ))/U) × CVE ⟶ G′Σ(Q)+\(HΘ−Σ ×G′Σ(Af ))/U ′
↓ ↓
Cdet(U) × CVE ⟶ Cν ′(U ′)
on complex points of the associated Shimura varieties, where GΣ(Q)+ is the sub-
group of GΣ(Q) consisting of elements whose reduced norm is totally positive.
Lemma 2.3.1. If VE is sufficiently small relative to U and U
′
is the image of
U × VE , then the preceding diagram is Cartesian.
Proof. The lemma immediately reduces to the claim that the following diagram is
Cartesian:
GΣ(Q)+\(HΘ−Σ ×GΣ(Af ))/U ⟶ G′Σ(Q)+\(HΘ−Σ ×G′Σ(Af ))/U ′
↓ ↓
Cdet(U) ⟶ Cν ′(U ′)
Recall that Cdet(U) = F×+ \A×F,f/det(U) and Cν ′(U ′) = T ′(Q)+\T ′(Af )/ν ′(U ′) where
T
′(Q)+ = (F×+ × E×)/F×. Note in particular that the inclusion F×+ → T ′(Q)+
is split by (x, y) ↦ xNmE/F y, as is the inclusion det(U) → ν ′(U ′) under our
assumptions that U
′
is generated by U × VE and NmE/F (VE) ⊂ det(U). Therefore
the bottom row of the diagram is injective.
IdentifyingGΣ(Af ) and TE(Af) = A×E,f with their images inG′Σ(Af ), we remark
that
G
′
Σ(Af ) = A×E,fGΣ(Af ) and G′Σ(Q)+ = E×GΣ(Q)+.
Indeed viewing G
′
Σ(Q)+ ⊂ D×, note that if γ ∈ G′Σ(Q)+, then γcγι ∈ F×+ and
γγ
ι
∈ E
×
, so α ∶= γ
−1
γ ∈ E
×
. Moreover NmE/F (α) = 1, so α = β−1βc for some
β ∈ E
×
, and we can write γ = βδ where δ = β
−1
γ ∈ GΣ(Q)+. Similarly we have
G
′
Σ(Qq) = E×q GΣ(Qq) for all primes q and {g ∈ O×D,q ∣ gg ∈ O×F,q} = O×E,qO×B,q for
all but finitely many q, so that G
′
Σ(Af ) = A×E,fGΣ(Af ).
We consider separately the cases where B is indefinite and B is totally definite.
Recall that if B is indefinite, then the vertical arrows induce bijections on sets
of connected components. So to prove the lemma, it suffices to prove the top row
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restricts to an isomorphism on each connected component. We must therefore show
that if g ∈ GΣ(Af ), then the map
Γg\HΘ−Σ → Γ′g\HΘ−Σ
is an isomorphism, where Γg = GΣ(Q)+ ∩ gUg−1 and Γ′g ∶= G′Σ(Q)+ ∩ gU ′g−1.
We show that under our hypotheses, the inclusion Γg ⊂ Γ
′
g is in fact an equality.
Suppose then that γ ∈ Γ
′
g, and write γ = βδ for some β ∈ E
×
, δ ∈ GΣ(Q)+. Then
βδ = hy for some h ∈ U , y ∈ VE , which implies that β/βc = y/yc ∈ E× ∩ V 1E = {1}.
We therefore have β = β
c
∈ F
×
and y = y
c
∈ A
×
F,f ∩ VE ⊂ U , so that γ ∈ Γg.
Suppose now that B is totally definite. Now Σ = Θ, GΣ(Q)+ = GΣ(Q) and
G
′
Σ(Q)+ = G′Σ(Q), making the top arrow
GΣ(Q)\GΣ(Af )/U → G′Σ(Q)\G′Σ(Af )/U ′.
We must show that this map is injective, and that its image consists precisely of the
classes G
′
Σ(Q)gU ′ such that g ∈ G′Σ(Af ) and T ′(Q)+ν ′(g)ν ′(U ′) is in the image of
the bottom arrow.
Suppose then that h, h
′
∈ GΣ(Af ) and h′ ∈ G′Σ(Q)hU ′. Since G′Σ(Q) =
E
×
GΣ(Q) and U ′ = UVE , we can write h′ = βδhgy for some β ∈ E×, δ ∈ GΣ(Q),
g ∈ U and y ∈ VE , so βy = β
c
y
c
. As in the indefinite case, we deduce that
β = β
c
∈ F
×
and y = y
c
∈ U , so that h
′
∈ GΣ(Q)hU , proving the injectivity.
Finally suppose that g ∈ G
′
Σ(Af ) is such that T ′(Q)+ν ′(g)ν ′(U ′) is in the image
of the bottom arrow. Since G
′
Σ(Af ) = A×E,fGΣ(Af ), we can write g = yh for
some y ∈ A
×
E,f and h ∈ GΣ(Af ). The condition on ν ′(g) implies y ∈ E×A×F,fVE ,
so we can write y ∈ E
×
xVE for some x ∈ A
×
F,f , and conclude that G
′
Σ(Q)gU ′ =
G
′
Σ(Q)xhU ′ is in the image of the top arrow. □
2.3.3. Construction of models. Under the hypotheses of Lemma 2.3.1, we define
YU×VE (GΣ × TE) = YU ′(G′Σ)×Yν ′(U ′)(T ′) (Ydet(U)(TF ) ×O YVE (TE)).
Suppose now that g ∈ GΣ(A(p)f ) and that U1 and U2 are sufficiently small open
compact subgroups (of level prime to p) in GΣ(Af ) satisfying g−1U1g ⊂ U2. For
y ∈ (A(p)E,f )× and VE (of level prime to p) sufficiently small relative to U1 (hence
also U2), we have the commutative diagram
YU ′1(G′Σ)
%%▲▲
▲▲
▲▲
▲▲
▲▲
ρgy

Ydet(U1)(TF ) ×O YVE(TE)
uu❧❧❧❧
❧❧❧
❧❧❧
❧❧❧
❧
(detg,y)

Yν ′(U ′
1
)(T ′)
ν
′(gy)

YU ′2(G′Σ)
%%▲▲
▲▲
▲▲
▲▲
▲▲
Ydet(U2)(TF ) ×O YVE(TE)
uu❧❧❧❧
❧❧❧
❧❧❧
❧❧❧
❧
Yν ′(U ′2)(T ′)
yielding a morphism ρ(g,y) ∶ YU1×VE(GΣ × TE) → YU2×VE(GΣ × TE).
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The morphisms ρ(g,y) satisfy the usual compatibilities. In particular for U = U1 =
U2, the automorphisms ρ(1,y) define a free action of the group CVE = (A(p)E,f )×/O×E,(p)V pE
on YU×VE (GΣ × TE). We define YU(GΣ) as the quotient by this action. Note that
this quotient is independent of the chosen VE . Indeed if VE and V
′
E are of level
prime to p and sufficiently small relative to U , then so is VE ∩ V
′
E , so we can as-
sume V
′
E ⊂ VE , in which case YU×VE (GΣ × TE) can be identified with the quotient
of YU×V ′E (GΣ × TE) by the action of ker(CV ′E → CVE), compatibly with the action
of CVE . Note also that YU×VE (GΣ×TE) is smooth and quasi-projective over O and
hence so is YU(GΣ). Moreover the natural projections induce an isomorphism
(3) YU×VE (GΣ × TE) ∼⟶ YU(GΣ) ×O YVE (TE).
Returning to the general case of g, U1, U2 satisfying g
−1
U1g ⊂ U2, the morphism
ρ(g,1) is compatible with the actions of CVE on the YUi×VE (GΣ×TE), hence descends
to a morphism
ρg ∶ YU1(GΣ)⟶ YU2(GΣ)
(independent of the choice of VE). Furthermore if h and U3 (again sufficiently
small) are such that h
−1
U2h ⊂ U3, then ρh ◦ ρg = ρgh, so we obtain an action of
GΣ(A(p)f ) on lim←− U YU(GΣ). Note that under the isomorphism of (3), the morphism
ρ(g,y) corresponds to (ρg, y) on the product.
From the fact that the YU ′(G′Σ) define canonical models over LΣ̃ for the Shimura
varieties associated to (G′Σ, [h′Σ̃]), it follows from their construction that so do the
YU×VE (GΣ × TE) with respect to the Shimura data (GΣ × TE, [(hΣ, iΣ̃)]), and
hence that the YU(GΣ) define a system of integral canonical models with respect
to (GΣ, [hΣ]). Note that we view YU(GΣ) as a scheme over O, a localization of
LΣ̃ rather than the reflex field LΣ. We shall not consider its descent to LΣ; on the
contrary we need to extend scalars further in order to obtain our main results later.
To that end it will be convenient to work over W = W (Fp), and write SW for the
base-change to W of an O-scheme S. The identity element of CVE then defines a
section SpecW → YVE (TE)W ≅∐c∈CVE SpecW . We thus obtain a morphism
YU(GΣ)W → YU(GΣ)W ×W YVE(TE)W → YU×VE (GΣ × TE)W → YU ′(G′Σ)W
for any U , VE , U
′
as in Lemma 2.3.1. We have the following immediate consequence
of the lemma and discussion above:
Lemma 2.3.2. For U , VE and U
′
as in Lemma 2.3.1, the diagram
YU(GΣ)W ⟶ YU ′(G′Σ)W
↓ ↓
Cdet(U) ⟶ Cν ′(U ′)
is Cartesian (where Cdet(U) and Cν ′(U ′) are viewed as schemes over W ), and iden-
tifies YU(GΣ)W with an open and closed subscheme of YU ′(G′Σ)W . Moreover the
inclusion is compatible with the Hecke action in the sense that the diagram
YU1(GΣ)W ⟶ YU ′1(G′Σ)W
ρg ↓ ↓ ρg
YU2(GΣ)W ⟶ YU ′2(G′Σ)W
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commutes for any g, U1, U2 satisfying g
−1
U1g ⊂ U2 (and sufficiently small VE
relative to U1, with U
′
i the image of Ui × VE for i = 1, 2).
2.3.4. Relation of Hilbert and unitary definitions. Note that we have now given two
definitions of the canonical model YU(G) for G = ResF/QGL2 over O = Z(p): the
first as a Hilbert modular variety in §2.1.3, the second by taking Θ = ∅ in the
construction in §2.3.3. These are necessarily isomorphic by uniqueness of canoni-
cal models, but we will need to describe the isomorphism in terms of the moduli
problems appearing in the two definitions.
For clarity we write YU(G∅) for the model defined using G′∅, for which we choose
M2(OE) for OD and δ = ( 0 1−1 0 ). We first define a morphism
(4) i˜ ∶ ỸU(G)⟶ ỸU ′(G′∅)
for any sufficiently small U ⊂ G(Af ) and U ′ ⊂ G′∅(Af ) of level prime to p such
that U
′
contains the image of U .
Let (A, ι, λ, η) be the universal object over ỸU(G). Define A′ = A⊗OF O2E with
M2(OE)-action ι′ defined by left-multiplication on O2E . Then (A′)∨ is canonically
isomorphic to A
∨
⊗OF HomOF (O2E ,OF ) (with α ∈ OF acting on A∨ as ι(α)∨).
Define the quasi-polarization λ
′
on A
′
as the tensor product of λ with the OF -
linear homomorphism O
2
E → HomOF (O2E ,OF ) induced by the pairing (α, β) ↦
TrE/F (αβ). We define the level structure on A′ so that for each of the geometric
points si, η
′
i is the unique isomorphism
M2(Ô(p)E )⟶ T (p)(A′si) = T (p)(Asi)⊗Ô(p)F (Ô(p)E )2
such that η
′
i ((a, b) ( cd )) = (ηi(a, b)) ⊗ ( cd ) for all a, b ∈ Ô(p)F , c, d ∈ Ô(p)E .
Finally we let ǫ
′
= ζ ⊗ ǫ, where ζ and ǫ are defined in the discussion following the
definition of the functor ỸU(G). It is straightforward to check that (A′, ι′, λ′, η′, ǫ′)
defines a tuple over ỸU(G) represented by ỸU ′(G′∅), i.e., a morphism i˜ ∶ ỸU(G)⟶
ỸU ′(G′∅).
The morphism i˜ is clearly compatible with action of O
×
F,(p),+, hence descends to
a morphism i ∶ YU(G)⟶ YU ′(G′∅). Suppose now that VE is an open compact
subgroup of A
×
E,f contained in U
′
and of level prime to p. Since Σ = ∅, the Galois
action on CVE defined by Shimura reciprocity is trivial, so we may identify YVE (TE)
with ∐CVE Spec(Z(p)) as a scheme over Z(p) and extend i to a morphism
i
′
∶ YU(G) × YVE(TE) =∐
CVE
YU(G)⟶ YU ′(G′∅)
by setting i
′
= ρy ◦ i on the component represented by y ∈ (A(p)E,f )×.
It is straightforward to check that the morphism induced by i
′
on complex points
is the same as the top line of (2). In particular the diagram
YU(G) × YVE (TE) ⟶ YU ′(G′∅)
↓ ↓
YdetU(TF ) × YVE (TE) ⟶ Yν ′(U ′)
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commutes, since it does so on complex points. Thus if VE is sufficiently small
relative to U , we obtain a morphism
(5) YU(G) × YVE (TE)⟶ YU×VE (G∅ × TE)
where the target is the fibre product defined after Lemma 2.3.1. Furthermore
the morphisms of (5) for varying U and VE are compatible with the action of
G(A(p)f )×(A(p)E,f )× in the usual sense, as can be deduced either from the definitions
or the corresponding assertion on complex points. Since (5) is an isomorphism on
complex points, it follows from uniqueness of canonical models that it is in fact an
isomorphism. Combined with (3), we obtain isomorphisms
YU(G) × YVE (TE)⟶ YU(G∅) × YVE (TE)
compatible with the action of G(A(p)f ) × (A(p)E,f )×. Taking quotients by the action
of CVE we obtain the desired isomorphism YU(G) → YU(G∅). Furthermore the
isomorphisms are compatible with the Hecke action in the usual sense, and its
composite with the inclusion of Lemma 2.3.2 is precisely the (base-change to W )
of the morphism i ∶ YU(G) → YU ′(G′∅) defined above.
3. Automorphic vector bundles
3.1. Construction of automorphic vector bundles. In this section we will
define automorphic vector bundles on the special fibres of the Shimura varieties
YU(GΣ) (resp. YU ′(G′Σ)) for sufficiently small U (resp. U ′) of level prime to p.
3.1.1. The Hilbert modular setting. We begin with the case ofG = G∅ = ResF/QGL2,
proceeding as in [DS17]. We assume F ⊂ Fp is sufficiently large to contain the im-
age of θ ∶ OF → Fp for all θ ∈ Θ (for example take F = Fp), and set Y = YU(G)F
and S = ỸU(G)F. We assume that U is sufficiently small that, in addition to the
usual sense, we have α−1 ∈ pOF for all α ∈ U ∩O
×
F ., i.e. p-neat in the terminology
of [DS17, Def. 3.2.3]
Suppose that A = (A, ι, λ, η) ∈ ỸU(G)(S) and let s ∶ A→ S denote the structure
morphism. Let Ṽ = H
1
dR(A/S) and consider the exact sequence
0 → s∗Ω
1
A/S → Ṽ → R1s∗OA → 0
of vector bundles on S, of rank d, 2d and d respectively. The action of OF on
A induces one on each of the vector bundles, making them sheaves of OF ⊗ OS-
modules. The assumption on ι implies that s∗Ω
1
A/S is locally (on S) free of rank one,
the hypotheses on λ ensure the same is true of R
1
s∗OA ≅ Lie(A∨/S), and it follows
that V is locally free of rank two. Decomposing OF ⊗ OS ≅⨁θ∈ΘOS , we obtain
a corresponding decompositions Ṽ = ⨁θ Ṽθ, s∗Ω
1
A/S = ⨁θ ω̃θ and R1s∗OA =
⨁θ υ̃θ, where each ω̃θ and υ̃θ is a line bundle on S, Ṽθ is a vector bundle of rank
two, and we have an exact sequence
0 → ω̃θ → Ṽθ → υ̃θ → 0.
We now define descent data on Ṽ with respect to the covering S → Y . Recall
that the covering group is O
×
F,(p),+/(U ∩O×F )2, and that for µ ∈ O×F,(p),+, the action
of µ on S is defined by θµ(A, ι, λ, η) = (A, ι, µλ, η), so θ∗µA is canonically OF -
linearly isomorphic to A. We thus obtain a canonical OF ⊗OS-linear isomorphism
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θ
∗
µṼ → Ṽ , henceOS-linear isomorphisms θ
∗
µṼθ → Ṽθ for all θ, inducing isomorphisms
θ
∗
µω̃θ → ω̃θ and θ
∗
µυ̃θ → υ̃θ. Furthermore if µ = α
2
for some α ∈ U ∩O
×
F (i.e., θµ is
the identity map), then the canonical isomorphism A → θ
∗
µA = A is ι(α−1), so the
resulting automorphism of Ṽ is ι(α−1)∗, which is the identity since our hypotheses
on U imply that α ≡ 1 mod pOF . We thus obtain an action of the covering group
on Ṽ over its action on S, inducing actions on the rank two vector bundles Ṽθ
as well as the line bundles ω̃θ and υ̃θ. Since S is a disjoint union of finite e´tale
schemes over Y , the actions define effective descent data and hence vector bundles
on Y fitting in an exact sequence
0 → ωθ → Vθ → υθ → 0.
Suppose now that U1, U2 ⊂ G(Af ) are sufficiently small (in the sense above) and
of level prime to p, and g ∈ G(A(p)f ) is such that g−1U1g ⊂ U2. Let Y i = YUi(G)F,
Si = ỸU(G)F, etc., for i = 1, 2. We thus have the morphism ρ˜g ∶ S1 → S2 lying
over ρg ∶ Y 1 → Y 2, and the canonical quasi-isogeny πg ∈ HomS1(A1, ρ˜∗gA2) ⊗ Z(p)
induces an OF ⊗OS1-linear isomorphism π
∗
g ∶ ρ˜
∗
g Ṽ2 → Ṽ1, and hence isomorphisms
π
∗
g ∶ ρ˜
∗
g Ṽ2,θ → Ṽ1,θ for each θ. It is straightforward to check that π
∗
g is compatible
with the descent data, hence defines an isomorphism ρ
∗
gV2,θ → V1,θ, and that these
induce isomorphisms ρ
∗
gω2,θ → ω1,θ and ρ
∗
gυ2,θ → υ1,θ, all of which we also denote
by π
∗
g . Finally if h ∈ G(A(p)f ) and U3 is as above with h−1U2h ⊂ U3, then the
relation πgh = ρ˜
∗
g(πh) ◦ πg ensures that π∗gh = π∗g ◦ ρ∗g(π∗h) for the sheaves on S1,
and hence on Y 1.
3.1.2. The unitary setting. We now proceed similarly to define automorphic bundles
on special fibres of Shimura varieties for G
′
Σ. We assume F is sufficiently large as
before, and now let Y = YU ′(G′Σ)F and S = ỸU ′(G′Σ)F where U ′ (of level prime to
p) is sufficiently small that Lemma 2.2.1 holds and α−1 ∈ pOF for all α ∈ U
′
∩O
×
E.
Now let s ∶ A → S denote the pull-back of the universal abelian variety over
ỸU ′(G′Σ), let Ṽ = H1dR(A/S) and consider the exact sequence
0 → s∗Ω
1
A/S → Ṽ → R1s∗OA → 0
of vector bundles on S, of rank 4d, 8d and 4d respectively.
The left action of OD on A induces a right action on each of the bundles, making
them sheaves of right OD ⊗ OS-modules. Fix an isomorphism OB,p ≅ M2(OF,p).
Recall that OD,p = OE ⊗ OB,p, so we obtain an isomorphism OD,p ≅ M2(OE,p),
and hence
OD ⊗OS ≅M2(OE ⊗OS) = ⨁
τ∈ΘE
M2(OS).
We thus obtain corresponding decompositions Ṽ =⨁τ Ṽτ , s∗Ω
1
A/S =⨁τ ω̃τ and
R
1
s∗OA = ⨁τ υ̃τ , with each factor inheriting the structure of a sheaf of right
M2(OS)-modules. The assumption on ι implies that ω̃τ is locally free of rank 2sτ .
Since R
1
s∗OA ≅ Lie(A∨/S) asOE⊗OS-modules with α ∈ OE acting as Lie(ι(α)∨),
it follows from the hypotheses on λ that υ̃τ is locally free of rank 2sτc , and so Ṽτ is
locally free of rank 2sτ + 2sτc = 4. Let e0 denote the idempotent ( 1 00 0 ) ∈M2(OS),
and let Ṽ
0
τ = Ṽτe0, a rank two vector bundle on S since Ṽτ ≅ Ṽ
0
τ ⊕ Ṽ
0
τ . Similarly
22 FRED DIAMOND, PAYMAN KASSAEI, AND SHU SASAKI
if τ ∈ ΘE is such that τ∣F /∈ Σ, then sτ = sτc = 1, so we have the line bundles
ω̃
0
τ = ω̃τe0, υ̃
0
τ = υ̃τe0, and an exact sequence
0 → ω̃
0
τ → Ṽ
0
τ → υ̃
0
τ → 0.
We also define the line bundles δ̃τ = ∧
2
OS
Ṽ
0
τ for all τ ∈ ΘE, canonically isomorphic
to ω̃
0
τ ⊗OS υ̃
0
τ if τ∣F /∈ Σ.
We define descent data on Ṽ with respect to the covering S → Y similarly
to the case G = G∅. Under our assumptions on U
′
, the covering group is again
O
×
F,(p),+/(U ′ ∩ O×F )2. Now µ ∈ O×F,(p),+ acts via θµ(A, ι, λ, η, ǫ) = (A, ι, µλ, η, µǫ).
so θ
∗
µA is canonically OD-linearly isomorphic to A over S, yielding OS-linear iso-
morphisms θ
∗
µṼ
0
τ → Ṽ
0
τ for all τ . Again our assumptions imply this isomorphism is
the identity if µ ∈ (U ′ ∩ OF )2, so we obtain vector bundles V0τ on Y by descent,
and we let δτ = ∧
2
OY
V
0
τ . Similarly if τ∣F /∈ Σ, then we obtain line bundles ω0τ , υ0τ
on Y , an exact sequence
0 → ω
0
τ → V
0
τ → υ
0
τ → 0,
and an isomorphism δτ ≅ ω
0
τ ⊗OY υ
0
τ .
Suppose now that U
′
1, U
′
2 ⊂ G
′
Σ(Af ) are sufficiently small (in the sense above)
and of level prime to p, and g ∈ G
′
Σ(A(p)f ) is such that g−1U ′1g ⊂ U ′2. Letting
Y i = YU ′i(G′Σ)F, Si = ỸU ′i(G′Σ)F, etc as in the case of G∅, we have the morphism
ρ˜g ∶ S1 → S2 over ρg ∶ Y 1 → Y 2, and the quasi-isogeny πg induces isomorphisms
π
∗
g ∶ ρ˜
∗
g Ṽ
0
2,τ → Ṽ
0
1,τ descending to isomorphisms ρ
∗
gV
0
2,τ → V
0
1,τ . Similarly we obtain
isomorphisms ρ
∗
gω
0
2,τ → ω
0
1,τ , ρ
∗
gυ
0
2,τ → υ
0
1,τ if τ∣F /∈ Σ, and ρ∗gδ2,τ → δ1,τ for all
τ , all of which we denote π
∗
g . Finally if h ∈ G
′
Σ(A(p)f ) and U ′3 is as above with
h
−1
U
′
2h ⊂ U
′
3, then we have π
∗
gh = π
∗
g ◦ ρ
∗
g(π∗h).
3.1.3. The quaternionic setting. We now turn to the definition of the automorphic
bundles in the case of GΣ for arbitrary Σ (of even cardinality). Now we assume F =
Fp, and that U ⊂ GΣ(A(p)f ) is sufficiently small that we can choose VE sufficiently
small relative to U (see §2.3.1 so that U
′
= UVE ⊂ G
′
Σ(A(p)f ) is sufficiently small in
the sense of §3.1.2.
We decompose Θ = Θp =∐v∣pΘv, where θ ∈ Θv if and only if θ factors through
OF /v. For each prime v of F dividing p, we choose a prime v˜ of E dividing v, and
let
Θ̃ =∐
v∣p
ΘE,v˜ ⊂ ΘE,p = ΘE
(where τ ∈ ΘE,v˜ if and only if τ factors through OE/v˜). Note that Θ̃ maps
bijectively to Θ under τ ↦ τ∣F ; we do not assume Σ̃ ⊂ Θ̃. For each θ ∈ Θ, we let
θ˜ denote the extension of θ in Θ̃.
Let Y = YU(GΣ)F, and consider the inclusion i ∶ Y → Y ′ = YU ′(G′Σ)F obtained
from the one in Lemma 2.3.2. For each θ ∈ Θ, we define the rank two vector bundle
Vθ on Y to be i
∗
V
0
θ˜
. Similarly we define the line bundle δθ = i
∗
ω
0
θ˜
= ∧
2
OY
Vθ, and if
θ /∈ Σ, we have ωθ = i∗ω0θ˜ , υθ = i∗υ0θ˜ on Y , the exact sequence
0 → ωθ → Vθ → υθ → 0,
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and the isomorphism δθ ≅ ωθ ⊗OY υθ.
The vector bundles Vθ, ωθ and υθ are independent of the choice of VE . Moreover
if U1, U2 ⊂ GΣ(A(p)f ) are as above and g ∈ GΣ(A(p)f ) is such that g−1U1g ⊂ U2,
then we can choose VE as above for U1 and U2, let U
′
i = UiVE , Y i = YUi(GΣ)F,
etc. for i = 1, 2, and define the isomorphism π
∗
g ∶ ρ
∗
gVθ,2 → Vθ,1 to be the pull-back
via i1 ∶ Y 1 → Y
′
1 of the one so denoted on Y
′
1. We similarly define isomorphisms
ρ
∗
gωθ,2 → ωθ,1 and ρ
∗
gυθ,2 → υθ,1 for θ /∈ Σ, and ρ∗gδθ,2 → δθ,1 for all θ ∈ Θ. As
usual, it is straightforward to check that these are independent on the choice of VE ,
and that π
∗
gh = π
∗
g ◦ ρ
∗
g(π∗h) for h and U3 satisfying h−1U2h ⊂ U3.
Note that we have given two definitions of the bundles Vθ, δθ, ωθ and υθ on
Y = YU(GΣ)Fp for sufficiently small U in the case Σ = ∅, one by descent from
Ṽ = H
1
dR(A/S) where A is the universal abelian variety on S = ỸU(G)Fp , the
other by restriction and descent from Ṽ
′
= H
1
dR(A′/S ′) where A′ is the universal
abelian variety on S
′
= ỸU(G′∅)Fp . Writing i˜ ∶ S → S ′ for the base-change of the
morphism in (4), we see from its construction that we have a canonical OE ⊗OS-
linear isomorphism
i˜
∗(Ṽ ′e0) ≅ Ṽ ⊗OF OE ,
compatible with the actions of O
×
F,(p),+ on Ṽ and Ṽ ′e0 over its actions on S and S ′.
It follows that the two vector bundles on Y denoted Vθ are canonically isomorphic,
hence also for those denoted δθ, and we see similarly the same holds for ωθ and υθ.
Furthermore, the isomorphisms are compatible with those denoted π
∗
g .
Remark 3.1.1. Note that choices of the field E, set of places Σ̃ and isomorphisms
OB,p ≅ M2(OF,p) are implicit in our definition of the automorphic bundles on
YU(GΣ)Fp (for Σ ≠ ∅). We do not consider here the question of the bundles’
dependence on these choices or descent to a suitably defined reflex field.
3.2. Relations among vector bundles. In this section we recall certain canon-
ical relations among the automorphic bundles and cotangent bundles.
3.2.1. The Kodaira–Spencer isomorphism. We begin with the construction of the
Kodaira–Spencer isomorphism, adapted to our setting.
Let s ∶ A → S denote the universal abelian variety over S = ỸU ′(G′Σ)F, where
we assume F is sufficiently large and U
′
is sufficiently small and of level prime to p
as in §3.1.2. The smooth morphisms A→ S → SpecF yield the exact sequence
0→ s
∗
Ω
1
S/F → Ω1A/F → Ω1A/S → 0,
to which we apply R
•
s∗ to obtain the connecting morphism:
(6) s∗Ω
1
A/S⟶ R1s∗(s∗Ω1S/F) ≅ Ω1S/F ⊗OS R1s∗OA.
Furthermore the morphism is right OD ⊗OS-linear (where OD acts on the target
via its action on R
1
s∗OA). We may therefore apply idempotents to obtain an
OS-linear morphism
ω̃
0
τ ⟶ Ω
1
S/F ⊗OS υ̃0τ ,
and hence HomOS(υ̃0τ , ω̃0τ) → Ω1S/F, for each τ such that τ∣F /∈ Σ. By a standard
argument, the resulting morphism
(7) ⨁
θ∈Θ−Σ
HomOS(υ̃0θ˜ , ω̃0θ˜)⟶ Ω1S/Fp
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is an isomorphism. See in particular [Lan13, §2.1.7], where (6) is rewritten in such
a way that the argument in the proof of [TX16, Cor. 3.17] shows that (7) is an
isomorphism.
Furthermore the isomorphism is compatible with the action of O
×
F,(p),+, where
the action is defined on HomOS(υ̃0τ˜ , ω̃0τ˜) in §3.1.2, and on Ω1S/Fp via the canonical
isomorphism θ
∗
µΩ
1
S/Fp → Ω1S/Fp . This compatibility follows from the general fact
that if
A1
s1
⟶ S1
π ↓ ↓ ρ
A2
s2
⟶ S2
is a commutative diagram of smooth morphisms of smooth schemes over F with π
and ρ finite, then the resulting diagram
(8)
ρ
∗
s2,∗Ω
1
A2/S2 ⟶ ρ∗Ω1S2/F ⊗OS1 ρ∗R1s2,∗OA2
↓ ↓
s1,∗Ω
1
A1/S1 ⟶ Ω1S1/F ⊗OS1 R1s1,∗OA,1
commutes, where the top arrow is ρ
∗(s2,∗Ω1A2/S2 → Ω1S2/F ⊗OS2 R1s2,∗OS2) and
the vertical arrows are obtained from the natural maps π
∗
Ω
1
A2/S2 → Ω1A1/S1 and
ρ
∗
Ω
1
S2/F → Ω1S1/F by adjunction. Therefore (7) descends to an isomorphism
⨁
θ∈Θ−Σ
HomOY (υ0θ˜ , ω0θ˜) ∼⟶ Ω1Y /Fp
on Y = YU ′(G′Σ)F, called the Kodaira–Spencer isomorphism. 6
Suppose now that U ⊂ GΣ(A(p)f ) is sufficiently small and U ′ = UVE ⊂ G′Σ(A(p)f )
is chosen as in §3.1.3. Let Y = YU(GΣ)F where F = Fp, and consider the inclusion
i ∶ Y → Y
′
= YU ′(G′Σ)F. The Kodaira–Spencer isomorphism defined above on Y ′
then restricts via i to give the Kodaira–Spencer isomorphism
⨁
θ/∈Σ
HomOY (υθ, ωθ) ∼⟶ Ω1Y /F
on Y . Since δθ = ωθυθ, this can also be written as
⨁
θ/∈Σ
δ
−1
θ ω
2
θ
∼
⟶ Ω
1
Y /F,
and taking determinants yields7
⨂
θ/∈Σ
δ
−1
θ ω
2
θ
∼
⟶ KY /F,
6We actually have such an isomorphism on the integral model over a sufficiently large O
′
. Note
that (F× ∩K)2 acts trivially on HomO
S′
(υ̃0τ , ω̃0τ ) where υ̃0τ and ω̃0τ are defined as above, but on
S
′
= ỸU ′ (G′Σ)O′ , so it descends to a sheaf on YU ′(G′Σ)O′ , even though υ̃0τ and ω̃0τ˜ do not. Also note
that [TX16] use the analogue of ω̃τc instead of (υ̃0τ )−1; these are isomorphic, but the isomorphism
depends on the polarization, so does not descend to the Shimura varieties associated to G
′
Σ.
7We implicitly choose an ordering of factors when writing indexed tensor products; the resulting
canonical isomorphisms with wedge products are only compatible up to sign with the canonical
reordering isomorphisms on the tensor products, but we view the ordering as fixed.
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where KY /F is the dualizing sheaf. Finally, using the commutativity of (8), it is
straightforward to check that the above isomorphisms are independent of the choice
of VE and Hecke-equivariant in the usual sense, i.e., if U1 and U2 are sufficiently
small, and g ∈ GΣ(A(p)f ) is such that g−1U1g ⊂ U2, then the diagram
⨂
θ/∈Σ
ρ
∗
g (δ−1θ,2ω2θ,2) ∼⟶ ρ∗gKY 2/F
↓ ↓
⨂
θ/∈Σ
δ
−1
θ,1ω
2
θ,1
∼
⟶ KY 1/F
commutes, where Y i = YUi(GΣ)F, etc., the left vertical arrow is the tensor product
of the maps π
∗
g defined in §3.1.3, and the right vertical arrow is the canonical map.
3.2.2. Frobenius relations. Let s ∶ A→ S denote the universal abelian variety over
S = ỸU ′(G′Σ)F as above, and consider the relative Frobenius and Verschiebung
morphisms:
Frob ∶ A→ A
(p)
and Ver ∶ A
(p)
→ A
over S, where A
(p)
denotes the pull-back of A along the absolute Frobenius on S.
We then have the canonical exact sequences
0 → H → H
1
dR(A/S) → I → 0 and 0 → I → H1dR(A(p)/S)→ H → 0
of vector bundles on S, where
H = ker(H1dR(A/S) Ver∗⟶ H1dR(A(p)/S) and I = ker(H1dR(A(p)/S) Frob∗⟶ H1dR(A/S)).
Moreover the above morphisms are OD ⊗OS-linear, so we can apply idempotents
to obtain exact sequences
0→ H
0
τ → H
1
dR(A/S)0τ → I0τ → 0 and 0 → I0τ → H1dR(A(p)/S)0τ → H0τ → 0
for all τ ∈ ΘE.
Note thatH
1
dR(A(p)/S)0τ is canonically isomorphic to (H1dR(A/S)0φ−1◦τ )(p) (where
⋅
(p)
again denotes pull-back by the absolute Frobenius on S), so that I
0
τ is dual to(Lie(A/S)0φ−1◦τ)(p). It follows that I0τ (resp. H0τ ) has rank sφ−1◦τ (resp. 2− sφ−1τ ).
In particular if φ
−1
◦ τ∣F ∈ Σ, then we obtain an isomorphism
H
1
dR(A/S)0τ ≅ H1dR(A(p)/S)0τ
induced by either Frob
∗
or Ver
∗
according to whether or not φ
−1
◦ τ ∈ Σ̃. On the
other hand if φ
−1
◦ τ∣F /∈ Σ, then we still have
∧
2
OS
H
1
dR(A/S)0τ ≅ H0τ ⊗OS I0τ ≅ ∧2OSH1dR(A(p)/S)0τ ,
so we have
δ̃τ = ∧
2
OS
H
1
dR(A/S)0τ ≅ (∧2OSH1dR(A/S)0φ−1◦τ)⊗p = δ̃⊗pφ−1◦τ
for all τ ∈ ΘE. Furthermore the isomorphism is compatible with the action of
O
×
F,(p),+, so it descends to an isomorphism δτ ≅ δ⊗pφ−1◦τ on YU ′(G′Σ)F, which in turn
restricts to give an isomorphism δθ ≅ δ
⊗p
φ−1◦θ
on YU(GΣ)Fp for all θ ∈ Θ and suffi-
ciently small U (choosing suitable U
′
= UVE). Finally, it is straightforward to check
that the isomorphism is independent of the choice of VE and Hecke equivariant in
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the sense that it is compatible with the maps π
∗
g (for g ∈ GΣ(A(p)f ) and sufficiently
small U1 and U2 such that g
−1
U1g ⊂ U2).
4. Iwahori level structures
4.1. The Hilbert modular setting. In this section we recall Pappas’ definition
of integral models of Hilbert modular varieties of level U0(p) and level U1(p), where
U is a sufficiently small open compact subgroup of G(Af ) = GL2(AF,f ) of level
prime to p, and
U1(p) = {g ∈ U ∣ gp ≡ ( ∗ ∗0 1 ) mod pOF,p} ⊂ U0(p) = {g ∈ U ∣ gp ≡ ( ∗ ∗0 ∗ ) mod pOF,p}.
Thus writing U = U
p
Up with Up = GL2(OF,p), we have U0(p) = UpU0,p and
U1(p) = UpU1,p where U0,p is an Iwahori subgroup of Up and U0(p)/U1(p) ≅
U0,p/U1,p ≅ (OF /p)×.
4.1.1. Level U0(p). For U0(p), we consider the functor which associates to a Z(p)-
scheme S the set of isomorphism classes of triples (A1, A2, f), where
• Aj = (Aj , ιj , λj , ηj) for j = 1, 2 represent S-points of ỸU(G), and
• f ∶ A1 → A2 is an isogeny of degree p
d
such that f ◦ ι1(α) = ι2(α) ◦ f for
all α ∈ OF , pλ1 = f
∨
◦ λ2 ◦ f , η2 = f ◦ η1 (as U
p
-orbits for each si), and
H = ker f decomposes as ∏v∣pHv where Hv ⊂ A1[v] has rank p[Fv∶Qp] for
each prime v of OF dividing p.
The results of [Pap95] (see in particular Theorem 2.2.2) show that this functor is
representable by a flat local complete intersection over Z(p) of constant relative di-
mension d = [F ∶ Q]. Moreover, letting ỸU0(p)(G) denote the representing scheme,
the forgetful morphism ỸU0(p)(G) → ỸU(G) sending (A1, A2, f) to A1 is projective.
By the proof of Lemma 2.1.2 of [GK12], the scheme ỸU0(p)(G) also represents
the functor sending a Z(p)-scheme S the set of isomorphism classes of pairs (A,H),
where
• A = (A, ι, λ, η) represents an S-point of ỸU(G), and
• H is a finite flat (OF /p)-submodule scheme of A[p] over S which is totally
isotropic in the sense that the λ-Weil pairing A[p] ∼→ A∨[p] = (A[p])∨
induces an isomorphism
H
∼
⟶ ker((A[p])∨ → H∨)
(where we use ⋅
∨
to denote Cartier duals as well as dual abelian varieties). The
natural isomorphism between the functors is defined by sending (A1, A2, f) to(A1, ker f), and we use the two descriptions of ỸU0(p)(G) interchangeably.
The group O
×
F,(p),+ acts on ỸU0(p)(G) via its action on the quasi-polarization
λ; as usual the action factors through a free action of O
×
F,(p),+/(U ∩ F×)2 (note
that U ∩ F
×
= U0(p) ∩ F×), and we denote the quotient scheme by YU0(p)(G). It
follows that YU0(p)(G) is also a flat local complete intersection of relative dimension
d over Z(p) and the morphism YU0(p)(G) → YU(G) is projective, so YU0(p)(G) is
quasi-projective over Z(p).
For open compact subgroups U , V ⊂ G(Af ) as above, and g ∈ G(A(p)f ) such that
g
−1
Ug ⊂ V , the usual construction affords a finite e´tale morphism ρ˜g ∶ ỸU0(p)(G) →
ỸV0(p)(G) descending to ρg ∶ YU0(p)(G) → YV0(p)(G), and satisfying ρ˜h ◦ ρ˜g = ρ˜gh
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and hence ρh ◦ ρg = ρgh for h ∈ G(A(p)f ) and sufficiently small W containing
h
−1
V h. Moreover the schemes YU0(p)(G) and morphisms ρg are integral models
for the corresponding morphisms and varieties of canonical models over Q of level
U0(p).
4.1.2. Level U1(p) and Raynaud group schemes. For U1(p), we consider the func-
tor which associates to an Z(p)-scheme S the set of isomorphism classes of triples(A,H, P ) where A and H are as above and
• P ∈ H(S) is an (OF /p)-generator of H in the sense of Drinfeld–Katz–
Mazur [KM85, 1.10].
The functor is represented by a Z(p)-scheme which we denote ỸU1(p)(G), and the
forgetful morphism ỸU1(p)(G) → ỸU0(p)(G) is finite flat ([Pap95, Thm. 2.3.3]).
Following [Pap95], the scheme ỸU1(p)(G) can be described explicitly in terms of
the universal H over ỸU0(p)(G). We first recall the classification of certain finite
flat group schemes considered by Raynaud in [Ray74]. Suppose that L is a number
field containing the (q−1)-roots of unity, where q−1 is a divisible by the exponent
of (OF /p)×, let O be the localization of OL at the prime over p determined by our
choice of embeddings of Q, and let S be a scheme over O. We say that a finite flat(OF /p)-module schemeH over S is Raynaud if condition (⋆⋆) of [Ray74] is satisfied
by the (OF /v)-vector space scheme H[v] for each v∣p. By [Ray74, Thm. 1.4.1],
to give a Raynaud (OF /p)-module scheme H is equivalent to giving invertible OS-
modules Lθ for each θ ∈ Θ and morphisms sθ ∶ L
p
θ → Lφ◦θ, tθ ∶ Lφ◦θ → L
p
θ such
that sθ ◦ tθ = wv for all v∣p and θ ∈ Θv, where wv is a certain fixed element of pO×.
The (OF /p)-module scheme corresponding to this data is given by
H = Spec((SymOSL)/I),
where L = ⨁θ∈Θ Lθ, α ∈ OF acts on Lθ as the Teichmuller lift of θ(α), and I
is the sheaf of ideals generated by the OS-submodules (sθ − 1)Lpθ for θ ∈ Θ. The
comultiplicationOH → OH⊗OSOH defining the group law onH is given via duality
by the scheme structure on the Cartier dual H
∨
, which is identified with
Spec((SymOSM)/J ),
where M = HomOS(L,OS) =⨁θ∈ΘE L−1θ and J is generated by (tθ − 1)L−pθ for
θ ∈ Θ. We write RH for the direct image of OH under the structure morphism
H → S, so that RH is the sheaf of OS-algebras (SymOSL)/I, identified as OS-
modules with
⨁(⨂
θ∈Θ
L
mθ
θ ) ,
where the direct sum is over (mθ)θ∈Θ with 0 ≤ mθ ≤ p − 1 for all θ, and similarly
let
RH∨ = (SymOSM)/J =⨁ (⨂
θ∈Θ
L
−mθ
θ )
denote the direct image of OH∨ .
For later reference, we record a general result which we will use to filter Raynaud(OF /p)-module schemes in characteristic p.
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Lemma 4.1.1. Suppose that pOS = 0 and I ⊂ Θ has the property that tθ = 0 for
all θ ∈ I and sθ = 0 for all θ /∈ I. Let AI denote the sheaf of RH-ideals generated
by the Lθ for θ /∈ I, and let CI denote the closed subscheme of H defined by AI .
Then the scheme CI is a finite flat (OF /p)-submodule scheme of H of rank p∣I∣
over S, and Lie(C∨I /S) =⨁θ∈I Lθ as an OF ⊗OS-module.
Proof. Since sθ = 0 for θ /∈ I, it follows that AI is the direct sum of the invertible
OS-submodules⨂θ∈Θ L
mθ
θ of RH for which mθ > 0 for some θ /∈ I. In particular
RH/AI is locally free over OS of rank p∣I∣, and is stable under the action of OF .
The assertion that CI is a subgroup scheme amounts to the claim that the
morphism CI ×S CI → H defined by the group law on H factors through CI :
RH
//

RH ⊗OS RH

RH/AI //❴❴❴ (RH/AI)⊗OS (RH/AI).
Applying HomOS(⋅,OS) to the diagram of morphisms of flat OS-modules renders
the factorization equivalent to that of
A
⊥
I ⊗OS A
⊥
I
//❴❴❴❴
 _

A
⊥
I _

RH∨ ⊗OS RH∨
// RH∨ ,
where the bottom arrow is multiplication and A
⊥
I is the kernel of the morphism
RH∨ = HomOS(RH ,OS)→ HomOS(AI ,OS).
We must therefore prove that A
⊥
I is a subalgebra of RH∨ , but
A
⊥
I =⨁(⨂
θ∈I
L
−mθ
θ ) ,
where the direct sum is over (mθ)θ∈I with 0 ≤ mθ ≤ p − 1 for all θ ∈ I, so this
is immediate from the vanishing of the tθ for θ ∈ I. Furthermore since C
∨
I =
Spec(A⊥I ) and the augmentation ideal sheaf of A⊥I is generated by the L−1θ for
θ ∈ I, the assertion about Lie(C∨I /S) is also immediate from this vanishing. □
We now return to the discussion of integral models of Hilbert modular varieties
of Iwahori level, and let S = ỸU0(p)(G)O where O is as above. As in [Pap95,
Lemma 4.2.2], the universal (OF /p)-module scheme H over S is Raynaud. Fur-
thermore, the argument of [Pap95, 5.1] shows that ỸU1(p)(G)O can be identified
with the closed subscheme of H defined by the sheaf of ideals generated by the(sv − 1) (⨂θ∈Θv L(p−1)θ ) for v∣p, where sv = ⨂θ∈Θv sθ is viewed as a morphism
L
(p−1)
θ → OS .
The action of the group O
×
F,(p),+ on ỸU1(p)(G) via multiplication on λ now factors
through a free action of O
×
F,(p),+/(U1(p)∩F×)2, and we denote the quotient scheme
by YU1(p)(G); thus YU1(p)(G) is finite flat over YU0(p)(G), so it is flat, Cohen–
Macaulay and quasi-projective of relative dimension d over Z(p)
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Under the additional assumption that U is p-neat, i.e. α − 1 ∈ pOF for all
α ∈ U ∩ F
×
as in §3.1.1 (or equivalently U1(p) ∩ F× = U ∩ F×), the canonical
isomorphism θ
∗
µA ≅ A over Ỹ0(p)(G)O is the identity on H for all µ ∈ (U ∩ F×)2,
so H descends to a finite flat group scheme on YU0(p)(G)O, which we also denote by
H . It is also Raynaud in the above sense; in fact the line bundles Lθ and sections sθ,
tθ all descend to yield the same descriptions of H , H
∨
and YU1(p)(G)O as spectra of
finite flat OS-algebras over S = YU0(p)(G)O. We remark also that under the same
hypothesis on U , the natural free action of (OF /pOF )× on ỸU1(p)(G) defined by
c ⋅ (A,H, P ) = (A,H, c ⋅P ) (for which ỸU0(p)(G) is the quotient) descends to a free
action of (OF /pOF )× on YU1(p)(G) (with YU0(p)(G) as quotient).
As usual, for sufficiently small U , V of level prime to p and g ∈ G(A(p)f ) such
that g
−1
Ug ⊂ V , we obtain a finite e´tale morphism ρ˜g ∶ ỸU1(p)(G) → ỸV1(p)(G),
descending to ρg ∶ YU1(p)(G) → YV1(p)(G) and satisfying ρ˜h ◦ ρ˜g = ρ˜gh and ρh ◦ρg =
ρgh for suitable h and W . Furthermore the schemes YU1(p)(G) and morphisms
ρg are integral models for the corresponding morphisms and varieties of canonical
models over Q of level U1(p).
Finally, writing (AU , HU) (resp. (AV , HV )) for the universal data over ỸU0(p)(G)O
(resp. ỸV0(p)(G)O) and LU,θ (resp. LV,θ) for the associated Raynaud bundles, note
that the canonical quasi-isogeny πg from AU to ρ˜
∗
gAV induces an isomorphism
HU → ρ˜
∗
gHV and hence, by the functoriality of Raynaud’s construction, isomor-
phisms π
∗
g ∶ ρ˜
∗
gLV,θ → LU,θ satisfying the usual compatibility π
∗
gh = π
∗
g ◦ ρ˜
∗
g(π∗h).
Moreover if V (and hence U) satisfies the additional assumption that α−1 ∈ pOF for
all α ∈ V ∩F
×
, then the isomorphismHU → ρ˜
∗
gHV descends to one over YU0(p)(G)O,
as do the isomorphisms π
∗
g of Raynaud bundles, now satisfying π
∗
gh = π
∗
g ◦ ρ
∗
g(π∗h).
4.2. The unitary setting. We now define integral models for unitary Shimura
varieties of Iwahori level proceeding similarly to the Hilbert case. We shall only
need this for the analogue of U0(p), and only in the case of Σ = ∅.
4.2.1. The moduli problem. Let G
′
= G
′
∅, suppose as usual that U
′
is a sufficiently
small open compact subgroup of G
′(Af ) of level prime to p, and define
U
′
0(p) = {g ∈ U ′ ∣ gp ≡ ( ∗ ∗0 ∗ ) mod pOE,p}.
Here G
′(Qp) is viewed as the subgroup GL2(Fp)E×p of GL2(Ep), so if U ′ = (U ′)pU ′p,
then U
′
0(p) = (U ′)pU ′0,p where U ′0,p is the image of U0,p ×O×E,p in GL2(Ep).
Now consider the functor which associates to a Z(p)-scheme S the set of isomor-
phism classes of triples (A1, A2, f), where
• Aj = (Aj , ιj , λj , ηj , ǫj) for j = 1, 2 represent S-points of ỸU ′(G′), and
• f ∶ A1 → A2 is an isogeny of degree p
4d
such that f ◦ ι1(α) = ι2(α) ◦ f for
all α ∈ OD, pλ1 = f
∨
◦ λ2 ◦ f , η2 = f ◦ η1 (as (U ′)p-orbits for each si),
ǫ2 = pǫ1 and H = ker f decomposes as ∏w∣pHw where Hw ⊂ A1[w] has
rank p
2[Ew∶Qp] for each prime w of OE dividing p.
Again standard arguments show that the functor is representable by a scheme,
which we denote by ỸU ′
0
(p)(G′), and the forgetful morphism to ỸU ′(G′) sending(A1, A2, f) to A1 is projective.
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4.2.2. Dieudonne´ theory over Fp. We shall need to relate ỸU0(p)(G) and ỸU ′0(p)(G′),
but first we recall some general facts from Dieudonne´ theory.8 If A is an abelian
variety over Fp of dimension g, then the (contravariant) Dieudonne´ module D =
D(A[p∞]) is a free W -module of rank 2g equipped with φ-semilinear endomor-
phism Φ, induced by the absolute Frobenius on A, such that pD ⊂ Φ(D). Further-
more there is a canonical (i.e., functorial in A) isomorphism D/pD = D(A[p]) ≅
H
1
dR(A/Fp) identifying V D/pD with H0(A,Ω1A/Fp), where V is the φ−1-semilinear
endomorphism of D defined by Φ
−1
p. Letting D
∨
= D(A∨[p∞]), we also have a
canonical isomorphism HomW (D,W ) ≅ D∨ under which Φ and V are semilinear
dual, and the induced perfect pairing D × D
∨
→ W is anti-symmetric under the
canonical isomorphism A ≅ (A∨)∨.
Recall also that the functor D defines a contravariant equivalence of categories
between finite (commutative) group schemes over Fp killed by p and Fp-vector
spaces equipped with a φ-semilinear endomorphism Φ and φ
−1
-semilinear endo-
morphism V such that ΦV = V Φ = 0. For any such group scheme H , we have
rank(H) = pdimFp (D(H)). Furthermore D is compatible with formation of Cartier
duals in the obvious sense, and there are canonical isomorphisms
D(H)/ΦD(H) ≅ HomFp(Lie(H)(p),Fp) and ker(D(H) V⟶ D(H)) ≅ Lie(H∨)(p).
Applying D to the canonical isomorphism A
∨[p] ≅ (A[p])∨ gives the reduction
mod p of the isomorphism D
∨
≅ HomW (D,W ) recalled above. In particular, if
λ ∶ A → A
∨
is a polarization of A, then the λ-Weil pairing A[p] → (A[p])∨
corresponds under D to the morphism HomFp(D/pD,Fp) → D/pD obtained as
the reduction mod p of the composite
HomW (D,W ) ∼⟶ D∨⟶ D.
Thus if λ ∈ Hom(A,A∨) ⊗ Z(p) is a prime-to-p quasi-polarization, then the λ-
Weil pairing on A[p∞] induces an isomorphism HomW (D,W ) ≅ D corresponding
to an alternating perfect pairing on D, and whose reduction mod p defines the
isomorphism HomFp(D/pD,Fp) ≅ D/pD.
4.2.3. Relation between Hilbert and unitary settings. Recall from §2.3.4 that for
open compact U ⊂ G(Af ) and U ′ ⊂ G′(Af ) containing the image of U , we defined
a morphism i˜ ∶ ỸU(G) → ỸU ′(G′) sending A to A′ = A⊗OF O2E . Furthermore under
the hypotheses of Lemma 2.3.1, the morphism i˜ induces an isomorphism
ỸU(G)⟶ ỸU ′(G′)×C ′ C
identifying ỸU(G) with a union of connected components of ỸU ′(G′), where C
(resp. C
′
) is the finite set Cdet(U) (resp. Cν ′(U ′)) viewed as a scheme over Z(p). The
construction of i˜ clearly extends to define a morphism ỸU0(p)(G) → ỸU ′0(p)(G′),
which in turn induces a morphism
ỸU0(p)(G)⟶ ỸU ′0(p)(G′) ×C ′ C
8We follow the conventions of [Oda69], which differ from those of [Fon77] by a Frobenius twist.
More precisely, our D(G) is the D(G) of [BBM82, (4.2.8.1)], which is canonically isomorphic to
M(G) =M(G)⊗W,φW where M (resp. M) is the functor defined in [Oda69] (resp. [Fon77]); see
[BBM82, Thm. 4.2.14]. Here however we use the semilinear versions of Φ and V .
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where the maps ỸU0(p)(G) → C and ỸU ′0(p)(G) → C ′ are defining by composing
with the forgetful morphisms.
Lemma 4.2.1. Under the hypotheses of Lemma 2.3.1, the morphism
ỸU0(p)(G)⟶ ỸU ′0(p)(G′) ×C ′ C
is an isomorphism.
Proof. First note that since ỸU0(p)(G) → ỸU(G) → ỸU ′(G′) is projective, so is
ỸU0(p)(G) → ỸU ′0(p)(G). Furthermore since ỸU(G) → ỸU ′(G) is injective on S-
points for all S, it follows from the definitions of the corresponding functors that
so is ỸU0(p)(G) → ỸU ′0(p)(G). Being projective and quasi-finite, it must be finite, so
in fact a closed immersion, and hence so is the morphism of the lemma. To prove
it is an isomorphism, it therefore suffices to construct a section S → ỸU0(p)(G) for
each connected component S of ỸU ′0(p)(G′) ×C ′ C.
Let S be such a connected component, and let (A′1, A′2, f ′) be the universal
triple over S. By assumption, the S-point of ỸU ′(G′) defined by A′1 factors through
i˜, meaning that A
′
1 is defined by A1 ⊗OF O
2
E (with its additional structure) for
some S-point A1 of ỸU(G). Since ỸU ′0(p)(G′) is locally of finite type over Z(p), we
may choose a geometric point s ∶ Spec k → S such that either k = Fp or k has
characteristic zero.
Writing Bj for e0A
′
j where e0 = ( 1 00 0 ) ∈ OD = M2(OE) and identifying A′j =
Bj ⊗OE O
2
E for j = 1, 2, the isogeny f
′
induces an isogeny g ∶ B1 → B2 such that
f
′
= g ⊗OE O
2
E . Similarly since e
∗
0 = e0, we have prime-to-p quasi-polarizations
µj on the Bj such that pµ1 = g
∨
◦ µ2 ◦ g. Moreover the quasi-polarization µ1 on
B1 = A1 ⊗OF OE is induced by λ1 and the OF -linear pairing on OE defined by(α, β) ↦ trE/F (αβ).
Let H
′
= ker(f ′s). We claim that H ′ = H ⊗OF O2E for some totally isotropic
subgroup H ⊂ A1,s[p]. First note that H ′ = I ⊗OE O2E where I = e0H ′ = ker gs is
a finite (OE/pOE)-submodule scheme of
B1,s[p] = (A1,s ⊗OF OE)[p] =∏
w∣p
(A1,s ⊗OF OE)[w] =∏
w∣p
B1,s[w],
the products being over primes w ofOE dividing p. Furthermore we may decompose
I = ∏w∣p Iw where each Iw is an (OE/w)-subspace scheme of B1,s[w] of rank
p
[Ew∶Qp]. Note that for each prime w of OF , the isomorphism OF /v ≅ OE/w
induces an isomorphism A1,s[v] ≅ B1,s[w], where v is the prime of OF dividing
w, and we define Hw to be the subgroup of A1,s[v] corresponding to Iw. We will
prove that Hw is isotropic and coincides with Hwc for each w, from which the claim
follows with H =∏vHṽ.
Suppose first that k = Fp and consider the Dieudonne´ modulesD = D(A1,s[p∞])
and Dj = D(Bj,s[p∞]) for j = 1, 2. Thus D is an OF ⊗ W -module, hence de-
composes as ⊕θ∈ΘDθ, with Φ restricting to define φ-semilinear homomorphisms
Dθ → Dφ◦θ. Similarly D1 and D2 are OE ⊗ W -module, hence decompose as
⊕τ∈ΘEDj,τ , with Φ restricting φ-semilinear homomorphisms Dj,τ → Dj,φ◦τ . Fur-
thermore each Dθ and Dj,τ is free of rank two overW , and we may identify D1 with
D ⊗OF OE , giving canonical isomorphisms D1,τ ≅ Dθ for each τ ∈ ΘE restricting
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to θ ∈ Θ. Note also that since Lie(Bj)τ is one-dimensional for each τ ∈ ΘE , the
successive quotients in the filtrations
pDj,φ◦τ ⊂ Φ(Dj,τ) ⊂ Dj,φ◦τ
are all one-dimensional.
Now consider the inclusion g
∗
∶ D2 → D1 induced by the isogeny g; it is OE⊗W -
linear, compatible with Φ, and has cokernel isomorphic to D(I). Note in particular
that we have the inclusions
pD1,τ ⊂ g
∗(D2,τ ) ⊂ D1,τ
for each τ ∈ ΘE , and since Iw has rank p
[Ew∶Qp], it follows that
∑
τ∈ΘE,w
dimFp D1,τ/g∗(D2,τ) = dimFp D(Iw) = [Ew ∶ Qp].
Since g
∗(Φ(D2,τ )) = Φ(g∗(D2,τ)) for each τ , we have
dimFp(D1,φ◦τ/Φ(D1,τ)) + dimFp(D1,τ/g∗(D2,τ ))
= dimFp(D1,φ◦τ/Φ(D1,τ )) + dimFp(ΦD1,τ/Φ(g∗(D2,τ )))
= dimFp(D1,φ◦τ/g∗(D2,φ◦τ)) + dimFp(g∗D2,φ◦τ/g∗(Φ(D2,τ )))
= dimFp(D1,φ◦τ/g∗(D2,φ◦τ)) + dimFp(D2,φ◦τ/Φ(D2,τ)).
Since dimFp(Dj,φ◦τ/Φ(Dj,τ)) = 1 for j = 1, 2, it follows that dimFp D1,τ/g∗(D2,τ) =
1 for all τ . We have now shown that the (OE/w)-vector space scheme Iw has the
property that D(Iw) is free of rank one over (OE/w) ⊗ Fp, and hence D(Hw) is
free of rank one over (OF /v)⊗Fp. Since the pairing on D/pD = D(A1[p]) induced
by the λ1-Weil pairing is alternating and (OF /pOF )-bilinear, it follows that the
composite
D(H∨w) = HomFp(D(Hw),Fp) ↪ HomFp(D(A1,s[w]),Fp) ∼⟶ D(A1,s[w])↠ D(Hw)
is trivial, and hence that Hw is isotropic.
We must now show that Hw = Hwc , or equivalently that Iwc = (1 ⊗ c)Iw . We
will do this by proving that each of Iwc and (1⊗ c)Iw is the kernel of
B1,s[wc] → (B1,s[w])∨ → I∨w ,
where the first morphism induced by the µ1-Weil pairing on B1. Since the Rosati
involution associated to µ1 restricts to c on the image of OE in End(B1,s), the map
B1,s[wc]→ (B1,s[w])∨ is in fact an isomorphism, so comparing ranks, we see that
it suffices to prove that each of Iwc and (1⊗c)Iw is orthogonal to Iw. For (1⊗c)Iw,
this is immediate from the isotropy of Hw and the commutativity of the diagram
A1[v] ∼⟶ A∨1 [v]
≀ ↓ ≀ ↓
B1[wc] ∼⟶ B∨1 [w]
implied by the relation between and λ1 and µ1. For Iwc , this follows from the
isotropy of I under the µ1-Weil pairing, which is equivalent to the vanishing of the
map D(I∨) → D(I) induced by µ1. To see this vanishing, note that the image of
D(I∨) in
D((B1,s[p])∨) = HomFp(D1/pD1,Fp) = HomW (D1,W )⊗W Fp
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is the image of L = {ψ ∈ HomW (D1,W ) ∣ψ(g∗(D2)) ⊂ pW }. If ψ ∈ L, then
ψ ◦ g
∗
= pξ for some ξ ∈ HomW (D2,W ), and the relation pµ1 = g∨ ◦ µ2 ◦ g implies
that µ
∗
1(ψ) = g∗µ∗2(ξ) is in the image of g∗, hence has trivial image in D(I).
This completes the proof of the claim in the case k = Fp. We omit the proof in
the case k has characteristic zero, which is similar, but simpler, since one can argue
using p-adic Tate modules instead of Dieudonne´ modules.
We have now shown that ker f
′
s = H ⊗OF O
2
E for some totally isotropic H ⊂
A1,s[p]. Letting π ∶ A1,s → A2,s ∶= A1,s/H denote the natural projection, we may
endow A2,s with additional structure making (A1,s, A2,s, π) a k-point of ỸU0(p)(G).
Furthermore we obtain an isomorphism A2,s ⊗OF O
2
E ≅ A
′
2,s whose compatibility
with f
′
s and π⊗1 implies that A
′
2,s
corresponds to the image under i˜ of the k-point
of ỸU(G) defined by A2,s.
Since S is connected, it follows that the S-point of ỸU ′(G′) defined by A′2 factors
through i˜, and hence that A
′
2 is isomorphic to A2 ⊗OF O
2
E with its additional
structure for some A2 corresponding to an S-point of ỸU(G). Moreover the fibre
of A
2
at s is isomorphic to the abelian variety with additional structure already
denoted A2,s, and f
′
s = π ⊗ 1 for some OF -linear isogeny π ∶ A1,s → A2,s.
We will now show that f
′
= f ⊗ 1 for some OF -linear isogeny f ∶ A1 → A2. To
that end, we first observe that the natural maps
HomOF (A1, A2)⊗OF OE → HomOE(A1 ⊗OF OE , A2 ⊗OF OE) → HomOD(A′1, A′2)
are isomorphisms (the first follows for example from the fact that it has torsion-
free cokernel and becomes an isomorphism after tensoring with Q,and the second
is clear). Next note that the image of the map
HomOF (A1, A2)→ HomOF (A1, A2)⊗OF OE
defined by f ↦ f ⊗ 1 is precisely the set of elements fixed by the automorphism
1 ⊗ c. Moreover the same holds after replacing the Aj by their fibres Aj,s. Since
the natural map
HomOF (A1, A2)→ HomOF (A1,s, A2,s)
is injective and f
′
s = π⊗1 for some π ∈ HomOF (A1,s, A2,s), it follows that f ′ = f⊗1
for some f ∈ HomOF (A1, A2).
Finally, the compatibility of f
′
with the additional structure on A
′
1 andA
′
2 implies
that of f with the additional structure on A1 and A2. Therefore (A1, A2, f) defines
an S-point of ỸU0(p)(G) whose composite with i˜ is the inclusion of S in ỸU ′0(p)(G′).
□
4.2.4. Descent, Hecke action, and Raynaud bundles. We now return to the setting
of arbitrary sufficiently small U
′
of level prime to p (not necessarily satisfying the
hypotheses of Lemma 2.3.1). As in §4.1.1, we have a natural action of O
×
F,(p),+
on ỸU ′0(p)(G′), now factoring through a free action of O×F,(p),+/NmE/F (U ′ ∩ E×),
and we denote the quotient scheme by YU ′0(p)(G′). Thus YU ′0(p)(G′) → YU ′(G′) is
projective, and YU ′0(p)(G′) is quasi-projective over Z(p). As usual, for open compact
subgroups U
′
, V
′
⊂ G
′(Af ) as above, and g ∈ G′(A(p)f ) such that g−1U ′g ⊂ V ′,
we obtain a finite e´tale morphism ρ˜g ∶ ỸU ′0(p)(G′) → ỸV ′0(p)(G′) descending to
ρg ∶ YU ′0(p)(G′) → YV ′0(p)(G′). These satisfy ρ˜h ◦ ρ˜g = ρ˜gh and hence ρh ◦ ρg = ρgh
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for h ∈ G
′(A(p)f ) and sufficiently small W ′ containing h−1V ′h, and the schemes
YU ′0(p)(G′) and morphisms ρg are integral models for the corresponding morphisms
and varieties of canonical models over Q of level U
′
0(p).
As in §4.1.2, let O be the localization of OL at the distinguished prime over p
for a sufficiently large L.
Proposition 4.2.2. Let S
′
= ỸU ′0(p)(G′)O, let H ′ denote the kernel of the universal
isogeny A
′
1 → A
′
2 on S
′
, and let I = e0H
′
. Then
(1) the OE/pOE-module scheme I is Raynaud;
(2) H
′
is totally isotropic with the respect to the λ
′
1-Weil pairing on A
′
1;
(3) for any s ∶ Spec(Fp) → S ′, the Dieudonne´ module D(Is) (resp. D(H ′s)) is
free of rank one (resp. two) over OE ⊗ Fp.
Proof. (1) Suppose first that we are in the setting of Lemma 2.3.1, so that U
′
=
UVE for sufficiently small U and VE , and let H be the kernel of the universal isogeny
on ỸU0(p)(G)O . Since i˜∗I = H ⊗OF OE , it follows from Lemma 4.2.1 that the
restriction of I to S
′
×C ′ C is Raynaud. Furthermore, for any connected component
S of S
′
, we may choose h ∈ (A(p)E,f )× so that ρ̃h sends S to S ′ ×C ′ C, and since
the canonical quasi-isogeny πh from A
′
1 → ρ̃
∗
hA
′
1 induces an isomorphism I → ρ̃
∗
hI,
it follows that I is Raynaud on S. Therefore I is Raynaud on S
′
. Returning to
the setting of arbitrary U
′
, note that we may choose sufficiently small U and VE
as above so that V
′
= UVE is contained in U
′
. Considering the natural projection
ρ̃1 ∶ ỸV ′
0
(p)(G′)O → S ′, we see that since ρ̃∗1I is Raynaud, so is I.
Parts (2) and (3) may be similarly deduced from the corresponding properties of
H and I on S
′
×C ′ C in the setting of Lemma 4.2.1 (or indeed shown more directly
using arguments in its proof). □
From the OE/pOE-module scheme I and embeddings τ ∈ ΘE, we obtain as in
§4.1.2 the Raynaud line bundles Lτ on S
′
, together with morphisms sτ ∶ L
p
τ → Lφ◦τ ,
tτ ∶ Lφ◦τ → L
p
τ such that sτ ◦ tτ ∈ pO
×
. For sufficiently small U
′
and V
′
, and
g ∈ G
′(A(p)f ) such that g−1U ′g ⊂ V ′, the canonical quasi-isogeny πg from A′1,U ′ to
ρ˜
∗
gA
′
1,V ′ induces isomorphisms IU ′ → ρ˜
∗
gIV ′ on ỸU ′0(p)(G′), hence isomorphisms π∗g ∶
ρ˜
∗
gLV ′,θ → LU ′,θ satisfying the usual compatibility π
∗
gh = π
∗
g ◦ ρ˜
∗
g(π∗h). Furthermore
under the additional assumption that α−1 ∈ pOE for all α ∈ U
′
∩E
×
, the OE/pOE-
module scheme I, line bundles Lτ and morphisms sτ , tτ all descend to objects,
which we denote by the same symbol, on the quotient YU ′0(p)(G′)O. If V ′ also
satisfies this condition, then π
∗
g descends to an isomorphism ρ
∗
gLV ′,θ → LU ′,θ, and
these satisfy π
∗
gh = π
∗
g ◦ ρ
∗
g(π∗h).
Finally we note that for sufficiently small U ⊂ G(Af ) and U ′ ⊂ G′(Af ) such that
U
′
contains the image of U , the identification i˜
∗
I = H⊗OF OE allows us to identify
i˜
∗
Lτ with Lθ, where θ = τ∣F , under which i˜∗sτ = sθ and i˜∗tτ = tθ. Furthermore
the identifications are compatible with the descent data to YU ′0(p) defined by the
action of O
×
F,(p), and with the morphisms π∗g for suitable g ∈ G(A(p)f ), V ⊂ G(Af )
and V
′
⊂ G
′(Af ).
4.3. Stratifications. We now define a stratification on the special fibre of YU0(p)(G),
as in [GK12]. As usual, we first consider ỸU0(p)(G) and then descend to YU0(p)(G).
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4.3.1. Closed strata. Let U be a sufficiently small open compact subgroup ofG(Af ) =
GL2(AF,f) of level prime to p, and let F be a sufficiently large extension of Fp as
in §3.1.1. Let S = ỸU0(p)(G)F, and let (A1, A2, f) be the universal object over S.
We thus have morphisms of line bundles Lie(f)θ ∶ Lie(A1/S)θ → Lie(A2/S)θ and
Lie(f∨)θ ∶ Lie(A∨2 /S)θ → Lie(A∨1 /S)θ.
For I, J ⊂ Θ, we let Sφ(I),J denote the subscheme of S defined by the vanishing
of the sections9
{Lie(f)θ ∣ θ ∈ I } ∪ {Lie(f∨)θ ∣ θ ∈ J }.
We write simply SJ for Sφ(I),J if I is the complement of J in Θ.
Note that if I ⊂ I
′
and J ⊂ J
′
, then Sφ(I ′),J ′ is a closed subscheme of Sφ(I),J ,
and that for any I, J, I
′
, J
′
, we have
Sφ(I∪I ′),J∪J ′ = Sφ(I),J ∩ Sφ(I ′),J ′ .
Furthermore since Lie(λ2) is an isomorphism and Lie(f∨ ◦ λ2 ◦ f) = 0 on S, we
have
(9) Sφ(I),J = Sφ(I∪{θ}),J ∪ Sφ(I),J∪{θ}.
for θ /∈ I ∪ J .
4.3.2. Local structure. For a closed point Q ∈ S = ỸU0(p)(G)F, define
IQ = {θ ∈ Θ ∶ Lie(f)θ(Q) = 0} and JQ = {θ ∈ Θ ∶ Lie(f∨)θ(Q) = 0}.
Note that IQ∪JQ = Θ. The following description of the completed local ring ÔS,Q
is an immediate consequence of the proof of Theorem 2.4.1 of [GK12]. (Note that
although the moduli problems considered here and in [GK12] are slightly differ-
ent, the same arguments apply since prime-to-p polarizations, quasi-polarizations
and level structures deform uniquely.) In the statement, we view ⟨Lie(f)θ⟩ and⟨Lie(f∨)θ⟩ via trivializations of the relevant line bundles in a neighborhood of Q.
Theorem 4.3.1. Let Q be a closed point of S = ỸU0(p)(G)F. There is an isomor-
phism
ÔS,Q ≅ ⨂̂
θ∈Θ
kQ[[xθ, yθ]]/⟨cθdθ⟩,
where the completed tensor product is over the residue field kQ at Q,
⟨cθ⟩ = ⟨Lie(f)θ⟩ = { ⟨xθ⟩, if θ ∈ IQ,⟨1⟩, if θ /∈ IQ,
and ⟨dθ⟩ = ⟨Lie(f∨)θ⟩ = { ⟨yθ⟩, if θ ∈ JQ,⟨1⟩, if θ /∈ JQ.
Corollary 4.3.2. The scheme Sφ(I),J over F is a reduced local complete intersec-
tion of constant dimension d − ∣I ∩ J∣, and is smooth if I ∪ J = Θ.
9The reason for φ(I) (= { θ ∣φ−1 ◦ θ ∈ I }) instead of I in the notation is for consistency with
the notation in [GK12].
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Proof. If Q is a closed point of Sφ(I),J , then I ⊂ IQ and J ⊂ JQ. Theorem 4.3.1
and the definition of Sφ(I),J therefore imply that
ÔSφ(I),J ,Q ≅ ⨂̂
θ∈Θ
Rθ, where Rθ =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
kQ[[xθ, yθ]]/⟨cθdθ⟩, if θ /∈ I ∪ J ,
kQ[[xθ]], if θ ∈ J − I,
kQ[[yθ]], if θ ∈ I − J ,
kQ, if θ ∈ I ∩ J .
It follows that the completed local ring of Sφ(I),J at every closed point is a reduced
complete intersection of dimension d − ∣I ∩ J∣, and is regular if I ∪ J = Θ. 
4.3.3. Descent and Hecke action. Note that the natural action of O
×
F,(p),+ on the
line bundles
HomOS(Lie(A1/S)θ,Lie(A2/S)θ) and HomOS(Lie(A∨2 /S)θ,Lie(A∨1 /S)θ)
factors through the quotient O
×
F,(p),+/(F× ∩ U)2, so the line bundles descend to
Y 0(p), as do the sections Lie(f)θ and Lie(f∨)θ. We may thus similarly define
closed subschemes Y 0(p)φ(I),J of Y 0(p) ∶= YU0(p)(G)F by the vanishing of Lie(f)θ
for θ ∈ I, and Lie(f∨)θ for θ ∈ J , or equivalently as the quotient of Sφ(I),J by the
action of O
×
F,(p),+. We again simply write Y 0(p)J for Y 0(p)φ(I),J where I = Θ− J .
Analogous relations carry over with the Sφ(I),J replaced by Y 0(p)φ(I),J , as does
Corollary 4.3.2. In particular it follows that each irreducible component of Y 0(p),
with its reduced induced structure, is smooth of dimension d and is contained in
Y 0(p)J for a unique J ⊂ Θ, and that these irreducible subschemes are precisely the
connected components of Y 0(p)J .
The stratification10 is compatible with the Hecke action for varying U in the
sense that if U and V are sufficiently small of level prime to p and g ∈ GL2(A(p)F,f )
is such that g
−1
Ug ⊂ V , then the morphisms denoted ρ̃g and ρg restrict to ones on
the corresponding closed subschemes for each I, J ⊂ Θ.
4.3.4. The unitary setting. We may similarly define closed subschemes of S
′
∶=
ỸU ′0(p)(G′)F for each I, J ⊂ Θ, where G′ = G′∅ and U ′ ⊂ G′(Af ) are as in §4.2.1.
Recall that we have fixed a subset Θ̃ ⊂ ΘE mapping bijectively to Θ under τ ↦ τ∣F
and denoted the corresponding extension of each θ ∈ Θ by θ̃. We then define S
′
φ(I),J
by the vanishing of the sections
{Lie(f ′)0
θ̃
∣ θ ∈ I } ∪ {Lie(f ′∨)0
θ̃c
∣ θ ∈ J },
where f
′
is the universal isogeny on S
′
, and as usual
0
denotes the restriction to
the direct summand obtained by applying the idempotent e0 = e
∗
0 ∈ OD. We
then obtain the same relations as above with S replaced by S
′
, and again the sec-
tions descend to the quotient Y
′
0(p) ∶= YU ′0(p)(G′)F to define closed subschemes
Y
′
0(p)φ(I),J satisfying analogous relations. Furthermore the morphisms ρ̃g and
10With respect to the obvious partial ordering on the set of pairs (I, J), the locally closed
subschemes
Y 0(p)φ(I),J − ⋃
(I ′,J ′)>(I,J)
Y 0(p)φ(I ′),J ′
define a stratification of Y 0(p) in the usual sense, but we will make no direct use of this fact. Our
interest is mainly in the subschemes Y 0(p)J , but we will use the term stratification as shorthand
for the collections of closed subschemes indexed by (I, J).
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ρg for g ∈ G
′(A(p)f ) induce ones on the corresponding subschemes S ′φ(I),J and
Y
′
0(p)φ(I),J for U and V satisfying the usual conditions. Again we write simply S ′J
and Y
′
0(p)J when I is the complement of J .
For sufficiently small U ⊂ G(Af ) and U ′ ⊂ G′(Af ) such that U ′ contains the
image of U , the morphism i˜ ∶ S → S
′
defined by applying ⊗OFO
2
E yields an identifi-
cation i˜
∗
Lie(A′j/S ′)0τ̃ = Lie(Aj/S)θ for j = 1, 2, under which Lie(f ′)0θ̃ pulls back to
Lie(f)θ. We have an analogous identification for the Lie algebras of the dual abelian
varieties (taking into account the isomorphism O
2
E ⊗ F → HomOF (O2E ,OF ) ⊗ F
induced by (α, β) ↦ TrE/F (αβ)) under which Lie(f ′∨)0θ̃c pulls back to Lie(f∨)θ. It
follows that i˜ respects the stratifications in the sense that Sφ(I),J = S ×S ′ S ′φ(I),J ,
and hence that we may similarly identify
Y 0(p)φ(I),J = Y 0(p) ×Y ′0(p) Y ′0(p)φ(I),J
under the morphism i ∶ Y 0(p) → Y ′0(p). Furthermore under the hypotheses
of Lemma 2.3.1, it follows from Lemma 4.2.1 that i˜ and i induce identifications
Sφ(I),J = S ′φ(I),J ×C ′ C and Y 0(p)φ(I),J = Y ′0(p)φ(I),J ×C ′ C.
Finally, we remark that the vanishing locus of Lie(f ′)0
θ̃
is the same as that of
Lie(f ′)0
θ̃c
, and the same holds with f
′
replaced by (f ′)∨. To see this, note that
by descent we can replace U
′
by a smaller open compact subgroup to reduce to
the setting of Lemma 4.2.1, where it is immediate that the claim holds on S =
S
′
×C ′ C. It follows that it holds on S
′
since for any connected component, we may
choose h ∈ (A(p)E,f )× such that ρh maps the component to S ′ ×C ′ C. Similarly the
conclusions of Corollary 4.3.2 carry over with Sφ(I),J replaced by S ′φ(I),J , and hence
by Y
′
0(p)φ(I),J .
5. A Jacquet–Langlands relation
5.1. Splicing. The key new ingredient in obtaining our geometric relation will be
the introduction of abelian varieties whose Dieudonne´ modules are described by
“splicing” those of the source and target of the universal isogeny at each closed
point of the Iwahori level moduli space.
5.1.1. Preliminaries. Fix a subset J ⊂ Θ and a sufficiently small level U
′
⊂ G
′(Af )
of level prime to p. Recall that the scheme S
′
J is defined in §4.3.4 as the closed
subscheme of ỸU ′
0
(p)(G′)F defined by the vanishing of the sections
{Lie(f ′)0
θ̃
∣ θ /∈ J } ∪ {Lie(f ′∨)0
θ̃c
∣ θ ∈ J }
where f
′
∶ A
′
1 → A
′
2 is the universal isogeny.
Since G will play no (direct) role in this section, we will write simply S for S
′
J
and f ∶ A1 → A2 for the universal isogeny on S, and let H
′
= ker(f) and H = e0H ′.
Recall from part (1) of Proposition 4.2.2 that H is a Raynaud OE/pOE-module
scheme on S. This means that we have invertible OS-modules Lτ for τ ∈ ΘE and
morphisms sτ ∶ L
p
τ → Lφ◦τ , tτ ∶ Lφ◦τ → L
p
τ such that sτ ◦ tτ = 0, in terms of which
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we may write H = SpecRH where RH is the sheaf of OS-algebras
(SymOSL)/I ≅⨁(⨂
τ∈ΘE
L
mτ
τ )
on S, I is the sheaf of ideals generated by the OS-submodules (sτ−1)Lpτ for τ ∈ ΘE,
and the action of α ∈ OE on H is defined by multiplication by τ(α) on Lτ Similarly
the Cartier dual H
∨
is identified with
Spec((SymOSM)/J ),
where M = HomOS(L,OS) =⨁τ∈ΘE L−1τ and J is generated by (tτ − 1)L−pτ for
τ ∈ ΘE .
Lemma 5.1.1. Suppose that τ ∈ ΘE. If τ∣F /∈ J , then sφ−1◦τ = 0, and if τ∣F ∈ J ,
then tφ−1◦τ = 0.
Proof. Suppose first that τ∣F /∈ J , so that τ = θ̃ or θ̃c for some θ /∈ J , and hence
Lie(f)0τ = 0 (see the discussion at the end of §4.3.4). Since Lie is left exact for
morphisms of group schemes, we have that Lie(H/S)τ = Lie(A1/S)0τ is invertible.
In terms of the Raynaud data forH , the sheafA of augmentation ideals is generated
overRH by⨁τ Lτ , so that A/A2 =⨁τ(Lτ/sφ−1◦τLpφ−1◦τ) as an OE⊗OS-module,
and therefore
Lie(H/S)τ = HomOS(Lτ/sφ−1◦τLpφ−1◦τ ,OS).
Since Lτ is invertible, it follows that sφ−1◦τ = 0.
Suppose now that τ∣F ∈ J , so that Lie(f∨)0τ = 0. Since H∨ ≅ ker(f∨)0 as
an (OE/pOE)-module scheme, we see as above that Lie(H∨/S)τ ≅ Lie(A∨2 /S)0τ is
invertible, and it similarly follows that tφ−1◦τ = 0. □
5.1.2. Universal splices. In view of Lemma 5.1.1, we may apply Lemma 4.1.1 to
the Raynaud (OF /p)-module scheme ∏vH[ṽ] with I = φ−1(J) to obtain a finite
flat subgroup scheme CJ over S, which we view as a finite flat OE/pOE-submodule
scheme of H . Thus CJ has rank p
∣J∣
over S, and Lie(C∨J /S) = ⨁θ∈J Lφ−1◦θ̃ as
an OE ⊗OS-module. Having defined CJ ⊂ H = e0H
′
, we let C
′
J denote the finite
flat OD-submodule scheme CJ ⊗OE O
2
E ⊂ H
′
. Note that in fact C
′
J ⊂∏vH
′[ṽ] ⊂
A1[∏v ṽ] and hence λ1(C ′J) ⊂ A1[∏v ṽc] (where λ1 is the quasi-polarization on
A1). Taking the dual of the natural projection A
∨
1 → A
∨
1 /λ1(C ′J) yields an abelian
scheme A
′
J ∶= (A∨1 /λ1(C ′J))∨ with an action of OD, together with an OD-linear
isogeny π ∶ A
′
J → A1 whose kernel is isomorphic to (C ′J)∨ (the Cartier dual of
C
′
J), compatibly with the OD-action under the anti-involution α ↦ α
∗
= (αc)t of
OD. Equivalently we may define A
′
J = A1/(C ′J)⊥ with the isogeny π induced by
multiplication by p on A1. It is immediate from either description that π restricts
an isomorphism A
′
J[∏v ṽ] ∼⟶ A1[∏v ṽ]. We then define the universal J-splice to
be the abelian scheme AJ = A
′
J/π−1(C ′J ). More generally for a triple (A1, A2, f)
corresponding to an S-point of S
′
J for an arbitrary base S, we define the J-splice
of f ∶ A1 → A2 to be the pull-back of the universal J-splice.
Note that the universal J-splice AJ inherits an OD-action from the OD-action
on A
′
J . Furthermore the prime-to-p quasi-polarization λ1 induces one on AJ , which
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we denote λJ . To see this, consider the commutative diagram:
A1
nλ1

A
′
J
πoo ψ //
nλ
′
J

AJ
nλJ
✤
✤
✤
A
∨
1
π
∨
// (A′J)∨ A∨Jψ∨oo
where n is a positive integer prime to p such that nλ1 is a polarization of degree
prime to p, λ
′
J = π
∨
◦ λ1 ◦ π and ψ is the natural projection. By construction,
π
−1(C ′J) is contained in ker(nλ′J), so nλ′J factors through an OE -antilinear isogeny
ξ ∶ AJ → (A′J)∨. Furthermore since nλ′J = ψ∨ ◦ ξ∨, ψ∨ induces an isomorphism
A
∨
J[∏v ṽc] → (A′J)∨[∏v ṽc] and ξ∨ is OE-antilinear, it follows that π−1(C ′J) is
contained in the kernel of ξ
∨
, and so ξ
∨
= λ ◦ ψ for some polarization λ of AJ .
Since π and ψ each have degree p
2∣J∣
and nλ1 has degree prime to p, it follows that
λ has degree prime to p, and we let λJ = n
−1
λ. Note that the associated Rosati
involution is compatible with the anti-involution ∗ on D.
5.1.3. Relation of Dieudonne´ modules. We now explain the relation between the
Dieudonne´ modules of A1, A2 and AJ at closed points of S
′
J which motivates the
construction (and name) of the J-splice. First note that since H
′
= ker(f) is
totally isotropic with respect to λ1 (by part (2) of Proposition 4.2.2) the projection
A1 → A
′
J induced by multiplication by p factors through f ∶ A1 → A2, so we obtain
a diagram of isogenies
(10) A1
##❋
❋❋
❋❋
❋❋
❋
A
′
J
π
>>⑥⑥⑥⑥⑥⑥⑥
ψ   ❆
❆❆
❆❆
❆❆
❆
A1/C ′J
""❋
❋❋
❋❋
❋❋
❋❋
A2
>>⑥⑥⑥⑥⑥⑥⑥⑥
AJ
;;①①①①①①①①①
A2
such that the square commutes, the composite down the top right is f ∶ A1 →
A2, and along the top left is the morphism A2 → A1 whose composite with f
is multiplication by p. For any s ∶ SpecFp → S
′
J , we have the morphisms of
Dieudonne´ modules induced by the diagram (10) over S = Spec(Fp):
(11)
D(A1[p∞])
π
∗
ww♦♦♦
♦♦♦
♦♦♦
♦♦
D(A′J[p∞])
ww♦♦♦
♦♦
♦♦
♦♦
♦♦
D(A1[p∞]/C ′J)
vv♥♥♥
♥♥♥
♥♥♥
♥♥♥
hhPPPPPPPPPPPP
D(A2[p∞]) D(AJ[p∞])
ψ
∗
gg❖❖❖❖❖❖❖❖❖❖❖
D(A2[p∞]).
hh◗◗◗◗◗◗◗◗◗◗◗◗
All the morphisms become isomorphisms after inverting p, so (π∗)−1 ◦ψ∗ identifies
D(AJ[p∞]) with an OD-stable W -lattice in D(A1[p∞]) ⊗ Q whose components
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switch between those arising from A1 and A2 as dictated by the first two formulas
in following proposition:
Proposition 5.1.2. If θ ∈ Θ, then
(π∗)−1ψ∗(D(AJ [p∞])θ̃) = { D(A1[p∞])θ̃ , if θ /∈ J ,f∗D(A2[p∞])θ̃ , if θ ∈ J ;
(π∗)−1ψ∗(D(AJ [p∞])θ̃c) = { D(A1[p∞])θ̃c , if θ /∈ J ,p−1f∗D(A2[p∞])θ̃c , if θ ∈ J ;
dimFp(Lie(AJ)θ̃) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
4, if θ ∈ J and φ ◦ θ /∈ J ,
0, if θ /∈ J and φ ◦ θ ∈ J ,
2, otherwise;
and dimFp(Lie(AJ)θ̃c) = 4− dimFp(Lie(AJ)θ̃).
Proof. Comparing dimensions shows the natural inclusion Lie(C∨J )(p) → D(CJ)
is an isomorphism, so dimFp D(CJ )τ = 1 if τ = θ̃ for some θ ∈ J , and D(CJ)τ = 0
otherwise; therefore dimFpD(C ′J )τ = 2 if τ = θ̃ for some θ ∈ J , and D(C ′J)τ = 0
otherwise. By part (3) of Proposition 4.2.2, we have dimFp D(H ′)τ = 2 for all τ ,
so if θ ∈ J , then D(H ′/C ′J)θ̃ = 0, and hence
D(A2[p∞])θ̃⟶ D(A1[p∞]/C ′J)θ̃
is an isomorphism. On the other hand, if τ /∈ { θ̃ ∣ θ ∈ J }, then
D(A1[p∞]/C ′J)τ ⟶ D(A1[p∞])τ and D(AJ[p∞])τ ⟶ D(A′J[p∞])τ
are isomorphisms. A similar analysis shows that if θ ∈ J , then
D(A′J [p∞])θ̃c⟶ D(A2[p∞])θ̃c
is an isomorphism, but if τ /∈ { θ̃c ∣ θ ∈ J }, then
D(A1[p∞])τ ⟶ D(A′J[p∞])τ and D(A1[p∞]/C ′J)τ ⟶ D(AJ[p∞])τ
are isomorphisms. The first two formulas in the proposition then follow from com-
posing isomorphisms arising in each case.
For τ ∈ ΘE and A = A1, A2 or AJ , we have
dimFp(Lie(A)τ ) = dimFp(Lie(A[p])τ ) = dimFp(Lie(A[p])(p))φ◦τ
= dimFp(HomFp(Lie(A[p])(p),Fp)φ◦τ ) = dimFp(Dφ◦τ/Φ(Dτ))
where D = D(A[p∞]). This dimension is two for A = A1, A2, and the morphisms
f
∗
, π
∗
and ψ
∗
commute with Φ. Thus if τ∣F = θ with θ, φ ◦ θ /∈ J , it follows from
the first two formulas of the proposition that
D(AJ[p∞])φ◦τ/ΦD(AJ[p∞])τ ≅ D(A1[p∞])φ◦τ/ΦD(A1[p∞])τ
has dimension two. Similarly using A2 instead of A1, we find the dimension is two
if θ, φ ◦ θ ∈ J .
Suppose now that θ ∈ J and φ ◦ θ /∈ J . Applying (π∗)−1ψ∗ to the inclusion
pD(AJ[p∞])φ◦τ ⊂ Φ(D(AJ [p∞])τ ) implies that
pD(A1[p∞])φ◦θ̃ ⊂ Φ(f∗D(A2[p∞])θ̃),
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but both spaces have codimension two in f
∗
D(A2[p∞])φ◦θ̃, so equality holds, and
it follows that
D(AJ [p∞])φ◦θ̃/ΦD(AJ[p∞])θ̃ ≅ D(A1[p∞])φ◦θ̃/pD(A1[p∞])φ◦θ̃
has dimension four. On the other hand comparing codimensions arising from the
inclusions
Φ(p−1f∗D(A2[p∞])θ̃c) ⊂ D(A1[p∞])φ◦θ̃c ⊂ p−1f∗D(A2[p∞])φ◦θ̃c)
shows that Φ(p−1f∗D(A2[p∞])θ̃c) = D(A1[p∞])φ◦θ̃c , and hence that
D(AJ[p∞])φ◦θ̃c/ΦD(AJ[p∞])θ̃c = 0.
(Alternatively, this can be deduced using duality from the formula in the case of
τ = θ̃.)
We omit the proof in the case θ /∈ J and φ ◦ θ ∈ J , which is similar.
□
We have the following immediate consequence for the de Rham cohomology and
Lie algebra sheaves of the universal J-splice over S
′
J , and hence for the pull-back
to any base S:
Corollary 5.1.3. Let AJ denote the J-splice of an isogeny f ∶ A1 → A2 corre-
sponding to an S-point of S
′
J .
(1) If θ ∈ J , then the isogenies A2 → AJ and AJ → A2 (along the bottom of
diagram (10)) induce isomorphisms:
H
1
dR(AJ/S)θ̃c ∼⟶ H1dR(A2/S)θ̃c and H1dR(AJ/S)θ̃ ∼⟵ H1dR(A2/S)θ̃.
(2) If τ ∈ ΘE and τ∣F /∈ J , then π and ψ induce isomorphisms
H
1
dR(AJ/S)τ ∼⟶ H1dR(A′J/S)τ ∼⟵ H1dR(A1/S)τ .
(3) If τ ∈ ΘE, then Lie(AJ/S)τ is locally free of rank 2sτ over OS, where
sθ̃ =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
2, if θ ∈ J and φ ◦ θ /∈ J ,
0, if θ /∈ J and φ ◦ θ ∈ J ,
1, otherwise,
and sθ̃c = 2 − sθ̃.
5.2. Unitary analogue of the theorem. We continue to work with a fixed J ⊂ Θ.
In his section we will use the J-splice to construct an isomorphism analogous to
the one in Theorem A, but in the context of the related unitary Shimura varieties.
5.2.1. Preliminaries. Let Σ = ΣJ = {θ ∈ J ∣φ ◦ θ /∈ J} ∪ {θ /∈ J ∣φ ◦ θ ∈ J}, and
let11
Σ̃ = {θ̃c ∣ θ ∈ J, φ ◦ θ /∈ J} ∪ {θ̃ ∣ θ /∈ J, φ ◦ θ ∈ J}.
Note that the cardinality of Σ is even.
Recall from §2.2 that BΣ denotes the quaternion algebra over F ramified at
precisely the places in Σ, GΣ is the algebraic group over Q defined by GΣ(R) =(BΣ ⊗ R)×, G′Σ denotes (GΣ × TE)/TF , and DΣ = BΣ ⊗F E. We continue to
11We apologize that in the exceptional situation where ΣJ = Θ (i.e., φ(J) is the complement
of J , which can occur only when all primes over p have even degree), we have different meanings
for Θ̃ and Σ̃.
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write B for B∅ = GL2(F ) and similarly G = G∅ = ResF/QGL2, G′ = G′∅ and
D = D∅ =M2(E).
We need to make some choices of algebraic data in order to define the Shimura
variety to which we will relate Y
′
0(p)J . We first choose anAF,f -algebra isomorphism
ξ ∶ BΣ ⊗ Ẑ
∼
⟶ B ⊗ Ẑ =M2(AF,f),
and we letOBΣ denote the corresponding maximal order inBΣ, i.e., BΣ∩ξ(M2(ÔF )),
and let ODΣ = OBΣ ⊗OF OE . Thus ODΣ is a maximal order in DΣ, and we choose
an OE-algebra isomorphism
ϑ ∶ ODΣ
∼
⟶ OD =M2(OE).
Finally, by Lemma 5.4 of [TX16], we may choose an element δΣ ∈ D
×
Σ satisfying the
conditions in §2.2.2 with D replaced by DΣ (for the above choice of Σ̃) and such
that the resulting anti-involution is compatible with ∗ under ϑ; more precisely:
• δΣ ∈ O
×
DΣ,p,
• δΣ = −δΣ,
• the bilinear form on DΣ ⊗R defined by
(v, w) ↦ TrE/Q(trDΣ/E(vh′Σ̃(i)wδΣ))
is positive definite,
• ϑ(δ−1Σ (α)δΣ) = δ−1ϑ(α)δ for all α ∈ DΣ.
Recall that we have chosen δ = ( 0 1−1 0 ), and that our notation differs slightly from
that of [TX16], but the preceding assertion is nonetheless immediate from their
Lemma 5.3. Having fixed such a choice of δΣ, we will abuse notation by writing ∗
for the corresponding anti-involution δ
−1
Σ ϑ(α)δΣ on DΣ.
Note that the choices above give rise to two ÔE-algebra isomorphisms
ξE , ϑ̂ ∶ ÔDΣ
∼
⟶ ÔD,
so there exists h ∈ Ô
×
D such that hξE(u)h−1 = ϑ̂(u) for all u ∈ ÔDΣ . Using the fact
that ξE(u) = ξE(u) for all u, it is straightforward to check that the element
ε ∶= hδhξE(δ−1Σ ) ∈ GL2(AE,f)
is central and satisfies ε = ε, so in fact ε ∈ A
×
F,f ; moreover εp ∈ O
×
F,p.
5.2.2. Construction of the morphism. For an open compact subgroup U
′
of G
′(Af ),
we let U
′
Σ denote the corresponding open compact subgroup of G
′
Σ(Af ) under the
isomorphism G
′(Af ) ≅ G′Σ(Af ) induced by ξ. We assume that U ′ is sufficiently
small for both U
′
and U
′
Σ to be sufficiently small in the usual sense, and that U
′
is
of level prime to p, so that U
′
Σ is necessarily so as well.
In §5.1.2, we defined the universal J-splice AJ on the closed subscheme S
′
J of
ỸU ′0(p)(G′)F. We will now endow it with the additional structure needed to define
a morphism
Ψ̃J ∶ S
′
J → ỸU ′Σ(G′Σ)F.
Firstly we define the action ιJ of ODΣ by composing ϑ ∶ ODΣ → OD with the unique
OD-action on AJ compatible with the quasi-isogeny ψ ◦ π
−1
∈ Hom(A1, AJ) ⊗
Z[1/p]. Part (3) of Corollary 5.1.3 then implies that for α ∈ ODΣ , the action
of ιJ(α) on Lie(AJ/S ′J) has characteristic polynomial ∏(x − τ(α))2sτ ∈ F[x] as
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required. Next recall that we also defined the prime-to-p quasi-polarization λJ
on AJ to be compatible with ψ ◦ π
−1
, so the condition on the associated Rosati
involution follows from the compatibility of ϑ with the anti-involutions denoted ∗.
Finally we define ηJ as the composite of the isomorphisms
Ô
(p)
DΣ
ξ̂
(p)
E
⟶ Ô
(p)
D
h
(p)
⋅
⟶ Ô
(p)
D
η1,si
⟶ T̂
(p)(A1,si) ψ◦π−1⟶ T̂ (p)(AJ,si)
for each si, and we let ǫJ = ε
(p)
ǫ1. The fact that (ηJ , ǫJ) is a level U ′Σ-structure on(AJ , ιJ , λJ) then follows from the relations between ϑ, ξ, h and ε.
Recall that in §3.1.2 we defined the rank two vector bundle Ṽ
0
τ on S = ỸU ′Σ(G′Σ)F
for each τ ∈ ΘE as H
1
dR(A/S)0τ , where A is the universal abelian scheme on S and
⋅
0
denotes the image under pull-back by the idempotent e0, defined as the element
of ODΣ ⊗ Fp corresponding to the usual e0 = ( 1 00 0 ) ∈ M2(OE/pOE) = OD ⊗ Fp
under an isomorphism which we may take to be ξE ⊗ Fp.
We will now define an S-morphism S
′
J → PS(Ṽ0θ̃ ) for each θ ∈ Σ. To do so
amounts to defining a surjective morphism from Ψ̃
∗
J Ṽ
0
θ̃
to a line bundle on S
′
J ,
but this sheaf is canonically identified H
1
dR(AJ/S ′J)0. Recall from Part (1) of
Corollary 5.1.3 that if θ ∈ J , then the isogeny AJ → A2 induces an isomor-
phism H
1
dR(A2/S ′J)θ̃ → H1dR(AJ/S ′J)θ̃ which is compatible with the actions of
OD ≅ ODΣ under the isomorphism ϑ. Precomposing with the morphism induced
by h
−1
p ∈ GL2(OE/pOE) yields an isomorphism compatible with the actions of
OD ⊗ Fp ≅ ODΣ ⊗ Fp under the isomorphism induced by ξ, and hence restricts to
an isomorphism
H
1
dR(A2/S ′J)0θ̃ → H1dR(AJ/S ′J)0θ̃ = Ψ̃∗J Ṽ0θ̃ .
If θ ∈ J and φ◦θ /∈ J , then we define S ′J → PS(Ṽ0θ̃ ) corresponding to the surjective
morphism in the exact sequence
0 → (s∗Ω1A2/S ′J )0θ̃ → H1dR(A2/S ′J)0θ̃ → (R1s∗OA2)0θ̃ → 0
arising from the Hodge filtration on H
1
dR(A2/S ′J), where s ∶ A2 → S ′J is the struc-
ture morphism. Similarly if θ /∈ J and φ ◦ θ ∈ J , then we define S ′J → PS(Ṽ0θ̃ )
using Part (2) of Corollary 5.1.3 and the Hodge filtration on H
1
dR(A1/S ′J). Taking
the fibre product over S of the morphisms just defined for θ ∈ Σ, we obtain the
morphism
Ξ̃J ∶ S
′
J →∏
θ∈Σ
PS(Ṽ0θ̃ ).
5.2.3. Proof of isomorphism. We now prove the key result:
Theorem 5.2.1. The morphism Ξ̃J is an isomorphism.
Proof. Since the schemes are smooth of the same (constant) dimension over F, it
suffices to prove that the morphism is bijective onFp-points and injective on tangent
spaces at such points. To see this, note that the condition on tangent spaces implies
that Ω
1
S ′J/∏θ∈Σ PS(Ṽ0θ̃ ) = 0. Furthermore since the schemes are regular of the same
dimension and the fibres at all closed points have dimension zero, it follows that
Ξ̃J is flat, so in fact it is e´tale. By [Gro67, 18.2.8], we have that Ξ̃J is finite, so the
condition at closed points implies that it is in fact an isomorphism.
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To prove bijectivity on points, we will construct an inverse map. Let A =(A, ι, λ, η, ǫ) correspond to an Fp-point of ỸU ′
Σ
(G′Σ) and for each θ ∈ Σ, let L0θ
be a line in P(H1dR(A/Fp)0θ̃), so the datum (A, {L0θ}θ∈Σ) corresponds to an Fp-
point of the target of Ξ̃J . Let ∆ denote the Dieudonne´ module D(A[p∞]), with its
right M2(OE,p)-action obtained from the left action of ODΣ on A and the isomor-
phism ξp. Decomposing ∆ =⨁τ∈ΘE ∆τ where OE,p acts on ∆τ via τ , each ∆τ is
a right M2(W )-module of rank 4 over W and the endomorphism Φ of ∆ restricts
to define injective maps ∆τ → ∆φ◦τ which are φ-semilinear with respect to the
actions of M2(W ). Considering the inclusions
p∆φ◦τ ⊂ Φ(∆τ ) ⊂ ∆φ◦τ ,
the condition on Lie(A) means that the successive quotients are two-dimensional
over Fp unless θ = τ∣F ∈ Σ, in which case:
• Φ(∆θ̃) = ∆φ◦θ̃ and Φ(∆θ̃c) = p∆φ◦θ̃c if θ /∈ J , φ ◦ θ ∈ J ;
• Φ(∆θ̃) = p∆φ◦θ̃ and Φ(∆θ̃c) = ∆φ◦θ̃c if θ ∈ J , φ ◦ θ /∈ J .
For each θ ∈ Σ, we let Lθ = L
0
θ ⊗Fp F
2
p, viewed as a right M2(Fp)-submodule of
H
1
dR(A/Fp)θ̃, and let Λθ̃ denote the preimage of Lθ under the natural projection
∆θ̃⟶ D(A[p])θ̃ ≅ H1dR(A/Fp)θ̃.
Recall that the prime-to-p quasi-polarization λ gives rise to a perfect W -linear
pairing on ∆, inducing an isomorphism
∆θ̃⟶ HomW (∆θ̃c ,W ),
and we let Λθ̃c denote the dual lattice to Λθ̃ in ∆θ̃c ⊗Zp Qp under the pairing. We
thus have the M2(W )-equivariant inclusions
p∆θ̃ ⊂ Λθ̃ ⊂ ∆θ̃ and ∆θ̃c ⊂ Λθ̃c ⊂ p
−1
∆θ̃c
for each θ ∈ Σ, where all the successive quotients are two-dimensional over Fp.
For each τ ∈ ΘE, we define a W -lattice ∆1,τ ⊂ p
−1
∆τ as follows:
• if θ /∈ J , then ∆1,θ̃ = ∆θ̃ and ∆1,θ̃c = ∆θ̃c ;
• if φ
−1
◦θ ∈ J and θ ∈ J , then ∆1,θ̃ = p
−1
Φ(∆φ−1◦θ̃) and ∆1,θ̃c = Φ(∆φ−1◦θ̃c);
• if φ
−1
◦θ /∈ J and θ ∈ J , then ∆1,θ̃ = p−1Φ(Λφ−1◦θ̃) and ∆1,θ̃c = Φ(Λφ−1◦θ̃c);
and a W -lattice ∆2,τ ⊂ ∆τ as follows:
• if θ ∈ J , then ∆2,θ̃ = ∆θ̃ and ∆2,θ̃c = p∆θ̃c ;
• if φ
−1
◦ θ /∈ J and θ /∈ J , then ∆2,θ̃ = Φ(∆φ−1◦θ̃) and ∆2,θ̃c = Φ(∆φ−1◦θ̃c);
• if φ
−1
◦θ ∈ J and θ /∈ J , then ∆2,θ̃ = p−1Φ(Λφ−1◦θ̃) and ∆2,θ̃c = pΦ(Λφ−1◦θ̃c).
Setting ∆j =⨁τ∈ΘE ∆j,τ for j = 1, 2, it is straightforward to check that
p∆j ⊂ Φ(∆j) ⊂ ∆j .
It follows that ∆j can be identified with D(Aj[p∞]) for an abelian variety Aj
isogenous to A. More precisely, since ∆2 contains p∆ and is stable under the
action of Φ and V = pΦ
−1
, the quotient ∆/∆2 of ∆/p∆ = D(A[p]) corresponds
to a finite flat subgroup scheme C of A[p]. Letting A2 = A/C, the projection
g ∶ A → A2 induces an inclusion D(A2[p∞]) → D(A[p∞]) = ∆ with image ∆2.
Similarly since ∆2 ⊂ ∆1 ⊂ p
−1
∆2, the quotient ∆2/p∆1 corresponds to a finite
flat subgroup scheme C
′
of A2[p]. Letting A1 = A2/C ′, the projection A2 → A1
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induces an inclusion D(A1[p∞]) → D(A2[p∞]) = ∆2 with image p∆1, and the
isogeny f ∶ A1 → A2 induced by multiplication by p identifies D(A1[p∞]) with ∆1.
Since the ∆j are, by construction, stable under the action of ODΣ ⊗ Zp, the
abelian varieties Aj inherit an action of ODΣ from the action on A. (Note for
example that C is stable, so ODΣ acts on A2, and that C
′
is stable under the
resulting action, which therefore carries over to A1.) We then define the actions
ιj of OD on Aj by composing with the isomorphism ϑ
−1
∶ OD → ODΣ . The
resulting action of OD,p =M2(OE,p) on ∆j = D(Aj[p∞]) is obtained by composing
the conjugation u ↦ h
−1
p uhp with the action inherited from the inclusion ∆j ⊂
p
−1
∆. In particular, the inclusion is compatible with the action of OE,p induced
by ιj , so this action yields the same decomposition ∆j = ⨁τ∈ΘE ∆j,τ as in the
definition of ∆j . It follows that dimFp Lie(Aj)τ = dimFp(∆j,φ◦τ/Φ(∆j,τ)), which
it is straightforward to check is equal to two for all τ ∈ ΘE.
Recall that the pairing on ∆ induced by the quasi-polarization λ decomposes
over the τ ∈ ΘE to define isomorphisms
∆τ
∼
⟶ HomW (∆τc ,W )
under which Φ is (φ-semi-linearly) adjoint to V = pΦ
−1
. It is straightforward to
check from the definitions of the ∆j,τ that ∆1,τ is the dual lattice to ∆1,τc and that
∆2,τ is the dual lattice to p
−1
∆2,τc for all τ ∈ ΘE . It follows that the quasi-isogenies
λj ∈ Hom(Aj , A∨j )⊗Q defined by
λ1 = (g−1 ◦ f)∨ ◦ λ ◦ (g−1 ◦ f) and λ2 = p(g−1)∨ ◦ λ ◦ g−1
induce isomorphisms Aj[p∞] ≅ A∨j [p∞], and therefore define prime-to-p quasi-
polarizations. The compatibility under ιj between the anti-involution ∗ on D and
the Rosati involution induced by λi then follows from the compatibility of ∗ on DΣ
with the λ-Rosati involution (under ι) and that of ϑ with the anti-involutions.
For j = 1, 2, we define ηj as the composite of the isomorphisms
Ô
(p)
D
(h(p)⋅)−1
⟶ Ô
(p)
D
(ξ̂(p)E )−1
⟶ Ô
(p)
DΣ
η
⟶ T̂
(p)(A)⟶T̂ (p)(Aj),
where the last isomorphism is induced by f
−1
◦ g for j = 1 and by g for j = 2.
Letting ǫ1 = (ε(p))−1ǫ and ǫ2 = pǫ1, it is straightforward to check that (ηj , ǫj)
defines a level U
′
-structure on Aj for j = 1, 2.
We have now shown that the data Aj = (Aj , ιj , λj , ηj , ǫj) define Fp-points of
ỸU ′(G′) for j = 1, 2. Furthermore the isogeny f ∶ A1 → A2 is compatible with
the OD-action, and the equations pλ1 = f
∨
◦ λ2 ◦ f , η2 = f ◦ η1 and ǫ2 = pǫ1
are immediate from the definitions. It is also straightforward to check from the
definitions of the ∆j,τ that ∆1,τ/∆2,τ is two-dimensional over Fp for all τ ∈ ΘE,
so D(ker f) ≅ ∆1/∆2 is free of rank two over OE ⊗ Fp. It follows that the triple(A1, A2, f) defines an Fp-point of ỸU ′0(p)(G′).
Next we show that the (Fp-point defined by the) triple (A1, A2, f) lies in the
closed subscheme S
′
J , i.e., that Lie(f)θ̃ = 0 (or equivalently Lie(f)θ̃c = 0) if
θ /∈ J , and Lie(f∨)θ̃ = 0 (or equivalently Lie(f∨)θ̃c = 0) if θ ∈ J . Identifying
D(Aj[p∞]) with ∆j for j = 1, 2, we see that the vanishing of Lie(f)τ is equivalent
to the inclusion V (∆2,φ◦τ ) ⊂ p∆1,τ , i.e., ∆2,φ◦τ ⊂ Φ(∆1,τ ). In fact the equality
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∆2,φ◦τ = Φ(∆1,τ ) if θ = τ∣F /∈ J is immediate from the definitions of the ∆i,τ ,
using the equations Φ(∆θ̃) = ∆φ◦θ̃ and Φ(∆θ̃c) = p∆φ◦θ̃c if also φ ◦ θ ∈ J . Simi-
larly the vanishing of Lie(f∨)τ is equivalent to the inclusion ∆2,τ ⊂ V (∆1,φ◦τ), i.e.,
Φ(∆2,τ) ⊂ p∆1,φ◦τ , and if θ = τ∣F ∈ J , then in fact the equality Φ(∆2,τ ) = p∆1,φ◦τ
follows from the definitions, using that Φ(∆θ̃) = p∆φ◦θ̃ and Φ(∆θ̃c) = ∆φ◦θ̃c if also
φ ◦ θ /∈ J .
We now check that (A, {L0θ}θ∈Σ) ↦ (A1, A2, f) defines an inverse of Ξ̃J on Fp-
points. Suppose first that (A, {L0θ}θ∈Σ) and (A1, A2, f) are as above, and let AJ
denote the J-splice of f . Letting π and ψ be as in the construction of AJ , note
that Proposition 5.1.2 and the formulas
• ∆1,θ̃ = ∆θ̃ and ∆1,θ̃c = ∆θ̃c if θ /∈ J ,
• ∆2,θ̃ = ∆θ̃ and ∆2,θ̃c = p∆θ̃c if θ ∈ J ,
imply that the lattice (π∗)−1ψ∗(D(AJ [p∞]) ⊂ D(A1[p∞])⊗Q = ∆1⊗Q coincides
with ∆. It follows that there is an isomorphism σ ∶ AJ
∼
⟶ A compatible with the
quasi-isogenies ψ ◦π
−1
and g
−1
◦ f from A1. Unravelling the definitions of the aux-
iliary data for AJ in terms of that for A1, and in turn in terms of that for A, one
finds that these are compatible with σ. Furthermore if θ /∈ J and φ ◦ θ ∈ J , then
Λθ̃ ⊂ ∆θ̃ coincides with V (∆1,φ−1◦θ̃), so that Lθ ⊂ ∆θ̃/p∆θ̃ = H1dR(A/Fp)θ̃ corre-
sponds to H
0(A1,Ω1A1/Fp) under the isomorphism H1dR(A/Fp)θ̃ ≅ H1dR(A1/Fp)θ̃
induced by the quasi-isogeny g
−1
◦ f . It follows that σ
∗
Lθ ⊂ H
1
dR(AJ/Fp) corre-
sponds to H
0(A1,Ω1A1/Fp) under the isomorphism H1dR(AJ/Fp)θ̃ ≅ H1dR(A1/Fp)θ̃
of Corollary 5.1.3(2), and hence that σ
∗
L
0
θ defines the same line in H
1
dR(AJ/Fp)0θ̃
as Ξ̃J(A1, A2, f). If θ ∈ J and φ ◦ θ /∈ J , then one similarly finds that the same
conclusion holds, now using that Λθ̃ = V (∆2,φ−1◦θ̃) and that the isogeny g ◦ σ in-
duces the isomorphism H
1
dR(AJ/Fp)θ̃ ≅ H1dR(A2/Fp)θ̃ of Corollary 5.1.3(1). We
now shown that Ξ̃J(A1, A2, f) defines the same point as the data (A, {L0θ}θ∈Σ).
Suppose now that (A
1
, A
2
, f) ∈ S ′J(Fp), and let (A, {L0θ}θ∈Σ) = Ξ̃J(A1, A2, f),
so in particular A = AJ is the J-splice of f and the L
0
θ are lines in H
1
dR(A/Fp)0θ̃.
We must show that the triple (A′1, A′2, f ′) arising from the above construction is
isomorphic to (A1, A2, f).
With π and ψ as in diagram (10), we prove that ∆1 = (ψ∗)−1π∗D(A1) as lattices
in ∆⊗Q = D(A) ⊗Q by showing that
∆1,τ = (ψ∗)−1π∗D(A1)τ
for all τ ∈ ΘE . For τ such that θ = τ∣F /∈ J , this is immediate from the definition of
∆1,τ and Proposition 5.1.2. Suppose now that θ is such that φ
−1
◦θ, θ ∈ J . The van-
ishing of (Lief∨)τ means that Φ(f∗D(A2)φ−1◦τ) = pD(A1)τ , so Proposition 5.1.2
implies that
(ψ∗)−1π∗D(A1)τ = p−1Φ((ψ∗)−1π∗f∗D(A2)φ−1◦τ ) = pδΦ(D(A)φ−1◦τ ) = ∆1,τ ,
where δ = 0 (resp. −1) if τ = θ̃ (resp. θ̃
c
). Finally if φ
−1
◦ θ /∈ J and θ ∈ J , then the
line L
0
φ−1◦θ given by the construction of Ξ̃J is ((ψ∗)−1π∗H0(A1,ΩA1/Fp))0, so that
Lφ−1◦θ = (ψ∗)−1π∗H0(A1,ΩA1/Fp). It follows that Λφ−1◦θ̃ = (ψ∗)−1π∗V (D(A1)θ̃),
and the compatibility of π◦ψ
−1
with the quasi-polarizations λ1 and λ = λJ inducing
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the perfect pairings on D(A1) and ∆ then implies that its dual lattice Λφ−1◦θ̃c is
Φ
−1((ψ∗)−1π∗D(A1)θ̃c). We then conclude the desired equation from the definition
of ∆1,τ for τ = θ̃ and τ = θ̃
c
. It follows that there is an isomorphism σ1 ∶ A1 → A
′
1
compatible with the quasi-isogenies ψ ◦ π
−1
and g
−1
◦ f
′
, where g ∶ A → A
′
2 is
the quotient map in the construction of (A′1, A′2, f ′). Similarly one checks that
∆2 = (ψ∗)−1π∗f∗D(A2) and deduces that there is an isomorphism σ2 ∶ A2 →
A
′
2 compatible with g and the isogeny A → A2 of diagram (10). It follows that
σ2 ◦ f = f
′
◦ σ1, and it is straightforward to check that the σi respect the auxiliary
data for Ai for i = 1, 2, and hence define an isomorphism between (A1, A2, f) and(A′
1
, A
′
2
, f
′).
Recall that crystalline deformation theory, in particular the Grothendieck–Messing
Theorem, gives an equivalence of categories between abelian varieties over T =
Fp[ǫ]/ǫ2 and pairs (A, L̃) where A is an abelian variety over Fp and L̃ is a free
T -submodule of H
1
dR(A/Fp) ⊗Fp T such that L̃ ⊗T Fp = H0(A,Ω1A/Fp). The
equivalence is defined by the functor sending Ã to (A, L̃), where A = Ã ⊗T Fp
and L̃ = H
0(Ã,Ω1
Ã/T ) is identified with a submodule of H1dR(A/Fp) ⊗Fp T via its
canonical isomorphisms with H
1
crys(A/T ) ≅ H1dR(Ã/T ); in particular the functor
⋅ ⊗T Fp is faithful.
Suppose that (A1, A2, f) is an element of S ′J(Fp) with image (A, {L0θ}θ∈Σ) un-
der Ξ̃J , and that (Ã1, Ã2, f̃) and (Ã′1, Ã′2, f̃ ′) are two elements of S ′J(T ) lifting(A1, A2, f) and having the same image (Ã, {L̃0θ}θ∈Σ) under Ξ̃J . Letting L̃j =
H
0(Ãj ,Ω1Ãj/T ) and L̃′j = H0(Ã′j ,Ω1Ã′j/T ), it suffices to prove that L̃j = L̃′j as
submodules of H
1
dR(Aj/Fp)⊗Fp T for j = 1, 2. Since L̃j is stable under the action
of OD ⊗ T ≅ ∏
τ∈ΘE
M2(T ) induced by ιj , we may decompose L̃j = ⊕τ∈ΘE L̃j,τ , and
similarly L̃
′
j = ⊕τ∈ΘE L̃
′
j,τ . Furthermore since L̃j is totally isotropic with respect
to the perfect T -valued pairing on H
1
dR(Aj/Fp) ⊗Fp T induced by λj , we have
L̃j,τc = L̃
⊥
j,τ , and similarly L̃
′
j,τc = (L̃′j,τ)⊥, so it suffices to prove that L̃j,θ̃ = L̃′j,θ̃
for all θ ∈ Θ and j = 1, 2.
If θ /∈ J , then note that H0(Ã1,Ω1Ã1/T )θ̃ and H0(Ã′1,Ω1Ã′1/T )θ̃ have the same
image in H
1
dR(Ã/T )θ̃ under the isomorphism of part (2) of Corollary 5.1.3(2),
this being H
0(Ã,Ω1
Ã/T )θ̃ if θ /∈ Σ and L̃0θ ⊗T T 2 if θ ∈ Σ, and it follows that
L̃1,θ̃ = L̃
′
1,θ̃
in this case. On the other hand since Lie(f̃)θ̃ = 0 if θ /∈ J , we
have that L̃2,θ̃ is the kernel of H
1
dR(Ã2/T )θ̃ → H1dR(Ã1/T )θ̃, and this is identified
with H
0(A2,ΩA2/Fp)θ̃ ⊗Fp T . Similarly the fact that Lie(f̃ ′)θ̃ = 0 implies that
L̃
′
2,θ̃
= H
0(A2,ΩA2/Fp)θ̃ ⊗Fp T and we conclude that L̃2,θ̃ = L̃′2,θ̃.
If θ ∈ J , then we similarly find that L̃2,θ̃ = L̃
′
2,θ̃
coincide since they have the
same images under the isomorphism of Corollary 5.1.3(1). Finally the vanishing of
Lie(f̃∨)θ̃ implies that L̃2,θ̃ is the image of H1dR(Ã2/T )θ̃ → H1dR(Ã1/T )θ̃, and this
is H
0(A1,ΩA1/Fp)θ̃ ⊗Fp T , and the same holds for L̃′2,θ̃.
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We thus have in all cases that L̃j,θ̃ = L̃
′
j,θ̃
, from which it follows that (Ã1, Ã2, f̃)
and (Ã′1, Ã′2, f̃ ′) define the same point of S ′J(T ). This completes the proof of
injectivity on tangent spaces, and hence of the theorem.
□
5.2.4. Descent and Hecke equivariance. Recall from §4.2.4 and §2.2.3 that the re-
ductions mod p of the Shimura varieties associated to G
′
(of level U
′
0(p)) and G′Σ
(of level U
′
Σ) are obtained as quotients of the schemes considered above by the
action of O
×
F,(p),+ on the quasi-polarizations λ (and multipliers ǫ) appearing in the
moduli problems. Furthermore for sufficiently small U
′
Σ, the vector bundles Ṽ
0
τ on
ỸU ′
Σ
(G′Σ)F descend to the vector bundles denoted V0τ on the quotient YU ′Σ(G′Σ)F,
which we denote as Y
′
Σ. The evident compatibility of the isomorphism Ξ̃J with the
action on O
×
F,(p),+ therefore implies that it descends to an isomorphism12
Ξ
′
J ∶ Y 0(p)′J⟶∏
θ∈Σ
P
Y
′
Σ
(V0
θ̃
),
where the product is a fibre product over Y
′
Σ.
Furthermore the isomorphisms Ξ
′
J for varying U
′
are compatible with the Hecke
action in a sense we make precise as follows. Recall that for sufficiently small open
compact subgroups U
′
1 and U
′
2 of G
′(Af ) of level prime to p and g ∈ G′(A(p)f )
such that g
−1
U
′
1g ⊂ U
′
2, we defined the finite e´tale morphism ρ̃g ∶ ỸU ′1,0(p)(G′)F →
ỸU ′2,0(p)(G′)F, restricting to such a morphism of the closed subschemes S ′1,J → S ′2,J .
Letting gΣ = ξ
−1
E (g), we have g−1Σ U ′1,ΣgΣ ⊂ U ′2,Σ, hence also morphisms
ρ̃gΣ ∶ ỸU1,Σ(G′Σ)F → ỸU2,Σ(G′Σ)F and π∗gΣ ∶ ρ̃∗gΣ Ṽ02,τ ∼⟶ Ṽ01,τ ,
where Ṽ
0
i,τ denotes the automorphic bundle Ṽ
0
τ on Si ∶= ỸUi,Σ(G′Σ)F for i = 1, 2.
These in turn induce a morphism
∏
θ∈Σ
PS1(Ṽ01,θ̃)→∏
θ∈Σ
PS2(Ṽ02,θ̃)
which we also denote by ρ̃gΣ , and it is straightforward to check that the resulting
diagram
S
′
1,J
Ξ̃1,J //
ρ̃g

∏
θ∈Σ
PS1(Ṽ01,θ̃)
ρ̃gΣ

S
′
2,J
Ξ̃2,J //∏
θ∈Σ
PS2(Ṽ02,θ̃)
12We remark that since (U ′Σ ∩F )2 acts via scalars on Ṽ0τ , the additional condition imposed on
U
′
Σ to ensure the vector bundles descend to the quotient by OF,(p),+/(U ′Σ ∩ F )2 is not actually
needed in order to descend the associated projective bundles.
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commutes. Taking quotients by the action of OF,(p),+ then yields a commutative
diagram
(12) Y 1,0(p)′J Ξ′1,J //
ρg

∏
θ∈Σ
P
Y
′
1,Σ
(V0
1,θ̃
)
ρgΣ

Y 2,0(p)′J Ξ′2,J //∏
θ∈Σ
P
Y
′
2,Σ
(V0
2,θ̃
)
We have now proved the analogue of Theorem A with G replaced by G
′
:
Theorem 5.2.2. For each sufficiently small open compact subgroup U
′
of G
′(Af )
of level prime to p, there is an isomorphism
Ξ
′
J ∶ Y 0(p)′J⟶∏
θ∈Σ
P
Y
′
Σ
(V0
θ̃
).
The morphisms Ξ
′
J are compatible with the Hecke action in the sense that if g ∈
G
′(A(p)f ) is such that g−1U ′1g ⊂ U ′2, then the diagram (12) commutes.
5.3. Proof of Theorem A. We now explain how to deduce Theorem A from
Theorem 5.2.2. The task at hand is similar to that of proving that Theorem 5.2 of
[TX16] follows from their Theorem 5.8 and Corollary 5.9, but we were not able to
supply a proof of this using the ingredients provided in [TX16]13, so instead we give
an argument based on our Lemmas 2.3.2 and 4.2.1 (similar to Construction 2.12 of
[TX19]),
5.3.1. Compatibility on components. Note that Lemmas 2.3.2 and 4.2.1 (and the
discussion at the end of §4.3.4) describe both varieties in Theorem A (over F = Fp)
as fibre products of those of Theorem 5.2.2 with C over C
′
, where C = Cdet(U) =
Cdet(UΣ) indexes the set of components of Y = YU(G)Fp (and Y Σ = YUΣ(GΣ)Fp if
Σ ≠ ∅) and C
′
= Cν ′(U ′) = Cν ′(U ′
Σ
) indexes the set of components of Y ′ = Y ′U ′(G′)Fp
(and Y
′
Σ = Y
′
U ′
Σ
(G′Σ)Fp if Σ ≠ ∅). Thus if the isomorphism of Theorem 5.2.2
were compatible with the natural projections to C
′
, we could obtain Theorem A
by pulling back along the inclusion C → C
′
. Unfortunately we do not know this
compatibility, but it will suffice for our purposes to prove that the diagram
(13) Y 0(p)′J
Ξ
′
J

// Y 0(p)′ // Y ′ // C ′
∏
θ∈Σ
P
Y
′
Σ
(V0
θ̃
) // Y ′Σ // C ′
OO
commutes for some automorphism of C
′
defined by multiplication by an element
t ∈ T
′(A(p)f ) independent of U ′. Let π denote the composite along the top row of
13The proof of the implication in [TX16] seems to be non-trivial, but is omitted from the
paper. In any case, our situation is different in that we also need to transfer the vector bundles
whose projectivizations are involved.
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the diagram, let ΨJ denote the composite Y 0(p)′J → Y ′Σ, and let πΣ denote the
projection Y
′
Σ → C
′
.
Suppose first that Σ ≠ Θ. In this case πΣ has connected fibres, and since ΨJ is
closed and has connected fibres, it follows that πΣ ◦ΨJ has connected fibres. Thus
if y1, y2 ∈ Y 0(p)′J(Fp) have the same image under πΣ ◦ ΨJ , then π(y1) = π(y2).
Since πΣ ◦ΨJ is surjective, it follows that there is a unique endomorphism δ = δU ′
of C
′
such that π = δ ◦ πΣ ◦ΨJ . Furthermore if U
′
1, U
′
2 ⊂ G
′(Af ) and g ∈ G′(A(p)f )
are such that g
−1
U
′
1g ⊂ U
′
2, then the compatibility of ΨJ , π and πΣ with the Hecke
action (via ξE and ν
′
) implies that the diagram
C1
δ1 //
ν
′(g)

C1
ν
′(g)

C2
δ2 // C2
commutes, where Cj = Cν ′(U ′j) and δj = δU ′j for j = 1, 2. We may therefore take the
limit over sufficiently small (U ′)p ⊂ G′(A(p)f ) to obtain an endomorphism δ of
lim
←−
Cν ′(U ′) = lim
←−
T
′(Q)(p)+ \T ′(A(p)f )/ν ′(U ′)p = T ′(Q)(p)+ \T ′(A(p)f ),
compatible with the action of T
′(A(p)f ) = ν ′(G′(A(p)f )) (where T ′(Q)(p) denotes the
subgroup of p-integral elements of T
′(Q) and ⋅ denotes its closure). It follows that
δ is defined by multiplication by t for some t ∈ T
′(A(p)f ) independent of U ′.
Suppose on the other hand that Σ = Θ, so that BΣ is a totally definite quaternion
algebra, Y
′
Σ is the finite set
G
′
Σ(Q)\G′Σ(Af )/U ′Σ = G′Σ(Q)(p)\G′Σ(A(p)f )/(U ′Σ)p
viewed as a scheme over Fp (where G
′
Σ(Q)(p), and the morphism
πΣ ∶ Y
′
Σ⟶ C
′
= T
′(Q)(p)+ \T ′(A(p)f )/(ν ′(U ′Σ)p)
is induced by ν
′
∶ G
′
Σ → T
′
. The same argument as above still yields a unique
morphism δ = δU ′ ∶ Y
′
Σ⟶ C
′
such that π = δ◦ΨJ . Furthermore if U
′
1, U
′
2 ⊂ G
′(Af )
and g ∈ G
′(A(p)f ) are such that g−1U ′1g ⊂ U ′2, then the diagram
Y
′
1,Σ
δ1 //
ρgΣ

C1
ν
′(g)

Y
′
2,Σ
δ2 // C2
commutes (where now Y
′
j,Σ = G
′
Σ(Q)\G′Σ(Af )/U ′j,Σ for j = 1, 2). Taking the limit
over sufficiently small (U ′)p ⊂ G′(A(p)f ) now yields a map
δ ∶ G′Σ(Q)(p)\G′Σ(A(p)f )⟶ T ′(Q)(p)+ \T ′(A(p)f )
such that δ(yg) = ν ′(g)δ(y) for all g ∈ G′Σ(A(p)f ), and it follows just the same that
δ(y) = tπΣ(y) for some t ∈ T ′(A(p)f ) independent of U ′.
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5.3.2. Construction of the isomorphism. We have now shown that the diagram
(13) commutes, where the right vertical arrow is multiplication by t
−1
for some
t ∈ T
′(A(p)f ) independent of U . (Note from the proof that such a t is only unique up
to multiplication by an element of T ′(Q)(p)+ .) Recall that T ′ = (TF ×TE)/TF where
TF is embedded in the product via x ↦ (x2, x−1), so we may choose u ∈ TE(Ap)f )
such that (1, u)t−1 is in the image of the embedding TF (A(p)f ) → T ′(A(p)f ) defined
by v ↦ (v, 1). We then have a commutative diagram
(14) Y 0(p)′J ρu //

Y 0(p)′J Ξ′J //

∏
θ∈Σ
P
Y
′
Σ
(V0
θ̃
)

C
′
⋅(1,u) // C
′
⋅t
−1
// C ′
where the downward arrows are the natural maps defined by the rows of (13).
Suppose now that U is an open compact subgroup of G(Af ) of level prime to p,
and let UΣ = ξ
−1(U) ⊂ GΣ(Af ). Suppose that VE is an open compact subgroup of
A
×
E,f of level prime to p, sufficiently small relative to U (and hence UΣ) in the sense
of §2.3.1, and let U
′
denote the image of U ×VE in G
′(Af ); note that U ′Σ = ξ−1(U ′)
is also the image of UΣ × VE in G
′
Σ(Af ). We assume that U is sufficiently small
that so are UΣ, U
′
and U
′
Σ.
By Lemma 2.3.2, the natural maps give rise to a Cartesian diagram
Y Σ
i
⟶ Y
′
Σ
↓ ↓
Cdet(U) ⟶ Cν ′(U ′),
where Y Σ = YUΣ(GΣ)Fp and where Y ′Σ = YU ′Σ(G′Σ)Fp . Furthermore the auto-
morphic vector bundle Vθ is defined as i
∗
V
0
θ̃
, so we obtain from this a Cartesian
diagram
∏
θ∈Σ
PY Σ(Vθ) ⟶ ∏
θ∈Σ
P
Y
′
Σ
(V0
θ̃
)
↓ ↓
Cdet(U) ⟶ Cν ′(U ′).
On the other hand, by the discussion at the end of §4.3.4, Lemma 4.2.1 gives rise
to a Cartesian diagram
Y 0(p)J ⟶ Y 0(p)′J
↓ ↓
Cdet(U) ⟶ Cν ′(U ′).
Note that the bottom row of (14) restricts to multiplication by v on Cdet(U) for
some v ∈ TF (A(p)f ) independent of U . It follows that the fibre product of the
isomorphisms
Ξ
′
J ◦ ρu ∶ Y 0(p)′J →∏
θ∈Σ
P
Y
′
Σ
(V0
θ̃
) and ⋅ v ∶ Cdet(U) → Cdet(U)
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over ⋅v ∶ Cν ′(U ′) → Cν ′(U ′) defines an isomorphism
ΞJ ∶ Y 0(p)J →∏
θ∈Σ
PY Σ(Vθ).
Furthermore if U1 and U2 are sufficiently small open compact subgroups of g ∈
G(A(p)f ) is such that g−1U1g ⊂ U2, then letting gΣ = ξ−1(g) ∈ GΣ(A(p)f ) and
assuming VE,1 ⊂ VE,2, the morphisms
Y 1,0(p)J ρg⟶ Y 2,0(p)J and PY 1,Σ(V1,θ) ρgΣ⟶ PY 2,Σ(V2,θ)
are the restrictions of the ones obtained from the images of g in G
′(A(p)f ) and
gΣ ∈ G
′
Σ(A(p)f ). Since u is central in G′(A(p)f ), ρu commutes with ρg, and the
commutativity of (12) implies that of
(15) Y 1,0(p)J Ξ1,J //
ρg

∏
θ∈Σ
PY 1,Σ(V1,θ)
ρgΣ

Y 2,0(p)J Ξ2,J //∏
θ∈Σ
PY 2,Σ(V2,θ).
In particular taking U1 = U2 and g = 1, we see that ΞJ is independent of the choice
of VE . (Note however that several choices, namely ϑ, ξ and u, were made in the
construction of ΞJ , and the choice of Θ̃ is even implicit in the definition of Vθ, but
these were all independent of U .)
This completes the proof of Theorem A:
Theorem 5.3.1. For each sufficiently small open compact subgroup U of G(Af )
of level prime to p, there is an isomorphism
ΞJ ∶ Y 0(p)J⟶∏
θ∈Σ
PY Σ(Vθ).
The morphisms ΞJ are compatible with the Hecke action in the sense that if g ∈
G(A(p)f ) is such that g−1U1g ⊂ U2, then the diagram (15) commutes.
Remark 5.3.2. It is natural to expect that, like Y 0(p)J , the product∏θ∈ΣPY Σ(Vθ)
admits canonical descent data to FJ (and even to FΣ), where FJ denotes the fixed
field of the stabilizer of J in Gal(Fp/Fp). However one easily sees that if Σ ≠ ∅,
then ΞJ is not compatible with the natural Galois action on the sets of components,
and hence does not descend to a morphism over FJ . One can then consider whether
there is a natural description of the obstruction, for example viewed as a class in
H
1(Gal(Fp/FJ),AutFp(Y 0(p)J)).
5.4. Comparison of vector bundles. In this section, we will relate the Ray-
naud bundles on Y 0(p)J to the tautological line bundles on ∏θ∈ΣPY Σ(Vθ) and
automorphic vector bundles on Y Σ.
5.4.1. The unitary setting. We first prove an analogous result in the context of
Theorem 5.2.2. As in the construction of the morphisms Ψ̃J and Ξ̃J in §5.2.2, we
let AJ denote the J-splice of the universal isogeny f ∶ A1 → A2 over the closed
subscheme S
′
J of ỸU ′0(p)(G′)F. We write H for the Raynaud group scheme e0 ker(f)
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on S
′
J , and let π ∶ H → S
′
J , sJ ∶ AJ → S
′
J and sj ∶ Aj → S
′
J for j = 1, 2 denote the
structure morphisms.
Recall that for τ ∈ ΘE , the rank two automorphic bundle Ṽ
0
τ on ỸU ′
Σ
(G′Σ)F
is defined in §3.1.2 in terms of the de Rham cohomology of the universal abelian
scheme; its determinant bundle is denoted δ̃τ , and if τ∣F /∈ Σ, then the Hodge
filtration on Ṽ
0
τ is given by the line bundles ω̃
0
θ̃
and υ̃
0
θ̃
.
The Raynaud bundles Lτ on S
′
J are defined by the identification
H = Spec ((SymOS′
J
(⊕τ∈ΘELτ)) /⟨(sτ − 1)Lpτ ⟩τ∈ΘE) .
Recall also from Lemma 5.1.1 and its proof that if θ /∈ J , then sφ−1◦θ̃ = 0 and
Lie(H/S ′J)θ̃ = Lie(A1/S ′J)0θ̃, so we have canonical isomorphisms
Lθ̃ = (π∗Ω1H/S ′J )θ̃ = (s1,∗Ω1A1/S ′J )0θ̃.
Similarly if θ ∈ J , then tφ−1◦θ̃ = 0 and Lie(H∨/S ′J)θ̃ = Lie(A∨2 /S ′J)0θ̃, giving canon-
ical isomorphisms
Lθ̃ = Lie(H∨/S ′J)θ̃ = (R1s2,∗OA2)0θ̃.
Next recall from the construction of the morphisms
S
′
J
Ξ̃J //
Ψ̃J $$■
■■
■■
■■
■■
■■
■ ∏
θ∈Σ
PS(Ṽ0θ̃ )

S = ỸU ′
Σ
(G′Σ)F,
that Corollary 5.1.3 yields an isomorphism
(16) H
1
dR(Aj/S ′J)0θ̃⟶ H1dR(AJ/S ′J)0θ̃ = Ψ̃∗J Ṽ0θ̃ ,
where j = 2 or 1 according to whether or not θ ∈ J . Furthermore, if θ /∈ Σ, then the
isomorphism is compatible with the Hodge filtration and so induces isomorphisms
(sj,∗Ω1Aj/S ′J )0θ̃ ≅ Ψ̃∗J ω̃0θ̃ and (R1sj,∗Ω1Aj/S ′J )0θ̃ ≅ Ψ̃∗J υ̃0θ̃ ≅ Ψ̃∗J δ̃θ̃ ⊗OS′J Ψ̃∗J(ω̃0θ̃)−1.
On the other hand if θ ∈ Σ, then the Hodge filtration on H
1
dR(Aj/S ′J)0θ̃ defines the
morphism S
′
J → PS(Ṽ0θ̃ ) and hence induces isomorphisms
(sj,∗Ω1Aj/S ′J )0θ̃ ≅ Ψ̃∗J δ̃θ̃ ⊗OS′J Ξ̃∗JO(−1)θ and (R1sj,∗Ω1Aj/S ′J )0θ̃ ≅ Ξ̃∗JO(1)θ.
We thus obtain an isomorphism
(17) Lθ̃
∼
⟶ Ξ̃
∗
JMθ, Mθ ∶=
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
ω̃θ̃, if θ /∈ J , θ /∈ Σ;
δ̃
0
θ̃
(−1)θ, if θ /∈ J , θ ∈ Σ;
δ̃
0
θ̃
(ω̃θ̃)−1, if θ ∈ J , θ /∈ Σ;
O(1)θ, if θ ∈ J , θ ∈ Σ,
where we write δ̃θ̃ and ω̃
0
θ̃
for their pull-back to ∏θ∈ΣPS(Ṽ0θ̃ ), O(1)θ for the pull-
back of the twisting sheaf on the θ-component of the product, and F(n)θ for the
twist of F by O(n)θ = O(1)nθ .
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The isomorphism of (17) is Hecke-equivariant in the following sense. Suppose as
usual that U
′
1, U
′
2 ⊂ G
′(Af ) are as above and g ∈ G′(A(p)f ) is such that g−1U ′1g ⊂ U ′2,
It is then straightforward to check that the resulting diagram
(18) ρ̃
∗
gL2,θ̃
ρ̃
∗
g(σ2) //
π
∗
g

ρ̃
∗
g Ξ̃
∗
2,JM2,θ = Ξ̃
∗
1,J ρ̃
∗
gΣ
M2,θ
Ξ̃
∗
1,J (π∗gΣ )

L1,θ̃ σ1
// Ξ̃∗1,JM1,θ,
where σi ∶ Li,θ̃ → Ξ̃
∗
i,JMθ,i is the isomorphism of (17) with U
′
= U
′
i for i = 1, 2,
π
∗
g ∶ ρ̃
∗
gL2,θ̃
∼
→ L1,θ̃ is defined at the end of §4.2.4, and π
∗
gΣ ∶ ρ̃
∗
gΣM2,θ̃
∼
→M1,θ̃ is
induced by the isomorphisms ρ̃
∗
gΣ
Ṽ
0
2,θ̃
→ Ṽ
0
1,θ̃
, with determinant ρ̃
∗
gΣ
δ̃2,θ̃ → δ̃1,θ̃ and
restriction ρ̃
∗
gΣ ω̃
0
2,θ̃
→ ω̃
0
1,θ̃
if θ /∈ Σ, all denoted π∗gΣ in §3.1.2.
The isomorphism of (17) is also compatible with the descent data associated to
the action of OF,(p),+ (for sufficiently small U ′), and hence descends to an isomor-
phism σ ∶ Lθ̃ → (Ξ′J)∗Mθ on Y 0(p)′J in the context of Theorem 5.2.2, where the
line bundle Mθ on ∏θ∈ΣPY ′Σ(V0θ̃ ) is defined by the same formula, but using the
automorphic bundles ω
0
θ̃
and δθ̃ on Y
′
Σ. Furthermore the resulting isomorphism is
Hecke equivariant in the sense that the diagram analogous to (18) commutes.
5.4.2. The Hilbert setting. To obtain the desired relation on Y 0(p)J , recall that
the isomorphism ΞJ of Theorem 5.3.1 is defined as defined as the restriction of the
composite Ξ
′
J ◦ ρu for suitably chosen u ∈ (A(p)E,f )× (independent of U) and U ′. We
thus obtain an isomorphism
(19) Lθ
∼
⟶ Ξ
∗
JMθ, Mθ ∶=
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
ωθ, if θ /∈ J , θ /∈ Σ;
δθ(−1)θ, if θ /∈ J , θ ∈ Σ;
δθω
−1
θ , if θ ∈ J , θ /∈ Σ;
O(1)θ, if θ ∈ J , θ ∈ Σ
as the restriction to Y 0(p)J of the composite of the isomorphisms
Lθ
(π∗u)−1
⟶ ρ
∗
uLθ
ρ
∗
uσ
⟶ ρ
∗
u(Ξ′J)∗Mθ.
Furthermore if U1 and U2 are sufficiently small open compact subgroups of G(Af )
and g ∈ G(A(p)f ) is such that g−1U1g ⊂ U2, then it is straightforward to check that
the resulting diagram
(20) ρ
∗
gL2,θ
ρ
∗
g(σ2) //
π
∗
g

ρ
∗
gΞ
∗
2,JM2,θ = Ξ
∗
1,Jρ
∗
gΣM2,θ
Ξ
∗
1,J (π∗gΣ )

L1,θ σ1
// Ξ∗1,JM1,θ
commutes.
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5.4.3. Relation of determinant bundles. We also relate the bundles denoted δθ on
the varieties Y and Y Σ. Again we first make the comparison in the context of the
unitary Shimura varieties Y
′
and Y
′
Σ. Note that (16) yields an isomorphism
∧
2
OS′
J
H
1
dR(Aj/S ′J)0θ̃⟶ Ψ̃∗J δ̃θ̃
where j = 2 or 1 according to whether or not θ ∈ J , and that the first line bundle
is simply the pull-back of δ̃θ̃ on ỸU ′(G′)F under the forgetful morphism π̃j sending(A1, A2, f) to Aj . Furthermore the isomorphism descends to an isomorphism on
Y 0(p)′J , restricting to an isomorphism
π
∗
j δθ
∼
⟶ Ψ
∗
Jδθ
on Y 0(p)J , where the first δθ is on Y , the second is on Y Σ, and πj is the morphism
Y 0(p)J obtained from π̃j .
On the other hand, letting g denote the transpose of f , so f ◦ g = p, we have the
exact sequences
0 → ker(f∗) → H1dR(A2/S ′J) → ker(g∗) → 0
and 0 → ker(g∗) → H1dR(A1/S ′J) → ker(f∗) → 0,
of rightM2(OE)⊗OS ′J -modules, to which we may apply idempotents to obtain the
exact sequences
0 → ker(f∗)0
θ̃
→ H
1
dR(A2/S ′J)0θ̃ → ker(g∗)0θ̃ → 0
and 0 → ker(g∗)0
θ̃
→ H
1
dR(A1/S ′J)0θ̃ → ker(f∗)0θ̃ → 0.
Since ker(f∗)0
θ̃
and ker(g∗)0
θ̃
are invertible OS ′J -modules, this yields an isomorphism
π̃
∗
2 δ̃θ̃ ≅ ker(f∗)0θ̃ ⊗OS′
J
ker(g∗)0
θ̃
≅ π̃
∗
1 δ̃θ̃,
which in turn descends to Y 0(p)′J and restricts to an isomorphism
π
∗
2 δθ ≅ π
∗
1 δθ
on Y 0(p)J . Again abusing notation and writing δθ for its pull-back to∏θ∈ΣPY Σ(Vθ),
we have now constructed isomorphisms
π
∗
j δθ
∼
⟶ Ξ
∗
Jδθ
for all θ ∈ Θ, J ⊂ Θ and j = 1, 2. Furthermore it is straightforward to check that
the isomorphisms are Hecke-equivariant in the same sense as (20).
Finally, we note that just as in [DS17, §3.4], the line bundle⨂θ∈Θ δθ on ỸU(G)O
is equipped with a canonical trivialization which descends to YU(G)O and trans-
forms by ∣∣detg∣∣−1 under π∗g (for g ∈ G(A(p)f ) and varying U). It follows that the
same holds for ⨂θ∈Θ δθ on Y , and this in turn pulls back to such trivializations
of π
∗
j (⨂θ∈Θ δθ) for j = 1 and 2, which one can check are compatible with the
isomorphism π
∗
2 (⨂θ∈Θ δθ) ≅ π∗1 (⨂θ∈Θ δθ) constructed above. Applying ΞJ,∗, we
obtain a trivialization of Ψ
∗
J (⨂θ∈Θ δθ) which transforms by ∣∣detgΣ∣∣−1 under π∗gΣ
(for g ∈ GΣ(A(p)f ) varying UΣ). Since the natural map OY Σ → ΨJ,∗OX is an iso-
morphism for X = ∏θ∈ΣPY Σ(Vθ), this in fact yields a trivialization of ⨂θ∈Θ δθ
on Y Σ which transforms by ∣∣detgΣ∣∣−1 under π∗gΣ .
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6. The Serre filtration
6.1. Dualizing sheaves. Our aim now is to analyze the dualizing sheaf on the
special fibre of YU1(p)(G).
6.1.1. Generalities. We begin with some general properties of dualizing sheaves, all
of which are recorded in [StaX, Chapter 46].
First recall that if f ∶ Y → S is a Cohen–Macaulay morphism of constant relative
dimension n, then f admits a relative dualizing sheaf, which we denote KY /S . We
will write this as KY /R if S = SpecR, and simply as KY if R is a field evident from
the context. Then KY /S is a coherent sheaf on Y , flat over S. If moreover f is
Gorenstein (i.e., all fibres are Gorenstein), then KY /S is invertible. If moreover f
is smooth, then KY /S is identified with the canonical sheaf ΩnY /S = ∧nOY Ω1Y /S . We
recall also that formation of the dualizing sheaf commutes with base-change; i.e.,
if f ∶ Y → S is Cohen-Macaulay of (constant relative) dimension n, and S
′
→ S is
any morphism, then letting Y
′
denote Y ×S S
′
and π ∶ Y
′
→ Y the projection, we
have a canonical isomorphism π
∗
KY /S ≅ KY ′/S ′ .
If h ∶ X → Y and f ∶ Y → S are both Cohen-Macaulay of constant relative
dimension and either f or h is Gorenstein, then KX/S is canonically isomorphic to
KX/Y ⊗OX h∗KY /S . In particular if h is e´tale, then KX/S = h∗KY /S .
Suppose now that h ∶ X → Y is finite and that f ∶ Y → S and f ◦h ∶ X → S are
Cohen–Macaulay of the same relative dimension. Then h∗KX/S is canonically iso-
morphic to HomOY (h∗OX ,KY /S). This can be seen as an immediate consequence
of the Duality Theorem, or indeed as a special case of the construction of dualizing
sheaves. We will apply this in §6.2.2 in the case where h is a closed immersion and
both f and f ◦ h are local complete intersections. However we will first apply it in
§6.1.4 in a setting where h is finite flat and f is Cohen–Macaulay; note that in this
case f ◦ h is automatically Cohen–Macaulay of the same relative dimension as f .
6.1.2. The Kodaira–Spencer isomorphism. Recall from §3.2.1 that the Kodaira–
Spencer isomorphism on Shimura varieties associated to GΣ relates their dualizing
sheaves to certain automorphic bundles. We defined this isomorphism (and indeed
the integral models and automorphic bundles) via the Shimura varieties associated
to the unitary group G
′
Σ, but for G = ResF/QGL2 (i.e., Σ = ∅), we can establish
the relation directly from the moduli problem considered in §2.1.2. We briefly recall
this now, but working integrally instead of modulo p as we did in §3.2.1.
Suppose that L ⊂ Q contains the Galois closure of F , and let O be the localiza-
tion of OL at the prime over p determined by our fixed embedding Q → Qp, and
let A be the universal abelian variety over S = ỸU(G)O where U is a sufficiently
small open compact subgroup of GL2(AF,f) of level prime to p. Proceeding exactly
as in §3.1.1 we can define line bundles ω̃θ, υ̃θ and δ̃θ on S by the Hodge filtration
and determinant on the θ-component of H
1
dR(A/S) for each θ ∈ Θ. For k, ℓ ∈ ZΘ,
we define
Ãk,l =⨂
θ∈Θ
δ̃
ℓθ
θ ω̃
kθ
θ .
If (k, ℓ) is paritious in the sense of [DS17, Def. 3.2.1], i.e., kθ + 2ℓθ is independent
of θ, then Ãk,ℓ descends to a line bundle Ak,ℓ on Y = YU(G)O; in particular the
line bundles υ̃
−1
θ ω̃θ = δ̃
−1
θ ω̃
2
θ descend to Y = YU(G)O. The same construction as in
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§3.2.1 then produces isomorphisms
⨁
θ∈Θ
δ̃
−1
θ ω̃
2
θ
∼
⟶ Ω
1
S/O and ⨂
θ∈Θ
δ̃
−1
θ ω̃
2
θ
∼
⟶ KS/O
which descend to isomorphisms on Y .14 We thus obtain the Kodaira–Spencer iso-
morphism A2,−1 ≅ KY /O. Using the commutativity of the diagram
0 → (s′)∗Ω1S/O → Ω1A′/O → Ω1A′/S → 0
↓ ↓ ↓
0 → ∆∗s
∗
Ω
1
S/O → ∆∗Ω1A/O → ∆∗Ω1A/S → 0
where A
′
= A ⊗OF O
2
E , s ∶ A → S, s
′
∶ A
′
→ S are the structure morphisms,
∆ ∶ A → A
′
is the diagonal embedding and the vertical arrows are adjoint to the
canonical morphisms, one sees that the base-change to F = Fp of the Kodaira–
Spencer isomorphism just defined coincides with the one already defined on Y =
YU(G)F in §3.2.1. On the other hand, working over L instead ofO, one can dispense
with the hypothesis that the open compact subgroup has level prime to p. For
any sufficiently small open compact subgroup U , the analogous constructions yield
automorphic bundles Ak,ℓ on YU(G)L for paritious (k, ℓ) and the Kodaira–Spencer
isomorphism A2,−1 ≅ KYU (G)L .
6.1.3. Hecke action. Suppose now that U1 and U2 are sufficiently small open com-
pact subgroups of GL2(AF,f ) of level prime to p and that g ∈ GL2(A(p)F,f) is such
that g
−1
U1g ⊂ U2. Letting Yj = YUj (G)O for j = 1, 2, we have a morphism
ρg ∶ Y1 → Y2 and a canonical isomorphism ρ
∗
gKY1/O → KY2/O, satisfying the usual
compatibility with ρ
∗
hKY2/O → KY3/O if h−1U2h ⊂ U3. We thus obtain a natural
action of GL2(A(p)F,f) on
lim
−→
H
0(YU (G)O,KYU (G)O/O),
where the direct limit is over open compact subgroups U ⊂ GL2(AF,f) of level
prime to p.
For any paritious (k, ℓ), we similarly define an action of GL2(A(p)F,f ) on the space
of Hilbert modular forms (over O) of weight (k, ℓ) and level prime to p, i.e., the
direct limit over such U of the O-modules
Mk,ℓ(U,O) ∶= H0(YU (G)O,Ak,ℓ),
incorporating a twist by the character ∣∣det∣∣ as in [DS17, §4.2] for consistency
with standard conventions. As recalled in §5.4.3, the line bundle Ã0,1 = ⊗θδ̃θ
on ỸU(G)O is equipped with a canonical trivialization which descends to YU(G)O
and transforms by ∣∣detg∣∣−1 under π∗g . We thus obtain an isomorphism A2,0 ≅
A2,−1 whose composite with the Kodaira–Spencer isomorphism A2,−1 ≅ KY /O is
compatible with the Hecke action in the sense that the resulting diagram
M2,0(U2,O) ∼⟶ H0(Y2,KY2/O)
↓ ↓
M2,0(U1,O) ∼⟶ H0(Y1,KY1/O)
14In fact identifying ⊕υ̃
−1
θ ω̃θ with HomOS⊗OF (R1s∗OA, s∗Ω1A/S), the vector bundles and
isomorphisms descend to YU (G) over Z(p).
58 FRED DIAMOND, PAYMAN KASSAEI, AND SHU SASAKI
commutes, and hence the isomorphism
lim
−→
U
M2,0(U,O) ≅ lim−−→
U
H
0(YU(G)O ,KYU (G)O/O)
is GL2(A(p)F,f )-equivariant.
Similarly for any k, ℓ ∈ Z
Θ
(not necessarily paritious) and F containing the
residue field of O, we have an action of GL2(A(p)F,f ) on the space
lim
−−→
U
Mk,ℓ(U,F) = lim−→
U
H
0(YU(G)F,Ak,ℓ)
of Hilbert modular forms over F of weight (k, ℓ) and level prime to p. Note that
for any paritious (k, ℓ), the natural map
Mk,ℓ(U,O)⊗O F→Mk,ℓ(U,F)
is Hecke-equivariant and injective, but not obviously surjective, the cokernel being
isomorphic to Tor
O
1 (H1(YU(G)O ,Ak,ℓ),F). The Kodaira–Spencer isomorphism in
this context gives an isomorphism
lim
−−→
U
M2,0(U,F) ≅ lim−−→
U
H
0(YU(G)F,KYU (G)F).
compatible with the one over O and the action of GL2(A(p)F,f ).
Similarly for paritious (k, ℓ) and fields K containing L, we have an action of
GL2(AF,f) on the space
lim
−→
U
Mk,ℓ(U,K) = lim−→
U
H
0(YU(G)K ,Ak,ℓ)
of Hilbert modular forms over K of weight (k, ℓ), where the limit is now over all
sufficiently small open compact U ⊂ GL2(AF,f ), and Mk,ℓ(U,C) is identified with
the usual space of holomorphic Hilbert modular forms of weight (k, ℓ) and level U .
The Kodaira–Spencer isomorphism in this context gives a GL2(AF,f)-equivariant
isomorphism
lim
−→
U
M2,0(U,K) ≅ lim−→
U
H
0(YU(G)K ,KYU (G)K).
If U has level prime to p, then the natural map
Mk,ℓ(U,O)⊗O K →Mk,ℓ(U,K)
is a Hecke-equivariant isomorphism, compatible with the Kodaira–Spencer isomor-
phism for (k, ℓ) = (2, 0).
6.1.4. Forms of parallel weight 2, level U1(p). Our main object of study for the rest
of the paper will be the dualizing sheaf on the special fibre of the Pappas model
YU1(p)(G), defined in §4.1.2. Recall that U1(p) = UpU1,p where Up is a sufficiently
small open compact subgroup of GL2(A(p)F,f ) and U1,p ⊂ U0,p ⊂ GL2(OF,p) with
U0(p)/U1(p) ≅ (OF /p)×. We will write simply Yi(p) for YUi(p)(G)O for i = 1, 2.
Since Y0(p) is a flat local complete intersection over O and Y1(p) is finite flat over
Y0(p), it follows that Y1(p) is Cohen–Macaulay over O. Therefore Y0(p) and Y1(p)
admit dualizing sheaves KY0(p)/O and KY1(p)/O, and KY0(p)/O is invertible.
If U and U
′
are sufficiently small open compact subgroups of GL2(AF,f) of level
prime to p and that g ∈ GL2(A(p)F,f ) is such that g−1Ug ⊂ U ′, then we have the finite
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e´tale morphisms ρg ∶ Yi(p) → Y ′i (p) = YUi(p)(G)O and canonical isomorphisms
ρ
∗
gKY ′i(p)/O → KYi(p)/O for i = 0, 1 satisfying the usual compatibilities. We thus
obtain a natural action of GL2(A(p)F,f) on
lim
−→
H
0(Yi(p),KYi(p)/O),
where the direct limit is over open compact subgroups U ⊂ GL2(AF,f) of level
prime to p. Since
H
0(Yi(p),KYi(p)/O)⊗O L = H0(YUi(p)(G)L,KYUi(p)(G)L) ≅M2,0(Ui(p), L),
we may identify H
0(Yi(p),KYi(p)/O) with an O-lattice in M2,0(Ui(p), L) which we
denoteM2,0(Ui(p),O); the identification is Hecke-equivariant in the sense that it is
compatible with the GL2(A(p)F,f )-action on direct limits. Similarly we may consider
the dualizing sheaf KY i(p) on Y i(p) ∶= YUi(p)(G)F for F containing the residue field
of O. Letting
M2,0(Ui(p),F) = H0(Y i(p),KY i(p)),
we obtain a natural action of GL2(A(p)F,f) on lim−−→M2,0(Ui(p),F) and Hecke-equivariant
injective homomorphisms
M2,0(Ui(p),O) ⊗O F→M2,0(Ui(p),F).
Recall also that we have a natural action of (OF /p)× ≅ U0(p)/U1(p) on Y1(p),
hence on M2,0(U1(p),O) = H0(Y1(p),KY1(p)/O). Furthermore the action is com-
patible with the Hecke action (in the usual sense) and with the natural action of(OF /p)× on M2,0(U1(p), L). If L is sufficiently large as in §4.1.2 (i.e., L contains
the (q−1)-roots of unity where q−1 is divisible by the exponent of (OF /p)×), then
we may decompose
M2,0(U1(p),O) =⨁
χ
M2,0(U1(p),O)χ
as the direct sum of χ-eigenspaces over the characters χ ∶ (OF /p)× → O×. Thus
M2,0(U1(p),O)χ is an O-lattice in the space M2,0(U1(p), L)χ of Hilbert modular
forms of parallel weight 2, level U1(p) and character χ, and GL2(A(p)F,f) acts on
lim
−→
M2,0(U1(p),O)χ where the direct limit is over sufficiently small open compact
U of level prime to p. Similarly we may decompose
M2,0(U1(p),F) =⨁
χ
M2,0(U1(p),F)χ,
and we obtain an action of GL2(A(p)F,f ) on lim−→M2,0(U1(p),F)χ compatible with the
injective maps
M2,0(U1(p),O)χ ⊗O F→M2,0(U1(p),F)χ.
Since the morphism h ∶ Y1(p) → Y0(p) is finite, we have
h∗KY1(p)/O = HomOY0(p)(h∗OY1(p),KY0(p)/O)
and R
j
h∗KY1(p)/O = 0 for j > 0. Recall that the explicit description of Y1(p) in
terms of a Raynaud (OF /p)-module scheme on Y0(p) shows that
h∗OY1(p) = (SymOY0(p)L)/I ′
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where L is the direct of the Raynaud line bundles Lθ on Y0(p) and I ′ is the ideal
generated by the OS-submodules (sθ − 1)Lpθ for θ ∈ Θ and (sv − 1)⊗θ∈Θv Lp−1θ for
v∣p. We therefore have
h∗OY1(p) =⨁(⨂
θ∈Θ
L
mθ
θ )
where the direct sum is over m ∈ Z
Θ
such 0 ≤ mθ ≤ p − 1 for all θ and mθ < p − 1
for some θ in each Θv. Since (OF /p)× acts on Lθ via the Teichmuller lift of θ and
each character χ of (OF /p)× is the Teichmuller lift of∏θ∈Θ θmχ,θ for a unique such
m = mχ, we may rewrite this decomposition as
h∗OY1(p) =⨁
χ
Lχ
where (OF /p)× acts on the line bundle Lχ ∶= Lmχ,θθ via χ. We therefore have
h∗KY1(p)/O =⨁
χ
L
−1
χ−1KY0(p)/O
so that H
i(Y1(p),KY1(p)/O)χ = Hi(Y0(p),L−1χ−1KY0(p)/O) for i ≥ 0, and in particular
M2,0(U1(p),O)χ = H0(Y0(p),L−1χ−1KY0(p)/O).
Furthermore these identifications are compatible with the natural Hecke action aris-
ing from the identifications ρ
∗
gKY ′j(p)/O = KYj(p)/O for j = 0, 1 and the isomorphism
π
∗
g ∶ ρ
∗
gL
′
θ ≅ Lθ defined at the end of §4.1.2 (where g ∈ GL2(A(p)F,f ), g−1U ′g ⊂ U ,
Y
′
j(p) = YU ′j(p)(G)O and L′θ is the Raynaud bundle on Y ′0(p)).
Similarly if we let Y j(p) = YUj(p)(G)F for j = 0, 1 and h ∶ Y 1(p)→ Y 0(p), then
we obtain
(21) h∗KY 1(p) =⨁
χ
L
−1
χ−1KY 0(p)
where Lχ = L
mχ,θ
θ as above, but now χ is viewed as a character (OF /pOF )× → F×
and Lθ is the Raynaud bundle on Y 0(p). It follows that Hi(Y 1(p),KY 1(p))χ =
H
i(Y 0(p),L−1χ−1KY 0(p)) and in particular
M2,0(U1(p),F)χ = H0(Y 0(p),L−1χ−1KY 0(p)),
compatibly with the Hecke action and the corresponding identifications over O.
Our analysis of the space M2,0(U1(p),F), and more generally the cohomology of
KY 1(p), thus reduces to the study of the line bundles L−1χ−1KY 0(p) on Y 0(p).
6.2. Dicing. In this section, we describe the dualizing sheaf KY 0(p) on Y 0(p) in
terms of those on the subschemes Y 0(p)J . Recall that Y 0(p)J is defined as the
vanishing locus of
{Lie(f)θ ∣ θ /∈ J } ∪ {Lie(f∨)θ ∣ θ ∈ J }
where f ∶ A1 → A2 is the universal isogeny on ỸU0(p)(G)F; the schemes Y 0(p)J are
smooth over F, and every irreducible component of Y 0(p) is a connected component
of Y 0(p) for a unique J . We will define a filtration on KY 0(p) whose associated
graded is a direct sum of sheaves supported on the subschemes Y 0(p)J . We refer
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to the process of analyzing the sheaf by dividing the scheme into smaller ones of
the same dimension as dicing.
6.2.1. Dicing the structure sheaf. We first define a filtration on OY 0(p) by the
sheaves of ideals
Ij ∶= ⟨∏
θ∈J
Lie(f)θ ⟩∣J∣=j
for j ≥ 0, where Lie(f)θ is viewed locally as a section of OY 0(p) via any choice of
trivialization of the descent of
HomOS(Lie(A1/S)θ,Lie(A2/S)θ)
to Y 0(p). Note that
OY 0(p) = I0 ⊃ I1 ⊃⋯ ⊃ Id ⊃ Id+1 = 0.
For each J , let iJ denote the closed immersion Y 0(p)J → Y 0(p). We let PJ
denote the ideal sheaf on Y 0(p) defining Y 0(p)J , and let IJ denote the ideal sheaf
on Y 0(p)J generated by ∏θ∈J Lie(f)θ. We see from Theorem 4.3.1 that the ideal
generated by ∏θ∈J Lie(f)θ is non-zero in the regular local ring obtained by com-
pleting Y 0(p)J at each closed point, and it follows that IJ is an invertible sheaf.
Similarly we let JJ denote the invertible sheaf of ideals on Y 0(p)J generated by
∏θ/∈J Lie(f∨)θ.
Note that if ∣J∣ = ∣J ′∣ and J ′ ≠ J , then the section ∏θ∈J ′ Lie(f)θ vanishes on
Y 0(p)J , so we have a natural map Ij →⨁∣J∣=j iJ,∗IJ . Furthermore if ∣J ′∣ = j+ 1,
then ∏θ∈J ′ Lie(f)θ vanishes, so Ij+1 is contained in the kernel.
Lemma 6.2.1. The natural map gr
j
OY 0(p) →⨁∣J∣=j iJ,∗IJ is an isomorphism.
Proof. It suffices to prove the morphism is an isomorphism on completions of stalks
at each closed point Q of Y 0(p). We do this using the description
ÔS,Q ≅ ⨂̂
θ∈Θ
kQ[[xθ , yθ]]/⟨cθdθ⟩
provided by Theorem 4.3.1. Using the notation of that theorem and writing cJ for
∏θ∈J cθ and ⋅ for images in the quotient kQ[[xθ, yθ]]/⟨cθdθ⟩, the above morphism
corresponds to the natural map
(22)
Ij/Ij+1 → ⨁∣J∣=j(⟨cJ⟩ + PJ)/PJ⎛⎜⎝∑∣J∣=j rJcJ
⎞⎟⎠ + Ij+1 ↦ (rJcJ + PJ)J ,
where Im = ⟨cJ⟩∣J∣=m and PJ = ⟨cθ⟩θ/∈J + ⟨dθ⟩θ∈J . Note that Q ∈ Y 0(p)J if and
only if J ⊂ JQ and IQ ∪ J = Θ, in which case PJ corresponds to a minimal prime
of ÔS,Q; otherwise PJ corresponds to ÔS,Q.
Since (22) is obviously surjective, we just need to prove that if rJcJ ∈ PJ , then
rJcJ ∈ Ij+1. If θ /∈ IQ for some θ /∈ J , then cθ is a unit, so rJcJ ∈ ⟨cJ∪{θ}⟩ ⊂ Ij+1,
and if θ /∈ JQ for some θ ∈ J , then cθ = 0, so rJcJ = 0 ∈ Ij+1. We may therefore
assume that PJ corresponds to a prime ideal of ÔY 0(p),Q. Note that since cθ /∈ PJ
for each θ ∈ J , we have cJ /∈ PJ , and therefore rJ ∈ PJ . Furthermore cJdθ = 0 for
θ ∈ J , so
rJcJ ∈ cJPJ = cJ⟨cθ⟩θ/∈J ⊂ Ij+1.
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This completes the proof that (22) is an isomorphism. □
Note that the proof that (22) is an isomorphism shows that Ij = ⋂∣J∣<j PJ ,
which translates to the statement that Ij = ⋂∣J∣<j PJ , hence defines ⋃∣J∣<j Y 0(p)J
with its reduced induced subscheme structure. Note in particular that ⟨cΘ⟩ = Id =
⋂J≠Θ PJ ; furthermore the same argument shows that if J ⊂ Θ, then
(23) ⟨cJdΘ−J⟩ = ⋂
J ′≠J
PJ ′ .
Since the ring is reduced and all its minimal primes are of the form PJ , it follows
that ⟨cJdΘ−J⟩ is the annihilator of PJ and that ⟨cJdΘ−J⟩ ∩ PJ = {0}.
6.2.2. Dicing the dualizing sheaf. Recall from §6.1.1 that since iJ ∶ Y 0(p)J → Y 0(p)
is a finite morphism of Cohen–Macaulay schemes of the same dimension, we have
a canonical isomorphism
iJ,∗KY 0(p)J ≅ HomOY 0(p)(iJ,∗OY 0(p)J ,KY 0(p)).
Moreover since Y 0(p)J and Y 0(p) are local complete intersections, and hence
Gorenstein, their dualizing sheaves are line bundles; in particular we have
HomOY 0(p)(iJ,∗OY 0(p)J ,KY 0(p)) = HomOY 0(p)(iJ,∗OY 0(p)J ,OY 0(p))⊗OY 0(p) KY 0(p).
The surjective morphism OY 0(p) → OY 0(p)/PJ = iJ,∗OY 0(p)J induces an injective
morphism
HomOY 0(p)(iJ,∗OY 0(p)J ,OY 0(p))→ OY 0(p)
whose image is the sheaf of ideals AnnOY 0(p)PJ . It follows from (23) and the sub-
sequent discussion that AnnOY 0(p)PJ is generated by∏θ∈J Lie(f)θ∏θ/∈J Lie(f∨)θ,
so that
i
∗
JAnnOY 0(p)PJ = IJJJ ;
moreover since PJ ∩AnnOY 0(p)PJ = 0, the natural map
AnnOY 0(p)PJ → iJ,∗i
∗
JAnnOY 0(p) = iJ,∗(IJJJ)
is an isomorphism. Tensoring with KY 0(p) therefore yields a canonical isomorphism
(24) iJ,∗KY 0(p)J
∼
⟶ iJ,∗(IJJJ)⊗OY 0(p) KY 0(p).
Now consider the dicing filtration on KY 0(p) defined by
Fil
j
KY 0(p) = IjKY 0(p) = Ij ⊗OY 0(p) KY 0(p),
where the latter equality follows from the invertibility of KY 0(p). Lemma 6.2.1 thus
yields a canonical isomorphism
gr
j
KY 0(p) ∼⟶⨁∣J∣=j
iJ,∗IJ ⊗OY 0(p) KY 0(p).
We may then apply (24) to compute the summands as
iJ,∗J
−1
J ⊗OY 0(p) iJ,∗(IJJJ)⊗OY 0(p) KY 0(p) = iJ,∗(J −1J KY 0(p)J ).
We therefore have a canonical isomorphism
(25) gr
j
KY 0(p) ≅⨁∣J∣=j
iJ,∗(J −1J KY 0(p)J ).
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It is straightforward to check that the dicing filtration is compatible with the Hecke
action in the usual sense, as is the isomorphism (25). Combining this isomor-
phism with the conclusion of §6.1.4, we see that the analysis of the cohomology
of KY 1(p) reduces to that of the line bundles J −1J KY 0(p)J i∗JL−1χ−1 on the smooth
varieties Y 0(p)J .
More precisely, we define a filtration on each component of h∗KY 1(p) under the
decomposition (21) by setting
Fil
j(KY 0(p)L−1χ−1) = IjKY 0(p)L−1χ−1 .
The filtration induces one on H
i(Y 1(p),KY 1(p))χ = Hi(Y 0(p),KY 0(p)L−1χ−1) defined
by Fil
j(Hi(Y 0(p),KY 0(p)L−1χ−1) =
im (Hi(Y 0(p),Filj(KY 0(p)L−1χ−1)) → Hi(Y 0(p),KY 0(p)L−1χ−1)) ,
for which the graded pieces E
j,i
∞ = E
j,i
d+1 = gr
j (Hi+j(Y 0(p),KY 0(p)L−1χ−1)) are com-
puted by the spectral sequence
E
j,i
1 = H
i+j(Y 0(p), grj(KY 0(p)L−1χ−1))⟹ Hi+j(Y 0(p),KY 0(p)L−1χ−1).
Note that (25) gives a canonical isomorphism
gr
j(KY 0(p)L−1χ−1) ≅⨁∣J∣=j (iJ,∗(J
−1
J KY 0(p)J )⊗OY 0(p) L−1χ−1) ,
from which it follows that
E
j,i
1 ≅⨁∣J∣=j
H
i+j(Y 0(p)J , J −1J KY 0(p)J i∗JL−1χ−1).
6.2.3. Hecke equivariance. The above spectral sequence and isomorphisms are com-
patible with the Hecke action in the following sense. Suppose as usual that U and
U
′
are sufficiently small open compact subgroups of G(Af ) of level prime to p, and
g ∈ G(A(p)f ) is such that g−1Ug ⊂ U ′. Using ′ to denote the relevant objects defined
with U replaced by U
′
, we have the corresponding spectral sequence
E
′j,i
1 = H
i+j(Y ′0(p), grj(KY ′0(p)L′−1χ−1))⟹ Hi+j(Y ′0(p),KY ′0(p)L′−1χ−1)
and isomorphism
E
′j,i
1 ≅⨁∣J∣=j
H
i+j(Y ′0(p)J , J ′−1J KY ′0(p)J i′∗J L′−1χ−1).
The canonical isomorphism ρ
∗
gKY
′
1(p) ≅ KY 1(p) is compatible with the decompo-
sitions (21) and corresponding isomorphisms of summands (with ρ
∗
gL
′−1
χ−1 ≅ L
−1
χ−1
defined by π
∗
g ). As ρ
∗
gI
′
j = Ij , the isomorphisms of summands preserve the fil-
trations and hence induce morphisms E
′j,i
r → E
j,i
r compatible with the differ-
entials d
j,i
r ∶ E
j,i
r → E
j+r,i−r+1
r , d
′j,i
r ∶ E
′j,i
r → E
′j+r,i−r+1
r and identifications
E
j,i
r+1 = ker(dj,ir )/im(dj−r,i+r−1r ), E ′j,ir+1 = ker(d′j,ir )/im(d′j−r,i+r−1r ). Furthermore
the descriptions of gr
j
KY 0(p) and grjKY ′0(p) are compatible with ρ∗g in the obvious
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sense, so the resulting diagram
E
′j,i
1
∼
⟶ ⨁
∣J∣=j
H
i+j(Y ′0(p)J , J ′−1J KY ′0(p)J i′∗J L′−1χ−1)
↓ ↓
E
j,i
1
∼
⟶ ⨁
∣J∣=j
H
i+j(Y 0(p)J , J −1J KY 0(p)J i∗JL−1χ−1)
commutes, where the arrow on the right is induced by the canonical isomorphisms
ρ
∗
gJ
′
J ≅ JJ , ρ
∗
gKY
′
0(p)J ≅ KY 0(p)J and π∗g ∶ ρ∗gL′χ−1
∼
→ Lχ−1 . To sum up so far, we
have constructed a Hecke-equivariant spectral sequence with
(26) E
j,i
1 ≅⨁∣J∣=j
H
i+j(Y 0(p)J , J −1J KY 0(p)J i∗JL−1χ−1)⟹ Hi+j(Y 1(p),KY 1(p))χ.
6.3. Proof of Theorem B. We now proceed to prove Theorem B, relating the
cohomology of KY 1(p) to that of automorphic sheaves on the quaternionic Shimura
varieties Y Σ. We do this by determining the line bundles corresponding to the
J
−1
J KY 0(p)J i∗JL−1χ under the isomorphism ΞJ of Theorem 5.3.1, and in turn their
(higher) direct images on the Y Σ. (Recall that JJ and iJ were defined in §6.2.1,
and Lχ in §6.1.4.) We now assume F = Fp to ensure that ΞJ is defined.
6.3.1. The factors J , K and L. We first write χ = ∏θ∈Θp θ
mθ for a unique m =
mθ ∈ Z
Θ
such that 0 ≤ mθ ≤ p−1 for all θ andmθ > 0 for some θ in each Θv. (Recall
that we identify Θp with Θ =∐v∣pΘv via our fixed choices of embeddings, and note
the slight difference with the choice made in §6.1.4 in that we takemθ = p−1, instead
of 0, for all θ ∈ Θv if χ is trivial on (OF /v)×.) We then have χ−1 =∏θ∈Θp θp−1−mθ ,
so that
(27) L
−1
χ−1 =⨂
θ∈Θ
L
mθ−p+1
θ .
Next we write the factor J
−1
J in terms of the Raynaud bundles on Y 0(p)J . Recall
that JJ is the ideal sheaf on Y 0(p)J defined by ∏θ/∈J Lie(f∨)θ. Though we make
no direct use of the following description, we remark that J
−1
J can be identified
with the line bundle OY 0(p)J (D) where
D = ∑
θ/∈Θ
(Y 0(p)J ∩ Y 0(p)J∪{θ}) = ∑
θ/∈Θ
Y 0(p)Θ−φ(J),J∪{θ},
viewed as a Weil divisor on Y 0(p)J . Recall that Lie(f∨)θ is a section of the line
bundle defined by
HomOS(Lie(A∨2 /S)θ,Lie(A∨1 /S)θ)
with its canonical descent data, where f ∶ A1 → A2 is the universal isogeny on S
of ỸU0(p)(G)F. Letting sj ∶ Aj → S denote the structure morphism for j = 1, 2, we
have canonical isomorphisms
Lie(A∨j /S)θ ≅ υ̃j,θ ≅ δ̃j,θω̃−1j,θ,
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where υ̃j,θ = R
1
sj,∗OAj , ω̃
−1
j,θ = sj,∗(Ω1Aj/S)θ and δ̃j,θ = ∧2OSH1dR(Aj/S)θ. As in
§5.4.3, the exact sequences
0 → ker(f∗) → H1dR(A2/S) → ker(g∗) → 0
and 0 → ker(g∗) → H1dR(A1/S) → ker(f∗) → 0
(where g ∶ A2 → A1 denotes the transpose of f , i.e., f ◦g = p) yield an isomorphism
δ̃1,θ ≅ δ̃2,θ. We thus obtain an isomorphism
HomOS(υ̃2,θ, υ̃1,θ) ≅ HomOS(δ̃2,θω̃−12,θ, δ̃1,θω̃−11,θ)
≅ HomOS(δ̃1,θω̃−12,θ, δ̃1,θω̃−11,θ) ≅ HomOS(ω̃1,θ, ω̃2,θ)
under which Lie(f∨) corresponds to g∗.
Suppose now that θ /∈ J , let i˜J denote the closed immersion SJ → S, and
consider the restriction of g
∗
to SJ . Recall from the proof of Lemma 5.1.1 that the
inclusion H = ker(f) ⊂ A1 induces an isomorphism Lie(H/SJ)θ ≅ Lie(A1/SJ)θ
and hence
i˜
∗
J ω̃1,θ ≅ i˜
∗
JLθ.
Furthermore if also φ
−1
◦ θ /∈ J , then we similarly have i˜∗J ω̃1,φ−1◦θ ≅ i˜∗JLφ−1◦θ, and
since Ver
∗(f∗H1dR(A2/SJ)) = f∗(˜i∗J ω̃p2,φ−1◦θ) = 0 in this case, we have the exact
sequence
0⟶ f
∗
H
1
dR(A2/SJ)⟶ H1dR(A1/SJ) Ver∗⟶ i˜∗J ω̃p1,φ−1◦θ⟶ 0,
which combined with the exact sequence
0⟶ f
∗
H
1
dR(A2/SJ)⟶ H1dR(A1/SJ) g∗⟶ i˜∗J ω̃2,θ⟶ 0
yields an isomorphism
i˜
∗
J ω̃2,θ ≅ i˜
∗
J ω̃
p
1,φ−1◦θ
≅ i˜
∗
JL
p
φ−1◦θ
.
On the other hand if φ
−1
◦ θ ∈ J , then the proof of Lemma 5.1.1 shows that the
inclusion H
∨
⊂ A
∨
2 induces an isomorphism Lie(H∨/SJ)θ ≅ Lie(A∨2 /SJ)θ, and
hence i˜
∗
JLφ−1◦θ ≅ i˜
∗
J υ̃2,φ−1◦θ. In this case however, the fact that φ
−1
◦ θ ∈ J and
θ /∈ J implies that
Φ(D(A2,s)φ−1◦θ) = g∗(D(A1,s))θ = V (D(A2,s)φ◦θ)
for all s ∈ SJ(Fp). It follows that Frob∗ ∶ H1dR(A2/SJ)(p)φ−1◦θ → H1dR(A2/SJ)θ
induces an isomorphism i˜
∗
J υ̃
p
2,φ−1◦θ
→ i˜
∗
J ω̃2,θ, so that now
i˜
∗
JL
p
φ−1◦θ
≅ i˜
∗
J υ̃
p
2,φ−1◦θ
≅ i˜
∗
J ω̃2,θ.
Therefore in both cases we obtain an isomorphism
i˜
∗
J(ω̃−11,θω̃2,θ) ≅ i˜∗J(L−1θ Lpφ−1◦θ).
We now show that the section corresponding to g
∗
under this isomorphism is
simply the one induced on the Raynaud line bundles by Ver ∶ H
(p)
→ H ; i.e., the
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diagram
i˜
∗
J ω̃1,θ
∼ //
g
∗

Lθ
Ver
∗

i˜
∗
J ω̃2,θ ≅ L
p
φ−1◦θ
commutes, where the top arrow is induced by the inclusion H ⊂ A1 and bottom
arrow is the isomorphism defined above. It suffices to check the commutativity
on fibres at all s ∈ SJ(Fp), which we do by writing the resulting diagram in
terms of the Dieudonne´ modules of Hs, A1,s[p] and A2,s[p]. More precisely, under
the canonical descriptions of cotangent and tangent spaces in terms of Dieudonne´
modules, the diagram on fibres becomes
D(A(p−1)1,s [p])θ/Φ(D(A(p−1)1,s [p])φ−1◦θ) ∼ //
g
∗

D(H(p−1)s )θ
Ver
∗

D(A(p−1)2,s [p])θ/Φ(D(A(p−1)2,s [p])φ−1◦θ) ≅ ∆ ≅ D(Hs)θ
,
where the top arrow is given by the inclusion Hs ⊂ A1,s[p] and the bottom isomor-
phisms are the ones induced by those defined above, where
• ∆ = D(A1,s[p])θ/Φ(D(A1,s[p])φ−1◦θ) if φ−1 ◦ θ /∈ J , and
• ∆ = ker(Φ) = ker(V ) on D(A2,s[p])θ if φ−1 ◦ θ ∈ J .
In the first case, the desired compatibility is immediate from the fact that the
isomorphism ∆ → D(Hs)θ is again defined by the inclusion Hs ⊂ A1,s[p] and the
isomorphism D(A(p−1)2,s [p])θ/Φ(D(A(p−1)2,s [p])φ−1◦θ) ≅ ∆ is the one arising from the
commutative diagram
H
0(A1,s,Ω1A1,s/Fp)θ
g
∗
vv❧❧❧
❧❧❧
❧❧❧
❧❧❧
❧❧
Ver
∗
((❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘
H
0(A2,s,Ω1A2,s/Fp)θ ≅ H0(A(p)1,s,Ω1A(p)
1,s/Fp)θ
and the canonical isomorphisms D(A[p])/Φ(D(A[p])) ≅ H0(A(p),Ω1
A(p)/Fp) in-
duced by Ver
∗
on D(A[p]) ≅ H1dR(A/Fp) for A = A(p−1)1,s , A(p−1)2,s and A1,s. In the
second case, one finds that D(Hs)θ ∼→ ∆ is induced by g ∶ A2,s[p]→ Hs ⊂ A1,s[p],
whereas ∆
∼
→ D(A(p−1)2,s [p])θ/Φ(D(A(p−1)2,s [p])φ−1◦θ) is the composite of
• the inverse of the canonical isomorphism
H
1(A(p)2,s,OA(p)
2,s
)θ ≅ ∆ ⊂ D(A2,s[p])θ ≅ H1dR(A2,s/Fp)θ
induced by Frob
∗
∶ H
1
dR(A(p)2,s/Fp)θ → H1dR(A2,s/Fp)θ,
• the isomorphismH
1(A(p)2,s,OA(p)
2,s
)θ → H0(A2,s,Ω1A2,s/Fp)θ induced by Frob∗
(in view of the fact that this is indeed the image),
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• and the inverse of the canonical isomorphism
D(A(p−1)2,s [p])θ/Φ(D(A(p−1)2,s [p])φ−1◦θ) ≅ H0(A2,s,Ω1A2,s/Fp)θ
induced by Ver
∗
on D(A(p−1)2,s [p]) ≅ H1dR(A(p−1)2,s /Fp).
It follows that this composite is simply the inverse of an isomorphism induced by
Ver ∶ A2,s[p] → A(p−1)2,s [p], and the desired compatibility is an immediate conse-
quence.
The isomorphisms
HomOSJ (Lie(A∨2 /SJ)θ,Lie(A∨1 /SJ)θ) ≅ i˜∗J(ω̃−11,θω̃2,θ) ≅ i˜∗J(L−1θ Lpφ−1◦θ)
are compatible with the canonical descent data relative to the cover SJ → Y 0(p)J ,
and hence descend to isomorphisms of line bundles on Y 0(p)J . Furthermore the
section defined by the morphism Ver
∗
(or equivalently Lie(f∨)θ or g∗) descends
to a section over Y 0(p)J , and taking the product over θ /∈ J yields, by the very
definition of JJ , an isomorphism
(28) J
−1
J
∼
→⨂
θ/∈J
i
∗
J(L−1θ Lpφ−1◦θ).
The isomorphism is compatible with the Hecke action in the usual sense: if U and
U
′
are sufficiently small open compact subgroups of G(Af ) of level prime to p and
g ∈ G(A(p)f ) is such that g−1Ug ⊂ U ′, then the resulting diagram
ρ
∗
gJ
′−1
J
//

ρ
∗
g i
′∗
J (L′−1θ L′pφ−1◦θ)
π
∗
g

J
−1
J
// i∗J(L−1θ Lpφ−1◦θ)
with the obvious notation commutes.
Recall that the line bundles corresponding to the Raynaud bundles under the
isomorphism
ΞJ ∶ Y 0(p)J →∏
θ∈Σ
PY Σ(Vθ)
of Theorem 5.3.1 were determined in §5.4.2, so now we have the ingredients in
place to compute the line bundles corresponding to the factors J
−1
J and i
∗
JL
−1
χ−1 .
On the other hand, ΞJ,∗KY 0(p)J is canonically isomorphic to the dualizing sheaf on
∏θ∈ΣPY Σ(Vθ), which we now compute.
To that end, note that if X = PS(V) where V is a rank two vector bundle on a
scheme S, then the dualizing sheaf KX/S relative to the projection ψ ∶ X → S is
canonically isomorphic to
(29) Ω
1
X/S ≅ ψ∗(∧OSV)(−2).
It follows that if X = ∏θ∈ΣPY Σ(Vθ) and ΨJ ∶ X → Y Σ denotes the projection,
then KX is canonically isomorphic to
Ψ
∗
JKY Σ⨂(⨂
θ∈Σ
Ψ
∗
J(δθ)(−2)θ) ,
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where δθ = ∧
2
OYΣ
Vθ, all tensor products are overOX , and as usual, (n)θ denotes the
twist by O(n)θ = O(1)nθ in the θ-component. Combining this with the Kodaira–
Spencer isomorphism from §3.2.1, we conclude that ΞJ,∗KY 0(p)J is isomorphic to
(30) KX ≅ (⨂
θ/∈Σ
δ
−1
θ ω
2
θ)⨂(⨂
θ∈Σ
δθ(−2)θ) ,
where we have again written δθ and ωθ for their pull-back via ΨJ . Furthermore the
compatibility of (29) with isomorphisms of vector bundles and that of the Kodaira–
Spencer isomorphism with the Hecke action ensures that (30) is compatible with
the Hecke action in the usual sense.
6.3.2. Jordan-Ho¨lder factors and automorphic bundles. Before completing our de-
scription of the bundles ΞJ,∗(J −1J KY 0(p)J i∗JL−1χ ), we recall the explicit formula of
Bardoe and Sin [BS00] (as presented in [BP12]) for the Jordan-Ho¨lder factors of
the right representation Ind
GL2(OF /pOF )
P (1⊗χ), where P is the subgroup of upper-
triangular matrices and 1⊗ χ denotes the character ( a b0 d ) ↦ χ(d).
Theorem 6.3.1. There exists a decreasing filtration
Vχ = Fil
0
Vχ ⊃ Fil
1
Vχ ⊃⋯ ⊃ Fil
d−1
Vχ ⊃ Fil
d
Vχ ⊃ Fil
d+1
Vχ = 0
on Vχ = Ind
GL2(OF /pOF )
P (1⊗ χ) such that grjVχ ≅ ⊕∣J∣=jVχ,J with
Vχ,J =⨂
θ∈Θ
(θ ◦ det)ℓJ,θSymnJ,θ(Vst ⊗OF ,θ F),
where Vst denotes the standard representation of GL2(OF /pOF ) on (OF /pOF )2
and
(ℓJ,θ, nJ,θ) =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
(0,mθ), if θ /∈ J , φ ◦ θ /∈ J ;(0,mθ − 1), if θ ∈ J , φ ◦ θ /∈ J ;(mθ + 1, p− 2 −mθ), if θ /∈ J , φ ◦ θ ∈ J ;(mθ, p − 1 −mθ), if θ ∈ J , φ ◦ θ ∈ J .
Note that the integers nJ,θ in the statement of the theorem satisfy −1 ≤ nJ,θ ≤
p − 1; thus each non-zero Vχ,J is irreducible. (We adopt the usual convention that
Sym
−1
F
2
= 0.) Theorem 6.3.1 is immediate from Lemma 2.3 and Theorem 2.4
of [BP12], which treats similarly defined left representations of each GL2(OF /v).
To obtain Theorem 6.3.1, simply write χ = ∏v∣p χv where χv is a character of(OF /v)×, so that V ιχ ≅ ⨂v∣p IndGL2(OF /v)Pv (χv ⊗ 1) as a left representation of
GL2(OF /pOF ) = ∏v∣pGL2(OF /v), where Pv denotes the subgroup of upper-
triangular matrices of GL2(OF /v), and ⋅ι is the equivalence of categories between
right and left representations of GL2(OF /pOF ) associated to its standard anti-
involution. Furthermore the filtration in the theorem is in fact the socle, as well
as co-socle, filtration on Vχ provided mθ < p − 1 for some θ in each Θv. (More
generally, the socle and co-socle filtrations of Vχ coincide and have length 1+ ∣Θχ∣
where Θχ is the union of the Θv for which χv is non-trivial, and the constituents
of the j
th
graded piece of the co-socle filtration are the non-zero Vχ,J such that∣J ∩Θχ∣ = j.)
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We let Aχ,J denote the automorphic vector bundle
(31) (⨂
θ/∈Σ
δ
ℓJ,θ
θ ω
nJ,θ+2
θ )(⨂
θ∈Σ
δ
ℓJ,θ+1
θ Sym
nJ,θ
OYΣ
Vθ)
on Y Σ, where ℓJ , nJ ∈ Z
Θ
are as in the statement of Theorem 6.3.1, the tensor
products are over OY Σ , and we suppress the central tensor product symbols here
and below. We view H
0(Y Σ,Aχ,J) as the space of automorphic forms for GΣ
over F of weight (nJ + 2, ℓJ) and level UΣ; indeed for paritious (nJ , ℓJ), the same
definition with F replaced by C yields the usual space of automorphic forms for
GΣ of weight (nJ + 2, ℓJ) and level UΣ.
Recall that if UΣ and U
′
Σ are sufficiently small open compact subgroups of
GΣ(Af ) of level prime to p, and gΣ ∈ GΣ(A(p)f ) is such that g−1Σ UΣgΣ ⊂ U ′Σ,
then we have morphisms
ρgΣ ∶ Y Σ → Y
′
Σ and π
∗
gΣ
∶ ρ
∗
gΣ
A
′
χ,J
∼
→ Aχ,J
satisfying the usual compatibilities, where A
′
χ,J is the automorphic vector bundle
defined on Y
′
Σ ∶= YU ′
Σ
(GΣ)F by (31). Letting gΣ act as the composite
H
i(Y ′Σ,A′χ,J) ρ∗gΣ // Hi(Y Σ, ρ∗gΣA′χ,J) ∣∣det(gΣ)∣∣π
∗
gΣ // Hi(Y Σ,Aχ,J)
we obtain a left action of GΣ(A(p)f ) on lim−−→Hi(Y Σ,Aχ,J), where the direct limit is
over open compact UΣ ⊂ GΣ(Af ) of level prime to p.
6.3.3. Completion of the proof. We now return to the task of computing the bundles
ΞJ,∗(J −1J KY 0(p)J i∗JL−1χ ), with a view to relating them to the bundles Aχ,J . First
note that the isomorphisms (27) and (28) immediately give
J
−1
J i
∗
JL
−1
χ−1 ≅ (⨂
θ∈Θ
i
∗
JL
mθ−p+1
θ )(⨂
θ/∈J
i
∗
JL
−1
θ )⎛⎜⎝⨂φ◦θ/∈J i
∗
JL
p
θ
⎞⎟⎠
=
⎛⎜⎝ ⨂θ/∈J,φ◦θ/∈J i
∗
JL
mθ
θ
⎞⎟⎠
⎛⎜⎝ ⨂θ/∈J,φ◦θ∈J i
∗
JL
mθ−p
θ
⎞⎟⎠
⎛⎝ ⨂
θ∈J,φ◦θ∈J
i
∗
JL
mθ+1
θ
⎞⎠⎛⎝ ⨂
θ∈J,φ◦θ∈J
i
∗
JL
mθ−p+1
θ
⎞⎠ .
Applying (19) then gives an isomorphism
ΞJ,∗(J −1J i∗JL−1χ ) ≅ ⎛⎜⎝ ⨂θ/∈J,φ◦θ/∈J ω
mθ
θ
⎞⎟⎠
⎛⎜⎝ ⨂θ/∈J,φ◦θ∈J δ
mθ−p
θ (p −mθ)θ⎞⎟⎠
⋅
⎛⎝ ⨂
θ∈J,φ◦θ∈J
O(mθ + 1)θ⎞⎠⎛⎝ ⨂
θ∈J,φ◦θ∈J
δ
mθ−p+1
θ ω
p−1−mθ
θ
⎞⎠ .
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Combining this with (30) and the isomorphism δθ ≅ δ
p
φ−1◦θ
of §3.2.2 therefore yields
an isomorphism
ΞJ,∗(J −1J KY 0(p)J i∗JL−1χ ) ≅ ⎛⎜⎝ ⨂θ/∈J,φ◦θ/∈J δ
−1
θ ω
mθ+2
θ
⎞⎟⎠
⎛⎜⎝ ⨂θ/∈J,φ◦θ∈J δ
mθ−p+1
θ (p − 2 −mθ)θ⎞⎟⎠
⋅
⎛⎝ ⨂
θ∈J,φ◦θ∈J
δθ(mθ − 1)θ⎞⎠⎛⎝ ⨂
θ∈J,φ◦θ∈J
δ
mθ−p
θ ω
p+1−mθ
θ
⎞⎠(32)
≅ (⨂
θ/∈Σ
δ
ℓJ,θ−1
θ ω
nJ,θ+2
θ )(⨂
θ∈Σ
δ
ℓJ,θ
θ (nJ,θ)θ)
of line bundles on ∏θ∈ΣPY Σ(Vθ), where ℓJ , nJ ∈ ZΘ are as in the statement
of Theorem 6.3.1. Furthermore the isomorphism is Hecke-equivariant in the sense
that the diagram analogous to (20) commutes. More precisely, suppose that U and
U
′
are sufficiently small open compact subgroups of G(Af ) of level prime to p and
g ∈ G(A(p)f ) is such that g−1Ug ⊂ U ′. Let
F = J
−1
J KY 0(p)J i∗JL−1χ , G = (⨂
θ/∈Σ
δ
ℓJ,θ−1
θ ω
nJ,θ+2
θ )(⨂
θ∈Σ
δ
ℓJ,θ
θ (nJ,θ)θ)
and similarly define F
′
and G
′
with U replaced by U
′
. The isomorphisms σ ∶
ΞJ,∗F
∼
→ G and σ
′
∶ Ξ
′
J,∗F
′ ∼
→ G
′
of (32) are then compatible with the isomorphisms
π
∗
g ∶ ρ
∗
gF
′ ∼
→ F and π
∗
gΣ ∶ ρ
∗
gΣG
′ ∼
→ G, meaning that the diagram
ΞJ,∗ρ
∗
gF
′
ΞJ,∗(π∗g)

= ρ
∗
gΣΞ
′
J,∗F
′
ρ
∗
gΣ
(σ′)
// ρ
∗
gΣG
′
π
∗
gΣ

ΞJ,∗F σ
// G
commutes.
Recall that for a rank two vector bundle V on a scheme S, if ψ ∶ X = PS(V)→ S
denotes the natural projection and n ≥ −1, then R
i
ψ∗O(n) = 0 for all i ≥ 1 and
ψ∗O(n) is canonically isomorphic to SymnOSV (where Sym−1OS(V ) = 0 as usual).
Since nJ,θ ≥ −1 for all θ, it follows from (32) that
R
i(ΨJ,∗ΞJ,∗)(J −1J KY 0(p)J i∗JL−1χ ) = RiΨJ,∗(ΞJ,∗(J −1J KY 0(p)J i∗JL−1χ )) = 0
for all i ≥ 1, and that
ΨJ,∗ΞJ,∗(J −1J KY 0(p)J i∗JL−1χ ) ≅ (⨂
θ/∈Σ
δ
ℓJ,θ−1
θ ω
nJ,θ+2
θ ) (⨂
θ∈Σ
δ
ℓJ,θ
θ Sym
nJ,θ
OYΣ
(Vθ)) .
Note that the resulting line bundle on Y Σ is (⨂θ∈Θ δ−1θ )Aχ,J . Multiplying by the
trivialization of⨂θ∈Θ δθ defined in §5.4.3, we obtain an isomorphism
ς ∶ ΨJ,∗ΞJ,∗(J −1J KY 0(p)J i∗JL−1χ ) ∼⟶ Aχ,J
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whose compatibility with the Hecke action is expressed by the commutativity of
the resulting diagram
ΨJ,∗ΞJ,∗ρ
∗
gF
′
ΨJ,∗ΞJ,∗(π∗g)

= ρ
∗
gΣΨ
′
J,∗Ξ
′
J,∗F
′
ρ
∗
gΣ
(ς ′)
// ρ∗gΣA
′
χ,J
∣∣detgΣ∣∣π∗gΣ

ΨJ,∗ΞJ,∗F ς
// Aχ,J .
In view of the vanishing of R
i(ΨJ,∗ΞJ,∗)(J −1J KY 0(p)J i∗JL−1χ ) for all i > 0, we con-
clude that ς induces a Hecke-equivariant isomorphism
H
i(Y 0(p)J , J −1J KY 0(p)J i∗JL−1χ ) ∼⟶ Hi(Y Σ,Aχ,J)
for all i ≥ 0. Combining this with (26) completes the proof of Theorem B.
6.3.4. Hecke equivariance. For clarity and convenience, we review the sense in
which the resulting spectral sequence
(33) E
j,i
1 =⨁∣J∣=j
H
i+j(Y Σ,Aχ,J)⟹ Hi+j(Y 1(p),KY 1(p))χ
is Hecke-equivariant. First recall that for each Σ = ΣJ appearing in the direct sum
we have fixed an isomorphism
G(Af ) = GL2(AF,f ) ≅ GΣ(AF),
and for open compact subgroups U (resp. elements g) of G(Af ), we write UΣ
(resp. gΣ) for its image in GΣ(Af ). Thus if U and U ′ are sufficiently small open
compact subgroups of G(Af ) of level prime to p and g ∈ G(A(p)f ) is such that
g
−1
Ug ⊂ U
′
, we have F-linear maps we denote
[g] = [g]U,U ′ ∶ Hi+j(Y ′1(p),KY ′1(p))χ → Hi+j(Y 1(p),KY 1(p))χ
and [gΣ] = [gΣ]UΣ,U ′Σ ∶ Hi+j(Y ′Σ,A′χ,J) → Hi+j(Y Σ,Aχ,J),
where as usual ⋅
′
denotes the object defined with U replaced by U
′
, and if g
′
and U
′′
are as above with g
′−1
U
′
g
′
⊂ U
′′
, then [g] ◦ [g′] = [gg′] and [gΣ] ◦ [g′Σ] = [gΣg′Σ].
The existence of the spectral sequence in (33) means that
• there are F-linear differentials d
j,i
r ∶ E
j,i
r → E
j+r,i−r+1
r for all r ≥ 1, j ≥ 0,
i ≥ −j, where E
j,i
r+1 is defined inductively for r ≥ 1 by
E
j,i
r+1 = ker(dj,ir )/im(dj−r,i+r−1r );
• there is a decreasing filtration of length d+ 1 on H
i+j(Y 1(p),KY 1(p))χ and
F-linear isomorphisms
α
j,i
∶ E
j,i
∞ = E
j,i
d+1
∼
⟶ gr
j (Hi+j(Y 1(p),KY 1(p))χ) .
The Hecke-equivariance of the spectral sequence means that for g, U , U
′
as above
(again using ⋅
′
to denote the corresponding objects with U replaced by U
′
), we have
[g] (Filj (Hi+j(Y ′1(p),KY ′1(p))χ))) ⊂ Filj (Hi+j(Y 1(p),KY 1(p))χ)) ,
and for all r, j, i as above there are F-linear g
j,i
r ∶ E
′j,i
r → E
j,i
r such that
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• g
j,i
1 = ([gΣJ ])∣J∣=j ∶⨁∣J∣=jH
i+j(Y ′Σ,A′χ,J) →⨁∣J∣=jH
i+j(Y Σ,Aχ,J),
• the diagram
E
′j,i
r
g
j,i
r

d
′j,i
r // E ′j+r,i−r+1r
g
j+r,i−r+1
r

E
j,i
r
d
j,i
r // Ej+r,i−r+1r
commutes,
• g
j,i
r+1 is induced by g
j,i
r ,
• and the diagram
E
′j,i
∞ = E
′j,i
d+1
g
j,i
d+1

α
′j,i
// grj (Hi+j(Y ′1(p),KY ′1(p))χ)
gr
j([g])

E
j,i
∞ = E
j,i
d+1
α
j,i
// grj (Hi+j(Y 1(p),KY 1(p))χ)
commutes.
We remark that we have not given an intrinsic description of the differentials
d
j,i
1 in terms of the spaces H
i+j(Y Σ,Aχ,j); rather they are instead defined via the
isomorphisms induced by ς for varying J .
Taking the direct limit over sufficiently small U of level prime to p of the
spectral sequences in Theorem B and defining the action of GL2(A(p)F,f) on each
lim
−→
H
i+j(Y Σ,Aχ,j) via the isomorphism with GΣ(Af ) gives the following:
Corollary 6.3.2. There is a spectral sequence of smooth F-representations of
GL2(A(p)F,f)
E
j,i
1 =⨁∣J∣=j
lim
−→
(Hi+j(Y ΣJ ,Aχ,J))⟹ lim−→ (Hi+j(Y 1(p),KY 1(p))χ) .
6.3.5. The Serre filtration. Specializing the preceding corollary to the case of i+j =
0 immediately gives:
Corollary 6.3.3. There is a filtration on lim
−→
H
0(Y 1(p),KY 1(p))χ of length d + 1
by GL2(A(p)F,f)-subrepresentations such that for each j = 0, 1, . . . , d + 1, there is a
GL2(A(p)F,f)-equivariant injection
gr
j (lim
−→
H
0(Y 1(p),KY 1(p)))χ⟶⨁∣J∣=j lim−→ (H
0(Y ΣJ ,Aχ,J)) .
We immediately obtain Corollary C by specializing Theorem B (or alternatively
by taking U
p
-invariants in the preceding corollary). With the notation from the
discussion above, the Hecke-equivariance in the statement of Corollary C means
that
[g]Filj (H0(Y ′1(p),KY ′1(p))χ) ⊂ Filj (H0(Y 1(p),KY 1(p))χ)
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and that the diagram
gr
j (H0(Y ′1(p),KY ′1(p))χ)
gr
j([g])

//⨁
∣J∣=j
H
0(Y ′ΣJ ,A′χ,J)
([gΣJ ])∣J∣=j

gr
j (H0(Y 1(p),KY 1(p))χ) //⨁∣J∣=jH
0(Y ΣJ ,Aχ,J)
commutes.
Remark 6.3.4. The representations in Corollary 6.3.3 are furthermore admissible,
provided F ≠ Q. For F = Q, working instead with the compactified modular curves
yields admissible representations, and taking U1(N)-invariants recovers the exact
sequence described in the Introduction. We note also that in the case F = Q, the
spectral sequences of Theorems B and Corollary 6.3.2 (and slightly less obviously
their analogues for the compact curves) degenerate at E1.
Remark 6.3.5. The obstruction to the injection in Corollary C being an isomor-
phism is measured by the image of the differentials d
j,−j
r , and these take values in
subquotients of direct sums of spaces of the form H
1(Y ΣJ ,Aχ,J) for ∣J∣ = j+r > j.
We note that these spaces need not vanish. For example, suppose d = 3 and
pOF = v1v2 with ∣OF /vi∣ = pi, and write Θp = Θv1∐Θv2 where Θv1 = {θ1} and
Θv2 = {θ2, θ3}. Note that for J = {θ1, θ2}, we have Σ = Θv2 , so Y Σ is a curve. If
χ = θ
p−2
2 θ3, then we have
mθ1 = p − 1, mθ2 = p − 2, mθ3 = 1,
so the formula for (ℓJ , nJ) and the Kodaira–Spencer isomorphism give
Aχ,J = ω
2
θ1δθ2δ
p−1
θ3
≅ δθ1δθ2δ
p−1
θ3
KY Σ .
For sufficiently small U , the line bundles δθi on Y are (non-canonically) trivializable
(see [DS17, §4.5]), and arguing as we did in §5.4.3 for ⊗θ∈Θδθ, we see that the δθi
on Y Σ are (non-canonically) trivializable. Furthermore for sufficiently small U , the
curve Y Σ has components of positive genus, so H
1(Y ΣJ ,Aχ,J) ≠ 0. Note that this
does not preclude the vanishing of the differentials d
j,−j
r . We remark also that even
if the differentials do not vanish, so the injections are not isomorphisms, it may be
the case that their cokernels are in some sense “Eisenstein.”
7. Degeneracy fibres
7.1. Frobenius factorization. In the next two sections we study the fibres of the
natural degeneracy map ψ ∶ Y 0(p) → Y over F = Fp, where Y 0(p) = YU0(p)(G)F,
Y = YU(G)F and ψ is induced by the forgetful morphism ỸU0(p)(G) → ỸU(G). In
particular, we will improve on results of [GK12, §2.6] and [ERX17, §4.9]15 (see also
[Hel12, §5] in the unitary setting) with a view to proving Theorem E.
15There is however a serious gap in the argument in [ERX17, §4.9], specifically in the claim
about rearranging choices of local parameters in the paragraph after (4.9.3).
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7.1.1. Preliminaries. First recall that Y is equipped with a stratification defined
by the vanishing of the partial Hasse invariants hθ ∈ H
0(Y , ω−1θ ωpφ−1◦θ). Recall
(see for example [DS17, §5.1]) that these are defined by descent from sections h̃θ
on T ∶= ỸU(G)F induced by the Verschiebung morphism A(p) → A, where A is the
universal abelian scheme over T , and that for each J ⊂ Θ, the closed subscheme
TJ of T (resp. Y J of Y ) defined by the vanishing of the h̃θ (resp. hθ) for θ ∈ J
is smooth of dimension d − ∣J∣. By [GK12, Thm. 2.6.4], the restriction of the
forgetful morphism in S = ỸU0(p)(G)F → T to SJ factors through TJ ′ where J ′ ∶={ θ ∈ J ∣φ−1 ◦ θ /∈ J }. Furthermore letting J ′′ ∶= { θ /∈ J ∣φ−1 ◦ θ ∈ J }, the
morphisms
H
1
dR(A2/S)θ → H1dR(A1/S)θ
induced by the universal isogeny f ∶ A1 → A2 on SJ give rise to a morphism
(34) ξ̃J ∶ SJ → PJ ∶=∏
θ∈J ′′
PTJ ′ (H1dR(A/TJ ′)θ)
which is bijective on geometric closed points (the injectivity is clear and the sur-
jectivity follows from the calculation in [GK12, Lemma 2.6.6]). Since S → T is
projective, so is ξ̃J , and since SJ and PJ are locally of finite type of the same
dimension over F, it follows that ξ̃J is finite. Since the two schemes are smooth
over F, it follows by “miracle flatness” that ξ̃J is flat, and hence SJ → TJ ′ is
Cohen–Macaulay.
Recall thatH
1
dR(A/TJ ′)θ is the (restriction to TJ ′) of the vector bundle Ṽθ defined
in §3.1.1, and that these descend to the automorphic bundles on Y J ′ denoted Vθ.
Taking quotients in (34) by the action of O
×
F,(p),+, we see that the restriction of ψ
to Y 0(p)J similarly factors as a composite
Y 0(p)J ξJ⟶∏
θ∈J ′′
PTJ ′ (Vθ)→ Y J ′ → Y
where ξJ is finite flat (and bijective on geometric closed points) and the next two
maps are the canonical projection and closed immersion, so that Y 0(p)J → Y J ′ is
Cohen–Macaulay.
7.1.2. Relative Dieudonne´ theory. The study of the fibres of Y 0(p)J → Y at closed
points reduces to understanding the fibres of SJ → TJ ′ , whose sets of closed points
are seen from the above discussion to be in bijection with products of projective
lines; however we must deal with the fact that these fibres are not in general reduced.
In order to proceed, we will first analyze the morphism ξ̃ ∶ SJ → PJ more carefully,
for which we will make use of Dieudonne´ theory for finite flat group schemes over
more general bases than perfect fields, as developed in [BBM82]. More precisely, if
H is a finite flat group scheme over a scheme S of characteristic p, then [BBM82,
De´f. 3.1.5] associates toH a Dieudonne´ crystalD(H) over S, i.e., a crystal ofOS/Zp -
modules equipped with morphisms16 Φ ∶ D(H)(p) → D(H) and V ∶ D(H) →
D(H)(p) such that Φ ◦ V and V ◦ Φ are multiplication by p. The functor D is
contravariant in H and the morphisms Φ and V are induced by FrobH ∶ H → H
(p)
16Recall we use Φ instead of F since F denotes our fixed totally real field; here however we
use the linearized versions of Φ and V .
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and VerH ∶ H
(p)
→ H ; furthermoreD is compatible with base change S → S
′
in the
obvious sense, and reduces to the usual Dieudonne´ theory when S = Spec k for a
perfect field k (see[BBM82, Thm. 4.2.14]; note that we have already used D(H) to
denote lim
←− n
Γ(Spec(Wn),D(H)) when k = Fp, and this coincides with Γ(S,D(H))
when H is killed by p). We shall in fact only consider group schemes H killed by p,
on which we may view D as an exact functor to the category of crystals of locally
free OS/Fp -modules equipped with Φ and V such that Φ ◦ V and V ◦ Φ are trivial
(Prop. 4.3.1 and Lemma 4.3.5 of [BBM82]).
Recall also from [BBM82, 4.3.4] that if F is a quasi-coherent sheaf ofOS-modules,
then pull-back via Frobenius endomorphisms on divided power thickenings over Fp
yields a crystal of OS/Fp -modules, which we denote Π∗F (rather than Φ∗F). The
proof of [BBM82, Prop. 4.3.6] yields a natural morphism
Π
∗
Lie(H∨)→ D(H)
which is an isomorphism if VerH = 0. On the other hand [BBM82, Prop. 4.3.10]
yields a natural morphism
D(H) → Π∗ωH
where ωH denotes the sheaf of invariant differentials, and this is an isomorphism if
FrobH = 0. Furthermore recall that ωH is canonically isomorphic to e
∗
Ω
1
H/S where
e ∶ S → H is the zero section, and we have a natural map Lie(H∨) → ωH , defined
for example by identifying Lie(H∨) with HomS(H,Ga) and sending a section η to
the invariant differential η
∗(dX). We remark also that in the case S = Spec k for a
perfect field k, the two propositions in [BBM82] yield the isomorphisms
Lie(H∨)(p) = ker(V )S and ω(p)H = coker(Φ)S
which appeared in our previous discussion in the case k = Fp.
Lemma 7.1.1. Suppose that k is a field and H is a finite flat group scheme over
S = Spec k killed by p, then the composite
Π
∗
Lie(H∨) → D(H) → Π∗ωH
is Π
∗
δH , where δH is the natural map Lie(H∨) → ωH .
Proof. First note that the desired compatibility amounts to the claim that the
composite Lie(H∨)(p) → D(H)S → ω(p)H is δ(p)H , and we may extend scalars so as to
assume k is perfect. Letting H0 = ker(FrobH), the commutative diagram
Lie(H∨)(p)   //

D(H)S // //

ω
(p)
H
≀

Lie(H∨0 )(p)   // D(H0)S ∼ // ω(p)H0
76 FRED DIAMOND, PAYMAN KASSAEI, AND SHU SASAKI
shows that the compatibility for H0 implies it for H , so we may assume FrobH = 0.
Similarly letting H1 = coker(VerH), the diagram
Lie(H∨1 )(p) ∼ //
≀

D(H1)S ∼ //_

ω
(p)
H1_

Lie(H∨)(p)   // D(H)S ∼ // ω(p)H
shows we may also assume VerH = 0. Since FrobH and VerH are both trivial, we
have H ≅ α
m
p for some m ≥ 0, so we may further assume H = αp. Finally in
the case H = αp = Spec k[Y ]/(Y p) with µ(Y ) = Y ⊗ 1 + 1 ⊗ Y , we can compute
the isomorphisms Lie(H∨)(p) ≅ D(H)S and D(H)S ≅ ω(p)H of Prop. 4.3.6 and
Prop. 4.3.10 of [BBM82] using their descriptions in [BBM82, 4.3.7, 4.3.12]. More
precisely, take the basis element ofD(H)S ≅ Ext♮S(H,Ga) defined by the extension
E associated in [BBM82, 4.3.12(i)] to the pair (f, ω) where
f = −
p−1
∑
i=1
( p
i
) Y i ⊗ Y p−i and ω = Y p−1dY.
According to [BBM82, 4.3.7], the image of the class in Lie(H∨)(p) is defined by the
homomorphism H
(p)
→ Ga = Spec k[X] through which VerE ∶ E(p) → E factors,
which one can check directly from the definition in [DG70, Exp. VII, 4.3] is given
by X ↦ Y . On the other hand according to [BBM82, 4.3.12(ii)], its image in ωH(p)
is given by C(ω) = dY . □
Remark 7.1.2. The preceding lemma would also follow easily from knowing that
the relations between (co)tangent spaces and Dieudonne´ modules provided by Propo-
sitions 4.3.6 and 4.3.10 of [BBM82] were compatible (via their Theorem 4.2.14) with
the ones given by Propositions III.3.2 and III.4.3 of [Fon77]. However we were not
able to verify the commutativity of the resulting diagram.
We now determine the Dieudonne´ crystal of a Raynaud (OF /p)-module scheme
H over a suitable base S in characteristic p. Let q be a power of p such that q − 1
is divisible by the exponent of (OF /p)×.
Proposition 7.1.3. Suppose that S is a smooth scheme over a field containing
Fq and H is the Raynaud (OF /p)-module scheme over S associated to the data(Lθ, sθ, tθ)θ∈Θ (see §4.1.2). Then D(H) is canonically isomorphic to Π∗L with
Φ = Π
∗(s) and V = Π∗(t), where L =⨁θ∈Θ Lθ, s =⨁θ∈Θ sθ and t =⨁θ∈Θ tθ.
Proof. First note that the action of OF on H induces an action of OF ⊗ Fq on
the crystal, and hence a decomposition D(H) =⨁θ∈ΘD(H)θ under which Φ and
V restrict to morphisms
Φ ∶ D(H)(p)θ → D(H)φ◦θ and V ∶ D(H)φ◦θ → D(H)(p)θ .
To prove the proposition, we may assume S is connected and hence integral, so
the equation sθtθ = 0 implies that either sθ = 0 or tθ = 0, and we may therefore
choose a set I such that sθ = 0 (resp. tθ = 0) for all θ /∈ I (resp. θ ∈ I). Applying
Lemma 4.1.1 to H and H
∨
now yields an exact sequence of finite flat (OF /p)-
module schemes
0→ C → H → C
′
→ 0
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such that VerC = 0, FrobC ′ = 0, and the natural maps Lie(H∨) → L → ωH induce
isomorphisms
Lie(C∨) ≅⨁
θ∈I
Lθ and ⨁
θ/∈I
Lθ ≅ ωC ′ .
The (OF /p)-equivariant exact sequence
0 → D(C ′) → D(H) → D(C) → 0
and isomorphisms D(C) ≅ Π∗Lie(C∨), D(C ′) ≅ Π∗ωC ′ thus yield an (OF /p)-
equivariant isomorphism
α ∶ D(H) ∼⟶⨁
θ∈I
Π
∗
Lθ
of crystals of locally free OS/Fp -modules, which we write as⨁αθ.
We must prove that α is compatible with Φ and V . Since S is smooth and the
constructions are compatible with base-change, we can apply [BM90, Cor. 1.3.4] to
replace S by its generic point and hence assume S = Spec k for a field k. We just
give the argument for Φ; the proof for V is similar17.
First note that since FrobC ′ = 0, it follows that Φ annihilates D(C ′)(p) and
FrobH factors through C
(p)
. In particular if φ
−1
◦ θ /∈ I, then Φ is trivial on
D(H)(p)θ ≅ D(C ′)(p)θ ≅ Π∗Lpφ−1◦θ,
as is Π
∗
sφ−1◦θ. On the other hand if φ
−1
◦θ ∈ I, then tφ−1◦θ = 0, so that ωH∨,θ = L
−1
θ
and Lie(H∨)θ = Lθ. Furthermore the right-most square of the diagram
(35) D(H)(p)θ
Φ
%%❏❏
❏❏
❏❏
❏❏
❏❏
❏
∼ // D(C)(p)θ

Π
∗
Lie(C∨)(p)
φ−1◦θ

∼ //∼oo Π∗L
p
φ−1◦θ
Π
∗
sφ−1◦θ

D(H)φ◦θ Π∗Lie(H∨)θ ∼ //oo Π∗Lθ
commutes since FrobH ∶ H → C
(p)
→ H
(p)
is defined by the morphism of OS-
algebras induced by the sθ, and the rest of the diagram commutes by functoriality.
Since the top row is α
(p)
θ , it just remains to show that the bottom row of (35) is
α
−1
φ◦θ. If θ ∈ I, this is clear from the definitions. On the other hand if θ /∈ I and
φ
−1
◦ θ ∈ I, then we find that Lie(C ′∨)θ ≅ Lie(H∨)θ = Lθ, and by functoriality and
Lemma 7.1.1 the squares in the diagram
D(H)φ◦θ D(C ′)φ◦θ∼oo ∼ // Π∗ωC ′,θ
Π
∗
Lie(H∨)θ
OO
Π
∗
Lie(C ′∨)θ∼oo ∼ //
OO
Π
∗
Lθ
≀
OO
commute. The composite along the top and right is αφ◦θ, and along the bottom
and left is the bottom row of (35).
17As will be clear from the argument, the compatibility of Φ (resp. V ) on D(H)(p)θ
(resp. D(H)φ◦θ) is straightforward if φ−1 ◦ θ /∈ I or θ ∈ I (resp. φ−1 ◦ θ ∈ I or θ /∈ I); the
appeal to faithfulness under base-change is only needed to address the remaining case.
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Finally we note that the isomorphism α is independent of choice of I. To prove
this we can again apply [BM90, Cor. 1.3.4] to reduce to the case of S = Spec k for
a field k, and then the above argument shows that if φ
−1
◦ θ ∈ I, then α
−1
φ◦θ is the
composite Π
∗
Lθ
∼
⟶ Π
∗
Lie(H∨)θ → D(H)φ◦θ, and similarly if φ−1 ◦ θ /∈ I, then
αφ◦θ is the composite D(H)φ◦θ → Π∗ωH,θ ∼⟶ Π∗Lθ. If sφ−1◦θ and tφ−1◦θ are both
trivial, then Lemma 7.1.1 implies that the composite of these maps is the identity,
so αφ◦θ is independent of whether or not φ
−1
◦ θ ∈ I. □
Remark 7.1.4. It is natural to expect that the proposition in fact holds over
an arbitrary Fq-scheme S, and indeed our proof only required that locally OS be
integral and have a p-basis in the sense of [BM90, 1.1.1], but the result stated above
will suffice for our purpose.
7.1.3. Construction of an isogeny over PJ . We first construct Raynaud data on
the variety PJ (defined in §7.1.1) to which we will apply Proposition 7.1.3. Let
u ∶ A → PJ denote the pull-back of the universal abelian scheme over TJ ′ and
consider the OF ⊗OS-linear morphisms
Frob
∗
∶ H
1
dR(A(p)/PJ)→ H1dR(A/PJ) and Ver∗ ∶ H1dR(A/PJ)→ H1dR(A(p)/PJ).
For each θ ∈ Θ we define line bundles Mθ and Lθ fitting in an exact sequence
(36) 0 →Mθ → H
1
dR(A/PJ) → Lθ → 0
as follows:
• if θ ∈ J , then Mθ = (u∗Ω1A/PJ )θ, Lθ = (R1u∗OA)θ and (36) is the Hodge
filtration;
• if φ
−1
◦ θ /∈ J , then Mθ = Frob∗(H1dR(A(p)/PJ)θ) ≅ (R1u∗OA)pφ−1◦θ and
Lθ = H
1
dR(A/PJ)θ/Mθ ≅ Ver∗(H1dR(A/PJ)θ) = (u∗Ω1A/PJ )pφ−1◦θ;
• if θ ∈ J
′′
, then (36) is the tautological filtration defining the projection PJ →
PTJ ′ (H1dR(A/PJ)θ), so Lθ = O(1)θ and Mθ ≅ ∧2(H1dR(A/PJ))θ(−1)θ.
Note the first two conditions are not exclusive, but if θ ∈ J and φ
−1
◦ θ /∈ J , then
θ ∈ J
′
, in which case Frob
∗(H1dR(A(p)/PJ)θ) = (u∗Ω1A/PJ )θ by the definition of TJ ′ .
Furthermore note that Frob
∗(Mp
φ−1◦θ
) ⊂Mθ for all θ (since Frob∗(Mpφ−1◦θ) = 0 if
φ
−1
◦θ ∈ J), and similarly Ver
∗(Mθ) ⊂Mpφ−1◦θ for all θ (since Ver∗(H1dR(A/PJ)θ) =
M
p
φ−1◦θ
if φ
−1
◦ θ ∈ J , and Ver
∗(Mθ) = 0 if φ−1 ◦ θ /∈ J). We can therefore define
sθ ∶ M
p
θ →Mφ◦θ and tθ ∶ Mφ◦θ →M
p
θ as the restrictions of Frob
∗
and Ver
∗
and
so obtain Raynaud data (Mθ, sθ, tθ) on PJ , and we let C denote the corresponding(OF /p)-module scheme. Similarly the morphisms induced by Frob∗ on Lpθ and Ver∗
on Lφ◦θ give rise to Raynaud data on PJ , and we let H denote the corresponding(OF /p)-module scheme.
Letting M =⨁Mθ and L =⨁Lθ, we obtain from (36) an exact sequence of
Dieudonne´ crystals
0 → Π
∗
M → Π
∗
H
1
dR(A/PJ)→ Π∗L → 0,
where Φ (resp. V ) is defined on the terms by Π
∗
Frob
∗
(resp. Π
∗
Ver
∗
), and according
to Proposition 7.1.3, we have canonical isomorphisms Π
∗
M ≅ D(C) and Π∗L ≅
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D(H). On the other hand we also have the canonical isomorphisms
Π
∗
H
1
dR(A/PJ) ≅ Π∗D(A[p])PJ ≅ D(A[p])(p) ≅ D(A(p)[p])
of Dieudonne´ crystals provided by [BBM82, (3.3.7.3),(4.3.7.1)], allowing us to in-
terpret the above exact sequence as
0→ D(C) → D(A(p)[p])→ D(H)→ 0.
Since PJ is smooth over F, the functor D is fully faithful by [BM90, Thm. 4.1.1],
so we obtain an exact sequence
0 → H → A
(p)[p]→ C → 0
of finite flat group schemes on PJ . Since D(H)PJ ,θ is locally free of rank one for
each θ ∈ Θ, we see as in the proof of Lemma 4.2.1 that H is totally isotropic
with respect to the λ-Weil pairing on A
(p)
, and hence the pair (A(p), H) defines a
morphism PJ → S = ỸU0(p)(G)F. Letting (A1, A2, f) denote the universal triple on
SJ , note that the pull-back of A
(p)
to SJ via ξ̃J is A
(p)
1 . Furthermore, the definition
of M ensures that ξ̃
∗
JMθ is the image of H
1
dR(A2/SJ)θ for each θ. (If θ ∈ J , this
is immediate from the vanishing of Lie(f∨)θ, if θ ∈ J ′′, this is part of the definition
of ξ̃J , and if φ
−1
◦ θ /∈ J , note that
Ver
∗
A1(f∗H1dR(A2/SJ)θ) = f (p),∗(Ver∗A2H1dR(A2/SJ)θ) = 0
since Ver
∗
A2
H
1
dR(A2/SJ)θ = (u2,∗Ω1A2/SJ )pφ−1◦θ.) It follows that the composite
Π
∗
D(A2[p])SJ → Π∗D(A1[p])SJ → Π∗(ξ̃∗JL)
is trivial, but this is the same as
D(A(p)2 [p])SJ → D(A(p)1 [p])SJ → D(ξ̃∗JH).
Therefore H is contained in ker(f (p)), and comparing ranks, we see that H =
ker(f (p)). It follows that the composite SJ ξ̃J⟶ PJ → S is the Frobenius morphism
on SJ , or more precisely the composite
SJ → S
(p)
J ≅ Sφ(J) ⊂ S
where SJ → S
(p)
J is the Frobenius morphism relative to SpecF and S
(p)
J ≅ Sφ(J)
is the canonical isomorphism induced by the Frobenius automorphism of F. We
record this as a lemma:
Lemma 7.1.5. There exists a morphism PJ → S
(p)
J whose composite with ξJ ∶
SJ → PJ is the Frobenius morphism SJ → S
(p)
J .
7.1.4. Local structure. We now study the local structure of the degeneracy fibres
by computing the effect of the morphisms SJ → PJ → TJ ′ on tangent spaces
at closed points. As in the proof of Theorem 5.2.1, we apply the equivalence of
categories between abelian schemes over T = F[ǫ]/(ǫ2) and pairs (A, L̃) where A
is an abelian variety over F and L̃ is a free T -submodule of H
1
dR(A/F) ⊗F T such
that L̃⊗T F = H
0(A,Ω1A/F).
Let (A1, A2, f) be (the data corresponding to) an element of z ∈ SJ(F), and
let y (resp. x) denote its image in PJ(F) (resp. TJ ′(F)). Thus x corresponds to
A1 and y corresponds to (A1, (Lθ)θ∈J ′′) where Lθ is the image of H1dR(A2/F)θ →
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H
1
dR(A1/F)θ. Note that if (Ã1, Ã2, f̃) is a lift of z to SJ(T ), then H0(Ã2,Ω1Ã2/T )θ
is the kernel of
f̃
∗
θ ∶ H
1
dR(Ã2/T )θ → H1dR(Ã1/T )θ
for θ /∈ J , and this corresponds to H0(A2,Ω1A2/F)θ ⊗F T under the isomorphisms
with H
1
crys(A2/T )θ. Similarly if θ ∈ J , then H0(Ã1,Ω1Ã1/T )θ is the image of f̃∗θ ,
and this corresponds to H
0(A1,Ω1A1/F)θ⊗FT . It follows from a standard argument
that the tangent space of SJ at z is in canonical bijection with the set of tuples
((L̃1,θ)θ/∈J , (L̃2,θ)θ∈J)
where each L̃j,θ is a free T -submodule of H
1
dR(Aj/F)⊗F T lifting H0(Aj ,Ω1Aj/F).
Similarly if Ã1 is a lift of x to TJ ′(T ), then we find thatH0(Ã1,Ω1Ã1/T )θ corresponds
to H
0(A1,Ω1A1/F)θ⊗F T if θ ∈ J ′, so the tangent space of TJ ′ at x is identified with
(L̃1,θ)θ/∈J ′
where each L̃1,θ is a lift of H
0(Ai,Ω1A1/F) to H1dR(A1/F) ⊗F T . Finally it follows
from the definition of PJ that its tangent space at y is identified with
((L̃1,θ)θ/∈J ′ , (L̃θ)θ∈J ′′)
where each L̃1,θ (resp. L̃θ) is a lift ofH
0(A1,Ω1A1/F) (resp. Lθ) to H1dR(A1/F)⊗FT .
Furthermore the map on tangent spaces induced by PJ → TJ ′ corresponds to the
natural projection under the above descriptions. As for the map on tangent spaces
induced by ξJ , suppose that ((L̃1,θ)θ/∈J , (L̃2,θ)θ∈J) corresponds to (Ã1, Ã2, f̃) and
let ((L̃1,θ)θ/∈J ′ , (L̃θ)θ∈J ′′) correspond to its image in PJ(T ). Note that if θ ∈ J
but θ /∈ J ′ (i.e., φ−1 ◦ θ is also in J), then L̃1,θ, being the image of f̃∗θ , is
H
0(A1,Ω1A1/F )θ ⊗F T , and similarly if θ ∈ J ′′, then L̃θ = Lθ ⊗F T .
Recall that letting Spec(R1) denote the first infinitesimal neighborhood of x in
TJ ′ and choosing trivializations R
2
≅ H
1
dR(Auniv1 /R)θ in a Zariski neighborhood
SpecR compatible with the canonical isomorphism
H
1
dR(Auniv1 /R1)θ ≅ H1crys(A1/R1)θ ≅ H1dR(A1/F)θ ⊗F R1
yields a regular system of parameters { tθ ∣ θ /∈ J ′ } at x, so that
F[[tθ]]θ/∈J ′ ∼⟶ ÔTJ ′ ,x.
Furthermore the resulting parameters are compatible with the above description
of the tangent space in the sense that the span of each tσ in the cotangent space
mx/m2x is orthogonal to the set of (L̃1,θ)θ/∈J ′ such that L̃1,σ = L1,σ ⊗F T . We
similarly obtain isomorphisms
F[[tθ]]θ/∈J ′ ⊗̂F[[uθ]]θ∈J ′′ ∼⟶ ÔPJ ,y
and F[[tθ]]θ/∈J ⊗̂F[[vθ]]θ∈J ∼⟶ ÔSJ ,z
for which the parameters are compatible with the above descriptions of the tangent
spaces of PJ at y and SJ at z. The homomorphisms of completed local rings induced
by the morphisms SJ → PJ → TJ ′ then take the form
F[[tθ]]θ/∈J ′ ↪ F[[tθ]]θ/∈J ′ ⊗̂F[[uθ]]θ∈J ′′ ↪ F[[tθ]]θ/∈J ⊗̂F[[vθ]]θ∈J ,
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where the first arrow is the natural inclusion and the second sends tθ to tθ for θ /∈ J
and the remaining parameters to elements of m
2
z. Furthermore Lemma 7.1.5 implies
that the image of the second map contains v
p
θ for all θ ∈ J . Taking the quotient of
each ring by the ideal generated by the tθ for θ /∈ J , the resulting homomorphism
F[[tθ]]θ∈J−J ′ ⊗̂F[[uθ]]θ∈J ′′ → F[[vθ]]θ∈J
is trivial on the cotangent space at the closed point and has image containing v
p
θ
for all θ ∈ J . It therefore follows from [KN82, Cor. 2] that the image is precisely
F[[vpθ]]θ∈J , so we may replace the parameters vθ by parameters wθ in ÔSJ ,z such
that
tθ ≡ w
p
φ−1◦θ
mod I if θ ∈ J , φ
−1
◦ θ ∈ J
and uθ ≡ w
p
φ−1◦θ
mod I if θ /∈ J , φ−1 ◦ θ ∈ J ,
where I is the ideal generated by the tθ for θ /∈ J . We conclude that the quotient
of ÔSJ ,z by the ideal generated by the tθ for θ /∈ J ′ is isomorphic to
F[[wθ]]θ∈J/⟨wpθ⟩θ,φ◦θ∈J .
Lemma 7.1.6. Let Z be the fibre of SJ → TJ ′ at a closed point x of TJ ′ , and let
Zred be its reduced subscheme. If z is a closed point of Z, then
ÔZ,z ≅ F[[wθ]]θ∈J/⟨wpθ⟩θ,φ◦θ∈J and ÔZred,z ≅ F[[wθ]]θ∈J,φ◦θ/∈J ;
in particular Zred is smooth of dimension ∣J ′∣ = ∣J ′′∣ over F.
Proof. The assertion concerning ÔZ,z is immediate from the above discussion; the
assertions for Zred follow since Z is locally of finite type over F, and in particular
Nagata, so that ÔZred,z = Ô
red
Z,z . □
7.2. Crystallization. We maintain the notation of the preceding section.
7.2.1. A crystallization lemma. Note that at each closed point of SJ and θ ∈ J ,
the map
H
1
dR(A2/F)θ → H1dR(A1/F)θ
induced by the fibre A1 → A2 of the universal isogeny has image H
0(A1,Ω1A1/F)θ,
which coincides with the image of the map induced by Ver ∶ A1 → A
(p−1)
1 . It follows
that the maps
D(A2[p∞])θ → D(A1[p∞])θ and D(A(p−1)1 [p∞])θ → D(A1[p∞])θ
have the same image, and hence we obtain an isomorphism
D(A2[p∞])θ ≅ D(A(p−1)1 [p∞])θ,
which in turn induces an isomorphism
H
1
dR(A2/F)θ → H1dR(A(p−1)1 /F)θ.
We wish to prove this in fact arises from an isomorphism of sheaves on each fibre
of SJ → TJ ′ , for which we appeal to the following crystallization lemma:
Lemma 7.2.1. Suppose that X is a smooth scheme over F, A, B1 and B2 are
abelian schemes over X with OF -action, and θ ∈ Θ. Let αi ∶ A → Bi for i = 1, 2
be OF -linear isogenies such that
• ker(αi) ∩ A[p∞] ⊂ A[p] for i = 1, 2, and
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• α
∗
1,xD(B1,x[p∞])θ = α∗2,xD(B2,x[p∞])θ for all x ∈ X(F)
Then there is a unique isomorphism H
1
dR(B1/X)θ ≅ H1dR(B2/X)θ of coherent
sheaves on X whose fibres are compatible with the isomorphisms
D(B1,x[p])θ ≅ D(B2,x[p])θ
induced by (α∗2,x)−1α∗1,x for all x ∈ X(F). Furthermore letting j ∶ Spec(R1) =
X1 → X denote the first infinitesimal neighborhood of x, the isomorphism is also
compatible with the isomorphisms
H
1
dR(Bi,x/F)⊗F R1 ≅ H1dR(j∗Bi/R1)
induced by their canonical isomorphisms with H
1
cris(Bi,x/R1) for i = 1, 2.
Proof. First note that H
1
dR(A/X)θ, being a direct summand of H1dR(A/X), is
locally free, and similarly for H
1
dR(Bi/X)τ for i = 1, 2. Furthermore the rank
of the cokernel of α
∗
i,x ∶ H
1
dR(Bi,x/F) → H1dR(Ax/F) is the p-part of the degree
of αi, hence is locally constant, and the rank of the cokernel of each summand
H
1
dR(Bi,x/F)θ′ → H1dR(Ax/F)θ′ is upper semi-continuous, so it follows that these
ranks are also locally constant, and hence that the cokernel of α
∗
i ∶ H
1
dR(Bi/X)θ →
H
1
dR(A/X)θ is locally free (since X is reduced and its closed points are dense).
The hypothesis that α
∗
1,xD(B1,x)θ = α∗2,xD(B2,x)θ implies that the fibre at x of
the composite
H
1
dR(B1/X)θ α∗1⟶ H1dR(A/X)θ⟶ coker(α∗2)
is trivial. Since OX(U) has trivial (Jacobson) radical for all open U ⊂ X , mor-
phisms to OX , hence to any locally free coherent sheaf on X , are determined by
their fibres, so in fact the above composite is trivial. Therefore im(α∗2) ⊂ im(α∗1)
and similarly the opposite inclusion, and hence equality, holds.
Again using the fact that morphisms to locally free coherent sheaves on X are
determined by fibres, we see that the desired isomorphism, if it exists, is unique.
Furthermore we may work locally on X and hence assume that there is a smooth
scheme X̃ over W = W (F) such that X̃ ×W F = X (see for example [StaX,
Lemma 10.135.19]).
Letting s ∶ A → X and ti ∶ Bi → X (for i = 1, 2) denote the structure morphisms,
consider the crystals of locally free OX/Zp -modules C ∶= R1scris,∗OA/Zp and Ei ∶=
R
1
ti,cris,∗OBi/Zp (see [BBM82, Cor. 2.5.5]). Since the functor sending an abelian
scheme u ∶ C → X to R
1
ucris,∗OC/Zp is additive, the crystals C and Ei inherit an
action of OF ⊗W , and hence decompose as direct sums of crystals of locally free
OX/Zp-modules indexed by Θ. Since the isogenies αi are OF -linear, they induce
morphisms of crystals Ei,θ → Cθ for i = 1, 2.
We claim that there is an isomorphism E1,θ
∼
⟶ E2,θ such that the diagram
(37) E1,θ //
  ❇
❇❇
❇❇
❇❇
E2,θ
~~⑤⑤
⑤⑤
⑤⑤
⑤
Cθ
commutes. To prove this we use the equivalence of categories provided by [BO78,
Cor. 6.8] (with S = W and S0 = F). If F denotes the quasi-coherent sheaf (with
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integrable quasi-nilpotent connection) on X̃ corresponding to Cθ, then F is locally
free and its restriction to X is canonically isomorphic to (Cθ)X ≅ H1dR(A/X)θ
([BBM82, (3.3.7.3)]). Similarly (for i = 1, 2) the underlying quasi-coherent sheaf Gi
corresponding to Ei,θ is a locally free sheaf on X̃ whose restriction to X is identified
with H
1
dR(Bi/X)θ. The claim is thus equivalent to the existence of an isomorphism
G1
∼
⟶ G2 which is compatible with connections and makes the diagram
G1
//
α̃
∗
1   ❅
❅❅
❅❅
❅❅
G2
α̃
∗
2~~⑦⑦
⑦⑦
⑦⑦
⑦
Cθ
commute, where each α̃
∗
i is the morphism corresponding to Ei,θ → Cθ. Since the
α̃
∗
i are compatible with connections, it suffices to prove that they are injective and
have the same image.
Now let βi ∶ Bi → A be an isogeny such that αi ◦ βi = d with p∣∣d, and let β̃∗i
be the morphism F → Gi corresponding to the one induced on crystals. Then the
composite β̃
∗
i ◦ α̃
∗
i is also multiplication by d, since it is so for the corresponding
morphism of crystals by additivity. The composite is therefore injective, and there-
fore so is α̃
∗
i . On the other hand considering the composite βi ◦αi = d, we see that
the image of α̃
∗
i contains pF . Therefore to conclude α̃
∗
1 and α̃
∗
2 have the same im-
age, it suffices to prove their reductions modulo p, or equivalently their restrictions
to X , have the same image, but this is precisely the fact that im(α∗1) = im(α∗2).
The isomorphism of crystals now yields an isomorphism
H
1
dR(B1/X)θ ≅ (E1,θ)X ∼⟶ (E2,θ)X ≅ H1dR(B1/X)θ
of coherent sheaves on X . The desired compatibility with homomorphisms of
Dieudonne´ modules follows from the commutativity of (37) and the fact that
α
∗
i,x ∶ D(Bi,x[p∞])θ → D(Ax[p∞])θ is realized as the inverse limit of the mor-
phisms
Ei,θ({x}, Spec(Wn))⟶ Cθ({x}, Spec(Wn))
under the canonical isomorphisms provided by [BBM82, (3.3.7.2), Thm. 4.2.14].
Finally, since the isomorphisms H
1
dR(Bi,x/F)⊗F R1 ≅ H1dR(j∗Bi/R1) are realized
as the composite of the crystalline transition maps
Ei,θ({x}, {x}) ⊗F R1 ∼⟶ Ei,θ({x}, X1) ∼⟵ Ei,θ(X1, X1)
under [BBM82, (3.3.7.3)], the second desired compatibility follows from the fact
that E1,θ → E2,θ is an isomorphism of crystals. □
7.2.2. The reduced degeneracy fibre. We now return to the setup of Lemma 7.1.6, so
Z is the fibre of SJ → TJ ′ at a closed point x of TJ ′ , Zred is its reduced subscheme,
and z is a closed point of Z. Let A0 be the abelian scheme over F corresponding
to x and consider
A = A0 ×F Zred = A1 ×SJ Zred and B = A2 ×SJ Zred,
where as usual f ∶ A1 → A2 is the universal isogeny on SJ . We have already
observed that if θ ∈ J , then
f
∗
∶ H
1
dR(A2,z/F)θ → H1dR(A0/F)θ and Ver∗ ∶ H1dR(A(p−1)0 /F)θ → H1dR(A0/F)θ
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have the same image, so we may apply Lemma 7.2.1 with B1 = B, α1 as the
restriction of f , B2 = A
(p−1)
0 ×F Zred and α2 as the pull-back of Ver to obtain an
isomorphism
(38) H
1
dR(B/Zred)θ ∼⟶ H1dR(A(p−1)0 /F)θ ⊗F OZred
whose fibre at each closed point z is compatible with the isomorphism in the top
row of the commutative diagram
(39) D(Bz[p∞])θ ∼ //t
f
∗
''❖❖
❖❖❖
❖❖❖
❖❖❖
❖
D(A(p−1)0 [p∞])θ
iI
Ver
∗
vv♥♥♥
♥♥♥
♥♥♥
♥♥♥
♥
D(A0[p∞])θ.
Furthermore letting j ∶ SpecR1 → Zred denote the first infinitesimal neighborhood
of z, the diagram
(40) H
1
dR(Bz/F)θ ⊗F R1 //
))❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚
H
1
dR(j∗B/R1)θ
uu❦❦❦
❦❦❦
❦❦❦
❦❦❦
❦
H
1
dR(A(p−1)0 /F)θ ⊗F R1
also commutes, where the top arrow is given by the canonical isomorphisms with
H
1
cris(Bz/R1) and the diagonal arrows by the restrictions of (38) to z and SpecR1.
Moreover note that if also φ◦ θ ∈ J , then the commutativity of (39) implies that of
D(Bz[p∞])(p)θ ∼ //
≀

D(B(p)z [p∞])φ◦θ Frob∗ // D(Bz[p∞])φ◦θ
≀

D(A(p−1)0 [p∞])(p)θ ∼ // D(A0[p∞])φ◦θ Frob∗ // D(A(p−1)0 [p∞])φ◦θ,
and hence that (38) restricts to
(41) (s∗Ω1B/Zred)θ ∼⟶ H0(A(p−1)0 ,Ω1A(p−1)0 /F)θ ⊗OZred
since it does so on fibres (where s ∶ B → Zred is the structure morphism). On the
other hand if φ ◦ θ /∈ J , i.e. φ ◦ θ ∈ J ′′, then the Hodge filtration on H1dR(B/Zred)θ
defines a morphism Zred → P(H1dR(A(p−1)0 /F)θ) under which O(1) pulls back via
(38) to (R1s∗OB)θ.
Theorem 7.2.2. The morphism
ψ = ψJ,x ∶ Zred → ∏
φ◦θ∈J ′′
P(H1dR(A(p−1)0 /F)θ)
is an isomorphism.
Proof. As in the proof of Theorem 5.2.1, it suffices to prove that the morphism is
bijective on Fp-points and injective on tangent spaces at such points.
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For the bijectivity on points, recall that the morphism ξ̃J of (34) is bijective on
points, and therefore so is its restriction to fibres over x, and hence so is
ξ̃J,x ∶ Zred →∏
θ∈J ′′
P(H1dR(A0/F)θ).
If the point z ∈ Zred(F) corresponds to the isogeny f ∶ A0 → Bz, then the θ-
component of ξ̃J,x(z) is the image of the W -submodule
f
∗
D(Bz[p∞])θ ⊂ D(A0[p∞])θ
in D(A0[p∞])θ/pD(A0[p∞])θ = D(A0[p])θ ≅ H1dR(A0/F)θ. On the other hand,
since H
0(Bz ,Ω1Bz/F)φ−1◦θ is the reduction mod p of
Ver
∗(D(B(p−1)z [p∞])φ−1◦θ ⊂ D(Bz[p∞])φ−1◦θ,
it follows from the commutativity of (39) and the compatibility f ◦Ver = Ver◦f
(p−1)
that the φ
−1
◦ θ-component of ψ(z) is the image of the W -submodule
(f (p−1))∗D(B(p−1)z [p∞])φ−1◦θ ⊂ D(A(p−1)0 [p∞])φ−1◦θ
in H
1
dR(A(p−1)0 /F)φ−1◦θ = H1dR(A/F)(p−1)θ . Thus if ξ̃J,x(z) = (Lθ)θ∈J ′′ , then ψ(z) =(L(p−1)θ )θ∈J ′′ , so ψ ◦ ξ̃−1J,x is bijective on F-points.
To prove the injectivity on tangent spaces, let T = F[ǫ]/(ǫ2) and suppose(A0,T , B̃z , f̃) and (A0,T , B̃ ′z, f̃ ′) are two lifts of z ∈ Zred(F) to Zred(T ) with the
same image in∏θ∈J ′′ P(H1dR(A(p−1)0 /F)θ)(T ). This means that Lθ ∶= H0(B̃z ,Ω1B̃z/T )θ
and L
′
θ ∶= H
0(B̃′z,Ω1B̃′z/T )θ have the same image in H1dR(A(p−1)0 /F)θ ⊗F T under
(38) for all θ ∈ J such that φ ◦ θ /∈ J . On the other hand if θ, φ ◦ θ ∈ J , then
the same holds by (41). In either case, the commutativity of (40), tensored over
R1 with T , implies that Lθ and L
′
θ have the same image in H
1
dR(Bz/F)θ ⊗F T .
On the other hand if θ /∈ J , then the same assertion follows from the local analy-
sis preceding Lemma 7.1.6. Therefore the Grothendieck–Messing Theorem implies
that the identity on Bz lifts to an isomorphism B̃z ≅ B̃
′
z. The compatibility of the
isomorphism with the auxiliary data follows from the faithfulness of ⋅ ⊗T F by a
standard argument, so we conclude that (A0,T , B̃z, f̃) and (A0,T , B̃′z , f̃ ′) define the
same element of the tangent space. □
7.2.3. Thickening. In order to extend this to obtain a complete description of the
fibre Z, we recall the general version of the Grothendieck–Messing Theorem (see
[MM74]) in characteristic p states that if i ∶ X0 ↪ X is a nilpotent thickening of Fp-
schemes whose defining ideal sheaf is equipped with a divided power structure, then
the category of abelian schemes over X is equivalent (under the obvious functor)
to the category of pairs (C,L) where u ∶ C → X0 is an abelian scheme and
M ⊂ (R1ucris,∗OC/Fp)(X0,X)
is a locally free OX -submodule such that i
∗
M corresponds to the image of u∗Ω
1
C/X0
under the canonical isomorphism with H
1
dR(C/X0).
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We apply this with X = X0 ×F X1, where X0 = Zred and X1 is defined as the
fibre product
X1 ⟶ ∏
φ,φ◦θ∈J
P(H1dR(A(p−1)0 /F)θ)
↓ ↓
SpecF ⟶ ∏
φ,φ◦θ∈J
P(H1dR(A0/F)φ◦θ),
where the bottom arrow is defined byH
0(A0,Ω1A0/F)φ◦θ and the right vertical arrow
is the (relative Frobenius) morphism sending (Mθ)θ to (Mpθ )θ, where we view
L
p
θ ⊂ H
1
dR(A(p−1)0 /F)(p)θ ≅ H1dR(A0/F)φ◦θ.
Note that X1 ≅ ∏SpecF[wθ]/(wpθ), so the closed immersion SpecF ↪ X1 is
a nilpotent thickening with divided powers, and hence so is the resulting closed
immersion i ∶ X0 ↪ X .
Letting π ∶ X → X0 denote the projection, we have a canonical isomorphism
(42) (R1scris,∗OB/Fp)(X0,X) ≅ π∗H1dR(B/X0),
and we let M =⨁θ∈ΘMθ where
• Mθ corresponds under (38) to the pull-back of the tautological bundle on
P(H1dR(A(p−1)0 /F)θ) if θ, φ ◦ θ ∈ J ;
• Mθ corresponds under (42) to π
∗(s∗Ω1B/X0)θ otherwise.
We then see (using (41) if θ, φ◦θ ∈ J) that i
∗
Mθ = (s∗Ω1B/X0)θ for all θ, so that the
data (B,M) corresponds to an abelian scheme B̃ over X lifting B. Furthermore
writing f for the restriction to Zred of the universal isogeny, and using that
f
∗(H1dR(B/X0)θ) = H0(A0,Ω1A0/F)θ ⊗F OX0
if θ, φ◦θ ∈ J , we see that the image ofM under is contained in H
0(A0,Ω1A0/F)θ⊗F
OX , from which it follows that f lifts (uniquely) to an isogeny f̃ ∶ A0 ×F X → B̃
such that Lie(f̃)θ = 0 if θ /∈ J and Lie(f̃∨)θ = 0 if θ ∈ J . Equipping B̃ with the
(unique) auxiliary data lifting that on B, we thus obtain a triple (A0 ×F X, B̃, f̃)
corresponding to a morphism ψ̃ ∶ X → Z extending the inclusion Zred ↪ Z.
Lemma 7.2.3. The morphism ψ̃ ∶ X → Z is an isomorphism.
Proof. Since the morphism is finite and bijective on closed points, it suffices to
prove it induces isomorphisms on the completed local rings at closed points.
Letting y be a closed point of X and z = ψ̃(y), we first note that ψ̃ is injective on
tangent spaces; indeed the injectivity of the composite Ty(X) → Tz(Z) ⊂ Tz(SJ)
is immediate from the construction of ψ̃ and the description of Tz(SJ) preceding
Lemma 7.1.6. Therefore the homomorphism ψ̃
∗
∶ ÔZ,z → ÔX,y is surjective.
Now we let a and b denote the respective nilradicals and show by induction that
ψ̃
∗
induces an isomorphism ÔZ,z/an → ÔX,y/bn for all n ≥ 1. For n = 1, this
follows from the identification of each quotient with the regular local ring ÔZred,z.
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For the induction step, apply the snake lemma to the diagram
0 // an/an+1 //

ÔZ,z/an+1 //

ÔZ,z/an //
≀

0
0 // bn/bn+1 // ÔX,y/bn+1 // ÔX,y/bn // 0.
The definition of X and the explicit description of ÔZ,z in Lemma 7.1.6 imply
that a
n/an+1 and bn/bn+1 are finite free ÔZred,z-modules of the same rank, so
the surjectivity of the left vertical arrow implies its injectivity, and hence that of
the middle arrow. Taking n sufficiently large (namely p
∣J∣−∣J ′∣
) yields the desired
isomorphism, and hence the lemma. □
Combining Theorem 7.2.2 and Lemma 7.2.3 yields a canonical isomorphism
(43) Z
∼
⟶ ∏
θ∈J,φ◦θ/∈J
P(H1dR(A(p−1)0 /F)θ) × ∏
θ,φ◦θ∈J
Tθ,
where Tθ is a fibre of the Frobenius morphism on P(H1dR(A(p−1)0 /F)θ). defined by
Frobenius on the relevant factors. In particular, the degeneracy fibre Z is isomor-
phic to a product of ∣J ′∣ copies of P1 and ∣J∣ − ∣J ′∣ copies of SpecF[x]/(xp).
Note also that we may view (42) as defining an isomorphism
H
1
dR(B̃/Z) ≅ (R1scris,∗OB/Fp)(Zred,Z) ≅ π∗H1dR(B/Zred)
(where we have written s ∶ B̃ → Z for the restriction of the universal A2 and
π ∶ Z → Zred for π ◦ ψ
−1
), which combined with (38) yields an isomorphism18
(44) H
1
dR(B̃/Z)θ ≅ H1dR(A(p−1)0 /F)θ ⊗F OZ
for θ ∈ J . Unravelling the definitions, one finds that (43) is the morphism whose
θ-component is defined by the Hodge filtration on H
1
dR(B̃/Z)θ under (44). We
record this as follows:
Theorem 7.2.4. Let x ∈ TJ ′(F) correspond to A0, let Z be the fibre over x of the
projection SJ → TJ ′ , and let s ∶ B̃ → Z denote the pull-back of A2 → SJ . Then
there is a canonical closed immersion
j ∶ Z⟶∏
θ∈J
P(H1dR(A(p−1)0 /F)θ)
under which j
∗
O(1)θ is identified with (R1s∗OB̃)θ for all θ ∈ J , and Z is identified
with the fibre over (H0(A0,Ω1A0/F )φ◦θ)θ of the morphism
∏
θ∈J
P(H1dR(A(p−1)0 /F)θ) ⟶ ∏
θ,φ◦θ∈J
P(H1dR(A0/F)φ◦θ)
(Mθ)θ ⟼ (Mpθ )θ.
18This isomorphism can in fact be seen more directly as arising from the isomorphism of
crystals obtained in the proof of Lemma 7.2.1.
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Finally we observe that the construction of the immersion j and the identi-
fications in the theorem are independent of the quasi-polarization in the data
defining the closed point x of TJ ′ , and hence is invariant under the action of
O
×
F,(p),+. It follows that if x ∈ Y J ′(F), then the fibre over x of the degeneracy
map π1 ∶ Y 0(p)J → Y induced by (A1, A2, f) ↦ A2 is canonically isomorphic to a
fibre of the morphism
∏
θ∈J
P(V (p−1)φ◦θ ) ⟶ ∏
θ,φ◦θ∈J
P(Vφ◦θ)
(Mθ)θ ⟼ (Mpθ )θ ,
where Vφ◦θ is the fibre at x of the automorphic bundle Vφ◦θ on Y . Furthermore the
isomorphism identifies the pull-back of O(1)θ for each θ ∈ J with the pull-back of
the automorphic bundle υθ = ω
−1
θ δθ on Y under the degeneracy map π2 ∶ Y 0(p)J →
Y induced by (A1, A2, f)↦ A2.
7.3. Cohomological vanishing. In this section we prove Theorem E. First note
that in the statement, we may replace Z(p) by the faithfully flat extension O, so
the task is to prove that R
i
π∗KY1(p)/O = 0 for all i > 0 and sufficiently small open
compact subgroups U ⊂ G(Af ) of level prime to p, where π is the natural projection
from Y1(p) ∶= YU1(p)(G)O to Y ∶= YU(G)O and G = ResF/Q(GL2). We proceed in
a series of steps to reduce the proof to showing the vanishing of the cohomology of
certain line bundles on the fibres of π which we have already described.
7.3.1. Reduction steps. We first reduce the problem to the setting of the special
fibres of Y1(p) and Y . Note that since π is projective, Riπ∗KY1(p)/O is a coherent
sheaf on Y . Since π ⊗O L is finite, it follows that R
i
π∗KY1(p)/O is supported on
Y = YF. Letting j0 ∶ Y → Y and j1 ∶ Y 1(p) → Y1(p) denote the immersions of
special fibres and π the restriction of π, the natural map
j
∗
0R
i
π∗KY1(p)/O⟶ Riπ∗(j∗1KY1(p)/O) = Riπ∗KY 1(p)
is injective, so it suffices to prove that R
i
π∗KY 1(p) = 0 for all i > 0. Furthermore
we may extend scalars and assume F = Fp.
Next we reduce to the setting of the irreducible components of Y 0(p). Recall
that π = ψ ◦ h where h ∶ Y 1(p) → Y 0(p) is finite flat and ψ ∶ Y 0(p) → Y is the
natural degeneracy map induced by (A1, A2, f)↦ f , so we have
R
i
π∗KY 1(p) = Riψ∗(h∗KY 1(p)).
Furthermore in §6.2.2, we defined a filtration on h∗KY 1(p) whose graded pieces
are direct sums of direct images of line bundles on the strata Y 0(p)J . Recall also
from §7.1.1 that the restriction of ψ to Y 0(p)J factors through a projective Cohen–
Macaulay morphism ψJ ∶ Y 0(p)J → Y J ′ , where the stratum Y J ′ is the smooth
closed subscheme of Y defined by the vanishing of the partial Hasse invariants hθ
for θ ∈ J
′
∶= {θ ∈ J ∣φ−1 ◦ θ /∈ J}. Thus from the description of gr(h∗KY 1(p)) in
§6.2.2, we see that it suffices to prove that
R
i
ψJ,∗ (J −1J KY 0(p)J i∗JL−1χ−1) = 0
for all characters χ ∶ (OF /pOF )× → F×, subsets J ⊂ Θ and integers i > 0.
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Now we reduce to considering the fibres of the morphism from Y 0(p)J to Y for
each J . We let s ∶ SpecF → Y J ′ be a closed point, let Z be the fibre of ψJ at s,
and let j ∶ Z → Y 0(p)J be the inclusion. Since ψJ is flat and projective, it suffices
to prove that
H
i(Z, j∗(J −1J KY 0(p)J i∗JL−1χ−1)) = 0
for all χ, J , s as above and i > 0. Furthermore since ψJ is Cohen–Macaulay and
Y J ′ is smooth, we have
KY 0(p)J = KY 0(p)J/Y J ′ ⊗OY 0(p)J KY J ′ ,
so that j
∗
KY 0(p)J is isomorphic to KZ . It therefore suffices to prove that
H
i(Z,KZ ⊗OZ j∗(J −1J i∗JL−1χ−1)) = 0
for all χ, J , s as above and i > 0.
7.3.2. Completion of the proof. Recall that the fibre Z was computed in Theo-
rem 7.2.4, where it is shown to be isomorphic to a product of projective lines and
copies of Spec(F[x]/(xp)). More precisely, we have that Z is isomorphic to
(45) ∏
θ∈J∩Σ
P(V (p−1)φ◦θ )θ × ∏
θ∈J−Σ
Tθ
where Tθ is a finite subscheme of P(V (p−1)φ◦θ )θ. Furthermore, this isomorphism iden-
tifies the pull-back of each O(1)θ with the restriction to Z of the line bundle ob-
tained by descent from (R1s2,∗OA2)θ, where f ∶ A1 → A2 is the universal isogeny
on Ỹ0(p)J,F. Recall also that for θ ∈ J , we have a canonical identification of(R1s2,∗OA2)θ with the Raynaud line bundle Lθ on Ỹ0(p)J,F, and this identification
descends to Y 0(p)J . In particular, if θ ∈ J ∩ Σ, then the restriction of Lθ to Z
corresponds under the above isomorphism to O(1)θ. Similarly if θ ∈ J−Σ, then the
restriction of Lθ corresponds to the restriction of O(1)θ, which is (non-canonically)
isomorphic to OZ . On the other other hand, if θ /∈ J , then we obtain a trivialization
of Lθ on Z from its identification with s1,∗Ω
1
A1/F on Ỹ0(p)J,F. Combining this with
the formulas (27) and (28), we conclude that
j
∗(J −1J i∗JL−1χ−1) ≅ ⨂
θ∈J∩Σ
O(nθ)θ
where nθ = mθ + 1 > 0 for all θ ∈ J ∩ Σ. Since the dualizing sheaf of (45) is
isomorphic to⨂θ∈J∩ΣO(−2)θ , it follows that
H
i(Z,KZ ⊗OZ j∗(J −1J i∗JL−1χ−1)) ≅ Hi ( ∏
θ∈J∩Σ
P
1
F, ⨂
θ∈J∩Σ
O(nθ − 2)θ)
p
∣J−Σ∣
= 0
for all i > 0, and this completes the proof of Theorem E.
References
[BBM82] Pierre Berthelot, Lawrence Breen, and William Messing, The´orie de Dieudonne´
cristalline. II, Lecture Notes in Mathematics, vol. 930, Springer-Verlag, Berlin, 1982.
MR 667344
[BM90] Pierre Berthelot and William Messing, The´orie de Dieudonne´ cristalline. III.
The´ore`mes d’e´quivalence et de pleine fide´lite´, The Grothendieck Festschrift, Vol. I,
Progr. Math., vol. 86, Birkha¨user Boston, Boston, MA, 1990, pp. 173–247. MR 1086886
90 FRED DIAMOND, PAYMAN KASSAEI, AND SHU SASAKI
[BO78] Pierre Berthelot and Arthur Ogus, Notes on crystalline cohomology, Princeton Univer-
sity Press, Princeton, N.J.; University of Tokyo Press, Tokyo, 1978. MR 0491705
[BP12] Christophe Breuil and Vytautas Pasˇku¯nas, Towards a modulo p Langlands correspon-
dence for GL2, Mem. Amer. Math. Soc. 216 (2012), no. 1016, vi+114. MR 2931521
[Bre14] Christophe Breuil, Sur un proble`me de compatibilite´ local-global modulo p pour GL2, J.
Reine Angew. Math. 692 (2014), 1–76. MR 3274546
[BS00] Matthew Bardoe and Peter Sin, The permutation modules for GL(n+ 1,Fq) acting on
P
n(Fq) and Fn−1q , J. London Math. Soc. (2) 61 (2000), no. 1, 58–80. MR 1745400
[Del71] Pierre Deligne, Travaux de Shimura, Se´minaire Bourbaki, 23e`me anne´e (1970/71), Exp.
No. 389, 1971, pp. 123–165. Lecture Notes in Math., Vol. 244. MR 0498581
[DG70] M. Demazure and A. Grothendieck (eds.), Sche´mas en groupes. I: Proprie´te´s ge´ne´rales
des sche´mas en groupes, Se´minaire de Ge´ome´trie Alge´brique du Bois Marie 1962/64
(SGA 3). Lecture Notes in Mathematics, Vol. 151, Springer-Verlag, Berlin-New York,
1970. MR 0274458
[DR73] P. Deligne and M. Rapoport, Les sche´mas de modules de courbes elliptiques, Modular
functions of one variable, II (Proc. Internat. Summer School, Univ. Antwerp, Antwerp,
1972), 1973, pp. 143–316. Lecture Notes in Math., Vol. 349. MR 0337993
[DS17] Fred Diamond and Shu Sasaki, A Serre weight conjecture for geometric Hilbert modular
forms in characteristic p, preprint, available at https://arxiv.org/abs/1712.03775, 2017.
[EGS15] Matthew Emerton, Toby Gee, and David Savitt, Lattices in the cohomology of Shimura
curves, Invent. Math. 200 (2015), no. 1, 1–96. MR 3323575
[ERX17] Matthew Emerton, Davide Reduzzi, and Liang Xiao, Unramifiedness of Galois repre-
sentations arising from Hilbert modular surfaces, Forum Math. Sigma 5 (2017), e29,
70. MR 3725733
[Fon77] Jean-Marc Fontaine, Groupes p-divisibles sur les corps locaux, Socie´te´ Mathe´matique
de France, Paris, 1977, Aste´risque, No. 47-48. MR 0498610
[Ghi04] Alexandru Ghitza, Hecke eigenvalues of Siegel modular forms (mod p) and of algebraic
modular forms, J. Number Theory 106 (2004), no. 2, 345–384. MR 2059479
[GK12] Eyal Z. Goren and Payman L. Kassaei, Canonical subgroups over Hilbert modular va-
rieties, J. Reine Angew. Math. 670 (2012), 1–63. MR 2982691
[Gro67] A. Grothendieck, E´le´ments de ge´ome´trie alge´brique. IV. E´tude locale des sche´mas et
des morphismes de sche´mas IV, Inst. Hautes E´tudes Sci. Publ. Math. (1967), no. 32,
361. MR 238860
[Gro90] Benedict H. Gross, A tameness criterion for Galois representations associated to mod-
ular forms (mod p), Duke Math. J. 61 (1990), no. 2, 445–517. MR 1074305
[Hel12] David Helm, A geometric Jacquet-Langlands correspondence for U(2) Shimura vari-
eties, Israel J. Math. 187 (2012), 37–80. MR 2891698
[Kas13] Payman L. Kassaei, Modularity lifting in parallel weight one, J. Amer. Math. Soc. 26
(2013), no. 1, 199–225. MR 2983010
[Kis10] Mark Kisin, Integral models for Shimura varieties of abelian type, J. Amer. Math. Soc.
23 (2010), no. 4, 967–1012. MR 2669706
[KM85] Nicholas M. Katz and Barry Mazur, Arithmetic moduli of elliptic curves, Annals
of Mathematics Studies, vol. 108, Princeton University Press, Princeton, NJ, 1985.
MR 772569
[KN82] Tetsuzo Kimura and Hiroshi Niitsuma, On Kunz’s conjecture, J. Math. Soc. Japan 34
(1982), no. 2, 371–378. MR 651278
[Lan13] Kai-Wen Lan, Arithmetic compactifications of PEL-type Shimura varieties, London
Mathematical Society Monographs Series, vol. 36, Princeton University Press, Prince-
ton, NJ, 2013. MR 3186092
[Mil05] J. S. Milne, Introduction to Shimura varieties, Harmonic analysis, the trace formula,
and Shimura varieties, Clay Math. Proc., vol. 4, Amer. Math. Soc., Providence, RI,
2005, pp. 265–378. MR 2192012
[MM74] B. Mazur and William Messing, Universal extensions and one dimensional crystalline
cohomology, Lecture Notes in Mathematics, Vol. 370, Springer-Verlag, Berlin-New York,
1974. MR 0374150
[NY14] James Newton and Teruyoshi Yoshida, Shimura curves, the Drinfeld curve and Serre
weights, preprint, available at https://nms.kcl.ac.uk/james.newton/ccny.pdf, 2014.
A MOD p JACQUET–LANGLANDS RELATION 91
[Oda69] Tadao Oda, The first de Rham cohomology group and Dieudonne´ modules, Ann. Sci.
E´cole Norm. Sup. (4) 2 (1969), 63–135. MR 241435
[Pap92] Georgios Pappas, Arithmetic models for Hilbert-Blumenthal modular varieties, Pro-
Quest LLC, Ann Arbor, MI, 1992, Thesis (Ph.D.)–Columbia University. MR 2687869
[Pap95] , Arithmetic models for Hilbert modular varieties, Compositio Math. 98 (1995),
no. 1, 43–76. MR 1353285
[Rap78] M. Rapoport, Compactifications de l’espace de modules de Hilbert-Blumenthal, Com-
positio Math. 36 (1978), no. 3, 255–335. MR 515050
[Ray74] Michel Raynaud, Sche´mas en groupes de type (p, . . . , p), Bull. Soc. Math. France 102
(1974), 241–280. MR 419467
[Rib90] K. A. Ribet, On modular representations of Gal(Q/Q) arising from modular forms,
Invent. Math. 100 (1990), no. 2, 431–476. MR 1047143
[Sas19] Shu Sasaki, Integral models of Hilbert modular varieties in the ramified case, defor-
mations of modular Galois representations, and weight one forms, Invent. Math. 215
(2019), no. 1, 171–264. MR 3904451
[Ser96] J.-P. Serre, Two letters on quaternions and modular forms (mod p), Israel J. Math. 95
(1996), 281–299, With introduction, appendix and references by R. Livne´. MR 1418297
[Sta97] Hellmuth Stamm, On the reduction of the Hilbert-Blumenthal-moduli scheme with
Γ0(p)-level structure, Forum Math. 9 (1997), no. 4, 405–455. MR 1457134
[StaX] The Stacks Project Contributors, The Stacks Project, open source textbook, available
at http://stacks.math.columbia.edu.
[TX16] Yichao Tian and Liang Xiao, On Goren-Oort stratification for quaternionic Shimura
varieties, Compos. Math. 152 (2016), no. 10, 2134–2220. MR 3570003
[TX19] , Tate cycles on some quaternionic Shimura varieties mod p, Duke Math. J. 168
(2019), no. 9, 1551–1639. MR 3961211
[Zin82] Thomas Zink, U¨ber die schlechte Reduktion einiger Shimuramannigfaltigkeiten, Com-
positio Math. 45 (1982), no. 1, 15–107. MR 648660
E-mail address: fred.diamond@kcl.ac.uk
Department of Mathematics, King’s College London, WC2R 2LS, UK
E-mail address: payman.kassaei@kcl.ac.uk
Department of Mathematics, King’s College London, WC2R 2LS, UK
E-mail address: s.sasaki.03@cantab.net
School of Mathematical Sciences, Queen Mary University of London, E1 4NS, UK
