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Abstract 
The ability to visually identify and anticipate motor actions performed by others is 
thought to be an essential component of social interactions and possibly requires relating 
visual information with sensorimotor knowledge. Though motor theory of visual perception 
received convincing evidence from behavioural, neuropsychological and developmental 
studies, the nature of the information used for anticipating the terminal location of an 
observed human action remains still an open issue. In this context, the aim of the present 
study was to evaluate the role of motor representations on the prediction of the terminal 
location of an observed manual reaching movement. The stimulus was a 2-D point-light 
display showing the top-view of a right arm moving along the sagittal plane towards targets 
positioned at different distances. The task was to estimate the terminal location of the 
reaching movement after the stimulus vanished following 60% of total movement duration. 
Characteristics of the point-light display could vary according to movement kinematics 
(biological motion, constant, inverse or monotonically increased velocity), structural features 
(all joints visible or only the forefinger tip) and movement identity (self- vs other-generated 
action). Results showed that spatial performances improved when presenting “self-generated” 
actions (identity effect) in the biological motion condition (kinematic effect). Furthermore, 
reducing the visual stimulus to the forefinger did not affect the performance (structural 
effect). Considered together, these findings provide further evidence for motor-based visual 
perception of biological motion and suggest that kinematic but not structural information is 
crucial to give sense to an observed human action and to anticipate its terminal location. 
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Introduction 
Giving sense to actions performed by others is an essential component of social 
interactions. In this regard, previous studies using point-light displays have revealed that the 
spatio-temporal characteristics of a biological motion can provide access to not only the 
content of the observed action, but also the gender (Kozlowski & Cutting, 1977; Troje et al., 
2006) or the identity of the actor performing the action (Loula et al., 2005; Troje et al., 2005). 
More subjective impressions like the emotional state (Atkinson et al.,  2004; Chouchourelou 
et al.,  2006; Dittrich et al., , 1996) or even the intention of the action performer (Iacoboni et 
al., 2005) can also be detected through the parameters of the observed performance. This 
exquisite sensitivity of the visual system to biological motion renders furthermore possible the 
prediction of the final state of a human action before it was entirely executed. In the context 
of sequential grasping movement or letters writing for instance, several studies have shown 
that the forthcoming component of a motor sequence can be predicted from the motion’s 
properties of the ongoing action (Flanagan & Johansson, 2003; Kandel et al., 2000; Louis-
Dam et al., 2000; Louis-Dam et al.,  1999; Orliaguet et al., 1997).  
These visual capacities have been largely interpreted within the framework of motor 
theory of visual perception
1
, suggesting that motor representations contribute to the visual 
interpretation of observed human actions (Jeannerod 2006; Prinz, 1997; Schütz-Bosbach & 
Prinz, 2007). As a consequence, observers generally find easier to identify their own motor 
performance from the dynamical properties of the visual stimulus than the performance of 
other persons, even when sharing with them their daily life (Beadworth & Buckner, 1981; 
Loula et al., 2005). Similarly, acquiring a new motor skill in a learning task (Casile & Giese 
                                                 
1
 Different visuo-motor theories have been suggested in the past, including the theory of common 
representational code (Hommel, Musseler, Aschersleben, & Prinz, 2001; Prinz, 1997), internalized motor 
simulation triggered by the visual stimulus (Jeannerod, 2001), reciprocal motor and perceptual resonance 
(Viviani, 2002 ; Shütz-Bosbach & Prinz, 2007), mirror neuron system (Rizzolatti & Craighero 2004). Though 
these theories diverged in some respects, only the general view of the implication of the motor system in the 
visual perception of biological movement will be refer to here. 
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2006) or losing a particular motor competence due to localised brain lesions (Chary et al., 
2004) significantly affects perceptual judgment of human actions. In line with this, 
neuroimaging studies revealed that the observation of sequential motor actions activates the 
same brain areas as those involved in the production of similar motor sequences, both in 
writing and manual reaching activity (e.g. Chaminade et al., 2001).  
Considered together, these data strongly argue in favour of common representation for 
the observation and the production of motor actions. This common representation may 
contribute to the interpretation of observed human actions on the basis of stimulus properties 
that are similar to those characterising natural movement productions. Among these 
properties, kinematics can easily be manipulated (e.g., Viviani & Stucchi, 1989) and is 
thought to be a crucial component of the visual perception of human actions (Bingham et al. 
1995; Muchisky & Bingham, 2002), in particular when stressing on the capacity to predict the 
final state of an observed action (Kandel, et al., 2000; Stevens et al. 2000). As a consequence, 
slightly modifying the spatio-temporal properties of an observed action was found to strongly 
affect the perception of that particular action (e.g., Bidet-Ildei et al. 2006; Blake & Shiffrar, 
2006; Jacobs et al., 2004; Pavlova & Sokolov, 2000; Shiffrar & Freyd, 1993; Thornton et al., 
2002) or the prediction of its expected final state (Pozzo et al., 2006).  
The aim of the present study was to go one step further into this research domain and 
to investigate whether the structural aspect and the identity of an observed manual reaching 
action may contribute to the prediction of its final location. More specifically, using a 2-D 
point-light presentation of a right arm moving towards a visual target, we tested whether 
viewing the movement of all joints or only that of the extremity of the arm affected the 
prediction of movement end-point when the stimulus vanished at 60% of total movement 
duration. The movement presented was that of the observer (self-generated action) or of an 
unknown person (other-generated action) and could be either realistic (biological motion 
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condition) or kinematically distorted according to a constant, inverse or monotonically 
increasing velocity. 
 
Method 
 
Participants 
Fourteen right-handed healthy adults (8 females, 6 males) aged between 21 and 29 
years (mean age 24.2 years, standard deviation 3.4 years) gave their informed consent and 
were volunteers to take part to the experiment, which was performed in agreement with the 
local ethical committee guidelines. None of them reported any sensory or motor deficits and 
all had normal or corrected-to-normal vision. 
 
Stimuli and apparatus 
Participants were seated in a dimly lit room in front of a 17” CRT computer screen 
(Samsung 171 S, spatial resolution: 1024*768 pixels, sampling rate: 85hz) positioned on a 
table at a viewing distance of 50 cm. Stimuli were composed of ‘avi’ format video showing 
on the vertical screen a point-light display representing the upside-view of a pointing 
movement performed with the right arm towards a target placed at different distances along 
the sagittal axis (10 cm, 20 cm or 30 cm, not visible in the video sequence, see Figure 1). 
Each point-light display consisted of white dots (97 cd/m
2
, Ø: 0.65° of visual angle) presented 
on a dark background (0.14 cd/m
2
).  
In a pre-experimental session, pointing movements spontaneously produced by 
participants with their right hand were registered using a 3D motion capture system (Zebris 
ultra-sound system, http://www.zebris.de/) with markers placed on arm joints (forefinger tip, 
wrist, elbow and shoulder). This system allowed recording spatio-temporal parameters of the 
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movement (spatial resolution, 0.5mm; temporal resolution, 100 Hz). Participants were invited 
to produce five planar pointing movements along their sagittal axis towards the three visual 
targets. About ten minutes was necessary for each participant to collect the whole movements. 
From the recording coordinates provided by the Zebris system, one representative exemplar 
for each distance was chosen. 2D trajectories were then reconstructed using Matlab software 
routines (http://www.mathworks.com/), so as to obtain an avi format movie of 640 * 512 
pixels size with a frame rate of 40 frames/s (examples of the stimuli are available at the 
following address: http://ureca.recherche.univ-lille3.fr/documents/BiologicalMotion/). These 
video sequences represented the biological condition insofar as spatial path and kinematics of 
the registered dots were alike the natural movements performed by the participant. Three 
unnatural conditions were also created for each participant and each target distance, which 
consisted in similar trajectory of similar duration but with a modified kinematics along the 
path using either a constant velocity, a constant acceleration or an inverse tangential velocity 
(i.e. with an inversion pattern of the velocity distribution along the trajectory), resulting in 
four types of movement (biological motion, constant velocity, increasing velocity, and inverse 
velocity). Moreover, each movement was presented providing information about the whole 
arm (forefinger, wrist, elbow and shoulder) or only its extremity (forefinger tip). In the latter 
condition, the whole arm was shown for 300 milliseconds before movement initiation, and 
then only the forefinger tip remained visible. The movement presented was that of the 
observer (“self-generated action”) or of an unknown person (“other-generated action”). It is 
worth noting that the tangential velocity difference between “self-generated” and “other-
generated” actions was positive for 7 participants (velocity of the “self-generated” action was 
higher than velocity of the “other-generated” action) whereas it was negative for the other 7 
participants (velocity of the “self-generated” action was lower than velocity of the “other-
generated” action). 
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The bottom-up displacement of the extremity of the arm on the screen followed a 
straight line which was centred according to the width of the screen. The optical size of the 
stimulus was 10.7° (V) * 10.3° (H) at the starting location and 18.1° (V) * 8.8° (H) at the final 
location. In all conditions, trajectory vanished when the duration of the movement reached 
60% of total movement duration. Stimuli presentation and manual responses registration were 
under the control of E-prime software (version 2.0, http://www.pstnet.com/).  
 
Experimental Procedure 
The participants’ task was to predict after each presentation the final location of the 
movement (i.e. target location) as fast and as accurately as possible after visual information 
was removed at 60% of total movement duration. After each stimulus presentation, 
participants had to indicate the location corresponding to the judged end-point of the 
movement by displacing the mouse cursor and using the left click of the mouse. The cursor 
was invisible during the presentation of the movement and appeared as soon as the stimulus 
finished. Participants performed 192 randomised trials, resulting in a total duration for the 
whole experimental session of about 15 minutes. Four trials were performed in each condition 
depending on the distance (10, 20 or 30 cm), the kinematic information (biological motion, 
constant velocity, increasing velocity or inverse velocity), the identity of action performer (the 
observer or an unknown person) and the structural information (the whole arm or only the 
forefinger tip). A familiarisation task was initially executed which consisted in presenting 10 
visual examples of biological movements executed by a person different from those used in 
the experiment.  
/Insert Figure 1 about here / 
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Data recording and analysis 
Participants’ spatial error (difference in mm between the cursor position and the actual 
end-point of the movement) was analysed according to the kinematic properties of the 
movement (biological motion, constant velocity, increasing velocity or inverse velocity), the 
structural information (whole-arm / forefinger) and the identity of action performer (observer 
/ unknown person). Negative values indicated underestimations. Data for the different target 
distances were pooled for statistical analysis (12 trials in each condition and for each 
participant). The latter was performed using a three-way analysis of variance (ANOVA) with 
kinematic condition, structural information and identity of action performer as within-
participants factors. Student t-tests were used for pairwise comparisons with Bonferroni 
correction for multiple comparisons. In cases where the sphericity assumption was violated 
(i.e. Epsilon smaller than 1), Greenhouse-Geisser adjustments of the p-values were reported. 
 
Results 
 Spatial error (see Figure 2) revealed an overall overestimation (on average: M = 
14.6mm, SD = 59.1mm), which was dependent on the kinematic condition (F(3,39) = 9.57, 
MSE = 597.7, p < .01) and the identity of action performer (F(1,13) = 6.17, MSE = 2526.01, p 
< .05). Moreover, we found an interaction between the identity of action performer and the 
kinematic condition (F(3,39) = 2.88, MSE = 298.56, p < .05). The increase of spatial error in 
the non-biological motion conditions (constant, increasing or inverse velocity) was greater 
when observers had to judge other’s motor performance rather than their own motor 
performance. Finally, spatial judgment error was not affected by the structural aspect of the 
stimulus (F(1,13) = 0.22, MSE = 541). 
Concerning the effect of kinematics, participant’s judgments were more accurate in 
the biological motion condition (M = 1.8mm, SD = 55mm) than in the non-biological motion 
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conditions (constant velocity: M = 11.8mm, SD = 57mm; inverse velocity: M = 20.4 mm, SD 
= 61mm and increasing velocity: M = 24.6mm, SD = 61mm, respectively: t(39) = 2.17, p < 
.03, t(39) = 4.04, p < .01, t(39) = 4.95, p < .01). Spatial error was lower in the constant than in 
the increasing velocity condition (t(39) = 2.77, p < .01) and the other comparisons did not 
reach significance.  
Concerning the identity effect, spatial error was lower when presenting “self-
generated” actions (M = 6.3mm, SD = 44.38mm) than when presenting “other-generated” 
actions, M = 22.98mm, SD= 38.91). Interestingly, in the biological motion condition we 
found that the difference between maximum velocity in “self-generated” and in “other-
generated” actions correlated with the difference between the spatial errors obtained in the 
two conditions (r=0.65; t(12)=2.97 ; p=0.01).  
/Insert Figure 2 about here / 
 
Discussion 
The aim of this study was to investigate the effects of kinematic, structural and 
identity information on the ability of human observers to anticipate the terminal location of a 
point-light reaching movement that vanished at 60% of total movement duration. Considered 
together, our results showed that predictive spatial judgments about movement end-point were 
affected by kinematic and identity characteristics, but not by the structural aspect of the 
observed action. 
Spatial error increased when movement was unnatural i.e., when movement 
kinematics was not in agreement with the spatio-temporal regularities subtending biological 
motion (constant velocity, increasing velocity or inverse velocity). This accords with previous 
studies that have shown that kinematic information contributes to the recognition of point-
light displays (Chang & Troje, 2009; Viviani & Stucchi, 1989) and represents a crucial 
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component of action prediction abilities (Kandel et al., 2000; Pozzo et al., 2006). 
Interestingly, the kinematic effect was dependent on the type of distortion applied to the 
velocity profile. The worst performance was obtained when presenting a movement with 
increasing velocity. The fact that accelerating stimuli were more difficult to process than other 
non-biological stimuli suggests that the end-point of a human action would be difficult to 
predict when the body segment is still accelerating. This accords with previous studies which 
have shown that predictions about the forthcoming component of a motor sequence becomes 
less and less accurate as the initial part of the sequence provided to the observer is reduced 
(Kandel, Orliaguet & Boë, 2000; Louis-Dam, Orliaguet & Coello, 1999).  
It is worth mentioning that the diminution of the performance with non-biological 
stimuli could be related to the well-known representational momentum, which refers to the 
tendency of observers to consider the stopping point of a dynamic scene, that was only 
partially presented, as being farther along in the direction of motion than it is in reality (Freyd 
& Finke, 1984). Actually, this effect is dependent on movement dynamic, i.e., the 
overestimation of the final position of an object increases when the velocity of the object 
increases at the vanishing point (Finke & Shyi, 1988). In agreement with this, we found that 
spatial errors (i.e., overestimation) increased in the inverse and increasing velocity conditions 
i.e., in the conditions where the stimulus disappeared when the movement velocity was 
maximal. Inversely, overestimation was minimal in the biological motion condition, i.e., in 
the condition where movement velocity was the lowest at the time the visual information was 
removed. Then, one may speculate that the kinematic effect on spatial performance emerged 
in the prediction task from the cognitive representation of the unseen part of the trajectory, 
which was influenced by the representational momentum.  
However, this interpretation cannot account for all the effects reported in this study. 
Indeed, we also found that predictive judgments were more accurate when observers judged 
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“self-generated” rather than “other-generated” actions. This effect was observed despite the 
fact that half of the participants showed a higher tangential velocity when performing the 
action, whereas the other half showed a lower tangential velocity when performing the action 
according to the tangential velocity characterising the “other-generated” action. Then, 
biological motion perception was facilitated when the observed performance matched the 
observer’s motor repertoire (Graf et al., 2007), and this was not due a specifically oriented 
kinematic difference between “self-generated” and “other-generated” actions. This identity 
effect accords then with previous works which have revealed higher capacities to recognize a 
motor action when observers evaluated their own motor performance (e.g., Loula et al. 2005). 
One of the dominant interpretations for this effect was that observed actions are interpreted 
through an action-based visual system processing visual information in relation to the motor 
system. In agreement with this, studies using positron emission tomography (PET) and 
functional magnetic resonance imagery (fMRI) have revealed overlapping brain activations 
while performing voluntary actions or simply observing the same actions (Hari et al., 1998; 
Nishitani & Hari, 2000). This neural network comprises regions extending beyond the extra-
striate areas including the mirror neuron system (superior parietal lobe and dorsal premotor 
cortex, e.g., Filimon et al. 2007) as well as the motor and supplementary motor areas (e.g., 
Gazzola & Keysers, 2009). Additional evidence came from the measure of magnetic (MEG) 
or electrical (EEG) brain activity (Cochin et al. 1999; Fadiga et al. 2005) with, for instance, a 
bilateral decrease of the mu rhythm (8-13hz) in sensory and motor brain areas during both the 
execution and observation of arm movements (Virji-Babul et al., 2008). In line with the idea 
of an action-based visual system, behavioural studies revealed that the visual recognition of a 
human action improves when the observed action is mastered by the observer, even for motor 
skills learned in absence of any visual information (Casile & Giese, 2006). In the same vein, 
activations in brain motor areas when passively observing a motor action were reported to be 
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greater when the observed performance fell within the observer’s action repertoire (Calvo-
Merino et al., 2005, 2006). Assuming then that biological motion is interpreted according to 
self-referencing representations, one may expect the perceptual system to be increasingly 
inaccurate as the observed human actions depart from the internal motor reference. In our 
study, the correlation observed between the kinematic difference of “self-generated” action 
relative to “other-generated” action and the terminal spatial errors in the judgment task in the 
two conditions supports this assumption.  
Though our data are consistent with the motor theory of visual perception, one cannot 
however exclude the possibility that the visual familiarity with the stimuli used may have 
contributed to the better performance in the biological motion condition (see Prasad & 
Shiffrar 2009 for a discussion on that issue). However, the fact that the stimuli used in the 
present experiment were very different from what the visual system regularly experiences in 
natural visuo-motor conditions suggests that this interpretation can hardly account for the 
identity effect. Indeed, in our experimental task the movement observed was in some 
condition the upside view of a single dot moving few centimetres. Moreover, the identity 
effect was observed while the differences between the various trajectories were not detected at 
an explicit level, as revealed by post-experiment interviews. Another possible interpretation 
that may account for the different performances in the “self-generated” and “other-generated” 
action conditions is that these movements were characterized by idiosyncratic different 
features which made harder the predictions in the “other-generated” action condition. Though 
this represents a potential interpretation, it remains however hardly probable. Indeed, as 
discussed above, post-experiment interviews revealed that performances were not based on 
the recognition of the action performer, i.e. participants presented a better accuracy for “self-
generated” actions without the explicit experience of seeing their own action. Moreover, 
participants’ movements were characterised by a movement tangential velocity higher or 
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lower than that of the “other-generated” action. A strategy based on a systematic higher or 
lower velocity of observed action could not then be realistically account for the worse 
performance observed for “other generated” than self-generated actions. Furthermore, 
excepted kinematic variables, not other information was available, in particular in the 
condition where only the forefinger tip was displayed. Finally, the correlation found when 
comparing the differences between tangential velocity and the differences between spatial 
performance in the “other-generated” and “self-generated” action conditions showed clearly 
that the observers‘ spatial performance was dependent on the discrepancy between movement 
velocity in the “self-generated” and “other-generated” action conditions and not to any 
idiosyncratic difference. The present data stand then more in favour of an action-based 
perceptual system that account for the observed improvement of spatial judgements in the 
biological motion condition, in particular when presenting “self-generated” actions (Chary et 
al., 2004; Jeannerod, 2001; Schütz-Bosbach & Prinz 2007). Furthermore, they corroborate the 
finding that kinematic information is essential for self-recognition (Daprati et al., 2007; 
Knoblish & Prinz 2001), though human actions can still be visually interpreted in the presence 
of kinematic distortions in the biological motion according to self-referencing representations 
(Bidet-Ildei et al., 2008).  
Interestingly, we observed no effect of the structural information with respect to the 
stimulus on the predictive judgments. Whether the stimulus was a whole arm or only a distal 
point moving towards the target provided the same accuracy in the prediction task. Though 
the whole-arm was presented for 300 ms in all conditions before movement onset (which 
could be sufficient for explicitly recognizing the stimulus presented as a human-related point-
light display), this result suggests that visual access to the whole body joints kinematics is not 
crucial for predicting movement end-point with accuracy. The absence of effect of structural 
information is compatible with the implicit use of motor representation in the perception of 
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biological movement, though suggesting that dynamical rather than structural aspects play a 
crucial role in perceptivo-motor interactions (e.g., Kandel et al. 2000; Méary et al., 2005).  
In conclusion, our study supports the motor theory of human movement perception by 
demonstrating the role of kinematic information and motor repertoire in the perceptual 
anticipation of the final state of observed actions. Moreover, it shows that structural 
information does not represent an essential component of perceptual anticipations, which 
argues in favour of a strong contribution of dynamical motor-related information in the 
perceptual judgments of human movements. Though further researches are required to 
investigate the specific effect of unnatural kinematic patterns on perceptual judgments, the 
present study provides new insight about the content of motor representations and their role in 
human movement perception. 
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Captions 
 
Figure 1. Upper panel: Schematic representation of the experimental apparatus. Movement 
sequences were shown on a vertical monitor (1024*768 pixels, sampling rate: 85hz) and the 
participant indicated with the computer mouse displaced on the horizontal surface the 
predicted end-point of the movement after the visual stimulus vanished at 60% of total 
movement duration. Low panel: Various kinematic profiles used (biological motion, constant, 
inverse and increasing velocity). “Other-generated” and two examples of “self-generated” 
kinematic profiles are presented. Note that 7 participants showed a higher tangential velocity 
when performing the action whereas 7 participants showed a lower tangential velocity when 
performing the action when compared to the tangential velocity “other-generated” actions. 
 
Figure 2. Mean and standard error of spatial error in judging the end-point of the movement as 
a function of the kinematic characteristics, the identity of the movement and the structural 
information. 
 
 
