The paper investigates down-sets associated to well quasi orders. Of particular language-theoretic interest is the quasi order u s v (resp. u P v) of u being a subword (resp. a Parikh subword) of v, as well as their inverses. We establish a number of results about the regularity and e ective regularity of the down-sets, in particular, a general condition for the e ective regularity of the down-set associated to an inverse well quasi order (Theorem 7.1). It is decidable whether or not an arbitrary regular language results as a down-set from an in nite or bi-in nite word, whereas the same problem is undecidable for context-free language. A quasi order being a well quasi order is connected to arbitrary languages being con uent.
Introduction
The results of Higman, Hi] , and Haines, Ha] , are often used in the theory of formal languages. For instance, let u s v denote that u is a (scattered) subword of v. Then any language L whatsoever contains only a nite number of words minimal with respect to the partial order s . Consequently, if we have a set S of words such that no two words in S are comparable with respect to s , then necessarily S is nite.
Based on similar ideas, Haines also showed that the languages down(L) = fw j w s u for some u 2 Lg and up(L) = fw j u s w for some u 2 Lg are regular for any language L. (This result is reported in Theorem 3.3 below.) Of course, the languages mentioned are e ectively regular only in exceptional cases. We investigate in this paper down-sets, de ned analogously with the set down(L) above. However, our starting point will be an arbitrary quasi order , instead of s . We have chosen a quasi order as our starting point, rather than an arbitrary partial order, since our main language-theoretic applications concern the relation u P v, u is a Parikh subword of v. This relation is not a partial order. We will mainly investigate the problem of the regularity of a down-set. The problem is related to the property of con uence: a language L is con uent with respect to a quasi order if and only if, for any x; y 2 L, there is a z 2 L such that x z and y z. For general theoretical results, it is important that our basic quasi order is a well quasi order, a requirement certainly satis ed by the relation P .
After the fundamental de nitions and a survey of previous results, given in sections 2 and 3, we investigate subwords of in nite, or bi-in nite, words in section 4. Speci cally, we try to represent a down-set as the set of pre xes, su xes or factors of a single in nite or bi-in nite word, when the underlying relation is s . When is such a representation possible? We give a decision method for regular languages, and show the problem to be undecidable for context-free languages.
Section 5 deals with the quasi order P and, supplemented with section 7, contains our most important contributions to the theory of formal languages. We show that the down-set of an arbitrary regular language, and even of an arbitrary context-free language is e ectively regular. This result holds true also if we start with the inverse relation ?1 P . In fact, we prove a general result concerning the e ective regularity of down-sets with respect to inverses of well quasi orders with certain properties. Our result applies to the family of context-free languages for both quasi orders s and P . It is also decidable 1 whether or not an arbitrary context-free language is con uent with respect to P , a result we consider to be unexpected. Our general result, Theorem 7.1, should be of interest independently of its applications to regular and contextfree languages.
Finally, the notion of con uence is generalized in section 6. We show that this generalization is closely connected with the concept of well quasi order.
We feel that our algebraic approach is, in general, in accordance with the work of Marco Sch utzenberger. We would like to add the following speci c detail. It is quite remarkable that the particular types of regular languages coming up in our considerations in sections 5 and 6 were investigated already in the 60's. Indeed, they were called \quasi-uniform events" in Ro] and represent low loop complexity from the point of view of the accepting automaton. The well-known paper DS] presents in a very compact fashion (a more elaborated treatment is given in Sa2]) the whole landscape of loop complexities.
De nitions
For an alphabet , we denote by the free monoid generated by and by , the empty word, its identity. The free semigroup generated by is denoted by + .
A right-in nite word over is a word which is unbounded from the right. u s v i u = a 1 a 2 : : :a n ; n 0; a i 2 ; 1 i n; v = v 1 a 1 v 2 a 2 : : : v n a n v n+1 ; v i 2 ; 1 i n + 1; Parikh subword: u P v i u = a 1 a 2 : : : a n ; n 0; a i 2 ; 1 i n;
and, for some 2 S n ; a (1) a (2) : : : a (n) s v:
Notice that p ; f , and s are partial orders but P is not.
The down-set of L w.r.t. , denoted # L, is the set # L = fw 2 j w u for some u 2 Lg: For instance, # f L is the set of all factors of words in L, # p L is the set of all pre xes of words in L. The down-operator # is monotone and idempotent.
For an in nite word 2 ! ! ! ! , we denote by Fact( ), Pref( ), Suf( ), the set of all nite factors, pre xes, and su xes of , respectively.
For instance, for 2 ! , Pref( ) = ;.
For a quasi order on we de ne the following families of languages:
F r = fL jL =# Pref( ); for some 2 ! g; F l = fL jL =# Suf( ); for some 2 ! g; F bi = fL jL =# Fact( ); for some 2 ! ! g; F = F r F l F bi : Examples 1. The context-free language L 1 = fa n b n j n 0g is con uent w.r.t. f because, for any a n b n ; a m b m 2 L 1 , we have, for any p maxfm; ng, a n b n f a We mention some results on well quasi orders which we shall need later on. Some of them can be also found in dLV] and Lo].
The rst one is a particular form of the well-known theorem by Higman, Hi] , which easily implies the fact the the subword partial order is a well partial order.
Theorem 3.1 (Higman, Hi] 
Subwords of in nite words
We deal in this section with languages consisting of subwords of in nite words. We prove that it is decidable whether or not a given regular language is the set of subwords of a right-, left-, or bi-in nite word. The same problem for context-free languages is undecidable.
We make the following conventions which will be used in sections 4 and 5:
-whenever we write L , is supposed to be the minimal alphabet with this property, -max w2; jwj = 0. Also, for a nite word w 2 , we denote by Sub(w) the set of subwords of w, that is, Sub(w) =# s fwg.
We consider rst right-in nite words. The next lemma is a characterization for a language to be the set of subwords of a right-in nite word. Suppose rst that 0 = and let us prove that L = . Take w = a 1 a 2 : : :a n 2 . If n = 0, then w = 2# s Pref( ) = L. Assume that n 1. Since a 1 2 0 , we have that card( a 1 \L) = 1 and so there is i 1 1 such that i 1 = a 1 . Now, a 2 2 0 , so card( a 2 \ L) = 1 and we can nd i 2 > i 1 with i 2 = a 2 . Continuing inductively, if i 1 < i 2 < : : : < i k were found, for some 2 k n ? 1, then, again because card( a k+1 \ L) = 1, we nd i k+1 > i k such that i k+1 = a k+1 . Thus w = i 1 i 2 : : : in 2# s Pref( ) = L.
Suppose now that 0 . With the notations above, we claim that L = Sub( 1 2 : : : M ) 0 : We will establish inclusion in both directions.
Notice that, by the de nition of M; n 2 0 , for any n > M. Take w 2 L; w 6 = and put w = i 1 i 2 : : : in ; n 1; 1 i 1 < i 2 < : : : < i n . If i n M, then w 2 Sub( 1 2 : : : M ). If M < i 1 , then i j 2 0 , for any 1 j n, and so w 2 0 . If, for some 1 k < n, i k M < i k+1 , then i 1 i 2 : : : i k 2 Sub( 1 2 : : : M ) and i k+1 i k+2 : : : in 2 0 . One inclusion is proved.
For the converse inclusion, take w = i 1 i 2 : : : in 2 Sub( 1 2 : : : M ) 0 .
We can drop an eventual pre x of w in Sub( 1 2 : : : M ) and it is enough to show that 0 # s Pref( M+1 M+2 : : :). This is done using the same inductive argument as above.
For the converse implication in our statement, let us put =fa 1 ; a 2 ; : : :; a n g. We now turn our attention to the bi-in nite case and give a characterization for a language to be the set of subwords of a bi-in nite word. Lemma 4.4 Take now a 1 a 2 : : : a n 2 an arbitrary non-empty word. We have two cases: either m + (a i ) = m ? (a i ) = 1, for every 1 i n, or, for some i 0 ; 1 i 0 n, one of m + (a i 0 ) and m ? (a i 0 ) is nite. Since the reasoning in the second case applies also for the rst one, we consider the second case only.
We may suppose, without loss of generality, that m ? (a i 0 ) < 1. It follows that m + (a i ) = 1, for any 1 i n. Now, by our usual inductive procedure, we nd the integers k 1 < k 2 < : : : < k n such that a i = k i ; 1 i n. Thus a 1 a 2 : : :a n 2# s Fact( ) = L.
Suppose next that there are a; b 2 ; a 6 = b, such that card(a b\L) < 1 and for any such a and b, card(a b\L) = 0. Choose some xed a; b 2 ; a 6 = b, such that card(a b\L) = 0. This means that there are no m; n 2 Z;m < n, such that m = a and n = b. Suppose also that card(c c \ L) = 1, for any c 2 .
We construct the sets 1 and 2 as follows: 1 = fc 2 j m ? (c) = 1g; 2 = fc 2 j m + (c) = 1g: Notice that a 6 2 1 and b 6 2 2 , so 1 ; 2 .
We claim that L = 1 2 . From the construction of 1 and 2 , it follows easily that 1 2 L.
For the converse inclusion, take a 1 a 2 : : : a n 2 L. Then, for any 1 i n ? 1, card(a i a i+1 \ L) = 1, thus either m ? (a i ) = 1 or m + (a i+1 ) = 1. Therefore, we have three cases: (i) For any 1 i n; m ? (a i ) = 1. Then, a i 2 1 , for any 1 i n, hence a 1 a 2 : : : a n 2 1 1 2 .
(ii) For any 1 i n; m + (a i ) = 1, which is similar to (i).
(iii) There is 1 i 0 n ? 1 such that m ? (a i ) = 1, for any 1 i i 0 , and m + (a i ) = 1, for any i 0 + 1 i n. Then a 1 a 2 : : : a i 0 2 1 and a i 0 +1 a i 0 +2 : : : a n 2 2 , hence a 1 a 2 : : : a n 2 1 2 . The equality is proved.
Finally, suppose that either there are a; b 2 ; a 6 = b, with 0 < card(a b\ L) < 1 or, for some a 2 ; card(a a \ L) < 1. Notice that, due to the minimality of , for any a 2 ; card((a a fag) \ L) > 0. 
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Observe that, rather than containing new aspects about the family F s , Theorem 4.7 is another manifestation of the undecidability of the equality between a given context-free language and . Theorem 4.7, as opposed to Theorem 4.6, shows the power of the devices de ning context-free languages, not the power of the languages themselves.
Parikh subwords
We consider in this section the Parikh subword quasi order. We prove that the con uence problem w.r.t. P is decidable for regular languages. From this, we deduce that it is also decidable whether or not an arbitrary regular language is in the family F P . Using the e ective regularity of down-sets w.r.t. P for context-free languages, we prove that the con uence problem w.r.t. P is decidable even in the context-free case.
It is known, see Corollary 3.5, that, for any language R, the down-set # P R is regular. We show that # P R is e ectively regular and a nite automaton of a special form can be constructed for it. We need some de nitions.
A chain automaton over the alphabet is a nite nondeterministic (incomplete) automaton de ned by the graph A multichain automaton is chain-reduced if none of its chains is super uous in the sense that every word accepted by the chain is accepted by some of the other chains as well.
The following lemma is obvious, since inclusion is decidable for regular languages.
Lemma 5.1 For a given multichain automaton, an equivalent chain-reduced multichain automaton can be e ectively constructed.
Lemma 5.2 For a given regular language R, a chain-reduced multichain automaton accepting the language # P R can be e ectively constructed.
Proof. The proof is by induction on the regular expression de ning R. It su ces to construct a multichain automaton for # P R; the chain-reduction can be carried out using the preceding lemma.
The basis of the induction is clear: the statement holds if R is a letter or ;. (Observe that = ; .) We make the inductive hypothesis: the statement holds true if R is de ned by a regular expression or by a regular expression . We show that it holds true if R is de ned by any of ( + ); ( ) or .
As regards union, we only have to combine the two multichain automata in an obvious fashion. (Recall that at this stage we do not have to worry about the result being chain-reduced.) Consider ( ). The multichain automaton for it is constructed as follows. Claim. # P R is con uent w.r.t. P if and only if, for any 1 i; j n, i = j and the words w i and w j are a permutation of each other.
Proof of Claim. If the conditions on c i 's in the statement of our claim are ful lled, then clearly # P R is con uent w.r.t. P . Conversely, suppose that # P R is con uent w.r.t. P and consider two arbitrary i; j; 1 i; j n. Denote Since # P R is con uent w.r.t. P , there is w 2# P R such that u i P w; u j P w. Suppose that w is recognized by the chain c m , for some 1 m n. From the choice of M it follows that any word b M ir ; 1 r l i , must be generated, at least partially, in a loop. Thus i m and we claim that i = m . If this is not the case, then take b 2 m n i . There is a permutation of w, say w 0 , such that u i s w 0 . Since the word w 0 b M belongs to # P R, it is recognized by a chain di erent from c i , say c r . It follows that any word recognized by c i is recognized by c r as well, a contradiction. Therefore i = m . Now w i P w m and it can be proved by contradiction as above that w i and w m must be a permutation of each other.
The same reasoning can be done with k instead of i. Thus, we have i = j and w i is a permutation of w j . The claim is proved.
Since the conditions on c i 's in our claim above can be e ectively checked, it follows that it can be decided whether or not # P R is con uent w.r.t. P . As, by Theorem 5.4, R and # P R are simultaneously con uent w.r.t. P , the 13 proof is concluded.
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Notice that it can be proved as in Theorem 5.5 that it is decidable whether or not an arbitrary regular language belongs to the family F P but we will do this using the following lemma which establishes a connection between the property of a language being con uent w.r.t. P and belonging to the family F P . Lemma 5.6 A language L is in the family F P if and only if the following conditions are ful lled: In order to prove the converse inclusion, \ ", consider a word w in the right hand member of the equality to be proved. Now, for any 1 s l, there is a word w is 2 L with jw is j a is jwj a is , since there are in L words containing m s occurrences of a is and w cannot contain more. Also, for any 1 r k, there is a word w jr 2 L with jw jr j a jr jwj a jr , because there are in L words containing arbitrarily many occurrences of a jr . Since L is con uent w.r.t. P , we get inductively a word w 0 2 L such that w is P w 0 ; 1 s l; w jr P w 0 ; 1 r k; and so w P w 0 . Thus w 2# P L = L and the equality is proved.
Notice that a similar result does not hold for the subword partial order s . Indeed, the language L = a b c is in nite, L =# s L, and it is con uent w.r.t. s . But, clearly, L is not the set of subwords of a right-, left-, or bi-in nite word.
From the previous results in this section, we obtain Theorem 5.7 It is decidable whether or not an arbitrary regular language belongs to the family F P .
Proof. Let R be a regular language. If R is nite, then it does not belong to the family F P . Suppose then that R is in nite. By Lemma 5.6, if R 6 =# P R, then R 6 2 F P . Since, using Lemma 5.2, it can be decided whether or not R =# P R, we can restrict the problem to languages R with R =# P R. Now, by Lemma 5.6, R 2 F P if and only if R is con uent w.r.t.
P , which is decidable by Theorem 5.5.
From the proof of Lemma 5.6 we get another consequence.
Corollary 5.8 F l P = F r P = F bi P = F P .
Proof. We show that, for any language L ; L belongs to any of the four families in the statement if and only if the conditions (i)-(iii) in Lemma 5.6 are ful lled. As seen in the proof there, if L belongs to any of the families, then (i)- (iii) The equalities in the statement are now clear.
The last result is particular for Parikh subwords. It does not hold for any quasi order s , a fact not surprising because of the permutation of letters allowed in the Parikh subword quasi order. Indeed, we have the following examples: a b 2 F bi n(F l F r ), a b 2 F l n(F r F bi ), and ba 2 F r n(F l F bi ).
We can prove now the following rather unexpected result.
Theorem 5.9 It is decidable whether or not an arbitrary context-free language is con uent w.r.t. P .
Proof. Let L be a context-free language. By Corollary 5.3, the down-set # P L is e ectively regular and by Theorem 5.4, L is con uent w.r.t. P if and only if # P L is con uent w.r.t. P , which is decidable by Theorem 5.5.
Notice that the next result can be proved as Theorem 4.7. Remarks similar to our comparison between Theorems 4.6 and 4.7 can be made in this case as well.
Theorem 5.10 It is undecidable whether or not an arbitrary context-free language is in the family F P .
6 Generalized con uence and well quasi orders
In this section, we generalize the concept of con uence and show that the generalization is strongly connected with the concept of well quasi order. Let be a quasi order on and k 1 an arbitrary xed integer. A language L is called k-con uent w.r.t. if and only if
for some languages L i ; L i con uent w.r.t. , for any 1 i k. (Notice that this is a generalization of the ordinary con uence since 1-con uent is the same as con uent.) L is called con uent w.r.t. in generalized sense if L is k-con uent w.r.t. , for some k 1. Examples 1. The language L 1 = a b ; which is not con uent w.r.t. P , is 2-con uent w.r.t. p since any of the two languages a and b is con uent w.r.t. p . 2. For any k 1, the language L 2;k = fa i ba j j i; j 0; i + j = kg is (k+1)-con uent w.r.t. s but not k-con uent w.r.t. s . Notice that L 2;k is con uent w.r.t. P . 3. For any alphabet with card( ) 2, the language L 3 = is not con uent w.r.t. p in generalized sense. Indeed, consider a; b 2 ; a 6 = b. For any k 1, any two of the words b; ab; a 2 b; : : :; a k b cannot be in the same con uent part w.r.t. p of . Therefore, is not k-con uent w.r.t.
p . The next theorem states that, for any quasi order , a language L and its down-set # L are con uent w.r.t. in generalized sense at the same time.
Moreover, the respective constant k is the same. This is a generalization of Theorem 5.4.
Theorem 6.1 For any quasi order on and integer k 1, a language L is k-con uent w.r.t. if and only if the down-set # L is k-con uent w.r.t. .
Proof. Suppose rst that L is k-con uent w.r.t. . By de nition, we have
for some languages L i ; L i con uent w.r.t. , for any 1 i k. We have
and, by Theorem 5.4, any language # L i ; 1 i k, is con uent w.r.t. . Thus # L is k-con uent w.r.t. .
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Conversely, suppose that # L is k-con uent w.r.t. and put
for some languages R i ; R i con uent w.r.t. , for any 1 i k. As above, we have
so we may assume that, for any 1 i k, R i =# R i . Again, we may indeed make this assumption because, by Theorem 5.4, # R i is con uent w.r.t. since R i is.
Suppose also that, for no 1 j k,
This would mean that we can eventually decrease k to k 0 < k. Then, if we prove that L is k 0 -con uent w.r.t. , then it is also k-con uent w.r.t. . Let us de ne, for any 1 i k, the language
Proof of Claim 1. Since L i L, for any 1 i k, the inclusion \ " follows.
For the converse inclusion, take w 2 L. Because is re exive, L # L, so w 2# L and thus w 2 R i , for some 1 i k. Hence w 2 L \ R i = L i .
The claim is proved.
Claim 2. For any 1 i k and x 2 R i , there exists y 2 L \ R i such that x y.
Proof of Claim 2. We argue by contradiction. Suppose that there are i 0 ; 1 i 0 k, and x 2 R i 0 such that, for any y, x y implies y 6 2 L \ R i 0 . Take an arbitrary w 2 R i 0 . Since R i 0 is con uent w.r.t. , there is y 2 R i 0 such that w y and x y. Using our assumption, it follows that y 6 2 L. But y 2 R i 0 # L, so y z, for some z 2 L. Then z 2 R j , for some 1 j k. We must have j 6 = i 0 because j = i 0 would imply z 2 L \ R i 0 and as x z, by the transitivity of , this would contradict our assumption.
Consequently, w z and, as we supposed that R j =# R j , we get w 2 R j . Because j 6 = i 0 and w was arbitrarily chosen in R i 0 , we have
a contradiction which proves the claim.
Claim 3. For any 1 i k; # L i = R i .
Proof of Claim 3. Since, by de nition, L i R i and, as we supposed, R i =# R i , the inclusion # L i R i follows.
For the converse inclusion, take x 2 R i . By Claim 2, there is y 2 L\R i = L i such that x y. Consequently, x 2# L i and the equality is proved.
Finally, the fact that R i is con uent w.r.t. implies, by Claim 3, that # L i is con uent w.r.t. . By Theorem 5.4, it follows that also L i is con uent w.r.t. . Using Claim 1, we have that L is k-con uent w.r.t. as claimed.
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We now move to the interconnection between generalized con uence and well quasi orders. In one direction we have the following result. There is also an obvious connection between the ordinary con uence property and total orders. Theorem 6.4 For a partial order on , is total if and only if any language L is con uent w.r.t. .
In order to nd a connection in the other direction, that is, to nd some conditions according to which the property of being well for a quasi order implies the generalized con uence w.r.t. for any language, we need a result concerning the form of the down-sets w.r. We end this section with the following historical observation. It is quite surprising that the regular languages of the particular type appearing in Lemma 5.2 and Lemma 6.5 were investigated already in the 60's. Indeed, the terms of the union appearing in Lemma 6.5 are called \quasi-uniform events" in Ro], where several decision problems are settled, for instance, the problem of an arbitrarily given regular language being a quasi-uniform event.
References to further work in this area, in particular by Michael Yoeli, are given in Ro] and Sa2]. In general, languages of low loop complexity such as quasi-uniform events were important in the theory of switching circuits. The work of Sch utzenberger, DS], showed that the loop complexity can become arbitrarily high.
E ective regularity of down-sets
For any language L, the down-set # ?1 s L is regular, see Theorem 3.3. Van
Leeuwen vL] proved a general result concerning the e ective regularity of down-sets # ?1 s L, see Theorem 3.6. In this section, we give a generalization of this result for well quasi orders with certain properties.
We remind that for any monotone well quasi order on , the down-set Proof of Claim 1. It is enough to show that the set A = fjwj j w 2 min Lg is nite. In order to prove this, consider, for any n 2 A, w n 2 min L; jw n j = n; and take the set B = fw n j n 2 Ag. If B is nite, then A is nite too. Suppose that, for some n; m 2 A; n 6 = m, we have w n w m .
Then, as l , we have n m and so n < m. From w m 2 min L we get w m w n . It follows as above that m < n, a contradiction. Consequently, B is an antichain of . As is a well quasi order, B is nite, thus A is nite. Take now R min L and w 2 min L ? R. (Since L is nonempty, min L is nonempty too.) We claim that w 6 2# ?1 R. Indeed, if w 2# ?1 R, then x w, for some x 2 R. As w 2 min L, it follows that w x and w lex x. As also x 2 min L, we get x lex w, thus x = w and so w 2 R, a contradiction. The claim is proved.
We now give an algorithm to compute a regular expression for # ?1 L. Algorithm 7.2 Input: a language L 2 L; L . w k w j , for some 1 k j ? 2 such that w k 2 min L . In both cases we nd w l 2 min L such that w l w i , thus w i 2# ?1 (min L ), a contradiction. Therefore jw j j = jw i j and so, by hypothesis, w i w j . Consider j 0 = minfj j w j 2 L; w j w i ; jw j j = jw i jg. Then j 0 i. If j 0 < i, then w j 0 2 min L and so w i 2# ?1 min L , a contradiction. Thus i = j 0 and w i lex w j , for any w j 2 L; w j w i ; jw j j = jw i j. Consequently w i 2 min L and it is correctly added to min L . On the other hand, if (L \ ( ? # ?1 (min L ))) \ fw i g = ;, then, as L \ ( ? # ?1 (min L ) 6 = ; from step 4, either w i 6 2 L or w j w i , for some j < i such that w j 2 min L min L. In both cases, w i is correctly skipped and w i+1 is tested at step 5. If w i is added, then, before testing w i+1 , the algorithm checks at step 4 whether there is any word to be added to min L .] 6. Output a regular expression for # ?1 (min L).
As, by Claim 1, min L is nite, the algorithm will certainly reach this step and end. By hypothesis, it is possible to nd e ectively a regular expression for # ?1 (min L ).
Step 6 is reached when L \ ( ? # ?1 (min L )) = ;, so L # ?1 (min L ). It follows by Claim 2 that min L has reached the value min L = min L and the regular expression for # ?1 (min L) at output is also a regular expression for # ?1 L, as required.]
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As an application of our general result in Theorem 7.1, we give the next corollary.
Corollary 7.3 For any context-free language L, the down-set # ?1 P L is effectively regular.
Proof. The quasi order P is a monotone well quasi order on and, obviously, P l . Also, if u P v and juj = jvj, then u and v have the same Parikh vector, so also v u.
For a nite set F = fw 1 ; w 2 ; : : :; w n g , if 2 F, then # ?1 P F = . Otherwise, if w i = w i;1 w i;2 : : : w i;n i ; w i;j 2 ; 1 j n i ; 1 i n, then # ?1 P F = n i=1 2Sn i w i; (1) w i; (2) : : : w i; (n i ) ; so it is e ectively regular.
Since the family of context-free languages ful lls the conditions in Theorem 7.1, the result is proved. 
