Bagging and Boosting a Treebank Parser by Henderson, John C. & Brill, Eric
ar
X
iv
:c
s/0
00
60
11
v1
  [
cs
.C
L]
  5
 Ju
n 2
00
0
Bagging and Boosting a Treebank Parser
John C. Henderson
The MITRE Corporation
202 Burlington Road
Bedford, MA 01730
jhndrsnmitre.org
Eri Brill
Mirosoft Researh
1 Mirosoft Way
Redmond, WA 98052
brillmirosoft.om
Abstrat
Appears in
Proeedings of the 1st Meeting of the North Amerian Chapter of the Assoiation for Computational Linguistis
(NAACL-2000), pages 3441. Seattle, Washington, USA, AprilMay, 2000.
Bagging and boosting, two eetive mahine learn-
ing tehniques, are applied to natural language pars-
ing. Experiments using these tehniques with a
trainable statistial parser are desribed. The best
resulting system provides roughly as large of a gain
in F-measure as doubling the orpus size. Error
analysis of the result of the boosting tehnique re-
veals some inonsistent annotations in the Penn
Treebank, suggesting a semi-automati method for
nding inonsistent treebank annotations.
1 Introdution
Henderson and Brill (1999) showed that independent
human researh eorts produe parsers that an be
ombined for an overall boost in auray. Finding
an ensemble of parsers designed to omplement eah
other is learly desirable. The parsers would need
to be the result of a unied researh eort, though,
in whih the errors made by one parser are targeted
with priority by the developer of another parser.
A set of ve parsers whih eah ahieve only 40%
exat sentene auray would be extremely valu-
able if they made errors in suh a way that at least
two of the ve were orret on any given sentene
(and the others abstained or were wrong in dierent
ways). 100% sentene auray ould be ahieved
by seleting the hypothesis that was proposed by
the two parsers that agreed ompletely.
In this paper, the task of automatially reating
omplementary parsers is separated from the task of
reating a single parser. This failitates study of the
ensemble reation tehniques in isolation. The result
is a method for inreasing parsing performane by
reating an ensemble of parsers, eah produed from
data using the same parser indution algorithm.
2 Bagging and Parsing
2.1 Bakground
The work of Efron and Tibshirani (1993) enabled
Breiman's renement and appliation of their teh-
niques for mahine learning (Breiman, 1996). His
tehnique is alled bagging, short for bootstrap ag-
gregating. In brief, bootstrap tehniques and bag-
ging in partiular redue the systemati biases many
estimation tehniques introdue by aggregating es-
timates made from randomly drawn representative
resamplings of those datasets.
Bagging attempts to nd a set of lassiers whih
are onsistent with the training data, dierent from
eah other, and distributed suh that the aggregate
sample distribution approahes the distribution of
samples in the training set.
Algorithm: Bagging Preditors
(Breiman, 1996) (1)
Given: training set L = {(yi, xi), i ∈ {1 . . .m}}
drawn from the set Λ of possible training sets where
yi is the label for example xi, lassiation indution
algorithm Ψ : Λ → Φ with lassiation algorithm
φ ∈ Φ and φ : X → Y .
1. Create k bootstrap repliates of L by sampling
m items from L with replaement. Call them
L1 . . . Lk.
2. For eah j ∈ {1 . . . k}, Let φj = Ψ(Lj) be the
lassier indued using Lj as the training set.
3. If Y is a disrete set, then for eah xi observed
in the test set, yi = mode〈φj(xi) . . . φj(xi)〉. yi
is the value predited by the most preditors,
the majority vote.
2.2 Bagging for Parsing
An algorithm that applies the tehnique of bagging
to parsing is given in Algorithm 2. Previous work on
ombining independent parsers is leveraged to pro-
due the ombined parser. The rest of the algorithm
is a straightforward transformation of bagging for
lassiers. Exploratory work in this vein was de-
sribed by Haji et al. (1999).
Algorithm: Bagging A Parser (2)
Given: A orpus (again as a funtion) C : S×T → N ,
S is the set of possible sentenes, and T is the set
of trees, with size m = |C| =
∑
s,t C(s, t) and parser
indution algorithm g.
1. Draw k bootstrap repliates C1 . . . Ck of C eah
ontaining m samples of (s, t) pairs randomly
piked from the domain of C aording to the
distribution D(s, t) = C(s, t)/|C|. Eah boot-
strap repliate is a bag of samples, where eah
sample in a bag is drawn randomly with replae-
ment from the bag orresponding to C.
2. Create parser fi = g(Ci) for eah i.
3. Given a novel sentene stest ∈ Ctest, ombine
the olletion of hypotheses ti = fi(stest) us-
ing the unweighted onstituent voting sheme
of Henderson and Brill (1999).
2.3 Experiment
The training set for these experiments was setions
01-21 of the Penn Treebank (Marus et al., 1993).
The test set was setion 23. The parser indution
algorithm used in all of the experiments in this pa-
per was a distribution of Collins's model 2 parser
(Collins, 1997). All omparisons made below refer
to results we obtained using Collins's parser.
The results for bagging are shown in Figure 2 and
Table 1. The row of gures are (from left-to-right)
training set F-measure
1
, test set F-measure, perent
perfetly parsed sentenes in training set, and per-
ent perfetly parsed sentenes in test set. An en-
semble of bags was produed one bag at a time. In
the table, the Initial row shows the performane
ahieved when the ensemble ontained only one bag,
Final(X) shows the performane when the ensem-
ble ontained X bags, BestF gives the performane
of the ensemble size that gave the best F-measure
sore. TrainBestF and TestBestF give the test set
performane for the ensemble size that performed
the best on the training and test sets, respetively.
On the training set all of the auray measures
are improved over the original parser, and on the
test set there is lear improvement in preision and
reall. The improvement on exat sentene auray
for the test set is signiant, but only marginally so.
The overall gain ahieved on the test set by bag-
ging was 0.8 units of F-measure, but beause the
entire orpus is not used in eah bag the initial per-
formane is approximately 0.2 units below the best
previously reported result. The net gain using this
tehnique is 0.6 units of F-measure.
3 Boosting
3.1 Bakground
The AdaBoost algorithm was presented by Fre-
und and Shapire in 1996 (Freund and Shapire,
1996; Freund and Shapire, 1997) and has beome a
widely-known suessful method in mahine learn-
ing. The AdaBoost algorithm imposes one on-
straint on its underlying learner: it may abstain from
making preditions about labels of some samples,
1
This is the balaned version of F-measure, where preision
and reall are weighted equally.
but it must onsistently be able to get more than
50% auray on the samples for whih it ommits
to a deision. That auray is measured aord-
ing to the distribution desribing the importane of
samples that it is given. The learner must be able
to get more orret samples than inorret samples
by mass of importane on those that it labels. This
statement of the restrition omes from Shapire and
Singer's study (1998). It is alled the weak learning
riterion.
Shapire and Singer (1998) extended AdaBoost by
desribing how to hoose the hypothesis mixing o-
eients in ertain irumstanes and how to inor-
porate a general notion of ondene sores. They
also provided a better haraterization of its theo-
retial performane. The version of AdaBoost used
in their work is shown in Algorithm 3, as it is the
version that most amenable to parsing.
Algorithm: AdaBoost
(Freund and Shapire, 1997) (3)
Given: Training set L as in bagging, exept yi ∈
{−1, 1} is the label for example xi. Initial uniform
distribution D1(i) = 1/m. Number of iterations, T .
Counter t = 1. Ψ, Φ, and φ are as in Bagging.
1. Create Lt by randomly hoosing with replae-
ment m samples from L using distribution Dt.
2. Classier indution: φt ← Ψ(Lt)
3. Choose αt ∈ R.
4. Adjust and normalize the distribution. Zt is a
normalization oeient.
Dt+1(i) =
1
Zt
Dt(i) exp(−αtyiφt(xi))
5. Inrement t. Quit if t > T .
6. Repeat from step 1.
7. The nal hypothesis is
φboost(x) = sign
∑
t
αtφt(x)
The value of αt should generally be hosen to min-
imize ∑
i
Dt(i) exp(−αtyiφt(xi))
in order to minimize the expeted per-sample train-
ing error of the ensemble, whih Shapire and Singer
show an be onisely expressed by
∏
t
Zt. They also
give several examples for how to pik an appropriate
α, and seletion generally depends on the possible
outputs of the underlying learner.
Boosting has been used in a few NLP systems.
Haruno et al. (1998) used boosting to produe more
aurate lassiers whih were embedded as ontrol
Set Instane P R F Gain Exat Gain
Training Original Parser 96.25 96.31 96.28 NA 64.7 NA
Initial 93.61 93.63 93.62 0.00 55.5 0.0
BestF(15) 96.16 95.86 96.01 2.39 62.1 6.6
Final(15) 96.16 95.86 96.01 2.39 62.1 6.6
Test Original Parser 88.73 88.54 88.63 NA 34.9 NA
Initial 88.43 88.34 88.38 0.00 33.3 0.0
TrainBestF(15) 89.54 88.80 89.17 0.79 34.6 1.3
TestBestF(13) 89.55 88.84 89.19 0.81 34.7 1.4
Final(15) 89.54 88.80 89.17 0.79 34.6 1.3
Table 1: Bagging the Treebank
mehanisms of a parser for Japanese. The reators
of AdaBoost used it to perform text lassiation
(Shapire and Singer, 2000). Abney et al. (1999)
performed part-of-speeh tagging and prepositional
phrase attahment using AdaBoost as a ore ompo-
nent. They found they ould ahieve auraies on
both tasks that were ompetitive with the state of
the art. As a side eet, they found that inspeting
the samples that were onsistently given the most
weight during boosting revealed some faulty anno-
tations in the orpus. In all of these systems, Ad-
aBoost has been used as a traditional lassiation
system.
3.2 Boosting for Parsing
Our goal is to reast boosting for parsing while on-
sidering a parsing system as the embedded learner.
The formulation is given in Algorithm 4. The in-
tuition behind the additive form is that the weight
plaed on a sentene should be the sum of the weight
we would like to plae on its onstituents. The
weight on onstituents that are predited inorretly
are adjusted by a fator of 1 in ontrast to a fator
of α for those that are predited inorretly.
Algorithm: Boosting A Parser (4)
Given orpus C with size m = |C| =
∑
s,τ C(s, t)
and parser indution algorithm g. Initial uniform
distribution D1(i) = 1/m. Number of iterations, T .
Counter t = 1.
1. Create Ct by randomly hoosing with replae-
ment m samples from C using distribution Dt.
2. Create parser ft ← g(Ct).
3. Choose αt ∈ R (desribed below).
4. Adjust and normalize the distribution. Zt is
a normalization oeient. For all i, let parse
tree τ ′i ← ft(si). Let δ(τ, c) be a funtion indi-
ating that c is in parse tree τ , and |τ | is the
number of onstituents in tree τ . T (s) is the set
of onstituents that are found in the referene
or hypothesized annotation for s.
Dt+1(i) =
1
Zt
Dt(i)
∑
c∈T (si)
(
α+ (1− α)|δ(τ ′i , c)− δ(τi, c)|
)
5. Inrement t. Quit if t > T .
6. Repeat from step 1.
7. The nal hypothesis is omputed by ombin-
ing the individual onstituents. Eah parser φt
in the ensemble gets a vote with weight αt for
the onstituents they predit. Preisely those
onstituents with weight stritly larger than
1
2
∑
t αt are put into the nal hypothesis.
A potential onstituent an be onsidered orret
if it is predited in the hypothesis and it exists in
the referene, or it is not predited and it is not in
the referene. Potential onstituents that do not ap-
pear in the hypothesis or the referene should not
make a big ontribution to the auray omputa-
tion. There are many suh potential onstituents,
and if we were maximizing a funtion that treated
getting them inorret the same as getting a on-
stituent that appears in the referene orret, we
would most likely deide not to predit any on-
stituents.
Our model of onstituent auray is thus sim-
ple. Eah predition orretly made over T (s)will be
given equal weight. That is, orretly hypothesizing
a onstituent in the referene will give us one point,
but a preision or reall error will ause us to miss
one point. Constituent auray is then a/(a+b+c),
where a is the number of onstituents orretly hy-
pothesized, b is the number of preision errors and c
is the number of reall errors.
In Equation 1, a omputation of αca as desribed
is shown.
αca =
∑
i
D(i)
|T (si)|
∑
c∈T (si)
δ(τi, c) + δ(τ
′
i , c)− 2δ(τi, c)δ(τ
′
i , c)
∑
i
D(i)
|T (si)|
∑
c∈T (si)
δ(τi, c)δ(τ ′i , c)
(1)
Boosting algorithms were developed that at-
tempted to maximize F-measure, preision, and re-
all by varying the omputation of α, giving results
too numerous to inlude here. The algorithm given
here performed the best of the lot, but was only
marginally better for some metris.
Set Instane P R F Gain Exat Gain
Training Original Parser 96.25 96.31 96.28 NA 64.7 NA
Initial 93.54 93.61 93.58 0.00 54.8 0.0
BestF(15) 96.21 95.79 96.00 2.42 57.3 2.5
Final(15) 96.21 95.79 96.00 2.42 57.3 2.5
Test Original Parser 88.73 88.54 88.63 NA 34.9 NA
Initial 88.05 88.09 88.07 0.00 33.3 0.0
TrainBestF(15) 89.37 88.32 88.84 0.77 33.0 -0.3
TestBestF(14) 89.39 88.41 88.90 0.83 33.4 0.1
Final(15) 89.37 88.32 88.84 0.77 33.0 -0.3
Table 2: Boosting the Treebank
3.3 Experiment
The experimental results for boosting are shown in
Figure 3 and Table 2. There is a large plateau in
performane from iterations 5 through 12. Beause
of their low auray and high degree of speializa-
tion, the parsers produed in these iterations had
little weight during voting and had little eet on
the umulative deision making.
As in the bagging experiment, it appears that
there would be more preision and reall gain to
be had by reating a larger ensemble. In both the
bagging and boosting experiments time and resoure
onstraints ditated our ensemble size.
In the table we see that the boosting algorithm
equaled bagging's test set gains in preision and re-
all. The Initial performane for boosting was
lower, though. We annot explain this, and expet
it is due to unfortunate resampling of the data dur-
ing the rst iteration of boosting. Exat sentene
auray, though, was not signiantly improved on
the test set.
Overall, we prefer bagging to boosting for this
problem when raw performane is the goal. There
are side eets of boosting that are useful in other
respets, though, whih we explore in Setion 4.2.
3.3.1 Weak Learning Criterion Violations
It was hypothesized in the ourse of investigating the
failures of the boosting algorithm that the parser in-
dution system did not satisfy the weak learning ri-
terion. It was noted that the distribution of boosting
weights were more skewed in later iterations. Inspe-
tion of the sentenes that were getting muh mass
plaed upon them revealed that their weight was be-
ing boosted in every iteration. The hypothesis was
that the parser was simply unable to learn them.
39832 parsers were built to test this, one for eah
sentene in the training set. Eah of these parsers
was trained on only a single sentene
2
and evaluated
on the same sentene. It was disovered that a full
4764 (11.2%) of these sentenes ould not be parsed
ompletely orretly by the parsing system.
2
The sentene was repliated 10 times to avoid threshold-
ing eets in the learner.
3.3.2 Corpus Trimming
In order to evaluate how well boosting worked with
a learner that better satised the weak learning ri-
terion, the boosting experiment was run again on
the Treebank minus the troublesome sentenes de-
sribed above. The results are in Table 3. This
dataset produes a larger gain in omparison to the
results using the entire Treebank. The initial a-
uray, however, is lower. We hypothesize that the
boosting algorithm did perform better here, but the
parser indution system was learning useful informa-
tion in those sentenes that it ould not memorize
(e.g. lexial information) that was suessfully ap-
plied to the test set.
In this manner we managed to lean our dataset to
the point that the parser ould learn eah sentene
in isolation. The orpus-makers annot neessarily
be blamed for the sentenes that ould not be mem-
orized. All that an be said about those sentenes
is that for better or worse, the parser's model would
not aommodate them.
4 Corpus Analysis
4.1 Noisy Corpus: Empirial Investigation
To aquire experimental evidene of noisy data, dis-
tributions that were used during boosting the sta-
ble orpus were inspeted. The distribution was ex-
peted to be skewed if there was noise in the data, or
be uniform with slight utuations if it t the data
well.
We see how the boosting weight distribution
hanges in Figure 1. The individual urves are in-
dexed by boosting iteration in the key of the gure.
This training run used a orpus of 5000 sentenes.
The sentenes are ranked by the weight they are
given in the distribution, and sorted in dereasing or-
der by weight along the x-axis. The distribution was
smoothed by putting samples into equal weight bins,
and reporting the average mass of samples in the bin
as the y-oordinate. Eah urve on this graph or-
responds to a boosting iteration. We used 1000 bins
for this graph, and a log sale on the x-axis. Sine
there were 5000 samples, all samples initially had a
y-value of 0.0002.
Set Instane P R F Gain Exat Gain
Training Original Parser 96.25 96.31 96.28 NA 64.7 NA
Initial 94.60 94.68 94.64 0.00 62.2 0.0
BestF(8) 97.38 97.00 97.19 2.55 63.1 0.9
Final(15) 97.00 96.17 96.58 1.94 55.0 -7.2
Test Original Parser 88.73 88.54 88.63 NA 34.9 NA
Initial 87.43 87.21 87.32 0.00 32.6 0.0
TrainBestF(8) 89.12 87.62 88.36 1.04 32.8 0.2
TestBestF(6) 89.07 87.77 88.42 1.10 32.9 0.4
Final(15) 89.18 87.19 88.18 0.86 31.7 -0.8
Table 3: Boosting the Stable Corpus
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Figure 1: Weight Change During Boosting
Notie rst that the left endpoints of the lines
move from bottom to top in order of boosting it-
eration. The distribution beomes monotonially
more skewed as boosting progresses. Seondly we
see by the last iteration that most of the weight is
onentrated on less than 100 samples. This graph
shows behavior onsistent with noise in the orpus
on whih the boosting algorithm is fousing.
4.2 Treebank Inonsistenies
There are sentenes in the orpus that an be learned
by the parser indution algorithm in isolation but
not in onert beause they ontain oniting in-
formation. Finding these sentenes leads to a better
understanding of the quality of our orpus, and gives
an idea for where improvements in annotation qual-
ity an be made. Abney et al. (1999) showed a
similar orpus analysis tehnique for part of speeh
tagging and prepositional phrase tagging, but for
parsing we must remove errors introdued by the
parser as we did in Setion 3.3.2 before questioning
the orpus quality. A partiular lass of errors, in-
onsistenies, an then be investigated. Inonsistent
annotations are those that appear plausible in iso-
lation, but whih onit with annotation deisions
made elsewhere in the orpus.
In Figure 5 we show a set of trees seleted from
within the top 100 most heavily weighted trees at
the end of 15 iterations of boosting the stable or-
pus.Collins's parser indution system is able to learn
to produe any one of these strutures in isolation,
but the presene of oniting information in dier-
ent sentenes prevents it from ahieving 100% au-
ray on the set.
5 Training Corpus Size Eets
We suspet our best parser diversiation tehniques
gives performane gain approximately equal to dou-
bling the size of the training set. While this annot
be diretly tested without hiring more annotators,
an expeted performane bound for a larger train-
ing set an be produed by extrapolating from how
well the parser performs using smaller training sets.
There are two harateristis of training urves for
large orpora that an provide suh a bound: train-
ing urves generally inrease monotonially in the
absene of over-training, and their rst derivatives
generally derease monotonially.
Set Sentenes P R F Exat
50 67.57 32.15 43.57 5.4
100 69.03 56.23 61.98 8.5
500 78.12 75.46 76.77 18.2
1000 81.36 80.70 81.03 22.9
5000 87.28 87.09 87.19 34.1
10000 89.74 89.56 89.65 41.0
20000 92.42 92.40 92.41 50.3
T
r
a
i
n
i
n
g
39832 96.25 96.31 96.28 64.7
50 68.13 32.24 43.76 4.7
100 69.90 54.19 61.05 7.8
500 78.72 75.33 76.99 19.1
1000 81.61 80.68 81.14 22.2
5000 86.03 85.43 85.73 28.6
10000 87.29 86.81 87.05 30.8
20000 87.99 87.87 87.93 32.7
T
e
s
t
i
n
g
39832 88.73 88.54 88.63 34.9
Table 4: Eets of Varying Training Corpus Size
The training urves we present in Figure 4 and Ta-
ble 4 suggest that roughly doubling the orpus size
in the range of interest (between 10000 and 40000
sentenes) gives a test set F-measure gain of approx-
imately 0.70.
Bagging ahieved signiant gains of approxi-
mately 0.60 over the best reported previous F-
measure without adding any new data. In this re-
spet, these tehniques show promise for making
performane gains on large orpora without adding
more data or new parsers.
6 Conlusion
We have shown two methods, bagging and boosting,
for automatially reating ensembles of parsers that
produe better parses than any individual in the en-
semble. Neither of the algorithms exploit any spe-
ialized knowledge of the underlying parser indu-
tion algorithm, and the data used in reating the
ensembles has been restrited to a single ommon
training set to avoid issues of training data quantity
aeting the outome.
Our best bagging system performed onsistently
well on all metris, inluding exat sentene au-
ray. It resulted in a statistially signiant F-
measure gain of 0.6 over the performane of the base-
line parser. That baseline system is the best known
Treebank parser. This gain ompares favorably with
a bound on potential gain from inreasing the orpus
size.
Even though it is omputationally expensive to
reate and evaluate a small (15-30) ensemble of
parsers, the ost is far outweighed by the opportu-
nity ost of hiring humans to annotate 40000 more
sentenes. The eonomi basis for using ensemble
methods will ontinue to improve with the inreasing
value (performane per prie) of modern hardware.
Our boosting system, although dominated by the
bagging system, also performed signiantly better
than the best previously known individual parsing
result. We have shown how to exploit the distri-
bution reated as a side-eet of the boosting al-
gorithm to unover inonsistenies in the training
orpus. A semi-automated tehnique for doing this
as well as examples from the Treebank that are in-
onsistently annotated were presented. Perhaps the
biggest advantage of this tehnique is that it requires
no a priori notion of how the inonsistenies an be
haraterized.
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Figure 2: Bagging the Treebank
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Figure 3: Boosting the Treebank
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Figure 4: Eets of Varying Training Corpus Size
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Figure 5: An inonsistent set of annotations from the Treebank
