cryptography, stream cipher, error linear complexity spectrum, algorithm, decoding, Reed-Muller code Binary sequences with high linear complexity are of interest in cryptography. The linear complexity should remain high even when a small number of changes are made to the sequence. The error linear complexity spectrum of a sequence reveals how the linear complexity of the sequence varies as an increasing number of the bits of the sequence are changed. We present an algorithm which computes the error linear complexity for binary sequences of period l =2 n using O(l (logl ) 2 ) bit operations. The algorithm generalises both the Games-Chan and StampMartin algorithms, which compute the linear complexity and the k-error linear complexity of a binary sequence of period l =2 n , respectively. We also discuss an application of an extension of our algorithm to decoding a class of linear subcodes of Reed-Muller codes. Binary sequences with high linear complexity are of interest in cryptography. The linear complexity should remain high even when a small number of changes are made to the sequence. The error linear complexity spectrum of a sequence reveals how the linear complexity of the sequence varies as an increasing number of the bits of the sequence are changed. We p r e s e n t an algorithm which computes the error linear complexity for binary sequences of period`= 2 n using O(`(log`) 2 ) bit operations. The algorithm generalises both the Games-Chan and Stamp-Martin algorithms, which compute the linear complexity a n d t h e k-error linear complexity of a binary sequence of period`= 2 n , respectively. We also discuss an application of an extension of our algorithm to decoding a class of linear subcodes of Reed-Muller codes.
improving on the Games-Chan algorithm for sequences of high linear complexity can be found in 19], while algorithms which generalise both the Games-Chan algorithm and DFT-based approaches to computing linear complexity are presented in 1], 16] . These algorithms all su er from the fact that they require as input an entire period of the sequence s to compute c(s), while the Berlekamp-Massey algorithm only needs 2 c(s) bits.
Thus they are not applicable in realistic cryptographic situations. Nevertheless, these algorithms and, more generally, the linear complexity of sequences of period 2 n , are interesting from a combinatorial perspective. For example, the papers 3], 4], 7], 9], 10] investigate the linear complexities of binary and non-binary de Bruijn sequences, while in the papers 6], 18], the linear complexities of sequences of period 2 n a r e a k ey tool in constructing sequences and arrays with certain window properties.
If a sequence has a high linear complexity, but the linear complexity can be signi cantly reduced by making a small numberofbitchanges to the sequence, then the resulting key stream is also cryptographically weak. For in this case, knowledge of the rst few bits can allow the e cient generation of a sequence which closely approximates the original sequence. This observation motivates the de nition of the k-error linear complexity of sequences 21] and the stability theory of stream ciphers 5], in which t h e v ariation of the linear complexities of sequences with the numberof allowed bit changes is studied. The k-error linear complexity of a periodic binary sequence s of period`is de ned to bethe minimum value to which the linear complexity of s can bereduced by making k or fewer bit changes in the rst period of s, and identical changes in every period thereafter 21] . Thus the 0-error linear complexity o f s is just c(s), the linear complexity o f s. We de ne the error linear complexity spectrum of s to be the ordered list of k-error linear complexities of s for 0 k wt(s).
This spectrum contains all the information about how the linear complexity o f s decreases as the numberk of allowed bit changes increases and is therefore a natural complexity measure to study. It is called the k-error linear complexity pro le in 21] by analogy with the linear complexity pro le introduced by Rueppel 20] .
We note that Niederreiter in 17] has given an alternative de nition of k-error linear complexity pro le: it is de ned there as a measure of how the linear complexity o f s changes when considering an increasing number of initial bits of s b u t a x e d n umberk of errors. Stamp and Martin 21] extended the Games-Chan algorithm to compute, for any xed k, the k-error linear complexity of a binary sequence of period`= 2 n using O(`) arithmetic operations and O(`log`) bit operations. In contrast, no e cient algorithm is known for computing the k-error linear complexity of a sequence of general period. In 13], the rst value of k for which the k-error linear complexity o f s is less than c(s) i s s h o wn to be an explicit function of the Hamming weight of c(s) for sequences of period`= 2 n . This result reveals some information about the error linear complexity spectrum of s. Of course, the Stamp-Martin algorithm can be used in a naive fashion to compute the entire error linear complexity spectrum of a period`= 2 n sequence using O(`2 log`) bit operations. Our main contribution is to show, perhaps surprisingly, that an O(`(log 2`) 2 ) algorithm to accomplish this task exists. This follows as an easy consequence of an algorithm we d e v elop for a s l i g h tly more general problem. This more general algorithm also yields a soft-decoding method for a certain class of linear subcodes of Reed-Muller binary codes introduced in 15]. To our knowledge, this is the rst decoding algorithm (of any t ype) for this class of codes.
The remainder of the paper is organised in the following way. In Section II we i n troduce necessary de nitions and notation and present some preliminary results. Section IIIcontains pseudocode for the main algorithm of the paper, as well as a proof of the correctness and an analysis of the computational complexity of this algorithm. Section IV contains a short example which illustrates the ideas we have employed. In Section V we discuss an extension of our algorithm which also recovers error sequences: these are binary sequences of weight not greater than k which indicate where bit changes should be made to reduce the linear complexity of a sequence s to the k-error linear complexity o f s. We then discuss the application of this extension to the decoding of the codes of 15]. We conclude by discussing some open problems in Section VI.
II. Preliminaries
To prove the main result it is convenient to work in a more general setting. In this section we introduce the notion of a costed binary sequence, and in the sections which follow w e present and justify an algorithm which computes the error linear complexity spectrum of such a sequence. The proof of our main result then follows easily by restricting our attention once again to ordinary binary sequences.
A. Costed binary sequences
A costed binary sequence S is a triple (s ) where`is a positive i n teger, s = s 0]s 1] : : : s `;1] is a binary sequence of length`, and = 0] 1] : : : `; 1] is a non-negative real sequence of length`. The sequence is called the cost sequence of S and the entries of will record the cost of complementing bits of s. Such cost sequences are also used in 21] . Notice that we do not insist that the entries in our cost sequences should equal 1. The reasons for this are two-fold. Firstly, in order to give a rigorous and compact proof of the correctness of our algorithm, we will need a more general notion than just the number of bits when accounting for the cost of complementing bits in sequences. Secondly, in the application to decoding, we will want to consider real-valued costs.
In what follows, we shall only consider costed binary sequences whose length is a power of 2. We de ne two maps on the set of all costed binary sequences whose length is a positive power of 2. Let 
The second map L is de ned as follows:
where L(s) a n d L( ) are given by the pseudo-code in the following routine, also c.f. 21, Fig. 3 ]:
We also de ne similar maps B and L for binary sequences. Observe that the de nitions given for sequences are consistent with those given for costed binary sequences. This lemma shows how the computation of the linear complexity of a sequence of period 2 n can be e ciently reduced to the same computation for a sequence of period only 2 n;1 . For k a non-negative r e a l n umber, the k-error linear complexity of S, denoted c k (S), is de ned to be min cost(s!s e) k c(s e) where the min is taken over all error sequences for S whose \costs" are no more than k. So c 0 (S) = c(s) if all the entries in are positive. Notice also that if i] = 1 for each i, then the de nition of k-error linear complexity g i v en here agrees with that given in Section I.
The following lemma is central to our paper and shows how error sequences with certain costs for B(S) and L(S) can be used to devise error sequences for S with related costs. 
Proof: In each case we exhibit an error sequence which can beveri ed to beof the correct form. We omit the relatively routine calculations involved in this checking. (b) Let e be an error sequence for S such that B(s e) = 0 . Observe here that B(e) = B(s). We take f to be the unique error sequence whose L-pull-up is e. The sequence f may be explicitly de ned as follows:
We n o w p r e s e n t an analogue of Lemma 1 showing how the computation of the k-error linear complexity o f the period 2 n sequence S can be reduced to the computation of either the k-error linear complexity o f B(S) o r the (k ; T)-error linear complexity o f L(S), these being sequences of period 2 n;1 . The lemma can be proved from the assumption that the algorithm of Stamp and Martin 21] is correct. However, we prefer to give an independent and completely rigorous proof based on Lemma 2. We now s h o w t h a t c k;T (L(S)) c k (S). Observe r s t t h a t if e is an error sequence for S which minimises the linear complexity of S over all error sequences whose \costs" are not greater than k T, then we must have that B(s e) = 0 . For suppose that B(s e) 6 = 0 . Then taking e 0 to betheB-pull-up of B(s) w e nd that B(s e 0 ) = 0 and cost(s ! s e 0 ) = T k. So by P art 2 of Lemma 1, c(s e 0 ) = c(L(S e 0 )) 2 n;1 . But since B(s e) 6 = 0 w e h a ve c(s e) > 2 n;1 by P art 1 of Lemma 1, which g i v es us a contradiction. Notice here that we do not restrict k to be an integer, so the ELCS is not a nite set. Of course, the ELCS of S can be visualised as a graph with axes for cost and linear complexity and with points (k c k (S)), Let (k c k (S)) be a point on the ELCS of the costed binary sequence S. We s a y t h a t ( k c k (S)) is critical if for all points (k 0 c k 0(S)) of the ELCS with k 0 < k we h a ve that c k 0(S) > c k (S). In other words, critical points are the points on the graph of the ELCS where a decrease in the k-error linear complexity occurs. The sublist of all critical points in the ELCS of S is called the critical error linear complexity spectrum (CELCS) of S. We include the point ( 0 c (s)) in the CELCS of S. Thus the main result of 13] explicitly gives the k value of the second critical point of a sequence of period 2 n . Because the linear complexity o f s e can take on only nitely many di erent v alues, the CELCS of S contains a nite number of points. Observe t h a t t h e C E L C S of a costed binary sequence entirely determines its ELCS and vice versa, hence the terminology critical. For example, the CELCS of the period 8 sequence S de ned above is the set: f(0 8) (1 5) (3 1) (5 0)g: Lemma 5 : Let S = ( s 2 n ) be a costed binary sequence. Let B We n o w p r e s e n t our algorithm for computing the critical error linear complexity spectrum of a costed binary sequence of period`= 2 n . As well as a costed binary sequence S = ( s ), the algorithm has as inputs three integers tsf, lim and c, whose function will be explained shortly. The algorithm is recursive, calling itself with progressively shorter costed sequences as input. It can be thought of as exploring a binary tree where a node at depth i (0 i n) corresponds to a costed binary sequence of length 2 n;i and the two edges emanating from a node correspond to the two mappings B and L that can beapplied to this sequence. At any stage in the execution of the algorithm, the variable tsf is set to the total cost of changes made to the sequence so far, and the variable lim marks a limit to the total cost of changes one should consider when searching a particular part of the tree. We will establish below that execution of the algorithm CELCS((s 2 n ) 0 N 0) where N = cost(s ! 0) will produce as output the CELCS of the costed binary sequence (s 2 n ).
(S) = ( B(s) B ( ) 2 n;1 ) w i t h c o s t ( B(s) ! 0) = T, a n d L(S) = ( L(s) L ( ) 2 n;1 ) w i t h c o s t ( L(s)
B. Correctness of Algorithm CELCS We require one preliminary lemma from which our main results follow v ery quickly. Proof: We p r o ve the lemma by induction on`. If l = 1 then there are two cases to consider.
1. cost(s ! 0) = 0. In this case the single critical point whose rst coordinate lies between 0 and lim ; tsf is (0 0). The algorithm outputs f(tsf c )g as required. Assume now that the result is true for all costed binary sequences of length 2 n 0 with n 0 < n . Let S = ( s ) be a costed binary sequence of length`= 2 n > 1.
The algorithm CELCS((s ) tsf lim c ), where tsf lim, calls as subroutines the two algorithms Thus the algorithm outputs the claimed list for costed binary sequences of length 2 n . This completes the proof. Proof: By Lemma 6, with this input, the algorithm outputs the critical points of S = ( s ) whose rst coordinates lie between 0 and N. This is the complete critical error linear complexity spectrum of S because cost(s ! 0) = N implies that the critical point with highest rst coordinate is (N 0). Now w e r e v ert to considering the error linear complexity spectra of binary sequences, as de ned in Section I.
Let s 1 be a binary sequence of period`= 2 n . If we associate with s 1 the costed binary sequence S = ( s 2 n ) where s is the nite sequence s 0]s 1] : : : s `; 1] and i] = 1 for 0 i < 2 n , then it is easy to see that the error linear complexity spectrum of s 1 , as de ned in Section I, is just the error linear complexity spectrum of S. This is because allowing up to k bit changes in each period of s 1 is equivalent, with this choice of , t o considering error sequences e satisfying cost(s ! s e) k.
So knowledge of the critical error linear complexity spectrum of S will entirely determine the error linear complexity spectrum of s 1 . Thus by Theorem 7, the algorithm CELCS(S 0 2 n 0) can beused to determine the error linear complexity spectrum of s 1 .
C. Performance of Algorithm CELCS We n o w consider the computational complexity of our algorithm. For simplicity, w e assume that the entries in the cost vectors are scaled and quantised to be non-negative i n tegers rather than real numbers. Theorem 8: Let S = (s 2 n ) be a costed binary sequence and suppose N = cost(s ! 0). Then the algorithm CELCS(S 0 N 0) outputs the complete critical error linear complexity spectrum of S in O(2 n n(n + log 2 M)) bit operations, where each e n try in the cost sequence is an integer no greater than M.
Proof: The algorithm explores part of a binary tree with each n o d e a t d e p t h i having a computational cost of O(2 n;i (log 2 M + i)) bit operations. Here, we h a ve taken into account the possible doubling in size of the components of the cost sequences at each depth in the tree. Observe that such a list is not necessarily unique. (More generally, w e can consider error sequences for each point o n t h e ELCS of S, but from our de nitions, it should be clear that such error sequences can be taken to be critical ones.) Let S = ( s 2 n ) and f be a critical error sequence for B(S). Then it follows from Lemma 2 and the proof of Lemma 3 that the B-pull-up of f is a critical error sequence for S. Similarly, given a critical error sequence f for L(S) one may take the L-pull-up and obtain a critical error sequence for S. It then follows easily that if we take the union of the B-pull-up of a critical error list of B(S) and the L-pull-up of a critical error list for L(S), we will obtain a critical error list for S itself. We also note that it is trivial to write down critical error sequences for the three cases for`= 1 that occur in Algorithm CELCS: For any 2 u n we de ne the code C(n u) to bethe vector space of all binary sequences s of length 2 n whose linear complexity c(s) is at most 2 n;u+1 ; 1. In 15, Theorem 2] it is shown that C(n u) is a 2 n 2 n;u+1 ; 1 2 u ] binary, linear code. In fact, it is a subcode of the (n ; u)-th order Reed-Muller code with the same minimum distance.
Given an arbitrary received sequence r (which we assume to bea binary vector of length 2 n ), to nd the closest codeword c 2 C(n u) to r (in terms of Hamming distance), we must nd the minimum value of k such that the linear complexity o f r is reduced to less than or equal 2 n;u+1 ; 1 b y making exactly k changes to r. We can use the ideas presented in the preceding sections to solve this problem. Firstly, we compute the CELCS of the costed binary sequence R = (r 2 n ) where = 11 : : : 1, by executing the algorithm CELCS(R 0 2 n 0). Next we choose a point (k c k (R)) in the spectrum of R with k minimal subject to the condition that c k (R) 2 n;u+1 ; 1. We assume that this point is a critical point without any loss. Finally, we recover a critical error sequence e for the point ( k c k (R)) using the method of Section V-A. The sequence e is an error vector of minimum weight for r and the codeword closest to r is c = r e. The computational complexity of this minimum distance decoding algorithm is O(`(log`) 2 ) bit operations, where`= 2 n is the code length. Thus the minimum numberofchanges that we can make t o r to reduce its linear complexity t o 3 o r l o wer is 3 (in fact (3 1) is a point on the CELCS of r, s o t h i s n umberofchanges can reduce the linear complexity t o just 1). We showed in Example 10 that a critical error sequence for the point ( 3 1) is e = 01100001. Hence the nearest codeword to r in C(3 2) is c = r e = 11111111.
It has beenobserved 2] that by allowing arbitrary cost sequences in this decoding algorithm, we can obtain a soft decision decoding algorithm for the code C(m u). The input to the algorithm is now a costed binary sequence R = ( r 2 n ) in which r is a binary, hard-decision version of the received vector and is a real vector recording the unreliability of these hard decisions.
VI. Conclusion
We h a ve exhibited an algorithm which computes the error linear complexity spectrum of a binary sequence of period`= 2 n using O(`(log`) 2 ) bit operations. Furthermore, we have described how this algorithm may beadapted to output a critical error list which speci es exactly which c hanges must be made to reduce the linear complexity of the sequence by increasing amounts. This modi ed algorithm may be used to give a soft-decision decoding algorithm for a particular class of subcodes of Reed-Muller codes.
The formulation of our algorithm as a partial exploration of a binary tree with branching depending on explicitly computed quantities may lend it to further analysis. For example, it would be of interest to investigate the distribution of error linear complexity spectra for random sequences of a given period. Related information, such a s t h e a verage number of critical points, might be easier to obtain, while characterising the non-zero sequences with the maximum or minimum number of critical points also seems feasible.
We note that reasonably e cient algorithms already exist to compute the linear complexities and the k-error linear complexities of sequences of period p n over nite elds of characteristic p 5], 12]. It seems plausible that these can be adapted to compute error linear complexity spectra too. But it remains a challenging open problem to devise an algorithm which e ciently computes the error linear complexity spectra of binary sequences of arbitrary period.
