We present the final results of the spin asymmetries A 1 and the spin structure functions g 1 of the proton and the deuteron in the kinematic range 0.0008ϽxϽ0.7 and 0.2ϽQ 2 Ͻ100 GeV 2 . For the determination of A 1 , in addition to the usual method which employs inclusive scattering events and includes a large radiative background at low x, we use a new method which minimizes the radiative background by selecting events with at least one hadron as well as a muon in the final state. We find that this hadron method gives smaller errors for xϽ0.02, so it is combined with the usual method to provide the optimal set of results.
I. INTRODUCTION
Polarized deep inelastic lepton-nucleon scattering is an important tool to study the spin structure of the nucleon. Measurements with proton, deuteron, and helium-3 targets have determined the spin structure functions of the nucleon and have verified the Bjorken sum rule ͓1͔, which is a fundamental relation of QCD.
In the last five years, the Spin Muon Collaboration ͑SMC͒ at CERN has reported experimental results on the spin structure of the proton ͓2-8͔ and of the deuteron ͓3,5,8-11͔, measured in inelastic muon scattering at beam energies of 100 and 190 GeV. Thus far our published results for the virtual photon-proton and virtual photon-deuteron cross section asymmetries A 1 p (x,Q 2 ) and A 1 d (x,Q 2 ) and for the spindependent structure functions g 1 p (x,Q 2 ) and g 1 d (x,Q 2 ) have been obtained from inclusive scattering events. These results are updated in this paper, principally with a final value for the muon beam polarization.
Since the inclusive scattering events include a large radiative background at low x, we now employ a new and alternative method of determining the asymmetries which requires at least one hadron as well as a muon in the final state. This hadron method removes the background due to elastic and quasielastic scattering accompanied by a high energy bremsstrahlung photon, and improves the statistical accuracy of the measurement at low x. A similar method has been applied successfully by the New Muon Collaboration ͑NMC͒ ͓12͔ and the E665 ͓13͔ analyses of F 2 structure function ratios.
Our final results for the asymmetries A 1 p and A 1 d are based on both the inclusive and the hadron methods and cover the kinematic region of 0.0008ϽxϽ0.7 and Q 2 Ͼ0.2 GeV 2 . An optimal set is defined with the inclusive method being used for xϾ0.02 and the hadron method for xϽ0.02. In the low x region the statistical errors from the hadron method are smaller than those from the inclusive method. The range of reduction varies from 1 to 0.6 with decreasing x. For Q 2 Ͼ1 GeV 2 the lowest x reached is 0.003 where the reduction factor is 0.8. Results presented here stem from 15.6 and 19.0 million events accepted after all cuts for the A 1 p and the A 1 d determinations, respectively. The outline of this paper is as follows. Section II gives the formulae for the asymmetry determination and explains the update of the beam polarization, while Sec. III describes in detail the hadron method. In Sec. IV, after showing the updated result for the A 1 measurement with the inclusive method, we give the results for the hadron method, compare both, and finally define the optimal data set by using the hadron method at low x and the inclusive one at high x. Section V presents the structure functions g 1 and Sec. VI their integrals in the measured x range as well as their first moments with contributions from the unmeasured region taken from the QCD analysis ͑see our following paper ͓14͔͒. In Sec. VII we calculate the nonsinglet combination g 1 p Ϫg 1 n , compare it to the corresponding unpolarized combination F 1 p ϪF 1 n , and compute its integral in the measured range and its first moment. Section VIII contains a summary. The detailed discussion of the first moments ⌫ 1 p,d and the Bjorken sum rule is presented in our following paper ͓14͔. The Appendix gives a parametrization of the world data on the spin 
II. ASYMMETRY DETERMINATION
The experimental setup and the data taking procedure are described elsewhere ͓6͔. Evaluation of the cross section asymmetries for parallel and antiparallel configurations of longitudinal beam and target polarizations
from the measured counting rate asymmetry A ʈ meas requires knowledge of the incident muon and target nucleon polarizations P and P t and of the dilution factor f which accounts for the fact that only a fraction of the target nucleons is polarizable (A ʈ meas ϭ f P t P A ʈ ). The beam polarization was determined in a dedicated setup, by measuring the cross section asymmetry for the scattering of polarized beam muons from longitudinally polarized atomic electrons ͓6,15͔ and, independently, by measuring the energy spectrum of the positrons originating from muon decays ͓16,17͔. The former method results in P ϭ Ϫ0.788Ϯ0.023 and the latter in P ϭϪ0.806Ϯ0.029, which are combined to give P ϭϪ0.795Ϯ0.019 ͑2͒
for an average muon energy of 187.4 GeV. The analysis of the decay method has been improved, and for both methods the results are statistically compatible with results obtained before with only part of the data ͓7,16͔. The muon beam is not monochromatic and the polarization depends on the energy. The polarization used in our previous publications ͓7,11͔ is equivalent to P ϭϪ0.763Ϯ0.03 for an average energy of 187.4 GeV. The relative change of 4% in P with respect to Eq. ͑2͒ will directly reflect in the asymmetry. The beam polarization for the small part of the data obtained at lower beam energy, P ϭϪ0.81Ϯ0.03 for an average beam energy of 99.4 GeV, is the same as before. The various target materials and the typical proton or deuteron polarizations are listed in Table I . A detailed description of the target setup can be found in Refs. ͓6, 18͔. 
where the factors and ␥ depend only on kinematic variables. The depolarization factor D depends in addition on the ratio of the photoabsorption cross sections for longitudinally and transversely polarized virtual photons Rϭ L / T . The virtual photon-proton asymmetries are defined as
where 1/2 ( 3/2 ) is the photoabsorption cross section of a transversely polarized virtual photon by a proton, with total spin projection 1 2 ͑ 3 2 ͒ in the photon direction and TL is a term arising from the interference between transverse and longitudinal amplitudes. For more details regarding the kinematic factors , ␥, and D the reader is referred to Ref. ͓6͔. Corresponding formulas for the deuteron are
is the transverse photoabsorption cross section, J T is the cross section for absorption of a virtual photon by a deuteron with total spin projection J in the photon direction, and J TL results from the interference between transverse and longitudinal amplitudes for Jϭ0,1.
In the kinematic region of our measurement and ␥ are small. The asymmetries A 2 p and A 2 d were measured and found to be consistent with zero ͓4,11,21͔. For these reasons we neglect the A 2 terms in Eq. ͑3͒ and estimate the systematic uncertainty in A 1 due to a possible contribution of A 2 ͓7,11͔.
III. THE HADRON METHOD

A. Description of the procedure
In previous publications the determination of A 1 from SMC data was done using an inclusive event selection, requiring only a scattered muon. In addition to deep inelastic scattering events, the resulting sample includes scattering events which are elastic on free target nucleons, or elastic or quasielastic on target nuclei and which are accompanied by the radiation of a hard photon. These radiative events do not carry any information on the spin structure of the nucleon and only degrade the statistical accuracy of the measurement. Elastic -e interactions also do not carry any information on the nucleon spin; they are peaked at xϭm e /m p Ϸ0.0005 and give for xϾ0.0008 only a small contribution, which is not considered in the following discussion. The described radiative events dilute the spin effects in the cross section for the inclusive sample, similarly to the nonpolarizable nuclei in the target, accounted for by the dilution factor f. The effec-
accounts for both diluting sources. The sum runs over all types of target nuclei. Essentially only protons or deuterons are polarized in the target. For the description of a small correction to the asymmetry due to the polarized background of 14 N for the NH 3 target and of protons for the deuterated butanol target, see Refs. ͓2, 7͔. The total cross section tot and the one-photon-exchange ͑Born͒ cross section 1␥ are related by tot ϭ 1␥ ϩ tail el ϩ tail qel ϩ tail inel , where the tail terms are the cross sections from the radiative tails ͑elastic, quasielastic, and inelastic reactions͒. The factor , which does not depend on the polarization, corrects for higher order contributions: virtual ͑vacuum and vertex corrections͒ and soft real photon radiation ͓6͔. For an effective measurement the dilution factor f Ј should be large.
In the new method of analyzing the data we use only events for which at least one hadron track has been reconstructed; then these hadron-tagged events do not include any contribution from tail el and tail qel since the recoil proton can not be observed in our spectrometer due to its small energy. The total cross section for hadron-tagged events thus reduces to tot tagged ϭ 1␥ ϩ tail inel .
͑7͒
In the calculation of the effective dilution factor f Ј for hadron-tagged events, tot tagged replaces tot in Eq. ͑6͒ and the effective dilution factor increases accordingly, 1 in particular at low x, as can be seen in Fig. 1 .
The fraction of deep inelastic events which would not be selected as hadron-tagged events with Q 2 Ͼ1 GeV 2 for our spectrometer was estimated by a Monte Carlo simulation to be in the range of 2-7 % for xϽ0.02 and to increase at higher x. This loss of events worsens the statistical accuracy only with a square root dependence while the increase in the dilution factor improves it linearly. The result is that the hadron method gives a net gain in statistical accuracy for x Ͻ0.02.
B. Event selection
As for the inclusive method, events have to satisfy the following kinematic cuts: energy of the scattered muon E Ј Ͼ19 GeV, ϭE ϪE Ј Ͼ15 GeV, yϭ/E Ͻ0.9, and scattering angle Ͼ2 mrad. Events are then labeled inelastic when at least one hadron is found in the final state. As only tracks of charged particles are reconstructed in our spectrometer we can observe neutral hadrons indirectly via their charged decay products, or in the case of a 0 meson through converted photons from its decay.
For hadron-tagged events we require, in addition to a scattered muon either one or more tracks pointing to the muon interaction vertex, or a pair of tracks with positive and negative charge from a secondary vertex. The sample, selected in this way, still contains some unwanted radiative events in which the bremsstrahlung photon is converted. These unwanted events occur at large y and at a small angle ␣ between the direction of the produced particle and the direction of the muon momentum loss p ជ Ϫ p ជ Ј , which for radiative elastic and quasielastic events is very close to the direction of the bremsstrahlung photon. An enhancement of events at small ␣ and large y is indeed seen in the data; it disappears if a signature for a charged hadron is required in the calorimeter ͓22͔. Also, such an enhancement is not present in a Monte Carlo simulation which includes only deep inelastic scattering ͑DIS͒ events. To remove these radiative events from the sample, but not events with 0 mesons, additional conditions were applied: to keep an event we require that tracks, giving a calorimeter response compatible with that for electrons, have ␣Ͼ4 mrad or belong to an event with y Ͻ0.6. The same is required for a pair of tracks from a secondary vertex compatible with photon conversion. The events surviving all of these cuts define the sample of hadron-tagged events.
C. Tests of the procedure
As a first test of the procedure of asymmetry extraction with hadron tagging the fraction of inclusive events selected as hadron-tagged events is compared with the expected one. The latter is calculated from the ratio of the corresponding effective dilution factors and the probability of detecting at least one hadron in DIS events. This probability was estimated with the Monte Carlo simulation mentioned before.
1 Actually the contribution from tail inel is also reduced by the requirement that a hadron above a certain energy threshold has to be produced. The estimate of this reduction is included only in the systematic error. 
Ͼ1
GeV 2 for which the fragmentation into hadrons is reliably described in the simulation. In the case of inefficient removal of radiative events, the fraction of inclusive events selected as hadron-tagged events would be larger than expected. Figure 2 shows that this is not the case.
The sensitivity of the measured asymmetry to the selection with tagging was checked by varying the tagging criteria as follows: keeping only tracks giving a good vertex fit, removing all tracks with an energy deposit in the calorimeter consistent with that expected for an electron, applying the cut on ␣ to all tracks, or changing this cut from 4 to 2 mrad. The resulting differences in the asymmetries are compatible with zero for all x bins. For xϽ0.02, where we will apply hadron tagging ͑see Sec. IV͒, the corresponding 2 probabilities are in the range of 5-70 % for the proton and 30-89 % for the deuteron.
Possible biases on A 1 introduced by hadron-tagging were also studied with a dedicated Monte Carlo simulation for
. The program POLDIS ͓23͔ was used to generate events, and the spectrometer acceptance for hadrons was approximated by requiring forward produced hadrons with momentum p h Ͼ5 GeV and zϭE h /Ͼ0.1, where E h is the hadron energy. The asymmetries were calculated for events with such hadrons and compared to those obtained for all events. The differences are shown as a function of x in Fig. 3 for the proton and the deuteron. For the proton, the asymmetries calculated from hadron-tagged events are larger at high x. This is to be expected because in this region of x the total energy of the hadronic final state W is not very high and the observed hadron is most likely to be the leading one. Since the detection efficiency for charged hadrons, which are more abundant in u-quark than in d-quark fragmentation, is higher than for neutral hadrons, the hadron-tagged sample is enriched with scattering on u quarks compared to the inclusive sample. From semi-inclusive measurements ͓8͔ it is known that the polarization of the valence u quarks is positive whereas that of the valence d quarks is negative. Therefore, one expects higher values of A 1 for the hadron-tagged event sample. If the hadron selection is relaxed (zϾ0.05 and p h Ͼ3 GeV) more nonleading hadrons are accepted and the asymmetry gets closer to the one for inclusive events, as can be seen in Fig. 3 . At low x the available energy is large and the tagging no longer favors scattering on u quarks. The asymmetries for hadron-tagged and inclusive events should therefore be the same. Indeed, in this region the estimated differences are negligibly small. For the deuteron the effect of hadron tagging on A 1 is very small, as can be seen in Fig.  3 . This is expected from isospin invariance. The hadron method is applied to the data at low x, also for Q 2 Ͻ1 GeV 2 , where we do not expect a bias since W is large.
FIG. 2. ͑a͒
Fraction of the inclusive events selected as hadron tagged observed in the data, for the ammonia target, compared with the expectation ͑see text͒. ͑b͒ Difference ⌬ of the two fractions. Errors show the systematic uncertainty of the expected fraction of hadron-tagged events.
FIG. 3. The differences of A 1
i ϪA 1 h calculated from Monte Carlo for all generated DIS events (A 1 i ) and for events with at least one forward hadron surviving cuts on z and on the hadron momentum (A 1 h ). The results are shown for two sets of cuts for the proton and for the deuteron.
IV. RESULTS FOR A 1 ASYMMETRIES
A. Updated A 1 with inclusive event selection
We have updated our previously published results on A 1 ͓7,11͔ for the proton and the deuteron using the new value of the beam polarization, given in Eq. ͑2͒. This leads to a 4% reduction of the A 1 values compared to the previous ones. In addition, there were other improvements which are discussed below.
The proton data collected in 1993 have been reprocessed with several improvements introduced since the original analysis. The most important was that information from an additional tracking chamber placed inside the spectrometer magnet just prior to the 1993 run was included in the track reconstruction. Also, the small angle triggers were treated in an improved way in the reconstruction. These changes, among others, resulted in a gain of approximately 10% in the number of events, mainly at low x. The new combined proton asymmetries are shown in Fig. 4͑a͒ along with the values from our previous publication ͓7͔.
The updated result for A 1 of the deuteron has been obtained using a new parametrization for F 2 d obtained in a similar way as the parametrization for F 2 p used in Ref. ͓7͔. These F 2 fits are described in the Appendix. The parametrization for R used for xϽ0.12 is based on recently published NMC ͓24͔ data, while for xϾ0.12 we use the R parametrization from SLAC ͓25͔, as before. The new values of R change the depolarization factor at low x, while F 2 d and R enter in the effective dilution factor and also in the polarized radiative corrections. The overall effect of these changes is small. Figure 4͑b͒ presents the updated results compared with the results from our previous publication ͓11͔. 
B. A 1 for hadron tagged events
The SMC data on polarized protons and polarized deuterons were also analyzed using only hadron-tagged events. The results are presented in Fig. 5 as a function of x.
Most of the systematic errors were treated in the same way as for the inclusive analysis ͓7͔. They arise from the uncertainties of the target and the beam polarizations, the polarized background, the value of R, the neglect of the A 2 contribution, and the momentum resolution. In addition, the uncertainties in the effective dilution factor and the radiative corrections include the uncertainty in tail inel , which is taken as 30% of its value. This accounts for events with hard photon radiation, where the available energy for fragmentation into hadrons is reduced, and which may not be tagged. The uncertainty due to acceptance variation with time includes the effect of changes in the acceptance for both the scattered muon and for the hadrons.
C. Comparison of A 1 for inclusive and hadron-tagged events
The A 1 asymmetries for the two types of event selections, inclusive and hadron tagged, are compared in Fig. 5 . The differences are small except for the two lowest x points for the proton data.
As explained before, the results for the event selection with hadron tagging have smaller statistical errors at low x, while the inclusive event selection gives more precise results for high x. This can be seen in Fig. 6 , which gives the ratio of the statistical errors for A 1 obtained with the two types of event selections as a function of x. D. Optimal set of A 1 from SMC data Figure 6 demonstrates that for xϽ0.02 the more accurate results for A 1 are obtained by using hadron-tagged events, while for xϾ0.02 the inclusive events give the more precise result. We therefore take as the optimal set of A 1 values the results from the hadron method for xϽ0.02 and the results from the inclusive method for xϾ0.02. This leads to the A 1 values in bins of x presented in Fig. 7 and Tables II and III. The hadron method is used for the lowest 6 x bins for the data shown in Fig. 7 . Contributions to the systematic error are detailed in Tables IV and V 
V. CALCULATION OF g 1
We evaluate g 1 from Eq. ͑3͒, using our results for A 1 from Tables II and III, neglecting the contribution from A 2 . The unpolarized structure function F 2 and the ratio R are evaluated at the x and Q 2 values of our measurement of A 1 , using the parametrizations mentioned in Sec. IV. In Fig. 10 and Tables VIII and IX we (x) are the uncertainties of the false asymmetry contribution ⌬A false due to the time variation of the spectrometer acceptance, the target and the beam polarizations ⌬ P t and ⌬ P , the effective dilution factor ⌬ f Ј, the radiative corrections ⌬rc, the neglect of A 2 , ⌬A 2 , the ratio R, ⌬R, the momentum resolution ⌬M R, and the polarized background from 14 N in the ammonia target ⌬ P bg . The first three bins have Q 2 Ͼ0. g 1 (x,Q 0 2 ) at the fixed Q 0 2 are determined from g 1 (x,Q 2 ) at the measured x and Q 2 as
where g 1 fit is a result of our NLO QCD analysis. This analysis is presented in Ref. ͓14͔. We choose Q 0 2 ϭ10 GeV 2 since it is close to the average Q 2 of our data. The resulting values of g 1 (x,Q 0 2 ) are given in Tables VIII and IX. In the measured range 0.003ϽxϽ0.7 the contributions to the first moments of the proton and the deuteron structure functions are calculated neglecting the x dependence of A 1 within a given x bin.
The results at Q 0 2 ϭ10 GeV 2 are ͵ 0.003
where the first uncertainty is statistical, the second is systematic and the third is due to the uncertainty in the Q 2 evolution. The errors of g 1 are correlated between x bins and this correlation was taken into account when calculating systematic and theoretical uncertainties of the integrals. The contributions from different sources of uncertainty, detailed in Table X , were added in quadrature when computing the total errors. In addition to the uncertainties for A 1 given in Tables  IV and V , for the calculation of the first moments we consider also contributions from the kinematic resolution and the error due to the approximations in the asymmetry evaluation procedure. The latter was estimated with a Monte Carlo simulation of this procedure. In our previous publications the central values for the integrals in Eqs. ͑9͒ and ͑10͒ were 0.130 ͓7͔ and 0.041 ͓11͔, respectively. The differernce is mainly due to the updated beam polarization. The first moments of g 1 are
͑12͒
They are obtained by combining the results from Eqs. ͑9͒ and ͑10͒ with the contributions from the unmeasured ranges, which were calculated from the parametrizations of parton distributions from our NLO QCD analysis ͓14͔. In the calculation of the total error we have taken into account that the value in the measured region affects the contributions from the unmeasured regions.
VII. THE NONSINGLET STRUCTURE FUNCTION g 1 NS
The flavor nonsinglet combination of the spin-dependent structure functions g 1 NS ϭg 1 p Ϫg 1 n is an interesting quantity because a rigorous QCD prediction exists for its first moment. This sum rule was derived, in the limit of infinite momentum transfer, by Bjorken ͓1͔ using current algebra and isospin symmetry. In our experiment g 1 p (x,Q 2 ) and g 1 d (x,Q 2 ) are measured in the same bins of x and Q 2 . We evaluate g 1
where D is the probability of the deuteron to be in the D state. As in our previous publications we have used D ϭ0.05Ϯ0.01, which covers most of the published values ͓27͔.
The results are given in Table XI with statistical and systematic errors. In calculating the systematic error the contributions from the beam polarization, the dilution factor, and R were treated as correlated between proton and deuteron, whereas the other contributions to the systematic error were treated as uncorrelated ͓28͔.
The results for g 1 NS are shown in ) is proportional to the difference of the polarized ͑unpolarized͒ u-valence quark and d-valence quark distributions. There may also be a flavor symmetry violating contribution from the nucleon sea, as has been observed in the unpolarized case ͓31-34͔. A possibility that the mechanism of flavor symmetry violations in polarized data may be related to that of the observed violations in the unpolarized case has been discussed in Ref. ͓35͔. It is interesting that the shapes of the nonsinglet part of the polarized and unpolarized structure functions are very similar. The consequences of this similarity for parton distributions in LO and NLO have been discussed in Ref. ͓36͔. It should be noted that the polarized nonsinglet distribution is not bounded by the unpolarized nonsinglet but by F 1 p ϩF 1 n . We observe that g 1 NS is larger than F 1 NS .
B. Q 2 evolution of g 1
NS
The flavor nonsinglet combination g 1 NS decouples from the singlet and the gluon sectors, and therefore evolves in a different way than g 1 p and g 1 n separately. To calculate its Q 2 evolution only the parametrization of g 1 NS (x) is needed. The evolution to a common Q 0 2 was done by three different methods. The first used the Q 2 dependence of the more accurately measured F 1 NS . The Q 2 evolution of g 1 NS and F 1 NS is expected to be the same since the x distributions are similar and the unpolarized and polarized nonsinglet splitting functions are identical.
2 The second method evolved the data using the nonsinglet part from the NLO QCD fit ͓14͔ already used in Sec. VI to evolve g 1 p,d to the common Q 0 2 . The third method used a simpler QCD fit, restricted to the nonsinglet sector ͓14͔. Figure 12 shows g 1 NS (x,Q 2 ) in each x bin at its average value of Q 2 and evolved to Q 0 2 ϭ10 GeV 2 using the nonsinglet fit ͑method 3͒ mentioned above. The changes of g 1 NS due to the Q 2 evolution are small ͑compared to the statistical errors͒. The values of g 1 NS (x,Q 0 2 ) obtained with the third method are given in Table XI . The evolution calculated with methods 1 and 2 gave values very close to those obtained with method 3. The systematic errors due to Q 2 evolution given in Table XI cover the results from the three methods.
C. First moment of g 1 NS
The first moment of g 1 NS is calculated in three parts: from our data in the measured region 0.003ϽxϽ0.7 and those where the first error is statistical, the second is systematic, and the third is an evolution error based on errors given in 
The value of the nonsinglet first moment given in Eq. ͑15͒ is in good agreement with the theoretical prediction of 0.186
. A more general discussion of the test of the Bjorken sum rule including different evaluations in the framework of perturbative QCD is presented in Ref.
͓14͔.
VIII. SUMMARY
This paper concludes the SMC analysis of the virtual photon-proton and virtual photon-deuteron spin asymmetries A 1 p (x,Q 2 ) and A 1 d (x,Q 2 ) measured in the deep inelastic scattering of polarized muons on polarized protons and polarized deuterons at incident muon energies of 100 and 190 GeV. The final analysis included a reanalysis of the inclusive data and incorporated an asymmetry determination based on the hadron method, where the presence of at least one hadron in the final state of the muon-nucleon interaction was required. Such a selection removes a part of the background at low x and hence improves the statistical accuracy there. The hadron method was thus used for xϽ0.02 while the inclusive method was used for xϾ0.02 in the determination of the final set of results for the asymmetries and the spindependent structure functions g 1 p (x,Q 2 ) and g 1 d (x,Q 2 ). These final results, which cover the kinematic range 0.0008ϽxϽ0.7 and 0.2ϽQ 2 Ͻ100 GeV 2 , have been presented. They are consistent with the previously published SMC results ͓2,6,7,9-11͔ and supersede them. The final results have been tabulated in bins of x and Q 2 , and the individual contributions to the systematic error for A 1 have been given in bins of x. The analysis of events collected with a special trigger, which requires a signal from the hadron calorimeter in addition to the detection of a scattered muon, and allows measurements down to xϭ0.0001, mainly for Q 2 Ͻ1 GeV 2 , is in progress. The spin-dependent flavor nonsinglet structure function g 1 NS at the measured Q 2 was compared to the spinindependent nonsinglet structure function 
