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1. INTRODUCTION
In this paper we look for periodic trajectories of fixed period on a class
of Lorentz manifolds under the action of a vector field. In [4], Benci and
Fortunato introduced a new variational principle for the fundamental
equations of classical physics which permits us to deduce the equality
between the gravitational and the inertial mass and a sort of unification of
gravitational and electromagnetic fields. It is based on the parametrization
of a material point world-line with a parameter s related to the rest mass
and to the charge.
We will consider a (standard) static Lorentz manifold (M, g) (see
Definition 1.1) with M=M0_R and the metric g not necessarily complete
and a smooth vector field A: M  TM, independent of the time, i.e., for
any z # M, z=(x, t),
A(z)=A(x)=(A1(x), A2(x)) # Tx M0 _R.
If T is a positive real number, we will look for T-periodic trajectories that
is smooth curves #=(x, t): [0, 1]  M satisfying the following problem:
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Ds#* (s)= 12 curl A(#(s))[ } , #* (s)],
x(0)=x(1), x* (0)=x* (1), (1.1)
t(0)=0, t(1)=T, t4 (0)=t4 (1),
where Ds#* denotes the covariant derivative of #* along # with respect to the
metric g and, for any ‘ # T#(s) M,
curl A(#(s))[‘, #* (s)]= g((A$(#(s))T #* (s), ‘)& g(A$(#(s)) #* (s), ‘)
(A$ being the differential of A).
Two periodic trajectories having different supports are said to be
geometrically distinct.
Let us point out that if A is irrotational, the solutions of (1.1) are
geodesics and this case has already been studied by many authors (see e.g.
[2, 57] and the references therein). From a physical point of view, causal
curves (i.e. curves # such that g(#* , #* )0 with #* not always equal to 0) play
an important role: in fact, the first equation in (1.1) represents the Lorentz
worldforce law and it determines the motion of relativistic particles
subjected to an electromagnetic field (see also [14] and [4]).
We recall that a Lorentz manifold is a couple (M, g), where M is a
smooth connected finite dimensional manifold and g is a Lorentz metric,
i.e. a smooth (0, 2) symmetric tensor field, such that for any z # M,
g(z)[ } , } ] is a nondegenerate scalar product on the tangent space TzM
having index 1, (see [13] for more details). A point z # M is called an
event.
Definition 1.1. Let (M0 , ( } , } ) ) be a connected Riemannian manifold,
and M=M0_R. A (standard ) static Lorentz metric ( } , } ) L on M is
defined in the following way: a smooth positive function ;: M0  R exists
such that, for any z=(x, t) # M, and for any ‘=(!, {), ‘$=(!$, {$) # TzM=
TxM0_R:
(‘, ‘$) L=(!, !$)&;(x) {{$.
The couple (M, ( } , } ) L) is said to be a static Lorentz manifold.
Before stating the first result of this paper, let us recall some preliminary
notations.
Let d( } , } ) denote the distance induced by the Riemmannian structure
( } , } ) on M0 , | } |2=( } , } ) and & }& the usual norm of a linear functional;
if h is a smooth function on M0 and x # M0 , let {h(x) denote the
Riemannian gradient of h at x and Hh(x)[!, !] the Riemannian Hessian of
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h at x in the direction ! with respect to ( } , } ) , i.e. Hh(x)[!, !]=
d 2h(#(s))ds2|s=0 where # is the geodesic in M0 such that #(0)=x and
#* (0)=!.
Theorem 1.2. Let (M, ( } , } ) L) be a static Lorentz manifold, M=
M0_R, and assume that M0 is noncontractible in itself and that ?1(M0) is
finite or it has infinitely many coniugacy classes. Let x0 be a fixed point of
M0 . Assume that:
(i) ( } , } ) is a complete Riemannian metric on M0 ;
(ii) two constants 0<&M exist (we set for simplicity M=1), such
that:
&;(x)1, \x # M0
and
lim
d(x, x0)  +
;(x)=1;
(iii) two positive real numbers a1 , a2 exist such that
sup
x # M0
|A1(x)|=a1 , 0<A2(x)<a2 , \x # M0
and
lim
d(x, x0)  +
|A1(x)|=0, lim
d(x, x0)  +
A2(x)=a2 ;
(iv) U # C2(M0 , R) and two positive real constants r, _ exist such that,
for any x # M0 with d(x, x0)r,
HU (x)[!, !]_(!, !) , \! # TxM0 ;
(v) limd(x, x0)  + &A$1(x)& |{U(x)|=0 and limd(x, x0)  + |{A2(x)|
|{U(x)|=0;
(vi) limd(x, x0)  + |{;(x)| |{U(x)|=0.
Then, for any m # N, T >0 exists, such that, for any T>T , at least m
T-periodic distinct trajectories of (1.1) exist.
Remark 1.3. Note that the assumption (ii) is satisfied if the Lorentz
metric is asymptotically Minkowskian. Clearly, if the manifold is compact,
all the hypotheses at infinity can obviously be removed.
The second main result of this paper concerns the existence of T-periodic
trajectories on a non-complete static Lorentz manifold. In order to deal
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with trajectories on a non-complete manifold, we introduce the following
definitions:
Definition 1.4. Let M be an open connected subset of a Lorentz
manifold M ; its topological boundary M is said convex iff, for any geodesic
#: [0, 1]  M _ M such that #(0), #(1) # M, it results that
#([0, 1])/M.
Definition 1.5. A manifold (M, ( } , } ) L), M=M0_R, is said to be a
static Lorentz manifold with convex boundary iff a static Lorentz manifold
M =M 0_R exists, such that M is an open connected subset of M ,
g~ |M=( } , } ) L and moreover:
(M1) M0 is a C2-submanifold of M 0 ;
(M2) M0 _ M0 is complete with respect to the Riemannian structure
of M 0 ;
(M3) M=M0_R is convex.
Remark 1.6. It is possible to prove that, if M/M is a Lorentz
manifold with smooth boundary in M , a C2 function 8: M  R exists such
that:
(81) M=[z # M | 8(z)>0];
(82) M=[z # M | 8(z)=0];
(83) {L8(z){0 for any z # M
(where {L8 denotes the Lorentz gradient of 8 with respect to the Lorentz
structure).
If M is supposed convex, the following condition can be shown to be
satisfied (see [10]):
H 8L(z)[v, v]0 for any z # M, v # TzM
(here H 8L(z) denotes the Lorentz Hessian of 8 at the point z, i.e.
H 8L(z)[v, v]=d
28(#(s))ds2|s=0 where # is the geodesic in M such that
#(0)=z and #* (0)=v). In the following, however, we will assume that a
stronger convexity assumption holds, that is:
(84) H 8L(z)[v, v]<0 for any z # M, v # Tz M.
When M = M0
t
_R, 8 can be choosen such that, for any z=(x, t) # M :
8(z)=8(x, t)=,(x)
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and then
{L8(z)=({,(x), 0). (1.2)
The following theorem holds:
Theorem 1.7. Let (M, ( } , } ) L) be a static Lorentz manifold with convex
boundary, M=M0_R, and assume that M0 is noncontractible in itself and
that ?1(M0) is finite or it has infinitely many coniugacy classes. Suppose
hypotheses from (ii) to (vi) of Theorem 1.2 are satisfied in addition with the
following ones:
(vii) two positive real constants \ and + exist such that, for any x # M0 :
d(x, x0)\ O ,(x)+;
(viii) a positive real constant $ exists, such that, for any z # M,
8(z)<$,
curl A(z)[{L8(z), v]0 for any v # TzM s.t. ({L8(z), v) L=0
(where , and 8 are the functions introduced in Remark 1.6, satisfying (84)).
Then, for any m # N, T >0 exists, such that, for any T>T , at least m
T-periodic distinct trajectories of (1.1) exist.
Remark 1.8. From (vii) and (82) it follows that M0 is bounded.
2. THE FUNCTIONAL FRAMEWORK
In this section we introduce the functional framework to be used to get
a variational formulation of the problem. From the well-known Nash
embedding Theorem (see [12]), it follows that the Riemannian manifold
M0 can be isometrically embedded in RN, with N sufficiently large,
equipped with the metric induced by the Euclidean metric in RN. Then, in
the following, we will assume that M0 is a submanifold of RN and that
( } , } ) is the Euclidean metric. Let
H1(0, T )=[t # H1([0, 1], R) | t(0)=0, t(1)=T ]
and
41=41(M0)=[x # H1([0, 1], M0) | x(0)=x(1)].
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It is known that 41 is a Hilbert submanifold of H1([0, 1], M0) and its
tangent space at x # 41 is
Tx41=[! # H 1(S1, TM0) | !(s) # Tx(s) M0 for any s # [0, 1]]
equipped with the usual Riemannian product.
In order to find T-periodic trajectories, denote Z=41_H1(0, T ) and,
for any z=(x, t) # Z, define
f (z)=|
1
0
(z* (s), z* (s))L ds+|
1
0
(A(z(s)), z* (s)) L ds
=|
1
0
[(x* (s), x* (s)) &;(x(s)) t4 2(s)] ds
+|
1
0
[(A1(x(s)), x* (s)) &;(x(s)) A2(x(s)) t4 (s)] ds. (2.1)
Using standard reasonings, the functional f can be proved to be a C1
functional and, for any z=(x, t) # Z, ‘ # TzZ:
f $(z)[‘]=2 |
1
0
(z* , Ds‘) L ds+|
1
0
(A$(x) ‘, z* ) L ds+|
1
0
(A(x), Ds‘) L ds
=&2 |
1
0
(Dsz* , ‘) L ds+|
1
0
([({LA(x))T&{LA(x)] z* , ‘) L ds,
where {LA denotes the gradient of the vector field A and ({L A)
T its
transpose (see [4]).
Moreover the T-periodic trajectories of (1.1) can be proved to be the
critical points of f and vice versa. Indeed the following lemma holds (see
[4], [1]):
Lemma 2.1. Let z # Z. Then z is a T-periodic trajectory of (1.1) if and
only if z is a critical point of f.
Remark 2.2. Recall that a smooth curve z=(x, t): [0, 1]  M is said
to be
time-like if
(z* (s), z* (s)) L<0 for any s # [0, 1];
light-like if
(z* (s), z* (s)) L=0 for any s # [0, 1]
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space-like if
(z* (s), z* (s)) L>0 for any s # [0, 1].
Remark 2.3. The equation
&2Dsz* +({LA(z))T z* &{LA(z) z* =0
has a prime integral, in fact,
d
ds
(z* , z* ) L=2(Ds z* , z* ) L=( ({LA(z))T z* &{LA(z) z* , z* ) L=0,
so there exists a constant h such that
(z* (s), z* (s)) L=h,
for all s # [0, 1]. Trajectories with h<0 represent the world lines
(T-periodic in the space variable) of a relativistic particle submitted to a
gravitational and an electromagnetic field.
In order to prove Theorem 1.2 and Theorem 1.7, we must prove the
existence of critical points of f. Some difficulties arise searching the critical
points of f because, as the metric is indefinite, the functional f is bounded
neither from below nor from above and its critical points have infinite
Morse index. Moreover, since M0 is not supposed compact and periodicity
conditions are considered, the problem presents a lack of compactness and
the usual PalaisSmale condition is not satisfied. Those difficulties are over-
come using an extension of the variational principle proved in [6] which
reduces the search of the critical points of f to the search of the critical points
of a suitable functional defined on 41 and some penalization techniques.
If x # 41, let us denote
Kx=
2T+|
1
0
A2(x(s)) ds
|
1
0
1
;(x(s))
ds
(2.2)
and
J(x)=|
1
0
(x* (s), x* (s)) ds+|
1
0
(A1(x(s)), x* (s)) ds
+
1
4 |
1
0
;(x(s)) A22(x(s)) ds&
K 2x
4 |
1
0
1
;(x(s))
ds. (2.3)
It is possible to show that J is a C2 functional on 41.
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Lemma 2.4. Let x # 41; denote t the solution of the following Cauchy
problem:
{t* =
Kx
2;(x)
&
A2(x)
2
.
(2.4)
t(0)=0.
Then
(x, t) # Z (2.5)
f (x, t)=J(x) (2.6)
f $(x, t)[!, 0]=J$(x)[!] for any ! # Tx41 (2.7)
where f $ and J$ are the Fre chet differentials of f and J respectively.
Proof. Integrating (2.4), we obtain:
t(1)=
Kx
2 |
1
0
1
;(x)
ds&
1
2 |
1
0
A2(x) ds;
from (2.2) it follows that t(1)=T and then (2.5).
Let us show (2.6). If t is the solution of (2.4), from (2.1), we have:
f (x, t)=|
1
0
(x* , x* ) ds+|
1
0
(A1(x), x* ) ds&|
1
0
;(x)(A2(x)+t* ) t* ds
=|
1
0
(x* , x* ) ds+|
1
0
(A1(x), x* ) ds
&|
1
0
;(x) \A2(x)+ Kx2;(x)&
1
2
A2(x)+\ Kx2;(x)&
1
2
A2(x)+ ds
=|
1
0
(x* , x* ) ds+|
1
0
(A1(x), x* ) ds
&
1
4 |
1
0
;(x) \ K
2
x
;2(x)
&A22(x)+ ds=J(x). (2.8)
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Let us show (2.7). For every ! # Tx 41 and { # H 10([0, 1], R), we have:
f $(x, t)[!, {]=2 |
1
0
(x* , !4 ) ds&2 |
1
0
;(x) t* {* ds&|
1
0
({;(x), !) t* 2 ds
+|
1
0
(A$1(x) !, x* ) ds+|
1
0
(A1(x), !4 ) ds
&|
1
0
({;(x), !) A2(x) t* ds&|
1
0
;(x)({A2(x), !) t* ds
&|
1
0
;(x) A2(x) {* ds.
Then
f $(x, t)[0, {]=&2 |
1
0
;(x) t* {* ds&|
1
0
;(x) A2(x) {* ds
=&|
1
0
;(x)(2t* +A2(x)) {* ds. (2.9)
If t is the solution of (2.4), then
f $(x, t)[0, {]=&Kx |
1
0
{* ds=0 (2.10)
and so f $(x, t)[!, {]= f $(x, t)[!, 0]. For any x # 41 we can consider the
solution of (2.4) and so we can define a function 9: 41  H1(0, T ) such
that:
9(x)(s)=
Kx
2 |
s
0
1
;(x)
dr&
1
2 |
s
0
A2(x) dr. (2.11)
Hence, from (2.8), f (x, 9(x))=J(x) and, from (2.10)
f $(x, 9(x))[0, {]=0 for any { # H 10([0, 1], R),
then, for any ! # Tx41, we have:
J$(x)[!]= f $(x, 9(x))[!, 0]+ f $(x, 9(x))[0, 9$(x)[!]]
= f $(x, 9(x))[!, 0]
and, if t=9(x) is the solution of (2.4), (2.7) follows.
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Proposition 2.5. Let z=(x, t) # Z, then the following propositions are
equivalent:
(a) z=(x, t) is a critical point of f, i.e. f $(x, t)#0;
(b) (i) x is a critical point of J, i.e. J$(x)#0,
(ii) t # H1(0, T ) is the solution of (2.4).
Moreover, whether (a) or (b) is true,
f (x, t)=J(x). (2.12)
Proof. (a) O (b). If z=(x, t) is a critical point of f, from (2.9) it
follows that, for every { # H 10([0, 1], R):
|
1
0
;(x)(2t* +A2(x)) {* ds=0
and then a constant C # R exists such that
;(x)(2t* +A2(x))=C
and then
t* =
C
2;(x)
&
A2(x)
2
.
Integrating from 0 to 1, we get C=Kx so t satisfies (2.4) and (ii) follows.
Moreover, from (2.7), (i) follows.
(b) O (a). Let x # 41 be a critical point of J and t the solution of
(2.4). Then, from Lemma 2.4, (x, t) # Z and for any ‘=(!, {) # T(x, t)Z:
f $(x, t)[!, {]=f $(x, t)[!, 0]+ f $(x, t)[0, {]
=J$(x)[!]+ f $(x, t)[0, {].
As in (2.10), f $(x, t)[0, {]=0 and then (x, t) is a critical point of f. Finally,
(2.12) follows from (2.6).
Remark 2.6. Assume that (ii) and (iii) of Theorem 1.2 hold. It is easy
to see that the functional (2.3) is bounded from below.
3. COMPLETE CASE
Let us assume, from now on, that all the hypotheses of Theorem 1.2
hold. In order to find T-periodic trajectories of problem (1.1), we will use
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Lemma 2.1 and Proposition 2.5 and we will look for the critical points of
the functional (2.3). The LjusternikSchnirelmann critical point theory will
be used to this aim. We recall the following definition.
Definition 3.1. Let N be a Riemannian manifold modelled on a Hilbert
space and let F # C1(N, R). We say that [xm] is a PalaisSmale sequence
iff
[F(xm)] is bounded
and
&F $(xm)&  0 as m  +.
F is said to satisfies the PalaisSmale condition iff every PalaisSmale
sequence has a convergent subsequence in N.
The functional f needs to be suitably penalized (see, for instance, [7]
and [11]) because non-bounded PalaisSmale sequences exist in 41, due
to the noncompactness of M0 and the periodicity of the problem.
For any = # ]0, 1], consider a non-negative increasing C2 function
= : R  R defined as
=(s)={
0
:

n=3
1
n !
_n \s&1=+
n
if s
1
=
if s>
1
=
where _ is as in (iv) of Theorem 1.2. Set, for any = # ]0, 1]:
f=(z)= f (z)+|
1
0
=(U(x)) ds,
and then
J=(x)=J(x)+|
1
0
=(U(x)) ds, (3.1)
where the function U was defined in (iv) of Theorem 1.2. Remark that U
satisfies the following lemma:
Lemma 3.2. Let U be the scalar field on M0 introduced in (iv) of
Theorem 1.2. Then c1 , c2 , c3>0 exist such that for any x # M0 :
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({U(x), {U(x)) 12_ d(x, x0)&c1
U(x)
_
2
d 2(x, x0)&c2 d(x, x0)&c3
Proof. See Lemma 2.2 of [7].
Remark 3.3. Since the penalization term does not depend on t,
Proposition 2.5 still holds when f and J are replaced by f= , J= .
In the following, for any X/41, cat41 X will denote the Ljusternik
Schnirelmann category of X in 41, i.e. the minimum number of closed and
contractible subsets of 41 covering X.
Lemma 3.4. A positive real constant $ , independent of =, exists such that,
if T is large enough:
cat41(J &T
2&Ta2+$
= )dim M0 , for any = # ]0, 1] (3.2)
where
J &T2&Ta2+$= =[x # 4
1 | J=(x)&T 2&Ta2+$ ].
Proof. From the form of the penalization, Ho lder inequality and
assumption (iii) of Theorem 1.2, we obtain
} |
1
0
(A1(x), x* ) ds}\|
1
0
|A1(x)| 2 ds+
12
\|
1
0
(x* , x* ) ds+
12
a1 \|
1
0
(x* , x* ) ds+
12

1
2 \a21+|
1
0
(x* , x* ) ds+ . (3.3)
It follows that
J=(x)J(x)
1
2 |
1
0
(x* , x* ) ds&
3
2
T 2
|
1
0
1
;(x)
ds
&
1
2
(a21+a
2
2).
For T large enough, T>((a21+a22)3 10 1;(x) ds)
1
2 , we obtain
J=(x)
1
2 |
1
0
(x* , x* ) ds&
3T 2
|
1
0
1
;(x)
ds
,
so, for the monotonicity property of the category, the proof follows
reasoning as in Lemma 3.1 of [7].
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Lemma 3.5. A positive real constant =0 exists such that, for any
= # ]0, =0], any critical point x= # 41 of the functional J= satisfying
&T 2&Ta2+$ J=(x=)K (3.4)
(where $ was found in Lemma 3.4 and K is a real constant independent of =)
is a critical point of J.
Proof. Because of the form of the penalization, it is enough to prove
that =0>0 exists such that, for any = # ]0, =0] and for any critical point x=
of J= satisfying (3.4), it results
sup[d(x=(s), x0) | s # [0, 1], = # ]0, =0]]<+. (3.5)
Assume by contradiction that there exist an infinitesimal and decreasing
sequence [=m] of numbers in ]0, 1] and a sequence of critical points [xm]
of Jm #J=m , satisfying (3.4), such that
sup[d(xm(s), x0) | s # [0, 1], m # N]=+. (3.6)
As ;, A1 , and A2 are bounded, it results that [Kxm] is bounded and
then, from (3.3) and (3.4), a suitable constant C exists such that
|
1
0
(x* m , x* m) dsC for any m # N. (3.7)
So, from (3.6) and (3.7), we have
inf[d(xm(s), x0) | s # [0, 1], m # N]=+. (3.8)
If tm is the solution of (2.4) corresponding to xm , from Proposition 2.5
it follows that zm=(xm , tm) is a critical point of fm # f=m . Then, for any
! # Txm 4
1,
0=f $m(xm , tm)[!, 0]=&2 |
1
0
(Dsx* m , !) ds&|
1
0
({;(xm), !) t* 2m ds
+|
1
0
([({A1(xm))T&{A1(xm)] x* m , !) ds&|
1
0
[({;(xm), !) A2(xm)
+;(xm)({A2(xm), !)] t* m ds+|
1
0
$=m(U(xm))({U(xm), !) ds.
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From (2.4), it follows that
2Dsx* m=&Kxm
{;(xm)
2;(xm)
t* m&
1
2
{;(xm) A2(xm) t* m
+[({A1(xm))T&{A1(xm)] x* m&;(xm) {A2(xm) t* m
+$=m(U(xm)) {U(xm). (3.9)
Set, for any m # N, um(s)=U(xm(s)). Then, as xm is a critical point of
Jm , from (3.8), (3.9) and (iv) of Theorem 1.2 for m large enough, it results
that
|
1
0
u m ds=|
1
0
H U (xm)[x* m , x* m] ds+|
1
0
({U(xm), Dsx* m) ds
_ |
1
0
(x* m , x* m) ds&
1
2 |
1
0 {U(xm), Kxm
{;(xm)
2;(xm) t* m ds
&
1
4 |
1
0
({U(xm), {;(xm)) A2(xm) t* m ds
+
1
2 |
1
0
({U(xm), [({A1(xm))T&{A1(xm)] x* m) ds
&
1
2 |
1
0
({U(xm), {A2(xm)) ;(xm) t* m ds
+
1
2 |
1
0
$=m(U(xm))({U(xm), {U(xm)) ds. (3.10)
As ; and A2 are supposed bounded, it results that [Kxm], [t* m] are
bounded too and then, from (vi) of Theorem 1.2, it follows that the second
and the third integral of (3.10) is o(1). From (v) of Theorem 1.2 and from
(3.7), it follows that also the fourth and the fifth integral is o(1). Hence, as
u* m(0)=u* m(1), we obtain
0=|
1
0
u m ds
_ |
1
0
(x* m , x* m) ds
+
1
2 |
1
0
$=m(U(xm))({U(xm), {U(xm)) ds+o(1). (3.11)
491TRAJECTORIES ON LORENTZ MANIFOLDS
From (3.4) and (3.1) it follows that
|
1
0
(x* m , x* m) ds&T 2&Ta2+$ +
T 2
|
1
0
1
;(xm)
ds
+
\|
1
0
A2(xm) ds+
2
4 |
1
0
1
;(xm)
ds
&
1
4 |
1
0
;(xm) A22(xm) ds+
T
|
1
0
1
;(xm)
ds
|
1
0
A2(xm) ds
&|
1
0
(A1(xm), x* m) ds&|
1
0
=m(U(xm)) ds
=&T 2&Ta2+$ +
1
|
1
0
1
;(xm)
ds
\T+12 |
1
0
A2(xm) ds+
2
&
1
4 |
1
0
;(xm) A22(xm) ds&|
1
0
(A1(xm), x* m) ds
&|
1
0
=m(U(xm)) ds (3.12)
Moreover, from (iii) and (ii) of Theorem 1.2, for any positive real number
’ and for m large enough, it results that
A2(xm)>a2&’ (3.13)
and
;(xm)>1&’. (3.14)
Then, from (3.8), (3.12), (3.13), (3.14) and (iii) of Theorem 1.2, it follows
that, for m large enough,
|
1
0
(x* m , x* m) ds
$ &’[(T+ 12a2)
2+ 14 (1&’)(4T+2a2&’)]&|
1
0
=m(U(xm)) ds+o(1),
(3.15)
hence, choosen ’ small enough such that
$
2
>’ _\T+12 a2+
2
+
1
4
(1&’)(4T+2a2&’)& ,
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(3.11) implies
0=|
1
0
u m ds_ \$

2
+o(1)+&_ |
1
0
=m(U(xm)) ds
+
1
2 |
1
0
$=m(U(xm))({U(xm), {U(xm)) ds+o(1). (3.16)
From Lemma 3.2 and (3.8), if m is large enough, it results that
({U(xm), {U(xm)) 2,
hence, from (3.16) and from the form of the penalization, we obtain
0=|
1
0
u m ds_
$
2
+|
1
0
($=m(U(xm))&_=m(U(xm))) ds+o(1)_
$
2
+o(1),
which is a contradiction.
Lemma 3.6. For any = # ]0, 1], J= satisfies the PalaisSmale condition.
Proof. Let us consider a PalaisSmale sequence [xm]; from the form of
the penalization, assumption (ii) and (iii) of Theorem 1.2, a positive
constant C exists such that
|
1
0
(x* m , x* m) dsC for any m # N, (3.17)
so, reasoning as in Lemma 3.5, a positive constant M also exists, such that
sup[d(xm(s), x0) | s # [0, 1], m # N]M. (3.18)
From (3.18) it follows that
[xm]/41(BM),
where BM=[x # M0 | d(x, x0)M] is a compact subset of M0 . As M0 is
isometrically embedded in RN, x # H 1([0, 1], RN) exists such that
xm ( x weakly in H 1([0, 1], RN).
Reasoning as in Lemma 2.1 of [3], it follows that [xm] strongly converges
to x # 41(BM) in H 1([0, 1], RN).
Now we are ready to prove Theorem 1.2.
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Proof of Theorem 1.2. The assumptions on M0 and a result of Fadell
and Husseini (see [9]), imply that a sequence [Km] of compact subsets of
41 exists such that:
lim
m  +
cat41 Km=+.
For any m # N, a compact subset Km of 41 exists such that:
cat41 Kmn+m, (3.19)
where n=dim M0 . Note that =1>0 exists such that for any = # ]0, =1],
J=(x)=J(x) for any x # Km .
Easy calculations show that, for any K # R, T >0 exists such that for any
T>T , = # ]0, =1]:
sup J=(Km)=sup J(Km)K. (3.20)
Let us set, for j # N, j>n, = # ]0, =1],
1j=[A/41 | cat41 A j ]
c=, j= inf
A # 1j
sup
x # A
J=(x).
Then, (3.19) and (3.20) imply that for = # ]0, =1], k=n+1, ..., n+m,
c=, kK. From Lemma 3.4, it follows that, for any = # ]0, =1], and for any
T large enough,
&T 2&Ta2+$ c=, kK, k=n+1, ..., n+m. (3.21)
Lemma 3.6 and well known critical point theorems imply that any c=, k ,
k=n+1, ..., n+m, is a critical value for J= . Hence, at least m critical points
of J= , corresponding to such critical values, exist. From (3.21) and from
Proposition 2.5, we obtain that, if = is small enough, they are also critical
points of J. Now, from Proposition 2.5 and Lemma 2.1, the proof is com-
plete. Moreover such trajectories can be proved to be geometrically distinct
(see [6]).
Remark 3.7. Under the assumptions (ii) and (iii) of Theorem 1.2,
causal trajectories can be found, choosing suitable values of K (K as in
Lemma 3.5) and T.
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4. NON-COMPLETE CASE
Let us assume in this section that M0 is non-complete and all the
hypotheses of Theorem 1.7 hold. Thus the functional f defined in (2.1) must
be furtherly penalized (see, for instance, [7] and [11]). For any = # ]0, 1]
let us consider a C2 function ’= : R+  R+ such that, for any s # R+ ,
’=(s)={
0
s
if 0s
1
=
if s1+
1
=
and ’$= (s)>0 for any s> 1= .
Denote, for any z=(x, t) # Z:
f=(z)= f (z)+|
1
0
=(U(x)) ds+|
1
0
’= \ 1,2(x)+ ds
and then
J=(x)=J(x)+|
1
0
=(U(x)) ds+|
1
0
’= \ 1,2(x)+ ds.
Remark that Proposition 2.5 still holds when f and J are replaced by f=
and J= ; moreover, Lemma 3.4 still holds for the new penalized functionals,
because the penalization terms are positive and do not depend on t.
The following lemmas hold:
Lemma 4.1. A positive real constant =0 exists such that, for any
= # ]0, =0], any critical point x= # 41 of the functional J= satisfying
&T 2&Ta2+$ J=(x=)K (4.1)
(where $ can be found as in Lemma 3.4 and K is a suitable real constant
independent of =) is a critical point of J.
Proof. From the form of the penalization, it is enough to prove that
=0>0 exists such that for any critical point x= of J= satisfying (4.1) it results
that
sup[d(x=(s), x0) | s # [0, 1], = # ]0, =0]]<+. (4.2)
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and
,(x=(s))- = for any s # [0, 1]. (4.3)
At first assume by contradiction that an infinitesimal and decreasing
sequence [=m] of numbers in ]0, 1] and a sequence of critical points [xm]
of Jm #J=m satisfying (4.1) exist, such that
sup[d(xm(s), x0) | s # [0, 1], m # N]=+. (4.4)
Reasoning as in the first part of Lemma 3.5, we obtain that
inf[d(xm(s), x0) | s # [0, 1], m # N]=+. (4.5)
From (vii) of Theorem 1.7 it follows that, if m is large enough:
,(xm(s))+>0 for any s # [0, 1].
Then, as [=m] tends to zero, if m is large enough,
’=m \ 1,2(xm(s))+=0 for any s # [0, 1]
and
’$=m \ 1,2(xm(s))+=0 for any s # [0, 1].
Hence, reasoning as in the complete case (see Lemma 3.5) we obtain a
contradiction and thus (4.2) holds.
In order to complete the proof, suppose, by contradiction, that (4.3)
does not hold: then an infinitesimal and decreasing sequence [=m] of
numbers in ]0, 1] and a sequence of critical points [xm] of Jm #J=m
satisfying (4.1) exist, such that
,(xm(sm))<- =m (4.6)
where sm denotes the minimum point of ,(xm(s)) in [0,1]. Set, for any
m # N, vm(sm)=,(xm(sm)), then, for any m # N it results:
v* m(sm)=0 and v m(sm)0.
Set tm=9(xm), where 9 was defined in (2.11); then, from Proposition 2.5,
applied to the penalized functionals, zm=(xm , tm) is a critical point of fm .
Hence, from (84) and (viii) of Theorem 1.7 it follows that
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0H 8L(zm(sm))[z* m(sm), z* m(sm)]+({L8(zm(sm)), Dsz* m(sm)) L
H 8L(zm(sm))[z* m(sm), z* m(sm)]+
1
2
curl A(zm)[{L8(zm(sm)), z* m]
&
1
2
’$=m \ 182(zm(sm))+
{L8(zm(sm))
83(zm(sm))
, {L8(zm(sm))L
<&
1
2
’$=m \ 182(zm(sm))+
{L8(zm(sm))
83(zm(sm))
, {L8(zm(sm))L . (4.7)
Note that, from (83), it follows that, for any z # M,
({L8(z), {L8(z)) L>0 (4.8)
and then, from Remark 1.8, (1.2), and (4.6), it follows that
({L8(zm(sm)), {L8(zm(sm))) L>0
for m large enough. Finally, from (4.6) and (1.2), it follows that
1
82(zm(sm))
>
1
=m
and then
’$m \ 182(zm(sm))+>0
thus obtaining that the last term of (4.7) must be negative. That is a
contradiction, so (4.3) holds.
Lemma 4.2. Let M0 be a Riemannian manifold with convex boundary
satisfying (vii) of Theorem 1.7. Let [xm]/41 be a sequence such that
{|
1
0
(x* m , x* m) ds= is bounded
and [sm]/[0, 1] exists such that
lim
m  +
,(xm(sm))=0.
Then, it results that, up to a subsequence,
lim
m  + |
1
0
1
,2(xm)
ds=+.
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Proof. See Lemma 2.3 of [8].
Lemma 4.3. For any =>0 and for any a # R the sublevels
J a= =[x # 4
1 | J=(x)a]
are complete metric subspaces of 41. Moreover the functional J= satisfies the
PalaisSmale condition for any =>0.
Proof. Fix =>0 and a # R; remark that
{|
1
0
(x* , x* ) ds } x # J a== and {|
1
0
’= \ 1,2(x)+ ds } x # J a== (4.9)
are bounded.
Let us prove that a +>0 exists such that:
J a= /4
1
+=[x # 4
1 | ,(x(s))+, for any s # [0, 1]].
Argue by contradiction and suppose that two sequences [xm]/J a= and
[sm]/[0, 1] exist, such that
lim
m  +
,(xm(sm))=0 (4.10)
Then, from (4.9) and Lemma 4.2, it follows that
|
1
0
1
,2(xm)
ds  +. (4.11)
From the form of ’= , it follows that b= # R exists, such that
’=(s)>s&b= for any s0
and then
’= \ 1,2(x(s))+>
1
,2(x(s))
&b= for any s # [0, 1]. (4.12)
From (4.11) and (4.12) it follows that
|
1
0
’= \ 1,2(xm)+ ds  +,
and that contradicts (4.9).
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Suppose now that [xm]/41 is a PalaisSmale sequence, then:
{|
1
0
(x* m , x* m) ds=, {|
1
0
=(U(xm)) ds= , {|
1
0
’= \ 1,2(xm)+ ds= (4.13)
are bounded. It follows that [d(xm , x0)] is bounded and, moreover, +>0
exists such that [xm]/41+ ; so we can reason as in Lemma 3.6 and obtain
the thesis.
Proof of Theorem 1.5. As in the proof of Theorem 1.2, for any m # N,
a compact subset Km of 41 can be found, such that
cat41 Kmn+m, (4.15)
where n=dim M0 . Hence = >0 exists such that, for any = # ]0, = ] and for
any x # Km ,
|
1
0
=(U(x)) ds=0 and |
1
0
’= \ 1,2(x)+ ds=0.
Then
J=(x)=J(x) for any x # Km .
Lemmas 4.1 and 4.3 permit now to reason as in the proof of Theorem 1.2,
thus obtaining the thesis.
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