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Abstract 
Zeolite ZSM-5 is a standard material in the petrochemical industry used as a catalyst in 
oil refining processes such as MTG (methanol to gasoline) process. Another significant 
feature is its shape selectivity toward parasubstitued aromatics. This selectivity has 
been very valuable in the processing of BTX (benzene, toluene, xylene). Such a material 
has, thus, attracted a lot of attention from the scientific community. It is used as a 
benchmark in order to investigate and improve the catalyst and selectivity properties 
of zeolite materials. 
The adsorption of aromatic molecules inside the zeolite ZSM-5 silicalite presents also 
some unusual adsorption isotherms which has generated a great body of experimental 
and theoretical articles with only partial agreements. It is believed that the source of 
these discrepancies originates from the main characteristic of this system, a tight fit 
situation between the diameter of the aromatic ring and the size of the zeolite pore. 
The aim of this thesis is to achieve a consistent explanation between the experimental 
data measurements and the theoretical models. 
The determination of some adsorption values such as the Henry coefficient or the isos-
teric heat of adsorption by data interpolations or calculation from theoretical simulation 
is the numerical criterion to check this consistency. It is also the prerequisite to validate 
the parameters used to carry out the Monte Carlo simulation of such a system. This 
work studies the limits of this epistemological approach. 
We start from a review of the different standard isotherm models and derive a new set 
of equations deviced to fit the particularities of the benzene/silicalite system. Then, 
we inplement these models in the statistical package Octave and interpolate their pa-
rameters from different sets of experimental data. Finally, we discuss the stastistical 
relevance of the Henry and isosteric heat values calculated. 
We continue with the investigation of the limits of a Monte Carlo simulation. We 
use the BIG-MAC Monte Carlo programme. We first device new biases Monte Cabs 
algorithms to inprove the efficiency of the simulation. In a second step, we inplement 
them along with different Force Field potentials. Then, we discuss the difficulties to 
assess such a heterogeneous set of Force Field simulation parameters. A new statistical 
approach to check the efficiency of the different zeolite Force Field potential models 
in the framework of a Monte Carlo simulation were tested. Finally, we analyse the 
strengthes and weaknesses of the new biases Monte Carlo algorithms. 
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Chapter 1 
Microporous materials: a particular 
system 
1.1 Introduction 
It can be a delicate task to answer some supposed mundane question such as what 
you are doing in your PhD. A straight answer should be, in my case, something like: 
"I am studying the adsorption behaviour of aromatic molecules such as benzenes or 
p-xylenes inside the zeolite ZSM-5 silicalite by computer simulation". At that moment 
most people smile and quickly turn away or at least change the topic of the conversation. 
However the bravest few keep asking you what it all means. Then, I usually try to grab 
them in a corner before starting my story. 
My first task consists of explaining what zeolites, and more specifically ZSM-5 silicalite 
zeolites, are. I need as well as to describe aromatic molecules. Let us begin with a sketch 
of the zeolite crystal. I should start to state that zeolites are porous aluminosilicate 
media. They can be described as a three dimensional network of channels and pores. 
For example, the ZSM-5 zeolite consists of straight channels intersected by slightly 
narrower sinusoidal channels as shown on figure 1.1. A special class of such zeolite, 
with very low concentration in aluminium, is called silicailte. 
The aromatic molecules can only adsorb, i.e. remain on the internal surface of the 
zeolite for a short while, onto localised sites. Molecules can adsorb inside the straight 
and zig-zag channels and at their intersections. A unit cell, the basic building block of 
1 
Figure 1.1: Channel structures of ZSM-5, the S. Z and I letters stand for Straight, Zig—zag and Intersection 
sites respectively 
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Figure 1.2: Benzene and p—xylene 
a crystal, contains 4 sites of each kind. 
What must be stressed here is that the size and length of both the molecules and the 
pores and channels of the zeolite are similar. As a result, small structural differences in 
the adsorbate molecule are likely to have some consequences on the scale of the whole 
system. The problem I have to solve in this thesis is to understand and to explain why 
and how "it is likely". 
Let us focus now on the second part of the system, the aromatic molecules. They 
are unsaturated cyclic molecules. The aromatic rings are characterised by 4n+2 ir 
electrons, where n is a non-negative integer (Hückel's Rule). The 7r electrons are the 
2 
basic components of an unsaturated double bond. The empirical formula for benzene 
and p-xylene are respectively: 
C6H6 	 (1.1) 
C8H10 	 (1.2) 
A picture of these molecules is shown in figure 1.2. These molecules interact with 
the other part of the system, the zeolite. As far as these interactions are concerned, 
different points should be remembered: 
. Their aromatic ring makes them quite rigid. 
• If both molecules are electrostatically neutral, their rings are polar. That means 
that some regions of the molecule are positively charged, some other negatively 
charged; the total sum being zero. We can model them with partial charges, 
which can generate a small energy called the induction energy. 
• The difference between the two molecules is obviously the two methyl groups 
diametrically opposed' on the p-xylene ring. They tend to constrain the moves 
of this molecule. 
Why are these aspects important? Well, these aspects are going to make the different 
interactions through the dual-component system benzene/ZSM-5 and p-xylene/ZSM--
5 more complex. I can now make an initial observation: These particular systems show 
some unexpected adsorption behaviours. For instance, for the two systems, there is a 
saturation loading of 8 molecules per unit cell: only two thirds of the available sites are 
filled. 
Before describing further this unusual behaviour, it is useful to answer first questions 
such as what an expected adsorption behaviour is and why it is expected. A brief 
history of these zeolite materials gives a first hint. It also allows the introduction of 
properties that make them so interesting from both an industrial and scientific point 
of view. 
'This position of the two groups is the reason of the p (for para) of p—xylene. It is to be opposed with 
the m(mea)—xy1ene and o(ortho)-xylene where the two methyl groups are on two adjacent carbons 
and on one carbon and a next-adjacent one respectively. 
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1.2 Brief history 
The discovery and naming of zeolites is due to the Swedish mineralogist Cronstedt 
in 1756. He collected a sample of well-formed crystals from the Svappavari Copper 
Mine in Lapprnark, Sweden, which upon heating produced a peculiar frothing. He thus 
termed this new material "zeolites" from the Greek words "to boil" and "rock". 
In the late 1930's, Barrer began the characterisation of zeolite structure and chemistry. 
His initial work studying zeolites confirmed the molecular sieving properties of the 
microporous solids. A molecular sieve is a material with selective adsorption properties 
capable of separating components of a mixture on the basis of a difference in molecular 
size and shape. 
These discoveries sparked huge interest in the synthesis of shape selective zeolite cat-
alysts in companies such as Union Carbide and Mobil in the late 1950's. A catalyst 
is a material that speeds up a chemical reaction. As a consequence, it decreases the 
amount of energy needed to get the product of a reaction. Moreover, the selectivity 
of the zeolites allows to avoid the formation of the by-products of the reaction. These 
properties explain the immense economical importance of zeolites for oil companies. 
The ZSM-5 materials are favoured by these companies. The limited channel dimen-
sions of the ZSM-5 framework allow neither the formation of aromatic compounds 
with more than 11 carbon atoms inside this zeolite nor the formation of multiple ring 
precursors that leads to coking. Even if coke does form, the three-directional chan-
nel structure makes the diffusion limitation of coke less critical. ZSM-5 is therefore 
more resistant to deactivation by coke. Moreover, the interconnected channel structure 
also reduces the hindrance due to the counterdiffusion of reaction products and reac-
tants, as they may diffuse in and out the channel system through different pores [13]. 
This has been termed "molecular traffic control". One famous application is the MTG 
(methanol to gasoline) process [14], where range of low paraffins and small alkylaro-
matics are produced from methanol. Another significant feature of ZSM-5 zeolite is 
its shape selectivity toward parasubstitued aromatics. This selectivity has been very 
valuable in the processing of BTX (benzene, toluene, xylene). It includes the toluene 
disproportionation, xylene isomerisation, and benzene ailcylation processes [15, 161. 
However, oil companies are not the only firms interested with these materials. Over 
the past few decades, the study and application of zeolites has increased enormously, 
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as is shown by the more than 2500 papers, patents and books on zeolites published 
annually [17]. Hundreds of thousands of tons of zeolites [17] are used every year, as 
water softeners in detergents, as catalysts, as adsorbents or desiccants, or even as soil 
improvers, to control soil pH, moisture, and manure malodour [18]. We see thus that 
zeolites are versatile materials that can be used for very different kinds of chemical 
reactions. 
The main drawback is that most reactions require a specific kind of zeolite to be carried 
out in the most efficient way. At the beginning, these catalyst processes have been 
devised by purely empirical methods and countless screening experiments. According 
to Schlögl [19], "this heuristic approach has led to the opinion that the catalyst research 
is not a science but rather 'black magic'." At that point, the reader can start to wonder 
if each sorbate/zeolite system is so particular, we can not expect any general behaviour. 
We can just collect some data, and try to explain them. 
And indeed, the fundamental processes that dictate the performance of these mate-
rials are still poorly understood. A reaction inside the sorbate/zeolite system follows 
this general scheme. Molecules enter into a zeolite and migrate inside the pores and 
channels. They adsorb onto active sites where the reaction can take place. Then the 
products of the reaction exit the zeolite. Each part of this process involves a specific 
physical problem and must be studied by an appropriate technique. The reaction it-
self, for example, can be investigated only on the quantum level because breaking and 
creation of chemical bonds occur. Zeolite research covers today a wide area, including 
catalytic and ion exchange properties of zeolites, zeolite synthesis and the behaviour of 
molecules adsorbed on the internal zeolite surface, to name but a few. I am interested 
in this thesis on the physical aspect of a heterogeneous catalyst, more specifically the 
adsorption processes. 
1.3 Zeolite structure 
Now if we try to answer the introductory question (what is an expected adsorption 
behaviour?), a first attempt should be: We expect that a given kind of zeolite/sorbate 
interaction leads to a given adsorption behaviour. The "given kind of interaction" is 
to be specified. The first step is to define the particular structure and composition of 
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Figure 1.3: Tetrahedral unit 
Figure 1.4: Sodalite unit 
zeolites. They are highly crystalline, hydrated aluminosificates. The empirical formula 
for a zeolite is: 
M21. [A1 203 1 .x[Si02] .y[H20] 	 (1.3) 
Where n is the cation valence of M, usually a group I or II ion. 
Three levels of building block can be used to describe zeolites. The primary building 
block structure is the T04 unit (where T is silicon or aluminium). The T04 unit is 
frequently represented as a tetrahedron (figure 1.3 ), with 0 atoms at each corner and 
the T atom at the center. These units are linked together, via shared oxygens. A finite 
number of specific combinations of tetrahedra produce a variety of "secondary building 
units", (SBU's). The arrangements in space of one kind only of SBU's form larger 
precursors to the individual zeolite structures, such as a sodalite cage. An example is 
given in figure 1.4. In connecting to each other these precursors generate the unit cell. 
Two examples can be seen in figures 1.5 and 1.6. 
These topologies are identified by three-letter acronyms assigned by the International 
Zeolite Association (IZA). A compilation of internationally recognised different topolo-
gies with their acronyms is available on their web site [20]. Since zeolites can be 
modified by ion exchange, by isomorphic substitution (i.e., replacement of Si and Al by 
other element in the framework), there exist an almost uncountable number of zeolite 
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Figure 1.5: Sodalite based zeolites 
ZSM-5 	 Mordenite 	 2ohteL 
Figure 1.6: Pentasil based zeoites 
materials. 
The crystallinity is the source of a high thermal stability and a resistance against ag-
gressive media. This also causes a high internal surface area, which allows an interesting 
property such as a high adsorbent capacity. 
This thesis focuses on the ZSM-5 (acronym for Zeolite Socony Mobil type 5) system and 
most particularly its deficient aluminium analog the silicalite system. These zeolites 
were first synthesised by the Mobil firm. Their framework structures are essentially 
similar. These materials belong to the family of pentasil zeolites (see figure 1.6), and 
more specifically the MFI group. The name of this family comes from the fact that the 
pentasil secondary building unit is built up from five membered oxygen rings. 
The ZSM-5 framework is sketched on figure 1.1. The channels are limited by ten-
membered oxygen rings of a free diameter 6.OA. A unit cell contains two straight 
channel sections and four zig-zag channels. The length of the sinusoidal channel is 
about 6.6 A, while the length of the straight one is equal to the cell constant b ( 19.8 
A). These two channels meet at four intersection sites. This structure thus contains 
four sites of each kind. 
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The high Si/Al ratio (over 1000) of siJicaJite gives it a hydrophobic characteristic. 
Therefore, hydrocarbons are preferentially adsorbed from a more hydrophilic mixture. 
This short description of the zeolite material, and particularly the MFI structure, is 
going to allow me to present you with some examples of diffusion of sorbate molecules 
in zeolite. That should offer an idea of what "expected behaviours" are like. 
1.4 Diffusion and Adsorption processes 
Actually, it is difficult to work out a general theory of diffusion in these materials. The 
particularity of the diffusion and adsorption processes inside the zeolite framework is 
the strong interactions between the zeolite and adsorbates and between the sorbates 
themselves. This leads to complex diffusional behaviours, termed "configurational dif-
fusion" by Weisz [21]. Most zeolite/sorbate systems tend to be a diflusional regime 
of its own. However we can focus on the different mechanisms that shape the sorbate 
concentration dependence patterns. 
A first set of mechanisms is linked to the structure and composition of the sieve. 
They tend to apply over the whole diffusion process. The steric interactions drive 
the molecules inside the zeolite. The relative size of the sorbate versus the zeolite pores 
can be a bottleneck and trap the molecules in some preferred sites. As an example, 
the diffusivities of methane, ethane and propane in zeolites NaX, silicajite and 5A have 
been shown to increase in order of increasing pore diameter [22]. 
It should be noted, however, that pore diameter is not always the deciding factor. A 
particular chemical composition of the sieve can generate active sites with respect to 
the molecule. This can be highlighted, for example, by the interactions between the 7r 
bonds of adsorbate species and zeolite cations. The electrostatic interactions can also 
play an important selective role in the diffusion. The diffusivity of water is much higher 
in ZSM-5 than in NaA or NaX, presumably due to stronger interactions in the more 
polar A and X zeolites [22]. 
On the other hand, the diffusion process itself can modify the diffusivity of the molecule. 
An example is the adsorption behaviour of hexane or heptane into the zeolite ZSM-5 
silicalite. This complex mechanism has been termed "commensurate freezing" by Smit 
et al [23]. For these systems, the size of these alkane chains matches the length of 
FZ 
the zeolite channel sites. The molecules start to fill a first set of channel sites and 
then get "frozen" inside. An increase of pressure overcomes this entropic barrier. This 
behaviour can be seen on an adsorption isotherm where a plateau occurs. An isotherm 
shows the relationship between the amount adsorbed at equilibrium and the adsorbate 
pressure at constant temperature. 
Finally, the sorbate/sorbate interactions can affect the general diffusion behaviour. An 
example is the counter diffusion phenomenon [13]. This process involves a component 
that diffuses into the zeolite while another one diffuses out. This crossing changes the 
diffusion pattern of each component. 
This list of mechanisms to explain the diffusion and adsorption behaviour is by no way 
exhaustive. At the same time, competition or cooperativeness between these mech-
anisms can occur and bring another level of complexity. However they can give us 
a theoretical tool kit to explain the adsorption of the aromatic molecules inside the 
ZSM-5 silicalite. I will first describe the unusual behaviour of these systems through a 
literature survey. 
15 Measurement of adsorption and diffusion in zeolite 
An impressive variety of experimental techniques have been developed to study the 
diffusion and adsorption of sorbate molecules in zeolite. A good review can be found 
in the book of Karger and Ruthven [241. Due to their importance, the fundamental 
adsorption of aromatic sorbates in zeolites of the ZSM-5 family has been investigated 
extensively by various experimental methods, including: 
• isotherms [25, 4, 26, 5, 27, 28, 29, 30, 31, 1, 2, 3], 
• sorption isochore [32, 33], 
• calorimetry measurements [34, 35], 
• gas chromatography [36], 
• X-ray powder diffraction [37, 38, 39, 40, 41, 42, 43, 44, 45, 46, 47], 
• neutron powder diffraction [48, 491, 
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• FT-Raman spectroscopy [50, 51, 52], 
• solid-state NMR [53, 54 
The four first experimental methods provide data on the thermodynamics of adsorbate-
host interactions. Diffraction data furnish information concerning the site location of 
the adsorbates molecules and the change of lattice structure induced by both temper-
ature and the presence of organic adsorbates. The NMR analysis offer details of the 
motion of the adsorbates inside the zeolite, while the FT-Raman focuses on the differ-
ent sorbate/sorbate and sorbate/host interactions. They both can observe the change 
in host structure. 
Collectively, these experimental results indicate some unusual adsorption characteristics 
for the aromatic-MFI system: 
• A change in isotherm shape from type I to type IV with decreasing temperature 
can be observed [2, 3]. These types come from the Brunauer's classification [55]. 
Type IV isotherm has a S shape. Type I refers as Langmuir-type isotherm. It 
shows a fairly rapid rise in the amount of adsorption with the pressure up to a 
limiting value. The latter type is seen during the adsorption of smaller molecules. 
This means that silicate can readily adsorb up to 4 adsorbate molecules per unit 
cell, but higher pressures than expected are needed to reach the saturation loading 
of 8 molecules per unit cell 
• Fluctuation in the heat of adsorption during the adsorption process [33, 34], with 
a sharp rise at about 4 molecules per unit cell. This heat corresponds to the 
energy we need to bring to transfer a molecule from the bulk to the surface. 
A constant heat means that the molecules adsorb onto similar sites during the 
adsorption process. 
• A slight modification of the framework structure with loading is found. Silicalite 
is known to exist in three distinct forms: a monoclinic, an orthorhombic form with 
Pnma symmetry, and an orthorhombic form with P212121 symmetry, which van 
Koningsveld et at. refer to as MONO, OWI7HO and PARA [40] . A reversible 
phase transition from the low temperature monoclinic structure to ORTHO occurs 
at about 350K. This transition can also be brought about by the adsorption of 
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various organic molecules. The third form, PARA, is observed for silicalite with 
high loading of p-xylene. The pore volumes are similar in the two first structures, 
but increased in the PARA form. Moreover the pore size in the straight channel 
of about 5.6A is not affected by the ORTHO-MONO transition but changes with 
the PARA form where the ten-rings become more elliptical. This pore size is 
close to the kinetic diameter of p-xylene. The zig-zag channel cross section is 
nearly circular. Finally, X-Ray data highlights a complex phase diagram of the 
guest-host system [37, 38, 39, 48]. 
We can add some aspects due to the particularities of the benzene/ZSM-5 and p-
xylene/ZSM-5 system respectively: 
• At low loading, below 4 molecules per unit cell, it is shown experimentally that 
the benzene molecules occupy predominantly the intersection sites. NMR exper-
iments show that the molecules do not interact with each other [56]. At higher 
loading, a rise in the heat of adsorption appears and the benzenes are found in 
the zig-zag channels and intersection sites. At saturation loading of 8 molecules 
per unit cell the intersection and straight sites are predominantly occupied. The 
atomistic causes of the rise in the heat of adsorption, as well as the saturation 
of 8 molecules (and not 12 molecules, which should have corresponded with the 
filling of the three kinds of pore) are still subject to discussion. Also, Lee and 
Chang [3] have found a second plateau (see their isotherms in figure 1.7) in their 
adsorption isotherm at high pressure around 303K between 6 to 8 molecules per 
unit cell. 
• Adsorption isotherms for p-xylene indicate that silicate can readily adsorb up 
to four p-xylene molecules per unit cell, but higher pressures than expected are 
needed to reach the saturation loading of 8 molecules per unit cell [4]. Single 
X-ray diffraction results have shown that at around two molecules per unit cell 
there is a structural phase change form MONO to ORTHO and all the p-xylene 
molecules are located at channel intersections with their methyl group positioned 
in the straight channels [35, 57]. At higher loading the p-xylene molecules be-
come located in the channel intersections and zig-zag channels [40] and the ze-
olite framework undergoes another phase transition from the ORTHO to the 
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PARA structure. The silicalite phase transition has also been confirmed by FT-
Raman study [51] and by 29 Si solid state NMR results [53]. The NMR spectra of 
the lattice structure changes with loading, which involves a modification of the 
framework. The existence of two p-xylene locations at high loadings has been de-
tected by ' 3C NMR spectroscopy. Finally, this system might present a hysteresis 
cycle during the adsorption—desorption process. Olson et al. [4], Richards and 
Rees [31] and Jacobs et a.1 [26] observe it whereas Talu [2], Pope [32] and Lohse 
and Fahike [27] do not. A hysteresis is defined as the lag in a variable property of 
a system, with respect to the effect producing it as the effect varies. In our case 
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Figure 1.7: Benzene isotherms in silicalite at different temperatures from various experimental sources 
(Guo [1, 2], Lee [3], Olson [4] and Wu[51) 
It is useful to add that there is some reported discrepancies or partial agreement in 
the literature about these different set of results. For example, the Henry coefficient 
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Figure 1.8: p—xylene sorption isotherms in silicalite at different temperatures from various experimental 
sources (Guo [21 and Lee [31) 
heat of adsorption of p-xylene displays a more complex pattern in the work of Richards 
and Rees [59] and Lee and Chiang [3] than in Thamm [34] and Pope [33]. Lee and 
Chiang argue that the difference can be due to the temperature dependence of this 
heat. Moreover, there are only a partial agreement between two sets of 2H NMR 
observations about the p—xylene/silicalite system 160]. Likewise numerous isotherm 
measurements that have been carried out not only to get a wider range of curves but 
also to increase the reliability of the data in increasing the size of the zeolite sample [3]. 
A sample of such isotherms is shown on figures 1.7 and 1.8. Reasons for the dissimilarity 
of the literature can be sourced from the quality of the zeolite sample [35], the Al/Si 
r9tir Tffl] cr thea urr+cy, hiu+rsr,Il 
LJ' 	 JL'J 
Several contradicting theories have been applied to explain these unusual behaviours. 
Because of the tight fit between aromatic molecules and the ZSM-5 zeolite, strong 
sorbate-sorbent interactions occur. These interactions can affect the sorbate-sorbate 
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interactions and even the zeolite framework. They bias the isotherm toward a more 
complex shape. It is still not clearly understood how to rationalise the strange jump 
in the heat of adsorption (see figure 2.11 in the next chapter). The benzene-benzene 
interactions can cause the adsorption of dimers and then a cooperative redistribution 
of adsorbed molecules (Thamm [341). If we add up sorbate-zeolite interactions, we can 
generate sites with different enthalpy and entropy. The filling of the different pores can 
induce the shape of the isotherm [611. Talu and co-worker [1, 2] proposed a two-patch 
model of collective mobile adsorption with surface phase transitions. Guo et al. [1] 
outline the possibility of a phase boundary in their PV plot generated by their isotherm 
data. 
The complexities of behaviour highlighted above and the difficulties to draw a clear pic-
ture of them from experimental results brought researchers to investigate more closely 
computer simulation. These simulations are based on atomistic model of real physical 
systems and rely on statistical mechanisms to predict macroscopic properties. They can 
thus form a bridge between the macroscopic world and complex microscopic behaviours 
from a single theoretical model. 
14 
Chapter 2 
From theoretical models to 
experimental data interpolations 
2.1 Introduction 
People are still sceptical about the role of computer simulations in the scientific research 
process. Their main concern is the reliability of this tool. They question how fax those 
results, as a tool to describe and understand the insight of a physical phenomenon, can 
be trusted. A second aspect that can worry people is the usefulness of a simulation from 
a scientific view point. It is not straightforward that calculations based on well-known 
theories can lead to new discoveries. 
A first answer is that computer simulations are a complementary but limited tool to 
investigate real materials. They can give an accurate answer to the study of complex 
many-body systems, such as liquids or heterogeneous adsorption, that cannot be solved 
analytically. However, they allows only a better description of nature. We have to bear 
in mind that the results of a simulation are only numbers; it is left to us to infer the 
conclusions. 
At a second level, computer simulations can test theories. The use of approximate 
theories, such as the Boltzmann equation in order to describe the transport properties 
of a dilute gas, allow the prediction of the properties of real materials. Given sufficient 
information about the intermolecular interactions, these theories will provide us with 
an estimate of the properties of interest. However, if we find that a particular theory 
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disagrees with experimental data, there is uncertainty as to whether the theory or the 
estimate of the intermolecular forces are wrong. Computer simulation can overcome 
these difficulties. The comparison between calculated properties based on experimental 
data and simulation results can assess the validity of the model of interaction forces 
used in the simulation. We can then check the prediction of an approximate analytical 
theory with the calculated simulation results. This method to screen theories before 
we apply them to the real world is called a computer experiment. 
Finally, computer simulations can be used as a purely exploratory tool. We can extrap-
olate or interpolate results from some points that have already been well tested against 
experimental data. The aim here is to access some region of the system that cannot be 
reached by experimental apparatus. 
I shall try through the presentation of a simulation case study, the adsorption of aro-
matic molecules in the zeolite SILICALITE, to highlight this interrelation between 
experimental results, theories and computer experiments. This chapter gives a general 
theoretical background on which the simulation is based. It starts with a general view 
of statistical physics. Then we focus on the description of the mechanism of adsorp-
tion, and more precisely we introduce several properties that we aim to calculate and 
compare with experimental results. 
2.2 Statistical physics background 
My aim in this section is to summarise some aspects of statistical physics that are 
of interest to the remainder of this thesis. Many sources are available for further 
reading [11, 62, 63]. 
The subject of statistical physics is the study of the particular laws that govern the 
behaviour and properties of macroscopic bodies. Although the motion of a system with 
very many degrees of freedom obeys the same laws as that of a system consisting of a 
small number of particles, the presence of this large number of degrees of freedom gives 
rise to qualitatively new properties. A macroscopic system can be characterised by a 
few thermodynamic variables. 
Let us develop this statement a bit further. The positions and momenta can specify 
the state of a system of N particles at a given time. These positions, p, and momenta, 
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q can be thought as the coordinates of a point in a 6N multidimensional phase space. 
Consider that we study a closed system, i.e. with no interaction with any other body. 
We can split this macroscopic body into yet smaller macroscopic parts. These regions, 
contrary to the closed system, interact with each other. Owing to the complexity of its 
interactions with the other part of the system, a subsystem will pass sufficiently often 
through all its possible states. 
Let us define now p, the distribution function, as the density of a probability distribution 
in the phase space. The probability here refers to the probability that the subsystem 
will be found in a small given region of the phase space at an arbitrary time. A 
distribution function must be normalised: 
f p dp dq = 1 
	
(2.1) 
Where dp dq is an infinitesimal element of the phase space. dp and dq denote the 
differentials of all the momenta and all the coordinates of the system respectively. This 
distribution function is independent both of the initial state of the other subsystems 
and of its own initial state. 
The determination of the distribution function allows the calculation of the statistical 
average of any physical quantity that depends of the state of the subsystem. Such 
an average over all possible states of a system is called an ensemble average. This 
statistical averaging is equivalent to time averaging. And this time averaging over a 
long time interval t can be considered as the experimentally observable macroscopic 
property A 5 . 
f toba 
A obs =< A >time 	lim --- A(t)dt 	 (2.2) t0b300 tob3   
A 0b3 =< A >= f A(p, q)p(p, q) dp dq 	 (2.3) 
The former equation 2.2 is the heart of a computer simulation. A sufficient region 
of phase space is explored in a feasible amount of time. A set of different initial 
conditions, controlled by some given macroscopic parameters, must lead to the same 
averages. Thus we can get some thermodynamic consistency. Also we have to bear in 
mind that we deal with statistical equilibrium: we have to wait for the influence of the 
initial conditions to disappear before averaging. Finally, the exploration of the phase 
space is done through the solving the equations of motion over a long but finite amount 
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of time. The basis of a Molecular Dynamics (MD) simulation is centred on this task 
and on the calculation of the corresponding averages.. 
In a weakly interaction subsystem, over a not too long interval of time, the phase space 
density p will change with time. However, no parts of the system are destroyed or 
created during this evolution, and Liouville's theorem, which is essentially the conser-
vation law for probability density, states that the distribution function is constant along 
a phase trajectory [62, 631. 
8t 
	 (2.4) 
It follows directly from Liouville's theorem that the distribution function is completely 
determined by a combination of macroscopic parameters (NPT, NVT etc.), which re-
mains constant while the subsystem moves like a closed system. 
The most simple distribution we can construct is the function p = constant for all 
points of the phase space corresponding to a given constant value of the energy E0, 
momentum P0, and angular momentum M0 of the system, and p = 0 for all other 
points. 
E(p,q) = Eo,P(p,q) = Po,M(p,q) = M0 	 (2.5) 
This is equivalent to asserting that the phase trajectories of a closed system after a 
sufficiently long time pass arbitrarily to any point of the subspace defined by 2.5. This 
assumption, which we use in computer simulation, is known as the ergodic hypothesis. 
Another way to state it is to say that once we have specified macroscopic parameters 
(such as N, V, and E) time averages do not depend on the initial coordinates and 
momenta. This corresponds to replacing the time average by an average taken over all 
the members of the ensemble, "frozen" at a particular timer 
A oi s < A >ens = >A(p,q) Pens  (p,q) 	 (2.6) 
It is convenient to use, in place of Pens (p, q), a weight function Wens (p, q), which satisfies 
the following equations: 
pens(p,q) = Q 8wens (y,q) 	 (2.7) 




p,q Ip,q Wens(J, q) 
The weight function is essentially a non-normalised form of Pens  q), with the parti-
tion function Qens  acting as the normalising factor. Q5 is simply a function of the 
macroscopic properties defining the ensemble. The definition of the thermodynamic 
potential W makes the connection with classical thermodynamics. 
W ens = — In Qens 	 (2.10) 
This is the function that has a maximum value at thermodynamic equilibrium. 
For a system completely isolated from the environment, the number of particles N, the 
volume V and the energy E are constant. This system is defined by the microcanonical 
partition function, Q(E). It links the number of the energy quantum states of the 
system with the entropy, S. 
S=kB1n1(E) 	 (2.11) 
Both S and l(E) contain an arbitrary multiplicative constant, whose choice corre-
sponds to the definition of a zero of entropy. For historical reasons, this constant is 
Boltzmann's constant, kB. 
If we allow the system to exchange energy across a bounding wall which separates 
it from the surroundings, the new ensemble defined is called the canonical ensemble. 
The parameters N, V and the temperature T are constant. This ensemble relates the 
Helmholtz free energy, F, with the canonical partition function Q(N, V, T) through the 
equation: 
F= —kBT1nQ(N,V,T) 	 (2.12) 
Finally, a thermodynamic potential has a special significance for adsorption, the grand 
potential. Here we examine a system which allows heat and particle exchange with the 
environment, leading to the grand canonical partition function, 
1/, T) = 	exp(—E/kBT) exp(./kT) = Z 	N ,1/, T) (2.13) 
It is the thermodynamic potential for a system with fixed volume V. chemical potentials 
for all components of the system, jt and temperature, T. N is the set of all numbers 
of the distinguishable chemical components in the system. The "dot product" leads 
to a sum of jLjNj terms, one for each component. N is the set of absolute activities 
exp(/kBT). Thermodynamically, t, corresponds to the change in one of the state 
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functions with respect to the number of molecules of that component. For the Helmholtz 




aNi ) T, V 
The thermodynamic connection is the follow: 
PV = kBT1n(,t,V,T) 	 (2.15) 
This partition function is thus ideally suited for computations of the pressure equation 
of state. 
The evaluation of Qens  through a clever sampling of the relevant states of a system 
in accordance with the probability density p(p,q), is central to the Monte Carlo (MC) 
technique. 
Although this PhD is not directly related to the theoretical aspect of the simulation, 
this background is useful to understand the basic limitations of a simulation: When 
we simulate a subsystem we assume that we can extrapolate from this simulation the 
properties of the whole system. To be more specific, the subsystem we consider in this 
work is assumed ergodic. That is, the sample of the particles of the system through 
time or through the phase space should lead to the same statistical average. Periodic 
conditions are applied, i.e. the basic simulation box is replicated in three directions. 
More precisely, the simulation comprises a supercell of the zeolite framework. 
2.3 Computer simulation 
The aim of these assumptions is to make the calculation more manageable. Here we 
consider another key aspect of computer simulation. We have to find a balance between 
the accuracy of the results and the practical time consuming aspect of the calculation. 
There are three parameters of the simulation we can adjust in order to save CPU time. 
We can simplify the complexity of the system we are investigating. In our case, that 
means considering the zeolite framework rigid or flexible. In the former case we in-
terpolate the host/guest interaction energies from a three dimensional grid calculated 
beforehand. The Kisilev model [64, 651 is the most popular of such approaches. It is 
based on two assumptions. Firstly, the loading of the sorbate does not affect the ge-
ometry of the zeolite. The second assumption is that the interactions between sorbate 
and zeolite are dominated by CH. . .0 interactions. 
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The second parameter is the model that describes the forces between the components 
of the system. It can be based either on classical mechanics, quantum mechanics, or a 
mixture of classical and quantum mechanics. We are studying adsorption and not the 
forming or breaking of bonds, thus a classical model is suitable for our purpose. Such a 
system employs parametrised interatomic potentials, a so—called force field, to describe 
the forces between particles in a system, and the energies these forces produce. 
The third parameter is the technique used for the simulation. Different classes of 
methods have been developed. 
The most sophisticated one, the Molecular Dynamics(MD) method uses time aver-
ages [66]. As the simulation is dynamical, the atoms are given velocities that are 
chosen with a target temperature in mind. Data are generated according to Newton's 
Second Law: 
d2x - F1 
dt2 - m 1 
x, F1 and m 1 are the position of the particle i, the force acting on it and its mass, 
respectively. t stands for the time. 
MD gives the most detailed and rich information of any atomistic simulation method. 
However the time-step of integration can be the bottleneck of this method. It has to be 
below the typical time scale of the system. That can prevent the study of infrequent 
events with a much larger time scale. As far we are aware, this method has not been 
used productively to study the adsorption of aromatic molecules inside ZSM-5. 
Another class of technique, the Monte Carlo method, samples the phase space. The 
distribution of the particles is a Boltzmann distribution at a given temperature T. 
However only a few particles make a considerable contribution to a statistical average. 
The idea of a Monte Carlo simulation is to average over the effective contributions. It 
assumes that the limit of the average of a property A when the number of particles goes 
to infinity, in other words the integral or statistical average of A, is well approximated 
by the average for effective contribution. 
	
ç-'i=N A ( xi ) 	'çiN A ' 
<A >= lim 	j1 kJ L.i=1 	 ;N>1 	 (2.17) 
N—.00 N 	 N 
Selecting the points x1 cleverly allows one to reduce a huge number of states that would 
otherwise be generated. In the context of the present work, the tight fit between the 
(2.16) 
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aromatic adsorbate and the SILICALITE guest makes this sampling process partic-
ularly tricky. Snurr et al. [67] have devised a bias to overcome this difficulty. More 
details will follow in the subsequent section. 
A more approximate method is the use of a lattice gas model to describe the adsorption 
of rigid molecules inside silicalite. The lattice is a more coarse-grained picture of the 
system, consisting of discrete sites either unoccupied or occupied with a single molecule 
of a given type. Three different kinds of site are included, corresponding to the channel 
intersections, the straight channels, and the zig—zag channels. Interactions between 
molecules on the various sites are modelled differently according to the kind of sites 
involved. The choice of the parameter for the model is guided by experimental data. 
This method has been first used by Lee et al. [68] then by other groups [69, 70, 71, 
72, 73, 74, 75]. It is well suited for the simulation of adsorption inside a zeolite. The 
zeolite has a network of cages connected with narrow windows. The lattice model can 
be used to correlate thermodynamics properties at a much lower cost than Monte Carlo 
simulation. Nevertheless it lacks of predictive capability due to adjustable parameters 
that are fitted to experimental data. Some groups [70, 7] have devised a hierarchical 
approach to use the advantage of both Lattice and Monte Carlo methods. It uses the 
predictive capability of an atomistic simulation to obtain the parameters of the lattice 
model. The lattice model can then calculate efficiently the adsorption equilibrium 
properties of the system. 
Finally the simplest approach is the energy minimisation technique. It consists in 
determining the minimum energy configuration of the system corresponding to the 
specified interatomic potential. We can find out the energetically most favourable 
location of the adsorbate in the zeolite [76, 77, 781. However this approach is limited 
for several reasons: We need a good starting point in order to access the minimum 
of the problem. Moreover, we can not know whether the minimum found is local or 
global. Also, there is no representation of the dynamical properties of the system. 
Finally, these techniques are minimising potential energy rather than free energy. This 
means that we are either at T=OK or that we neglect entropy. The latter is likely to 
be a significant contributor for tightly fitting molecules. 
I use here the Monte Carlo simulation technique to investigate the adsorption of sor 
bate molecules into zeolite. Contrary to the Molecular Dynamics methods, it can not 
generate any dynamical information. However the natural dynamics of this system are 
too slow to allow the system to equilibrate on the time scale of the simulation [11]. 
Moreover we can extract from these simulations some thermodynamic details, such as 
the adsorption isotherms, the Henry Coefficient, and the isosteric heat of adsorption 
that can highlight the mechanism of adsorption of sorbate into zeolite. Finally, in con-
trast to the lattice model, we can access some structural informations and thus link 
microscopical and macroscopical informations. 
2.4 Grand canonical ensemble 
A simple way to simulate the diffusion of sorbates in zeolites should be to simulate the 
sorbate gas at the interface of the zeolite. At the end of the simulation, the number of 
particles inside the zeolite should give the rate of adsorption. The particles of gas should 
be allowed to move freely into the porous material, keeping the number of molecules, 
the volume of the whole system and the temperature constant. That is, we should 
carry a conventional NVT (Number of particles, Volume and Temperature constant) 
simulation. The simulation scheme is shown on the left hand side of figure 2.1. This 
simulation is efficient only for a very dilute system. As the loading increases, the rate 
of accepted moves of a Monte Carlo simulation drops dramatically. 
A careful choice of ensemble can solve most of these difficulties. The grand-canonical 
ensemble (j.tVT fixed, right hand side of figure 2.1) imposes a temperature and chemical 
potential on the adsorbed gas and allow the number of particles to fluctuate during the 
simulation. Sorbate molecules are exchanged with an imaginary reservoir. This mimics 
what happens in the experimental set up where the adsorbed gas is in equilibrium with 
the gas in the reservoir. We can then reach the equilibrium concentration of adsorbed 
particles. This means that we have a dense phase in equilibrium with a dilute vapour. 
Note that the pressure is not defined in the zeolite. However, at the equilibrium the 
chemical potential is constant: 
pi = pi(reservoir) = ji(zeo1ite) 	 (2.18) 
We can, thus, always link the pressure of the gas in the zeolite to the chemical potential 
through an equation of state for an ideal gas: 
I3Ii = 	= hi(/9PA 3 ) 	 (2.19) 
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Figure 2.1: canonical and grand canonical ensemble 
Where 3 equals 11kBT (kB is Boltzmann's constant and T the temperature), Poid.gasis 
the chemical potential of the reference state, and A = V12 /(2irmkBT) is the thermal 
de Broglie wavelength. 
2.5 Bias algorithm 
During a grand canonical simulation, three kinds of move are allowed: 
• translation, 
• rotation, 
• insertion/removal of the particle. 
A classical grand ensemble Monte Carlo simulation is not suitable for aromatic ring: the 
probability of accepted insertion/removal move of such a molecule selected at random 
is very low. Bias has to be introduced in order to reduce the sampling map and 
thus increase this ratio. The detailed balance condition plays a central role in such a 
simulation. It adjusts the acceptance/removal rules in order to exactly remove the bias 
introduced. This condition guarantees a correct sampling scheme. 
Let us expand the key points of this approach [11]. A classical Monte Carlo scheme 
implies that the points in configuration space generated by the algorithm follows a 
Boltzmann distribution. o(old) and n(new) are two such configurations, with a prob-
ability of finding them in the system proportional to A((o) and .V(n). p(o - n) is 
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the transition probability to go from configuration o to n. In the classical Metropolis 
scheme, the detailed balanced condition implies the following: 
J./(o)p(o - n) = Jf (n)p(n -* o) 	 (2.20) 
The transition probability p(o -' ii) can be broken into two pieces: a probability to 
perform the move from o to n, a(o -+ n), and a probability to accept it, acc(o - n). 
The transition probability becomes: 
p(o - n) = a(o -' n)acc(o - n) 	 (2.21) 
In the Metropolis scheme a is chosen to be a symmetric matrix. The probability to 
translate or rotate a particle from an old to a new configuration is equal to the prob-
ability to translate or rotate that particle in the reverse order. A particle is randomly 
created and the creation is accepted with the probability: 
V 
acc(N -' N + 1) = min[1, 
A3(N + 	
—U(N + 1) +U(N)])] 	(2.22) 
where N is the number of molecules present before the attempted insertion, V is the 
volume of the simulation, U is the potential energy of the system for N or N + 1 
particles. The randomly removal of the particle is accepted with the probability: 
acc(N -* N - 1) 	
A 3N 
min[1, 	 + U(N - 1) - U(N)1)] 	(2.23) 
If we insert or remove a particle with a bias, a is not symmetric anymore. We have to 
change the acceptance probability in order maintain the detailed balance condition. 
Different bias methods are used in our simulation in order to access the most favourable 
space inside the zeolite pores. I shall discuss in the next chapter their strengths and 
weaknesses and present my own approach. 
2.6 Calculation of the thermodynamic properties 
We have now all the theoretical tools to run an efficient Monte Carlo simulation of an 
aromatic molecule inside a zeolite. The next step is to compare the simulation result 
with experimental data to assess its quality. 
There are three macroscopic results we can extract from our simulation: the adsorption 
isotherm, the Henry coefficient and the isosteric heat of adsorption. We should first 
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check these results before being confident of judging the simulation successful because 
"it really looks like a real experiment". Assessing them allows us to safely turn toward 
the microscopic details and explain the behaviour of the adsorption phenomena. This 
epistemology should work in an ideal world, not in my PhD thesis. 
To understand how this problem occurs, we should first have a clearer insight about 
the phenomenon these quantities measure and how they are calculated in a simulation. 
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Figure 2.2: The three phases involved in the adsorption process 
Let us first explain what we mean by adsorption. if we introduce some molecules in 
a cell containing a sorbent material, some of these molecules are going to migrate on 
the surface or inside the bulk (see figure 2.2). Because the experiment is performed in 
the presence of gas phase, the amount of gas adsorbed is the excess adsorption [79]. It 
is defined as the total amount of gas present in the two-phase system (bulk+ surface) 
minus the amount in the gas phase. For example, the mass balance for determination 
of excess adsorption by the volumetric method is: 
n 	n - V9p9 y, 	 (2.24) 
where n2 is the total amount of ith component introduced to the sample cell, V 9 is the 
volume of the bulk gas phase, og is the molar density of the bulk gas phase, and y 
is the mole fraction of the ith component in the gas phase. More precisely, V 9 is the 
so—called void volume or dead space of the system, which includes the void volume of 
the porous material and the space in the adsorption apparatus external to the porous 
material. 
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We can introduce a more theoretical definition of the adsorption. The local density and 
hence non-uniformity of a single species i is expressed by the density function p(2)  (r) 
at the position r. The quantity p(a)  (r)dr can be defined as the average number of 
molecules of a species i to be found in the volume element dr over a long period of 
time. In the vicinity of an interface the density varies with r. At a large distance (on 
the molecular scale) from any interface the phases become uniform and the density of 
component i then has the same value pZ  everywhere. The adsorption, or surface excess 
number of molecules of component i in the interfacial region is given by 
	
= 1 (P)(r) - p)dr 	 (2.25) 
In a more general case the local density of the adsorbate may not be uniform anywhere 
in the system and may not even be anywhere equal to p. Such a situation might 
arise, for example, when the fluid adsorbate (liquid or gas) is contained between solid 
surfaces in a microporous region. Nevertheless, the adsorption can still be expressed by 
an equation of the above form in which pt  now stands for a density (e.g. the external 
bulk phase in equilibrium with the adsorbate) and the domain of the integration could 
comprise the whole adsorbate fluid. This equation is a rewriting of 2.24. Myers and 
Monson [79] argue that the a close agreement between theory and experiment depends 
on the treatment of the calculation of this pore volume. 
The corresponding excess thermodynamic functions M,  (M=U, S, N etc.) are given 
by: 
Me = M - M - M 8 	 (2.26) 
Where M without a superscript refers to an extensive property of the whole system 
(gas phase + solid phase), Mx  refers to the same property for uniform bulk gas phase 
(X = g) and the clean solid adsorbent (X = s) at the equilibrium temperature and 
pressure. 
With these definitions of the excess quantities, we can focus on the heat of adsorption. 
A change in the integral heat of adsorption -dQ associated with an interfacial system 
may be defined as 
—dQ = SdT 	 (2.27) 
where S is the total entropy for a closed system comprising bulk and interfacial phases 
in equilibrium. 
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Where equation 2.26 and the condition dn2 = 0 can be used to express dn in terms 
of virtual changes in number of molecules present in the different phase of the system. 
Various heats can be defined according to the specific constraints on the system. 
Taking physisorption at a gas-solid interface, the most important quantity from the 
experimental point of view is the isosteric heat q8t  which corresponds to the differential 
heat change when an infinitesimal number of molecules dN are transferred at constant 
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Where A 1 is the surface area. 
A link between q8t  and the experimental properties is made through the Clapeyron 
equation2 , which enables q,t to be found from adsorption isotherm. We have the stan-
dard result 
q3t = RT 2
(dlnP) 
dT 
A set of isotherms at different temperatures can be transformed into plots of in P 
against temperature at different coverages and q determined using 2.30. 
There exists no simple relationship between the theoretical absolute differential energy 
and the experimental excess differential enthalpy (isosteric heat). 
Using the perfect—gas reference state, for the enthalpy function, we have: 
= H - 	 (2.31) 
The differential enthalpy of adsorption follows: 
- ____ 	- 	 - Io 	 I'•) Q')\ -1.- 
	iI T,n - \8fl I T,n 
'in the case of a microporous material A is the representative mass of the solid 
2This equation allows a good estimation of the vapour pressure with respect to the temperature 
provided some approximations. It involves two variables, the enthalpy of the phase transition (here 
qt) and the ideal gas constant R. The main assumptions are that gas is ideal and that the difference 
in volume change between the two phases is equal to the volume of the gas. 
(2.30) 
Ah e is a negative quantity and iAh7I is the isosteric heat of adsorption q t . We may 
also put it in the form: 
q8t = RT - ( 
19Un ,e  ) 
	
(2.33) 
Where Uc is the potential energy of the adsorbed phase. It can be calculated by 
ensemble fluctuation [80], which is the way we proceed in our Grand Canonical Monte 
Carlo simulation: 
(<nUn >_< rl><Un > 
qst = RT -  >< > 	) 	
(2.34) 
2.6.2 Henry coefficient 
Whereas the simulated isosteric heat of adsorption does not change with a slight modifi-
cation of the parameters of the simulation of the aromatic/zeolite system, discrepancies 
appear with the calculation of the Henry coefficient. The tight fit situation of the aro-
matic molecules inside the ZSM-5 zeolite is believed to be the source of such a situation. 
For example, Li and Talu [58] have shown that the Henry coefficient calculation de-
pends on the rigid structure of the zeolite framework, if the sorbate fits tightly the 
pore structure. They have simulated an aromatic/SILICALITE system with slightly 
different sets of coordinates of the same silicalite structure. These sets were taken from 
different articles in the literature. The calculated Henry coefficients were very differ-
ent with respect to each other and against experimental data. The authors arrive at 
the paradoxical conclusion that this sensitivity makes the Henry coefficient the best 
candidate to fix the parameters of the simulation. 
The importance of this coefficient does not stop as a simulation benchmark, it also plays 
a key role in different theoretical adsorption isotherm functions. As these functions 
are based on model behaviour of the adsorbate molecules, it is very interesting to 
understand how such models have been built. This section will introduce the theoretical 
side, the next chapter will focus on the simulation part. 
We can describe the model isotherms and Henry coefficient from different points of 
view such as the thermodynamic, the kinetic or the statistical framework. 
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Thermodynamic consideration 
If we deal with the thermodynamic of the adsorption isotherm, we first state that, at 
equilibrium, the chemical potentials of the gas molecules in the three phases defined 
in figure 2.2 are equal. Because a very few number of molecules "adsorbs" inside the 
solid phase we shall neglect this term in further analysis. Because there is a continuity 
of the chemical potential from the interfacial region to the gas phase, its derivatives 
are also equal. With these points given, the game consists of describing the chemical 
potential and its derivative in each phase and equalising them. The result will create a 
dependence between the pressure P of the gas phase and the number ni of molecules of 
kind i adsorbed on the surface. If we divide this number by the maximum number of 
such a molecule that the surface can adsorb in one mono layer, N, we obtain the frac-
tional surface coverage O i = n/N. This dependence is the isotherm. The integration 
constant will define the Henry coefficient. 
For an ideal gas phase, we have: 
vapour - o 
	
—i +RT1n 	 (2.35) PO 
da = RTd In ) 
	
(2.36) PO 
Where .t° is the chemical potential of the ideal gas at standard temperature and pressure 
(which can be found in tables), P° is the saturation vapour pressure  of the sorbed fluid. 
In the interface region the Gibbs-Duhem equation  for isothermal changes and constant 
pressure holds: 
—da=>Fjd/ij 	 (2.37) 
F2 = n 2 /A is the moles of species within the interface volume element and normalised 
for the interface surface phase. As pointed out in above section this quantity depends 
on the arbitrary position of the phase boundaries, or, in case of a porous material, of 
the treatment of the calculation of the pore volume, a is the surface tension of the 
soilied molecule. it lepleseuta the storage of cuelgy at the interface when chemical 
3This is the maximum partial pressure that a substance would exert if the air were saturated with 
its vapour form at a given temperature. 
4 1t is a very important thermodynamic equation derived from the second law (which states that 
if a system can change, it will). This equation shows that the changes in intensive variables, such as 
the chemical potential, are not independent of one another. The Clausius-Clapeyrori equation (see 
equation 2.30) can be derived from this relation. 
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bonds can not be formed at its surface. It can be related to the surface pressure H (see 
figure 2.3). 
H = 0o - 
	 (2.38) 
where cr0 is the surface tension in the absence of adsorption (i.e., P = 0). The surface 
pressure can be defined as the pressure on an hypothetical barrier container laying 
on the surface due to the adsorbed monolayer (the surface molecules exert a repulsive 
effect on each other). 
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Figure 2.3: Surface tension and surface pressure 
Let us consider first the case of the adsorption of one kind of molecule inside the zeolite. 
Because the sorbate and sorbent are dissimilar, the chemical potential of the solid is 
independent of the change in the vapour pressure of the gas. Let us assume moreover, 
as a first approximation, that all the adsorbed site are energetically equal. The changes 
in chemical potential reduces to the change of the chemical potential of the given species 
in its gas form at the surface: 
	
—da = Fgasdiugas = Fdp 	 (2.39) 
Because dci and d,i are independent of the arbitrary position of of the phase boundaries, 
F must also be independent. This quantity acquires thus the physical meaning of the 
surface-sorbed concentration m,e/A.  Equation 2.39 can be rewritten as: 
—dci = 	= 	Od/.t 	 (2.40) 
Combining equations 2.36 and 2.40 gives a general theoretical isotherm function. To 
go further we must consider a model behaviour of the sorbed molecules on the surface 





We can also use a more sophisticated equation of state, such as the van der Waals 
equation of state: 
(H + 
je2) 	
- = RT 	 (2.42) 
where c is a two-dimensional interaction parameter and 3 a two dimensional size pa-
rameter. These are empirical correction constants from the ideal gas law. They do 
not consider however interactions between the sorbate molecule and the surface. Other 
even more sophisticated equations of state exist. A more general development of the 
pressure as a function of N, V, and T in term of power series of the density leads to 
the virial expansion: 
	
=p+B2p2+B3p3+... 	 (2.43) 
kBT 
B2 and B3 are the second and third virial coefficient. They have physical meaning; in 
our context B2 is the excess adsorption second virial coefficient. 
At the limit we can deal with each sorbed particle of the system. Quantum and exper-
imental information will shape their individual behaviour. We create then a force field 
to be used in computer simulation such as the Monte Carlo simulation. 
Combining and integrating equations 2.36, 2.40 and 2.41 gives the following Henry 
adsorption isotherm: 
9=KHP 	 (2.44) 
where KH is the Henry coefficient. This equation can be used to determined the Henry 
coefficient from experimental adsorption isotherm provided that the ideal surface gas 
assumption holds. In other words we can define the Henry coefficient as the slope of 
the adsorption isotherm at low pressure. 
For higher pressure and for complex real system we should improve the surface gas 
model. Dealing with the van der Waais equation of state leads to the Hill-de Boer 
adsorption isotherm: 
oi 	/ £I 	2cO\ P=K116eXP10 
-) 	
(2.45) 
At low pressure, Oi is also low and the limit of the Hill-de Boer adsorption isotherm 
becomes the Henry adsorption isotherm. 
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Kinetic consideration 
Historically the kinetic theory of gases has been the bridge between statistical and 
thermodynamic physics. It considers the distribution of trajectories of particles in a 
given system. For surface adsorption we describe the way that gas molecules collide 




Figure 2.4: Adsorption and desorption rate of sorbate molecules on a surface 
Due to the speed with which intermolecular forces fall off with distance, adsorbed layers 
are not likely to be more than one molecular layer in thickness. This view is generally 
accepted for chemisorption and for physical adsorption at low pressures and moderately 
high temperatures. Moreover, at equilibrium we can assume a dynamic state where the 
rate of adsorption,R exactly compensates the rate of desorption, R 3 . Equating 
these two rates will allow us to derive an adsorption isotherm. 
Ra is the product of the flux of gas molecule colliding with the surface, F, by the 
probability S for such a molecule to stick on the the surface. If the dimension of the 
sorbent sample is much greater than mean free path of the molecule, we can use the 




The sticking probability mainly depends on the existing coverage of adsorbed species,f(9 2 ) 
and of the presence of any energetic barrier, Eaaas,  to overcome. 
S = f( 9j)exp( — Ea d /'T) 	 (2.47) 
Combining F and S gives: 
R = f(0)P 
exp( — EaQd /kBT) 	 (2.48) 
./2irmkT 
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The rate of desorption, R 3 , of an adsorbate from a surface can be expressed in the 
general form: 
kf'(9 ; ) 	 (2.49) 
where k is the rate constant for the desorption process and f'(0) is the general depen-
dence of R 8 with respect to the surface coverage. The rate constant for the desorption 
process may be expressed in an Arrhenius form, 
k = aexp(—Ea3 /RT) 	 (2.50) 
where Eade,  is the activation energy for desorption , and a is the pre-exponential factor; 
this can also be considered to be the "attempt frequency" at overcoming the barrier to 
desorption. 
We have 
= af'(Oj)exp( — Eade! /RT) 	 (2.51) 
Equating the two rates give a general adsorption isotherm function. To go further we 
must make a series of assumptions. 
The adsorbed entities are attached to the surface at definite sites and they do not 
move from these sites. 
Each surface site can only accommodate one adsorbed entity. 
The energy of all adsorbed entities is the same and is independent of the presence 
or absence of adsorbed entities on adjacent sites. 
At saturation level all the site are occupied. 
Under these circumstances f (Os ) is proportional to the fraction of sites that are unoccu-
pied, and f'(6) is proportional to the fraction of sites which are occupied by adsorbed 
molecules. 
f(9) = c(1 - 9) 	 (2.52) 
- 
J \', 1 - " 2 
Using these dependences and the different rate lead to the Langmuir isotherm for non-
dissociative adsorption isotherm: 
Oi 	
bP 
= 1 + bP 	
(2.54) 
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Where b is a function of temperature and contains an exponential term of the form: 
b = D(T) exp((Ea8 - Eaads )/RT) 	 (2.55) 
Equilibrium at constant volume is controlled by the Helmhotz energy, which has both 
a potential and entropic contribution. 
= 	- TiS 3 	 (2.56) 
However this difference in activation energy is usually approximated with the difference 
in enthalpy or potential between the adsorbate or gas phase (and thus the heat of 
adsorption). This is equivalent to assume that: 
5. The heat of adsorption is independent of surface coverage (all surfaces are the 
same) and that we can neglect the entropy contribution (which means either that the 
number of degree of freedom of the adsorbate molecules are the same through the whole 
adsorbate surface or that this number decreases with loading). 
Equation 2.55 is then rewritten as: 
KH = A ° exp(—U °/RT) 	 (2.57) 
where U° is the adsorption potential and A° the intrinsic affinity. A° is related to the 
entropy change in moving a molecule from the vapour phase to the adsorbate phase. 
The assumptions of the Langmuir model fit the experimental condition of the adsorption 
of molecule inside a porous media at low pressure. The conditions (3) and (5) do not 
hold for the adsorption of aromatic molecules in SILICALITE zeolite. However we 
can keep them as a first approximation when we deal low pressure bP << 1. At this 
pressure, equation 2.54 reduces to the Henry isotherm and we can equate b with the 
Henry coefficient. 
ctt;ct;u rnnckIcrI.nn 
When dealing with physics statistical consideration, we start directly from the definition 
of the Henry coefficient as the initial slope of the adsorption isotherm and try to find 
out the corresponding ensemble average. Two paths exist to calculate such a coefficient. 
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The first one, used by Talu and coworker [76, 58, 81] expresses KH with respect to the 
absolute adsorption virial coefficient B: 
KH = lim 	= /3B 	 (2.58) 
p—.o d 
This virial coefficient is then calculated by configuration integral, thanks to the relation: 
B = f exp(—,3U(r))dr (2.59) 
where U(r) is the potential energy of the a given adsorbate molecule at the position r 
in the simulation box. The integral calculation reduces to a summation of the potential 
over a pre-tabulated grid. They derived the isosteric heat of adsorption from the 
relationship: 
Awi  = — q.,t= - dlnB - kT 	 (2.60) 
To calculate it in our simulation, we start from the definition of the ensemble average 
of the average density in a porous media, < >. It can be shown then [11] that 
the Henry coefficient is directly related to the excess chemical potential of adsorbed 
molecules, 
KH = flexp(—fljt e ). 	 (2.61) 
where p, is the excess of chemical potential. This excess of chemical potential can be 
related to the ratio of two Rosenbiuth factors 5 through the relation: 
West 
	
/3/1e_ln 	 (2.62) W  
IG 
where Wt  is the Rosenbiuth factor of a molecule in the zeolite, and WJ in an ideal 
gas phase. In the ideal gas phase, the molecule has no interactions with the exterior. 
Wj comes from the internal energy of the molecule alone. Thus it equals 1 for a rigid 
molecule. We just need to run a canonical ensemble Monte Carlo simulation with one 
molecule in the zeolite supercell, and then compute the Henry coefficient of adsorbate 
molecules in the zeolite silicalite. 
lie can also be calculated with its thermodynamic definition (2.14) with respect to 
the Helmholtz free energy. To do that, we calculate the insertion energy of a single 
adsorbate molecule in the zeolite without ever accepting it. This is the basic idea of 
the Widom ensemble. We also use this approach to calculate our Henry coefficient. 
5 The Rosenbiuth factor corresponds to the weight we should assign to a biased configuration of an 
adsorbate molecule generated by the CBMC method. See section 3.4.1 for further details. 
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2.7 Fitting isotherm models to experimental data 
We see, thus, that the Henry coefficient can be derived from various isotherm mod-
els. As stated in the former sections, our final goal is to interpret the special shape 
of benzene/silicalite and p—xylene isotherms. The investigation of the experimental 
Henry coefficient and isosteric heat of adsorption will allow a preliminary study of such 
isotherms. Our main focus in this section will be to separate and estimate the different 
sources of error which blur the reliability of experimental results. 
The first one, which has already been discussed in the former chapter, is the experimen-
tal error. In the last section of the former chapter, we have seen (see figures 1.7 and 1.8) 
that there is a discrepancy in the experimental literature about such isotherms. As the 
methodology used by Guoet al. [1, 21 and Lee and Chiang [3] to measure the adsorption 
of aromatic in silicalite are similar, the main source of experimental error is the quality 
of silicalite samples. It is beyond the scope of this thesis to estimate this quality. 
A way to overcome this issue could be to focus on the benchmark role of the Henry 
coefficient, and then let the simulation sort out the relative experimental errors. At low 
loading, we can neglect crystal defect and assume that the Henry coefficient reflects 
the "ideal" aromatic/zeolite interactions used later for the simulation. However, this 
simple idea of calculating the initial slope (say from the four or five first points) of the 
experimental isotherms is sadly a bad idea as shown in tables 2.1 and 2.2. The F value 
is a statistical value calculated from the ANOVA test (ANnalysis Of VAriance) [82] 6 . 
T(K) 	 273 	283 	293 303 323 343 
Number of observations 5 4 4 4 4 4 
Slope: Ky(mol.kg 1 .kPa 1 ) 4.98 0.06 0.89 0.51 0.17 0.97 
Standard error of coefficient 2.34 4.8e-3 0.04 0.2 0.04 0.18 
F 	 4.54 184.2 8.48 6.05 12.7 45.9 
Table 2.1: Henry coefficients of benzene adsorption in silicalite with their statistical errors from Guo [1. 2] 
isotherms. 
'Its aim is to test whether or not the slope gives a significant relationship between the pressure and 
the loading. By "significant", we mean to evaluate the odds that some unlikely random event affect 
the regression. These odds depend on the size of the sample. We set a level of significance, which 
corresponds to the risk we accept to take an unlikely event in the calculation. The method consists 
in comparing a theoretical value of a test distribution for a given level of significance and for a given 
degree of freedom(the size of the sample minus the dependencies) with the calculated one for this same 
degree of freedom. The choice of the test distribution depends on the question we try to answer. 
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T(K) 	 273 283 293 303 
Number of observations 4 4 4 4 
Slope:KH(mol.kg'.kPa 1 ) 81.6 59.7 35.6 18.8 
Standard error of coefficient 18.5 8.2 5.9 1.3 
F 	 19.3 52.9 36.3 190.9 
Table 2.2: Henry coefficients of benzene adsorption in silicalite with their statistical errors from Lee [3] 
isotherms. 
As the standard deviation error on the linear regression does not point out, these slopes 
are statistically non significants. The critical value of the F distribution for a 5% and 
1% level of significance (we reject 5% and 1% of the most unlikely values) for (1,3) 
and (1,2) degrees of freedom are (10.13, 34.12) and (18.51, 98.50) respectively. The 
calculated F values calculated from the data of Lee and Chiang shown in table 2.2 are 
greater than the theoretical ones, thus the test hypothesis which checks whether the 
calculated slope is likely to be the "real" one can be rejected. If we stop our statistical 
analysis at this point, we should accept the Henry coefficient calculated from the data 
of Guo et al. in tables 2.1 because most of the calculated F coefficient are lower than 
their theoretical counterpart. However this is likely to be a misleading conclusion. The 
small size of the sample implies a great tolerance in error margin which biases the error 
estimation conclusions. 
We must thus use the full set of experimental points and we come back to the problem 
of the specificity of the zeolite samples. At some point in our discussion we shall try to 
estimate how far this specificity affect the adsorption process. But let us first focus on 
the regression itself. If we want to take into account all the points of the experimental 
isotherm to calculate the Henry coefficient, we must fit the experimental set to some 
isotherm model. The Henry coefficient will be a parameter of the model. Before 
selecting one of the isotherm models described in the former section, we should have a 
closer look on the general shape of the benzene/ZSM-5 and p-xylene/ZSM-5 isotherms 
(see figures ??). These isotherms show, as well as their general description presented 
in the same section, that there exists at least two plateaux. These plateaux correspond 
to the filling of two different kinds of site of the zeolite. The Langmuir and Hill-de 
Boer isotherms describe the filling of one kind of pore. So, a model isotherm should 
correspond to a "dual-patch" Hill de Boer isotherm [1, 2] or a "dual-site Langmuir" [83] 
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model. These sites are termed "large" and "small" pore in the notations of Talu et. 
al.. We shall use a more neutral "1" and "2" suffix7 . 
LIII 	Asdorbed molecules 
Small pore (s) 
I 	I 	Large pore (1) 
LI 
II 	III 
I 	I I 	~ Ps = f (Ns, Pars) 
_ 	
LII P1= f (NI, Par-1)  
Nt: Total amount of adsorbed molecules 
Ns, NI: Amount of adsorbed molecules in the pores s, I 
Nt is related to Ns and NI through the equation: 
Nt = Ns + NI 
The total amount of molecules adsorbed does not 
depend on the fraction of small and large pores, 
relative to the geometry of the zeolite, but is a 
function of the molecule/pore and molecule/molecule 
interactions. The cross-interactions between 
molecules from different kind of pores are not taken 
into account. 
f is the equilibrium model isotherm and is a function 
of the given amount of molecules adsorbed and of 
the interaction parameters of the model. 
At equilibrium, we have: 
Ps = P1 = P 
P is the pressure 
Problem: Find the value of the different parameters of the model isotherm which allows the given model to 
fit experimental data. 
Function Nt = F (F, Par _s. Par-1) 




2) Nt = Ns + NI 
end function 
I) Enter an initial estimation of the parameters Par_s_mt. Par-l-it 
Regression of the function F(P, Par _s. Par-1) according to the experimental data. The experimental amount 
molecules adsorbed is compared to Nt. 
Figure 2.5: General regression algorithm of model isotherm 
The general regression algorithm to fit the set of parameters is given in figure 2.5. 
Each pressure P3 and P1 is defined by its own set of parameters. Particularly, each 
kind of pore gives a specific Henry coefficient KII  and K. These Henry coefficients 
are defined according to the equation 2.57. The value of 2cx/kB/3 is common to the two 
7 I their work, "large" refers to the intersection and channel sites and "small" to the zig-zag sites. 
Because the regression parameters are not directly related to the geometry of the framework but to 




Because a third plateau appears in the Lee isotherms, I have also tried a "three site 
model" fitting. Finally, as the algorithm scheme shown, during the optimisation process 
we consider each set of pores separately. This means that we assume that adsorbate 
molecules can interact within each set of pores, but can not be affected by the filling of 
the other kind of pore. This theoretical behaviour does not correspond to experimental 
observation. Thus, I have tested the following set of equations: 
Os 	O 
P5 = K[' 1 exp (1-
01 







- 	 (2.63) 
_cl_  
cis  #) 	 (2.64) 
where C and C' are the intra-site and inter-site van der Waals constants. This set of 
equations corresponds to the fact that, for the dual surface gas phase, interaction (the 
van der Waals constant) between sorbate molecules from different kind of sites can 
occur. This corresponds to some intermolecular long range interactions. For obvious 
reason there is no steric constraints between molecules which occupy two different sites 
(the 3 van der Waals parameter). Unfortunately the root of such equations correspond 
to a region of possible O and 01 values. The resulting regressions were not physically 
meaningful and are not reported here. 
The result of these regressions are shown on figures 2.6 and 2.7. Different observations 
can be readily made: 
The regression parameters from the Guo group do not allow a good match between 
the resulting isotherms and the experimental ones when dealing with benzene 
isotherms. By contrast, no improvement is shown between the p—xylene regression 
isotherms of Guo et al. and our own. 
The resulting benzene isotherms from a dual site Langmuir model or a two patch 
Hill-de Boer one are very similar in shape and positions for the Guo group. 
When these models are fitted against benzene isotherm data from Lee and Chiang, 
the Hill-de Boer fit gives a much better agreement with experimental data than 
the Dual Langmuir fit. 
The dual Langmuir p—xylene regressions are in poor agreement with either the 
Guo group or the Lee and Chiang experimental data. 
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Guo Guo fit HDB DL 
vdW constants(K) 1240(90) 767(245) - 
N1 (mol/kg) 0.668(0.019) 0.635(0.036) 0.579(0.02) 
U10/R(K) 9046(246) 17114(788) 16520(653) 
A (in (kPa)) 32.47(0.80) 61.31(2.66) 58.43(2.29) 
N2 (mol/kg) 0.797(0.011) 0.836(0.025) 0.663(0.017) 
U20/R(K) 6411(379) 8337(585) 8568(535) 
A(1n(kPa)) 17.71(1.05) 25.38(1.80) 25.46(1.69) 
R2 - 0.953 0.953 
Degrees of freedom [7,80] [6,81] 
F 20.69 3.11 
Level of significance none 0.85% 
Lee HDB DL 3HDB 3DL 
vdW constants(K) 1626(38) - 1648(40) - 
N1(mol/kg) 0.902(0.021) 1.160(0.06) 0.831(0.024) 1.15(0.06) 
U10/R(K) 5789(100) 6942(242) 5641(130) 6936(258) 
A (ln(kPa)) 21.24(0.34) 23.83(0.8) 20.74(0.44) 23.78(0.91) 
N2 (mol/kg) 0.849(0.008) 0.634(0.02) 0.841(0.009) 0.605(2.4) 
U20  5347(244) 5510(952) 5282(248) 5447(13993) 
A(ln(kPa)) 15.0(0.85) 13.3(3.3) 14.8(0.87) 13.06(47.9) 
N3(mol/kg) - - 0.032(0.018) 0.023(2.4) 
U30  - - 31483(15081) 10980(9.4e5) 
A° (in (kPa)) - - 112.5(53) 31.87(3.2e3) 
R2 0.978 0.937 0.978 0.937 
Degrees of freedom [7,151] [6,152] [10,148] [9,149] 
F 11.378 7.09 12.98 5e4 
Level of significance none none none none 
Table 2.3: Regression parameters for adsorption of benzene in silicalite. HDB, DL, 3HDB, 3DL stand for 
2 patch Hill-de Boer model, Dual Langmuir model, 3 patch Hill-de Boer model and 3 site Langmuir model 
respectively. The figures between the braket are the standard deviation 
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Guo Lee 
Guo fit HDB DL HDB DL 
vdW constants(K) 2233(81) 2247(12) - 2024(3.89) - 
N1 (mol/kg) 0.862(0.014) 0.861(0.02) 1.001(0.063) 0.826(0.032) 1.032(0.1) 
U10/R(K) 8260(182) 8255(422) 9868(535) 8005(66) 8463(430) 
A?(ln(kPa)) 25.6(0.55) 25.6(1.24) 28.1(1.65) 23.9(0.2) 22.9(1.47) 
N2 (mol/kg) 0.496(0.024) 0.495(0.015) 0.237(0.064) 0.79(0.023) 0.435(0.10) 
U20/R(K) 7745(229) 7735(363) 9336(2330) 5028(668) 7540(3066) 
A(1n(kPa)) 20.22(0.67) 20.22(0.98) 21.59(5.8) 10.95(2d3) 15.90(9.6) 
R 2 - 0.980 0.944 0.929 0.876 
Degrees of freedom - [7,71] [6,721 [7,121] [6,122] 
F - 16.12 14.30 3.26 33.05 
Level of significance - nono none 0.3% none 
Table 2.4: Regression parameters for adsorption of p-xylene in silicalite. HDB, DL stand for 2 patch Hill-
de Boer model and Dual Langmuir model respectively.. The figures between the braket are the standard 
deviation 
of a given function against the same set of data points leads to a different result. The 
regression package used for this work comes from the Octave program [84] and its 
extension Octave forge [85]. The fact that similar results are obtained when dealing 
with the p-xylene adsorption, suggests that the regression algorithms themselves are 
correct. The root of the problem must be found in the complexity of a nonlinear 
regression. The nonlinearity can generate a local minimum. An important issue to 
settle for such a regression to avoid this local minimum problem is the choice of the 
initial set of parameters of the function. My starting parameters were the parameters 
fitted by the Guo group. I also test some slightly different sets of parameters and 
always arrive at similar regression results. I, thus, assume that my regression are 
"better" than Guo's, although we can never be completely sure we find the best set 
of parameters. Finally, the limit of these regression exercises is dramatically shown by 
the F figures in the tables 2.3 and 2.4 and their corresponding level of significance (a 
"none" statement means that the given level is below 10 - %). These figures must be 
read with the correlation coefficient "R2 " 8 . These two sets of figures can be understood 
°R equals the fraction of the variation in the criterion variable that is explained by the regression 
equation. This value ranges from 0 (uncorrelated) to 1 (completely correlated). 
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as follows: Although the regression model was able to explain the general shape of the 
experimental isotherms, the set of data points was not good enough to allow a correct 
fit with respect to a given model. It is likely that the set of regression parameters 
should differ if we repeat the experiment. 
And indeed, the tables present sets of parameters with different values depending on the 
sample or the model we use. Given these statistical conclusions, we can wonder whether 
we can select one of our regression isotherms as a paradigm of the general aromatic 
adsorption in silicalite. And can we justify our choice? The natural selection criterion is 
to rely on the regression isotherm which presents the best fit against experimental data. 
With respect to this standard, the Hill-de Boer model isotherm is the best candidate. 
This conclusion is confirmed by standard deviation of the parameters presented in 
tables 2.3 and 2.4. The errors on the dual Langmuir regression parameters are more 
significant the two patch Hill-de Boer one. 
This criterion alone however is not adequate enough to overcome the statistical concern. 
We need to estimate how fax we can accept that a given regression does not fit the 
experimental curve. In other words, we have to study the reliability of the theoretical 
model and the importance of the specificity of the zeolite sample on the adsorption 
process (or more precisely its resulting adsorption measurement). This estimation can 
not be carried out with the study of the experimental and regression isotherms alone. 
We need other points of view, which can be found either in the observation of other 
experimental works or in the investigation based on the simulation of such systems. The 
final criterion is then the consistency of the picture given by these different sources. 
The collective experimental results told us that benzene and p—xylene readily adsorb in 
the intersection sites up to 4 molecules per unit cell. Then a zig-zag and straight channel 
occupation follows. The exact sitting of the adsorbate molecules in those channels 
is still discussed in the literature. The underlying site occupation of the regression 
isotherms, presented in figures 2.8 and 2.9, should reflect this occupation. To get an 
idea of the scale, a loading of 0.7 mol/kg corresponds to about 4 molecules per unit cell 
(the scale factor is 5.76). These figures tell us two different stories of the adsorption 
process according to the kind of model we use. The Hill-de Boer site occupations 
follow the observed experimental adsorption pattern (with the notable exception of the 
p—xylene adsorption fitted against Guo data). The green curves (pores labelled "2") 
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reach quickly the saturation site level, then the red curves start to increase. By contrast, 
The Langmuir isotherms (with the exception of the benzene adsorption fitted against 
Guo experimental data) present two set of pores, an energetically more favourable but 
with a low number of occupation sites against a more numerous but less favourable 
one. 
Hill—de Boer isotherms 	 Langmuir isothenns 
OS 
-'.--- 
.•. 	 '0 
OS 
-





Figure 2.8: Site occupation calculated from the different regression isotherm models of the ben-
zene adsorption in silicalite. The different kinds of point correspond to the different temperatures 
((+,273K),(x,293K),(*,293K),(open box,303K)). The colours correspond to the sites (red, first kind of 
pore)(green, second kind of pore),(blue, third site). Cyan and light blue colours correspond to the two 
kinds of pore of the 2 patch Hill-de Boer fitting from [2] 
These two kinds of adsorption scheme are confirmed by the study of the correlation 
matrices of parameters of the different regressions. These matrices are presented in 
annex 5.1 for clarity. They measure the intercorrelation between the different param-
eters of a given regression. Again, their absolute values range from 0 (uncorrelated) 





























Figure 2.9: Site occupation calculated from the different regression isotherm models of the p-
xylene adsorption in silicalite. The different kinds of point correspond to the different tem-
peratures ((+ ,273K), (x,283K), (*,293 K), (open box303K),(filled box.313K),(open circle,323K),(filled cir-
cle.333K) (open triangle,343K),(filled triangle353K) (none423K)). The colours correspond to the sites (red, 
first kind of pore)(green, second kind of pore). Cyan and blue colours correspond to the two kinds of pore 
of the 2 patch Hill-de Boer fitting from [2] 
and its corresponding affinity is always close to 1 by construction. These two values 
define the Henry coefficient through the equation 2.57 and are , thus, highly correlated. 
Otherwise a low intercorrelation is usually a desirable characteristic. Different other 
points worth noting: 
• The intercorrelation between the different saturation loading parameters Ni ranges 
from medium to high. 
• The two regressions dealing with the three site model present two different cor-
relation patterns. Contrary to the Hill-de Boer ones, the parameters of the third 
site are completely correlated with the ones of the second site in the Langmuir 
model. 
• in the dual Langmuir regressions, the saturation level loading parameters of the 
pore of kind "1" (corresponding to the second phase of the adsorption process) 
is slightly correlated with the other parameters. 
• Likewise, the Hill-dc Boer van der Walls constants are more correlated with the 
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Figure 2.10: Henry coefficients for adsorption of benzene (left) and p—xylene (right) in silicalite calculated 
from different models. HDB, DL, 3HDB, 3DL stand for 2 patch Hill-de Boer model, Dual Langmuir model, 
3 patch Hill-de Boer model and 3 site Langmuir model respectively. 
parameters of the pore of kind "1". 
The intercorrelation between the saturation loading can be explained if we bear in 
mind that the two site (or pseudo three site) models have to accommodate actually 
three possible physical sites. Owing the uncertainty about the reliability of the three 
site models fitting the next point will be let uncommented. The two last points suggest 
that, while the adsorption up to the first plateau is straightforward, the next phase 
involves complicated interactions between sorbates and the zeolite. The van der Waals 
constant, which should concern only sorbate/sorbate interactions, is affected by the 
pores beyond the first plateau. The saturation level of Langmuir model plays the role 
of the van der Waals constant. Its physical meaning is, thus, corrupted. 
This discussion justifies our choice to select the Henry coefficient calculated from a 
two patch Hill-de Boer regression. We shall favour the Lee experimental data for more 
qualitative reasons. Their number of experimental points for a given isotherm is more 
important, leading to some more complex adsorption observations. Moreover, the Guo 
benzene experimental data shows that the isotherms are evenly spaced with respect to 
their temperature with the notable exception of the gap between the isotherms at 273 
K and 283 K. 
The last point remaining to do is the calculation of the general Henry coefficient from 
the two partial ones. We start from the Henry definition of the pressure: 
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Figure 2.11: Isosteric heat of adsorption of benzene (left) and p—xylene (right) in silicalite calculated from 
different models. HDB, DL, 3HDB, 3DL stand for 2 patch Hill-de Boer model, Dual Langmuir model. 3 
patch Hill-de Boer model and 3 site Langmuir model respectively. 
ni is the loading in the site of kind i at the pressure P. Ni  is the corresponding 
saturation loading. We multiply ( 2.65) by Nl1kH 1 and ( 2.66) by N21kH 2  and sum 
these two equations: 
(ni+n2)=P(-i+ N2) (2.67) 
Using the fact that n = n1 + n2 we get: 
kH 1 k11 2 
' 	
(2.68) Nk 1 +NlkH2  
which gives us the Henry coefficient by identification. A similar approach is used to cal-
culate the Henry coefficient for a three site model. These Henry coefficients are plotted 
in Figure 2.10. We also present here the isosteric heat of adsorption calculated from 
the different model with equation( 2.30). We shall not use these heats generated from 
model isotherm as a benchmark value. As shown in equation( 2.30), the determination 
of the isosteric heat is based on the general shapes of the whole set of isotherms. We 
have just seen above that these shapes depend highly on the model we choose. As 
shown in figure 2.11, the final result can be very different from the experimental ones 
which is based on the experimental isotherms. We shall use these experimental isosteric 
heats of adsorption calculated for Lee and Chiang by consistency, but should bear in 
mind that strong differences in isosteric heat of adsorption exist in experimental litera-
ture. Lee and Chiang suggest that these differences can be caused by the temperature 
dependency of q.t . 
To conclude this chapter, two points should be stressed from the above study. The first 
one is the difficulties to extract some reliable benchmark values from the experimental 
isotherm data due to the complex interactions between the aromatic sorbate and the 
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zeolite host. The justification of the theoretical approximation needs to be checked 
from an external point of view such as a simulation investigation. However simulation 
itself uses approximations in order to be tractable, as we shall see in the next chapter. 
The Henry coefficient and the isosteric heat of adsorption seems to be at the heart of a 
self consistent process which starts from the fitting of these values against experimental 
data through a given theoretical isotherm model, continues with their use to settle the 
parameters of the simulation and finishes with the check of the model behaviour against 




3.1 Garbage in = garbage out 
The title of this section could be the motto of this whole chapter. We have already 
stressed that a simulation must find an equilibrium between the amount of computer 
time needed and the accuracy of the calculation needed for the system under study. 
Failing to achieve this goal means either spending an unaffordable amount of time 
or facing the "garbage in = garbage out" issue. This balance is met through the 
parameters related to three main aspects of the simulation: 
Calculation of forces and energies . The choice of a model of atomic interactions is 
crucial. The problem to solve here is to answer the question: Is the approximate 
model we use for its simplicity and its computational efficiency accurate enough to 
produce results close to experimental data? To be more specific, we can split this 
question in two parts. Does this simple model introduce some spurious artifact in 
the calculation? Does it miss some important physical phenomenon? 
Simulation algorithm . Algorithms do not involve any approximations since they are 
only some sophisticated calculations of the physical laws that govern the behaviour 
of the atoms in the system. However the richness of information of a simulation 
depends on its complexity. For example, the "canonical" Metropolis Monte Carlo 
algorithm leads to a cruder investigation of a system than a biased Monte Carlo 
algorithm. The bias improves the efficiency of the calculation and thus allows better 
statistical averages of the system for the same investment of CPU times. The price 
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of the efficiency is the lack of generality. We have to carry out a preliminary study 
of the system to use a tailored bias. 
Complexity of the system . As stated in the section 2.2, we assume that the simulation 
of a subsystem allows us to extrapolate properties of the whole system. The size 
of the subsystem affects the accuracy of the final result. A too small number of 
particles in our unit cell can also lead to spurious artifacts or missing important 
physical phenomena. However, increasing the size of a system of N atoms can 
increase the number of calculations by an amount of N 2 , and thus the amount of 
CPU time. Thus, we need to improve the algorithm efficiency or/and the machine we 
use. Upgrading the machine from a standard serial PC to a parallel supercomputer 
also involves changes in the algorithms. 
We shall see in the next sections that these different issues appear in our attempt to 
simulate the aromatic/silicalite system. To develop this argument, we present first 
a brief theoretical background underlining the selection of the molecular model that 
simulates the silicatite/aromatic system. 
3.2 Molecular model theory 
The determination of such a model is a challenging task. The covalent and ionic 
nature of the silicate structure and the aromatic character of the sorbate molecule are 
delicate to model. Moreover, the particular tight fit situation between the host and 
guest increases the difficulty. It is hence not surprising to note that numerous sets of 
functions and function parameters have been proposed to improve the mathematical 
functions that describe these interactions since the first simulation of this system was 
carried out (see section 3.5.1). 
A short discussion of the physical origins of the different contributions to the inter-
molecular forces will emphasise the origin of the problem itself. A force field is a 
mathematical function. The function returns energy as a function of conformation of 
the particles of the system. It aims to describe the Potential Energy Surface (PES). We 
can extract from this multi-dimensional surface observables such as equilibrium atom 
positions, vibrational frequencies, heats of formation, and other experimental informa-
tions. However, the PES is not an observable itself. Thus several kinds of force field 
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can describe it. Quantum chemistry is the most accurate method, though unaffordable 
in term of CPU time, to calculate the PES. This technique can however be used as a 
reference both to theoretically model the motion of atoms and to fit the parameters of 
classical force field functions. Typically, force fields are sums of terms which are cal-
culated under the pairwise model approximation or thanks to the many body valence 
force field model. 
The intermolecular pair potential U(R, 11) is defined as the difference between the 
energy of a pair of molecules (at a given separation R and a relative orientation Il) 
and their energy when completely separated; that is U(R, 1) = E(R, ci) - E(oo). The 
pair potential is used to described the weak interaction between closed-shell molecules', 
so that the effect of the interaction charge distributions of the individual molecules is 
very small and does not change the vibrational or electronic states of the interacting 
molecules [86]. 
It was firstly devised for spherical atoms such as Argon. Because of the complexity 
of the orientation dependence of the organic molecule-molecule potential, U(R, ci) is 
helpful to compare only small molecules. A different orientation-dependent function 
set must be added for polyatomic molecule. 
All important contributions to the forces between molecules arise ultimately from the 
electrostatic interactions between the particles that make up the two molecules. Our 
main theoretical insight into the nature of the intermolecular forces comes from the 
perturbation theory. This theory calculates the energies of the states generated from 
a small perturbation of a given system. This corresponds to a pairwise system where 
the two molecules are at large distance from each other. The energetic function of a 
such a system can be explicitly described. The definition of the contributions, such as 
the repulsion, dispersion and electrostatic terms, which are normally included in model 
potentials, correspond to different terms in the perturbation theory. 
The main terms that can be used to simulate the zeolite/aromatic system are described 
below: 
The Electrostatic Energy : This is the first-order term in long-range perturbation the- 
'the term closed-shell comes from the quantum chemistry world. It specifies the quantum ground 
state of a molecule where each electron of the system can be coupled to another one with a different spin 
according to the Pauli Exclusion Principle. It is in contrast to an open shell molecule which involves 
an unpaired electron. 
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cry. It is the only major contribution to the intermolecular potential that can be 
either attractive or repulsive. The natural expression of this energy is a multipole 
expansion. The distributed multipole model incorporates a nearly exact description 
of the molecular charge distribution. However its difficult implementation make us 
use a truncated distributed multipole expansion, the atomic point charge model. A 
careful selection of the partial charges should partially resorb the effect of such an 




where qj and qj are the charges on two given atoms and rj the distance between 
the two sites. Because of the electrostatic energy involves long range interaction, 
the sum must run over all pairs of atoms, not just nearest neighbours. The Ewald 
summation technique allows an efficient but still computationally expensive calcu-
lation. 
The Polarisation Energy : Second-order perturbation energy provides expression for 
the polarisation or induction. This is the attractive energy term arising from the 
distortions of the charge density of each molecule due to the field arising from the 
other undistorted molecule. This energy is very important for the intermolecular 
interactions of ions. The shell models  used to simulate zeolite framework, in which 
large ions are treated as consisting of a charged but massless "shell" harmonically 
coupled to a separated core approximate polarisability explicitly. 
The Dispersion and Exchange-Repulsion Energies : These energies result from purely 
quantum mechanical effects. The dispersion energy is a universal long-range at-
tractive energy. Application of the central multipole expansion produces the usual 
series, 
C6 C8 C10 
Udispersion = - 	- 	-10 	 (3.2) r 3 r.3 r 3 
The exchange-repulsion is a short-range first-order repulsive term which results 
from the overlap of the charge distributions when two molecules approach. The two 
terms are usually taken together and can be represented by an exponential variation 
(Buckingham potential) or an r 12 function (Lenard Jones potential). The sum of 
2Thjs model comes from the work of Dick and Overhauser [871. It is based on a the approximation 
of the quantum terms which deal with the electron overlaps, source of the polarisability of ions. The 
practical algorithm has been devised by Mitchell and Fincham [881. 
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the dispersion and repulsion-exchange energy are also known as the van der Walls 
energy Uvdw . 
The pairwise additive approximation neglects the nonadditive and orientation depen-
dence contributions of the complex system. The use of valence force field models is more 
appropriate to include the covalent character of a molecule and its directionality. In 
such models atoms are assumed to interact with their nearest neighbours or next-nearest 
neighbours. The potential energies we use to simulate our system are bond-bending 
angle potential, dihedral potential, "Urey-Bradley" potential(see figure 3.1). 
Figure 3.1: Geometric definition of the bond-bending angle potential, dihedral potential, 'Urey-Bradley 
potential (from left to right). 
The full force field is the sum of all these kinds of potential. A large number of empir-
ical forces field have been developed for Monte Carlo methods. Each force field has a 
more or less numerous set of parameters for use with those potential energy functions. 
The potential energy functions together with the parameters determine how well the 
conformational energy and the geometrical changes can be modelled by calculation. 
Again, one must be pragmatic between the need for accuracy and practicability of such 
a simulation. There is a tradeoff between a simple and fast-to-calculate mathemat-
ical function and the approximate model of the physical phenomenon generated. A 
multitude of parameters, related to the number of atom types needed to report their 
chemical function in the molecule, are needed even for simplest functions. To keep the 
number tractable, force fields are supposedly transferable. The functions and parame-
ters can be used for a given set of molecules. Another approach to reduce the number of 
parameters, is to assume some combining rules, so that hetero-interaction parameters 
are given by homo-parameters. This approach has only a loose physical justification. 
Those errors are partly adsorbed by fitting the parameters against a wide range of 
experimental molecular properties or exact energies calculated from ab initio quantum 
methods. However, the use of such model outside the range of interpolation between 
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the data used in their validation may lead to unpredictable results. Likewise the use of 
a mixed potential from different force fields needs careful considerations. 
The particular characteristic of the zeolite/sorbate simulation is that their model is 
a mixture of two distinct forcefields. A zeolite force field is devised with respect to 
experimental data extracted from the crystal. The sorbate model focuses on the repro-
duction of the chemical experimental properties. The consistency between these two 
sets of force field is made, in the literature, by the assessment that the mixed force 
field reproduces typical adsorption properties, as Henry coefficient and isosteric heat of 
adsorption. This consistency can be difficult to reach as the next sections will show us. 
3.3 The story of an unsuccessful computer simulation experi-
ment 
This section presents our first attempt to simulate the adsorption of benzene molecules 
in silicalite zeolite. The simulation package used is called BIG-MAC and has been 
developed by Smit et al. [11, 89, 90, 91, 92]. It is based on a Configurational Bias Monte 
Carlo (CBMC) technique which efficiently simulates the sorption of alkane molecules 
in zeolite. I slightly modified this code to allow the sorption of rigid molecules (see 
section 3.4.1 and appendix 3.9 for more details). We first followed precedent workers 
in the field to choose our system model: 
• Following Kiselev and co-workers [65], the zeolite is modelled as a rigid crystal. 
The crystallographic data are taken from [93]. This allows the use of interpolation 
techniques to determine the interaction of a sorbate atom molecule with the zeolite 
and avoids having to consider all zeolite atoms. This model has been used by 
Snurr et al. [67] to simulate the sorption of benzene in silicalite. 
• We use the Transferable Potentials for Phase Equilibria-United Atom (TraPPE-
UA) [94] force field to simulate aromatic pseudoatoms. Benzene and p-xylene are 
modelled as rigid planar molecules, consisting of pseudoatoms which represent 
a carbon of the aromatic ring linked to its hydrogen or a methyl group. The 
carbon-carbon and carbon methyl group distances are fixed at 1.40 and 1.51 A 
respectively. This force field gives some good results for alkane simulation in 
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silicalite 18, 61. It also reproduces the vapour-liquid coexistence curve for benzene 
(see in the next section figure 3.18). It uses the Lennard—Jones potential form for 
their van der Waals energy: 
ULJ = 4 1()12 - (°)6] 	 (33) 
r J 
Pseudo-atom molecule a [A] (f/kB) [K] 
CH(aro) benzene 3.88 31.0 
R-C(aro) alkylbenzene 3.70 30.0 
Table 3.1: Parameters for the Lennard—Jones potential describing the interactions between pseudoatoms of 
aromatic rings. Jorgensen mixing rules [10] are used to compute interactions between different pseudoatoms. 
The potentials have been truncated and the usual tail correction has been applied [11]. 
An important point is that neither the Kiselev model for silicalite nor the aromatic 
TraPPE-UA potential use partial charges. Electrostatic interactions are adsorbed 
in their van der Waals potential parameters. 
• The aromatic/zeolite potential parameters is the last values that remain to set. 
As these kind of parameters have never been fitted between the Kiselev model 
and the TraPPE-UA aromatic potential, we start from the Vlugt model (see table 
3.2) for alkane: 
cY'J-fj [A] €CH3OkB [K] (ECHO/kB)  [K] 
June et al.[95] 3.364 83.8 50.0 
Smit et a1496} 3.64 87.5 51.3 
Vlugt et al.[6, 7, 81 3.60 80.0 58.0 
This work 3.30 80.0 58.0 
Table 3.2: Parameters for the Lennard—Jones potential describing the interactions between zeolite-alkane 
from different studies. 
Then we run simulation of 220 000 steps (20000 for the equilibration) at 303K for 
different pressures. The result gives amount of adsorbed benzene molecules per cell for 
a given pressure. Unfortunately, neither the shape nor the quantity of the simulated 
adsorption corresponds to the experimental one, as shown the figure 3.2. Let us try 
to analyse where this discrepancy comes from: 
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Figure 3.2: Experimental and calculated adsorption isotherms for benzene in silicalite. The calculated 
isotherms have been simulated with the zeolite-alkane Lenard-Jones potential of (a) Vlugt et aI.[6, 7, 8]. or 
(b) a slight modification of these parameters (see table 3.2). (c) experimental isotherm of Guo et al. [1]. 
• We assume first that the simulation was technically correct. There are no major 
bugs in the code that could falsify the result. I spent a fair amount of time to 
check my modifications, but it is known that no large program (more than 100 
000 lines) can be declared completely safe of error. Moreover, all the parameters 
we must fill into the input files have been correctly entered. 
• Is the statistical ensemble large enough? For each simulation, about 7 million of 
insertion/removal moves and 2.1 million of translation and rotation moves have 
been attempted with a bit more than half successfully (a cycle corresponds to 
several attempts in the BIG-MAC program. Although a more deeper discussion 
is done in the next chapter, these figures suggest that the answer to the question 
is yes. 
• We must conclude that our model is too crude for the system simulated. Thus 
the next question to answer is: Which part of the model need to be improved and 
why? 
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Let us check first the influence of the most hazardous part of the model, the zeo-
lite/benzene parameters. The Lennard—Jones function (see equation 3.3) shows that 
the ci parameter, which is the equilibrium distance in the pair system, plays a major 
role in the calculation energy. I have, thus, run four simulations with the same par-
tial pressure and temperature but with different distances (figure 3.3). We can see 
that loading changes dramatically with a slight change of cr. The combination of a 
rigid zeolite model and small or large ci distance leads to different energetic models for 
the system zeolite-benzene. With large a, the big benzene molecules are caged in the 
intersections (see figure 3.4). Each of them are trapped in a well of potential with 
high energetic barrier. This high barrier corresponds to a cage that can not be crossed 
because of its rigidity. Once a molecule is placed there, it can hardly been removed. 
There are four intersection sites per unit cell, so at very low pressure, the unit cell 
is already filled. The loading reaches four molecules per unit cell and no variation of 
pressure can change this configuration. By contrast, a low a allows the molecules to 
accommodate channel pores. The possibility from escaping of the intersections is more 
important. We need thus a bigger partial pressure to constrain the benzene inside the 
intersections. The zig-zag channel, which has a larger pore diameter than the straight 
one, starts to be filled up at the same time as the intersections becomes saturated 
(figure 3.5). This behaviour gives an adsorption isotherm that have the same shape 
as the experimental one (figure 3.2) at low loading (up to four benzenes per unit cell). 
Finally, we can notice that there is still one order of magnitude of discrepancy. It is 
"easier" for the simulated benzene to adsorb. That suggests that the ci value should 
be slightly larger to get quantitative prediction, assuming that the inaccuracy of the 
simulation comes from the zeolite/aromatic parameters alone. However, at high load-
ing (more than four molecules per unit cell) neither the shape nor the quantity of the 
simulated adsorption corresponds to the experimental one. The inflexion point does 
not appear after a loading of four molecules per unit cell. Figure 3.5 shows that the 
straight channel is filled at 100 kPa with this model. A new pore volume is opened for 
the adsorption of the benzene that is not observed in the experimental results. The 
experimental curves show a loading saturation at six molecules per unit cell. That 
strengthens the suggestion that the ci value should be slightly larger in order to get the 
correct shape of the experimental isotherm. However, an increase of this value should 
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Figure 3.3: Influence of the o' distance CX-O in the zeolite forcefield onto the simulated adsorption of 
benzene. The simulation has been done at T=303K. 
The first conclusion we raise is, although the optimisation of the zeolite/aromatic pa-
rameters are important, it is not a sufficient factor to obtain a good isotherm. The 
calculation of the Henry coefficient and isosteric heat of adsorption presented in Ta-
ble 3.3 confirms this conclusion. 
(a) 	(b) 	(c) 
H(mo1.kg 1 .kPa') 271.6. 10 	2.762.10 	23 
q8t (kJ.mo1 1 ) 	 56.3 	40.0 	57.8 
Table 3.3: Henry coefficient (H) and isosteric heat of adsorption (q8 j) of benzene at 303K. Simulation with 
the zeolite-alkane Lenard-Jones potential of (a) Vlugtet aI.[, 7, 8]. or (b) a slight modification of these 
parameters (see table 3.2). (c) Gravimetry experiment [12]. 
The isosteric heat of adsorption calculated for a a of 3.6 A is closer to the experimental 
heat. Moreover, the Henry coefficients of both simulations are far from the experimental 
value. The simulation analysed above suggests a reason for this difference. The different 
simulated sites that the benzene molecules can occupy are not energetically equivalent. 
This breaks one of the basic assumption underlining the Henry coefficient calculation 





Figure 3.4: Snapshots of benzene at T=303K, partial pressure of iO kPa (top) and 5 kPa (bottom). 
aCHO-16A. corresponding to a loading of three and four molecules per unit cell. 
 confirm our conclusion. They shown that small changes in the zeolite framework 
due to the uncertainty of the solid structure determination can lead to dramatic effect 
for simulation of an adsorbate/zeolite system with a tight fit situation. For such a 
situation, optimisation of the force field can not be carried out against the experimental 
Henry coefficient. The use of a flexible structure to avoid these artefacts is important. 
Likewise, an accurate model for this system is needed as shown by Klemm et al.[98]. 
These conclusions lead us to develop a more efficient insertion/removal algorithm (see 
section 3.4.1) in order to simulate the sorption of the aromatic molecules in a fully 
flexible zeolite. We shall then investigate the different aromatic and silicalite force 
fields to use in our simulation. 
3.4 Insertion bias algorithms 
3.4.1 Algorithms 
The best way to understand what is an insertion bias algorithm is to expand the 





Figure 3.5: Snapshots of benzene at T=303K, partial pressure of 0.5 kPa (top), 5 kPa (middle) and 100 kPa 
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Figure 3.6: Algorithm schemes 
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to measure the depth of the river Nile, by conventional quadrature and by Metropolis 
sampling (see the upper and middle left picture of the figure 3.6). The Metropolis 
diagram highlights the efficiency of an importance-weighted random walk where the 
measure focuses on the river Nile itself. In contrast, in a conventional scheme, the 
measures are carried out at a predetermined set of points over the whole Africa map. 
Most of the measures taken by this former approach are, thus, irrelevant. This is the 
core principle of a bias algorithm; a bias algorithm must sample the most relevant 
region of the configuration space. This sampling, moreover, must be relatively more 
efficient than the cruder algorithm. In other words, the new simulation must save some 
computational time with respect to the old one for a similar result. 
As stated in the last chapter; simple Metropolis sampling is still not efficient enough to 
simulate our system. In our case, we have first to overcome the barrier of generating 
a configuration of the adsorbate molecule that does not overlap with the zeolite wall. 
We can then consider the selection of the new move. Investigating the different ways 
to place a boat on the river Nile is closer to what we want to simulate: The relative 
size and configuration of the boat and the river are highly relevant for the efficiency 
of the Monte Carlo simulation. The new bias should find quickly the regions with 
high probability to accommodate a boat. Its nature depends on the imagination of 
the programmer as long as it respects the detailed balance condition. That is, the 
probability to move from a state o to a state n should be exactly cancelled by the 
reversed probability move (see section 2.5). 
I start with the Configurational-Bias Monte Carlo (CBMC) algorithm developed by 
Smit. Their goal was to simulate long allcane chains in a porous structure [23, 90, 91, 
92, 8, 99, 96, 100, 7, 6]. The nature of their difficulties can be shown schematically on 
the bottom left picture of figure 3.6. If we imagine the atoms of a chain molecule as a 
small fleet linked together, how can we place a given configuration of that fleet in the 
river? The idea is to place the fleet, boat by boat. At each step we select a suitable 
growing configuration. This is the basis of the technique, biasing the orientation of 
1 1 	1 C 
 the 
	1 	ml 	rin'X In 	 11 	 1 	 . 	 1 r CUA11 UUUU (ii UIC nioiecuie. I he 'D1V1' move anows uot only an inseruon or removai 01 
a chain molecule, but also a sampling of its configuration. The chain molecule is grown 
bead by bead3  according to the scheme due to Rosenbluth and Rosenbluth [101]. In the 
3 A bead is a unit that corresponds to a carbon atom and its linked hydrogen atoms. It is equivalent 
to the pseudoatom described in the previous section. 
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BIG-MAC programme, the generation of each bead trial configuration is done by the 
subroutine trialgen.f (see figure 3.7). Each trial configuration is given a weight called 
Rosenbiuth weight. This weight is used to bias the acceptance rule and thus guarantees 
that all chain conformations are generated with the correct Boltzmann weight. 
A The subroutine considers first the case of a bead linked to the first one. This bead is placed at random on a sphere. The 
corresponding internal energy Is calculated. This procedure is repeated for each k trials. Finally, the program returns 
to the precedent subroutine. 
B Then the subroutine considers the generation of the other beads. It proceeds in two steps. It starts to generate the first 
trial configuration according to the existence of an old one: It is done at random on a cone If there is no old configuration 
stored. Else, the old configuration drives the generation of the new one. The internal energy Is calculated. 
C In a second step, they generate the other trial configurations with a small Monte Carlo scheme. It uses the precedent 
trial configuration to carry out some orienttiooal moves. These moves are selected with respect the internal energy of 
the placed bead according to the Monte Carlo method. An attention Is given to the chlrality issue. 
Figure 3.7: BIG-MAC subroutine trialgen.f called to generate a series of k trial positions for the beads 
bounded to the current one and not yet placed in the simulation box. The first bead has already be sited 
according to its Boltzmann weight. 
To adapt this idea to our problem, we have to bear in mind that the aromatic molecules 
have a rigid structure. Thus, the three first beads specify the configuration of the whole 
structure. The CBMC move is reduced to sampling of the orientation of the whole 
molecule. 
This approach needs the potential energy of the bead to be divided in two contributions. 
An "internal" energy, uinternal,  includes the bonded intra molecular interactions. An 
"external" energy, n, accounts for the remainder of the interactions. The CBMC 
algorithm consists of the following steps: 
• Generate a trial conformation using the Rosenbluth scheme to grow the entire 
molecule, or part thereof, and compute its Rosenbluth weight W(n) (see fig -
ure 3.8). 
• "Retrace" the old configuration and determine its Rosenbiuth factor W(o). The 
process is similar than for the new configuration. This time, for each segment, 
only k-i trials are generated. the k-th trial orientation is the old orientation. The 
Rosenbluth weight W(o) is defined as 
- W1 ( 0 ) f11= 1 [exp[—$ur]} fl'[exp[_f3ut]J 
() (.) 
where WI (o) is the Rosenbluth weight of the first bead of the old configuration. 
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• Accept the trial move with the probability 
acc(o - 	
W(n) 




The generation of the first bead receives a special attention in the CBMC algorithm. f 
trial sites are generated at random in the simulation box. Although this is a progress 
with respect to the conventional choice f=1 (this algorithm has been used for the 
simulation in the section 3.3, this approach fails to answer the problem of inserting 
a rigid molecule in pore of similar dimensions. A slightly modified version of the 
algorithm, using the Snurr et al. [67] algorithms, improves the insertion scheme of the 
first bead. Snurr's approach uses different biases. The first one is based on Mezei's 
scheme which allows one to attempt insertions in cavities left by other adsorbates 
molecules that can accommodate insertion, as shown in the upper right picture on 
figure 3.6. This scanning algorithm is a less sophisticated version of the CBMC one. 
Hence we should keep the CBMC algorithm as our scanning algorithm. For its second 
bias, the Snurr algorithm focuses on the most energetically favourable pore regions to 
insert a molecule. In this algorithm, the simulation volume is discretized into small 
cubic regions (called "cubelets" hereafter). Each cubelet has a normalised weight pt 
containing information about the energetics of placing a molecule in the cubelet i. 
A scheme of this algorithm is shown in the middle right picture on figure 3.6. The 
generation scheme for this hybrid algorithm is shown on figure 3.10. The process 
to retrace the old configuration is similar to the CBMC one. It is presented in the 
figure 3.9. We use for the first bead a new weight: 
P'c(f-l) Vcubelet w(o) = 	 (3.6) 
Pi Vsuitable 
P'c, in our case, is the Rosenbiuth weight of the first bead of the old configuration. 
The generation of the cubelet grid is the crucial issue of the Snurr algorithm. The 
cubelet weights must reflect the trend, for a molecule, to occupy the most energetically 
favourable region inside the zeolite. It can be obtained from the calculation of a dummy 
atom at the centre of the cubelet. Snurr uses this method and normalises with the 
formula: 
exp(—/3U) 
Pi 	 (3.7) 
Ej exp(-3Uj) 
where Uj is a potential energy assigned to the cubelet i. 
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Insertion of the first bead. 
f trial sites for the first bead are 
placed at random positions 
in the simulation box. The. 
Rosembluth weight of this 
segment is: 
i =1 
U 1 1 (n) = 
j = 
Select one trial 
with the probability 
Obi 	 /)selecting b = cxp[-3 ufl 
for the 2 next segments, k 
trial orientations are generated 
according to the Boltzmann 
weight of the internal potential 
I 	 of that segment: 
I t rhl _ 	]db Ili 	 )db 
.f f•rJ)[— .8 u r7](Ib 
- / 	 Out of these k trials, 
One is chosen according to the 
I F Boltzmann weight of its external potential: 
eneratin( ) -  
1 	
- 	
(1p[— 8 uft]  
The procedure is repeated for the 
/ 	 two first segments in order to 
have a full rotation of the whole 
-, - 	 rigid molecule. The next segments 
are built up with rigid bond and 
1 	 dihedral angles. 
The Rosenbiuth weight W(n) 
of the new configuration is defined as: 
CXp[—(!'']] IJ{exp[_8ut]] 
W(n)= 
Figure 3.8: CBMC algorithm for a rigid molecule. 
However, a dummy bead, as a sphere, does not reflect the favoured orientation of 
the rigid molecule inside the zeolite. Snurr et al. [67] propose to bias the orientation 
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I . Bond constraint or harmonic potential. This part uses the acceptance/rejection rule to find a suitable bond length if 
necessary. I did not touch this part. The program already includes the case of fixed bond length. 
2. Generation of second set of beads. For the first trial orientation, these beads are placed according to their equilibrium 
bond angle. In the case of a rigid molecule, that allows to define completely its orientation. I did not touch this part. 
3. Definition of two orlentatlonal vectors. The first one is built with the coordinates of the bead from which the new ones 
are going to grow and with the coordinates of a bead bounded to the latter one already placed. it Is used to defined the 
bond bending angle. The second vector is built with the previous and a "previous-previous" bead with respect to the 
bead from which the other beads are going to grow. I added the latter one to define torsion angles. 
4. initial position. The first time (first trial generation, no previous configuration stored) the beads are grown at random 
on a cone, except if we have a fixed torsion angle. For this case, I have created a subroutine pLacsrs9ufbead.f. Else, if 
there is an old stored configuration, the 8maifmc.f subroutine, that generates a configuration from the old one, is called. 
The subroutine keeps any (bond or torsion) rigid angles. 
5. Calculate the initial energies (internal energies). I set the energy of the rigid angle to zero. That corresponds to a 
probability of generating a configuration with rigid parameters of 1. 
6. Loop over all trial orientation; start the Monte Carlo scheme. 
7. Loop over the number of trial test: 
• Simply recalculate the energy for an old configuration the first trial. 
• Case of a linear segment of the molecule or beads defined according to its bond angle only (this corresponds to 
one bond angle and zero or one torsion angle defined). After the first trial, rotate everything around a cone. But 
do not change dihedral fixed angle. Reset energy and go to the next trial. 
• in the other case calculate the number of trial move to be performed. 
• Loop over these trial moves. I did not touch that. This loop is use for parallel CBMC. 
- Check and change the chirality if needed. I pay a special attention to keep fixed any rigid angle. 
- Select a trial move at random according to a given probability. There we three kind of trial moves: 
Change cone angle. This part is skipped if the bead has a rigid bond angle. Note that I did not 
increment in that case the variables that are needed to calculate the success ratio. The move is 
accepted according to a Monte Carlo scheme. 
Change position on a cone. This part is skipped for a rigid torsion angle. Same remarks as above for 
the success ratio. 
Rotate every bead around a cone. The same as for 7b, but for all the bead that are growing. The 
bond-bending energy is calculated if there are more than one previous bead, or if there are bead with 
rigid torsion angle. 
• End Loop over trial move 
• Reset bead coordinate (normalise) 
• Calculate the energy; check if the conservation is OK 
• Copy coordinates for a new orientation 
8. End Loop over the trial orientation. 
Figure 3.9: Modifications of the BIG-MAC subroutine trialgen.f (see figure 3.7) to allow rigid unit bias 
insertion. 
according to predetermined probability density p, and p,.  0, 0 and x are the three 
Eulerian angles that determine the orientation of the rigid molecule with respect to the 
zeolite. Unfortunately Snurr, in his article, gives no information about how to weigh 
these different angles and calculate their probabilities. 
Insertion of the first bead. 
. 	 f trial cubelets are choosen according to the probability 
:4-1- distributionP' . A point selected at random inside each 
•.41 	 cubelet is tested to see wether it lies a cavity of suitable 
• - - 	radius r,, with respect to the sorbate molecules. A running 
L 4 4..' L 	 average, P'c(fis  kept to the fraction of test point to be in  
"I 	 the cavity at each occupancy, f. One of the suitable point is 
choosen at random. The weight of this segment is 
= P'c(f) Vcubelet 
p, Vsuitable 
Vcubeletand Vsuitable  stand for the volume of the cubelet 
and the suitable pore volume. The orientation bias follows 
the rigid CBMC algorithm. 
Figure 3.10: Insertion of the first bead for the mixture of CBMC and the energy-cavity bias approach for a 
rigid molecule. 
We can devise an approach to generate cubelet grid that follows more accurately the 
energetic trends of the adsorbate molecules than the dummy bead process. This tech-
nique allows also to take into account the orientation configurations favoured by a 
rigid molecules in given position. A scheme is shown on the bottom right picture on 
figure 3.6. A simple energy minimisation Monte Carlo technique is used to find orien-
tation position of minimum energy of the molecule placed at the centre of the cubelet 
The energy of this position is used to calculate the cubelet weight. Several points are 
important to note: 
• To save some computational effort, the energy of each atom of the molecule is 
only calculated below a radius cut-off. This saves a large amount of CPU time, 
because the short-range interaction can be calculated efficiently using a cell-list. 
I follow here the idea behind the dual cut-off CBMC [102] algorithm. It can be 
shown that hard-core (repulsive) interactions are more important than long-range 
interactions in the selection of trial segments in the CBMC method. I extrapolate 
this observation for the energy of a molecule at a given orientation. 
• To find a good starting point for the minimisation technique, the algorithm scans 
beforehand about one hundred orientations equitably parcelled out according to 
a set of predetermined Eulerian angles (O, 0j , xk)(see annex 5.3 for more details). 
We can link a set of Eulerian angles to an unitary vector. This vector can be 
related to a small surface, Sunitary,  of an unitary sphere. These small surfaces 
divide equitably the sphere into parcels. The orientation with the lowest energy is 
selected. These angles are also used to bias the orientation of the molecule for the 
given cubelet. An orientation probability density, P,-ientati,  is then calculated 
for each successful set (Os , V 1j, xk). The process mirrors the Snurr energy-bias 
algorithm for its implementation. An orientation will be generated around a 
'grid orientation". This algorithm is presented on figure 3.11. 
- Selection the starting position (lowest energy on an Euler sphere). 
• Place the first atom at the centre of the cubelet. 
• Calculate the energy of this first bead, and test whether it Is worth testing the remaining of the molecule. If this 
atom overlap with the zeolite wall, the cubelet is unsuitable. 
• Loop over the Eulerian angles. 
For each set of (0,, Oj, xk), calculate the energy a molecule placed according to this position. 
If the placed molecule overlap with the zeolite wall, the position Is unsuitable for the Eulerlan sphere 
related to the given cubelet. 
Else, stored the energy. The stored energy will be used to select an orientation according to its relative 
Boltzmann distribution. 
a If all the positions overlap, the cubelet is unsuitable. 
• Select the Eulerian coordinates (0., 0j o , xi) related to the lowest energy as the starting position. 
- The starting position is stored as the old position. 
- Loop over a given number of minimisation steps. 
• Select at random which Eulerlan angle moves, and the value of the fluctuation. The amplitude is constant, the 
change can be forward or backward but are confined within the boundaries of the Eulerian angle intervals. 
• Calculate the new energy. 
• Accept a non-overlapping move if cxp(-(U_ - U0,d)) is greater than a random number between 0 and 1. 
If the move if accepted, store the new energy if the thermalisation is done and update the old position. 
Else store the old energy if the thermalisation is done. 
- Average the energy. This energy will be associated with the weight of the cubelet. 
Figure 3.11: Main points of the minimisation algorithm used to find the energetic position of a given rigid 
molecule placed on a cubelet. 
The new weight is: 




The f and k configuration trials are set to 1. The new algorithm is still embedded 
in the CBMC code. 
• Due to the amplitude of this calculated energy map, the energies corresponding to 
each cubelet can be ranged on a scale of several orders of magnitude. Equation 3.7 
can not be used anymore. The computer can not handle the exponentiation of the 
lowest energy U (largest —/3U) without underfiow errors. One solution is to scale 
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the potentials U. Those potentials are turned into Ej = (U - Umin )/(Um ,.x - 
Umin), where  Umin and U. are the smallest and highest energies among the 
energies assigned to the cubelets. They are not temperature dependant anymore 
and do not follow the Boltzmann distribution. The weight becomes: 
exp(—(U - Um jn)/(Umn - Umin)) 
P2 
= > exp(—(U - Umin)/(Umax - umin)) 	
(3.9) 
• Another unwanted characteristic of our energy map is the "artificial" relative 
energies of the cubelets. The small number of steps to minimise each energy 
involves an average with high standard deviation. One the other hand, because 
of the symmetry of the zeolite framework, we should gather cubelets of roughly 
equivalent energy. Thus, another solution implemented here is to sort out the set 
of energies and to group the cubelets according to their rank. The selection is 
carried on the groups and the weight is calculated correspondingly. A cubelet is 
then chosen at random among the ones that pertain to the selected group. More 
details are presented in the next section 3.4.2. 
If we simulate a flexible zeolite, we need to update the cubelet grid: 
Regularly. This updating allows to handle the change in the zeolite framework. 
The full cubelet grid is renewed. 
"On the fly": The minimisation process can improperly neglect a non-overlapping 
configuration. After a successful translation or rotation move or a regular 
updating, molecules can be found in such a neglected cubelet grid or parcel 
of the unitary sphere. The weights need to be recalculated for the balance 
details condition to hold. These changes are added to the old cubelet grid. 
The passage from a serial code to its parallel counterpart follows the CBMC algo-
rithm which is based on the work of Esselink et al. [103]. In their algorithm, multiple 
independent chains are grown instead of only one chain in the conventional CBMC 
algorithm. Out of this chains, one is selected according to its Rosenbiuth weight and 
the other chains are discarded. This improve the efficiency of the chain insertion when 
the fraction of accepted move is low [104]. In the case of our rigid chain insertion, we 
should also tale into account the cost of the grid updating in our efficiency calculation. 
The grid increases the accepted move ratio but its generation speed is function of the 
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number of processors. The parallel sorting algorithm, an adaptation of the quicksort 
algorithm [105], is based on the work of Li and co-workers [106]. 
3.4.2 Bias algorithm issues 
This section lists the different issues we should bear in mind during the conception of 
a new Monte Carlo mapping bias and eventually gives a theoretical justification of the 
group cubelet bias devised in this work. 
Grid issues 
• The grid should be small enough to scan accurately the geography of the zeolite 
pore space. 
• The grid should be large enough to be affordable in term of memory/CPU time. 
Weight issues 
• The weight should efficiently select the most probable region of adsorption. 
• The weight should crude enough to allow the molecules to test more unlikely area. 
• The weight should contain some energetic information about each cubelet (with or 
without an orientation bias). It can define a density of probability of adsorption Pi. 
• The cubelet selection and its corresponding weight must respect the details balance 
condition. 
• The energetic information must be normalised. 
• It must revert to the original acceptance move probability (without any bias) if 
the energy is uniformly distributed. That is (1/p) * (V, ejet /Vsujtabje ) = 1. For 
example, in the Snurr algorithm Pi = exp(—/3u)/ >(exp( — i3uj)) 
Where u2 is the energy of the dummy atom in the centre of the cubelet i. If ui = 0 
for all the cubelets, p2 = l/Nsujt je . Nsujtcj jie is the number of suitable cubelets. 
1"stiitable = N * V,jbe1. So we get the correct answer. 
Practical issues 
• The large variation of the energy associated with the cubelets introduces the pos-
sibilities of underflow errors in the simulation results. Excluding the most un-
favourable cubelet does not work. 
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• Scaling the energies as shown in equation 3.9 solves the underfiow error problem. 
Note that if we consider a dummy grid whose energy of all the cubelets are equal, 
we should not calculate the value of (u2 umin)/(Umax umin) but use its limit when 
this fraction tends toward 0+, 1.0 instead. We revert toward the Snurr algorithm 
and thus the original Monte Carlo algorithm. 
• The grouped bias algorithm is a modified version of the grid bias algorithms. The 
idea is to gather energetically similar cubelets in weighted group. We then choose 
a cubelet at random among a given selected group. Here is the general algo-
rithm: 
- Sort the cubelets. Let call this permutation, the function s. 
- The number of groups, M, is fixed. Each group has a given number 1(m) of 
cubelet. 1(m) = N8uitjjie 1M for the M - 1 first most energetically favourable 
groups. For the last one, we have 1(M) = N3j j * (1 - (M - 1)/M). This 
process allows to take into account the fact that M can not divide Nsujtie . 
- The weight of each group is: the sum of the cubelet energies belonging to the 
group: 
k=1(1)+..-f-i(m) 
k=1(1)-k.-4-1(m-1) exp( — (u3 (k) - Umjn)/(Umax - Umin)) 	
(3.10) Pm = 	 18UItabLe exp( — (uk - min)/(Uma - um in )) 
- A cubelet is chosen randomly within the selected group. That is the cubelets of 
a given group are considered energetically uniform. 
- The acceptance function is (l/pm )*(Vgroup/ Vsuitable ), with Vgroup = l(m)*Vc.,jet 
- If all the cubelet are energetically uniform, we have 
1 Vgroup = 1 
	 (3.11) 
Pm Vav.itable 
3.4.3 Algorithm verification and efficiency consideration 
This section has two purposes. We want first to check if our biases do not modify 
the result of a simulation and then to test their efficiencies. We run several series of 
simulations whose common features are as follow: 
• The force field model selected is described in the subsequent section. Note that 
we use a Lennard Jones potential to calculate the interaction energies between the 
beads of the benzene molecules and the atoms of the zeolite. The parameters of 











Figure 3.12: Relative energy cubelet distribution. Ch4 grid and full grid correspond to a cubelet grid 
generated with a methane bead as a dummy bead and from the averaging benzene energies with the energy 
minimisation Monte Carlo technique. 
• The temperature is 283 K and the external pressure is 1000 kPa. 
• Only simulations with benzene molecules are tested. 
• Here is a description of the hardware system: "The cluster consists of 52 900 MHz 
Ultrasparc III processors in a single cabinet. Each processor has 1 Gb of memory 
associated with it. The level 1 cache on the U1traSPARC-III is 64kbyte, 4-way set-
associative with 32 byte lines. The level 2 cache on the U1traSPARC-III is 8Mbyte, 
direct-mapped with 64 byte lines." [107]. Each of our job uses 16 of those processors. 
• Only insertion and removal moves have been allowed (which means that the zeolite 
framework is frozen). 
• A series consists of 6 runs with a growing number of attempted moves (5000, 25000, 
50000, 250000, 50000 and 1000000). 
The method applied here is to run two benchmark simulations. The first one is a 
modified CBMC simulation whose number of configurational trials f and k are set to 
1. Actually, because we use the parallel version of the code, the number of first choices 
f is equal to the number of processors, here 16. This simulation is called "dummy 
configuration bias" in the figure 3.14. The second benchmark simulation used is our 
grid algorithm with a dummy grid. The energy of all the cubelets are set to 1, as well 
as the one of the small surfaces of the unitary sphere. Again, the only difference with 
an original grand canonical Monte Carlo simulation is the number of trials for the first 
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Figure 3.13: Spatial relative energy cubelet distributions calculated with the equation exp(—(U - 
Um,.)/(Um . U.,.)). The potentials come from the averaging benzene energies with the energy minimi-
sation Monte Carlo technique (first two rows) and from the interaction energies between a methane bead as 
a dummy bead and the zeolite wall (last two rows). Orthographic off diagonal view (top left corner). Top 
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75 
20 	
11111111 	 I . ! 	 IT 
I 15 ? 
1'° 
5 L








C 	 -- 
Cs 	



















I e+06 	0 	2e+05 4e+05 6e+05 8e+05 I e+06 
steps 
G—O successful growth 
—c accepted move - 
Figure 3.14: Verification of the efficiency of different algorithms.) 
The algorithms tested are: 
"configurational bias": CBMC algorithm for rigid molecule (f=15x16, k=10). 
"scaled CH4 grid": Our modified version of Snurr's algorithm. The energy of each 
cubelet is the interaction energy of a CH4 bead placed at the centre of the cubelet 
and its zeolite environment. The cubelet energy distribution profile is shown on 
figure 3.12. The weights are calculated with the equation 3.9. A spatial distribution 
of those weight (non normalised) is shown on figure 3.13. 
"truncated CH4 grid" This algorithm is similar than the previous one. In this case, 
the weight is calculated with the equation 3.7. To avoid underfiow problem, we 
reject cubelets whose "energy" (—(Es - Emjn /kT) is below -600. 
"grouped CH4 grid" This is another version of the "scaled CH4 grid". This time, we 
have sorted out the cubelets in 16 groups according to their rank. The definition of 
the group weights is given in appendix 3.4.2. 
"scaled full grid" The energy of the cubelet is an averaged interaction energy of a ben- 
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zene molecule with the zeolite. It is calculated from a coarse Monte Carlo simulation 
with only 10 steps of "thermalisation" and has 30 rotation moves averaged. The 
starting configuration is the lowest configuration on the unitary sphere. Each sphere 
is divided in 125 parcels (each Eulerian angle interval is divided by 5). The cubelet 
energy distribution profile is shown on figure 3.12. The weights are calculated with 
the equation 3.9. A spatial distribution of those weight (non normalised) is shown 
on figure 3.13. 
"grouped full grid" A grouped grid based on the averaged interaction energies of ben-
zene molecules with the zeolite. 
Figure 3.14 presents the result of this verification investigation. The first row checks if 
the algorithms do not change the results of the simulation (the loading and the isosteric 
heat of adsorption). The second row tests the efficiency of the algorithms. On the left 
hand side is plotted the percentage of successful growth (an insertion that does not 
overlap the zeolite wall) and the percentage of accepted move. On the right on side is 
plotted the time of the simulations versus the number of steps. 
Several observations can be highlighted: 
• The CH4 grid and full grid generate a very different energy distribution. The CH4  
grid is more related to the free pore volume inside the zeolite. There is a great 
variation of energy for the cubelets close to the zeolite wall, else the energy is 
almost constant. One the other hand the full grid promotes cubelets that can host 
the most energetically favourable benzene configuration. The reason why the two 
spatial distributions differs so much is that the benzene configuration is not built 
from the centre of mass of the molecule but from one of its beads. 
• The number of attempts selected for our series highlight the fact that we focus on 
the the thermalisation process. We wanted to know how fast the different algorithms 
reach equilibrium. The thermalisation can not have been achieved. This explains 
the large standard deviation errors observed at the beginning of the different series. 
• We can highlight different features about the loading graphs: 
- The two benchmark series converge toward 14 molecules per supercell. 
- The "configurational bias" series shows very few fluctuations around this value. 
The magnitude of its standard deviation errors are the smallest with respect to 
the other series. 
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- The "scaled CH4" series converges toward 14 molecules per supercell. Its stan-
dard deviation errors overlaps the benchmark ones. The "grouped CH4 grid" 
shows a very similar pattern. 
- On the other hand, the "truncated CH4" grid simulations do not converge to-
ward 14 molecules per unit cell but reach a plateau of about 9-10 molecules per 
supercell. The most sensible reason is that this grid does not allow the access 
to some energetically, but nevertheless possible, unfavoured place. As the grid 
can not be updated (there is no translation and rotation moves), the loading is 
corrupted by this artifact. 
- By contrast, the "scaled full" simulations allow a higher loading. To check 
whether the algorithm is faulty or more efficient. I run a full simulation with this 
algorithm, the "configurational", the "grouped full grid" and the "dummy grid" 
ones. In those four simulations the zeolite framework is flexible. The results are 
presented on table 3.4. The loading of the "grouped full grid" series, whose bias is 
Algorithm 	 q3 (kJ) loading (molecules/supercell) 
dummy grid 	44.65 11.12 +1- 0.34 
configurational bias 36.22 	12.08 +/- 0.44 
scaled full grid 	42.49 	16.11 +/- 0.52 
grouped full grid 	37.01 	14.99 +/- 0.48 
Table 3.4: Results of bias Monte Carlo simulations. The parameters of those simulations are the ones 
used for the simulation series except for the number of attempted moves. 1.9 million of insertion/removal 
moves, 1.1 regrow moves (here a regrow move is equivalent to an orientation move) and 0.83 million of 
translation /rotation moves have been used. 
coarser, tends toward 15 molecules per supercell both in the simulation series and 
in the full one. By contrast, the flexibility of the zeolite affects the loading of both 
the configurational and the "full scaled simulation". The standard deviation for 
the three full simulations is small and of equivalent magnitude. By contrast, 
they do not converge toward the same loading. The benchmark loading is also 
different. The error can come from different sources: 
* I assume first that the code itself is correct. I cannot provide evidence of 
this statement with the results presented here. However, the configurational 
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Figure 3.15: Loading fluctuation of the full simulations described in table 3.4. The 2000 first steps were 
used for the thermalisation. "dummy grid" (top left). "configurational bias" (top right). "scaled full grid" 
(bottom left). "grouped full grid" (bottom right).) 
* Another obvious reason could be a corruption of the loading result by a 
bias artefact. Bias algorithm could not be as neutral as it is claimed. We 
have seen that the different biases devised in the previous section respect the 
detailed balance condition and are normalised. The last condition that the 
algorithms must satisfy to suit a Markov process is the ergodicity (i.e., every 
accessible point in configuration space can be reached in a finite number of 
Monte Carlo steps from any other point). The truncated algorithm is a good 
counter example. The other mapping algorithms do not prevent the access 
to the zeolite pores. However the use of a blend of basic ergoclic Monte 
Carlo moves such as the translation and rotation ones, with the other more 
sophisticated (and possibly non ergodic) bias moves assures in principle the 
ergodicity of the whole method. 
* The last reason I can provide is the possibility that the system itself is not 
ergodic. In the introduction chapter, we stress that the eventuality of a 
hysteresis loop for the p-xylene/silicalite system cannot be neglected. As-
suming that the likelihood of the such a phenomenon holds also for the 
beuzene/silicalite system, the ergodicity of the system is not true anymore. 
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Figure 3.16: Energy fluctuation of the full simulations described in table 3.4. The 2000 first steps were 
used for the thermalisation. "dummy grid" (top left). configurational bias" (top right). 'scaled full grid" 
(bottom left). "grouped full grid" (bottom right).) 
librium phase spaces were separated enough to perform safely the forward 
and backward simulation. If this hypothesis is not true, the final loading is 
the result of a mixing of the two equilibrium phase spaces. This occurrence 
can explain the different loading, each algorithm favouring a different mix- 
ing. The large loading fluctuation observed on the figures 3.15 supports this 
argument. Likewise, the hills and valleys patterns of the figures 3.16 do not 
correspond to the usual energy fluctuation after thermalisation. 
• The isosteric heats of adsorption pertaining to the simulation series is roughly con-
stant and independent of the loading (after a few numbers of attempts). The ones 
calculated from the full simulations do not allow a straightforward relationship with 
the loading. This confirms the fact that we can not use it for an optimisation pro-
cess. 
• The move efficiency graphs raises a question: Can we associate the efficiency of an 
insertion bias with the quality of the simulation results? According to this figure, 
the answer is no. On the one hand, a bad algorithm such as the one based on 
a "truncated CH4" grid shows good acceptance move percentage that leads to a 
wrong loading. One the other hand, the "full scaled" grid simulation has a twice 
as low acceptance move percentage with an highest loading. The latter grid scans 
HMI 
some more unlikely place which generates more acceptance failure but also detects 
new possible configurations. 
• The simulation times highlight that the "configurational bias" algorithm is the 
more computationally expensive. The "dummy configurational bias" is the quickest. 
The other series show similar time with the exception of the "truncated CH4" 
simulation. The calculation of the Rosenbluth weight is the limiting time factor 
in the "configurational bias" algorithm (the exponentiation is an expensive time 
process). The selection of a cub elet from a large set according to its relative weight 
is the most costly time procedure for the Snurr like algorithms. Note that the 
generation of the grid is not computationally expensive. The case of the "grouped 
CH4" grid is not well understood. 
The conclusions we can drawn from these observations are the follow: 
• The grid bias algorithms save twice as much time with respect to the configurational 
bias ones for a similar simulation results. 
• These simulation results are unexpectedly sensitive to the kind of grid used. Grids 
that block too many unfavourable cubelets modify the loading average. Updating 
those grids and including rotations and translation moves should solve this problem. 
This sensitivity could be explained by the hypothesis of the non ergodicity of the 
system. If this argument holds, our Monte Carlo algorithms are not the correct 
mathematical model to simulate this system. 
• The "grouped grid" biases do not improve greatly the simpler "scaled grid" bias. 
• The isosteric heat of adsorption does not allow an assessment of the different algo-
rithms. 
• The gross percentage acceptance figures are not sensible enough to check the effi-
ciency of bias algorithms. 
35 Force field model 
3.5.1 Generai considerations about the aromatic moiecuies/siiicaiite force 
field 
The task to select a suitable force field model for our simulation can be properly carried 
out if we can answer this question: What should our force field model? The theoretical 
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answer is that it models the EPS, which in turn ideally gives access to observable data. 
The molecular model section 3.2 have shown that the concrete application is far less 
obvious. We should decide, through a "trial and error" approach, which function should 
be added in our force field and the value of their parameters. The weak point of this 
method is the direct counterpart of its strength, the assumption of transferability. This 
characteristic supposes that the fitting of parameters can be run independently from 
each other. The Validity of this assumption is more difficult to check for complex system. 
In our case, each step of the assessment process faces its own range of uncertainty: 
Experimental benchmark: As shown in the former chapter, experimental isotherms 
of benzene or p-xylene present some discrepancies. Moreover, the benchmark co-
efficients extracted from these raw data depend, for a great part, on the theoretical 
approach used. How far can these errors "corrupt" their "true" values? 
• Partitioning: The partitioning of the potential is not unique. Errors can cancelled 
each other or be absorbed by the parameter fitting. We can choose to calculate 
explicitly the coulombic interaction of the sorbate or approximate it. We can 
choose to add an Urey-Bradley or/and core-shell potential in our zeolite force 
field. Each addition is consistent with respect to the sorbate or zeolite model, 
but the mixing is more difficult to justify. How can we asses the validity of the 
old error cancellation or adsorption in our new system? 
• Mathematical function: Each term of the potential can be calculated with differ-
ent models. The difficulty arises when we deal we non-additive energy such as 
the polarisation energy. In theory, we should carry a self consistent calculation in 
order to find the optimised induction energy of a system. The core shell potential 
models such an energy by representing an ion in terms of a charged core and a 
charged mass linked by an harmonic spring [87]. On the other hand, Lachet et 
al. choose to approximate the sorbate polarisation energy induces from the the 
zeolite framework to the first term of the multipole energy. They have shown that 
the other terms to be negligible [109]. So we end up to calculate this energy with 
two different models. Can we simply add up these two partial induction energies 
to evaluate the total non-additive polarisation energy? 
• Fitting parameters: The partial charges are fitted by ab initio calculation in or-
der to reproduce the electrostatic field around the molecule. When one use semi 
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empirical ab initio calculation, the dipole and quadrupole moments are the experi-
mental value are the final benchmark of the chain. The OPLS charges for p-xylene 
are merely the benzene one, the fitting focusing on the Lennard-Jones param-
eters. The Snurr partial charges come from a corrected semi-empirical MINDO 
calculation [110]. Which charges set is the most accurate in the sorbate/zeolite 
framework? 
To tackle these issues, a pragmatic approach consists on focusing on a few properties 
of the aromatic and zeolite system we think play a relevant role in the adsorption 
process. The corresponding force fields should be selected according to their accuracy 
to simulate such properties. The choice of the partitioning, mathematical functions and 
parameters of the force field can be discussed through this method. The next step is 
the optimisation of the sorbate/zeolite potential. The final test is to check whether the 
simulated isotherms match the experimental ones. Due to these uncertainties, the result 
should be a force field with few transferability beyond very similar aromatic/zeolite 
system. 
Aromatic force field 
The understanding and modelling of aromatic interactions is more difficult to carry 
out than some other non-covalent functional groups such as the energetically strong 
H-bonds with well-defined geometry [111]. The large functional groups involves a large 
surface of intermolecular contact and hence a strong van der Waals interactions. On 
the other hand, electrostatic interactions play an important role with respect to the 
relative orientation of the aromatic rings in a dimer structure. The most stable con-
figuration between planar sandwich and T-shaped (see figure 3.17) benzene structures 
depends on the relative importance of the attractive van der Waals energy and repul-
sive electrostatic ir - ir interactions in the full energy of the dimer structure. Moreover 
it is well known that benzene has a non-negligible quadrupole moment of -8.7 10 26 
esu.cm [112]. 
Atomic force fields for benzene can be classified based upon the number of force centres 
included and the treatment of electrostatic interactions. The force fields are either a 
united atom with 6 forces centres located at the carbon atom positions, or along the C-H 
bonds (anisotropic united atom), or an explicit (all) atom with 12 force centres located 
83 
00 O<i~ 
Figure 3.17: Schematic representation of planar sandwich (left hand side) and T-shaped (left hand side) 
benzene dimer structures. 
at the carbon and hydrogen positions. The force fields either include electrostatic 
interactions, through partial charges or a point quadrupole, or neglect the electrostatic 
effects. The p-xylene force fields are based on the benzene ones, where the methyl group 
potential is added. We did not investigate every published benzene force field. Rather, 
we checked published benzene and p-xylene force fields embedded in zeolite/aromatic 
simulation papers. We also used the work of Smith and Jaffe [113] who have compared 
different force field for benzene and presented their own. 
For their simulation, Snurr et al. [67] use an explicit atom force field taken from the 
work of Shi and Bartell [114] for the benzene interactions and the OPLS potential pa-
rameters of Jorgensen et al. [10] for the p-xylene interactions. They used partial charges 
in order to account for the quadrupole moments of the sorbates. They have optitnised 
and assessed their aromatic/silicalite model, which contains a rigid silicalite framework, 
against experimental isosteric heats of adsorption and Henry coefficients [110]. This 
force field is popular and has been used by other groups [115, 116]. However, discus-
sions above 3.3 have shown, that their assessment is no longer reliable for this system. 
Moreover, Shi and Bartell include explicitly electrostatic interactions in their potential. 
Thus the addition of partial charges on benzene seems redundant. Finally their poten-
tial does not reproduces well quantum chemistry results for the structure and binding 
of benzene dimer (see figures 3.19 and 3.20). For all these reasons, we decided not to 
use their potential for benzene. 
Lachet et al. [117, 109, 118, 119] use also the OPLS potential parameters of Jorgensen 
et al. to simulate the p-xylene interactions in their p-xylene/Zeolite systems. 
Finally, Catlow et al. [120] uses another potential for their benzene and p-xylene sim-
ulations. The parameters of the Catlow et al. and Smith and Jaffe potentials for 
benzene are collected in table 3.5. Note that we considerer here only intramolecular 
potential. The full Catlow potential uses flexible aromatic molecules. We choose to fix 
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the molecule ring to save some CPU time. We assume that the small flexibility of the 
aromatic molecule does not play an important role with respect to the flexibility of the 
zeolite or other intramolecular interactions. The Buckingham potential has the form: 
= Aexp(—Br) C 
	
(3.12) 
Parameters Smith and Jaffe [113] Catlow [120, 121] 
Acc [K] 39.73x106 
Bcc [A-1 ] 3.6 
Ccc [K.A 6 ] 26.13x104 
ACH [K] 1.956x106 
BCE [A 1 ] 3.415 
CCH [K.A 6 ] 6.26x104 
AHH [K] 1.199x106 
BHH [A- '] 3.74 
CHH [K.A 6] 1.23x104 
qc [electrons] -0.11 -0.153 
q 	[electrons] +0.11 +0.153 
occ [A] 3.2 
(f/kB)CC [K] 29.75 
CH [A] 2.80 
(E/k B )CH [K] 45.25 
HH [A] 3.20 
(f/kB)HH [K] 79.53 
Table 3.5: Parameters for the van der Waals potential benzene explicit atom force fields with their partial 
charges. Smith and Jaffe use a Buckingham potential function (see equation 3.12), Catlow et al. a 
Lennard—Jones potential (see equation 3.3). All the parameters have been rescaled in BIG-MAC units. 
o [A] (f/kB) [K] 
C-C 	3.55 	35.24 
H-H 	2.42 	15.08 
CH3-CH3 3.80 	85.47 
Table 3.6: Lennard—Jones parameters for p-xylene/p-xylene interactions from the OPLS force field [10]. The 
methyl group is a pseudoatom. Jorgensen mixing rules are used. 
Atom 	q(e) 
OPLS charges used by Lachetet at.: They allow the model to reproduce 
liquid-state properties, not experimental moment. The corresponding 
force field is termed OPLS 1 in figure 3.18 
C (CH3) -0.1155 
CH3 (C) 0.115 
C (H) 	-0.115 
H (C) 	0.115 
Snurr et at. charges: They give a quadrupole moment equals -1.9 x 10 -25 
esu cm2 . The corresponding force field is termed OPLS 2 in figure 3.18 
C (CH3) -0.2835 
CH3 (C) 0.2025 
C (H) 	-0.1161 
H (C) 	0.1566 
Table IT Partial charges for p-xylene used to calculate Zeolite/Sorbate interaction energies. 
It worth noting that these groups do not use the same set of partial charges for their p-
xylene molecule . Let us discuss further this issue because it exemplifies the difficulties 
to select a suitable model for our system. The two sets of charges, shown on table 3.7, 
present a different of value. The problem increases when these force fields are used with 
charged zeolite potential. We must assure the consistency of these two sets of charge. 
If, the aromatic charges do not vary a lot in the literature, the partial charges put on 
zeolite atoms vary on a range of about 1 e. We should bear in mind that a charge of 
0.01 e produces an electrostatic potential of 1 kcal/mol at a point 3A away. At the 
same time, the absolute free energy of hydration for p-xylene is 0.8 kcal/inol [122] for 
transfer of one mole of the solute from ideal gas to the aqueous solution at 25°C and 1 
atm. Such figures can bring a doubt on the reliability of the force field models. 
We adopt two criteria for judging of the quality of the force fields. Firstly, we check 
the agreement between an experimental and simulated thermodynamic property, such 
as the vapour-liquid coexistence curve for the aromatic molecules. The simulation of 
the coexistence of two phases, whose conditions of existence are an equal pressure, 
temperature and chemical potentials of each specie, is carried out with the Gibbs en-
semble method. This technique overcomes the linearly dependent problem of these 
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Figure 3.18: Vapour-liquid coexistence curves for benzene (left) and p-xylene (right). Experimental result 
comes from [9]. See the caption of table 3.7 for the meaning of OPLS 1 ans OPLS 2 
three sets of extensive variable, which can not be simply fixed (see the Frenkel and 
Smit book for further details [11]). The result is presented on figure 3.18. We see that 
the TraPPE-UA force field leads to result in perfect agreement with the experimental 
one. The Smith and Jaffe reproduces fairly well the vapour-liquid coexistence curve, 
whereas the Catlow force field gives a very poor result. Likewise, the calculated den-
sities from OPLS force field with both sets of charge do not match the experimental 
curve We should stress that the TraPPE-UA force field parameter has been fitted with 
respect to this very experimental results, and with the same program. Smith and Jaffe 
use a molecular dynamics package and use the gas-phase second virial coefficients as 
their benchmark to fit their potential parameters. This statement does not downgrade 
the TraPPE-UA force field assessment, it only relativises the comparisons between the 
different force fields. 
The second point to check is the microscopic behaviour of the dimer structure. The 
possibility of an dimer benzene association inside an intersection pore of the silicalite 
zeolite can not be neglected to explain the strange isotherm of this sorbate. We use the 
benzene dimer energies and geometries test devised by Smith and Jaffe. The quantum 
chemistry data comes from their article. The results are reported on figure 3.19 and 
3.20. The electrostatic interactions seems, indeed, to give a more accurate description of 
the dimer geometry. The use of such a test is less evident for p-xylene. The position of 
the two methyl groups and their resulting entropic contribution, play a more important 
role than their energetic weight in the siicalite adsorption [4]. 
Which force field model should we choose? Actually, the most sensible approach should 
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Figure 3.20: Energy of the T-shaped point-face benzene dimer structure as a function of the vertical centre 
of mass separation Rz determined from quantum chemistry and various force fields 
and Jaffe or OPLS charged potential) and uncharged (Lennard—Jones TraPPE-UA 
potential) force field should lead to a richness of information greater than any of them 
alone. A particular point of interest is to estimate of the influence of the electrostatic 
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interactions and other long range interactions on the adsorption process. However, as 
we argue in the introduction of this section, we consider the mixture of such charged 
force fields as unreliable if quantum calculation of an arornatic/silicalite cluster system 
has not been carried out beforehand to assess the consistency of the charge system. 
Due to these electrostatic consideration the TraPPE-UA force field is our choice by de-
fault. The electrostatic interactions of the aromatic/aromatic interactions are adsorbed 
in their Lennard-Jones coefficients. This model has been shown to reproduce correctly 
the thermodynamic and gas-phase properties of the molecule [94] and figure 3.17. 
However, we note that the dimer structure is less well reflected. The aromatic/zeolite 
Lennard-Jones parameters should be optimised by matching experimental a Henry 
constant with flexible zeolite simulation. 
3.5.2 Zeolite force field 
The main problem we have to deal with, when selecting a zeolite force field, is to 
check whether the flexibility is simulated correctly. Indeed, the important point we 
want to estimate for our simulation is the influence of this flexibility on the aromatic 
adsorption behaviour. In the last section of the introductory chapter 1.5, we have seen 
that a reversible phase transition of its framework from MONO to PARA occurs when 
we increase the loading of p-xylene in silicalite. Slicalite undergoes also a temperature 
phase transition at about 350K from MONO to ORTHO. 
Due to their industrial importance in the oil industry, numerous silicalite force fields 
have been published in the literature. Hill and Sauer [123], Bu.rchart [124] Demontis and 
co-workers [125], Santen and co-worker [126], Catlow and co-worker [120] and Gale [127] 
have created their own silica.lite force field to name but a few. Our first criterion is 
merely a technical one. We have tested the force field the more easily implemented in 
our Monte-Carlo program, BIG-MAC. The two first force fields are concerned by this 
problem. We did not check the third model neither for lack of time. The description 
of the final three is presented in the table 3.8 and 3.9. It is important to stress that all 
these force field are empirical. They result from a trial-and-error strategy. The choice 
of the mathematical functions reflects the balance between complexity and efficiency 
the authors feel suitable for their simulation. As a consequence, the parameters, though 
based on a physically meaningful functions, are not physically significant themselves. 
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At the limit, in the case of the Catlow and co-worker's force field, the function are a 
purely mathematical approximation of the PES. 
Coulombic interactions 
Santen rigid ion:E 	= qqjlrij  
Catlow rigid ion:E 	= qqj /rjj 
Gale 	shell model: see figure 3.21 
Short range interactions 
Santen E 3 = A 3 exp(—r12/pi3) - 
Catlow E 3 = A 3 exp(—r23/p23) 	 r 3 <rj 
Eij = A 1 r ± B 1 r + C1r. + 	+ Eir3 + F1 r1 <r <r213 
E 3 = P10 + Q1r + Rir3 + S1 	 r <r2 <r323 
E 3 = —Cr 6 	 r3 <r23 <r 
Gale 	E23 = A, exp(—rtj/pjj) - Cr 6 
Three body interactions 
Santen Effarmonic angle = O.Skha(O - e) 2 
Catlow E2 k = 0 . 25A ijkBk exp(—rjj/p1) exp(—rjk/p2) 
A 3 k = kk/2(00 - 7r)2 
Bj3k = (0 - 	- (0 - 
Gale 	EUrey_Brajiey = 0.5kb(r 2k - r0 ) 2 
Table 3.8: Potential Energy functions for zeolite systems 
To check the quality of the three last zeolite force fields, we aim to test how well this 
temperature modification is simulated. As we need to asses the silicaiite force field 
model in the context of our adsorption simulation, we use the BIG-MAC Monte Carlo 
programme where only translation moves are allowed. We run a series of simulations 
of the silicalite framework at two different temperatures, 260K and 380K (below and 
above the temperature of phase transition) with the three force fields starting from 
two different experimental framework structures, the MONO [40] and the Baerlocher 
PARA [93] symmetry. 50 million translation moves are attempted in each run. 
Figure 3.22 presents a qualitative picture of the final simulation snapshots and several 
experimental frameworks of the top view of the straight channel. At low temperature, 
the simulation framework should be closest to the MONO structure; at high tempera- 
Ell 
Santen 	I 	Catlow 	I 	Gale 
Coulombic 
qsl 	 2.2 	 4 	 4 
qO -1.1 	 -2 
qo8 	 0.86902 
qo -2.86902 
k 8 (eV.A 2 ) 79.074 
Short range Si-0 	0-0 Si-0 	0-0 Si-0 	0-0 
A 23 (eV) 24441.2370 	444.7686 1005.1563 	4978496.9 1277.514 	22764.0 
P 3 A 0.20263 	0.40239 0.3277 	0.149 0.32052 	0.149 
C23 (eV.A 6 ) 180.8045 	0.0 25.00 	52.12 5.9062 	27.879 
A i (eV.A 5 ) -15.6911723 	-0.7894742 
B i (eV.A 4 ) 165.2261909 	13.0952378 
Ci (eV.A 3 ) -697.1112644 	-86.699629 
Di (eV.A 2 ) 1484.1446300 	286.441278 
F, (eV) 724.2200617 	311.1788448 
Ei(eV.A 1 ) 1611.8417758 	-472.3745705 
P1 (eV.A 3 ) -0.0233139 	-0.0251198 
Q i (eV.A 2 ) 0.2214821 	0.3052061 
R i (eV.A 1 ) -0.6702747 	-1.2208242 
S1 (eV) 0.6187898 	1.5952103 
ri (A) 1.5 	 2.9 
r2  (A) 2.5 	 3.6 
r3  (A) 3.5 	 4.2 
r, (A) 7.6 	7.6 7.6 	 7.6 7.6 	7.6 
Three body 0-Si-0 0-Si-0 0-Si-0 
kk(eV.rad 2 ) 729.0189 
kha(eV.rad 2 ) 2.0940 
00 (C°) 109.47 109.11666 
kb(eV.A 2 ) 2.30273 
r0 (A) 2.43352 
Pi (A) 0.3277 
P2(A) 0.3277 
Table 3.9: Parameters of the potenJl Energy functions for zeolite systems 
• A core-shell unit is a massive core and a massless shell connected by a harmonic spring (constant K). 
• A polarisable atom (charge q) is thus a "diatomic molecule". The core has a partial charge q, the shell a partial charge 
q.. We haw q=q+q5 . 
• There is no self electrostatic interaction between the core and the shell. The coulombic interaction between energy them 
is set to 0. 
• Other non-coulombic interactions arise from the shell alone. 
• The core-shell unit undergoes only translation moves. 
• The energy is given by the harmonic formula 	 = 05 • K. (r. - 
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Figure 3.22: Top view of the straight channels of different silicalite structures. 
ture to the ORTHO structure. At best, these pictures are only able to show that the 
straight channels get more or less elliptical. We need a more accurate criterion to select 
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the more suitable force field. However, the tools for such an estimation are not straight-
forward in the context of a Monte Carlo simulation. A Molecular Dynamic simulation 
or an energy optimisation are more efficient algorithms for such a simulation. They use 
the forces derived from the force field to drive the motion of the particles toward the 
lowest symmetry. As a result, they can calculate important experimental crystal prop-
erty such as the IR spectra. Because such a dynamical property can not be calculated 
with a Monte Carlo simulation, we must focus on the geometry of the framework itself. 
The problem to overcome here is to separate the disorder of the structure generated 
by the random move of the Monte Carlo simulation from the one due to the force field 
model. We can not simply consider the average deviation from experimental position 
of the silicalite atoms. 
To understand why, let us have a look at the different distributions of four geometrically 
relevant values plotted in the figures 3.23, 3.25, 3.27 and 3.29. These distributions are 
the Oxygen-Oxygen and Silicon-Silicon distances between an atom and its next-nearest 
neighbours and their corresponding angles O-Si-O and Si-O-Si (that is the geometry 
of the primary building block). We have also plotted the evolution the characteristic 
figures that describe such a distribution: The mean, standard deviation, skewness and 
kurtosis. Finally these distributions are extracted from regular snapshots during the 
simulation of several simulation of the silicalite framework alone. Four distributions 
from experimental silicalite structure are given for reference. 
We see that the experimental distributions are qualitatively different from the simulated 
ones. They present a multi modal configuration, each peak could be related to a specific 
angle or distance characteristic of some symmetry element of the framework. Because 
of the random Monte Carlo process, the base of these peaks enlarge and eventually 
overlap. The result is a mono or hi modal simulated distribution. Only the general 
aspect of these distributions can be appreciated. We can notice, for instance, that the 
shape of the Gale distributions are the closest of the corresponding experimental one. 
But, because of this qualitative difference in distribution, we can not carry out further 
more sophisticated statistical tests. 
However, we can turn this very distribution problem into a selective tool of the force 
field. The idea is to test the "robustness" of the force field along the simulation. All 
these models provide a good estimation of the PES. The maximum value position of the 
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Figure 3.23: Distribution of the 0-0 distance distribution of different silicalite structures. 
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Figure 3.24: Evolution of the mean, standard deviation, skewness and kurtosis (top left, top right, bottom 
left and bottom right respectively) of the 0-0 distance distribution along 50 snapshots regularly extracted 
from different silicalite simulations. In the legend, s, c and g stand for Santen, Catlow, Gale force field; 
m and p precise the starting silicalite structure (MONO or Baerlocher's PARA silicalite) and 260 and 380 
design the temperature (in Kelvin) used for the simulation 
simulated distribution, coincide with the one of the experimental position. On the other 
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Figure 3.26: Evolution of the mean, standard deviation, skewness and kurtosis (top left, top right, bottom 
left and bottom right respectively) of the Si-Si distance distribution along 50 snapshots regularly extracted 
from different silicalite simulations. In the legend, s, c and g stand for Santen, Catlow, Gale force field; 
m and p precise the starting silicalite structure (MONO or Baerlocher's PARA silicalite) and 260 and 380 
design the temperature (in Kelvin) used for the simulation 
between atoms. These forces control the motion of the atoms around their equilibrium 
position. When the thermalisation is done, a good field of forces should quickly drives an 
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Figure 3.28: Evolution of the mean, standard deviation, skewness and kurtosis (top left, top right, bottom 
left and bottom right respectively) of the O-Si-O angle distribution along 50 snapshots regularly extracted 
from different silicalite simulations. In the legend, s, c and g stand for Santen, Catlow, Gale force field; 
m and p precise the starting silicalite structure (MONO or Baerlocher's PARA silicalite) and 260 and 380 
design the temperature (in Kelvin) used for the simulation 
exited atom back to its equilibrium position. They are thus responsible for the general 
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Figure 3.29: Distribution of the Si-O-Si angle distribution of different silicalite structures. 
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Figure 3.30: Evolution of the mean, standard deviation, skewness and kurtosis (top left, top right, bottom 
left and bottom right respectively) of the Si-O-Si angle distribution along 50 snapshots regularly extracted 
from different silicalite simulations. In the legend, s, c and g stand for Santen, Catlow, Gale force field; 
m and p precise the starting silicalite structure (MONO or Baerlocher's PARA silicalite) and 260 and 380 
design the temperature (in Kelvin) used for the simulation 
distributions, should give us an estimation of the "goodness" of these force field. In 





the different distributions calculated. 
Four statistical functions allow a quantitative description of shape of these hill distri-
butions. The means gives an idea of the position position of the peak, the standard 
deviation measures the dispersion of the data around this mean and can thus be related 
to the thickness of the hill. We have also calculated the skewness and the kurtosis of 
the distributions. How are these quantities related to the shape of a distribution? In 
its help screens, Excel defines SKEW as a function that "returns the skewness of a 
distribution. Skewness characterises the degree of asymmetry of a distribution around 
its mean. Positive skewness indicates a distribution with an asymmetric tail extending 
toward more positive values. Negative skewness indicates a distribution with an asym-
metric tail extending toward more negative values" (Microsoft, 1996). The Excel help 
screens also tell us that "kurtosis characterises the relative peakedness or flatness of 
a distribution compared to the normal distribution. Positive kurtosis indicates a rel-
atively peaked distribution. Negative kurtosis indicates a relatively flat distribution" 
(Microsoft, 1996). We shall not elaborate about the exact meaning of the skewness and 
kurtosis numbers in a physical point of view. Rather, we shall check whether the four 
statistical moments follow this expected behaviour: 
Two simulations, starting from different starting point (MONO or Baerlocher's 
framework), should converge toward the same conformation. After equilibrium 
the different moments must fluctuate around the same average. 
• This average should not change! From a simulation point of view, a change 
means that thermalisation has not been reached yet. If a conformation based on 
the simulation of a given force field shows some change after "thermaJisation", 
and if this situation does not occurs when another force field is used, we can 
suppose that the former force field allows a more stable conformation. 
• Finally, the shape of the distributions must he a function of the temperature of 
the simulation. We want to be sure that our force field can tackle the temperature 
phase transition or the siticante. 
The results are presented in the figures 3.23, 3.25, 3.27 and 3.29. If we rank the force 
fields according to the above criterion, Gale's force field comes first then Van Santen's 
and finally the Catlow's. The core shell force field meets exactly our demands. Van 
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Santen's force field shows a slight evolution of the means of the 0-0 distance, Si-Si 
distance and Si-0-Si angle. The skewness and kurtosis of its Si-0-Si angle distributions 
seem more affected by the different starting points than the temperatures. Finally the 
Catlow force field presents the most pronounced deviations. The Gale force field shall 
be our choice for the simulation of the silicalite system. 
3.5.3 Aromatic/Zeolite force field 
To conclude our simulation model, we must set up the aromatic/zeolite force field. The 
first step is to select its mathematical form. This function are based on theoretical 
models of the atom interactions. We have seen that the parameter fitting can absorb 
some unrelated physical phenomenon. These absorptions represent however only some 
corrections with respect to the main theoretical model. It is thus important to ex-
plain the different theoretical model of aromatic/zeolite interactions presented in the 
literature. 
The Kiselev potential [64, 65] is the first model which has been proposed for the simu-
lation of adsorption in zeolite. It uses the the Leunard—Jones form. 
ULJ = —Cr 6 + Br- 12 	 (3.13) 
The parameter C controls the well theoretically defined (see section 3.2) dispersion 
energy. Its calculation uses a variation of the Slater-Kirkwood formula and is based on 
the intrinsic properties of the interacting atoms such as their polarisabilities or their 
number of electrons. The repulsion constant B is obtained from the condition that the 
potential function is minimum at the equilibrium separation of the interacting pair; the 
equilibrium separation being calculated as the sum of the van der Waals radii Ti and 
r2: 
B = 0.5C(ri + r2)6 	 (3.14) 
The interactions with silicon atom where not explicitly taken into account included 
through the fitting of the oxygen parameters in silicalite. This scheme is used to 
develop our interatomic force field. However, because the beads of the TraPPE force 
field do not correspond to real atom, we must fit our own dispersion constant and bead 
van der Waals radius. We use June's oxygen van der Waals radius of 1.575A [95] in our 
first attempts. For each set of (u, ) parameters we run two simulations to calculate 
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the Henry coefficient and the loading of the benzene molecules in the silicalite zeolite. 
Our aim is to get the simulated Henry coefficient and loading that correspond to their 
experimental counterpart. According to Lee's data and our own interpolation, the 
experimental Henry coefficient of the benzene adsorption in silicalite at 283K is 41.5 
mol.kg'.kPat for a loading of 4.3 molecules per unit cell. The result of our trials 
is presented on figure 3.31. As our first attempts were unsuccessful, we dropped the 
equilibrium separation rule described above. 
u(Angstrom) 





Figure 3.31: Simulated loading of benzene molecules in silicalite and its Henry coefficient. The magenta 
line corresponds to a loading of 4.3 molecules per unit cell. The cyan line corresponds to a Henry coefficient 
of 41.5 mol.kg'.kPa'. 
The figure shows that there exists no region of parameter values that allow both the 
correct loading and Henry coefficient. A correct value of the Henry coefficient needs a 
a value of about 4.3 A. No benzene molecules can be inserted for such a value. It is 
worth noticing again that there is a discrepancy on the interpolated Henry coefficients. 
Starting from the same set of Guo experimental data, Li and Talu [58] find a Henry 
coefficient value close to our own interpolated one, whereas Snurr et al. [1101 use a value 
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several order of magnitude greater for the same temperature of 283K. We indeed could 
find a region that fits the experimental measured loading and the interpolated Snurr's 
Henry constant. In their paper, Snurr and coworkers give no information about their 
interpolation method. We decide thus to keep our interpolated Henry constant. 
The simplicity of the Lennard-Jones potential should be the source of this problem. 
More accurately, the electrostatic forces can not be absorbed in such a model. The o, 
value region where the interpolated Henry constant can be found supports this argu-
ment. Long range interactions must play an important role in the adsorption process. 
A large a-  value can approximate this aspect but prohibit the insertion of the benzene 
predominantly driven by short range interactions. 
A more sophisticated interatomic potential has been devised by Pellenq and Nichol-
son [128]. Their dispersion energy has the form presented in equation 3.2. Their 
dispersion coefficients are estimated from the knowledge of the dipole polarisabilities 
and the dipole charges of the interacting species. A damping function allows moreover 
to correct these coefficients from the neglect of the overlap of the electron clouds in 
region of separation. Finally the repulsion energy presents an exponential form. This 
potential is a better approximation of the quantum interactions between interacting 
species, but it need a charged all-atom potential. We were not able to use it because 
of the non consistency of the set of charges used to model the silicalite and aromatic 
atoms. 
Finally, the flexibility of the zeolite structure is not sufficient to overcome the error 
generated by the simplicity of the Aromatic/zeolite forcefield model. A change of 
about lÀ of the a value leads to variation of the Henry coefficient of more than 10 
order of magnitude. 
3.6 Conclusion 
This chapter shows the difficulties to set a suitable simulation model to investigate 
the adsorption of aromatic molecules in the zeolite silicalite. Actually, we met the 
"garbage in = garbage out" issue presented in the introductory section. This study is 
an investigation of the source of the failure of the simulation parameter assessment: 
Calculation of forces and energies . We tried to select and optimise the physical model 
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on pragmatic basis. We wanted a model that captures forces playing an important 
role in the adsorption phenomenon. This sentence shows already the part of subjec-
tivity of the selection process. How can we evaluate beforehand the weight of such 
properties? The theoretical and pragmatic is a posteriori justification. We have 
shown that this justification cannot be carried out for different reasons: 
The justification we had in mind is a "divide and conquer" approach. It supposes 
that all the contribution of the force field can be precisely sourced and weighted. 
This assumption does not hold for our system. On the contrary, the heteroge- 
neous aromatic/zeolite force field turns it into a kind of black box: 
- Firstly and trivially we need to deal with non additive forces and we cannot 
separate which part, in the final electrostatic energy for example, belongs 
to the aromatic/aromatic contributions and which one pertains to the zeo- 
lite/zeolite or zeolite/aromatic one. 
- Secondly the "trial and error" optimisation approach prevents the assignment 
of a clear physical meaning to each term of the force field partition. 
- Finally, this "error adsorption" situation was stressed by the the heterogene-
ity of the force field (the aromatic and zeolite force field have been optimised 
separately). The necessity of consistency between the different parameters of 
the full force field prevented the explicit inclusion of important non-additive 
contribution such as the aromatic/zeolite electrostatic interactions. 
• Moreover the assessment presented here highlights more the weak points of such 
justification process than its reliability: 
- The justification of the selection of the TraPPE force field faces either a cir-
cular argument (we should not use the experimental values used to optimise 
the force field parameters as benchmark values) or only partial agreement 
with quantum calculations. 
- On the other hand, due to the specificity of the Monte Carlo simulation, we 
can only assess a "good behaviour" of the zeolite force field: Its capacity 
to diffprept.iatp the .eo1it.p framwnrk at 1ifferent, trnperatur. WP. cannot, 
prove that the simulation structures are a representation of their experimen-
tal counterpart. 
• Finally the previous section shown that, with the aromatic and zeolite force field 
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selected, we cannot find the aromatic/zeolite optimisation force field parameters. 
Simulation algorithm and the complexity of the system . The verification section 3.4.3 
shown that Monte Carlo algorithms cannot handle the specificity of this system. We 
suggest that the ergodic hypothesis, which assures that only one global minimum 
exists for this system, does not hold. 
This summary shows the "garbage in = garbage out" issue is not a black or white 
problem but accepts the grey colour. More precisely, it assumes that we have a clear 
idea of what "garbage" means in our case and what the sign "=" conveys. In other 
word, this chapter poses the problem of the reliability of our validation process. I 






Here ends our "story". The three previous chapters were focused on the "study of the 
adsorption behaviour of aromatic molecules such as benzenes or p-xylenes inside the 
zeoljte ZSM-5 silicalite by computer simulation". As this summary will show, partly 
due to the lack of time, this study has not been completed. That is, aJthought new 
investigation tools have been deviced, inplemented and tested, an interpretative model 
of the adsorption behaviour has not been proposed. The other reason for this failure 
was a steady growing uneasiness to reach a reliable conclusion. That compelled me 
to try firstly to sort out the different sources of this feeling. I shall use the concepts 
defined in the epistemic field as a tool box to carry out this "investigation of the limits 
of my study". 
Let us first review the different tasks accomplished during this PhD work. In the course 
of this examination, I shall highlight the different issues I met, my attempts to solve 
them and the reasons behind these attempts. 
• To start, let me remind the reader of the problem. The two aromatic molecules, 
the benzene or p-xvlene molecule, present an unexpected adsorption behaviour in 
the zeolite silicalite. The meaning of "unexpected" was given in the introductory 
chapter. It can be summarised as follows: Given what we know of adsorption 
mechanisms in the same kind of system (section 1.4), and given what we know 
of the system itself (section 1.5), a straightforward explanation is not suitable to 
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correlate all the different observations about adsorption phenomena. The main 
reason offered in the literature is a tight fit situation between the aromatic rings 
and the pores of the zeolite. 
• The simulation approach chosen in this thesis was used to check this hypothesis. 
To assess this computer experiment, we needed first to relate it to the experimental 
world. The method was to check the equality between an experimentally calculated 
physical value, such as the Henry coefficient or of the isosteric heat of adsorption, 
and its simulated counterpart. 
• A first difficulty appeared with the discrepancy of the experimental data (sec-
tion 1.5). Rather than a problem with the accuracy of the apparatus, the issue 
was thought to originate from the quality of the zeolite sample. However, evaluat-
ing the influences of the size or purity of the material on the adsorption process was 
out with the scope of this thesis. 
• A second obstacle arose from the precise understanding of the notion of Henry 
coefficient in the context of our adsorbate molecules/zeolite system (section 2.6). 
Several theoretical models were available. They all agree on the experimental as-
pect of such a coefficient, that is, the linear relationship between the loading of 
adsorbate molecules and the low pressure outside the zeolite material. However, 
the meaning of this coefficient depends on the theoretical context. In this context, 
we deviced and derived a new isotherm model tailored to fit the particularities of the 
benzene/sfficaiite (equations 2.63 and 2.64). Those different theories differ mainly 
with the degree of approximation they use to describe the molecule/molecule and 
molecule/zeolite interactions. 
• Finally, a regression of the parameters of those equations were carried out on the sta-
tistical package Octave. A statistical analysis of the Henry coefficient interpolation 
results showed that such an interpolation approach was not a sensitive enough tool 
to give a reliable value of the coefficient (section 2.7). This failure originated from 
the small size of the data samples and the nonlinearity of the theoretical equations 
which support the models. A careful investigation of the statistical data allowed 
the rejection of the dual Langmuir model, but did not give any further evidence of 
the reliability of the Hill-de Boer model. 
• Nevertheless, we decided to use the "most probable" values of the Henry coefficient 
as a benchmark for our simulation model with the hope that the simulation would 
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be able to justify a posteriori our choice. 
• Interestingly (and unfortunately) the simulation isotherms were also found to be 
very sensitive to the description of the molecule/zeolite interactions (section 3.3). 
Such investigation was new, but other groups published articles on the same subject 
with similar conclusion at the same time. A small modification of the force field 
parameters that defines those interactions leads both to a quantitative change of 
the simulation isotherms and an alteration of their shapes. The simplicity of the 
interaction models and the coarseness of the system description were considered 
to be at the source of this issue. This analysis divided subsequent work in two 
directions. 
• The first one focused on the improvement of the techniques of simulation of the sys-
tem. So far the simulations were carried out on a serial programme called BIG-MAC 
where some modifications to include case of rigid molecules were implemented (fig-
ures 3.8 and 3.9). This BIG-MAC version was succesfuily tested in Fox's thesis [108] 
and an article were publised [129]. The requirement of a tractable solution involved 
the reduction of the number of particles simulated. It fixed the atoms of the zeolite. 
The zeolite/zeolite interactions were neglected, as well as the influence of the ad-
sorbate molecules on the deformation of the zeolite framework structure. The need 
for a flexible zeolite required us to use a parallel version of the Monte Carlo code. 
At the same time, new versions of the code were devised and implemented in order 
to exploit in the most efficient way the concept of biasing the sampling of a Monte 
Carlo simulation (section 3.4.1). This technique takes advantage of the flexibility of 
the Monte Carlo algorithm to improve the efficiency of the statistical sampling to 
be averaged at the end of the simulation. A verification of the new algorithms were 
carried out (section 3.4.3). It shown that the result of a simulation were dependent 
of the bias selected. We suggested to explain this depency that the system studied 
were not ergodic. 
• The second direction consisted in a careful investigation of the different physi-
cal interaction models used to devise workable force field functions (sections 3.2 
and 3.5.1). More specifically, we highlighted the conceptual differences that exist 
between this original physical model and its final version used in the Monte Carlo 
simulation. 
• Several of these functions were eventually implemented in our Monte Carlo code 
107 
(table 3.5, figures 3.8 and 3.21). A new statistical approache to evaluate the quality 
of the zeolite Force Field potential were deviced and tested (section 3.5.2). Then 
a parameter optimisation was carried out for the adsorbate/zeolite interactions. 
The criteria used to select the force field potentials (sections 3.5.1 and 3.5.2) and to 
optimise their different parameters (section 3.5.3) were their capacities to accurately 
simulate different properties linked to the system. We highlighted the weakness of 
the justification process. Eventually, we shown that optimisation parameters cannot 
be found with our force field selections. 
Our practical investigation of the adsorption process ends here. 
4.2 Questions about the study 
Now, let me explain in a few words my sense of foreboding about the future conclusive 
character of this computer study. Along this work I have been compelled to utilise 
a series of approximations of different magnitudes and of different natures. Each one 
has been contextually justified. However the validity of the full chain has not been 
demonstrated. Thus the danger to confidently reach an irrelevant conclusion exits. 
4.2.1 Model and reality 
To investigate further this issue, I need first to briefly expose the philosophical problem 
of the perception of reality, and relate it to the general goal of science. 




Figure 4.1: An aspect of reality. 
The notion of reality involves three actors: Myself, the other people and the outside 
world (see figure 4.1). Its perception is realised through my mind. My thoughts, on 
the other hand, are influenced by my fellow humans. The tension arises when I try to 
evaluate in the perception of the outside world, which part represents it and which part 
is the result of the screening activity of my mind. The different attempts of answers 
correspond to the different definition of the reality. For example, a "realist" considers 
that there exists an independent reality and that this reality can be truly represented 
by a general model of the empirical world. An "anti-realist" will reject the legitimacy 
of the representation of an object that have no observable features to support it (see 
for example the book of D'Espagnat [130]). 
The goal of modern science is to acquire a knowledge of the empirical world, the part of 
the outside world accessible to our experience, through a methodological process. The 
basic unit of this cognitive process is the building of models. A model is a simplified 
representation of the empirical world. 
The reliability of a scientific model, the degree of confidence we have of its legitimacy, 
is linked to its nature, its purpose and our philosophical belief about the nature of the 
reality. 
Nature: What is the nature of the object used to represent the empirical model under 
study? Tomasi [131] classifies a model according to its material or abstract character 
and according to the degree of similarity of the model with respect to the form or 
the function of its empirical reference. He proposes three levels, iconic (similarity in 
form), analogic (based on a similarity in form with strong emphasis on the function) 
and symbolic (similarity in function). Zeidler [132] bases its classification on the 
relative degree of similarity with respect to the empirical system. A structural model 
will preserve the relation of similarity in term of selected features and relations, 
whereas an informative one will focus only on the functional aspect. Thus, the level 
of reliability of a model is partly related to its class. The classification and the 
class we select for our investigation depend on the field of science where the study 
is carried out. Thus, it is related to the purpose of this field. 
Purpose: Does a model respect the role we intend it to play? Our trust on its reliability 
partly depends on the answer of this question. It is hence related to the definition 
of our goal. And this goal is connected with the field of science the study belongs 
to: The criteria to judge a learning environment model in economical science are 
not the same than the ones for the chemical or physical model that focus on the 
understanding of the "matter". 
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Belief Finally, the trust we put in a model is more deeply linked to our philosophical 
belief. A realist chemist such as the one pictured by Zeidler [132] will insist that 
the structure of the molecule is an intrinsic and unchangeable molecular property. 
Moreover he will add that this structure explains and predicts the course of a re-
action without the knowledge of it. Finally, he will conclude that this structure 
represents the structure of real molecule. Chemists such as Tomasi will judge such 
a model according to its simplicity, its self-consistency, its stability, its generality 
and it usefulness [131]. 
The approach proposed by Tomasi can be considered as instrumentalist and pragmatic: 
A set of efficient rules is proposed to acquire a creative knowledge of the empirical 
object. The simplicity and self-consistency evaluate the descriptive character of the in-
terpretative model. The stability and generality are related to its capacity of induction. 
Finally the usefulness, which relies on the significance of the results, can be regarded 
as the creative (constructive) character of the model [132, 133]. 
Coming back to our study, the chain of approximations introduced above should be 
understood in this context of evolutionary ignorance. To answer the question of the 
relevance of the future model of adsorption of benzene in the silicalite zeolite, we need 
to check if this model will be self-consistent, stable and general. To accomplish this 
task, I will follow the Zeidler's method and analyse the relevance of my interpretative 
model through the interpretation of the language of the theory used to construct this 
model. 
The aim of this formalism is to isolate, in the empirical research process, a semantic 
model of this process. This semantic model can then be used to logically evaluate 
the scientific knowledge and answer methodological questions. This semantic model 
corresponds to the sentences used to express a theoretical model. This theoretical model 
is built on more general theories and provides interpretations by justifying experimental 
procedures that test hypotheses about a conceptualisation of the empirical system [134]. 
The conceptualisation is the "experimental and theoretical window" through which we 
can effectively observe the empirical system. 
110 
Validation 
Wellposedness and qualitative properties 
4eaningful solution exists. 
Quantities of interest (Henry coef., Loading) 
Select tolerance. 
Feedback control. 
Verification independent of validation. 
Data dependence. 
Convergence. 
Reproducibility of experimental results. 
Represents particular 
features of the system 
Measurement results 
,..isOtherm graphs, slopejo  





I 	 elements of the theoretically 
- 	 conceptualized empirical system , 
isotherm, Henry cod. concept 
Simulation 	 Methods of experimental research can influe1ce the 	Empirical system can influence the results interpretation model. 
A 	 • Application conceptualisation of particular experimental and measurement 	Isotherms discrepancy due to the techniques 	
zeÔlite samples. 
•Accuracy 
• Evolution of the methods 
• Dependence of the interpretation of the datarespect to 
their measurement procedures. 
0 	 Empirical results influence the 	 Conceptualization 	 Conceptualization 
computerized model. 	 dsorption & diffusion -depends on the conceptual apparatus 
	
, 
available in which we can describe a • Fitting of the model (use of the Henry concept of benzene, 
coef to optimize the Force Field given object. - 	
- parameters). 	 -constitute an object being modeled as  
• Accuracy (interpolated Henry coef) 	 an object of scientific research 
Computerized 	 Test (computer experiment) 	Test 	Mutual dependence between the theoretical 
models • Simulated isotherm, Henry coef. Henry coef model and its conceptualisation 
A 	 Geometrical considerations 	interpolation Choice of the model depends on: 
The problem we are supposed to solve with 
Verification 	 Ontological significance of the help of them, 
de error 	 analogy between the macro- • The adequacy of its solution, 
lution verification (block averages method, 	world and the micro or 	 • Theories on the basis of which these models 
thmark problems, manufactured solutions) complex world 	 are constructed. 
elements of the model 	 Theoretical models elenientsofthe  
•Material model (simulation box) - Thermodynamic, kinetic and 	' 	model 
' - Physical model (Force Field) 	 statistic model of adsorption 1 Henry coef. model] Mathematical model (Monte Carlo code) 	 Micro-world 
tOiiIpieAiLy 
Figure 4.2: General and applied methodological considerations about empirical systems, theoretical models, 
and their computerised counterparts. Magenta, black, blue, red and green colours correspond to the objects 
and product of the scientific research, the cognitive process, the methodological process, the methodological 
difficulties and the computerised process. 
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For practical purpose, Achinstein [135] has listed five postulates which allow to dis-
tinguish the class of theoretical models from other types of models and from scientific 
theories. 
• They are defined by the particular problem to explain and the degree of adequacy 
with which it should be solved. 
• They are constructed in order to show the inherent structure, composition, and 
mechanism of the empirical system being modelled. 
• Their constitutive assumptions are seen as approximations useful for certain research 
purposes. 
• They are constructed on the basis of theories that are more fundamental. 
• They can bear resemblance between the object or system being modelled and other 
empirical objects or systems. 
The kinetic, statistic or thermodynamic model proposed in section 2.6 are example of 
theoretical model. The synopsis on Figure 4.2 has been drawn from the articles of 
Zeidler [132], Tomasi 11311, Del Re [136] and Babuska and Oden [137]. Its aim is to 
present the cross-relationship between the different concepts defined above. 
It introduces also the particular theoretical model that constitutes the computerised 
model and the two procedures that check its relevance, the verification and the validity 
test: 
Verification is defined by Babuska and Oden as "the process of determining if a com-
putational model of physical event and the code implementing the computational 
model can be used to represent the mathematical model of the event with sufficient 
accuracy". The code verification is the process of checking if the code is free of 
bugs. The solution verification concerns the investigation of its efficiency. This is 
achieved by checking benchmark tests (simple well-known simulation model) and 
using manufactured solution ("inputting a solution to a model problem and backing 
out the data needed to produce the solution"). An example of verification proce-
dure is section 3.4.3. Only the benchmark solution has been carried out. Finally, 
the verification need an error estimation of the result of the solution. In our case, 
it was already implemented with the technique of the block averages [11). 
Validation is defined as "the process of determining if the mathematical model of 
a physical event represents the actual physical event with sufficient accuracy". 
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Babuska and Oden were concerned, in their article, to make explicit the concept 
of validation for computational mechanics and physics simulations. Our simulation 
respects their code of good pratique, except for the selection of the tolerance (see 
below). Our problem however was to understand the meaning of the physical event. 
The authors defined a physical event as "an occurrence in nature or in a physical 
system; a fundamental entity of a physical reality; a physical phenomenon". It is a 
realistic point of view which cannot hold for our study. 
Finally, the relationships in the synopsis have been classified in term of the cognitive, 
methodological and computer processes. The elements of my study that pertain to the 
different notions are written in italics. This synthesis will allow more easily to high-
light the philosophical and methodological difficulties related to the empirical research 
process in general, and in my own particular work. 
4.2.2 Analysing the difficulties of the study 
We have now the conceptual tools to evaluate the reliability of the chain of assurnp-
tions underlining my study of the adsorption of the benzene molecules in the zeolite 
silicajite. Our theoretical model aims to provide an unambiguous local interpretation 
of the adsorption phenomena. In this section, I shall justify why different results of this 
PhD prevent this requirement. First, I shall argue that the Henry coefficient, through 
the heart of this study, loses its unambiguous character as slope of an isotherm at low 
pressure. Then I shall emphasise the question of the estimation of error related to the 
results. Finally I shall present the problem of the complexity of the system. 
The equivocal character of the Henry coefficient can be determined by evaluating if this 
value refers to the same physical object at each step of our study: 
The empirical system For reason of generality, the calculation of the Henry coefficient 
should be independent of the empirical system it refers to. We have seen in the 
first chapter, that there are some discrepancy among experimental data sets. As a 
result, the interpolation value of the coefficient is dependent of the zeolite sample 
(section 2.7). It can not refer to a general conceptualisation of the empirical system. 
The interpolation model In the same section, we have shown that this coefficient changes 
according to the interpolation model employed. So it refers to an interpretation of 
the data rather than to the conceptualisation of the empirical system itself. 
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The force field parameters The statistical definition of the Henry coefficient is not am-
biguous. However we have seen in section 3.3 that its calculation is highly sensitive 
to the physical model. We needed thus to asses that the full force field implemented 
to simulate the Henry coefficient describes effectively the physical interactions be-
tween the sorbate molecules and the zeolite. Yet, sections 3.2 and 3.5.1 stress that 
the construction of the force field depends on: 
• the choice of the partition, 
• the selection of the mathematical function for each term, 
• the fitting of the parameters of those functions, 
• the selection of the physical properties to carry out the fitting or to scan full 
optumsed force field, 
• and the need for mathematical consistency which make us reject specific parti-
tion. 
We can conclude that the simulated Henry coefficient reflects more the consequences 
of all these choices rather than represents a feature of the empirical system. 
The last point is supported by the difficulties to estimate the errors generated by a 
given partition of the force field. The theoretical PES is exactly defined by quantum 
calculation. The aim of the force field is to avoid this calculation. As a consequence, 
we have no ideal reference to estimate the errors. The method of comparing simulation 
results against physical properties gives only approximate pragmatic error estimations. 
The next question is to check whether these estimations are reliable. In other words, can 
we firstly ascertain that these estimations are contextually independent (that is, how 
far the approximative estimation is a measure of the absolute one)? The complexity of 
the system prevents any straightforward answer of these questions. 
Secondly, how far these errors are significant? The statistical significance has been in-
troduced in section 2.7. It is characterised by a non-zero probability that any observed 
relationship may be due to random variations alone. It represents the underlining 
meaning about the statement that a set of dath points is in "good agrement" with 
a reference curve (see for example our discussion in section 3.5.1). Expanding the 
explanation, we should have said: The values in the two sets of point are very sim-
ilar. The difference between a calculated point and its reference counterpart hardly 
fluctuates. We think that this fluctuation is due to noise and we do not believe that 
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this situation arrives by pure chance. The "pure chance" argument is the statistical 
significance. Jensen [138] argues that this is a cornerstone characteristic to produce 
inducing knowledge. The significance is a function of the size of the data set and of the 
test distribution used to calculate it. This test distribution for the statistical treatment 
of the length and angle distribution of the zeolite structure was unknown. Hence the 
whole test of this section 3.5.2 can be considered as suspect'. 
The two above arguments of ambiguity and reliability of the results should at the 
very least relativise the deterministic quality of the conclusion we can induce from our 
investigation. I shall present now three piece of evidence of the complex character of 
the use of Henry coefficient in this study: 
At the epistemological level, there is a mutual dependence between the representation 
of the adsorption and the adsorption itself. The Henry coefficient is a feature deter-
mined by a representation of the adsorption that will determine this representation. 
The two components can not be analysed separately. 
At the experimental level, I have suggested (section 2.7) a non linear interpolation 
model to better take into account experimental observations. Although this in-
terpolation attempt was unsuccessful for technical reasons, we can not neglect the 
possibility that this nonlinearity is the reason of the poor significance of the other 
interpolation results. 
At the simulation level, the Henry coefficient is both an input and an output. We use 
it to optimise the benzene/silicalite force field parameters (section 3.5.3) and we 
intended to use it to filter the different experimental theories. We face again a 
circular situation. 
We can consider that our use of the Henry coefficient responds to the definition of an 
agent of a complex adaptative system described by Dooley [139, 140]. According to 
this author, "agents are semi-autonomous units that seek to maximise some measure of 
goodness, or fitness, by evolving over time. Agents scan their environment and develop 
schema representing interpretive and action rules. These schema are often evolved from 
'We can assume that our conclusions are correct but we can not prove it. There is a subtlety 
here. Appendix ?? presents the evolutions of the mean, standard deviation, skewness and kurtosis for 
several distributions of angles or lengths. We can calculate the significance of these evolutions (the test 
distribution is the normal distribution). It just tells us whether the simulations have converged properly 
toward an average simulated zeolite framework. What we cannot estimate, is how similar the average 
simulated framework is which respect to the experimental one. We have not any test distribution for 
the distribution of the angles and lengths of the experimental framework. 
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smaller, more basic schema. These schema are rational bounded: they are potentially 
indeterminate because of incomplete and/or biased information; they are observer de-
pendent because it is often difficult to separate a phenomenon from its context, thereby 
identifying contingencies; and they can be contradictory." Being an agent of such a 
system hinders the possibility of completing a non-dubious interpretation model. In-
deed, a complex adaptative system "behaves/evolves according to three key principles: 
order is emergent as opposed to predetermined, the system's history is irreversible, and 
the system's future is often unpredictable." 
Because the adsorption of benzene in the zeolite silicalite is deterministic, our use of 
the Henry coefficient is faulty. 
4.3 Future work 
So this PhD ends on a rather frustrating note, solutions to answer the original problem 
have not been reached. Even worse, the current study is not able to solve it. 
A sensible option should be to stop the investigation of aromatic molecules/silicalite 
system for the moment. Instead, we should use another zeolite(s) similar to the silicalite 
one in term of atom compositions and framework structure but with larger pores to 
optimise the hybrid force field. We can assume that the new system should undergo 
a much simpler adsorption process. The parameters of the force field should, thus, be 
less corrupted and hence transferable. The next step should be, then, to come back 
to the previous system. This approach assumes that the "corruption", the influence of 
the tight fit situation on the modification of the parameter of the force field, can be 
neglected for out investigation of the adsorption behaviour. This hypothesis is far from 
obvious. Actually it was the idea we tried to investigate. We again face the risk of a 
circular argument. 
Another possibility is to dismiss the use of the Henry coefficient as a cornerstone for the 
investigation of the adcnrption phenomenon We should use instead the full isotherm 
as a benchmark for the validation of the simulation. We started such an attempt in 
the section 3.5.3 where an experimental loading of the benzene molecules at 283K were 
used to optimise the parameters of the force field. The advantage of this approach, 
is that we settle our study on two strong foundations. The first one is the accuracy 
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of the experimental loading measurements and of their error estimations. The second 
one is the accuracy and the reliability of the Monte Carlo average. Its error estimation 
is based on the statistical quality of the sample averaged (it is the standard devia-
tion for a non-correlated set of data points calculated with the technique of the block 
averages [111). Hence, we should avoid the internal complexity related to the use of 
the Henry coefficient. The disadvantage is the reason we did not select it first: Its 
computational cost. 
So, did we return to the starting point of our study? Not really. Improvement of the 
Monte Carlo algorithm has been accomplished. The investigation of the bias concept in 
a Monte Carlo algorithm could give us an element to solve our problem. This concept is 
built on two ideas, a clever sampling of the phase space and a weighting of the selected 
particles in order to respect the detailed balance condition, that is, the deterministic 
ergodic nature of the system simulated (see section 2.5). Section 3.4.1 presented several 
kinds of bias we can classify in two categories. The "mapping algorithms" use a general 
knowledge of the simulated box stored on a three dimensional map. The "scanning 
algorithms" check the local environment to make a decision. The implementation of a 
flexible cubelet grid emphasis another interesting characteristic of the bias algorithms. 
They can support evolution. According to Dooley's definition, the bias algorithms 
simulate a complex adaptative system with the major difference that they undergo at 
the same time constraints to keep a deterministic character. 
Investigating this complex bias Monte Carlo scheme could be a way to overcome our 
difficulties. In this framework the particles, here the benzene molecules, are consid-
ered as learning agents. A pool of these agents are accessible for Monte Carlo moves. 
They learn from their acceptances or rejections. The weight used to respect the detail 
balance condition is proportional to their intelligence. The goal of these agents will 
be, for example, to reproduce an experimental isotherm. A formalism of the knowledge 
acquisition by a model of learning agent can be found in Gaines' article [141]. The tasks 
to learn could be to find the "cosiest" 2 place in the simulation box and to optimise the 
?This concept of cosiness is voluntary fuzzy (and actually the fuzzy logic ,light just be what we 
need here.). I mean we should obviously tend toward the ideal place in the thermodynamic sense (the 
place with the lowest interaction energy). However, because of all the uncertainties listed above, this 
concept is doubtful. Moreover, we are interested here to understand the adsorption pattern, not to 
faithfully reproduce it. This statement might seem paradoxical, but we want to educate our learning 
agent so that they capture the adsorption pattern. Hight fidelity with respect to "reality" might not 
be the best way to accomplish this task (see the discussion about the fidelity, verifiability and validity 
of simulation in the article of Feinstein and Cannon [142] for example). A careful discussion of the 
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benzene molecule/silicalite force field parameters. As suggested by Barandian [143], 
this bottom-up simulation modelling could provide us, through a post-analysis of the 
knowledge of the agents, a new "causal relations between different levels of descrip-
tion". In our case, we could aim for a consistent explanation of the role of the zeolite 
structure, the benzene molecules/zeolite interactions and the benzene/benzene inter-
actions in the adsorption behaviour 3 . Finally, the learned agent model could be used 
to simulate other isotherms and investigate the role of the temperature. 
algorithmic signification of the cosiness must be carried out prior to any coding and simulation. 
'We should try to answer questions such as: Where are the benzene molecules localised during the 
adsorption process? Can we isolate different patterns corresponding to each step of the simulation? Do 
the benzene molecules favour specific geometrical configurations with respect to the zeolite wall or/and 





5.1 Correlation matrices of parameters 
This section provides the correlation matrices of parameters of the different regressions 
presented in section 2.7. 







Table 5.1: Correlation matrix of 
dual Langmuir model with the 
1.00 	-0.22 	-0.20 	-0.56 0.11 0.07 
- 	 1.00 	0.99 	0.24 -0.21 -0.19 
- 	
- 	 1.00 	0.27 -0.20 -0.17 
- 	 - 	
- 	 1.00 -0.02 0.03 
- 	 - 	 - 	
- 1.00 0.99 
- 	 - 	 - 	 - 
- 1.00 
parameters of the regression of the benzene adsorption isotherms using the 
;uo experimental data. 
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Table 5.2: Correlation matrix of 
dual Langmuir model with the L 
1.00 	-0.15 	-0.02 	0.17 0.03 0.04 
- 	 1.00 	0.98 	0.12 -0.13 -0.12 
- 	
- 	 1.00 	0.25 -0.12 -0.10 
- 	 - 	
- 	 1.00 0.06 0.10 
- 	 - 	 - 	
- 1.00 0.99 
- 	 - 	 - 	 - 
- 1.00 
)arameters of the regression of the benzene adsorption isotherms using the 
e experimental data. 
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Table 5.3: Correlation matr 
two patch Hill-de Boer moc 
1.00 	-0.46 	-0.40 	-0.32 -0.45 -0.19 -0.04 
- 	 1.00 	0.01 	-0.01 -0.28 0.12 0.02 
- 	
- 	 1.00 	0.99 0.38 -0.19 -0.24 
- 	 - 	
- 	 1.00 0.37 -0.20 -0.24 
- 	 - 	 - 	
- 1.00 0.03 0.02 
- 	 - 	 - 	 - 
- 1.00 0.98 
- 	 - 	 - 	 - - 
- 1.00 
x of parameters of the regression of the benzene adsorption isotherms using the 
ci with the Guo experimental data. 
C 	Ni U?/R A l 	N2 zU 20/R A 
Table 5.4 
two patd 
C(K) 1.00 	-0.59 	-0.38 	-0.28 -0.00 0.11 0.17 
Ni(mol/kg) - 	 1.00 	0.19 	0.14 -0.46 -0.12 -0.16 
Uj'/R(K) - 	 - 	 1.00 	0.99 0.14 -0.12 -0.14 
A?(ln(kPa)) - 	 - 	 - 	 1.00 0.16 -0.11 -0.12 
N2(mol/kg) - 	 - 	 - 	 - 1.00 0.10 0.11 
U20 /R(K) - 	 - 	 - 	 - - 1.00 0.99 
A 2°(In(kPa)) - 	 - 	 - 	 - - - 1.00 
Correlation matrix of parameters of the regression of the benzene adsorption isotherms using the 
Hill-dc Boer model with the Lee experimental data. 
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N 	U°/R A? N2 	U/R A - N3 	U/R A 
Ni(mol/kg) 1.00 	-0.17 	-0.05 	0.07 0.08 0.08 -0.07 0.07 0.07 
U'/R(K) - 	 1.00 	0.98 	-0.24 -0.24 -0.24 0.24 -0.23 -0.23 
A?(ln(kPa)) - 	 - 	 1.00 	-0.25 -0.26 -0.26 0.25 -0.23 -0.23 
N2(mol/kg) - 	 - 	 - 	 1.00 0.98 0.98 -0.99 0.98 0.98 
U20/R(K) - 	 - 	 - 	
- 1.00 0.99 -0.98 0.94 0.94 
A(In(kPa)) - 	 - 	 - 	 - 
- 1.00 -0.98 0.94 0.94 
N3(mol/kg) - 	 - 	 - 	 - - 
- 1.00 -0.98 -0.98 
U30/R(K) - 	 - 	 - 	 - - - 
- 1.00 0.99 
A 30 (ln(kPa)) - 	 - 	 - 	 - - - - 
- 1.00 
Table 5.5: Correlation matrix of parameters of the regression of the benzene adsorption isotherms using the 
three site Langmuir model with the Lee experimental data. 











Table 5.6: Correia 
three patch Hill-dc 
1.00 	-0.59 	-0.43 	-0.35 	0.25 -0.10 -0.10 -0.05 0.13 0.19 
- 	 1.00 	0.43 	0.40 	-0.48 0.33 0.33 -0.26 -0.11 -0.14 
- 	
- 	 1.00 	0.99 	-0.66 0.14 0.14 0.30 -0.04 -0.06 
- 	 - 	
- 	 1.00 	-0.66 0.13 0.14 0.32 -0.03 -0.05 
- 	 - 	 - 	
- 	 1.00 -0.35 -0.35 -0.28 -0.04 -0.03 
- 	 - 	 - 	 - 	
- 1.00 0.99 -0.14 -0.12 -0.13 
- 	 - 	 - 	 - 	 - 
- 1.00 -0.14 -0.12 -0.13 
- 	 - 	 - 	 - 	 - - 
- 1.00 0.15 0.16 
- 	 - 	 - 	 - 	 - - - 
- 1.00 0.99 
- 	 - 	 - 	 - 	 - - - - 
- LM 
:ion matrix of parameters of the regression of the benzene adsorption isotherms using the 
Boer model with the Lee experimental data. 
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A2° (in (kPa)) 
Table 5.7: Correlation matrix of 
dual Langmuir model with the 
1.00 	-0.35 	-0.42 	-0.90 0.45 0.35 
- 	1.00 	0.99 	0.24 -0.15 -0.13 
- 	- 	1.00 	0.33 -0.18 -0.15 
- 	- 	- 	1.00 -0.47 -0.36 
- 	- 	- 	- 1.00 0.98 
- 	- 	- 	- - 1.00 
parameters of the regression of the p-xylene adsorption isotherms using the 
;uo experimental data. 







Table 5.8: Correlation matrix of 
dual Langmuir model with the I 
1.00 	-0.32 	-0.43 	-0.95 0.37 0.31 
- 	1.00 	0.98 	0.29 -0.52 -0.51 
- 	- 	1.00 	0.42 -0.53 -0.51 
- 	- 	- 	1.00 -0.34 -0.28 
- 	- 	- 	- 1.00 0.99 
- 	- 	- 	- - 1.00 
parameters of the regression of the p-xylene adsorption isotherms using the 
ee experimental data. 








Table 5.9: Correlation maui 
two patch Hill-de Boer mod 
1.00 	0.04 	-0.84 	-0.83 0.22 -0.19 -0.14 
- 	1.00 	-0.12 	-0.12 -0.76 0.19 0.11 
- 	- 	1.00 	0.99 -0.11 0.14 0.10 
- 	- 	- 	1.00 -0.10 0.14 0.10 
- 	- 	- 	- 1.00 -0.14 -0.12 
- 	- 	- 	- - 1.Uti U. i1 
- 	- 	- 	- - - 1.00 
of parameters of the regression of the p-xylene adsorption isotherms using the 
l with the Guo experimental data. 
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Table 5.10: Correlation m. 
the two patch Hill-de Boer 
1.00 	-0.146 	0.41 	0.48 0.25 -0.11 -0.11 
- 	 1.00 	-0.05 	-0.07 -0.81 0.03 0.02 
- 	
- 	 1.00 	0.99 0.03 -0.08 -0.08 
- 	 - 	
- 	 1.00 0.07 -0.09 -0.09 
- 	 - 	 - 	
- 1.00 -0.15 -0.13 
- 	 - 	 - 	 - 
- 1.00 0.99 
- 	 - 	 - 	 - - 
- 1.00 
trix of parameters of the regression of the p—xylene adsorption isotherms using 
model with the Lee experimental data. 
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5,2 Derivation of isotherm equations 2.63 and 2.64 
This section provides the derivation of the equations 2.63 and 2.64. We start by 
writing a new equation of state for surface gas from the van der Waals equation of 
state 2.42: 
(H 	
aje2 	al8fljfl1 2 	A1 
1+ 





( H + 
a1rl 8 	a1ST*1fl28\ 
(- - j3) = RT 	 (5.2) 1 	A 
+ 
Aj3 	,) 	.e 
Where: 
. Two kinds of pore (large I and small s) can be accomodated by the adsorbate 
molecules. 
• The van der Wanis corrections from ideal gas law for each site are: 
. The intra-site interaction coefficients, a1 and a8 . 
• The intra-site size coefficients, 3 and 
• The inter-site interaction coefficient ()!j3. 
• A1, A 8 and A1 8 are the surface area of the large and small pores and of their "inter-
face". 
. At equilibrium we have: 
11= III =118 	 (5.3) 
For clarity, we drop now the index i (which stands for specie i) of the next equations. 
The derivation of equations 5.1 and 5.2, with n' = 01 = N1, n = 03 N3 , clP1 N, and Al 
C8 = 	give: 
dl, - (RT 	c101 	
2 ( a ' 1 
- k /31 (1_cioi)2 	012 






We focuse now on the derivation of the pressure 
- 	 ____ 
A 	
) 
o) dO1 	(5.4) 
Is 
- aj3Ni2NO?\  
A 	o) dO8 	(5.5) 
) Is 
of the large pore 1 (equation 5.4). The 
same derivation process can be done for the small pore. 








 dH = --- dH 	 (5.7) 
cjOj 
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Inserting equation 2.36 in 5.4 and 5.7, we have: 
RTd(1n-- 	
( 	RT 	(alct + aj,,OjN,2 N'2 
po = 	 101) 2 	 cjA 	
8 ))dOi 	(5.8) 
Oi(1–c  Is 
We now integrate equation 5.8. We substitute the variable 01 by 0 = cjOj in the left 
hand side of the equation. Then we drop the apostrophe. 
fd (in ) 
= 




 dO1 	(5.9) 
Is 
Substituing 9 by 0' = c3 03 , the integration gives: 
/ 9 	/2aj + 2cj8A?A\ 0 	/2cx13A2A2 g2\ _ 	 Is 	si 
	
P=Pj=f1(T)191exp19,– 	
2A4) 2A4)—) Is 	T 
(5.10) 
The derivation of the pressure for the small pore gives: 
0' /2&. = 	= 	5 	exp 
2cj3AA\ 0' (2aisA?A\ g2'\ 
- 	+ - 01 1-01  2A4 - ) is/3?4) ij 
(5.11) 
Identifying C5 with 	-- + 2azsA41  C1 with R38 	$? 	 R31 + 
2csisA?A 
92A 




with 	--- gives the equations 2.63 and 2.64. 
5.3 Rotation of a rigid unit and Euler angles definition 
This annex presents the different steps to rotate a rigid structure. In the context of 
the energy grid bias algorithm (see figure 3.10, section 3.4.1), we aim to weight of a 
complete rigid molecule according to a set of Eulerian angles. These Eulerian angles 
are defines in figure 5.1 and the rotation matrix in table 5.11. 
In our program, we enter in the input file, a reference sample of the set of Cartesian 
coordinates of the rigid molecule we want to simulate. The Cartesian coordinate system 
is not important here, we only need the relative position of the atoms in the rigid 
structure. The elements we rotate, are the directional vectors between the first atom 
and all the next ones. We calculate the new positions of the atoms by adding the 
coordinates of the first bead already placed in the box to this series of rotated vectors. 
We can access to every point of a sphere through a rotation defined by the Eulerian 
angles of an unit vector. Dividing regularly the interval range of each Eulerian angle 





Figure 5.1: Definition of Eulerian angles. ON is the positive direction of lines of nodes, the intersection of 
the XY and xy planes. It is also the positive sense of rotation of OZ to Oz. 0 is the angle from OZ to 
Oz (0 < 0 <ir). 0 is the angle in XY plane from OX to the projection of Oz on the XY plane. it is also 
the angle from QY to ON (0 27r). x is the angle in xy plane from ON to Qy . It is also the angle 
from the projection of —z on zy plane to Ox(O < x < 27r). 
X 	 V 	 z 
X cos 8 cos cos X - sinsin X 	Cos O sin 4 Cos x + Cos c sin X — sin 0Cos 
y —cosOcossinX - sincos 	—cos0sin0sinX+cos0cosX sin 9sin 
Z 	 sin  cos 0 	 sin 9 sin 0 	 cos 9 




A - 	" 
CL• - 	/ \ '-I1. 
j7_.'•! 
F T1 X 
\j) i •/ 
V 
Figure 5.2: Definition of bending and dihedral angle, and d. 
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Dealing with the subroutine trialgen.f (see figure 3.7), we need to grow a rigid or semi-
rigid molecule atom by atom. The position of the next bead to grow is defined with 
respect to two or three nearest beads already placed. We need the value of the bending 
and dihedral angle e and d(see figure 5.2); the bond length being fixed. We first work 
in the canonical Cartesian coordinate system (X,Y,Z). We rotate X around Z with 
an angle . We then rotate the new vector around X with an angle d. 
The second step is to create the matrix which allows to turn the canonical Cartesian 
coordinate system into an orthonormal Cartesian coordinate system related to the 
- molecule (x,y,z). -X-'  must have the direction BA. z +  corresponds to the first normal 
vector which allows to define the dihedral angle I I BA A I I B6 1 1. The last vector must 
be orthogonal to the two first ones. Finally we need to take the inverse of this matrix 
which is also its transpose because of the orthonormality. The result is: 
ri -+ ii -3 	 -9 	 -9 II 
[BA 	A BC) A BA
-3 M (BA A BC)] 	(5.12) 
Apply this matrix to the rotated vector gives the coordinate of the vector AN in the 
canonical Cartesian coordinate system (the system of the box simulation). 
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