In this paper we show how to compute recursively an approximation of the left and right dominant singular subspaces of a given matrix. In order to perform as few as possible operations on each column of the matrix, we use a variant of the classical Gram-Schmidt algorithm to estimate this subspace. The method is shown to be particularly suited for matrices with many more rows than columns. Bounds for the accuracy of the computed subspace are provided. Moreover, the analysis of error propagation in this algorithm provides new insights in the loss of orthogonality typically observed in the classical Gram-Schmidt method.
Introduction
In many problems one needs to compute the projector on the dominant subspace of a given data matrix A of dimension m × n. The type of application we are thinking of here implies m >> n and for the sake of simplicity we will assume A to be real. One can interpret the columns of the matrix A as "data vectors" with some "energy" equal to their 2-norm. Finding the dominant space of dimension k < min(m, n) amounts to finding the k first columns of the matrix U in the singular value decomposition of A :
and where the diagonal elements σ i of Σ are non negative and non increasing. This decomposition in fact expresses that the orthogonal transformation V applied to the columns of A yields a new matrix AV = U Σ with orthogonal columns of non increasing norm. The "dominant" columns of this transformed matrix are obviously the k leading ones. A block version of this decomposition makes this more explicit :
where U 1 and V 1 have k columns and Σ 1,1 is k × k. An orthogonal basis for the corresponding space is then clearly given by U 1 which is also equal to AV 1 Σ −1 1,1 . The cost of this decomposition including the construction of U is 14mn 2 + O(n 3 ). For an additional O(n 3 ) operations it is also possible to compute an orthogonal basis for the columns of V 1 , which is required in several applications.
A cheaper procedure is to first perform a QR decomposition of A, followed by a singular value decomposition of the smaller matrix R [2] :
From these equations it is easy to see that AV = QU Σ and again this has orthogonal columns of non increasing norms. This decomposition costs typically 6mn 2 + O(n 3 ) [6] . It is even more economical to pass via the normal equations (or covariance matrix) of A. Its eigenvalue decomposition gives
and comparing this with (1) shows that the same matrix V is constructed and that
This algorithm requires mn 2 operations to construct A T A and mnk + O(n 3 ) operations to obtain U 1 = AV 1 Σ −1 1,1 . We point out here that passing via the covariance matrix is less recommended because it is more sensitive to rounding errors [6] .
In this paper we are looking at applications where m is huge, and where every column operation on A or on the basis U is not only costly in operations but also involves swapping data from the main memory, which will slow down the algorithm considerably. We present an algorithm that yields an approximate decomposition but requires only 8mnk + O(nk 3 ) operations and also works recursively on the columns of A, i.e. the columns of A (or data vectors) can be produced recursively and A need not be stored in its totality.
A recursive procedure
In this section we propose a recursive procedure to estimate the dominant subspace of a given matrix A. Bounds for the accuracy of this decomposition are derived later. The algorithm is based on an efficient calculation of the dominant k dimensional space of an m × (k + 1) matrix M . Assume that a QR decomposition of M is available :
Then compute the smallest singular vector u k+1 of R (i.e. Rv k+1 = u k+1 µ k+1 ), and construct an orthogonal transformation G u such that G T u u k+1 = e k+1 . Apply now G T u to the rows of R and let G v be an orthogonal transformation putting G T u R back in triangular form :
It easily follows that the bottom row of R up has norm µ k+1 and hence we must have
We therefore have the following updated QR decomposition :
and since R up has the required block form (2) we have found a basis for the dominant kdimensional subspace of M in the form of the first k columns of Q up .
Both matrices G u and G v can be constructed as a product of k 2 × 2 Givens transformations, allowing for an elegant update of R using only O(k 2 ) operations. But the costly part of the algorithm is the update of Q, and hence it is preferable to choose G u to be a Householder transformation. When retriangularizing G T u R one then needs to perform again a QR factorization which requires O(k 3 ) operations, but since k < n << m, this is of no concern. The cost of the update of Q to Q up is that of a Householder transformation applied to an m × (k + 1) matrix and is thus 4m(k + 1) operations. The vector u k+1 can be computed with a few steps of inverse iteration, or with a shifted inverse iteration. The cost of this calculation as well as the update of R is thus O(k 3 ) and hence negligible with respect to the update of Q. A more involved technique would be to use modified Givens transformations since their complexity is the same as that of Householder transformations for the product QG u , and is of O(k 2 ) when applied for the product G T u RG v . Unfortunately, this requires storing and updating additional diagonal scaling matrices which typically hurt the performance of codes used for parallel machines.
How is this now applied to finding the dominant subspace of A ? We start with a QR factorization of the first k columns of A :
Then we recursively apply the following update and downdate of this decomposition. For i = k + 1 to n, append the next column a i . = A(:, i) to the current matrix decomposition and perform a QR decomposition of it. The formulas for this are standard. Define
. Define ρ i as its norm, andq i =â i /ρ i . Then
Update this matrix decomposition to "deflate" its smallest singular value as above :
and delete the last columns to obtain the new Q (i) and R (i) . The complexity of this algorithm is 10mkn + O((n − k)k 3 ) when using Givens transformations for G u and 8mkn + O((n − k)k 3 ) when using a Householder transformation or modified Givens transformations for G u . This is clearly cheaper than all earlier algorithms if m >> n >> k. This algorithm thus computes at each step a decomposition that "deflates" the smallest singular vector of the current m × (k + 1) matrix and then appends to it the next column of A. All columns of A therefore are "passed" through once and "compared" with the current best estimate of this dominant sub pace. At first sight this is a very empirical algorithm but in the next section we show that quite good bounds can be obtained for the quality of this basis.
Updating a two-sided decomposition
The above algorithm yields at step i an approximation Q (i) of the dominant left singular subspace of A(:, 1 : i), but in several applications it makes sense to update simultaneously an approximation of the corresponding right singular subspace of this matrix. We now describe how to do this at little extra cost.
We start from the notation introduced in (7), which we rewrite as
where V (k) = I k . We show by induction that at each step i ≥ k we have a decomposition
where (10) it is obvious that this holds for i = k. For the induction step we start by assuming that it holds for i − 1 :
We then append a column a i to A(:, 1 : i − 1) to get A(:, 1 : i) and obviously
Now use (8, 9) to update this to
Taking the first k columns of both sides of this equation yields (10) with
obviously satisfies V T (i) V (i) = I k . The additional work for updating the approximation V (i) is just the multiplication (14), which requires 6ik flops and hence leads to a total of n i=k 6ik ≈ 3k(n + k)(n − k + 1) additional flops for the full decomposition. This additional work can be neglected if N >> k.
We terminate this section by writing a decomposition for the matrix A(:, 1 : i) if we would not delete the last column at each step. There exists an orthogonal matrix V i ∈ R i×i embedding V (i) :
Choosing appropriate basis vectors for V ⊥ (i) it follows that there exists a decomposition of the type
whereq j = q j µ (j) and q j 2 = µ (j) . From this we obtain the additive decomposition
which will be used later on to derive error bounds.
Accuracy bounds
It is clear that after the first step i = k + 1 we obtained a decomposition
Let σ i , i = 1, . . . , n be the singular values of A andσ (j)
i , i = 1, . . . , k those of R(j). Then according to the above decomposition, A(:, 1 : k + 1) has singular valueŝ
But since this is a submatrix of A obtained from deleting a number of columns, we have the inequalities [6] :σ
Similarly one easily shows that each intermediate matrix
with singular valuesσ
is also orthogonally equivalent to a submatrix of A. Therefore we have in general
Finally, since the matrix
has singular valuesσ
is its submatrix, we have the inequalitieŝ
All this says that the singular values µ (i) that are dismissed at each step are all smaller than σ k+1 and that the singular valuesσ
. . , k that are updated, increase monotonically towards the first k singular values of A. To obtain bounds at the end of the iterative procedure we need to relate A to the computed quantities. For this, we point out that there exists an orthogonal column transformation V which relates A and the intermediate results of the recursive algorithm :
The transformation V n indeed consists of all the smaller transformations G v and appropriately chosen permutations to obtain (23). Using the singular value decomposition of R (n) :
one then constructs orthogonal transformations such that :
where Q ⊥ (n) is orthogonal to Q (n) and where the columns of A 2
The Frobenius norm of this submatrix is therefore equal to [µ k+1 , . . . , µ n ] 2 . From (24) one already finds a bound for the accuracy of the computed singular values. The singular values of
. Applying the Wielandt-Hoffman theorem for singular values to this [6] , yields :
If we know the singular values have a considerable gap γ . = σ k − σ k+1 , then this bound says that the k largest singular values are well approximated.
If γ is large, the space spanned by the corresponding singular vectors, is also insensitive to perturbations. Moreover, one can improve on the bounds for the singular value perturbations provided by the Wielandt-Hoffman theorem. To analyze this in more detail we use the following theorem proven in [8] .
Theorem 1 [8] LetĤ and E be square Hermitian matrices partitioned aŝ
and define ǫ = E 1,2 2 and δ = min |λ(
there exists a unitary matrix X of the form
where
This theorem is used to estimate the accuracy of both the left and right dominant subspace of A as follows. SupposeĤ
is the current "approximation" of the eigenvalue decomposition of
The left dominant "singular" subspace of M is also the dominant eigensubspace of H u . The dominant eigensubspace of the nearby matrixĤ u is clearly Im I k 0 and the corresponding eigenvalues are the diagonal elementsσ
ofΣ 2 . But due to the "perturbations" A 1,2 and A 1,2 these are incorrect. After transforming M M T to X T u M M T X u we obtain its true eigenvalues (i.e. the squared singular values of M ) in the matrix H 1,1 and the true dominant subspace as Im I k P u . The norm of P u is a measure for the angular rotation of this subspace and it is bounded by 2ǫ u /δ u . The largest canonical angle θ k between the spaces Im I k 0 and Im I k P u in fact satisfies [8] :
and measures the "rotation" of the dominant subspace with respect to its approximation.
and that we actually compute these values during our recursive calculations. It would therefore be convenient to bound 2ǫ u /δ u in terms of these "discarded" singular values µ i . One easily derives the bounds
we then have
and provided thatσ
For the right dominant "singular" subspace of M we need to look at
For the quantities ǫ v and δ v corresponding to Theorem 1, we find :
Provided that (σ
Applying the same reasoning as above we denote the true dominant subspace as Im
The norm of P v is then a measure for the angular rotation of this subspace and it is bounded by 2ǫ v /δ v . The corresponding largest canonical angle φ k satisfies again [8] :
and measures the "rotation" of the right dominant singular subspace with respect to its approximation. We synthesize this discussion in the following theorem.
Then the angles θ k and φ k between the k-dimensional left and right singular subspaces of M andM , respectively, satisfy the bounds
These are also the angles of the left and right singular subspaces of
Unfortunately, we do not compute the matrices A 1,2 and A 2,2 and so we have to estimate µ. Bounding µ 2 in terms of the Frobenius norm :
would yield serious overestimates since δ may even become negative. Therefore we have to make some simplifying assumptions. The i-th column of A 2 at step i of the recursive calculation is orthogonal to the i-th approximation of the dominant subspace of A. We will therefore assume that these columns are "noise vectors" and are randomly distributed. It is shown in [5] that an (n − k) × n matrix B with elements chosen independently from a standard Gaussian distribution, has column norms tending to √ n and spectral norm B 2 tending to √ n(1 + (n − k)/n), as n becomes large. If our matrix A 2 has equal column norms (hence equal to max i µ i rather than √ n) we then obtain the approximation :
On the other hand, if the columns are of very different norm, one gets closer to the lower bound since the number of relevant columns entering the above analysis, becomes smaller than (n−k) and thus c tends to 1. As estimates of µ and A 2 we will simply useμ = max i µ i andσ
1 , respectively, which leads to the following approximations for our boundŝ
Notice
In order to estimate the quality of the computed singular values, there is a simpler analysis possible. From Theorem 1 it follows that
This yields the residual equation
and since
we have
from which we obtain the strict bound
This analysis is very simple and did not take into account any information about P , which could be used to improve on it. Instead, we replace µ by its estimateμ which yields
We point out that all our estimates are quadratic inμ, which should give quite accurate results ifμ << σ (n)
i . This will be the case if the gap γ at the k-th singular value is large, and the quality of the estimate should be expected to deteriorate when this gap becomes small. We will illustrate the quality of these bounds in the examples of the next section.
Numerical tests for the approximation
Here we generated random matrices of dimension m = 1000 by n = 50 and we are trying to track the k = 5 dominant singular values and vectors. At every step we want to keep at most 6 (k + 1) vectors in our basis. We thus update to a subspace of dimension 6 and then deflate the smallest singular value to fall back on a space of dimension 5 at each step.
In the figures below we plot the true singular values σ i in solid line, the approximations σ i ), and finally the cosines of the canonical angles cos θ i and cos φ i , the smallest of which indicate the rotation of the dominant left and right singular subspaces versus their approximation. We also give the true value of µ, its estimateμ, the true values of P u 2 and P v 2 and their respective estimates P u 2 and P v 2 , and finally the estimated angles cosθ k and cosφ k . From these examples it appears that the method works reasonably well. It should be pointed out that Theorem 2 only applies to the last example and that the estimates are very good. Nevertheless the estimates are still acceptable even when the conditions of this Theorem do not apply, as is shown by the first three examples (the first example has virtually no gap!). We finally point out that in all our examples µ/μ remains smaller than 2, as suggested by the statistical arguments of section 4.
The effect of round-off
In this section we analyze the propagation of round-off in the proposed algorithm. The first aim is to prove some kind of backward stability of the algorithm. We show that at each step i the algorithm produces "approximate" matricesV (i) ,Q (i) andR (i) that satisfy exactly the perturbed equations
in which u is the so-called unit round-off of the IEEE floating point standard (see e.g. [7] ). This is then used later to prove that the effect of round-off remains small despite the fact that this is a classical Gram-Schmidt procedure. A result of the type (34) is obtained by analyzing one step i of the recursive algorithm. We first analyze the local errors in that step and hence assume all quantities at the beginning of step i to be exact. For the computations of step i we usex to denote the "computed version" of x that is actually stored in computer.
The first part of step i is the Gram-Schmidt update which corresponds tō
(37)
From (36,38) and standard error analysis results it follows that
where (up to order u 2 ) we have the element-wise inequalities
To obtain this result we assumed that the loop on the columns of the Gram-Schmidt orthogonalization (36) progresses from left to right. We can then equate this as follows
We also assume that
i.e. there is no complete loss of orthogonality, which allows us to approximate the 2-norm of Q (i−1)qi or any of its columns by 1 + O(u). We then obtain the following inequalities:
where the next to last line was obtained by Cauchy Schwarz. Notice that all errors due to this part are superposed on column a i . Therefore the error matrix E 1 of this first part satisfies
The second part of step i consists of the transformations G v and G u in (9), which we assume are each implemented with a sequence of k Givens rotations. For this we will use Lemma 18.8 of [7] which we recall in a slightly modified form (we refer to [7] for the details of the implementation and construction of each Givens rotation).
Lemma 3. Consider the sequence of Givens transformations
Applying this to the products
and
The norms of E 2 and F can then be bounded by :
Combining the bounds for E 1 and E 2 yields the bound
for the local error E in step i. Similarly, the error matrix F on V (i) corresponding to the local errors of step i can be bounded by
In order to sum up these errors over the n − k steps of the algorithm, we can neglect the second order effects and then only need to multiply these bounds by (n − k). This then yields the following bounds for the total errors in the decomposition.
Theorem 4:
The recursive algorithm desribed in sections 2 and 3 produces "approximate" matricesV (i) ,Q (i) andR (i) that satisfy exactly the perturbed equation (34) with the bounds (up to O(u 2 ) terms) :
We point out here that these bounds do not depend on m, the largest dimension of A. Moreover, if one uses Householder transformations rather than Givens transformations, the results are very similar.
Remark 5:
Although this Theorem indicates that the error E F grows with the number of columns n, it does not seem to grow in actual experiments. This can be explained as follows. Assume that at step i we have the perturbed equation
where E (i) accounts for the loss of orthogonality in Q (i) , and e i is the local error in the vector q i , and g i is the resulting error in the vector q i . If we assume the errors in the right hand side of (43) to be evenly distributed over the matrix, then it follows that
which for growing i tends to a limit
that is independent of n. The same reasoning can be applied to the error F F . The corresponding bounds of Theorem 4 then become
We now turn our attention to the loss of orthogonality in the computed matrixQ. This can be bounded using a perturbation result for the QR factorization of
where using the bounds of Theorem 4, we have :
Theorem 6: Let (a given matrix)V ∈ R n×k "select" k columns of the matrix A ∈ R m×n , and let
with R upper triangular, be its exact QR factorization. Let
be a "computed" version, whereQ = Q + ∆ Q ,R = R + ∆ R . Then under a mild assumption, we can bound the loss of orthogonality inQ as follows:
Proof : SinceQ is not necessarily orthogonal we first compute its QR factorization :
So we can consider the perturbation of the QR decomposition of AV :
The loss of orthogonality inQ can be measured by R 0 since:
To measure this, we first use a perturbation analysis of [4] for the equation (46) to obtain :
where κ R (AV ) is the "refined" condition number of the factor R of the QR factorization (46) of AV [4] . If we define ∆ 0 . = R 0 − I k we then have :
and hence :
We now assume that there are no strong cancellations between ∆ R F (measuring the perturbation of R) and ∆ 0 R F (measuring the perturbation in Q) and hence that ∆ 0 R F and ∆ R + ∆ 0 R F are of the same order of magnitude :
This can now be used to bound
Using the overestimate κ R (AV ) ≤ √ 2κ 2 (R) of [4] we approximate this finally by
Remark 7: Assumption (47) is crucial for the proof of the above Theorem. It is easy to see that any factorization of the type (45) will not yield the bounds (48) or (49) : consider e.g. the factorization
where U is any invertible upper triangular matrix. This clearly satisfies the conditions of the Theorem, except for assumption (47). The quantity we need to bound for this new factorization then becomes U T R T 0 R 0 U − I k F and since U can be chosen arbitrarily, it is impossible to bound it. Assumption (47) is therefore crucial and we show in the next section that it indeed holds in practice.
Numerical tests for the error propagation
Here we give numerical evidence that the analysis of the previous section can be applied to the tracking problem of the dominant spaces of a given matrix : the numerical experiments we ran show that the loss of orthogonality in the computed matrixQ (i) of (34) remains indeed bounded by the condition number squared of the matrix R that we are "tracking".
We show below four plots that compare the loss of orthogonality in the proposed algorithm based on the classical Gram-Schmidt method (labeled CGS) and a "fully orthogonal" method which we obtain by performing two steps of CGS rather than one, at each iteration. This second method, labeled CGS2, was analyzed in [1] and was shown to yield a Q factor that is close to orthogonal. We chose this as an alternative to the Householder method because in the iterative scheme considered in this paper, CGS2 involves much fewer operations than the Householder method.
As suggested by Remark 5, the backward error E (i) and the quantity ǫ e can be bounded independently of the step i. We therefore compare the loss of orthogonality R T 0 R 0 −I k F with the quantities uk 2 κ 2 (R (i) )κ R (A(:, 1 : i)V (i) ) for the CGS method and uk 2 for the CGS2 method. These "simplified" quantities are just an indication to show that the loss of orthogonality is of the right order of magnitude predicted by our error analysis. To show the effect of the condition number of the triangular factor R (i) , we let it grow in the four examples by choosing a growing condition number for A as well. Example2 : κ 2 (A) = 165.4, κ 2 (R (n) ) = 2.643, κ R (AV (n) ) = 2.613 CGS bound uk 2 κ 2 (R (i) )κ R (A(:, 1 : i)V (i) )), CGS2 bound uk 2 , * loss of orthogonality in CGS method, • loss of orthogonality in CGS2 method Example 4 : κ 2 (A) = 6928, κ 2 (R (n) ) = 134.7, κ R (AV (n) ) = 7.028 CGS bound uk 2 κ 2 (R (i) )κ R (A(:, 1 : i)V (i) )), CGS2 bound uk 2 , * loss of orthogonality in CGS method, • loss of orthogonality in CGS2 method
The following observations can be derived from these experiments :
• the condition numbers κ 2 (R (i) ), and κ R (A(:, 1 : i)V (i) ) do not affect the loss of orthogonality of the CGS2 method, as expected from the analysis of [1] (the product κ 2 (R (i) )κ R (A(:, 1 : i)V (i) ) can be inferred from the gap between the CGS and CGS2 bounds)
• the statistical assumption of Remark 5 seems to hold since there is no growth in the loss of orthogonality of the computed matricesQ (i) : this should depend on the backward error E (i) which does not depend on i if the assumption of Remark 5 holds
• assumption (47) made in Theorem 6 was verified in these experiments and validate the resulting bounds (48) (49) of that theorem; the graphs below give the norms of the two quantities for the four examples given earlier • the loss of orthogonality remains very reasonable when the condition number κ 2 (R (i) ) is not too large, which is a reasonable assumption in applications where a "dominant matrix" R (i) is being tracked.
As a result of this, we suggest that the cheapest version of the algorithm (i.e. CGS) can safely be implemented for the applications we have in mind. This is exactly what we did in the numerical experiments of section 5 and we observed no difference in the computed spaces for the CGS or CGS2 methods. With this we mean that the angles cos θ k and cos φ k for both methods were equal in the first four digits despite a very small loss of orthogonality in the CGS method.
Conclusions
In this paper we presented an analysis of an efficient algorithm to compute the dominant subspace of a given matrix A. Although similar algorithms were already presented elsewhere [3] , we have given here a more efficient implementation, along with a rather efficient estimation of its accuracy. The effect of propagation of round-off errors was also analyzed and shown to be neglectable for the application considered in this paper.
