Abstract. We determine the maximum number of edges in a connected graph with n vertices if it contains no path with k + 1 vertices. We also determine the extremal graphs.
Introduction
A problem, first considered by Erdős and Gallai [2] , was to determine the maximum number of edges in any graph on n vertices if it contains no path with k + 1 vertices. This maximum number, ext(n, P k+1 ), is called the extremal number for the path P k+1 . Erdős and Gallai proved the following theorem, which was one of the earliest extremal results in graph theory.
Theorem 1.1 ([2]).
For every k ≥ 0, ext(n, P k+1 ) ≤ 1 2 (k − 1)n with equality if and only if n = kt, in which case the extremal graph is
In 1975 this result was improved by Faudree and Schelp [3] , determining ext(n, P k+1 ) for all n > k > 0 as well as the corresponding extremal graphs. This is given by 
with equality if and only if G is either (i) (
) for some l, 0 ≤ l < t, when k is odd, t > 0, and r = (k ± 1)/2.
We use G to denote the edge complement of a graph G, G ∪ H to denote the vertexdisjoint union of graphs G and H, and G + H to denote the join of G and H, defined as G ∪ H together with all edges between G and H.
In this paper we consider the extremal problem for P k+1 taken over all connected graphs. We determine this number as well as the extremal graphs. These extremal graphs are particular examples of graphs of the following form.
Definition. For n ≥ k > 2s > 0 let G n,k,s = (K k−2s ∪ K n−k+s ) + K s (see Figure 1) .
Note that |E(G n,k,s )| = k−s 2
+ s(n − k + s) and since k > 2s, G n,k,s contains no P k+1 . 
A simple calculation shows that for k > 4 the maximum edge count is given by the first expression for n ≤ n c , and by the second for n ≥ n c , where
For k = 3 or 4 the bounds and extremal graphs are equal for all n. The extremal numbers, but not the extremal graphs, were previously obtained in [4] . The proof given there uses the extremal number for a cycle of length ≥ k in any 2-connected graph by forming the 2-connected graph G by joining a new vertex to all the vertices of G. This proof does not lend itself to finding the extremal graphs. The proof given here, however, is constructive, giving both the extremal numbers and the extremal graphs.
Note that in the statement of Theorem 1.3, the second class of extremal graphs G n,k,s satisfy k − 2s = 2 for k even and k − 2s = 1 for k odd. In particular, when k is odd and
Thus Theorem 1.2 shows that Theorem 1.3 holds when k is odd and n = k + k− 1 2 . With this fact it is not difficult to prove the case where k is odd and n ≥ k + k−1 2
. Unfortunately proving the remainder of this theorem is somewhat harder and will require several lemmas. One result that will also be used generalizes a result of Erdős and Gallai [2] and appears in [1] .
Lemma 1.4 ([1]). Let G be a graph and for each v ∈ V (G) let p v be the number of edges in the longest path in
G starting at v. Then |E(G)| ≤ 1 2 v∈V (G) p v ,
with equality if and only if G is a disjoint union of complete graphs.
The strategy of the proof of Theorem 1.3 is to take a longest path P in G and divide the vertices into two sets, V (P ) and Y = V (G) \ V (P ). Proof. Consider the set of all paths in G starting at a fixed vertex w 1 ∈ S. Of these, consider the set P of paths that contain the maximal number of vertices of S. Pick a path P ∈ P of maximal length. We shall show that if G = G k+1,k,s then P is a Hamiltonian path. Suppose first that P does not contain some vertex w ∈ S. Let u 1 , . . . , u s be s neighbors of w. Case A: One of the vertices u i occurs in P after all the vertices of S in P . In this case we can change the path P after u i , removing subsequent vertices and adding w so that it ends with u i w. This new path contains more vertices of S, contradicting the assumption that P ∈ P. Case B: There are neighbors u i and u j of w on P that are not separated by a vertex of S on P . In this case we delete the vertices of the path P between u i and u j and insert w so that the path goes u i wu j . This uses one more vertex of S, contradicting the assumption that P ∈ P. Case C: Some vertex u i does not lie in the path P . The path P must end with a vertex w ∈ S (otherwise we could extend P by adding u i ). Let the path end with the edge uw . Then u ∈ G \ S since S is an independent set. Now replacing this edge with uu i w gives a longer path meeting the same number of vertices of S. This contradicts the choice of P ∈ P.
Since none of the cases A, B, or C occur, at least s + 1 vertices of S lie on the path P . Hence P contains all the vertices of S. If P ends at a vertex of G\S then we can append the remaining vertices of G\S to get a Hamiltonian path. Similarly, if there are two neighboring vertices uu of P that both lie in G \ S then we can insert the remaining vertices of G \ S between them. Otherwise P must be of the form
If the neighborhoods of the w i are not all equal to {u 1 , . . . , u s }, there must be some u ∈ G \ S not equal to any of the u i which is a neighbor of some w j . We can now insert u after w j in P to get a longer path, contradicting the choice of P .
Hence if P is not a Hamiltonian path then the neighborhoods of every w i ∈ S must be exactly {u 1 Figure 2 . Cases for which G has a Hamiltonian path in Lemma 2.2.
This is just the maximum of the edge counts of the graphs
where
. We note for future reference that If there were an edge of the form x ir+1 x it+1 for some t > r, or an edge of the form x 1 x it+1 then G would have a Hamiltonian path (see Figure 2) . Since vx 1 , vx i t +1 / ∈ E(G), the set {v, x 1 , x i 1 +1 , . . . , x i s +1 } is an independent set of G of size s + 2.
Lemma 2.2. Suppose G is a connected graph on k + 1 vertices with no Hamiltonian path, but with a path P with k vertices, and suppose the vertex v ∈ V (G) \ V (P ) has degree s 0 . Then |E(G)| ≤ h(k, s 0 ). If equality holds then
G = G k+1,k,s 0 .
Proof. The bound h(k, s
We shall now show that, without loss of generality, every x i ∈ {x 1 , x i 1 +1 , . . . , x is+1 } has degree d i either at most s, or more than 
Moreover, if we have equality, then G = G k,k−1,s , the edge x i−1 x i+1 did not need to be added to make G , and G consists of G with one more vertex x i . Since G has no P k+1 . 
. . Figure 3 . Cases for which G has a Hamiltonian path in Lemma 2.2.
it is clear that x i cannot be joined to the independent set of size s . Suppose otherwise and assume
. . , i s + 1}. We shall deal with the case i > 1 first. If 1 ≤ t < i − 1 and x t x i , x t+1 x j ∈ E(G) then G has a Hamiltonian path (see Figure 3) . Similarly when i ≤ t < j − 1, 
The case when i = 1 is similar. We cannot have 1 ≤ t < j − 1, 
Thus there is an independent subset S of s + 1 elements of the set {v, x 1 , x i 1 +1 , . . . , x is+1 } all of whose elements have degree at most s in G. The maximum number of edges in G is therefore 
