We propose a time-dependent slider-block model which incorporates a time-to-failure function for each block dependent on the stress. We associate this new time-to-failure mechanism with the property of stress fatigue. We test two failure time functions including a power law and an exponential. Failure times are assigned to 'damaged' blocks with stress above a damage threshold, σ W and below a static failure threshold, σ F . If the stress of a block is below the damage threshold the failure time is infinite. During the aftershock sequence the loader-plate remains fixed and all aftershocks are triggered by stress transfer from previous events. This differs from standard slider-block models which initiate each event by moving the loader-plate. We show the resulting behaviour of the model produces both the Gutenberg-Richter scaling law for event sizes and the Omori's scaling law for the rate of aftershocks when we use the power-law failure time function. The exponential function has limited success in producing Omori's law for the rate of aftershocks. We conclude the shape of the failure time function is key to producing Omori's law.
I N T RO D U C T I O N
The physics of earthquakes is often investigated through simple models. The underlying concept in creating these minimalistic models is pinpointing the physics that produces results comparable with nature, without being overwhelmed by the complexity of the problem. Several models have been proposed that successively demonstrate Gutenberg-Richter scaling for event magnitudes. One property of earthquakes these models have not had as much success reproducing, however, is Omori's law for the rate of decay of aftershocks following a mainshock.
A model commonly used to describe earthquakes that does not have well defined aftershocks is the slider-block (or spring-block) model. Originally proposed by Burridge & Knopoff (1967) , this model was transformed into a cellular automata (CA) version by Rundle & Jackson (1977) and again by Rundle & Brown (1991) . It is often referred to as the RJB model. This CA slider-block model has been shown to produce power-law statistics for the frequency of events of magnitude m, that follow Gutenberg-Richter scaling for earthquakes (Rundle & Jackson 1977; Carlson & Langer 1989; Rundle & Brown 1991; Klein et al. 2000) . This model does have limitations. For example, each event is triggered by a loader-plate update. In other words, all events are initiated by external driving forces rather than internal redistributions of stress. Thus, when comparing the slider-block model to observed earthquakes, one has to assume a substantial amount of time passes between each loaderplate triggered event. Events occur independently of the each other in time and thus, there is no temporal clustering beyond random clustering. In this light, there are no well defined foreshocks or aftershocks. However, the RJB model is advantageous to research the basic physical principles contributing to earthquake scaling laws due to its simple rules, ease of programming and speed of simulations. For these reasons it has often been used to test additional physical principles, such as damage and threshold weakening (Serino et al. 2010; Gran et al. 2011) .
In this paper, we investigate the addition of stress fatigue and subsequent time-delayed failures triggering events in the CA sliderblock model. The motivation is to produce aftershock sequences which obey Omori's law as well as retain the Gutenberg-Richter scaling for event magnitudes, all while maintaining simple physics. Stress fatigue introduces a time-dependent failure mechanism for the CA slider-block model that occurs after each loader-plate update. Now, in addition to the static failure threshold where slips occur instantaneously, a lower damage threshold is assigned to each block which marks the onset of stress fatigue. A block with stress above the damage threshold will be assigned a failure time as a function of stress and will be allowed to slip at a stress below the static failure threshold. We retain the instantaneous healing process from the original CA slider-block model. This modification allows multiple events to occur after the initial loader-plate triggered event and within this sequence we can define a mainshock, foreshocks and aftershocks.
The focus of this model is on the time dependence of the rate of aftershocks and the compliance of the resulting sequence of events with the known scaling relations for earthquakes and aftershocks. These scaling relations include: Gutenberg-Richter scaling for frequency of event magnitudes (Gutenberg & Richter 1954 ), Omori's Law for scaling of the rate of aftershock occurrence following a mainshock (Utsu 1961) , and Bath's Law for the magnitude of the largest aftershock (Båth 1965).
Gutenberg-Richter distributions are cumulative distributions for the number of events occurring greater than size m
This scaling relationship is observed in nature for aftershock sequences, and both global and regional earthquake catalogues with a scaling exponent of approximately b = 1 (Gutenberg & Richter 1954) . In the slider-block model the same frequency-magnitude relationship can be described using a probability distribution function
where A is the area of the events. Omori's Law applies only to aftershocks and is independent of event magnitudes. The rate of events occurring within a time window τ w as a function of time follows the inverse power law
The size of τ w is unimportant to the power-law relationship, but allows the definition of rate of events. The values of p varies from earthquake to earthquake with a range of approximately 1 < p < 1.2 (Shcherbakov et al. 2004 ). Bath's law suggests the largest aftershock will be approximately one unit of magnitude smaller than the mainshock of the same sequence
Under the assumption that the moment is proportional to the area, Bath's law implies the area of the mainshock should be 10 times larger than the area of the largest aftershock (Båth 1965; Helmstetter & Sornette 2003) . For a range of model parameters, the time-dependent slider-block model satisfies these three scaling relationships. This paper is organized as follows: First, we will define the CA slider-block model with long range interactions, the assumptions in creating the time-dependent model, and the modifications that allow time-dependent failures, including the additional damage threshold parameter. Next we will show the resulting behaviour for the time-dependent slider-block model complies with eqs (1)-(4) using two failure time functions. Finally, we will discuss our results and compare this model to a similar lattice model proposed by Dieterich (1995) using rate and state friction (Ruina 1983; Rice & Ruina 1983 ) to produce aftershocks. This model incorporates both a time-dependent failure mechanism and a time-dependent healing process, to promote aftershocks. Rate and state friction, however, is controversial since the physical meaning of the state variable is unclear.
T H E S L I D E R -B L O C K M O D E L
Here we describe the CA slider-block model in the zero-velocity limit as defined by Klein et al. (2000) . A 2-D lattice of blocks is constructed in which each block is connected to a loader-plate with a loader spring of spring constant K l . It is assumed the lattice is square, but this is not necessary. Each block is then connected to a surrounding neighbourhood of blocks with coupling springs of uniform spring constant K c . The interacting neighbourhood is a square region centred on each block with a linear dimension 2r + 1. The total number of interacting neighbour blocks is q = (2r + 1) 2 − 1. The total spring constant for each block is then K T = qK c + K l . The uniform interaction strengths used here are a simplification of a more realistic 1/r 3 decaying interaction strength for 2-D dislocations in linear elastic media (Steketee 1958) . It has been shown, however, this simplification produces consistent Gutenberg-Richter scaling with the 1/r 3 interaction, while allowing simulations to run on smaller lattices Preston et al. 2000) , and is thus ideal for our simple computer simulations. The use of long range interactions is essential for event areas to obey a power-law scaling relationship.
Each block is assigned a static failure threshold σ F , which can be uniform or spatially varying. If the stress on a block overcomes this threshold, the block will slip and subsequently redistribute stress through the coupling springs to neighbouring blocks. The dynamics of the model are as follows: The loader-plate position is increased, which adds stress uniformly to all blocks, until a single block reaches its failure threshold. This will be the 'seed' block for the first event. This block then slips according to the slip rule
σ R here is a residual stress that remains on the block after slip occurs. We include noise in the slip rule by choosing a random residual stress, σ R , for each slip of each block. That is
where η is drawn from a uniform distribution between 0 and 1 and σ Rmax is an input parameter. A portion of the stress that is lost from the block that slips is dissipated through the relaxation of the loader spring, while the remaining stress is uniformly distributed to the q blocks within the interaction region. Specifically the fraction of stress dissipated D, and redistributed R, are
After the stress is redistributed following the slip of the initial 'seed' block, all neighbouring blocks that now have a stress greater than their respective thresholds slip according to the same slip rule, eq. (5). This process is continued until all the blocks are below their failure stress thresholds.
All blocks that slipped following a single loader-plate update combine to form an 'event', and the event size, or area, is defined as sum of these blocks. Event sizes are confined to the range
, where L is the lattice dimension and L 2 is the total number of blocks in the lattice.
In Fig. 1 , a frequency-magnitude distribution for event areas is shown. The parameters used for this simulation are L = 256,
There are a total of 400 000 events plotted after a sufficient transient period has passed. The distribution shows a power-law relationship with a scaling exponent of b = 1.5. This is the expected value for long-range slider-block models in the limit of no frictional velocity dependence Xia et al. 2008) .
It is assumed in the rules of this model that the time between two events initiated by the loader-plate is much longer than the duration of an event. In this regard the time it takes to transfer stress and cause a cascade of failures during an event can be considered instantaneous. This leads to the conclusion that only one event occurs during a single loader-plate update and thus there are necessarily no foreshocks or aftershocks by the action of this model.
T I M E -D E P E N D E N T S L I D E R -B L O C K M O D E L
The new modification to the standard slider block model produces a sequence of events following each loader-plate update. The system is identical to the CA slider-block model above with the addition of one attribute. The blocks are given, not only a static failure threshold σ F , but also a lower damage stress threshold, σ W . Any block whose stress lies between σ W and σ F is considered damaged (or weakened) and is assigned a time-to-failure, which is calculated as a function of the block's stress. The damaged threshold represents the onset of static fatigue, in which failure is delayed but occurs at a stress lower than the static failure threshold. This procedure of allowing time dependent failures above a specified threshold is commonly performed in fiber-bundle models (Coleman 1957; Curtin et al. 1997; Newman & Phoenix 2001; Amitrano & Helmstetter 2006; Phoenix & Newman 2009) , and is adapted here for the slider-block model.
Assumptions
There are three assumptions in the creation of this model. (1) The new failure mechanism, stress fatigue, is applied only to those blocks that are within the elastically loaded region. This region surrounds a fracture or earthquake and is defined as the region where stress is transferred. In the slider-block model all blocks that slip during an avalanche transfer energy through the coupling springs to all blocks within their range of interaction. After an event has arrested, the elastically loaded region contains all blocks within the range of interaction R of the event's perimeter. It is in this region where failure times will be assigned and aftershock events will initiate . (2) A non-zero, finite, time-to-failure is assigned only to 'damaged' blocks whose stress is above a damage threshold, σ W , but below a static failure threshold, σ F , where blocks slip immediately (Das & Scholz 1981) . In this model, damage to a block can only occur by a sudden increase in the applied stress. This is the case during an event from a stress transfer of a slipped neighbour, but not from the slow increase of stress from the loader plate. And, (3) The duration of an event is much smaller than any calculated time-to-failure while the calculated time-to-failure is much smaller than the time between loader-plate triggered events.
This allows the loader plate to be held fixed while the aftershock event sequence occurs. We further hypothesize, the time-to-failure is a maximum if the stress is equal to the damage threshold and goes to zero as the stress increases to the static failure threshold. Therefore the failure time should be a function of the stress difference between the static failure threshold and stress on the block.
We are free to choose any form of the failure-time function, f (σ ), but, as noted by Amitrano & Helmstetter (2006) and the references therein, experimental and theoretical results suggest failure-times decrease with increasing stress according to either a power law or an exponential. Also, Dieterich (1995) suggests a stress increase of σ from a nearby event can alter the rupture time (or nucleation time) by a factor proportional to exp (− σ ). This motivates us to construct both a power law and an exponential function for the time-to-failure
These functions differ slightly from those presented in Amitrano & Helmstetter (2006, eqs 3 and 4) . However, over the short range of stress that they are applied the shape of the failure time functions are very similar to those in Amitrano & Helmstetter (2006) . As will be discussed later, the shape of the failure-time function is the key for the realization of Omori's law. A plot of these failure-time functions is provided in Fig. 2 . In this plot we have set σ W = 97 and σ F = 100 and failure-time function parameters ρ and λ to 2 and 3, respectively. These parameters are representative of parameters used in the simulation results presented below. The time-to-failure function is normalized so that the maximum failure-time, which corresponds to a stress of σ W , is equal to t f = 1 for both functions. Thus one unit of time is the duration required for a block at the damage threshold to fail. τ 0 has the units of time and included for just that reason. We use the term 'aftershock time counter' to represent the clock that tracks the evolution of the model and will be represented by the symbol t.
Dynamics
The time-dependent slider-block model is run as follows: The loader-plate is advanced until a single block reaches the static failure stress threshold σ F , and the aftershock-time counter is set to zero. This block then slips and the event proceeds according to the standard slider-block model rules described earlier. After this loader-plate event terminates, all blocks are at a stress below the static failure stress threshold. The aftershock-time counter remains Figure 2 . Here we plot the failure-time functions given in eqs (10) and (11). A time-to-failure is assigned to blocks only if the stress on that block is above the damage threshold, σ W and below a static failure threshold, σ F . Above σ F the time-to-failure is zero and below the damage threshold, σ W , the time-to-failure is infinite. Here we plot two failure-time functions, a power law and an exponential. The values of σ W and σ F are 97 and 100, respectively, for both functions.
at t = 0 due to the assumption that events occur instantaneously in comparison with the other timescales in the model. The loader-plate is now held fixed and does not add any stress to the system for the following sequence of aftershock events. The time-dependent stress relaxation process controls the remaining events prior to the next loader-plate update.
Any block that is within the elastically loaded region of the loader-plate event and has a stress above the damage threshold, σ W , is assigned a failure time according to eq. (10). This is the application of assumptions 1 & 2 from above. The aftershock-time counter is then advanced to the minimum failure time, t = t f ,min . The block with this minimum failure time is the 'seed' block for the next event, which from here on will be called the 'first failure-time event'. Assumption 3 suggests all slips within a failure-time event occur at the static failure threshold according to eq. (5). Note, only the 'seed' block fails at a stress below the static failure threshold. That is, time dependent failures apply only to 'seed' blocks of the aftershock events and all blocks that slip mid-event occur at the static failure threshold σ F .
After the termination of the first failure-time event, there is a new elastically loaded region on the lattice. It is now a combination of the loaded region of the initial event and the loaded region of the first failure-time event. To initiate the second failure-time event, we first calculate failure times for all blocks within this new elastically loaded region. The blocks within this new loaded region can be categorized into four groups. First there are those with a stress below the damage threshold, σ W . These blocks are left alone with a failure-time of t f = ∞. Secondly, there are blocks with a stress above the σ W which do not have a previously assigned failure time. These are assigned a failure time according to eq. (10). Thirdly, there are blocks with a stress above σ W , have a previously assigned failure time and endured a stress increase during the first failure-time event. These blocks are also assigned a new failure time according to eq. (10). As a note, there is an exceedingly rare case in which the time advance to cause the previous failure-time event is longer than the time-reduction caused by an increase in stress. This situation is ignored due to its rarity. And last, there are blocks with a stress above σ W but did not endure a stress increase from the first failuretime event. These blocks simply have their failure-time reduced by the time that passed prior to the start of the first failure-time event, t f ,new = t f ,old − t. In essence, this fourth group of blocks are unaware that an event has occurred and are simply waiting for their failure time to arrive. Here t = t f ,min from the first failure-time event.
After the assignment of failure-times, the aftershock-time counter is again advanced to the minimum failure time and the second failure-time event is initiated. Now t = t 1 f,min + t 2 f,min , where the superscript identifies the event number. This process of assigning and adjusting failure times and locating the 'seed' block is repeated until all blocks are at a stress below σ W and thus have a failure time of t f = ∞. This marks the end of the aftershock sequence.
To initiate another sequence of events, the loader-plate is advanced such that a single block reaches the static failure threshold, the aftershock time for this new sequence of events is reset to zero and the process is started over. We track the total aftershock time of the simulation run, which includes many loader-plate updates.
S I M U L AT I O N R E S U LT S
In Fig. 3 we show a representative time-line of the event magnitudes for a single sequence. The loader-plate triggered event occurs at t = 0 in this plot. This time-line shows there is an ever increasing spacing (waiting-time) between events as time progresses, as well as a decay in event size following the largest event at t ≈ 1. During each sequence of events there is only a single mainshock which we define to be the event of the largest area. Applying this definition leads by default to all events prior to the mainshock being foreshocks and all events after the mainshock being aftershocks.
For any particular set of parameters, the sequence of events following a loader plate are comprised of foreshocks, a mainshock and its subsequent aftershocks. The mainshocks produced by each loader plate update are roughly equal in area to each other. These mainshocks by themselves do not obey a Gutenberg-Richter scaling relationship and therefore can be considered characteristic events. The magnitude (area) of the mainshocks are dependent on the system parameters, particularly the damage threshold σ W . In a simulation run with many loader-plate updates, there are many characteristic events and aftershock sequences.
Power law time-to-failure
The first failure-time function we test is the power-law function, eq. (10). A frequency-magnitude (GR) scaling relationship for 100 aftershock sequences is plotted in Fig. 4 . The characteristic events (mainshocks) are also included in this plot. Any individual aftershock sequence displays GR scaling, but the stacked sequences produce a much cleaner distribution for determining the scaling exponent. Here the scaling exponent is b = 1.94 as defined in eq. (2). This distribution is a probability density function and so a corresponding cumulative distribution will have a scaling exponent of b = b − 1 = 0.94. This b-value is on par with the observed scaling exponents for aftershocks in nature. It is important to note, however, that we are plotting event area rather than moment, which do not necessarily have a 1-to-1 correspondence. In addition, there are two anomalies to the scaling relationship presented in Fig. 4 . First there is an excess of data points at a large event area. This bump in the distribution corresponds to the characteristic events in each sequence. The second is the value of the events of area 1. These events correspond to blocks that slipped due to a failure-time, but do not slip far enough to start a cascade of slips in neighbouring blocks. For the purposes of this model, we consider these events background noise and do not include them in any discussion of the properties of the aftershocks. In essence, these events can be considered too small to detect or since their slip distances are small, they can be considered creep events that did not produce noticeable energy release. Aftershocks have been shown to follow GR scaling and display Omori's law, so events that do not obey GR scaling will disrupt or change the scaling in the Omori's law plot.
Attention is now turned to the first property of aftershocks that the model is created to obey, namely Omori's Law. The rate of aftershocks in the model can be calculated by dividing the time after the mainshock into bins of fixed bin width τ w , and counting the number of events that occur within each bin. The rate of events is then that number per bin width, N τw . For example, if the bin width Figure 4 . The Gutenberg-Richter scaling for all events during 75 loaderplate updates. This includes the foreshocks, mainshock and aftershocks of each cluster of events. The data is shown as a probability distribution rather than a cumulative distribution function. The corresponding CDF scaling exponent is 1 less than the PDF, which gives a b-value of roughly 0.94. This corresponds well with recorded data for earthquakes. Figure 5 . The number of events following the mainshock are binned and plotted. The bin width here is near one unit of time. The mainshock is defined as the largest event area in the sequence after one loader-plate update. The data is binned into 1000 equally spaced bins and fit to a power law. This data is the sum of aftershocks following 75 loader-plate updates. The scaling exponent is p ≈ 1, which corresponds well with observed values for Omori's law scaling in earthquakes.
corresponded to 1 day, and there were 20 events in the first bin, the rate of aftershocks would be 20 events/day for the first day. In this model, we consider only non-dimensional time,
, and thus the size of the bin width has no meaning other than there must be enough bins to distinguish the rate of events as time progresses. In Fig. 5 , we plot the stacked rate of events that occur as a function of time for 75 sequences of events. This plot shows a scaling relationship for the rate of events occurring post-mainshock with a scaling exponent of approximately p = −1. This scaling exponent is similar to Omori's law scaling exponents found in aftershock sequences in nature. In constructing this plot, we have ignored all events of size 1 as discussed earlier. We have tested this lower event size cutoff, by determining the rate of aftershock decay assuming only events of size greater than 2, 5 and 10 are relevant. The scaling exponent p remains constant within the numerical fitting error. This was expected since the Gutenberg-Richter scaling is satisfied down to events of size 2.
In addition to Omori's law we test our aftershocks for the validity of Bath's law. We have calculated and binned the ratio of the area of the mainshock to the area of the largest aftershock
A MS AAS
. Here we use A MS to represent the area of the mainshock and A AS for the area of the largest aftershock. The distribution of this ratio, shown in Fig. 6 for the parameters used in Figs 3-5, is a skewed distribution with a peak around 75. These ratios are fairly consistent but there is a considerable width to the distribution.
The behaviour of the model is dependent on the simulation parameters which include: the coupling spring stiffness K c , the maximum residual stress σ R , the range of interaction r, the damage threshold σ W and the failure-time exponent ρ. It is of interest to keep the parameters K c , σ R and r fixed such that the standard slider-block model produces the Gutenberg-Richter scaling as shown in Fig. 1 . Thus the tuning parameters for this model are damage threshold σ W and the failure-time function parameter, ρ. The Gutenberg-Richter distributions for event sizes in the time-to-failure model are minimally affected by changing σ W σ F from 0.97 to 0.995. The Omori's law rate of decay for aftershocks consistently displays power-law behaviour over several orders of magnitude in time, but the scaling exponent p can vary from 0.5 to 1.5. In Fig. 7 , we plot the various values of p for failure-time exponents ρ = 1-4 as a function of damage threshold. This plot shows that the scaling exponent p increases with the failure-time exponent ρ. The values of p vary with the damage threshold, with several different combinations of ρ and σ W resulting in a p-value near 1. For the models presented here, both σ F and σ W are spatially constant. Fig. 7 suggests including randomness in the stress thresholds will also result in a power-law dependence for the rate of aftershock decay. This will also be a more physically realizable scenario.
Exponential time-to-failure
In addition to the power-law failure-time function, eq. (10), we have also tested an exponential function of the stress given in eq. (11). We test this function to compare the dependence of the rate of aftershocks that on the functional form of the failure-time function. It is of interest to determine how the shape of the failure-time function affects the emergence of Omori's law. Again, the maximum time-to-failure is normalized to 1 for blocks that fail at σ = σ W .
We have run this exponential failure-time function for the same system parameters as reported in Figs 3-6. The general result is that the Gutenberg-Richter scaling law remains for events greater than size 1, with a scaling exponent of b ≈ 2. There is not however, Figure 6 . A histogram of the ratio of the area of the mainshock over the area of the largest aftershock is shown here. Bath's law suggests that this ratio should correspond to 1 magnitude unit on the Gutenberg-Richter scale. strong evidence that Omori's law is satisfied in general. Examples of Omori's law for a particular set of parameters is shown in Fig. 8 . Fig. 8(a) shows two simulation runs that display scaling behaviour with a scaling exponent near 1. The parameters for these simulations are identical to those used in Fig. 1 , with λ = 2 and 3 with
The corresponding Gutenberg-Richter plot for this simulation run has a scaling exponent of b = 1.94. Fig. 8(b) shows two values of λ for σ W σ F = 0.98. These simulation runs do not display a pronounced scaling behaviour over several orders of magnitude. A power-law fit with a slope of p = −0.53 is shown for reference. The value of the damage threshold has significant impact on the resulting powerlaw behaviour of the rate of aftershocks when using the exponential failure-time function. A power law is recovered for smaller values of σ W , while large values of σ W yield a broken power law as depicted in Fig. 8(b) with a scaling exponent that is far from 1.0. This is in contrast to the power-law failure-time function that produces a power-law rate of aftershocks for all values of σ W with varying scaling exponents.
D I S C U S S I O N A N D C O N C L U S I O N S
In this paper, we have proposed a modification to the standard slider-block model that promotes the occurrence of aftershocks. This modification represents the physics of stress fatigue and allows time-dependent failures at a stress below the static failure threshold σ F . Three assumptions are necessary to build this model. These include: Aftershocks will initiate within the elastically loaded region of the previous events, failure times are assigned only to blocks with stress in the range σ W < σ < σ F , and there are three timescales in this problem. In order from short to long these timescales are: the duration of an event, the waiting time between aftershocks, and the waiting time for the loader plate to trigger an event. This implies the duration of an event is negligible compared to the time-to-failure waiting time while the time-to-failure waiting time is much much shorter than the time between loader-plate initiated events. We have described the model dynamics for the CA slider-block model and the rules we have included to represent the time-dependent failure process.
A simple power-law time-to-failure function is proposed based on theoretical and experimental research and the model is run according to simple CA rules. The resulting behaviour shows that a time-to-failure feature can yield a Gutenberg-Richter scaling for event magnitudes, a rate of decay of aftershocks that obey's Omori's law, and compliance with Bath's law for the size of the largest aftershock. The results are compared against a second failure-time function, namely an exponential. The results are far better for the power-law dependence, in that the rate of aftershock decay shows a power-law dependence for a wide range of parameters, while the exponential failure-time function shows a power-law distribution only for a limited range in time using a particular set of parameters. We can attribute this to the shape of the failure-time functions. As shown in Fig. 2 , the shape of failure time function can vary significantly. The exponential function in Fig. 2 decays to nearly zero in a very short range of the stress and contributes to most events being triggered within a short time of the previous event and a much smaller number of events triggered at long waiting times. This contributes to the kink in the Omori's law plot for the exponential function in Fig. 8(b) .
A comparable study of an earthquake model with time-dependent nucleation was carried out by Dieterich (1995) . This study uses a simplified version of rate and state friction that includes both Figure 8 . Rates of aftershocks for the model using an exponential failure-time function are plotted here. In certain cases there is a well-defined scaling region with a p-value near 1. In other cases the scaling region is significantly reduced in size or non-existent.
time-dependent fracture and a time-dependent healing process and produces a power-law rate of decay for aftershocks. Our model compliments this study by focusing solely on the time-dependent fracture behaviour to provide insight on the physical dependence that produces Omori's law. Our model shows that a time-to-failure mechanism can be responsible for the creation of aftershocks and in certain cases accurately depicts the inverse power-law decay rate for their occurrence. The time-to-failure method of triggering aftershocks proposed here, can be further tested in a large scale fault network simulator (Rundle et al. 2006) . A model such as Virtual California generalizes the simple physics used here, namely, the uniform long range interactions and replaces them with Green's functions based on linear elastic continuum mechanics. In addition, these models transfer stress (and energy) from an earthquake to neighbouring faults, which extends the elastically loaded region for aftershocks to occur and can allow aftershocks to spread in space and time.
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