Online Coloring Known Graphs Magntis M. Halldhson 1 Introduction
On-line Graph Coloring.
Graph coloring is the problem of assigning the fewest possible colors to the vertices of a graph so that adjacent vertices receive different colors. It naturally abstracts many scheduling problems where items have pairwise conflicts, typically due to competition for shared resources.
In the online version, the input graph is given only one vertex at a time, along with the edges to previous vertices, and the algorithm must irrevocably color the given vertex before receiving later ones. Online coloring corresponds to various dynamic scheduling situations, including channel allocation, storage allocation, and communication in massively parallel networks. The online coloring problem is known to be quite difhcult: There is a class of logn-colorable graphs on n vertices that require at least n/ logn colors online in the worst case [3] .
The Known-Graph Online Model. Online problems receive much of their difhculty from the fact that the input is hidden. Clearly, if the whole input sequence was given, the problem reduces to the oflline version. But, what if the input was known, but not the sequence in which it was given? In the case of graphs, suppose the input had to induce a graph isomorphic to a graph known in advance, but the identification of the presented vertices was not given. How well can we then color the graph? Formally, consider the following two-party game:
1. The Adversary presents the Algorithm with a graph G on n vertices.
2. For i = I,...,m a) Adversary presents a vertex vi with all edges from vi to tll,-.-,tli-l.
The vertices vi,-..,vi and incident edges form a graph isomorphic to a subgraph of G. b) Algorithm responds with a color c(vi) that is disfinct from the color of any vertex Vj adjacent to Vi. The value of the game, or the performance ratio of the algorithm, is the number of colors used by the Algorithm divided by the chromatic number of G (the number of colors in an optimal coloring).
WI
This problem can be seen to model several natural situations where the network environment is known, but the communication patterns are not. It also relates to dynamic inferencing of graphs.
Results. We show that the competitive ratio of any coloring algorithm, even with full knowledge of the input graph, is O(n/ log* n). This generalizes the results of [3] to the known-graph case. In fact, for each n, we construct one particular gmph that is hard to color that contains the whole class of graphs given in [3] as induced subgraphs. This also extends to the randomized case, which we state as a theorem. THEOREM 1.1. For any n, them e&&s an O(log n)-colorable graph G, on n vertices and a distribution E, on the vertex-orderings of G, such that, every online coloring algorithm uses ezpected Q(n/logn) colors on 0 IIRelated results.
The best performance ratios known are O(n/ log* n) by a deterministic algorithm [4] , and O(n/ log n) by a randomized algorithm against an oblivious adversary [2]. Considerable body of results is known about special classes of graphs, especially variants of perfect graphs.
Bartal et al.
[l] considered a different on-line coloring problem where the input graph was given. The crucial difference is that in their model, each presented vertex is identified with one of the original vertices. The difliculty in their model then lies in the fact that the algorithm does not know which subset of the vertices will be presented. They prove a lower bound of Q(n'-'Oh 3 ) e fl(n-*) and an upper bound of 0(,/Z). In comparison, our construction presents a predetermined number of vertices, in a fixed order, and charges the adversary for the chromatic number of the whole graph.
Online Independent Set. We consider also the problem of finding an independent set (or a set of mutually non-adjacent vertices) of mar&mm cardinality in the same online model with a known graph. We additionally relax the problem by allowing the Algorithm to color the graph online and selecting at the end of the game the largest color class as the independent set solution.
possible bound of n(n) (where the constant is at least In spite of this relaxation, we can prove the worst l/8) for the performance ratio of any deterministic algorithm. However, if we allow the Algorithm randomization against an oblivious Adversary, the best possible performance ratio is 6(n/ log n).
2 Lower bound construction We give in this note a simpler construction that yields a slightly weaker result. It follows many of the ideas of 131. Notation. We say that the algorithm assigns vertices to bins while the adversary colors. Let We prove our results in the transparent model, where the adversary colors each node after the algorithm and reveals his color to the algorithm. There exists an algorithm that achieves a matching O(n/ log2 n) performance ratio in this model [3] . We refer to the hue of a bin as the set of colors of the vertices in the bin. Also, the admissible colors for a presented vertex is the set of colors that do not appear among the previously presented neighbors of the vertex.
Construction.
The graph is constructed incrementally by assigning to each vertex vi in sequence a set, corresponding to the admissible colors for vi, with edges to every previous vertex whose color is not among the admissible COIOES for Vi, and then assigning vi one of the admissible colors.
Consider the set collection C = {Cl, Cs,. . .) = [klki2 From this colkction, we construct a graph Go as follows. The graph contains one block of vertices for each set in the collection, with the set specify&~ the set of admissible colors for the vertices in the block. Each block contains k/2 vertices, that will be colored with each of the admissible colors. The edges to previous vertices are the same for all vertices in a block and are given by: there is an edge from v to exactly those previous vertices whose color is not admissible for u. Formally,
From each block, we present a single vertex, and color that vertex with a color that increases the hue of the bin used.
Analysis. We say that progress is made on a vertex if the color assigned to that vertex increases the hue of the bii to which the vertex was assigned.
LEMMA 2.1. We can always make progress.
Proof. For each vertex, let A be the set of admissible colors for the vertex and N be the hue of the bin used.
By definition, H must be a subset of A. Further, H must also be a subset of the admissible colors for the last vertex added to the bin, and since this set must differ from A, H must be a proper subset of A. Thus, there is always an element in A -H, i.e. an admissible color that has not already appeared in the used bin. If we color the vertex with this color, we make progress.
We observe that the subgraph produced is precisely the lower bound construction of [3] . THEOREM 2.1. Any on-line coloring algorithm has a performance ratio R(n/log3 n), even when the input gruph is given in advance.
Proof. In the example constructed, n = $ (k32), while we presented m = (b32) vertices. Since we made progress on every vertex, the the algorithm uses at least m/&/2) = 4n/k2 colors, while the adversary uses k. Since k 5 logn, the performance ratio is at least 4nl log3 n.
Optimal construction.
In the construction ob taining the optimal bound, we form a set collection (subset of [k]'j2) with the additional property of being dispersed, meaning that any pair of sets differ in at least k/4 elements. A greedy algorithm can be seen to produce such a collection with at least 1.1" sets.
We can then present k/4 of the k/2 vertices in each block, making progress on each of them in the deterministic case, and on a 1 -l/e fraction in the randomized case with high probability. Since the number of presented vertices is now e(n), the algorithm must use fl(n/k) colors (expected), for a n(n/ logs n) performance ratio.
