Abstract: Light Detection and Ranging (LiDAR) is a technology that uses laser beams to measure ranges and generates precise 3D information about the scanned area. It is rapidly gaining popularity due to its contribution to a variety of applications such as Digital Building Model (DBM) generation, telecommunications, infrastructure monitoring, transportation corridor asset management and crash/accident scene reconstruction. To derive point clouds with high positional accuracy, estimation of mounting parameters relating the laser scanners to the onboard Global Navigation Satellite System/Inertial Navigation System (GNSS/INS) unit, i.e., the lever-arm and boresight angles, is the foremost and necessary step. This paper proposes a LiDAR system calibration strategy for a Unmanned Aerial Vehicle (UAV)-based mobile mapping system that can directly estimate the mounting parameters for spinning multi-beam laser scanners through an outdoor calibration procedure. This approach is based on the use of conjugate planar/linear features in overlapping point clouds derived from different flight lines. Designing an optimal configuration for calibration is the first and foremost step in order to ensure the most accurate estimates of mounting parameters. This is achieved by conducting a rigorous theoretical analysis of the potential impact of bias in mounting parameters of a LiDAR unit on the resultant point cloud. The dependency of the impact on the orientation of target primitives and relative flight line configuration would help in deducing the configuration that would maximize as well as decouple the impact of bias in each mounting parameter so as to ensure their accurate estimation. Finally, the proposed analysis and calibration strategy are validated by calibrating a UAV-based LiDAR system using two different datasets-one acquired with flight lines at a single flying height and the other with flight lines at two different flying heights. The calibration performance is evaluated by analyzing correlation between the estimated system parameters, the a-posteriori variance factor of the Least Squares Adjustment (LSA) procedure and the quality of fit of the adjusted point cloud to planar/linear features before and after the calibration process.
Introduction
LiDAR-based data acquisition is gaining widespread recognition as an efficient and cost-effective technique for rapid collection of 3D geospatial data. The main factors behind the widespread use of LiDAR systems include the continuous improvement in GNSS/INS direct geo-referencing technology as well as enhanced performance and reduced size and cost of laser scanning units. Currently, there are commercially available LiDAR units that are capable of emitting more than a quarter million pulses per second at a cost of less than $10 k. Such availability, together with optimal configuration by comparing the results obtained using three different configurations for calibration-two with a sub-optimal target primitive and flight line configuration and another with the optimal configuration for calibration as derived according to the bias impact analysis. The results are quantified by analyzing correlation between the estimated system parameters (lever arm and boresight angles), the a-posteriori variance factor of the Least Squares Adjustment (LSA) procedure and the quality of fit of the adjusted point cloud to planar/linear features before and after the calibration process.
System Description
To ensure that the UAV system will be capable of satisfying the needs of mapping and monitoring activities, the specifications of each individual component should be investigated, i.e., whether they are commensurate with payload restrictions as well as the extent of the area to be mapped and required accuracy. The mobile mapping system used in this research includes a direct georeferencing (DG) or navigation unit based on an integrated Inertial Measurement Unit (IMU) and GNSS receiver board and one active remote sensing unit. All these components are rigidly fixed within the UAV platform as shown in Figure 1 .
Appl. Sci. 2018, 8, x FOR PEER REVIEW 3 of 19
from the bias impact analysis, a feature-based calibration strategy is applied to show the effectiveness of the proposed optimal configuration by comparing the results obtained using three different configurations for calibration-two with a sub-optimal target primitive and flight line configuration and another with the optimal configuration for calibration as derived according to the bias impact analysis. The results are quantified by analyzing correlation between the estimated system parameters (lever arm and boresight angles), the a-posteriori variance factor of the Least Squares Adjustment (LSA) procedure and the quality of fit of the adjusted point cloud to planar/linear features before and after the calibration process.
System Description
To ensure that the UAV system will be capable of satisfying the needs of mapping and monitoring activities, the specifications of each individual component should be investigated, i.e. whether they are commensurate with payload restrictions as well as the extent of the area to be mapped and required accuracy. The mobile mapping system used in this research includes a direct georeferencing (DG) or navigation unit based on an integrated Inertial Measurement Unit (IMU) and GNSS receiver board and one active remote sensing unit. All these components are rigidly fixed within the UAV platform as shown in Figure 1 . For applications relying on LiDAR-based 3D point clouds, we want to maximize the flight duration and minimize the payload. Based on these requirements, in this study, the DJI M600 UAV platform is used, which is designed for professional aerial mapping applications and provides additional advantages such as safety, stability and ease of use. Its total weight with batteries is 9.6 kg and maximum take-off weight is 15.5 kg, thus allowing around 6 kg payload of sensors/equipment to be installed onboard.
Generally, the processing of the collected LiDAR data to obtain 3D mapping frame coordinates of the scanned points requires the direct georeferencing of the mapping platform, which can be established by deriving the platform's position and orientation using an integrated GNSS/INS system. For this investigation, the Applanix APX-15 UAV is considered due to its low weight, compact size and precise positioning and orientation information. The POSPac Mobile Mapping Suite (MMS) Differential GNSS Inertial post-processing software from Applanix was used for post processing of the raw GNSS/IMU data. The accuracy attained after post-processing is 0.025° for pitch/roll and 0.08° for heading (yaw) and the position accuracy is 0.02-0.05 m [16] . The LiDAR unit used in this research is a Velodyne VLP-16 Puck HI-RES. It is a small LiDAR unit, which has 16 lasers beams that are aligned over the range of +10.00° to −10.00° that provides a total vertical field of view of 20° and it delivers a 360° horizontal field of view. It can scan up to 300,000 points per second with a range of 100 m and typical accuracy of ±0.03 m [17] . The APX unit is fitted in a housing to accommodate a wiring harness and attached to the LiDAR unit via threaded fasteners. For storing the collected data, a Raspberry Pi 3 (weighing about 50 gm) with 1.2 GHz 64-bit quad-core ARMv8 CPU is used. Its small size and light weight eases its installation on the UAV. In order to derive direct georeferencing For applications relying on LiDAR-based 3D point clouds, we want to maximize the flight duration and minimize the payload. Based on these requirements, in this study, the DJI M600 UAV platform is used, which is designed for professional aerial mapping applications and provides additional advantages such as safety, stability and ease of use. Its total weight with batteries is 9.6 kg and maximum take-off weight is 15.5 kg, thus allowing around 6 kg payload of sensors/equipment to be installed onboard.
Generally, the processing of the collected LiDAR data to obtain 3D mapping frame coordinates of the scanned points requires the direct georeferencing of the mapping platform, which can be established by deriving the platform's position and orientation using an integrated GNSS/INS system. For this investigation, the Applanix APX-15 UAV is considered due to its low weight, compact size and precise positioning and orientation information. The POSPac Mobile Mapping Suite (MMS) Differential GNSS Inertial post-processing software from Applanix was used for post processing of the raw GNSS/IMU data. The accuracy attained after post-processing is 0.025 • for pitch/roll and 0.08 • for heading (yaw) and the position accuracy is 0.02-0.05 m [16] . The LiDAR unit used in this research is a Velodyne VLP-16 Puck HI-RES. It is a small LiDAR unit, which has 16 lasers beams that are aligned over the range of +10.00 • to −10.00 • that provides a total vertical field of view of 20 • and it delivers a 360 • horizontal field of view. It can scan up to 300,000 points per second with a range of 100 m and typical accuracy of ±0.03 m [17] . The APX unit is fitted in a housing to accommodate a wiring harness and attached to the LiDAR unit via threaded fasteners. For storing the collected data, a Raspberry Pi 3 (weighing about 50 gm) with 1.2 GHz 64-bit quad-core ARMv8 CPU is used. Its small size and light weight eases its installation on the UAV. In order to derive direct georeferencing data, the APX-15 supplies sequentially precise time pulses, known as pulse-per-second (PPS) signals, which gives the ability to generate a time-tagged point cloud. Furthermore, the APX-15 provides a navigation message, also known as GPRMC (GPS Recommended Minimum Specific) message (including information regarding position, rotation and GPS time), which is recorded over a dedicated RS-232 serial port and received by the LiDAR unit via the interface box in the form of serial data. The block diagram of the M600 UAV-based MMS, indicating triggering signals, feedback signals and communication wires/ports between sensors and power connections is shown in Figure 2 . Figure  2 .
Figure 2.
Integration scheme for the M600 UAV-based system.
Bias Impact Analysis

Mathematical Model for a UAV-Based LiDAR Point Positioning
For conducting the impact analysis of biases in the mounting parameters on the 3D mapping frame coordinates, the first and foremost step is to establish the mathematical relation between these entities, which can further be used to derive the partial derivatives of 3D coordinates with respect to the mounting parameters, thus quantifying the impact of biases in the mounting parameters. A UAVbased LiDAR system consisting of a spinning multi-beam laser scanner involves three coordinate systems-mapping frame, IMU body frame and laser unit frame-as shown in Figure 3 . A point, I, acquired from the system can be reconstructed in the mapping coordinate system using Equation (1) . For the laser unit frame, the origin is defined at the laser beams firing point and the z-axis is along the axis of rotation of the laser unit. For a spinning multi-beam laser unit, each laser beam is fired at a fixed vertical angle, ; the horizontal angle, is determined based on the rotation of the unit; and the range, is defined by the distance between firing point and its footprint, as shown in Figure 4 . So, the coordinates of a 3D point relative to the laser unit coordinate system, ( ), is defined by Equation (2) . The laser unit ( ) is related to the IMU body frame by a rigidly defined lever arm, and boresight matrix, . The GNSS/INS integration provides the time dependent position, ( ) and rotation, ( ), relating the mapping frame and IMU body frame coordinate systems, according to the optimized solution from the available GNSS and inertial measurements. 
Bias Impact Analysis
Mathematical Model for a UAV-Based LiDAR Point Positioning
For conducting the impact analysis of biases in the mounting parameters on the 3D mapping frame coordinates, the first and foremost step is to establish the mathematical relation between these entities, which can further be used to derive the partial derivatives of 3D coordinates with respect to the mounting parameters, thus quantifying the impact of biases in the mounting parameters. A UAV-based LiDAR system consisting of a spinning multi-beam laser scanner involves three coordinate systems-mapping frame, IMU body frame and laser unit frame-as shown in Figure 3 . A point, I, acquired from the system can be reconstructed in the mapping coordinate system using Equation (1) . For the laser unit frame, the origin is defined at the laser beams firing point and the Z-axis is along the axis of rotation of the laser unit. For a spinning multi-beam laser unit, each laser beam is fired at a fixed vertical angle, β; the horizontal angle, α is determined based on the rotation of the unit; and the range, ρ is defined by the distance between firing point and its footprint, as shown in Figure 4 . So, the coordinates of a 3D point relative to the laser unit coordinate system, r lu I (t), is defined by Equation (2) . The laser unit (lu) is related to the IMU body frame by a rigidly defined lever arm, r b lu and boresight matrix, R b lu . The GNSS/INS integration provides the time dependent position, r m b (t) and rotation, R m b (t), relating the mapping frame and IMU body frame coordinate systems, according to the optimized solution from the available GNSS and inertial measurements. 
Bias Impact Analysis for a Spinning Multi-Beam Laser Scanner
The objective of this section is to derive a mathematical formulation that shows the impact of biases in the mounting parameters on the coordinates of points along planar features with different orientations. This analysis can further aid the development of an optimal/minimal flight and target configuration for calibration. Note that planar features are used specifically for this analysis as they facilitate the observation of positional deformations in one direction at a time, i.e. the effect in the direction normal to the plane. For simplifying the bias impact analysis without any loss of generality, we make several assumptions. Firstly, the IMU is mounted on the UAV with its X-and Y-axes aligned along the starboard and flight line directions, respectively. The IMU is assumed to be perfectly vertical, i.e. the Z-axis of the IMU body frame is assumed to be perfectly aligned with the vertical direction of the mapping frame. Also, we assume that the flight line directions are either from Southto-North ( = 0°) or from North-to-South ( = 180°). These assumptions facilitate the decision as to whether the impact is along/across the flight line and vertical directions. As a result, the rotation matrix ( ) would be given by Equation (3) , where the top and bottom signs are for S-N and N-S flight line directions, respectively. In order to generalize the analysis regardless of the orientation of the LiDAR unit relative to the IMU body frame, Equation (1) is slightly modified by introducing a 
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The objective of this section is to derive a mathematical formulation that shows the impact of biases in the mounting parameters on the coordinates of points along planar features with different orientations. This analysis can further aid the development of an optimal/minimal flight and target configuration for calibration. Note that planar features are used specifically for this analysis as they facilitate the observation of positional deformations in one direction at a time, i.e., the effect in the direction normal to the plane. For simplifying the bias impact analysis without any loss of generality, we make several assumptions. Firstly, the IMU is mounted on the UAV with its X-and Y-axes aligned along the starboard and flight line directions, respectively. The IMU is assumed to be perfectly vertical, i.e., the Z-axis of the IMU body frame is assumed to be perfectly aligned with the vertical direction of the mapping frame. Also, we assume that the flight line directions are either from South-to-North (κ = 0 • ) or from North-to-South (κ = 180 • ). These assumptions facilitate the decision as to whether the impact is along/across the flight line and vertical directions. As a result, the rotation matrix R m b (t) would be given by Equation (3), where the top and bottom signs are for S-N and N-S flight line directions, respectively. In order to generalize the analysis regardless of the orientation of the LiDAR unit relative to the IMU body frame, Equation (1) is slightly modified by introducing a virtual LiDAR unit frame, Lu , which is almost aligned with the IMU body frame. This facilitates the decision as to whether the impact is along/across the flight line and vertical directions. Moreover, the use of a virtual LiDAR unit frame also prevents gimbal lock in the mounting parameter estimation. This modification is implemented by expressing the term R b
Lu in Equation (1) as:
Lu is defined according to the laser scanner unit alignment relative to the IMU. The modified LiDAR point positioning is given by Equation (4). The laser unit coordinate system for the LiDAR unit alignment on the UAV platform used in this system and the assumed IMU body frame coordinate system (with X, Y, Z-axes along starboard, forward and up directions, respectively) are shown in Figure 5 . where ′ is defined according to the laser scanner unit alignment relative to the IMU. The modified LiDAR point positioning is given by Equation (4). The laser unit coordinate system for the LiDAR unit alignment on the UAV platform used in this system and the assumed IMU body frame coordinate system (with X, Y, Z-axes along starboard, forward and up directions, respectively) are shown in Figure 5 . Since the virtual LiDAR unit frame is almost aligned with the IMU body frame, it results in small values for the differential angular boresight parameters (Δ , Δ , Δ ) relating the two frames. So, the matrix, ′ can be written as shown in Equation (5), using the small angle approximations. Here, Δ , Δ , Δ denote the rotation around the X, Y, Z-axes of the IMU body frame (i.e. across flight, along flight and vertical directions), respectively. Hence, these parameters denote the boresight pitch, roll and heading angles, respectively. The point coordinates relative to the virtual LiDAR unit frame, as derived using the nominal value for ′ = (90°) (0°) (0°) according to Figure 5, are given by Equation (6a) and (6b) in terms of the flying height, ± Δℎ and scan angles ( and ). These coordinates ( ′ , ′ , ′ ) also denote the location of a point with respect to the virtual LiDAR unit frame, which is almost parallel to the IMU body frame. The schematic illustration of these symbolic notations are depicted in Figure 6 for a UAV-based LiDAR system. Substituting Equations (5) and (6) in Equation (4), we get the revised form of the LiDAR point positioning equation, as given in Equation (7), where Δ , Δ , Δ are the lever-arm offset parameters of the LiDAR unit frame relative to the IMU body frame. Now, the impact of the presence of bias in the system mounting parameters can be analyzed by differentiating Equation (7) with respect to the system mounting parameters. This is given by Equation (8) . Since the virtual LiDAR unit frame is almost aligned with the IMU body frame, it results in small values for the differential angular boresight parameters (∆ω, ∆φ, ∆κ) relating the two frames. So, the matrix, R b Lu can be written as shown in Equation (5), using the small angle approximations. Here, ∆ω, ∆φ, ∆κ denote the rotation around the X, Y, Z-axes of the IMU body frame (i.e., across flight, along flight and vertical directions), respectively. Hence, these parameters denote the boresight pitch, roll and heading angles, respectively. The point coordinates relative to the virtual LiDAR unit frame, as derived using the nominal value for Figure 5 , are given by Equations (6a) and (6b) in terms of the flying height, H ± ∆h and scan angles (α and β). These coordinates (x , y , z ) also denote the location of a point with respect to the virtual LiDAR unit frame, which is almost parallel to the IMU body frame. The schematic illustration of these symbolic notations are depicted in Figure 6 for a UAV-based LiDAR system. Substituting Equations (5) and (6) in Equation (4), we get the revised form of the LiDAR point positioning equation, as given in Equation (7), where ∆X, ∆Y, ∆Z are the lever-arm offset parameters of the LiDAR unit frame relative to the IMU body frame. Now, the impact of the presence of bias in the system mounting parameters can be analyzed by differentiating Equation (7) with respect to the system mounting parameters. This is given by Equation (8) . ] (since ′ = − cos cos = −( ± Δℎ)) (6b) Figure 6 . Schematic diagram illustrating the symbolic notations used for a UAV-based LiDAR system calibration.
The bias impact can be analyzed thoroughly by isolating the terms in Equation (8) corresponding to the impact of bias in each of the mounting parameters for each of the mapping frame coordinates -, and , representing the coordinates across flying direction, along flying direction and vertical direction, respectively-as given in Table 1 . Table 1 . Impact of bias in each of the mounting parameters on 3D point coordinates.
Bias in system parameters Table 1 can now be used to assess the impact of each bias for planar surfaces in different orientations-vertical planes parallel to flight direction, vertical planes perpendicular to flight direction and horizontal planes)-thus indicating the impact across flight direction, along flight The bias impact can be analyzed thoroughly by isolating the terms in Equation (8) corresponding to the impact of bias in each of the mounting parameters for each of the mapping frame coordinates-X m , Y m and Z m , representing the coordinates across flying direction, along flying direction and vertical direction, respectively-as given in Table 1 . Table 1 . Impact of bias in each of the mounting parameters on 3D point coordinates. Table 1 can now be used to assess the impact of each bias for planar surfaces in different orientations-vertical planes parallel to flight direction, vertical planes perpendicular to flight direction and horizontal planes)-thus indicating the impact across flight direction, along flight direction and vertical direction, respectively.
Bias in System Parameters
δX m δY m δZ m δ∆X ± δ∆X 0 0 δ∆Y 0 ± δ∆Y 0 δ∆Z 0 0 δ∆Z δ∆ω 0 ∓ z δ∆ω y δ∆ω δ∆φ ±z δ∆φ 0 −x δ∆φ δ∆κ ∓ y δ∆κ ± x δ∆κ 0
Impact of Bias in Lever-arm component across the flying direction (∆X):
The introduced shift across the flying direction (± δ∆X) is flying direction dependent and does not depend on the location of the point in question relative to the virtual laser unit coordinate system. As a result, its impact will be visible in case of having vertical planes parallel to the flying direction scanned from two flight lines in opposite directions.
Impact of Bias in Lever-arm component along the flying direction (∆Y):
The introduced shift along the flying direction (± δ∆Y) is flying direction dependent and does not depend on the location of the point in question relative to the virtual laser unit coordinate system. Again, it would impact vertical planes perpendicular to the flying direction scanned from two flight lines in opposite directions.
Impact of Bias in Lever-arm component in the vertical direction (∆Z):
The introduced shift in the vertical direction (δ∆Z) is flying direction independent and does not depend on the location of the point in question relative to the virtual laser unit coordinate system. As a result, the entire point cloud would be shifted in the vertical direction by the same amount. So, this bias would not affect planes at any orientation for any flight line configuration.
Impact of Bias in Boresight Pitch (∆ω):
A bias in this component (δ∆ω) will cause shifts along the flying direction as well as in the vertical direction. The impact of boresight pitch bias along the flying direction (∓ z δ∆ω = ±(H ± ∆h) δ∆ω) is flying direction dependent and its magnitude depends on the height (z ) of the point in question relative to the virtual laser unit coordinate system. This impact would be visible in case of a planar feature perpendicular to the flying direction being scanned by flight lines in opposite directions. The impact of boresight pitch bias in the vertical direction (y δ∆ω) would be manifested in horizontal planes. The magnitude of this impact depends on the y -coordinate of the point in question. So, this impact would be visible even in case of a single flight line capturing a horizontal planar feature as long as there is a significant variation in the y -coordinate at a given location within such a plane, i.e., if the same portion of the plane is scanned by the laser unit while being at different locations.
Since a bias in lever arm ∆Y also causes shifts along the flying direction, there is a need to decouple the impacts so as to estimate both these biases accurately. Due to the impact of boresight pitch bias in the vertical direction in addition to the impact along flying direction, it would aid in naturally decoupling δ∆ω and δ∆Y, provided there is a significant y -coordinate variability. But, the y -coordinate variation could be reduced depending on the nature of the targets used or the sensor configuration. In this case, the y -coordinate variability is limited by the relatively narrow vertical FOV of the LiDAR unit (±10 • ), thus making it insufficient to eliminate the correlation. In such cases, there is a need to have a significant variation in the value of (H ± ∆h) in order to decouple the impacts of δ∆Y and δ∆ω so as to estimate both these biases accurately. This can be achieved by one of the following ways:
• Two different flying heights: The shift caused along the flight direction by the bias δ∆ω will vary depending on the flying height, whereas the shift due to the bias δ∆Y will be constant for any flying height. Thus, the two biases can be derived accurately using flight lines at different flying heights. value of ∆h H for a given flying height, the better the estimation accuracy of ∆Y and ∆ω will be. A high variation in ∆h H can be achieved either by having vertical planes at different heights or with a significant variation in the heights along given targets.
Impact of Bias in Boresight Roll (∆φ):
A bias in this component (δ∆φ) will cause shifts across the flying direction as well as in the vertical direction. The impact of this bias across the flying direction (± z δ∆φ = ∓(H ± ∆h) δ∆φ) is flying direction dependent and its magnitude depends on the height (z ) of the point in question relative to the virtual laser unit coordinate system. This bias would impact vertical planes parallel to the flying direction scanned from two flight lines in opposite directions. The impact of this bias in the vertical direction (−x δ∆φ) is flying direction dependent (since x -coordinates will change signs depending on the flying direction, as shown in Figure 6 ) and its magnitude depends on the x -coordinate of the point in question. The resultant discrepancy in the Z-coordinate on combining two tracks in the same and opposite directions are given by Equations (9) and (10), respectively, according to Figure 7 . Here, D AB denotes the lateral distance between the two tracks and X denotes the distance of the point in question from the line bisecting the lateral distance between the two flight lines. The analysis reveals that this bias would cause a discrepancy for horizontal planes scanned from two flight lines in the same direction depending on the lateral distance between the tracks. On the other hand, for two tracks in opposite directions, the discrepancy would depend on the lateral location of the planar patch of interest relative to the bisecting direction between the tracks. A bias in this component ( Δ ) will cause shifts across the flying direction as well as in the vertical direction. The impact of this bias across the flying direction (± ′ Δ = ∓( ± Δℎ) Δ ) is flying direction dependent and its magnitude depends on the height ( ′ ) of the point in question relative to the virtual laser unit coordinate system. This bias would impact vertical planes parallel to the flying direction scanned from two flight lines in opposite directions. The impact of this bias in the vertical direction (− ′ Δ ) is flying direction dependent (since ′ -coordinates will change signs depending on the flying direction, as shown in Figure 6 ) and its magnitude depends on the ′ -coordinate of the point in question. The resultant discrepancy in the Z-coordinate on combining two tracks in the same and opposite directions are given by Equations (9) and (10), respectively, according to Figure 7 . Here, denotes the lateral distance between the two tracks and denotes the distance of the point in question from the line bisecting the lateral distance between the two flight lines. The analysis reveals that this bias would cause a discrepancy for horizontal planes scanned from two flight lines in the same direction depending on the lateral distance between the tracks. On the other hand, for two tracks in opposite directions, the discrepancy would depend on the lateral location of the planar patch of interest relative to the bisecting direction between the tracks. Same direction:
Opposite directions:
Since a bias in lever arm Δ also causes shifts across the flying direction, there is a need to decouple the impacts of Δ and Δ so as to estimate both these biases accurately. Due to the impact of boresight roll bias in the vertical direction in addition to the impact across flying direction, it would aid in naturally decoupling Δ and Δ , provided there are planar patches scanned from flight lines in the same direction with sufficient lateral separation and also, some planar patches located at a significantly high lateral distance from the flight lines. However, in the case of the unavailability of such planar patches located at a high lateral distance, the decoupling of the two parameters can be achieved by ensuring a significant variation in the value of ( ± Δℎ). This can be achieved by one of the following ways:

Two different flying heights: The shift caused along the flying direction by the bias Δ will vary depending on the flying height, whereas the shift due to the bias Δ will be constant for any flying height. Thus, the two biases can be derived accurately using flight lines at different flying heights. Same direction :
Opposite directions :
Since a bias in lever arm ∆X also causes shifts across the flying direction, there is a need to decouple the impacts of δ∆X and δ∆φ so as to estimate both these biases accurately. Due to the impact of boresight roll bias in the vertical direction in addition to the impact across flying direction, it would aid in naturally decoupling δ∆φ and δ∆X, provided there are planar patches scanned from flight lines in the same direction with sufficient lateral separation and also, some planar patches located at a significantly high lateral distance from the flight lines. However, in the case of the unavailability of such planar patches located at a high lateral distance, the decoupling of the two parameters can be achieved by ensuring a significant variation in the value of (H ± ∆h). This can be achieved by one of the following ways:
• Two different flying heights: The shift caused along the flying direction by the bias δ∆φ will vary depending on the flying height, whereas the shift due to the bias δ∆X will be constant for any flying height. Thus, the two biases can be derived accurately using flight lines at different flying heights.
•
Variation in target height w.r.t. flying height: In case of flight lines at the same flying height, a variation in the height of points along a target primitive would result in varying shifts. The amount of variation required depends on the flying height, i.e., H ± ∆h = H 1 ± ∆h H . So, the higher the value of ∆h H for a given flying height, the better the estimation accuracy of ∆X and ∆φ will be.
Impact of Bias in Boresight Heading (∆κ):
A bias in this component (δ∆κ) will cause shifts across and along the flying direction. The impact of this bias across the flying direction (∓ y δ∆κ) is dependent on the y -coordinate variability. So, this would cause a discrepancy for vertical planes parallel to the flying direction for a single track. Moreover, the discrepancy on combining two tracks in same or opposite directions would depend on the ±y variability within the points comprising the planes.
The impact of this bias along the flying direction (± x δ∆κ) is flying direction independent since the sign change of x -coordinate on flight direction change is nullified by the presence of dual sign in the term. Also, the magnitude of this impact is x -coordinate dependent. This bias would induce a discrepancy in case of vertical planes perpendicular to the flying direction scanned from two flight lines in the same/opposite directions depending on the lateral distance between the tracks, as given by Equations (11) and (12) . For the UAV system used in this study, the impact along flying direction will be more pronounced than the impact across flying direction since the LiDAR unit is scanning with the laser beams rotating 360 • around the y -axis, thus resulting in a high x -coordinate variability. However, the y -coordinate variability is limited by the total vertical FOV of ±10 • of the Velodyne VLP-16 Puck Hi-Res unit.
Same direction :
Throughout the previous discussion, we dealt with a system where the LiDAR unit coordinate system is not aligned with IMU body frame but it was dealt with by using a virtual laser unit frame. However, the X, Y, Z-axes of the IMU body frame were assumed to be aligned along the starboard, forward and up directions. For other generic situations where the IMU body frame is not aligned in such a manner, we can also account for that by introducing a virtual IMU body frame. For such cases, the LiDAR equation will be modified to result in Equation (13) . Here, R b b is a fixed rotation depending on the alignment of the actual IMU body frame relative to the UAV vehicle frame. Hence, this modification renders the current bias impact analysis indifferent to the LiDAR unit and IMU body frame alignment within the platform. 
Optimal Flight Line Configuration for Calibration
Based on the above discussion, the following comments can be made regarding an optimal flight configuration for calibration:
•
The lever arm ∆X can be estimated using opposite flight lines while scanning vertical planar features parallel to the flight direction.
The lever arm ∆Y can be estimated using opposite flight lines while scanning vertical planar features perpendicular to the flight direction.
• The lever arm ∆Z for a given spinning multi-beam laser scanner can be estimated only using vertical control, which can be in the form of horizontal planar patches.
The boresight pitch ∆ω can be estimated using opposite flight lines along with another flight line at a different height while scanning horizontal planar features and vertical planar features perpendicular to the flight direction. Another alternative for having a flight line at different flying height is to have vertical planar features whose extent in the vertical direction is significant w.r.t. the flying height or having vertical planar patches at different heights.
The boresight roll ∆φ can be estimated using opposite flight lines along with another flight line at a different height while scanning horizontal planar features and vertical planar features parallel to the flight direction. Another alternative for having a flight line at different flying height is to have vertical planar features with significant height w.r.t. the flying height or having vertical planar patches at different heights. Additionally, increasing the lateral distance between the tracks and between horizontal patches and the tracks would improve the boresight roll estimation.
The boresight heading ∆κ can be estimated by scanning vertical planes from two flight lines in the same direction with a significant lateral separation between them. This configuration would eliminate any discrepancies caused by lever-arm components.
Calibration Strategy for UAV-Based LiDAR System
In this section, we propose a strategy to calibrate the mounting parameters of the LiDAR unit with respect to the onboard GNSS/INS unit using geometric tie features (e.g., planar and linear/cylindrical features). The conceptual basis for LiDAR system calibration is to minimize the discrepancies among conjugate linear and/or planar features obtained from different flight lines. Owing to the irregular distribution of LiDAR points, conjugate point pairs cannot be used since there is no accurate point-to-point correspondence. So, conjugate linear/cylindrical and planar features, such as building façades, ground patches, light poles and lane markers, are used and these can be directly extracted from overlapping areas within the flight lines. After collecting data from several flight lines, a 3D point cloud relative to a global reference frame will be derived using the GNSS/INS unit position and orientation and initial estimates for the mounting parameters. Then, conjugate features are identified and extracted from the reconstructed point cloud. Finally, an iterative LiDAR system calibration with weight modification [18] is proposed to derive the mounting parameters based on the minimization of normal distance between conjugate features. However, conjugate feature extraction from several flight lines could be time-consuming and inefficient, especially when the initial estimates for mounting parameters used to reconstruct the 3D point cloud are considerably inaccurate. To facilitate automated identification of conjugate features in such cases, specifically designed calibration boards covered by highly reflective surfaces, that could be easily deployed and set up in outdoor environments, are used in this study. More specifically, various traffic signs (75 cm wide Stop signs, 90 cm × 60 cm Wrong Way signs and 60 cm × 60 cm checkerboard targets) are used as highly reflective boards. The highly reflective boards can be easily identified from intensity data, as shown in Figure 8 , where the points belonging to these boards exhibit higher intensity values compared to other LiDAR points. First, a pre-defined threshold is set to extract high-intensity points. To avoid the extraction of high-intensity points belonging to objects other than these boards, an approximate pre-set region is set as seed points for each board. Then, a distance-based region growing technique is adopted to group the high intensity board returns. Finally, a plane-fitting is done for these points and the points lying within a normal distance threshold from the best-fitting plane are extracted. Other planar features, such as ground patches or wall patches, can be extracted by defining two diagonally opposite corners and selecting the points lying within a buffer bounding box. The bounding box is constructed around the planar feature of interest by adding a buffer value (in X, Y and Z directions) to the coordinates of diagonally opposite corners. Again, a plane-fitting is done for the points contained inside the box and the ones lying within a normal distance threshold from the best-fitting plane are extracted. Linear/cylindrical features can also be used for calibration and they are extracted by specifying the two end points for each feature. A buffer radius is set to define a cylinder around the linear feature of interest. Then, a line-fitting is done for the points lying within this cylindrical buffer and finally, the points that lie within a normal distance threshold from the best-fitting line are extracted. Note that the buffer values for linear/planar feature extraction are determined based on the accuracy of initial estimates of the mounting parameters.
among the different versions of the same feature captured from different flight lines. It would only result in a shift of the point cloud in the vertical direction as a whole. It is either manually measured or determined using vertical control (such as, horizontal planar patches with known elevation) and fixed during the calibration procedure.
Finally, the mounting parameters of each sensor are derived by minimizing the discrepancies between non-conjugate point pairings among conjugate features in overlapping flight lines. In case of a planar feature, the discrepancy arising from each non-conjugate point pair would consist of a non-random component lying along the planar surface. Hence, a modified weight is applied to the point pair so as to retain only the component of the discrepancy lying along the direction normal to the planar surface. Similarly, in case of a linear/cylindrical feature, a modified weight is applied so as to nullify the component of discrepancy along the direction of the feature. The modified weight is determined according to the direction of the planar/linear feature as obtained from the feature parameters derived by a plane/line fitting conducted on the points from the flight line that captures the most number of points belonging to the corresponding feature. A more detailed discussion regarding the theoretical basis for weight modification while using non-conjugate points along corresponding features can be found in Renaudin et al. (2011) [18] . Finally, the mounting parameters for the laser unit can be derived by minimizing the discrepancies among the conjugate features arising from the above-mentioned pairs. Figure 8 . Intensity data from a point cloud that includes highly reflective boards highlighted by the zoomed-in areas.
However, when the initial estimate of the mounting parameters is inaccurate, the estimated modified weight matrix would be imprecise which would affect the accuracy of the derived mounting parameters. Hence, this research proposes an iterative calibration procedure. Firstly, the discrepancy among extracted features is minimized to derive mounting parameters through the weight modification process. Then, the points along the extracted features are re-generated using the newly estimated mounting parameters and the discrepancy among conjugate features is minimized again using a newly defined modified weight matrix. The above steps are repeated until the change in the estimates of the mounting parameters is below a predefined threshold. In this study, these stopping criteria are enforced by monitoring the difference between the a-posteriori variance factors after two consecutive iterations of LSA and when the difference is less than 10 −8 , the adjustment is deemed complete. Since the a-posteriori variance factor indicates the average accuracy of calibration by quantifying the normal distance of points from best-fitting plane/line for all the extracted features, the threshold of 10 −8 indicates a change of less than 0.01 µ m in the overall normal distance, which can be definitely regarded as insignificant.
Experimental Results
Having conducted a thorough analysis of the impact of biases in the different mounting parameters of a UAV-based LiDAR system to devise an optimal flight and target configuration and proposed a calibration strategy, we now conduct several experiments to validate the feasibility of the proposed strategy and quality of calibration, followed by an evaluation of the devised optimal Figure 8 . Intensity data from a point cloud that includes highly reflective boards highlighted by the zoomed-in areas.
The mounting parameters that are derived from calibration are the lever arm (∆X, ∆Y) and boresight angles (∆ω, ∆φ, ∆κ) for the LiDAR unit. The lever arm ∆Z for the LiDAR unit cannot be estimated in the calibration procedure since any change in ∆Z will not introduce discrepancies among the different versions of the same feature captured from different flight lines. It would only result in a shift of the point cloud in the vertical direction as a whole. It is either manually measured or determined using vertical control (such as, horizontal planar patches with known elevation) and fixed during the calibration procedure.
Finally, the mounting parameters of each sensor are derived by minimizing the discrepancies between non-conjugate point pairings among conjugate features in overlapping flight lines. In case of a planar feature, the discrepancy arising from each non-conjugate point pair would consist of a non-random component lying along the planar surface. Hence, a modified weight is applied to the point pair so as to retain only the component of the discrepancy lying along the direction normal to the planar surface. Similarly, in case of a linear/cylindrical feature, a modified weight is applied so as to nullify the component of discrepancy along the direction of the feature. The modified weight is determined according to the direction of the planar/linear feature as obtained from the feature parameters derived by a plane/line fitting conducted on the points from the flight line that captures the most number of points belonging to the corresponding feature. A more detailed discussion regarding the theoretical basis for weight modification while using non-conjugate points along corresponding features can be found in Renaudin et al. (2011) [18] . Finally, the mounting parameters for the laser unit can be derived by minimizing the discrepancies among the conjugate features arising from the above-mentioned pairs.
However, when the initial estimate of the mounting parameters is inaccurate, the estimated modified weight matrix would be imprecise which would affect the accuracy of the derived mounting parameters. Hence, this research proposes an iterative calibration procedure. Firstly, the discrepancy among extracted features is minimized to derive mounting parameters through the weight modification process. Then, the points along the extracted features are re-generated using the newly estimated mounting parameters and the discrepancy among conjugate features is minimized again using a newly defined modified weight matrix. The above steps are repeated until the change in the estimates of the mounting parameters is below a predefined threshold. In this study, these stopping criteria are enforced by monitoring the difference between the a-posteriori variance factors after two consecutive iterations of LSA and when the difference is less than 10 −8 , the adjustment is deemed complete. Since the a-posteriori variance factor indicates the average accuracy of calibration by quantifying the normal distance of points from best-fitting plane/line for all the extracted features, the threshold of 10 −8 indicates a change of less than 0.01 µm in the overall normal distance, which can be definitely regarded as insignificant.
Having conducted a thorough analysis of the impact of biases in the different mounting parameters of a UAV-based LiDAR system to devise an optimal flight and target configuration and proposed a calibration strategy, we now conduct several experiments to validate the feasibility of the proposed strategy and quality of calibration, followed by an evaluation of the devised optimal configuration based on the standard deviation and correlation matrix for the mounting parameters for various test cases. For the UAV system consisting of a Velodyne VLP-16 Puck Hi-Res LiDAR unit and an APX-15 GNSS/INS unit, we use the LiDAR Error Propagation Calculator developed by Habib et al. (2006) [19] to compute the expected accuracy of point positioning for this system. The calculator suggests an accuracy of 5-6 cm for a flying height of 15-25 m. In this study, the UAV-based LiDAR system is flown with six tracks each at a flying height of 15 m and 25 m with a speed of 1.5 m/s over sixteen specially designed highly reflective boards (75 cm wide Stop signs, 90 cm × 60 cm Wrong Way signs and 60 cm × 60 cm checkerboard targets) and five hut-shaped targets (with two 60 cm × 120 cm planar boards) with their ridges oriented parallel and perpendicular to the flying direction. The average lateral separation between the tracks is 6 m. The two surfaces corresponding to each of these huts are used as planar features for calibration and their ridges are used as conjugate linear features. Additional planar features, such as ground patches, rooftops and building facades, are also used for calibration. The configuration of the tracks and the target primitives (in pink) are shown in Figure 9 . For the UAV system used in this study, the X, Y, Z-axes of the IMU body frame are not aligned along the starboard, forward and up directions. Instead the coordinate frames are aligned as shown in Figure 10 . So, a virtual IMU body frame defined as per Equation (13) is used. Therefore, we are estimating the mounting parameters relating the virtual IMU and virtual laser unit coordinate systems. For the UAV system used in this study, the X, Y, Z-axes of the IMU body frame are not aligned along the starboard, forward and up directions. Instead the coordinate frames are aligned as shown in Figure 10 . So, a virtual IMU body frame defined as per Equation (13) is used. Therefore, we are estimating the mounting parameters relating the virtual IMU and virtual laser unit coordinate systems. 
Single Flying Height
First, a sub-optimal configuration is used to evaluate the theoretical bias impact analysis for the estimation of system parameters. In this case, six flight lines at a single flying height of 15 m are used along with the target primitives lying exactly below the flight lines (the sixteen boards and five hut- Additional planar features, such as ground patches, rooftops and building facades, are also used for calibration. The configuration of the tracks and the target primitives (in pink) are shown in Figure 9 .
For the UAV system used in this study, the X, Y, Z-axes of the IMU body frame are not aligned along the starboard, forward and up directions. Instead the coordinate frames are aligned as shown in Figure 10 . So, a virtual IMU body frame defined as per Equation (13) is used. Therefore, we are estimating the mounting parameters relating the virtual IMU and virtual laser unit coordinate systems. 
First, a sub-optimal configuration is used to evaluate the theoretical bias impact analysis for the estimation of system parameters. In this case, six flight lines at a single flying height of 15 m are used along with the target primitives lying exactly below the flight lines (the sixteen boards and five hut- Figure 10 . Actual alignment of coordinate systems for the UAV LiDAR system used in this study.
First, a sub-optimal configuration is used to evaluate the theoretical bias impact analysis for the estimation of system parameters. In this case, six flight lines at a single flying height of 15 m are used along with the target primitives lying exactly below the flight lines (the sixteen boards and five hut-shaped targets) and with no significant x' and z'-coordinate variation. The initial approximations of these mounting parameters and the final results (along with their standard deviations) from the proposed calibration procedure are listed in Table 2 . Here, the lever arm ∆Z for the laser unit is fixed during the calibration procedure. One should note that the magnitude of lever-arm components depend on the physical location of the LiDAR unit with respect to the GNSS/INS unit. In this case, the very close positioning of LiDAR and GNSS/INS units results in the small values for lever-arm components. On the other hand, the standard deviation obtained for these parameters after LSA is a function of the geometry of the flight lines (flight/primitive configuration) and the accuracy of the involved hardware components (GNSS/INS unit and laser scanner and ranging unit). Hence the standard deviation should decrease as the configuration of the flight lines is improved (as clear from the results of other forthcoming tests). As stated before, according to the accuracies of the involved hardware components, the LiDAR Error Propagation Calculator [19] suggests an accuracy of 5-6 cm in point positioning for a flying height of 15-25 m. Hence, the standard deviations of the lever-arm and boresight parameters, as expected, are observed to lie within the accuracy expected according to the hardware components, thus proving the feasibility of the proposed strategy. The correlation matrix for the estimated mounting parameters of the laser unit is also listed in Table 3 , which indicates that ∆Y is highly correlated with ∆ω (0.9905). The average accuracy after calibration can be quantified by the square root of the a-posteriori variance factor (σ o ), which is 3.12 cm in this case. This is better than the expected accuracy of around 5-6 cm according to the accuracies of the hardware involved and an error propagation calculation. shaped targets) and with no significant x' and z'-coordinate variation. The initial approximations of these mounting parameters and the final results (along with their standard deviations) from the proposed calibration procedure are listed in Table 2 . Here, the lever arm Δ for the laser unit is fixed during the calibration procedure. One should note that the magnitude of lever-arm components depend on the physical location of the LiDAR unit with respect to the GNSS/INS unit. In this case, the very close positioning of LiDAR and GNSS/INS units results in the small values for lever-arm components. On the other hand, the standard deviation obtained for these parameters after LSA is a function of the geometry of the flight lines (flight/primitive configuration) and the accuracy of the involved hardware components (GNSS/INS unit and laser scanner and ranging unit). Hence the standard deviation should decrease as the configuration of the flight lines is improved (as clear from the results of other forthcoming tests). As stated before, according to the accuracies of the involved hardware components, the LiDAR Error Propagation Calculator [19] suggests an accuracy of 5-6 cm in point positioning for a flying height of 15-25 m. Hence, the standard deviations of the lever-arm and boresight parameters, as expected, are observed to lie within the accuracy expected according to the hardware components, thus proving the feasibility of the proposed strategy. The correlation matrix for the estimated mounting parameters of the laser unit is also listed in Table 3 , which indicates that Δ is highly correlated with Δ (0.9905). The average accuracy after calibration can be quantified by the square root of the a-posteriori variance factor σ , which is 3.12 cm in this case. This is better than the expected accuracy of around 5-6 cm according to the accuracies of the hardware involved and an error propagation calculation. Table 2 . Mounting parameters of VLP-16 before and after calibration test 1 (the parameter fixed during calibration is shown in red). Table 3 . Correlation matrix of mounting parameter estimates from calibration test 1 (the potential high correlation values are shown in red). The high correlation between the system parameters (Δ and Δω) renders the calibration results unreliable. So, we incorporate planar features located at a high lateral separation from the flight lines (ground patches, rooftops and building façade) while still considering flight lines at a single flying height of 15 m. The corresponding mounting parameters and correlation matrix are listed in Tables  4 and 5 , respectively. The standard deviation of all the estimated parameters can be seen to have reduced as compared to the previous case. Moreover, the correlation matrix indicates a reduction in the correlation between Δ and Δ from 0.9905 to 0.9032 and the correlation between Δ and Δ is also reduced from 0.6647 to 0.1025. These reductions can be attributed to the variation in z' and x'-coordinates, as derived in the theoretical bias impact analysis. The correlation between all the other parameters has also decreased, thus proving the improvement in calibration results. The average accuracy after calibration as quantified by the square root of the a-posteriori variance factor σ is 2.22 cm in this case, which is also less than the previous case of 3.12 cm. shaped targets) and with no significant x' and z'-coordinate variation. The initial approximations of these mounting parameters and the final results (along with their standard deviations) from the proposed calibration procedure are listed in Table 2 . Here, the lever arm Δ for the laser unit is fixed during the calibration procedure. One should note that the magnitude of lever-arm components depend on the physical location of the LiDAR unit with respect to the GNSS/INS unit. In this case, the very close positioning of LiDAR and GNSS/INS units results in the small values for lever-arm components. On the other hand, the standard deviation obtained for these parameters after LSA is a function of the geometry of the flight lines (flight/primitive configuration) and the accuracy of the involved hardware components (GNSS/INS unit and laser scanner and ranging unit). Hence the standard deviation should decrease as the configuration of the flight lines is improved (as clear from the results of other forthcoming tests). As stated before, according to the accuracies of the involved hardware components, the LiDAR Error Propagation Calculator [19] suggests an accuracy of 5-6 cm in point positioning for a flying height of 15-25 m. Hence, the standard deviations of the lever-arm and boresight parameters, as expected, are observed to lie within the accuracy expected according to the hardware components, thus proving the feasibility of the proposed strategy. The correlation matrix for the estimated mounting parameters of the laser unit is also listed in Table 3 , which indicates that Δ is highly correlated with Δ (0.9905). The average accuracy after calibration can be quantified by the square root of the a-posteriori variance factor σ , which is 3.12 cm in this case. This is better than the expected accuracy of around 5-6 cm according to the accuracies of the hardware involved and an error propagation calculation. Table 2 . Mounting parameters of VLP-16 before and after calibration test 1 (the parameter fixed during calibration is shown in red). The high correlation between the system parameters (Δ and Δω) renders the calibration results unreliable. So, we incorporate planar features located at a high lateral separation from the flight lines (ground patches, rooftops and building façade) while still considering flight lines at a single flying height of 15 m. The corresponding mounting parameters and correlation matrix are listed in Tables  4 and 5 , respectively. The standard deviation of all the estimated parameters can be seen to have reduced as compared to the previous case. Moreover, the correlation matrix indicates a reduction in the correlation between Δ and Δ from 0.9905 to 0.9032 and the correlation between Δ and Δ is also reduced from 0.6647 to 0.1025. These reductions can be attributed to the variation in z' and x'-coordinates, as derived in the theoretical bias impact analysis. The correlation between all the other parameters has also decreased, thus proving the improvement in calibration results. The average accuracy after calibration as quantified by the square root of the a-posteriori variance factor σ is 2.22 cm in this case, which is also less than the previous case of 3.12 cm.
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System Parameters
VLP-16 LiDAR
The high correlation between the system parameters (∆Y and ∆ω) renders the calibration results unreliable. So, we incorporate planar features located at a high lateral separation from the flight lines (ground patches, rooftops and building façade) while still considering flight lines at a single flying height of 15 m. The corresponding mounting parameters and correlation matrix are listed in Tables 4 and 5 , respectively. The standard deviation of all the estimated parameters can be seen to have reduced as compared to the previous case. Moreover, the correlation matrix indicates a reduction in the correlation between ∆Y and ∆ω from 0.9905 to 0.9032 and the correlation between ∆X and ∆φ is also reduced from 0.6647 to 0.1025. These reductions can be attributed to the variation in z' and x'-coordinates, as derived in the theoretical bias impact analysis. The correlation between all the other parameters has also decreased, thus proving the improvement in calibration results. The average accuracy after calibration as quantified by the square root of the a-posteriori variance factor (σ o ) is 2.22 cm in this case, which is also less than the previous case of 3.12 cm. Table 4 . Mounting parameters of VLP-16 before and after calibration test 2 (the parameter fixed during calibration is shown in red). Table 5 . Correlation matrix of mounting parameter estimates from calibration test 2 (the potential high correlation values are shown in red). 
System Parameters
Multiple Flying Heights
Finally, all the flight lines of this experiment (six at a height of 15 m and six at a height of 25 m) are used with all the target primitives described previously. As suggested by the theoretical analysis, this is the most optimal configuration for calibration. The mounting parameters obtained in this case and the corresponding correlation matrix are given in Tables 6 and 7 , respectively. The average accuracy after calibration as quantified by the square root of the a-posteriori variance factor is 2.24 cm in this case, which is 0.2 mm worse than the second case (where was 2.22 cm). This perceived deterioration is a result of the higher error propagation in the case of points captured using flight lines at an altitude of 25 m (as compared to 15 m in the second case). The qualitative analysis of some of the target primitives (a checkerboard target, a hut-shaped target, a building façade and a ground patch) is shown in Figure 11 , which indicates a major improvement in the alignment for each of the calibration targets. The number of LiDAR points along each feature and the RMSE of normal distance of points from best-fitting plane/line for all the extracted features before calibration and after each of the three cases of calibration are listed in Table 8 , which indicates a significant improvement of point clouds after calibration and also that the best results are yielded in the third case, which consists of an optimal target primitive and flight line configuration where there are multiple flight lines at different flying heights and planar/linear features oriented in different directions with sufficient variation in lateral distance from the flight lines. Note that for the Velodyne scanners, the highly reflective traffic signs result in false objects (or, ghosting) but they are found to lie well within the noise level of the data. So, this effect is visible in the qualitative evaluation (Figure 11e ) but not necessarily manifested in the quantitative evaluation (Table 8) for the experimental results reported in this study. However, recent advances in our work with systems consisting of higher end laser scanner and GNSS/INS units providing a higher measurement accuracy indicate a negative impact of using such highly reflective boards for calibration since the ghosting effect exceeds the noise level of the data. In such cases, the highly reflective boards can be used as calibration targets to obtain precise initial estimates of mounting parameters (especially when the initial estimates are highly inaccurate) since these boards are easier to extract using just the intensity data. However, with relatively good initial approximations of the parameters, the target boards that result in ghosting can be excluded during calibration. 
System Parameters
Multiple Flying Heights
Finally, all the flight lines of this experiment (six at a height of 15 m and six at a height of 25 m) are used with all the target primitives described previously. As suggested by the theoretical analysis, this is the most optimal configuration for calibration. The mounting parameters obtained in this case and the corresponding correlation matrix are given in Tables 6 and 7 , respectively. The average accuracy after calibration as quantified by the square root of the a-posteriori variance factor (σ o ) is 2.24 cm in this case, which is 0.2 mm worse than the second case (whereσ o was 2.22 cm). This perceived deterioration is a result of the higher error propagation in the case of points captured using flight lines at an altitude of 25 m (as compared to 15 m in the second case). The qualitative analysis of some of the target primitives (a checkerboard target, a hut-shaped target, a building façade and a ground patch) is shown in Figure 11 , which indicates a major improvement in the alignment for each of the calibration targets. The number of LiDAR points along each feature and the RMSE of normal distance of points from best-fitting plane/line for all the extracted features before calibration and after each of the three cases of calibration are listed in Table 8 , which indicates a significant improvement of point clouds after calibration and also that the best results are yielded in the third case, which consists of an optimal target primitive and flight line configuration where there are multiple flight lines at different flying heights and planar/linear features oriented in different directions with sufficient variation in lateral distance from the flight lines. Note that for the Velodyne scanners, the highly reflective traffic signs result in false objects (or, ghosting) but they are found to lie well within the noise level of the data. So, this effect is visible in the qualitative evaluation (Figure 11e ) but not necessarily manifested in the quantitative evaluation (Table 8) for the experimental results reported in this study. However, recent advances in our work with systems consisting of higher end laser scanner and GNSS/INS units providing a higher measurement accuracy indicate a negative impact of using such highly reflective boards for calibration since the ghosting effect exceeds the noise level of the data. In such cases, the highly reflective boards can be used as calibration targets to obtain precise initial estimates of mounting parameters (especially when the initial estimates are highly inaccurate) since these boards are easier to extract using just the intensity data. However, with relatively good initial approximations of the parameters, the target boards that result in ghosting can be excluded during calibration. Table 7 . Correlation matrix of mounting parameter estimates from calibration test 3 (the potential high correlation values are shown in red). Table 7 . Correlation matrix of mounting parameter estimates from calibration test 3 (the potential high correlation values are shown in red). LiDAR system calibration attained an accuracy of about 2 cm, which is better than the expected accuracy of around 5-6 cm, keeping in mind the accuracies of the hardware involved. This indicates that the proposed calibration strategy is efficient and accurate. Future work will focus on combining the mounting parameters (i.e., extrinsic parameters) and sensor parameters (i.e., intrinsic parameters) to obtain a comprehensive calibration leading to even more accurate point clouds. Furthermore, although the proposed model is capable of incorporating horizontal ground patches to estimate the lever-arm ∆Z component, no ground control points had been observed for the experimental datasets due to which these results could not be addressed in this work. This ability would be demonstrated in our future works aimed at simultaneous calibration of mounting parameters and intrinsic sensor parameters. The obtained LiDAR-based 3D point cloud can be combined with information from other sensors, such as RGB cameras and hyperspectral sensors, to extract more valuable information related to different applications. Furthermore, we strive to develop a fully automated procedure for the extraction of calibration primitives.
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