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Due variabili aleatorie X, Y : Ω → R sono indipendenti se per ogni
scelta di due insiemi di Borel B, C ⊂ R vale:
P
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Due variabili aleatorie X, Y sono indipendenti se e solo se per ogni
scelta di funzioni f, g Borel misurabili e limitate vale




Due variabili aleatorie X, Y sono indipendenti se e solo se per ogni
scelta di funzioni f, g Borel misurabili e limitate vale
E (f(X) g(Y )) = E (f(X)) E (g(Y ))
Teorema
SeX, Y sono variabili aleatorie indipendenti a media nulla, cioe` E(X) =
E(Y ) = 0 allora




Data una variabile aleatoria per cui sia finito µ = E(X) definiamo
Xc = X −E(X) e diciamo che Xc e` una variabile aleatoria centrata,
per cui vale E(Xc) = 0.
La covarianza di due variabili aleatorie X e Y e` definita da




Data una variabile aleatoria per cui sia finito µ = E(X) definiamo
Xc = X −E(X) e diciamo che Xc e` una variabile aleatoria centrata,
per cui vale E(Xc) = 0.
La covarianza di due variabili aleatorie X e Y e` definita da
Cov(X, Y ) = 〈Xc | Yc〉 = E ((X − E(X)) (Y − E(Y )))











Cov(X, Y ) = E(XY )− E(X)E(Y )
Diremo che le variabili aleatorie non sono correlate se Cov(X, Y ) = 0
cioe` se E(XY ) = E(X)E(Y )




Se X, Y sono due variabili aleatorie definite sullo stesso spazio di
probabilita` (Ω,A, P ) consideriamo il vettore aleatorio
(X, Y ) : Ω→ R2
La sua distribuzione e` la misura definita sui Boreliani di R2 da




Se X, Y sono due variabili aleatorie definite sullo stesso spazio di
probabilita` (Ω,A, P ) consideriamo il vettore aleatorio
(X, Y ) : Ω→ R2
La sua distribuzione e` la misura definita sui Boreliani di R2 da
P(X,Y )(B) = P ((X, Y ) ∈ B)









La distribuzione congiunta determina le distribuzioni delle variabili
aleatorie uno-dimensionali X, Y
PX(A) = P(X,Y )(A× R)
PY (A) = P(X,Y )(R× A)
in cui A ⊂ R e` un insieme di Borel. Queste distribuzioni sono det-
te distribuzioni marginali X e Y sono entrambe assolutamente






























P(X,Y ) (X + Y > 4)
Poniamo A = {(x, y) | y > −x+ 4} ∩ [0, 2]× [1, 4].










P(X,Y ) (X + Y > 4) = P(X,Y ) (Y > −X + 4) =
∫∫
A




P(X,Y ) (X + Y > 4) = P(X,Y ) (Y > −X + 4) =
∫∫
A
f(X,Y )(x, y)dx dy
Pertanto∫∫
A









































Densita` normale in due dimensioni
La densita` due dimensionale Gaussiana e`









x2 − 2ρxy + y2)}
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Densita` normale in due dimensioni
La densita` due dimensionale Gaussiana e`









x2 − 2ρxy + y2)}
Si vede facendo i calcoli che ρ e` la correlazione di X, Y variabili
aleatorie le cui densita` sono le densita` marginali di fX,Y (x, y)
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Somma di densita` congiunte
Teorema
Se X, Y hanno densita` congiunta fX,Y allora la densita` della loro




fX,Y (x, z − x) dx
FX+Y (z) = P (X + Y ≤ z) = PX,Y ({(x, y) | x+ y ≤ z})
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Somma di densita` congiunte
Teorema
Se X, Y hanno densita` congiunta fX,Y allora la densita` della loro




fX,Y (x, z − x) dx
Dimostrazione. Partiamo dalla funzione di distribuzione cumulativa:
FX+Y (z) = P (X + Y ≤ z) = PX,Y ({(x, y) | x+ y ≤ z})
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Somma di densita` congiunte
Teorema
Se X, Y hanno densita` congiunta fX,Y allora la densita` della loro




fX,Y (x, z − x) dx
Dimostrazione. Partiamo dalla funzione di distribuzione cumulativa:
FX+Y (z) = P (X + Y ≤ z) = PX,Y ({(x, y) | x+ y ≤ z})
Adesso usiamo le densita`



































Nell’integrale interno pongo u = y+x =⇒ dy = du poi y = −∞ =⇒


















fX,Y (x, u− x)du
)
dx
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Nello spazio (Ω,A, P ) due eventi E1, E2 ∈ A si dicono indipendenti
se
P (E1 ∩ E2) = P (E1)P (E2)
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pertanto ha senso dire che:
Le variabili aleatorie X, Y sono indipendenti se e solo se
P(X,Y ) = PX × PY
Se X, Y hanno densita` congiunta esse sono indipendenti se e solo se
f(X,Y )(x, y) = fX(x)fY (y) (A)
Se X, Y sono assolutamente continue e indipendenti queste hanno
densita` congiunta data dalla formula (A)
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Se X, Y sono assolutamente continue e indipendenti la loro somma




fX,Y (x, z − x)dx =
∫ +∞
−∞
fX(x)fY (z − x)dx
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Se torniamo all’espressione della densita` normale bidimensionale









x2 − 2ρxy + y2)}




Esercizio Si supponga che X e Y siano due variabili causali standar-
dizzate indipendenti. Calcolare la densita` di Z = X + Y
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casuale N(0, 2)
