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Recently, as an aid for musical analysis, in computational musicology mathematical and informat-
ics tools have been developed to quantitatively characterize some aspects of musical compositions.
To a musical composition can be attributed by ear a certain amount of memory. This results asso-
ciated to repetitions and similarities of the patterns in musical scores. To higher variations, a lower
amount of memory is perceived. However musical memory of a score has never been quantitatively
defined. Here we aim to give such a measure following an approach similar to that used in Physics to
quantify the memory (non-Markovianity) of open quantum systems. We have applied this measure
to some existing musical compositions, showing that the results obtained via this quantifier agree
with what one expects by ear. The Musical non-Markovianity quantifier can thus be used as a new
tool that can aid quantitative musical analysis.
I. INTRODUCTION
Recently in computational musicology methods to
mathematically quantify specific aspects of musical com-
positions have been developed [1]. They are used both
as an aid for musical analysis, and to investigate some
aspects of samples of compositions [2, 3]. In particular,
these have been applied to analyze: musical theory in a
geometrical way [4], gesture in music [5], counterpoint,
interpretation, harmony [3], common patterns in sounds
amplitude [6] and chords succession [7]. Algorithms have
also been developed to find the most repeated sequences
[8–10], to compose music [11–13], to orchestrate [14] and
to improvise in real time [15–17]. Repetition in music
is important, and algorithms have also been used, either
to generate music or to detect repeated sequences, to
characterize sequences as something definite [18–23]. In
particular, Markovian chains and hidden Markov chains
[24–26] have been used in the techniques of score fol-
lowing [15, 16], to analyzing chord sequences in jazz im-
provisation [27], to study spectral similarity [25], and to
compose Markovian stochastic music [28].
Memory is also an important concept in the physics of
open systems, that is of systems embedded in an environ-
ment. It is associated to the concept of non-Markovianity
in the dynamics of the system as distinct from the con-
cept of Markovianity that characterizes a memoryless
evolution [29]. Therefore we shall use the term non-
Markovian music to characterize the presence of memory
in a musical score. While quantification of the degree
of memory in open systems is still an open problem, re-
cently various criteria have been developed to quantify it
[30–32]. Recently the relationship among various criteria
has started to be studied in detail [33].
Standard music characteristically presents repetitions
of sequences. The amount of these repetitions can be
in some way considered to be related to the degree of
∗Electronic address: manno012@umn.edu
memory of the composition.
Here we shall address the question: is it possible to
quantify the degree of memory in existing compositions?
In fact, while algorithms to find the theme have been
developed, quantification of the degree of memory in a
musical composition, at the best of our knowledge, has
never been addressed.
The aim of this paper is to develop a method to define
and measure the Musical non-Markovianity degree of mu-
sical compositions, adopting concepts and mathematical
techniques used in Quantum Physics. Among the various
criteria to measure the degree of memory, the one that
will be applied to the case of musical composition is the
one that utilizes the distance between matrices [31].
In order to define quantitatively the degree of memory
in a musical composition, we follow the way in which the
degree of memory is utilized, in the context of the theory
of Open Quantum Systems [34, 35]. It is, however, use-
ful to remark that the acceptation of memory, and then
the definition of non-Markovianity conceived expressly
for music, must be different to the definition considered
in the quantum case, where the comparisons are made
between different states at the same instant. However,
in a musical composition we compare sequences of finite
duration (starting in different time instants) of the same
musical piece. The common aspect is the idea of memory
as conservation of characteristics which make a pattern
distinguishable from another, like a state from another.
As an application, it will be quantified the memory
degree of three different compositions, already by ear ap-
pear to present a very different degree of memory, to see
if the results obtained agree well with the listeners’ ex-
pectations.
The structure of this paper is as follows. In chapter
II A we briefly discuss the use of entropy and then, in II B,
we introduce non-Markovianity criteria used in Quantum
Physics, giving more details about which ones are concep-
tually applicable to musical cases, and in which way. In
chapter IV we define musical non-Markovianity. In chap-
ter III we give technical details about the musical matri-
ces defined and the algorithm developed to find them
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2and then we apply our method to fictitious examples. In
chapter V, we apply the same method to existing compo-
sitions, giving numerical results. In chapter VI we give
some conclusions; in the appendix there is an example of
distribution matrices.
II. MATHEMATICAL TOOLS
A. Relative entropy as a measure of memory
In music, repetitions of some meaningful unit is an im-
portant feature. The unit ’theme’ can be taken as a such
meaningful unit. It usually appears at the beginning of
the composition with characteristics that are repeated
during the piece. When a clear ’theme’ cannot be recog-
nized it is yet possible to individuate an ’initial musical
idea’. The repetitions of recognizable units can be taken
as an indication of the ’memory’ embedded in the com-
position. To be able to quantify some regularity in the
score, one must refer to measurable parameters relative
to the score, such as pitches, durations, intensities.
Another way to analyze the regularity of the structure
in a musical composition, is the measure of the random-
ness. These two aspects, the amount of repetitions of
some musical pattern, and the degree of randomness in
the entire composition, can be useful to characterize the
musical score.
To quantify the amount of randomness, entropy can be
used [35]. The entropy H(X) of a string of N elements
of a random variable X, with the measurable parameter
x, is defined as:
HPI (X) = −
N∑
x=1
p(xi) log2 p(xi), (1)
where p(x) is the probability that the quantity X has the
value xi for the i-th element of the string, H(X) upper
limit being Hmax = ln2N and its lower limit zero. The
magnitude of H(X) is taken to quantify the amount of
randomness in the musical sequence.
Entropy has in fact been used to quantify the amount
of randomness of sequences of pitches in a musical score
[28]. In that case, given a string of N notes as elements,
the measurable parameter x has been identified with val-
ues that are related to the value of the pitch.
However, the entropy is blind respect to the order of
appearing of pitches in the sequence. The order is an
aspect very related to the memory, and to the recogniz-
ability of a melodic line. The use of entropy is then not
adequate to characterize well the amount of memory in
a musical score.
To evaluate the memory, that is a measure of repeti-
tions of sequences in a chosen musical score, it is then
necessary to use other quantifiers. The relative entropy
could be then more useful in this context. One can ar-
gue that two musical compositions with similar values
of relative entropy can have a similar structure. Rela-
tive entropy is obtained by comparing the probability of
two different distributions of identical objects. If there
are two strings, their relative entropy D(X) (Kullback-
Leibler divergence) is defined as [35]:
D(X) = −
N∑
xi=1
p(xi) log2
p(xi)
q(xi)
, (2)
where p(x) is the probability that the quantity X has the
xi value for the i-th element of the first string, and q(x)
is the corresponding probability for the second string.
The Kullback-Kleiber divergence in its symmetrized
form has been used to evaluate the similarity within a
musical composition [16], giving a measure of the most
repeated musical sequences.
When applied to musical strings of pitches, also the
use of D(x) is beset with some difficulties. First, D(X)
isn’t commutative; second, it is required that the two se-
quences contain the same number of symbols. The non-
commutativity implies that probabilities do not appear
in a symmetric way depending on which order is utilized:
p|q is different from q|p. As example, the comparison
between a musical sequence containing notes C and D
and a sequence containing also E that uses relative en-
tropy, requires to neglect the E in the second sequence.
If we eventually consider some rests at the place of miss-
ing notes in the shorter string, we obtain a theme that
is different from the original one, because rests become a
characterizing part of the theme.
Thus it remains open the question if it is possible to
develop a measure of memory, or the degree of Musical
non-Markovianity, without being subject to the restric-
tion limited to the use of relative entropy.
Finally, musical memory is the memory of all elements
in the score. In order to completely characterize the score
content, we need a more complete analysis, that requires
the use of several parameters, like intensities and dura-
tions.
B. Non-Markovianity criteria
The aim of this paragraph is to give a quantitative
characterization of non-Markovianity in music. We shall
build a measure following a similar path as that used in
the theory of Open Quantum Systems (OQS).
Account must however be taken that memory in music
can be different from what is used in the physics of OQS.
In OQS loss of memory occurs when two states (repre-
sented by matrices), initially distinct, become progres-
sively indistinguishable; i.e. the lower the distinguisha-
bility, the lower the memory.
In a musical score memory is associated to repetitions
of patterns. To higher number of repetitions, correspond
higher amount of memory, i.e. the lower the distinguisha-
bility among sequences, the higher the memory.
3Quantification of non-Markovianity in the theory of
OQS had been addressed recently by [29], introducing
different criteria with appropriated quantifiers. A given
quantifier may result in being simpler than another.
Among the quantifiers used in the OQS, one [31] quanti-
fies memory by considering the variation of the distances
of two quantum states with time. The increase or de-
crease of this quantifier is associated to persistence or
loss of memory.
Other criteria study the density matrix that describes
the state (the master equation) [35]. One criterion looks
at the separability of the map: when it is separable,
the dynamics is Markovian; else, the dynamics is non-
Markovian [32]. One other criterion looks at the signs
of coefficients in the master equation [30]. In general,
the different criteria of non-Markovianity do not always
agree. For example to describe the presence of mem-
ory revivals in different time regions [36], the comparison
among them is an open problem [33].
We choose to quantify the presence of memory in musi-
cal scores a criterion that makes a direct use of matrices.
This because, for a musical score, we do not have any-
thing corresponding to a map or a master equation, while
it is instead possible to represent a musical sequence as a
matrix. The distance between two states is given by the
trace distance of the matrices ρ1 and ρ2 representing the
states [31]:
D(ρ1, ρ2) =
1
2
tr|ρ1 − ρ2|, (3)
where, if A is an Hermitian matrix, |A| =
√
A†A. The
rate of variation of the distance D is defined as
σ = σ(ρ1, ρ2) =
d
dt
D(ρ1, ρ2). (4)
When σ > 0 the distance is increasing, thus the distin-
guishability between states is preserved. When σ ≤ 0 the
distance decreases and the memory is progressively lost.
III. MUSICAL MATRICES
In the Physics of OQS, matrices ρ1, ρ2 represent quan-
tum states; here, matrices must be related to the content
of a musical composition.
To adopt similar methods, also in musical composi-
tions, to quantify quantify the amount of frequency, we
shall build matrices starting from a musical score. In
order to construct these matrices, we shall convert into
numbers the symbolic information contained in a musical
score.
A musical composition is divisible into sequences, each
sequence made to correspond to a set of numerical pa-
rameters relative to frequencies, intensities, times of start
and durations. Matrices can be constructed in term of
these numerical values. The matrices we use represent
the distribution relative to every note in each sequence
around the mean value of these parameters.
For the heights of notes, we use differences in Hz. In
particular we have chosen differences of semitones respect
to the middle C. For the intensities, we use dimension-
less numbers to indicate relative intensity indications in
musical scores, in particular we choose 90 for ffff , 80 for
fff , 70 for ff , 60 for f , 50 for mf , 40 for mp, 30 for p,
and so on. For the times, we have used dimensionless
units: that is the ratio between the duration of the ex-
amined note and the metronomic unity. In particular, we
have taken 1 for semiquavers, 2 for quavers, and so on.
The duration of a rest will be counted as the time before
the start of the following note. The couples of param-
eters that we have chosen to characterize our matrices
are: duration-intensity, frequency-start, start-intensity,
frequency-duration and frequency-intensity.
For each musical sequence, we have first obtained the
mean value relative to each parameter. Then, we have
evaluated the distance (normalized between 0 and 1) of
each parameter of a note in the sequence respect to its
mean values. The range of distances from the first pa-
rameter and the range of distance from the second one
has been divided into equal parts.
Fixed a sequence, let us consider a note and a cou-
ple of its parameter, for example intensity and duration.
We evaluate the difference between the value of each pa-
rameter of the note and the correspondent mean value
in the sequence. We then discretize the bidimensional
domain of values, defining a reticular step. Given a note
and its parameters, we look if the normalized difference
is contained in each element of the lattice. The number
of elements in the lattice represents the musical matrix.
For each couple of parameters one construct a matrix
relative to a numerical sequence It is clear that it is possi-
ble to divide the distance range 0-1 into several parts. In
our analysis we shall limit to matrices with four rows and
four columns. An example of this procedure in the case
of the frequency-start matrix, corresponding to a given
musical sequence is described in the Appendix. This pro-
cedure can be applied through the use of an algorithm
that we have developed.
IV. MUSICAL NON-MARKOVIANITY
In the following we shall analyze the structure of a
generic musical composition that will be used as basis to
define musical memory.
Most musical composition are divisible into sections.
The structure of the entire musical piece is determined
by the structure of sections.
The most common form, in classical compositions, is
A - B - A’. Let us consider a simplified structure A - B.
Every section contains several sequences; let us suppose
A1, A2, A3 for the section A, and B1, B2, B3 for the
section B. The natural succession in time of the sequences
in a score is thus the following:
A1 A2 A3 B1 B2 B3−−−−−−−−−−−→ t
4In order to define a non-Markovianity criterion, we re-
order these sequences in time to compare them. Sections
A and B are ordered as:
t
yA1 B1A2 B2
A3 B3
with time flowing downward.
To each sequence, we assign a set of two-dimensional
matrices, each matrix representing the distribution of a
couple of variables for each note (for example frequency
and duration). The exact procedure to build these ma-
trices has been given in chapter III. Here we proceed
to apply the criterion of non-Markovianity before de-
scribed (chapter II B) to the above canonical structure,
constructing a matrix that corresponds to a musical se-
quence.
To the musical composition above correspond the set
of matrices:
t
yρA1 ρB1ρA2 ρB2
ρA3 ρ
B
3
The trace distance defined in eq. 3 between simulta-
neous sequences ρAi , ρ
B
i is Di = Di(ρ
A
i , ρ
B
i ). It mea-
sures the distance between the sequences ρAi and ρ
B
i .
The variation rate σ in the musical case can be de-
fined as ∆D∆t (we are considering finite time intervals),
where ∆Di+1 = Di(ρ
A
i+1, ρ
B
i+1)−Di(ρAi , ρBi ) and ∆ti+1 =
tstart, i+1 − tstart, i.
Because of the normalization on the number of notes,
all time intervals ∆t become equal, and we simply define
the rates as σi = Di+1 −Di. We consider only positive
values, which represent the case of increasing distance.
Contrarily to the case of physical systems where if the
distance decrease memory is lost, in a musical compo-
sition memory is preserved if the distance is constant or
decreases. In physics, the lower the distinguishability, the
lower the memory, while in music, the lower the distin-
guishability, the higher the memory. In fact, to successive
equal musical sequences, that means a maximum musical
memory, correspond equal matrices.
Now we define a quantitative measure of the amount
of memory, or of non-Markovianity, in a musical com-
position. For open quantum systems the degree Nmax of
non-Markovianity is defined as an integration of σ(ρ1, ρ2)
(eq. 4) over time. The contribution to the integral is
taken only over regions with σ(ρ1, ρ2) > 0, and a max-
imization is then performed over all the possible initial
states. In the musical case, however, we want to define
the memory degree for each singular musical piece and
thus for a single initial state, not for all possible different
initial states.
We can partially preserve the idea of integration used
in physics. Since in a generic musical composition there
is not a statistical structure, we can utilize a discretized
version of Nmax, with the sum of positive rates σi instead
of the integral, where no maximization is performed: we
call it n =
∑
i(if σi>0)
σi.
Then, we renormalize this quantity in order to define
an N comprised between 0 and 1: N =
∑
i(if σi>0)
σi
1+
∑
i(if σi>0)
σi
,
with the form n1+n [32]. Thus 0 ≤ N ≤ 1.
Finally, we define our quantifier of Musical non-
Markovianity asM = 1−N , to characterize the amount
of memory in musical compositions. The quantifierM is
equal to 1 when the thematic memory is the maximum,
i.e. when in a musical composition there are only repeti-
tions of the same sequence. To lower M, it corresponds
a lower amount of musical memory.
The quantifier M is then
M =1−
∑
i (if σi>0)
σi
1 +
∑
i (if σi>0)
σi
=
=
1
1 +
∑
i (if σi>0)
σi
.
(5)
M as defined in eq. 5 does not differentiate cases with
an identical sum of positive rates
∑
i, σi>0
σi, because it
does not give any information about the total number of
rates, positive and negative and null. For example, let us
consider a score with ten total rates, with only two posi-
tive ones, with sum
∑
i, σi>0
σ∗i : the positive contribution
has the proportion of 2 over 10. Let us consider another
composition, with only three total rates with two positive
ones, with identical sum
∑
i, σi>0
σ∗i : the positive contri-
bution in this case is 2 over 3. The information given by
eq. 5 is the same for the two compositions, and does not
take into account the different proportions (2/10 vs 2/3).
This situation can be easily solved by introducing a
correction factor, r = n+nT , defined as the ratio between
the number of positive rates n+ and the number of total
rates nT . So we define a new quantifier
MC = 1
1 + r
∑
i (if σi>0)
σi
. (6)
MC looks a better measure of the memory in musical
structures than M.
Now we are giving two simple musical examples. The
first one is formed by two identical measures (fig. 1), and
the second one (fig. 2) presents two uncorrelated mea-
sures. The expectation is the maximum value of memory
for the first example, and a very lower value for the sec-
ond one. Let us consider the parameters frequency and
start, and let us evaluate the amount of memory using
MC . In the first example, with two identical measures
(fig. 1), the trace distance (defined in eq. 3) between
the matrices for the first and second measure is zero, and
then the amount of memory is immediately maximal, i.e.
MC = 1. However, in the second example, we have
two completely uncorrelated measures: the first measure
contains quasi-random pitches and duration-start, while
the second one has only a whole note. In this case, the
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FIG. 1: Trivial succession of two identical measure: for the pa-
rameters frequency-start, the memory is 1, the maximum value.
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FIG. 2: The first measure is a quasi-random sequence of pitches
and durations, while the second one is totally different: in this case
the memory for the parameters frequency-start is 0.3, a very low
value, since 0 ≤MC ≤ 1.
amount of memory MC is equal to 0.3, a very low value
since 0 ≤ MC ≤ 1. We have utilized MC , although in
these two examined examples there are only two mea-
sures, then there is only one rate σ. Thus, in this partic-
ular case, the results given byM andMC are equivalent.
V. APPLICATION OF NON-MARKOVIANITY
CRITERION
We apply the methods of the previous chapters, and
the technique described in chapter III to some existing
compositions.
The chosen compositions are the vocal part of the song
Dolente Immagine that is the 8th piece from 15 Compo-
sizioni da Camera by Vincenzo Bellini [37]; the first piece
from the oboe suite Solo by Bruno Maderna [38], and the
piece no.3 from Metamorphosis I-V by Philip Glass [39].
They are examples of a classic vocal Italian composition,
an avant-garde Italian composition and a contemporary
minimalist one, respectively.
These compositions have been chosen because they ap-
pear to have, by ear, rather different degree of musical
memory.
The compositions will be analyzed using both the Mu-
sical non-Markovianity degreeM given in eq. 5, andMC
of eq. . We will see that the use of MC allows a better
characterization of memory in some of the treated cases.
An important step is the division of the structure into
sequences. We will construct tridimensional graphs to
represent the structure of pitches, onsets and intensities
of musical compositions. Tridimensional graphs to study
characteristics of sounds have been proposed by I. Xe-
nakis [28], and the use to graphically study orchestration
of musical scores by M. Betta [40].
Here we will briefly examine the structure of the chosen
compositions, in order to find the optimal subdivision
into sequences.
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FIG. 3: (Color online) The tridimensional graph represents the
vocal part of Dolente Immagine by Vincenzo Bellini. The image
is flat since the intensity is constant. There are seven periods, and
the analyzed sequences correspond to periods. At the same color
correspond periods with identical colors. The mean value of MC
is 0.9.
Bellini. The vocal score has a structure of type A -
B - A’, and can be divided into seven periods: sections
A has three periods, section B only one, and section A’
three ones. The motivation of the subdivision into three
sections is due to the tonality change in period 4, and
the reprise of theme and of its tonality in period 5. The
subdivision into sequences as discussed is due to reasons
of musical analysis of a classic model. There are some
identical parts between sections A and A’, and this fact
induces to expect a high degree of memory.
A matrix is then associated (for each couple of param-
eters, as discussed in chapter III) to each sequence. In
the case of Bellini a sequence naturally corresponds to a
period.
Fig. 3 graphically represents pitches, onsets and in-
tensities of the score, showing some repeated patterns.
The intensity in the score is constant, and thus the com-
plete development of the composition can be represented
in time-frequency plane (fig. 6).
Maderna. It is immediate by looking at the score of
the first piece of the oboe suite Solo, and looking at the
tridimensional representations of the score in fig. 4, that
the structure is very different from Bellini’s composition.
In fact the quantity of repetitions is clearly lower, there
are not thematic or relevant patterns, but only some the-
matic fragments. So in this case one expects that with
respect to the Bellini’s score there is a lower degree of
620
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FIG. 4: (Color online) Tridimensional representation of the first
piece of the suite Solo by Bruno Maderna. It is evident the lit-
tle quantity of repeated patterns. Each color identifies a different
sequence. The mean value of MC is 0.6.
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FIG. 5: (Color online) Tridimensional representation of the piano
composition Metamorphosis 3 by Philip Glass. In this graph, we
chose the value 1 for the eight note (in the other pieces, 2 for the
eight note). The calculations of non-Markovianity are unaffected of
these variations, because are important distributions towards mean
value. The mean value of MC is 0.8.
memory. Since there were not clearly thematic or tonal-
ity motivations as in Bellini’s case, it was impossible in
this case to talk about periods, but only of sequences sep-
arated by the respiri e legature (breaths and slurs), the
most natural criterion in this case. We have then divided
the score into eleven sequences.
Glass. The piano composition Metamorphosis 3 is an
100 200 300 400 time
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FIG. 6: (Color online) The projection of the graph of fig. 3
in the plane time-frequency. The intensity written in the score is
constantly equal to p (piano, equal to 30 in our scale), and then
the plane time-frequency contains the entire develop of the vocal
score. It is evident the presence of repeated patterns.
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FIG. 7: (Color online) Projection into the plane time-frequency
of the graph of fig. 4.
example of the minimalist style, where there are repeti-
tions with a very small number of pattern changes and
variations. The expected degree of memory is therefore
higher with respect to the Maderna’s case. We have cho-
sen this example because it is a case where it is possible
to verify the usefulness of the corrective factor r (eq. 6).
Due to its regularity, the composition has been divided
into twenty-two sequences, each sequence containing four
measures (measure 1 of the refrain has not been consid-
ered). The two-dimensional graph of fig. 8 clearly shows
the repeated patterns; the tridimensional graph of fig. 5
shows also the variations of intensity.
In the following we obtain the musical matrices cor-
responding to the above musical scores and apply then
to analyze the respective memory degree M and MC ,
defined in equations 5 and 6. The results are given in fig.
0 200 400
time
0
￿20
￿10
10
diff. frequencies
FIG. 8: (Color online) Projection into the plane time-frequency
of the graph of fig. 5.
79.
Quantifier
Results:
Bellini Maderna Glass
frequency-start
M 0.97 0.73 0.55
MC 0.99 0.77 0.97
duration-intensity
M 0.75 0.40 0.38
MC 0.82 0.53 0.78
start-intensity
M 0.86 0.54 0.51
MC 0.81 0.59 0.86
frequency-duration
M 0.75 0.56 0.55
MC 0.82 0.62 0.79
frequency-intensity
M 0.85 0.55 0.40
MC 0.94 0.67 0.57
FIG. 9: Values of the Musical non-Markovianity quantifiers M
andMC calculated for musical matrices of the considered examples
by Bellini, Maderna and Glass.
The values of M does not appear as correspondent
to the empirical expectations for all pieces (although it
corresponds for the first two pieces); the values of MC
appear to correspond: in fact, Bellini’s and Glass’ com-
positions have an average degree of memory higher than
Maderna’s one, and the one of Glass’ composition is
higher than Bellini’s one (using the corrective factor).
In particular, the mean values of MC over the consid-
ered couples of parameters are: 0.9 for Bellini, 0.6 for
Maderna and 0.8 for Glass. Therefore, we have seen that
the degree of memory MC is better than M, since it
quantifies correctly the memory of case of Glass score.
In some cases the values of M and MC are not signifi-
cantly different, but in other cases, for example depend-
ing on the length of the composition, the correction ap-
pears decisive. Therefore, it seems that the method can
be extended to analyze the degree of memory of musical
compositions using a larger set of data.
To apply this methods to analyze musical scores it
would be advantageous to automatize it to obtain the
reduction into numbers of the musical parameters con-
tained in the score and the subdivision into sequences
[14].
VI. CONCLUSIONS
We have proposed a method to measure the amount
of memory in a musical composition. To quantify musi-
cal memory we have constructed quantifiers following a
non-Markovianity quantifier used in the theory of open
quantum systems [31]. For such a purpose we have trans-
formed musical scores into numerical matrices relative to
couples of parameters.
In order to obtain matrices, we have firstly divided
each musical score into sequences. Chosen a couple of
parameter, e.g. pitch and time of start (onset), we have
evaluated the mean values of all values of pitch and of
all values of onset in the sequence. We have then eval-
uated the distance (normalized between 0 and 1) of the
parameters (a value of pitch and a value of onset) as-
sociated to each note in the examined sequence respect
to the corresponding mean value (mean pitch and mean
onset). Counting the number of notes with a pitch-value
in a given interval of distance respect the mean value of
pitches and an onset-value in a given interval respect the
mean value of onsets, we have constructed the matrix
pitch-onset for the considered sequence. We have fol-
lowed the same procedure for all sequences, and for the
various couples of parameters.
We have then evaluated the trace distance between ma-
trices relative to the same couple of parameters. The rate
of variation of the trace distance between matrices gives
information about the memory in open quantum systems,
where matrices represent different quantum states. Since
we have normalized musical matrices on the number of
notes of each sequence, the evaluation of the rates σ is
simply the evaluation of differences between matrices.
Positive values of σ represent increasing distances.
The fundamental difference between measuring mem-
ory in physics and in music is that in physics the higher
is the distance between initial equal states, the higher is
the memory, where in music the higher is the distance,
the lower is the musical similarity between sequences and
then the lower is the musical memory.
To check the consistence of our quantifier, MC , that
is if the amount of memory measured, we have applied
this method to two simple cases: two equal measures
in the first example, two very different measures in the
second one. We have found that, in these simple cases,
there is agreement between the information given by the
quantifier and the memory as defined by ear.
We have applied our method to evaluate the amount
of memory of three compositions, that, by ear, show
different quantity of memory. These compositions are:
The vocal part of the song Dolente Immagine by Vin-
cenzo Bellini [37], the first piece from the oboe suite Solo
by Bruno Maderna [38], the Metamorphosis 3 by Philip
Glass. Qualitatively, the amount of memory of the ex-
amined scores by Glass (an example of minimalism) and
8by Bellini (a score with the classic structure A-B-A) are
higher than the memory of Maderna’s score (an example
of avant-garde).
The values obtained ofMC correspond to the expecta-
tions. That isMC has a higher value in scores just where
one, by ear, attributes a larger amount of memory.
The proposed method is a further tool that can be
utilized by musicians and musicologists to connect math-
ematical/physical to musical concepts. It could for ex-
ample be used to see if different composers in various
historical periods can be characterized by a given mean
memory level of their compositions and also to compare
two similar pieces [23]. An average value of musical mem-
ory could for example characterize the works of the same
composer, or of all the composer in the same artistic
movement, or a given musical form (fugue, theme with
variations, fantasia, and so on). This technique could
be automatized in each step, to allow easy comparisons
between larger musical compositions.
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VIII. APPENDIX
To obtain musical matrices, we have developed an al-
gorithm, with the following steps: 1. evaluation of the
normalized distance, for each coordinate, from its mean
value; 2. count of the number of notes in a given interval
(from the mean value) e.g. between 0 and 0.25, 0.25 and
0.5, 0.5 and 0.75, 0.75 and 1.
We choose, as an example, only the couple of parame-
ters frequency (ν) vs time of start (τ) of each note in the
same sequence. We consider the following short sequence
of sounds as an example.
!"# $ $ $ $ $%& % %'
The musical parameters are frequencies, durations,
starts, intensities. In this example for simplicity there
is not any intensity indication. Let we consider only fre-
quencies and starts. The frequencies (indicated as the
semitones distances from middle C) are ν1 = 10, ν2 =
12, ν3 = 20, and the times of start are (the durations are
all equal, and corresponding to a crotchet, i.e. a quarter
note, = 4 in our scale): τ1 = 0, τ2 = 4, ν3 = 8. The
distances from the mean values are
δν1 = 4, δν2 = 2, δν3 = 6; δτ1 = 4, δτ2 = 0, δτ3 = 4.
To normalize these distances, the algorithm find mini-
mum and maximum distance values:
δνmin = 2, δνmax = 6; δτmin = 0, δτmax = 4.
The normalized distances are evaluated as (if δmax and
δmin are equal, the algorithm does not normalize):
δνNi =
δνi − δνmin
δνmax − δνmin , δτ
N
i =
δτi − δτmin
δτmax − δτmin ,
where i = 1, 2, 3 (in the example considered there are
only three notes). In our example we obtain
δνN1 = 0.5, δν
N
2 = 0, δν
N
3 = 1,
δτN1 = 1, δτ
N
2 = 0, δτ
N
3 = 1.
Now it is possible construct the matrix frequency-start
for this sequence. The matrix will contain, in the rows,
the number of notes with normalized distance between 0
and 0.25, 0.25 and 0.5, 0.5 and 0.75, 0.75 and 1 from the
mean value of start; and, in the columns, the number of
notes with normalized distance between 0 and 0.25, 0.25
and 0.5, 0.5 and 0.75, 0.75 and 1 from the mean value of
frequency.
To avoid the difficulty of the different length of each
sequence (each sequence can contain a different number
of notes, the notes can have different durations, the se-
quence in total can have different durations...), we divide
each matrix element by the total number of notes in the
considered sequence. In this way, we obtain a matrix,
and the sum of each element is 1. So we can then easily
compare sequences of different length, and with different
numbers of notes. In our simple example, the matrix is
ρ =
0.33 0 0 00 0 0 00 0 0 0.33
0 0 0 0.33
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