Abstract. The solution of the generalized Abel integral equation gi') = [kit, *)/« -s)"}f(s) ds, 0 < a < 1, where kit, s) is continuous, by the product integration analogue of the trapezoidal method is examined. It is shown that this method has order two convergence for a £ [at. 1) with ai = 0.2117. This interval contains the important case a = \. Convergence of order two for a £ (0, ai) is discussed and illustrated numerically. The possibility of constructing higher order methods is illustrated with an example.
Introduction.
The generalized Abel integral equation K 0--y )
which occurs frequently in mathematical physics. By a change of variables, (1.3) can be transformed to (1.4) git) = f . Ks\l/2ds, O^t^l, J0 (t -i) which is an important special case of (1.1). Various numerical methods for performing the inversion of (1.3) as well as (1.4) have been developed.-A bibliography can be found in Minerbo and Levy [1] . As a second example, consider equations of the type Or)-172 exp[-Ma(0}7'] (1.5) similar structure appear in the analysis of diffusion processes [see Fortet [2]}. A method for solving (1.5) has been proposed by Durbin [3] .
However, none of the methods suggested for (1.4) as well as (1.5) can be applied to the general case (1.1). Only methods based on the concept of product integration {see Young [4] } appear to be applicable. Such methods have been suggested on the basis of rigorous numerical experimentation by Linz [5] and Noble [6] . Independent support for this can be found in [3] , though the product integration type method developed there is not generally applicable.
A theoretical justification for the use of product integration methods can be found in Weiss and Anderssen [7] . They show that the midpoint product integration method is convergent of order one if f(s) and k(t, s) are suitably smooth and convergent of order at least (1 -a) if weaker smoothness conditions apply.
In this paper, we extend the result of [7] by examining the applicability of other product integration methods to (1.1). Initially, we show that the use of trapezoidal product integration leads to a method with second order convergence. The result again depends on the smoothness of /(r) and k(t, s). In addition, the possibility of determining higher order methods is discussed.
The existence and uniqueness of solutions of (1.1) is considered in Section 2. In Section 3, we give a basic definition and a lemma required in the subsequent analysis of Section 4, where we define the trapezoidal method and investigate its convergence. In Section 5, we examine the effect of computational errors, and a numerical example is presented in Section 6. A third order method is considered in Section 7. 
3. Preliminaries.
To solve (1.1) we introduce the grid {r, -/Ar, / = 0, 1, • • • , / = T/At} with gridspacing At. An approximate solution, defined with respect to these grid points, will be denoted by /,. The numerical process (4.1) defines the product integration analogue of the trapezoidal rule applied to nonsingular first kind Volterra equations {see Linz [10] }. We shall refer to it as the trapezoidal product integration method.
As in [7] , we first investigate the convergence of (4.1) for the case k(t, s) = I. By subtracting
Finally, subtraction of (4.2) from (4.2), with /' replaced by i -f-1, yields the basic error equation
Before we give a proof of the theorem, it is first necessary to obtain some preliminary results. Lemma 4.1. (4.9)
and, using (4.8),
Combining (4.9) and (4.10), we obtain /"(/<>Y -Z /"(*,)*«-,-. It can be shown numerically that (4.20) satisfies the conditions of Lemma 3.1 for a G [a2, 1) with a3 == 0.1292. It follows that, if the proof of order 2 convergence for all a, 0 < a < 1, by means of Lemma 3.1 is possible, it will involve a complex inductive argument. However, because our proof already covers the case a «■ J, which is the most important one in application, an extension of the result of Theorem 4.1 will not be pursued further in this paper. Numerical experimentation indicates that second order convergence holds for all a G (0, 1). This is illustrated in Section 6. Since the extension of Theorem 4.1 to a general k(t, s) can be established using a technique analogous to that of [7] for midpoint product integration, we only state the result. where K% is a positive constant depending on T. This is the usual behaviour associated with computational errors in the numerical solution of Volterra integral equations of the second kind; equations of the first kind tend to be less well conditioned. The solution is f(t) = sin t.
The errors obtained for a = 0.5, for which convergence is guaranteed by Theorem 4.1, and for a = 0.05 are listed in Table 6 .1. In both cases, the error satisfies the predicted At2 dependence.
Remark. All numerical results presented in this paper were computed in double precision arithmetic on the IBM 360/50 computer at the Australian National University. 7 . A Third Order Method. The existence of higher order methods for (1.1) is not immediately obvious. So far, convergent methods of order greater than 2 have not been found for the first kind Volterra equation (7.1) g(0 = f k(t,s)Ks)ds, Jo where k(t, s) satisfies (1.2) {see [10] }. Equation (7.1) can be considered as a special case of (1.1) with a = 0. Linz [5] has shown numerically that fourth order methods can be constructed for the equation We verify numerically the existence of higher order methods for (1.1). In fact, we construct a third order one. For simplicity, we take k(t, s) = 1. The generalization is straightforward. We assume I = TAt is even and, generalizing the technique used in the development of the trapezoidal method, we approximate j(s) by a function MÄ t(s) which is a quadratic polynomial in each of the intervals which, for each j, is a nonsingular two by two system for J2i+l and /2l+2. Thus, (7.2) is a block by block method in the sense of [10] . Evaluation of the integrals in (7. This method was applied to (6.1). The errors for the cases a = 0.9, a = 0.5 and a = 0.1 are tabulated in Table 7 .1. Third order convergence holds for a = 0.9 and a = 0.5. For a = 0.1, a strict At3 dependence is no longer apparent. However, the process is still convergent-no explosion in the errors is observed. The numerical approximations oscillate about the true solution, and the oscillations increase as a tends to zero. The simplest interpretation that can apply to such behaviour is one of increasing potential instability as a decreases.
A rigorous analysis of the convergence properties of this method cannot be given here. The problem is the lack of accurate estimates for the solution of the lower triangular system of equations which determines the behaviour of the error.
