Abstract
Introduction
Legacy systems are old systems which still need to be maintained [32] . Despite the fact that these systems were developed many years ago, they are still essential in controlling some of the most important aspects of modern society. According to Ulrich, in 1990 , 120 billion lines of code were in existence, most of which were considered to be legacy software systems at the time [34] . The Y2K problem brought the issue of software maintenance to the attention of a wider audience; some estimates of fixing this problem were in the trillions of dollars.
There is an obvious need to conduct research which directly or indirectly benefits the software maintenance programmer, since progress in this area has the potential to reduce the overall cost of software, sustaining its quality or reducing its degradation rate over its service life time. As for the challenge imposed to potential researchers, software maintenance has been referred to as a severe problem [22] , or even as being the most difficult of all aspects of software production [9, 31] . The need for further research in the area is even more apparent in the light of statistics suggesting papers related to software maintenance are less than 1% of the papers annually published on software topics [16] .
We use the following definitions, based on the work of Chikofski and Cross [4] :
Reverse Engineering is the process of analyzing a system to:
• identify its components and the relations among them;
• create an alternative representation for the system at the same or higher level of abstraction.
Redocumentation, a sub-field of reverse engineering, involves providing alternative views of a system at relatively the same abstraction level. For example data flow, or control flow diagrams of a system.
Design recovery, another major area of reverse engineering, uses domain knowledge, external information, and deductive and fuzzy reasoning to identify higher-level abstractions than the ones that can be obtained by examining the system directly.
In the past 5 years, different researchers have proposed the incorporation of knowledge based techniques into reverse engineering tools [2, 6, 15] . Such systems in effect will fall into the intersection of reverse engineering and Knowledge Based Software Engineering (KBSE).
Knowledge based vs. inductive methods applied to software engineering
In a broad sense, Knowledge Based Software Engineering (KBSE) is the application of artificial intelligence technology to software engineering [22] . Most KBSE systems explicitly encode the knowledge that they employ [22] . KBSE systems designed for assisting software engineers in low-level everyday maintenance tasks have the potential to represent and deduce the relations among components of a software system. This is usually done at the expense of requiring a fairly extensive body of knowledge and employing deductions and other algorithms that are sometimes computationally demanding. In other words most such systems are fairly knowledge rich.
Very often, KBSE systems employ expert systems or knowledge bases as their underlying technology. Some examples of these systems include [5, 9, 13, 20, 21, 26, 27, 29, 35, 36, 38] .
Some of the problems that systems employing large knowledge bases face are:
• the great effort needed to build and maintain a knowledge base;
• the shortage of trained knowledge engineers to interview experts and capture their knowledge;
• the time consuming nature of the process which typically leads to lengthy development;
• the need for continued development of the knowledge base if the system is to be maintained in routine use and at a high level of performance.
In contrast to the considerable body of work which has applied deductive methods to different aspects of software engineering, inductive methods have been applied far less frequently in this domain.
Learning systems have the potential to outperform an expert by finding new relations among concepts. They do this by examining examples of successfully solved cases. This could allow the incorporation of knowledge into a system without the need for a knowledge engineer [37] . The quality of a model created for a particular domain may further improve, should there be an effective way to incorporate the knowledge of domain experts when creating the model.
Examples of the application of inductive or data mining methods, in software engineering include [1, 7, 8, 22, 25, 28, 33] .
In this paper we discuss our research that applies inductive methods to aid software maintainers in some of their daily activities. We believe that software maintenance can benefit from data mining research, and the intersection of the two fields is an area that deserves more attention from researchers in both communities.
Learning from past maintenance activities
Most average to large sized companies, that produce software, keep a record of changes applied to the source code as the system is maintained over many years. This, in effect, is a repository of past software maintenance experience. Depending on the degree of detail kept, there is a considerable amount of knowledge hidden within these records that reflects the connections and interactions between different parts of the software system.
Knowledge of existing relations between components of the system is in most cases the key to proper maintenance. As the size and complexity of a system grows, so does the likelihood that maintainers will lack knowledge of the relations among different components.
As mentioned earlier, legacy software systems are both large and old; these factors both contribute to the difficulty of understanding such systems, particularly for software engineers who are new to the project.
Source code is the most common starting point, and often the only starting point, for learning about an existing system. Such learning, or comprehension, of programs is a prerequisite for being able to properly apply changes required during software maintenance.
One of the important questions asked by a maintenance programmer, while looking at a piece of code, such as a routine or even a file, is:
"Which other files or routines should I know about, i.e. what else might be relevant to this piece of code?" To answer this question, the programmer needs to be aware of some of the existing relations among components of the system.
In our research, we apply inductive methods to historical maintenance update records, and to a variety of other data sources. We will therefore use inductive techniques to extract from the past experience what we call a maintenance relevance relation among objects in the system under consideration. In machine learning terms, this relation is commonly known as the 'concept' that we are learning. In general, a relevance relation maps a set of objects into a value which shows how relevant these objects are to each other. As suggested by Figure 1 , different relevance relations may relate different components of the system, depending on the definition of the relation. A maintenance relevance relation (MRR) is a special kind of relevance relation, which exists and is learned in the context of software maintenance. More specifically, we are interested in a special kind of MRR which is a function that takes two files, f1 and f2, and returns true or false indicating whether the two files are relevant to each other. Expressed another way, if a software engineer needs to understand f1, he or she will probably also need to understand f2.
Learning a relevance relation, such as an MRR, can be seen as a design recovery process. The hope is that the extracted concept will inform and assist the maintenance programmer with understanding existing complex relations or interactions within the target system. Such relations may reveal the intrinsic interconnections between different component of the subject system which:
• may or may not be documented
• are the consequences of the original design and implementation decisions, or a side effect of changes that the system has gone through over its life time
As discussed in [30] we have applied inductive methods to the data extracted from:
• Static source code analysis
• Historical maintenance records
• Logs generated by tools used by software engineers performing maintenance tasks (which implicitly contains expert knowledge)
In [30] we presented an overview of our research, including steps involved in creating our MRR, and some of the results we had obtained. However, there was a need to improve the precision and recall values of our relevance predictions. The current paper reviews the essential aspects of our research (the reader can follow this paper without reading out previous work). It then discusses some of the techniques we have used to improve our past results. In particular we have considerably improved precision and recall by using a better noise reduction technique.
In the next section we summarize some of the important aspects of the process of creating an MRR.
Learning a Maintenance Relevance Relation
The following are the steps involved in our approach to learn an MRR:
1. Instrument the TkSee program to log user interaction with the system. TkSee is a system that helps software maintainers explore source code [18, 19] .
2. Learn the concept of Relevance based on the logged user interactions, plus information regarding changes to source files during the software maintenance process. The latter information is obtained from a configuration management system. This procedure accommodates the inclusion of software engineers' expertise into the process of learning, by including information from the log of his or her interactions with the TkSee tool. In our experience, the level of usefulness of such data depends on the ability to connect the logged information to a well-defined maintenance task, such as solving a defined problem. As will be discussed below, we have chosen the action of selecting two files in a user work session as the basis for one of our relevance assignment heuristics.
The problem of learning a particular relevance relation among pair of files can be seen as a classification problem. Each pair of files used in the learning process, represents an instance, or example, of the concept. A set of training examples are used by an induction algorithm to generate a classifier. Since we are using a supervised machine learning method, we need to define appropriate classes, or categories of relevance between files, and assign one of these categories to each training example. The generated classifier can be used to classify future unseen instances of the concept i.e.; suggest a category of relevance between any two given files.
We used C5.0, a decision tree inducer by RuleQuest Research, to generate our classifiers. Decision tree learning algorithms have been widely studied by machine learning researchers and learners such as C4.5 1 have been successfully used in other projects. The training examples, which are the input to this program, are represented as a vector of the values of a set of predefined attributes or features describing the concept. For instance, the length of the common file name prefix for two files could be an attribute. Other attributes include the number of global variables shared by the two files, and the number of routines they both call. The complete set of attributes is shown in Table 1 . As mentioned above, each training example is also assigned a class of relevance.
The output of C5.0 is a decision tree that has a condition at each node. The condition is a test of the value of one of the predefined attributes. At each leaf, there is a prediction for the category, or the class, of an example that satisfies the conditions on the path from the root of the tree to that particular leaf.
One of the benefits of using decision tree learners is that they produce explainable classifiers. In other words, a human can study the classifier e.g.; a decision tree, to gain further insight about the reason that it is suggesting a particular class for an example. In our case, such explainable models have the potential to present the more important relations among files in the system, which in turn could be used to assist software engineers in gaining a better understanding of the target software system. Such an understanding could potentially be useful to both reverse engineering and also to the day to day maintenance of the software system.
To summarize, we would like to be able to predict the relevance of any pairs of files in the system to each other. To do this, based on our past experience, we select candidate file pairs for training, and assign to each pair a class of relevance; e.g. Releavnt or Not Relevant. The concept of file pair relevance is described in terms of a set of features or attributes. For each training example, we calculate the vector of values corresponding to these attributes. These classified training examples are input to a program that outputs a decision tree classifier. Given the vector of attribute values for any pairs of files in the 1 C4.5 is the predecessor of C5.0 system, the generated classifier can be used to predict their class of relevance.
Attribute Name
Attribute Type When computing the values of attributes, one of the files in each pair is our main interest, and the other file is the one that may be Relevant (or Not Relevant, etc.) to the file that we are interested in. In Table 1 , the file of interest is referred to as File 1, and the other file is referred to as File 2. The FSRRG (File Static Routine Reference Graph) mentioned in the table is the static call graph for a file, which includes all the routines referred to in that file, as well as, recursively, the FSRRG for these routines. A node in such a graph is the name of a routine.
The relevance categories with which we have experimented are:
• Relevant: The files were both modified in the same 'update' of the system. "An update is the basic unit of identifying actual (as opposed to planned) updates to the software." [3] An update associates problem (reports) with a list of files being modified in response to those problems, allowing us to find out the set of files that were changed to address each problem.
• Potentially Relevant: The files were both looked at in the same TkSee session, but were not both modified, which is the case for Relevant category. This class allows us to take advantage of the expertise of software engineers who may have recognized a relationship between two files, even though both files did not need to be updated.
• Not Relevant: During the period of time covered by our data, two files were neither considered relevant nor potentially relevant to each other.
Each of the training examples (regarding a pair of files) is assigned one of these classes. After performing machine learning, the resulting classifier can be given an arbitrary pair of files, plus the computed values of the required attributes. It will use these to induce one of the above relevance categories.
In addition to working with the three classes, we also experimented with learning a two-class relevance concept that involves only the Not Relevant and Relevant categories as defined above.
The above heuristics allow us to automatically assign a class of relevance to each pair of files in the training examples. The particular MRR learned here defines the conditions under which two files will, may, and will not be updated together. In principle, our approach is not limited to generating only one kind of MRR. For example, given enough time and resources, the training examples could be manually classified by expert software engineers, based on the knowledge they have accumulated by maintaining the system over many years. The same learning strategy could then be applied to this manually classified data. It is very likely that such a relation will have some similarity with our MRR, as well as some differences.
Class conflicts among the examples
Class or category conflict, also known as class noise, may occur either when for some subset (of size K > 1) of the training set, the attribute values are the same, while the classes are different.
Such noise should be resolved if learning algorithms are to perform effectively. There are various strategies for resolving the noise. In [30] the strategy we used was as follows. For each set of examples with indistinguishable attributes, replace the set with N examples that have the relevance class that was predominant in the set. As a consequence of this, however, the machine learning program would be presented with N identical examples (i.e. N examples that have the same attributes and the same class). For the results reported in [30] we used N=1.
In the next section, we will describe a different method of resolving conflicts caused by noise.
Experiments
In this section we briefly provide background on the legacy software system that is the target of our research. We will discuss the data used in our learning process. Then we will present a new method that improves upon the results presented in [30] .
Background on the target software system and learning data
SX 2000 is a large legacy telephone switching system. 2 . It was originally created in 1983 by Mitel corporation. The software is written in multiple programming languages; it contains approximately 1.9 million lines of code, distributed in more than 4700 files. These files are of different types including source, interface, and type declaration files
The class label assignments discussed in the previous section were applied to the data corresponding to the dates shown in Table 2 For files to be considered relevant to each other we chose updates in which between 2 and 20 files were modified. Limiting the set of updates to this range ensures that there is a strong relevance relationship among the members. Furthermore, the type of the first file in each pair was limited to the major programming language used in this system.
The set of Not Relevant pairs was created by subtracting the set of Relevant pairs in the desired time period from the set of all possible file pairings. The final set is created by applying any additional filtering required e.g.; removing pairs referring to files that have been subsequently deleted or renamed.
Class
Time Period 
Experiment setup
As can be seen in Table 3 , the classes of file pairs are highly unbalanced. The more interesting cases only account for merely 0.001% of the examples.
Unbalanced data sets appear frequently in real world machine learning problems, and impose difficulties that are documented by other researchers [10, 12, 17] .
To address the imbalance we extracted two groups of relatively balanced datasets from our full data set. The number of Relevant and Not Relevant examples in each of the datasets generated was the same. Datasets in both groups included all the examples of the Potentially Relevant class. In one group all the Relevant pairs were included in each dataset, and in another group the examples of the three classes were distributed in a 40-20-40 proportion, in which Potentially Relevant examples accounted for 20% of the data. In this paper, we refer to the first group of datasets, i.e. those using all examples of Relevant class, as All-Relevant and the second group is referred to as 40-20-40. The Not Relevant pairs were sampled from the set of all Not Relevant pairs and were chosen in a way that the first file in each pair is the same as the first file in some Relevant pair. We allowed about 10% of Not Relevant examples to be chosen randomly, without regard to the existence of a Relevant pair with the same first file name in the pair.
We attempted to learn both a 2-class and 3-class version of an MRR. For the two-class problem, we generated the data sets by removing the Potentially Relevant pairs from the corresponding three-class data sets. Our experiments used two groups of balanced files, as discussed earlier. We generated 30 dataset for each of All-Relevant and 40-20-40 groups.
We applied 10 fold cross validation for each data set. In k-fold cross validation, each dataset is divided into k parts. The classifier is trained using the data from k -1 parts, and it is tested on the data in the single remaining part which was not used during training. This process is repeated k times, so that each example is used at least once in testing the classifier. We measured the macro averaged 3 precision and recall of the prediction for each class, along with the average decision tree size and error, and the standard error of these values.
Precision is a standard metric from information retrieval, and used in machine learning, that tells one the proportion of returned results that are in fact valid (i.e. assigned the correct class). Recall is a complementary metric that tells one the proportion of valid results that are in fact found. Tables 4 and 5 show the initial results obtained for the two groups of datasets, without removing the class noise introduced after computing the attribute values. The tables are divided into two main parts. The upper part shows the class distribution and macro averaged precision and recall measures along with the average size of a data set for each of the All Relevant and 40-20-40 groups. The precision of the prediction of Relevant class, which is an important factor in our evaluation, is shown in bold. The bottom part of each table shows the average size and error rate of the generated decision trees and their corresponding standard error
Results
The following observation can be made from these two tables:
• The error rate of the decision trees obtained is much better than a baseline system that randomly assigns the relevance class to examples with the same probability for each class. Such a system would have a 66.6% error rate for the 3-class problem, and an error rate of 50% for the 2-class problem.
• The 2-class problem generates better results than the 3-class problem.
• The All Relevant data sets generate better results for most measures, except for the precision and recall of the Potentially Relevant class.
• 40-20-40 data sets generate smaller trees.
• In the case of the 2-class problem, there is not much advantage gained by using All Relevant files in measures other than tree size. The average size of the generated trees for All Relevant datasets is 2.3 times the size of the generated trees for the 40-20-40 data sets
The results also show that the obtained trees are fairly large, and that there is more to be done to improve the precision and recall measures.
The approach we took to remove noise is very close to the idea of Robust-C4.5 [14] . In Robust-C4.5, after creation and pruning of a decision tree, examples in the training dataset that were not correctly classified (outliers) are removed from the training set, and a new tree is built using the new training dataset.
This process is repeated until no example in the training set is misclassified. Our approach is similar, except that instead of repeating the process until there are no misclassified training instances, we stop when successive iterations yield negligible improvement. Tables 6 and 7 show the results at the end of the fourth iteration, for the two and three class problems, respectively. The entries for precision, recall, tree error and size also include the changes in the values of these measures compared to the corresponding values shown in Tables 4 and 5 .
We stopped in the fourth run, because the amount of improvement from one run to the next drops to the third digit after decimal point.
The results of Tables 6 and 7 show that by using the outlier removal approach mentioned above, we could create classifiers that are equally good for the two and three class problems. This is in contrast to our findings in [30] , which showed that a better result could be obtained for the two-class problem. In [30] the class noise is removed by replacing each set of conflicting training examples with one example. The attribute values for this replacement example is the same as the rest of the examples in the conflicting set, and its class is the same as the majority class in the set.
The differences between corresponding values in the different parts of Tables 6 and 7 are very small. For both problems, it can be seen that the classifiers generated using the 40-20-40 group of data sets generate trees which are smaller than the ones generated from the All-Relevant data sets. Note that the average size of a data set in the 40-20-40 group is much smaller than the average size of a dataset in All-Relevant group. Table 6 shows a sharp decrease in the proportion of the Potentially Relevant class after first four repetitions. This could be indicative of a higher degree of noise in the examples of this class. The minimal constraint imposed when we assign pairs of files to the Potentially Relevant class is that two files have been browsed in the same session. It is possible that a programmer looks at two files for completely independent reasons. It is also possible that, after studying two files, the programmer comes to the conclusion that the files are Not Relevant to each other. Without knowing the reason for a programmer's action, it is very likely that files that are Not Relevant to each other would be mistakenly paired as Potentially Relevant. Unfortunately, recording the reasons for a programmer's action in a transparent manner and without influencing his or her regular work pattern is a very difficult task.
It is worth noting that the uniform improvement in the values of precision and recall in Tables 6 and 7 was accompanied by a major reduction in the average size of the trees generated.
A note on discretizing numeric attributes
As can be seen in Table 1 , the majority of attributes used in our experiments are numeric, some of them ranging between 0 and 2000. Usually such attributes result in large and complex decision trees. We prefer smaller trees because it makes the task of interpreting the generated model easier for humans. Smaller trees also speed up the process of classification once the classifier is actually deployed in the field.
By descretizing, or grouping, a numeric attribute a range of its values is replaced by a single value. In [30] , we used a discretization method called Entropy-based grouping [11] , which proved to be very effective in the reduction of the size of the learned decision trees. The class noise removal method employed in [30] , which was discussed above, also has the property that it reduces the size of the learned tree. However, as opposed to our current method, the previous method did not rely on a particular concept learning algorithm such as. C5.0.
Replacing a range of values for an attribute with a single value has the potential to introduce class noise among examples that were unique, and therefore not conflicting. Consequently, a class noise removal operation should be performed on any discretized data set. In the past we experimented with the following two combinations of class noise removal and attribute value discretization (grouping):
Our experiments showed that the second combination generated a better error rate and smaller decision trees. Comparing our current result and the corresponding result from [30] reveals that while the trees generated in our previous method are relatively smaller than the ones reported in this paper, our previous values for precision and recall measures are much lower, especially for the Not Relevant and Potentially Relevant classes. In our opinion the precision, recall, and error rates obtained by employing the ideas from the robust C4.5 method, as discussed in this Table 7 Results Obtained After Round 4 of outlier removal (2 class)
paper, outweighs the slightly smaller trees generated in our previous work.
Conclusion and future work
The work presented here is the continuation of our research towards learning a useful and accurate Maintenance Relevance Relation. We have been able to increase the precision and recall measures for all classes while producing reasonably small trees. This has been accomplished largely by changing our method for handling noise. In future, we intend to take into account different theoretical evaluation methods that could better reflect the usefulness of the produced results.
Obviously the extent of what can be learned from past software maintenance activities depends on the existence and the nature of the data recorded. In our research, we can learn relations that predict whether two files may or may not get updated together because our industrial partner records the name of each file changed by an update. The granularity of the stored data, is another factor that limits what can or can not be learned. It should also be noted that, while most medium and large size companies tend to save and track changes to software, because this is not done with data mining in mind, many times there is need for fair amount of programming and data processing to transform the existing data to a form that can be used by a learning algorithm.
To gain a better understanding of the usefulness of the generated classifiers, we plan to deploy our improved classifier at Mitel, and collect and analyze the data on its usage and benefits to software engineers at work.
