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Consider a data network model in which sources begin to transmit at renewal time points fSng.
Transmissions proceed for random durations of time fTng and transmissions are assumed to proceed
at ﬁxed rate unity. We study MðtÞ, the number of active sources at time t, a process we term the
activity rate process, since MðtÞ gives the overall input rate into the network at time t. Under a variety
of heavy-tailed assumptions on the inter-renewal times and the duration times, we can give results on
asymptotic behavior of MðtÞ and the cumulative input process AðtÞ ¼ R t
0
MðsÞds.
r 2005 Elsevier B.V. All rights reserved.
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Consider an ordinary renewal process fSn; nX0g such that
S0 ¼ 0; Sn ¼
Xn
i¼1
X i; nX1,
and fX n; nX1g is a sequence of iid non-negative random variables with common
distribution F. At time point Sn, an event begins of duration Tn, where we assume
fTn; nX0g is a sequence of iid non-negative random variables with common distribution Gsee front matter r 2005 Elsevier B.V. All rights reserved.
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In a data network context, Sn would be the time a user initiates a ﬁle download and Tn is
the download time. In an insurance context, Sn is the time of a disaster or accident and Tn
is the length of time during which all insurance claims from this incident are received so
that Sn þ Tn is the latest time a claim from the nth accident is received.
A process of interest is
MðtÞ ¼
X1
n¼1
1½SnptoSnþTn; t40, (1.1)
the number of active downloads at time t or the number of active claims at time t. If fSkg are
the points of a homogeneous Poisson process with intensity l, the point process K ¼P1
k¼1 ðSk ;TkÞ is a Poisson random measure with state space ½0;1Þ2 and mean
measure lLEB G; see [25, Proposition 4.4.1, p. 317]. Hence [25, Proposition 4.3.1]
MðtÞ ¼ Kðfðx; yÞ : 0pxptoxþ ygÞ is a Poisson random variable and asymptotic analysis
is relatively easy. It is the aim of this paper to deal with the case when the renewal process
fSkg is not a Poisson process. This creates many interesting problems many of which we
have solved. We build a general theory about M which parallels and supplements the one
for M Poisson.
In particular, we will consider the asymptotic behavior of MðtÞ and obtain some novel
approximations. We also seek to understand the behavior of the cumulative process
AðtÞ ¼
Z t
0
MðuÞdu; tX0, (1.2)
which in the data networks interpretation corresponds to cumulative work inputted
provided each transmission initiated at renewal epochs proceeds at unit rate. In particular,
we consider the very heavy-tailed cases when
F¯ ðxÞ ¼ 1 F ðxÞxaLF ðxÞ; G¯ðxÞ ¼ 1 GðxÞxbLGðxÞ; x!1,
and 0pa; bp1 and some slowly varying functions LF , LG. Concerning the relationship of
F and G, we assume one of the following:(1) Comparable tails: b ¼ a and F¯ ðxÞc G¯ðxÞ; c40, as x!1 so that the distribution tails
of X 1 and T1 are essentially the same. To avoid having to keep writing annoying
constants, we assume c ¼ 1.(2) G heavier-tailed:
(a) 0oboao1 or, if b ¼ a, then F¯ ðxÞ=G¯ðxÞ ! 0 as x!1 so that the distribution tail
of X 1 is lighter than the distribution tail of T1.
(b) 0 ¼ boao1 so that the distribution tail of T1 is slowly varying and thus again
heavier than that of X 1.
(3) F heavier-tailed: b4a so that the distribution tail of X 1 is heavier than the distribution
tail of T1.The process M has attracted attention in the data network literature since, under the
assumption of unit input rate, it corresponds to traffic per unit time which, in several data
measurement studies, has been empirically identiﬁed as self-similar or possessing long
range dependence; see [7,10,17,21]. Some standard attempts to provide model based
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model in which fSng are homogeneous Poisson points and fTng are iid with G¯ regularly
varying with index b41. This leads to M possessing long range dependence in the sense of
covariances slowly decreasing with lag. See for example, the standard argument in [26,21].
However, the Poisson based model often does not ﬁt collected data well [12] and ﬁle sizes
are sometimes modeled with heavier tails than b41 [1,27], and it is of interest to consider
behavior of models with different assumptions. The present study emphasizes the inﬁnite
mean case which describes the situation where control protocols are absent.
In [27], queuing is allowed in the sense that inputs are processed by a server and the
contents process is studied under the assumption that bo1. We have not attempted to
model the processing of offered load in this paper. Some of our composition arguments
used later have the ﬂavor of ones employed by Meerschaert and Schefﬂer [19] and Becker-
Kern et al. [3]. However, ours are applied to random measures instead of ca`dla`g functions
as in the latter reference. We ﬁnally mention that the methods and techniques of this paper
are related to work on Poisson shot noise processes with inﬁnite variance stable limits (see
[16] and the references therein) and to renewal reward processes with inﬁnite variance
stable limits; see [22]. The novel approach of this paper is to avoid the Poisson assumption
on the renewal process which leads to a variety of rather interesting technical difﬁculties
which we could resolve in some cases.
This paper is organized as follows. In Section 1.1 we give some of the notation used
throughout the paper. We continue in Section 1.2 with a mean value analysis of MðtÞ from
which we gain preliminary information about the rate of growth of this process as t!1
under different distributional assumption on F and G. In Section 1.3 we study the
distributional limits of the renewal counting function of the points fSng and of its inverse
function. In Section 2 we study the case of very heavy-tailed F and G when a;bo1. In
Section 2.1 we start by studying the asymptotic behavior of MðtÞ as t!1 in Case (1) of
comparable tails. It turns out that MðtÞ converges in distribution to a random
variable which is conditionally Poisson distributed. Section 2.2 is devoted to Case (2) of
heavier-tailed G. In this case ½F¯ ðtÞ=G¯ðtÞMðtÞ converges in distribution to some random
variable. In Section 3 we study the case of ‘‘lighter-tailed’’ F in the sense that a ¼ 1 or
EX 1o1. In Section 3.1 we study the case when EX 1o1 and b 2 ð0; 1Þ. In this case,
½t G¯ðtÞ1MðtÞ converges in probability to a deterministic limit. A similar result holds when
a ¼ 1 and EX 1 ¼ 1; see Section 3.2. When both T1 and X 1 have ﬁnite mean it is natural to
work with a stationary version of M; see Section 3.3. Section 4 deals with the asymptotic
behavior of the cumulative work process A. We understand its limit behavior when
EX 1o1 and b 2 ð1; 2Þ (inﬁnite variance stable limits; see Section 4.1), when both T1 and
X 1 have ﬁnite variance (Brownian motion limits; see Section 4.2) and when 0oa;bo1 (the
limit is an integral with respect to the inverse of an inﬁnite variance stable subordinator;
see Section 4.3). We conclude in Section 5 with some unresolved problems.
We present in Table 1 a summary of some of the limiting behavior of MðtÞ.
1.1. Basic notation
In this section we introduce some of the basic notation used throughout the paper.
mX ¼ EX 1; mT ¼ ET1; s2X ¼ VarðX 1Þ; s2T ¼ VarðT1Þ; E ¼ ½0;1Þ  ð0;1,
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Table 1
Limiting behavior of MðtÞ as t!1
Conditions Limit behavior of MðtÞ as t!1
0oao1 MðtÞ ) random limit
F¯G¯
0pboao1 F¯ðtÞ
G¯ðtÞMðtÞ ) random limit
or 0oa ¼ bo1 and F¯ ¼ oðG¯Þ
0obo1 MðtÞ
tG¯ðtÞ ) constant
EðX 1Þo1 MðtÞ random centeringﬃﬃﬃﬃﬃﬃﬃ
tG¯ðtÞ
p ) Gaussian rv
0obpa ¼ 1 MðtÞ
tG¯ðtÞmðtÞ ) constant
EðX 1Þ ¼ 1 mðtÞ ¼ truncated 1st moment
EðX 1Þo1 Stationary version of MðÞ exists
EðT1Þo1
T. Mikosch, S. Resnick / Stochastic Processes and their Applications 116 (2006) 131–155134CþK ðSÞ the space of continuous functions on S with compact support, equipped
with the uniform topologyD½0;1Þ the Skorokhod space of real-valued ca`dla`g functions on ½0;1Þ equipped
with the J1-topologyDð½0;1;R2ÞÞ the Skorokhod space of R2-valued ca`dla`g functions on ½0;1Þ equipped
with the J1-topologyD"½0;1Þ subspace of D½0;1Þ containing the non-decreasing functions f such that
f ð0Þ ¼ 0 and f ð1Þ ¼ limx!1 f ðxÞ ¼ 1x point mass at x
f the right-continuous inverse of a monotone function f
f ðxÞ ¼ inffy : f ðyÞ4xg
LEB Lebesgue measure
MþðSÞ the space of non-negative Radon measures on S
MpðEÞ the space of Radon point measures on E
ng a measure on ð0;1 given by ngðx;1 ¼ xg; g40; x40.
PRMðmÞ Poisson random measure on E with mean measure m
) convergence in distribution
For information on the space D½0;1Þ we refer to [5,23,31]. For information on point
processes, random measures and vague convergence, see [14,24]. There one can also ﬁnd
information about the spaces Mþ, Mp.
1.2. Mean value analysis when a; bo1
The mean value asymptotic behavior of MðtÞ can be obtained essentially from
Karamata’s Tauberian theorem. Let
UðxÞ ¼
X1
n¼0
FnðxÞ; x40,
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Feller [9, p. 471],
UðxÞðGð1 aÞGð1þ aÞF¯ ðxÞÞ1cðaÞxa=LF ðxÞ; x!1. (1.3)
Therefore it follows that, as t!1,
EMðtÞ ¼
Z t
0
UðdxÞG¯ðt xÞ ¼
Z 1
0
G¯ðtð1 sÞÞ
G¯ðtÞ
UðtdsÞ
UðtÞ ðG¯ðtÞUðtÞÞ
cðaÞ
Z 1
0
ð1 sÞbasa1 ds G¯ðtÞ
F¯ ðtÞ ¼ c
0ðaÞ G¯ðtÞ
F¯ ðtÞ . ð1:4Þ
Thus, in Case (1) of comparable tails, EMðtÞ converges to a constant while in Case (2),
where G is heavier-tailed, EMðtÞ ! 1. In Case (3), EMðtÞ ! 0 and hence MðtÞ!L1 0, so
Case (3) may be of lesser interest. It corresponds to the case where renewals are so sparse
relative to event durations that at any time there is not likely to be an event in progress. We
will not consider this case.
1.3. Behavior of the renewal counting function when 0oao1
Deﬁne for xX0,
NðxÞ ¼
X1
n¼0
1½Snpx ¼ inffn : Sn4xg.
Note that NðxÞ ¼ S ðxÞ, where S ¼ fS½t; tX0g. Next, let
P
k ðtk ;jkÞ be PRMðLEB naÞ on
E. The process
X aðtÞ ¼
X
tkpt
jk; tX0,
is a-stable Le´vy motion with Le´vy measure na; see [28]. Finally, deﬁne the quantile
function of F:
bðtÞð1=F¯ Þ ðtÞ; t!1.
When a40, we can always choose b as continuous and strictly increasing function; see for
example [30,6].
A standard result is that the renewal epochs are asymptotically stable. In fact, if
X ðsÞðtÞ ¼ S½st
bðsÞ ; tX0,
then in D½0;1Þ we have as s!1, (see, for example [23])
X ðsÞ ) X a. (1.5)
Furthermore, the inverse processes also converge in D½0;1Þ:
ðX ðsÞÞ ) X a .
Unpacking this last result, we get
NðbðsÞÞ
s
) X a ðÞ (1.6)
ARTICLE IN PRESS
T. Mikosch, S. Resnick / Stochastic Processes and their Applications 116 (2006) 131–155136in D½0;1Þ or, equivalently, F¯ ðsÞNðsÞ ) X a ðÞ or, equivalently,
1
s
X1
n¼0
Sn
bðsÞ
) X a ,
in Mþ½0;1Þ, where we have used X a to indicate both the monotone function and the
measure. The inverse X a of the stable subordinator X a, a 2 ð0; 1Þ, is a well-studied process
in the Le´vy process literature; see, for example, [4, Section III.2] or [29, Chapter 9].
2. Activity rates when a;bo1
2.1. Case 1: comparable tails
Consider Case (1), where the tails of F and G are asymptotically equivalent. We begin
with a result which describes the behavior of the counting function of the points
fðSk; TkÞ; kX0g.
Deﬁne the mapping T : D"½0;1Þ MþðEÞ 7!MþðEÞ by
Tðx; mÞ ¼ ~m, (2.1)
where ~m is deﬁned by
~mðf Þ ¼
ZZ
f ðxðuÞ; vÞmðdu;dvÞ; f 2 CþK ðEÞ.
This means that T replaces the usual time scale of m by one determined by the function x.
If m is a point measure with representation m ¼Pk ðtk ;ykÞ, then
Tðx; mÞ ¼
X
k
ðxðtkÞ;ykÞ.
Theorem 2.1. Suppose Case (1) assumptions hold with F¯ ðxÞG¯ðxÞ; as x!1; 0oao1, and
let N1 ¼
P
k ðtk ;jkÞ be PRMðLEB naÞ. Then in MpðEÞ we have as s!1,
Ns ¼
X1
k¼0
ðSk
bðsÞ;
Tk
bðsÞÞ
) N1 ¼ TðX a; N1Þ ¼
X
k
ðX aðtkÞ;jkÞ: ð2:2Þ
Remark 2.2. The distribution of N1 can be speciﬁed by giving its Laplace functional. For
f : E 7!½0;1Þ, we have
EðeN1ðf ÞÞ ¼ E exp 
ZZ
E
ð1 ef ðX aðsÞ;yÞÞdsnaðdyÞ
  
.
Proof. Begin with the statement [23,24] that in MpðEÞ we have as s!1,X1
k¼0
ðk
s
;
Tk
bðsÞÞ
) N1.
Since fSkg is independent of fTkg, we then get the joint convergence in D½0;1Þ MpðEÞ,
using (1.5),
S½s
bðsÞ ;
X1
k¼0
ðk
s
;
Tk
bðsÞÞ
 !
) ðX a; N1Þ.
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Fig. 1. A path of the process M for a ¼ b ¼ 0:9 (left) and a ¼ b ¼ 0:6 (right).
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T
S½s
bðsÞ ;
X1
k¼0
ðks;
Tk
bðsÞÞ
 !
¼
X1
k¼0
ðS½sk=s
bðsÞ ;
Tk
bðsÞÞ
¼
X1
k¼0
ðSk
bðsÞ;
Tk
bðsÞÞ
) TðX a; N1Þ: &
From this result, we get the desired result about M, the number of active sources or
events, see Fig. 1.
Corollary 2.3. The finite-dimensional distributions of the counting function MðtÞ defined in
(1.1) satisfy as s!1,
MðstÞ ¼
X1
k¼0
1 Sk
s
ptoSkþTk
s
  )M1ðtÞ ¼X
k
1 X aðtkÞptoX aðtkÞþjk½ .
Conditionally on X a , the limit M1ðtÞ is Poisson with mean LðtÞ ¼
R t
0ðt uÞa dX a ðuÞ and
hence the generating function of M1ðtÞ is
EðtM1ðtÞÞ ¼ E expfðt 1ÞLðtÞg; t 2 ð0; 1Þ.
Proof. Fix t40. An important point to note is that LðtÞo1 a.s. To prove this claim we
ﬁrst note that
EX a ðuÞ ¼ uaEðXaa ð1ÞÞ ¼ daua.
This results from the self-similar scaling of the Le´vy process X a:
EX a ðuÞ ¼
Z 1
0
P½X a ðuÞ4xdx ¼
Z 1
0
P½u4X aðxÞdx
¼
Z 1
0
P½u4x1=aX að1Þdx ¼ uaEðXaa ð1ÞÞ ¼ da ua.
The quantity da is ﬁnite; see [32].
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0ouo1, and observing that f ð0Þ ¼ 1, we haveZ 1
0
f ðuÞdX a ðuÞ  X a ð1Þ ¼
Z 1
0
ðf ðuÞ  f ð0ÞÞdX a ðuÞ ¼
Z 1
0
Z u
0
f 0ðsÞdsdX a ðuÞ
¼
Z 1
0
Z 1
s
dX a ðuÞ
 
að1 sÞa1 ds
¼ a
Z 1
0
ðX a ð1Þ  X a ðsÞÞð1 sÞa1 ds.
Taking expectations, we have
E
Z 1
0
f ðuÞdX a ðuÞ
 
¼ ada
Z 1
0
ð1 saÞð1 sÞa1 ds.
Now, apart from constants, the second term is
R 1
0 ð1 ð1 sÞaÞÞsa1 ds: The problem for
integrability is near 0. But as s # 0, the integrand is asymptotic asa which, for 0oao1,
is integrable. This veriﬁes Lð1Þo1 a.s.
Next we prove MðbðsÞtÞ )M1ðtÞ for ﬁxed t40. As before we choose t ¼ 1 in order to
demonstrate the method. For positive , let
B ¼ fðu; vÞ : up1ouþ v; v4g,
which is relatively compact in E. By virtue of Theorem 2.1, Ns ðBÞ ) N1ðBÞ: Also, by
monotone convergence and using Lð1Þo1, with probability 1,
N1ðBÞ " N1ðB0Þ ¼M1ð1Þo1.
From the Converging Together Theorem [5, Theorem 4.2, p. 25], it sufﬁces to show, for
any d40, that
lim
!0
lim sup
s!1
P½jNs ðBÞ Ns ðB0Þj4d ¼ 0. (2.3)
Observe that
Ns ðB0Þ Ns ðBÞ ¼
X
k
1½SkpbðsÞoSkþTk ;TkpbðsÞ.
By Chebyshev’s inequality, it sufﬁces to show that the expectation of this last quantity has
a double limit which is zero. We haveX
k
P½SkpbðsÞoSk þ Tk; TkpbðsÞ
¼
Z 1
1
X
k
F kðbðsÞdxÞP½1 xoTk=bðsÞp
¼
Z 1
1
UðbðsÞdxÞ½G¯ðbðsÞ ð1 xÞÞ  G¯ðbðsÞÞ
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Z 1
1
G¯ðbðsÞð1 xÞÞ  G¯ðbðsÞ Þ
G¯ðbðsÞÞ
UðbðsÞdxÞ
UðbðsÞÞ UðbðsÞÞG¯ðbðsÞÞ
! cðaÞ
Z 1
1
½ð1 xÞa  adxa as s!1
! 0 as  # 0.
Thus we proved MðbðsÞtÞ )M1ðtÞ for ﬁxed t40. The convergence of the ﬁnite-
dimensional distributions follows analogously by an application of Theorem 2.1. Since b
can be chosen continuous and strictly increasing, we may rephrase the latter limit relation
as MðstÞ )M1ðtÞ. &
Remark 2.4. The above proof rests on a continuous mapping argument applied to the
weak convergence relation (2.2). A similar argument ensures the joint convergence
ðF¯ ðsÞNðsÞ; MðsÞÞ ) ðX a ð1Þ; M1ð1ÞÞ.
In particular,
MðsÞ
NðsÞ ¼
d
F¯ ðsÞ M1ð1Þ
X a ð1Þ
ð1þ oPð1ÞÞ.
Thus MðsÞ=NðsÞ is essentially of the order F¯ ðsÞG¯ðsÞ. Compare this with the case when G¯ is
heavier-tailed than F¯ (Remark 2.8). Then MðsÞ=NðsÞG¯ðsÞ.
2.2. Case 2: G is heavier-tailed
In this section we assume Case (2) conditions 0pbpao1 and if 0oa ¼ b, then
F¯ ðtÞ=G¯ðtÞ ! 0, as t!1. Recall the deﬁnition of the measure ng given by ngðx;1 ¼ xg,
for x40, some g40. For g ¼ 0, we interpret this as n0 ¼ 1, i.e., the unit mass at 1.
As in the previous section we ﬁrst prove a limit result for the point process generated by
the scaled points ðbðsÞÞ1ðSk; TkÞ. Later we use this result in order to derive a distributional
limit for MðsÞ as s!1.
Theorem 2.5. Assume Case (2) conditions. Then in MþðEÞ we have
F¯ ðbðsÞÞ
G¯ðbðsÞÞ
X1
k¼0
ðSk
bðsÞ;
Tk
bðsÞÞ
) TðX a;LEB nbÞ, (2.4)
where T was defined in (2.1).
Remark 2.6. Note that the normalization in (2.4) for both Sk and Tk is by the quantile
function bðsÞ ¼ ð1=F¯ Þ ðsÞ for the lighter-tailed distribution. Since this is inappropriate for
Tk, it should not be too surprising that the pre-multiplication by the ratio of the tails
(which goes to 0) is necessary.
Proof. Begin by observing that
sF¯ ðbðsÞÞ
G¯ðbðsÞÞ G¯ðbðsÞÞ!
v
nb,
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from [24, Example 3.5.7], see also a proof in [23], we get
F¯ ðbðsÞÞ
G¯ðbðsÞÞ
X½s
k¼0
Tk
bðsÞ
) nb.
This may be extended as in the proof of [24, Proposition 3.21], to show in MþðEÞ,
F¯ ðbðsÞÞ
G¯ðbðsÞ
X1
k¼0
ðk
s
;
Tk
bðsÞÞ
) LEB nb.
From independence we get the joint convergence in D½0;1Þ MþðEÞ,
S½s
bðsÞ ;
F¯ ðbðsÞÞ
G¯ðbðsÞÞ
X1
k¼0
ðk
s
;
Tk
bðsÞÞ
 !
) ðX a;LEB nbÞ.
Now apply the a.s. continuous map T (see (2.1)) to get (2.4). &
From this result, we get the desired result about M, the number of active sources or
events, see Fig. 2.
Corollary 2.7. The finite-dimensional distributions of the counting function M defined in (1.1)
satisfy as s!1,
F¯ ðsÞ
G¯ðsÞ MðstÞ )
Z t
0
ðt uÞb dX a ðuÞ. (2.5)
For any fixed t,Z t
0
ðt uÞb dX a ðuÞ ¼
d
tb a
Z 1
0
ð1 uÞb dX a ðuÞ.
Remark 2.8. In particular, for 0 ¼ boao1, we get
F¯ ðsÞ
G¯ðsÞ MðstÞ ) X
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Fig. 2. A path of the process M for a ¼ 0:9, b ¼ 0:2 (left) and a ¼ 0:9, b ¼ 0:4 (right).
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MðsÞ
NðsÞ G¯ðsÞ!
P
0.
Proof. We again consider the case of a ﬁxed t40; the convergence of the ﬁnite-
dimensional distributions is analogous. We evaluate the convergence in (2.4) on the set
fðu; vÞ : 0puptouþ vg. After a truncation and the Slutsky argument outlined in (2.3)
[5, Theorem 4.2, p. 25], we get
F¯ ðbðsÞÞ
G¯ðbðsÞÞ MðbðsÞtÞ ) TðX a; LEB nbÞðf Þ, (2.6)
where T is the mapping deﬁned in (2.1) and f ðu; vÞ ¼ 1½uptouþv. Evaluating the right side,
we ﬁnd
TðX a;LEB nbÞðf Þ ¼
ZZ
f ðX aðvÞ; xÞdvdnbðxÞ ¼
Z X a ðtÞ
0
ðt X aðvÞÞb dv
¼
Z t
0
ðt vÞb dX a ðvÞ,
which is the convolution of the measure nb and the non-decreasing function X a . The
integral also equals
tb
Z 1
0
ð1 vÞb dX a ðtvÞ ¼
d
tba
Z 1
0
ð1 vÞb dX a ðvÞ.
Since b can be chosen continuous and strictly increasing, the MðbðsÞtÞ in (2.6) may be
replaced by MðstÞ. This concludes the proof. &
3. Activity rates when a ¼ 1 or mXo1
In this section we collect some results about the activity rates when either mX is ﬁnite or
mX ¼ 1 and F¯ is regularly varying with index 1.3.1. The case when F has finite mean and 0obo1
For mean value analysis of MðtÞ, we have from (1.4),
EMðtÞ ¼
Z t
0
G¯ðt xÞUðdxÞ ¼
Z 1
0
G¯ðtð1 xÞÞUðtdxÞ.
Hence
EMðsÞ
sG¯ðsÞ !
Z 1
0
ð1 xÞbm1X dx ¼ m1X ð1 bÞ1.
This suggests what the correct normalization for MðtÞ should be.
ARTICLE IN PRESS
T. Mikosch, S. Resnick / Stochastic Processes and their Applications 116 (2006) 131–155142Proposition 3.1. Under the assumptions 0omXo1 and b 2 ð0; 1Þ, the finite-dimensional
distributions of M satisfy
1
sG¯ðsÞMðstÞ ) m
1
X ð1 bÞ1t1b; s!1.
For a visualization, see Fig. 3.
Proof. Since b 2 ð0; 1Þ, we have sG¯ðsÞ ! 1 as s!1. Therefore as s!1
sðsG¯ðsÞÞ1 GðsÞ!v nb (3.1)
in ð0;1. This is equivalent to (see [24, Example 3.5.7], see also proof in [23])
1
sG¯ðsÞ
X1
k¼0
Tk
s
) nb,
in Mþ½0;1Þ, and this can be extended to
1
sG¯ðsÞ
X1
k¼0
ðk
s
;
Tk
s
Þ ) LEB nb, (3.2)
in MþðEÞ. The law of large numbers for fSkg together with (3.2) yields as s!1,
S½s
s
;
1
sG¯ðsÞ
X1
k¼0
ðk
s
;
Tk
s
Þ
 !
) ðmX ;LEB nbÞ.
Therefore, as in earlier sections, for any ﬁxed t, as s!1,
MðstÞ
sG¯ðsÞ ) TðmX ;LEB nbÞðf Þ,
where f ðu; vÞ ¼ 1½uptouþv. Evaluating the right side, one obtainsZZ
1½mX vptomX vþx dv nbðdxÞ ¼
Z t=mX
v
ðt mX vÞb dv ¼ m1X ð1 bÞ1 t1b.0 500 1000 1500
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Fig. 3. A path of the process M for a ¼ 2, b ¼ 0:2 (left) and a ¼ 20, b ¼ 0:5 (right).
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distributions in D½0;1Þ. &
This result generalizes equation (2.7) in [27]. Since the limit is deterministic, Proposition
3.1 should be regarded as the ﬁrst order behavior of M and suggests there may be second
order behavior involving a Gaussian limit as in [27, Theorem 1, p. 760]. We have the
following result.
Proposition 3.2. Suppose that 0pbo1 and mXo1, and define for s40
W sðtÞ :¼
MðstÞ PNðstÞk¼1 G¯ðst SkÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
sG¯ðsÞ
p ; tX0.
Then as s!1, the finite-dimensional distributions of W sðÞ converge to those of
W1ðÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
mX ð1 bÞ
p ,
where W1ðÞ, is a mean-zero Gaussian process with covariance function
Cðt1; t2Þ :¼t1b2  ðt2  t1Þ1b; 0pt1pt2.
Remark 3.3. The limiting process is self-similar with index 1 b. Except for the case
b ¼ 0, W1 does not have stationary increments and then it is Brownian motion.
It would be desirable to replace the random centering
PNðstÞ
k¼1 G¯ðst SkÞ by
R st
0 G¯ðst
uÞ dumX but it is not clear, this is in general possible since NðsÞ  s=mX is of order
ﬃﬃ
s
p
whileﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
sG¯ðsÞ
p
is of order sð1bÞ=2 and ð1 bÞ=2o1
2
.
In the case when Sk are the points of a homogeneous Poisson process the hypothesis of
replacing the random centering by the expectation EMðsÞ can be made to work by
following the lines of the proof in [15]. In this case, the convergence can be strengthened to
a functional CLT (in ðD½0;1Þ; J1Þ) with the limiting process described above. However,
there the Poisson property was an essential ingredient in the proof.
Proof. We begin by showing one-dimensional convergence and then give the covariance
calculation.
Deﬁne S ¼ sðSk; kX1Þ, for the s-ﬁeld generated by the renewal times. Conditionally
on S, MðsÞ is a sum of independent, non-identically distributed Bernoulli random
variables
MðsÞ ¼
XNðsÞ
k¼1
1½Tk4sSk .
ThusPNðsÞ
k¼1 1½Tk4sSk  
PNðsÞ
k¼1 G¯ðs SkÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Var
PNðsÞ
k¼1 1½Tk4sSk  jS
 	r ) Nð0; 1Þ,
ARTICLE IN PRESS
T. Mikosch, S. Resnick / Stochastic Processes and their Applications 116 (2006) 131–155144provided the denominator converges to 1 as s!1. To see this note that
Var
XNðsÞ
k¼1
1½Tk4sSk  jS
 !
¼
XNðsÞ
k¼1
G¯ðs SkÞGðt SkÞ
¼
Z s
0
G¯ðs uÞGðs uÞNðduÞ
¼
Z 1
0
G¯ðsð1 uÞÞGðsð1 uÞÞNðsduÞ.
Now almost surely, as s!1,
S½s=s! mX ðÞ,
locally uniformly, and therefore also
NðsÞ=s! 1
mX
ðÞ,
locally uniformly. Thus it follows that
Var
PNðsÞ
k¼1 1½Tk4sSk  jS
 	
sG¯ðsÞ ¼
Z 1
0
G¯ðsð1 uÞÞ
G¯ðsÞ Gðsð1 uÞÞ
NðsduÞ
s
!
Z 1
0
ð1 uÞb du
mX
¼ 1
mX ð1 bÞ
,
if 0pbo1: Note in this case, that sG¯ðsÞ ! 1.
Thus we conclude that
P½W sð1ÞpxjS ! P½W1ð1Þ=
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
mX ð1 bÞ
p
px,
and taking expectations, we get the same result unconditionally.
For the covariance calculation we again proceed conditionally onS. Suppose 0pt1pt2.
Then
CovðW sðt1Þ; W sðt2Þ jSÞ ¼ 1
sG¯ðsÞ
XNðst1Þ
k¼1
Covð1½Tk4st1Sk ; 1½Tk4st2Sk  jSÞ
(since the sums for W sðt2Þ involving terms with Nðst1ÞokpNðst2Þ are conditionally
independent of terms appearing for W sðt1Þ)
¼ 1
sG¯ðsÞ
XNðst1Þ
k¼1
ðG¯ðst2  SkÞ  G¯ðst1  SkÞG¯ðst2  SkÞÞ
¼
Z t1
0
G¯ðsðt2  uÞÞ
G¯ðsÞ
NðsduÞ
s

Z t1
0
G¯ðsðt1  uÞÞ
G¯ðsÞ G¯ðsðt2  uÞÞ
NðsduÞ
s
!
Z t1
0
ðt2  uÞb
du
mX
¼ t
1b
2  ðt2  t1Þ1b
mX ð1 bÞ
: &
ARTICLE IN PRESS
T. Mikosch, S. Resnick / Stochastic Processes and their Applications 116 (2006) 131–155 1453.2. The case 0oboa ¼ 1 with EX 1 ¼ 1
Then
R x
0
F¯ ðuÞdu is slowly varying which is necessary and sufﬁcient condition for relative
stability in probability to hold [9, p. 236]; that is
Sn
nmðnÞ !
P
1; n!1,
where
mðnÞ ¼ EðX 11½X 1pbðnÞÞ.
As in (3.1), since sG¯ðsmðsÞÞ ! 1, this leads to
s
1
sG¯ðsmðsÞÞ
 
GðsmðsÞÞ!v nbðÞ
and therefore we have as s!1,
S½s
smðsÞ ;
1
G¯ðsmðsÞÞ
X
k
ðk
s
;
Tk
s mðsÞÞ
 !
) ð;LEB nbÞ.
Applying composition yields
1
G¯ðsmðsÞÞ
X
k
ð Sk
smðsÞ;
Tk
s mðsÞÞ
) Tð;LEB nbÞ.
Finally, we get for t40,
MðsmðsÞ tÞ
sG¯ðsmðsÞÞ )
t1b
1 b .
Since the limit is deterministic the convergence of the ﬁnite-dimensional distributions is
immediate. This implies the following result which is analogous to Proposition 3.1.
Proposition 3.4. Under the assumptions mX ¼ 1 and 0oboa ¼ 1, the finite-dimensional
distributions of M satisfy
MðstÞ
sG¯ðsÞ=mðsÞ )
t1b
1 b ; s!1.
3.3. The case when F and G have finite mean
In this case it is well known that one can construct a stationary version of the process M;
see [2] and Fig. 4 for a visualization.
4. The cumulative work process
In the Introduction we mentioned that the workload process AðtÞ is of major interest in
the network context. The following decomposition of AðtÞ will be useful
AðtÞ ¼
Z t
0
MðsÞds ¼
XNðtÞ
i¼1
minðTi; t SiÞ
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Fig. 4. A path of the process M for a ¼ 20, b ¼ 2.
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XNðtÞ
i¼1
Ti1½SiþTipt þ
XNðtÞ
i¼1
ðt SiÞ 1½SiþTi4t
¼ I1 þ I2 ð4:1Þ
¼
XNðtÞ
i¼1
Ti 
XNðtÞ
i¼1
Ti1½SiþTi4t þ
XNðtÞ
i¼1
ðt SiÞ 1½SiþTi4t
¼ I11  I12 þ I2. ð4:2Þ
4.1. The case mXo1, b 2 ð1; 2Þ
Deﬁne the quantile function of G:
sðtÞð1=G¯Þ ðtÞ; t!1.
We always choose sðtÞ continuous and strictly increasing.
Theorem 4.1. Assume b 2 ð1; 2Þ. Moreover, assume that the renewal process N is non-
arithmetic and that either F¯ is regularly varying with index a 2 ½2;1Þ or s2Xo1.(1) Suppose F¯ is regularly varying and either
(a) a4b or
(b) a ¼ b and F¯ ðxÞ ¼ oðG¯ðxÞÞ or
(c) s2Xo1.Set
AsðuÞ ¼ sðsÞ1ðAðsuÞ  sumT=mX Þ; uX0.
Then as s!1,
AsðÞ ) m1=bX XbðÞ, (4.3)
where X b is a b-stable spectrally positive Le´vy motion on ½0;1Þ.
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Le´vy motion with skewness parameter (4.6).(3) If F¯ is regularly varying and aob or a ¼ b and G¯ðxÞ ¼ oðF¯ ðxÞÞ, then, as s!1,
ðbðsÞÞ1½AðsÞ  sðÞmT=mX  ) m1=aX X aðÞ,
where X a is spectrally negative a-stable Le´vy motion.Here ) refers to convergence of the ﬁnite-dimensional distributions; it cannot be
strengthened to weak convergence in the Skorokhod space ðD½0;1Þ; J1Þ since A has
continuous sample paths and the limiting process has jumps.
Proof. We have for g 2 ð0; 1Þ
ðsðtÞÞ1EI2 ¼ ðsðtÞÞ1
Z t
0
ðt xÞG¯ðt xÞUðdxÞ
pðsðtÞÞg
Z t
0
ðt xÞG¯ðt xÞðsðt xÞÞ1þgUðdxÞ
m1X ðsðtÞÞg
Z 1
0
xG¯ðxÞðsðxÞÞ1þg dx.
The right hand integral is ﬁnite for small g. We conclude that EI2 ¼ oðsðtÞÞ.
We have
EI12 ¼
Z t
0
E½T11½T14txUðdxÞ.
By Karamata’s Theorem (see [6]),
E½T11½T14tðb 1Þ1tP½T14t.
Mohan [20] proved for a non-arithmetic renewal process N that UðtÞ  m1X t ¼ eUðtÞ is
regularly varying with index 2 a if F¯ is regularly varying with index a, a 2 ð1; 2, andeUðtÞ ! c for some positive c if s2Xo1 (cf. [25, p. 243]).
Hence, for F¯ regularly varying with index a 2 ð2;1Þ,
EI12 ¼ m1X
Z t
0
E½T11½T14xdxþ
Z 1
0
E½T11½T14tð1xÞ
E½T11½T14t
eUðtdxÞeUðtÞ ð eUðtÞE½T11½T14tÞ
cðbÞt2P½T14t þ cða; bÞ
Z 1
0
ð1 xÞ1bx1a dxð eUðtÞtP½T14tÞ
¼ oðsðtÞÞ.
Now consider the case when s2Xo1 or s2X ¼ 1 and F¯ is regularly varying with index 2.
Then, as above,
EI12cðbÞt2P½T14t þ
Z t
0
E½T11½T14tx eUðdxÞ.
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0
E½T11½T14tx eUðdxÞ ¼ E½T11½T140 eUðtÞ  E½T11½T14t eUð0Þ

Z t
0
eUðxÞdE½T11½T14tx
¼ E½T11½T140 eUðtÞ  Z t
0
eUðxÞP½T14t xdx.
Since eU is slowly varying and mTo1 it also follows in this case that EI12 ¼ oðsðtÞÞ.
Note that
I11 
mT
mX
t ¼
XNðtÞ
i¼1
ðTi  mT Þ þ mT ðNðtÞ  t=mX Þ
¼
XNðtÞ
i¼1
ðTi  mT Þ þ mT NðtÞ 
SNðtÞ
mX
 
þOðX NðtÞþ1Þ
¼
XNðtÞ
i¼1
Ti 
mT
mX
X i
 
þOðX NðtÞþ1Þ.
From the above decomposition we conclude that
ðsðtÞÞ1½AðtÞ  t  mT=mX  ¼ ðsðtÞÞ1
XNðtÞ
i¼1
Ti 
mT
mX
X i
 
þ oPð1Þ,
which holds for the ﬁnite-dimensional distributions.
Since G¯ is regularly varying we have
P½Ti 
mT
mX
X i4xG¯ðxÞ, (4.4)
(cf. [23, Lemma 4.2]). If F¯ is regularly varying with positive index we also have
P Ti 
mT
mX
X ip x

 
F¯ ðmX x=mT ÞðmT=mX Þa F¯ ðxÞ.
If s2Xo1
P Ti  mTmX
X ip x

 
pP  mT
mX
X ip x

 
¼ oðG¯ðxÞÞ. (4.5)
Regular variation of G¯ and conditions (4.4) and (4.5) imply that in ðD½0;1Þ; J1Þ (see [11,
Chapter IX.6])
ðsðtÞÞ1
X½t
i¼1
Ti  mTmX
X i
 
¼ ðsðtÞÞ1
X½t
i¼1
ðTi  mT Þ þ ðsðtÞÞ1
X½t
i¼1
mT 
mT
mX
X i
 
¼ ðsðtÞÞ1
X½t
i¼1
ðTi  mT Þ þ oPð1Þ
) XbðÞ,
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a4b or a ¼ b and F¯ ðxÞ ¼ oðG¯ðxÞÞ. Hence the same result applies.
If a ¼ b and F¯ ðxÞcG¯ðxÞ, the corresponding limit theory yields that
ðsðtÞÞ1
X½t
i¼1
Ti 
mT
mX
X i
 
) X b,
where X b is a b-stable Le´vy motion with skewness parameter
1 2ð1þ c1ðmX =mT ÞaÞ1 2 ½1; 1. (4.6)
If aob or if a ¼ b and G¯ðxÞ ¼ oðF¯ ðxÞÞ, then
ðbðtÞÞ1
X½t
i¼1
Ti 
mT
mX
X i
 
) X a
for a spectrally negative a-stable Le´vy motion.
Therefore
NðtÞ
t
; ðbðtÞÞ1
X½t
i¼1
ðTi  mT Þ
 !
) ðm1X ; X aÞ
in Dð½0;1Þ;R2Þ. By a continuous mapping argument we conclude that
ðbðtÞÞ1 AðtÞ  mT
mX
 t
 
) m1=aX X aðÞ,
where ) refers to the convergence of the ﬁnite-dimensional distributions.
The cases when Xb appears in the limit is completely analogous and therefore
omitted. &
4.2. The case when X 1 and T1 have finite variance
Under the assumptions s2To1 and s2Xo1, the Key Renewal Theorem yields
EI2 ¼
Z t
0
ðt xÞG¯ðt xÞUðdxÞ ! m1X
Z 1
0
x G¯ðxÞdxo1,
EI12 ¼
Z t
0
E½T11½T14txUðdxÞ ! m1X
Z 1
0
E½T11½T14xdxo1.
On the other hand, similar arguments as in Section 4.1 show that
t1=2 I11 
mT
mX
t
 
¼ t1=2
XNðtÞ
i¼1
Ti 
mT
mX
X i
 
þ oPð1Þ.
Following the ideas of the proof in [8, p. 108], it is now easy to derive the following result:
Proposition 4.2. Assume s2To1 and s2Xo1. Then
t1=2 AðtÞ  mT
mX
t
 
) ð½s2T þ ðmTsX=mX Þ2m1X Þ1=2BðÞ,
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distributions.
4.3. The case 0ob; ao1
Observe that
EI2
G¯ðtÞUðtÞ ¼ t
Z 1
0
ð1 xÞ G¯ðtð1 xÞÞ
G¯ðtÞ
UðtdxÞ
UðtÞ cðaÞt,
EI1
E½T11½T1ptUðtÞ
¼
Z 1
0
E½T11½T1ptð1xÞ
E½T11½T1pt
UðtdxÞ
UðtÞ cða;bÞ.
This means that EI2 and EI1 are of the same order tG¯ðtÞUðtÞt1bþaLðtÞ. The term I11 is of
order ta=b (see Proposition 4.3 below) and hence is either of larger order than EI1 when
a4b, or of smaller order when aob. The analysis of AðtÞ cannot be based just on I11 in
this case; one has to understand the interplay between I1 and I2.
Since N and ðTiÞ are independent,
ðt1NðbðtÞÞ; ðsðtÞÞ1
X½t
i¼1
TiÞ ) ðX a ðÞ; X bðÞÞ (4.7)
in Dð½0;1Þ;R2Þ. Then by a continuous mapping argument
ðsðtÞÞ1
XNðbðtÞÞ
i¼1
Ti ) XbðX a ðÞÞ.
Since bðtÞ and sðtÞ can be chosen as continuous functions, we can change time:
ðsðb ðtÞÞÞ1
XNðtÞ
i¼1
Ti ) XbðX a ðÞÞ,
in D½0;1Þ. Now observe that sðb ðtÞÞsð1=F¯ ðtÞÞ.
Proposition 4.3. Assume 0ob; ao1. Then
ðsð1=F¯ ðtÞÞÞ1
XNðtÞ
i¼1
Ti ) XbðX a ðÞÞ,
where the convergence is in ðD½0;1Þ; J1Þ, X b is b-stable spectrally positive Le´vy motion on
½0;1Þ and X a is the inverse process to the a-stable Le´vy motion defined in Section 1.3, and
both processes are independent.
Despite this result, it turns out that AðtÞ needs a different normalization and we must
proceed by relying on Theorem 2.5.
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F¯ ðsÞ=G¯ðsÞ ! 0; as s!1. Then A satisfies the relation
F¯ ðsÞ
sG¯ðsÞAðstÞ )
Z t
0
ðt uÞ1b
1 b dX
 
a ðuÞ; tX0, (4.8)
in ðD½0;1Þ; J1Þ.
Remark 4.5. The convergence in (4.8) is the result one expects by integrating to the limit in
(2.5). It suggests that Corollary 2.7 may hold in the M1-topology [31] since integration is
continuous in that topology. However, we have not been able to verify this.
Proof. We start by verifying the convergence of the ﬁnite-dimensional distributions and
focus on the case of a ﬁxed t. We again decompose AðtÞ ¼ I1 þ I2 as deﬁned in (4.1). The
idea is to express both I1 and I2 as functions of the random measure in (2.4).
Fix d40. The map
m 7!
ZZ
0pupt;dov
uþvpt
vmðdu; dvÞ;
ZZ
0pupt;dov
uþv4t
ðt uÞmðdu;dvÞ
 !
(4.9)
from MþðEÞ 7!½0;1Þ2 is continuous at measures in
L :¼fm 2MþðEÞ : mðf0g  ½0;1ÞÞ ¼ mðfðu; vÞ : uþ v ¼ t; vXdgÞ
¼ mð½0;1Þ  fdgÞ ¼ mðftg  ½d;1ÞÞ ¼ 0g.
To see this, write, for instanceZZ
0pupt;dov
uþvpt
vmðdu; dvÞ ¼
ZZ
½0;1Þ2
1½0;tðuÞ v 1fupt;dov;uþvptgðu; vÞmðdu;dvÞ
¼
ZZ
f ðu; vÞmðdu;dvÞ,
and proceed as in the proof of the Helly–Bray lemma; see e.g. [18]. An almost identical
argument applies to the continuity of the second integral. Referring to Theorem 2.5, note
that
P½TðX a;LEB nbÞ 2 Lc ¼ 0.
Therefore by continuous mapping, as s!1,
ðI1;dðtÞ; I2;dðtÞÞ
¼ F¯ ðbðsÞÞ
G¯ðbðsÞÞ
XNðbðsÞtÞ
k¼1
Tk
bðsÞ 1½TkbðsÞptSkbðsÞ;TkbðsÞXd;
XNðbðsÞtÞ
k¼1
t Sk
bðsÞ
 
1½Tk
bðsÞ4t
Sk
bðsÞ;
Tk
bðsÞXd
 !
) ðI ð1Þ1;d ðtÞ; I ð1Þ2;d ðtÞÞ
¼
ZZ
upt;vXd
uþvpt
vTðX a; LEB nbÞðdu; dvÞ;
ZZ
upt;vXd
uþv4t
ðt uÞTðX a; LEB nbÞðdu; dvÞ
 !
.
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ðI ð1Þ1;d ðtÞ; I ð1Þ2;d ðtÞÞ )
Z t
0
b
1 b ðt uÞ
1b dX a ðuÞ;
Z t
0
ðt uÞ1b dX a ðuÞ
 
.
Note the sum of the last two terms isZ t
0
1
1 b ðt uÞ
1b dX a ðuÞ,
as claimed in statement (4.8).
So it remains to show for any Z40,
lim
d#0
lim sup
s!1
P½jI j;dðtÞ  I jj4Z ¼ 0; j ¼ 1; 2. (4.10)
For j ¼ 1 the probability is
P
F¯ ðbðsÞÞ
G¯ðbðsÞÞ
XNðbðsÞtÞ
k¼1
Tk
bðsÞ 1½TkbðsÞptSkbðsÞ;TkbðsÞpd4Z
" #
pZ1 F¯ ðbðsÞÞ
G¯ðbðsÞÞ E
XNðbðsÞtÞ
k¼1
Tk
bðsÞ 1½TkbðsÞptSkbðsÞ;TkbðsÞpd
 !
ðChebyshevÞ
¼ Z1 F¯ ðbðsÞÞ
G¯ðbðsÞÞ
Z bðsÞt
0
E
T1
bðsÞ 1½T1pbðsÞtu;T1pbðsÞd
 
UðduÞ
¼ Z1
Z t
0
EðT11½T1pððtyÞ^dÞbðsÞÞ
bðsÞG¯ðbðsÞÞ F¯ ðbðsÞÞUðbðsÞdyÞ
¼
Z t
td
EðT11½T1pððtyÞbðsÞÞ
bðsÞG¯ðbðsÞÞ F¯ ðbðsÞÞUðbðsÞdyÞ
þ Z1
Z td
0
EðT11½T1pdbðsÞÞ
bðsÞG¯ðbðsÞÞ F¯ ðbðsÞÞUðbðsÞdyÞ
¼ Aþ B.
Now for A we have the bound (apart from the factor Z1),
Ap EðT11½T1pdbðsÞÞ
bðsÞG¯ðbðsÞÞ ðF¯ ðbðsÞÞUðbðsÞtÞ  F¯ ðbðsÞÞUðbðsÞðt dÞÞÞ
and as s!1, this is asymptotic to
c1d1bðc2ta  c2ðt dÞaÞ ! 0; d # 0.
For B we have
Bcd1bF¯ ðbðsÞÞUðbðsÞð1 dÞÞcd1bð1 dÞa ! 0; ðd # 0Þ.
For j ¼ 2 in (4.10), we have for the probability
P
F¯ ðbðsÞÞ
G¯ðbðsÞÞ
XNðbðsÞtÞ
k¼1
t Sk
bðsÞ
 
1½Tk
bðsÞ4t
Sk
bðsÞ;
Tk
bðsÞpd
4Z
" #
pZ1 F¯ ðbðsÞÞ
G¯ðbðsÞÞ E t
Sk
bðsÞ
 
1½Tk
bðsÞ4t
Sk
bðsÞ;
Tk
bðsÞpd
4Z
 
.
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¼ Z1 F¯ ðbðsÞÞ
G¯ðbðsÞÞ EE
XNðbðsÞtÞ
k¼1
t Sk
bðsÞ
 
1½Tk
bðsÞ4t
Sk
bðsÞ;
Tk
bðsÞpd
4Z jS
 !
¼ Z1 F¯ ðbðsÞÞ
G¯ðbðsÞÞ E
XNðbðsÞtÞ
k¼1
t Sk
bðsÞ
 
P½bðsÞt SkoTkpbðsÞd jS
 !
¼ Z1 F¯ ðbðsÞÞ
G¯ðbðsÞÞ E
XNðbðsÞtÞ
k¼1
t Sk
bðsÞ
 
ðG¯ðbðsÞt SkÞ  G¯ðbðsÞdÞÞþ
 !
¼ Z1 F¯ ðbðsÞÞ
G¯ðbðsÞÞ
Z t
0
ðt uÞðG¯ðbðsÞðt uÞÞ  G¯ðbðsÞdÞÞþUðbðsÞduÞ
pZ1
Z t
td
ðt uÞ G¯ðbðsÞðt uÞÞ
G¯ðbðsÞÞ F¯ ðbðsÞÞUðbðsÞduÞ
c
Z t
td
ðt uÞ1b dua ðs!1Þ
! 0 ðd # 0Þ.
This proves convergence of the one-dimensional distributions in Theorem 4.4. The
convergence of the ﬁnite-dimensional distributions is straightforward: The multivariate
analog of the map in (4.9) is also almost surely continuous and once this is noted, it is clear
how to proceed.
The tightness of the converging processes inðD½0;1Þ; J1Þ follows from the convergen-
ce of the ﬁnite-dimensional distributions together with the observation that the sample
paths of A and of the limiting process are monotone and continuous; see [13, Theorem
VI.3.37]. &
5. Unresolved problems
Several questions remain unanswered.
5.1. The case mXo1 and b 2 ð0; 1Þ
An analysis similar to what was performed at the beginning of Section 4.3, shows that
EI1 and EI2 are of the same order and of lower order than I11; see below. Hence I11 does
not help here.
By the independence of N and ðTiÞ,
t1NðtÞ; ðsðtÞÞ1
X½t
i¼1
Ti
 !
) ðm1X ; X bÞ,
in Dð½0;1Þ;R2Þ, where X b is spectrally positive b-stable Le´vy motion. By a continuous
mapping argument,
ðsðtÞÞ1
XNðtÞ
i¼1
Ti ) m1=bX XbðÞ,
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Proposition 5.1. Assume b 2 ð0; 1Þ and mXo1. Then
ðsðtÞÞ1
XNðtÞ
i¼1
Ti ) m1=bX XbðÞ
in ðD½0;1Þ; J1Þ, where X b is spectrally positive b-stable Le´vy motion on ½0;1Þ.
Referring to Proposition 3.2, we would expect a Gaussian limit for AðtÞ in this case.
5.2. Other problems
Here is a list of problems whose resolution is unsatisfactory:(1) The Gaussian limit in Proposition 3.2 is only obtained after a random centering. It can
be replaced by the expected value if fSkg constitutes a Poisson process. When can the
random centering be replaced by a non-random centering?(2) The Gaussian approximation in Proposition 3.2 is only in the sense of convergence of
ﬁnite-dimensional distributions. We suspect that the convergence can be considerably
strengthened allowing integration to the limit which would resolve the asymptotic
behavior of AðtÞ.(3) We expect that the mode of convergence in Corollary 2.7 can be strengthened. If so,
this would provide a convenient way to obtain Theorem 4.4.(4) Connections to data networks rarely occur according to a Poisson process, and it is
unlikely they occur according to a renewal process [12]. What more general class of
connection models would be tractable?(5) Transmissions do not occur at unit rate as assumed here and more general models are
needed.Acknowledgements
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