INTRODUCTION
Reverse correlation or white noise analysis was first applied to the auditory system by de Boer and Kuyper (1968) . Auditory-nerve fibers (ANFs) were stimulated by a broadband noise signal; by computing the cross correlation of the fibers' spike trains with the noise input, de Boer and Kuyper were able to estimate transfer functions from sound to instantaneous firing rate. If the spike train is treated as a series of impulse functions, the cross correlation is equivalent to averaging the stimulus preceding each action potential of the spike train. The resulting average is commonly referred to as the reverse correlation or revcor function and has been used to characterize the tuning and temporal response patterns of a variety of auditory neurons (deBoer and deJongh, 1978; Evans, 1977; Meller, 1977 ; van Gisbergen et al., 1975a; Carney and Yin, 1988 ). Tuning or frequency selectivity can be derived from the revcor by computing its spectrum; such spectra agree with tuning derived from frequency tuning curves (FTCs) in that best frequencies (BFs) derived from FTCs agree closely with the frequencies at which revcor spectra have their peak values (Evans, 1977) and (inverted) reveor spectra approximately superimpose on FTCs over a dynamic range of 20-30 dB in the vicinity of BF (Grashuis, 1974 , Evans, 1977 . The revcor can also be used to predict some aspects of the temporal responses of ANFs. When a sound input is The data in this paper are from four adult cats with clean external ears, intact tympanic membranes, and middle ears free from infection. The eats were given 0.1 mg of atropine (im) to reduce mucous secretions and 0.1 mg of rompun (ira) to induce vomiting. The cats were then anesthetized with 100 mg of ketamine (im). An indwelling catheter was placed in the cephalie vein and intravenous injections of sodium pentobarbital were administered for the remainder of the experiment to maintain a state of areflexia. The temperature of the cat was maintained near 39 øC by a heating pad with feedback from a rectal temperature probe.
The bulla was vented through a length of small-bore polyethylene tubing (PE 90) to prevent pressure buildup in the middle ear (Guinan and Peak, 1967). The left auditory nerve was exposed by removing the bone and dura overlying the cerebellum and then retracting the cerebellum. Glass micropipettes ( 10-30 M•) filled with 3M KCI were advanced into the auditory nerve using a hydraulic microdrive. The signal from the micropipette was amplified, bandpass filtered (typically 30 Hz to 6 kHz), and converted into a series of pulses with a Schmitt trigger. The pulse occurrence times were recorded with 10-/zs resolution and saved digitally.
Single ANFs were isolated using noise as a search stimulus. Each fiber's BF and threshold were determined with an automated tuning curve program (Kiang et aL, 1970; Liberman, 1978) . The spontaneous activity of the fiber was recorded for 10 s. Then the tiber's responses to continuous, ungated presentations of pseudorandom noise (described below) were recorded for approximately 2 min. Noise responses were obtained over a range of levels in 10-dB steps.
B. Noise stimuli and sound system
The noise stimuli from which revcors and STRFs were computed are two Gaussian white noise sequences, each of length 32768. The first sequence was generated with the Box-Mueller transformation from unilbrmly distributed random numbers produced by the ran3( ) procedure of Press et aL (1986) . The second sequence was generated by taking an ordered set of numbers with a Gaussian distribution and then randomizing the sequence (Eckhorn and Popel, 1979). Noise sequences generated using the second method have zero mean and zero skein. The noise sequences were scaled to have equal standard deviations and were stored in EPROMs. During an experiment, the noise strips were fed to a 16 bit D/A converter at a sampling rate of 10, 20, 40, or 100 kHz, such that the BF of the fiber under study was between 1/6 and 1/3 of the sampling rate (because 10 kHz was the lowest sampling rate used, this criterion was not met for fibers with BF; below 1.7 kHz); setting the sampling rate in this way placed the fiber's BF between 1/3 and 2/3 of the aliasing frequency for the revcor and STRF calculations. For both noise strips, the spectrum of the noise at the D/A converter output is flat to within 4-4 dB from 0.1 to 23 kHz wher. measured with a bandwidth of 50 Hz at a noise samplin.
• rate of 50 kHz. The noise signal was delivered to the cat through a closed acoustic system with a transfer function that is fiat to within +5 dB from 0.2 to 20 kHz (Sokolich, 1977) . The noise level is specified below as the attenuator setting or in terms of spectrum level. Zero dB attenuation corresponds to noise spectrum levels from 60 to 65 dB at 10- Let the stimulus ensemble (SE) be the 32768-sample noise sequence concatenated with itself to form a periodic stimulus and let the pre-event stimulus ensemble (PESE) be the subset of the SE preceding action potentials from the fiber under study (Hermes eta!., 1981) . The revcor function is then the average of the PESE Ide Boer and de Jongh, 1978). In other words, if s(ra) is the SE and {ra n ;k= 1,K} is the set of K spike times in the data record, then the PESE is {s(rnk--n); k=l,K and n>0). The rev- Equation (1) shows that the revcor can be interpreted as the expected amplitude of the noise as a function of time preceding an action potential.
Note that the time variable n in the revcor refers to time preceding the action potentials, called precedence below. Revcor functions are conventionally plotted turned around on the time axis, so that increasing values of n correspond to increasing precedence times, i.e., increasing time preceding spikes. The minimum latency of the revcor is defined as the precedence at which the envelope of the revcor begins to increase to its maximum value. The revcor BF is the frequency at which the magnitude of the Fourier spectrum of the reveor function is a maximum.
D. Computation of the STRF
The time frequency distribution used to compute the STRFs in this paper is the discrete Wigner distribution (Yen, 1987; Classen and MecklenbrSuker, 1980} . For a given discrete-time signal x(n), the discrete Wignet distribution is given by 
where the asterisk denotes complex conjugation and •(n) is the analytic signal corresponding to x(n), given by 
0=0
These two marginal functions of 0 and n will be referred to as the frequency and time marginMs, respectively. The STRF is computed in a manner similar to the revcor except that instead of averaging the PESE, the Wigner distributions of the elements of the PESE are averaged Eggermont and Smith, 1990; Clopton and Backoff, 1991 The BF and bandwidth are measured from a partial frequency marginal (PFM) computed by summing the STRF over a range of time that starts before the minimum latency and extends past the region where the STRF is significantly different from zero. Once again, a partial marginal is used to increase the signal to noise ratio. The result of the sum is a representation of the deviation of the power spectrum preceding an action potential from the average power spectrum The BF is measured at the maximum of the PFM. The 10-dB tuning bandwidth is measured as the bandwidth at a level 20 dB below the peak of the PFM at BF; 20 dB is used because the Wigher distribution is a form of power spectrum and is therefore the square of the Fourier spectrum, i.e., the Wigner is comparable to the square of the revcor spectrum or FTC. In cases where the signal crosses the 20-dB level more than twice, the first crossings just below and above BF are used to mark the endpoints of the bandwidth. to-noise ratios of revcor spectra become small, and accurate BFs cannot be obtained. Revcor-spectrum BFs were measured only when an unambiguous peak at BF was present, below 5 to 6 kHz in Fig. 3(b) . Fig. 4(a) . Two results can be seen in Table I •Sign. different from value at --50 dB at p < 0.05.
II. RESULTS

A. General properties of STRFs
•Sign. different from value at --50 dB at p<0.01 (two-sample t test without assumption of equal variance).
- Figs. 1 (a) and 2(a) ; instead, they oscillate at the frequency of the BF ove]: a wide range of frequencies and times. As a result, accurate measures of tuning and latency cannot be obtained. It is interesting to note that our automated tuning-curve maker also works poorly for these 1ow-BF fibers. Phase locking to the stimulus seems to interfere with the program's ability to reliably detect the rate changes it uses to determine threshold. By contrast, the revcor method works well for low-BF fibers (Carney and Yin, 1988) , and seems to be the method of choice for determination of tuning parameters at frequencies below approximately 500 Hz. The performance of both the FTC and the STRF could probably be improved at low BFs: in the ease of the FTC, the tuning curve program could be made sensitive to phase locking at low frequencies; in the ease of the STRF, we might obtain better performance by lowering the aliasing frequency of the noise stimulus more than we did for low-BF fibers. We set the aliasing frequency no lower than 5 kHz, which places the activation region of very 1ow-BF fibers near the edge of the STRF frequency axis.
A third drawback, not explicitly shown above, is that the STRF is computationally expensive (45 min.-1 h. on a Sun-4 computer for a file containing =10 000 spikes). There are methods to reduce the STRF computation time. In the first method, the Wigner distribution of every element of the SE [the IV• of Eq. (7)] is computed and saved. The STRF is then simply a PSTH-weighted average of the W•, where the weights are the numbel•. of spikes in each bin of the PST histogram. Although computationally at-tractive, this method has large storage demands. Storing all W•s for our two noise strips would require over 8 Gbytes. A smaller subset of the total Wignet distributions could be used, but this would require febinning of the data into larger bins, which would decrease the resolution of the results. The second method is similar to the first, but does not require vast amounts of storage. For each k, W•, is calculated, added to the STRFs for all the fibers being analyzed with the appropriate PSTH weights, and then discarded. Although not as computationally efficient as the first method, hundreds of files can be processed in parallel using this method.
B. Shape of the activation region of the STRF
An interesting feature of ANF STRFs is a triangular or teardrop shaped activation region with the broad end pointing toward short precedence and the sharp end pointing toward long precedence. The Wigner distributions of reveor functions are also usually teardrop shaped. The teardrop shape is consistent with the observation that the leading edge of a reveor function rises quickly and therefore contains a wide range of frequencies compared to the trailing edge which decays slowly. Indeed, when the revcor loses its slowly decaying tail at high noise levels (Fig. 7 of M•ller, 1977; unpublished observations) the excitation region of the STRF also loses its teardrop shape. Consistent with this hypothesis, the model described in the Appendix displays a teardrop-shaped activation region when the filter function has a rapidly rising, slowly decaying shape (not shown). Furthermore, when the activation region of the filter function is reversed in time (i.e., slowly rising, rapidly decaying), the teardrop faces the other direction. Another way to think about the teardrop shape of the activation region is that at long precedence times ANFs are very frequency selective for low-level sounds and at short precedence times the fiber is less selective to high-level sounds. This is consistent with low-level sounds producing longer mean latencies than high-level sounds and with l•Cs becoming broader or less frequency selective at higher stimulus levels.
C. Refractory effects in the STRF
At precedence times beyond the activation region, a small decrease in signal energy is frequently observed in PTMs [e.g., Figs. 1 (b) and 2(b) ]; a similar effect is seen in been refractory when presented with the energy in the activation region. By this argument, there should be a decrease in energy in the STRF for frequencies near BF and for times preceding the activation region.
The simple auditory-nerve model described in the Appendix was used to determine whether refractoriness is sufficient to account for the pre-activation dip seen in the PTMs. Because the refractoriness of the model can be precisely set to any desired configuration or turned off altogether without varying other model parameters, the effects of refractoriness in the STRF and PTM can be unambiguously determined. The data in Fig. 7 show a clear effect of refractoriness on STRFs. However, it is not clear that refractoriness is sufficient to fully account for the dips seen in PTMs. Although rcfractoriness is sufficient to produce the dip seen in Fig. 2(b) , it is inadequate for explaining the dip seen in Fig. l(b) . The problem, in low-BF fibers like the one shown in Fig. 1 , is that the dip occurs at precedence times that are long compared to the duration of the main refractory effect. Thus it is not clear how such dips are produced in STRFs.
D. Suppression regions in the STRF
A third featurc found in many STRFs is a suppression region at frequencies above the activation region. Examples of suppression regions are seen in the dark areas just to the fight of the activation regions in Figs. 1 (a) and 2(a) . Suppression regions are most clearly seen in PFMs, where they manifest as a negative dip just above the peak at BF. Figure  8 shows the PFMs of all the fibers in our data sample with BFs between 10 and 15 kHz. The data were collected using both noise strips and using attentuator settings from --30 to --50 dB. The PFMs have been normalized and shifted along the frequency axis (linearly on a log scale) to align their activation peaks at 12.5 kHz in Fig. 8(a) and to align their suppression dips at 12.5 kHz in Fig. 8(b components of the system are more broadly tuned than the system as a whole, and (2) the even-order properties of the system, which produce the suppression dip in the STRF, also sharpen the tuning of the overall system. The data in Fig. 4(a) suggest that any such effect of the even-order components of the system should be frequency sensitive, in that the bandwidth difference between STRF and FTC measures is BF sensitive. Arrayed against these hypotheses about suppression and even-order components of the system is the fact that suppression models (e.g., Abbas and Sachs, 1976) consist of odd-order nonlinearities.
E. Latency
Although the general behavior of the three latency measures shown in Fig. 6 is similar, there are clear differences between the measures in the magnitude of the shortest lateneies observed. The fact that revcor latencies are consistently shorter than STRF latencies may be attributable to differences in signal-to-noise ratio between the two measures. Because the PTM is noisier than the revcor, the latency measurements from the PTM are more conservative than reveor measurements. That is, the revcor latency can be reliably measured closer to the true onset of oscillation, resulting in consistently shorter latency values. Thus the STRF lateneies may be overestimates at low frequencies.
A second difference shown in Fig. 6 is that revcor latencies are consistently shorter than latencies obtained from gated tone bursts (van Gisbergen, 1975b 
