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(Dog  Leg)Figure 1: Multiple Router Crossingsstack traversals on HA and FA and the duplicate router-crossings on the campus-router, inthe common case of a mobile host moving between subnets of the same router. This is doneby co-locating the Home and Foreign Agents of all the subnets of a router, into a single entityon the router. We then extend this mechanism to multiple routers under one administrativedomain. As we'll see later in the paper, this technique reduces hand-o and data latency seenby applications running on mobile hosts besides reducing the load on the router.The rest of the paper is organized as follows: section 2 presents related work, section 3describes our architecture and section 4 discusses our implementation experience. Section 5analytically compares our approach with conventional solutions. Finally, section 6 presentsour conclusion and discusses some ideas for future research.2 Related WorkThe Mobile-IP specication [Per96a] allows mobile hosts to move between subnets by main-taining a forwarding pointer at the mobile host's Home Agent. Ordinarily, every time thehost changes its subnet (and hence its Foreign Agent) a registration request is sent back tothe Home Agent. All data packets are then tunneled from the Home Agent to the new ForeignAgent. The base Mobile-IP protocol suers from two performance problems: high handolatency due to the registration messages exchanged between the Foreign and the Home Agentsand high data latency due to the indirect path taken by data packets as described previously.The indirect path also increases congestion at the already overloaded routers.Caceres and Padmanabhan [CP96] describe a method by which wireless machines movingbetween base-stations on the same subnet use proxy and gratuitous arps [Ste94] to quietlyaccomplish a hand-o without going through the Home Agent. For movement between subnetsin the same administrative domain, a hierarchy of Foreign Agents similar to one describedin [Per96b] is suggested, where the hand-o latency following a move is decreased by usinghierarchical Foreign Agents which shield the remote Home Agent from the knowledge of alocal move.Blackwell et al [B+94], Myles [MJP95], Johnson and Perkins [JP96], [PJ96] cache addressesof Foreign Agents on correspondent hosts to tunnel packets directly to a mobile host's Foreign2
Agent (i.e. without going through the Home Agent). Hosts which do not implement the FA-cache protocol have to take the longer route to reach the mobile hosts. In any case, datapackets incur the extra hop through the Foreign Agent, even if the mobile host was directlyvisible to the router. Bhagwat and Perkins [BP93] use IP's loose source route option to achievethe same, but suers from the disadvantage of slower and sometimes incorrect processing ofthe options on the intermediate routers. Perkins and Luo [PL95] use explicit assignment ofnew care-of IP addresses, local to the current point of attachment to eect mobility as wellas as a direct data path. However, this requires the availability of DHCP servers and forcesmobile hosts to implement a Foreign Agent.In this paper, we describe a mechanism which reduces both hando and data latencyfor the common case of movement restricted to a campus. The reduced latencies followfrom the co-location of the Home Agent and the Foreign Agent and their placement on therouter connecting the LANs to the Internet. Unlike the approaces discussed above, ourimplementation requires minimal support from mobile hosts and none from any static hosts.The burden of supporting mobility lies mostly on the routers which are the nodes worsteected by the sub-optimal routes.3 Mobile Intranet ArchitectureWe observe that hando latencies stem from the registration packet exchange between FAand HA (gure 1). This exchange can be removed if FA and HA were co-located. Since FAis necessarily on the foreign subnet and HA is necessarily on the home subnet, a co-locatedFA and HA can exist only on a node which is both on the home and the foreign subnets.In most LAN congurations, there is only one such entity: the router. Besides reducing thehando latency, co-locating HA and FA and placing them on the router has the eect ofreducing data latencies as any packets destined for MH can be routed directly onto the MHscurrent subnet. Taken together, this amounts to reducing multiple router-crossings and stacktraversals mentioned earlier, for all packets.In the following sections we describe the architecture in detail. The addressing schemeused by the architecture is discussed rst, followed by the protocol operation.3.1 The Addressing SchemeIn gure 2, correspondent hosts CH1, CH2, CH3 and CH4 are on subnets X.Y.A, X.Y.B,X.Y.C and X.Y.D respectively. All the mobile hosts (eg MH1) serviced by CR1 are ona virtual subnet X.Y.M Similarly, mobile hosts (eg MH2) serviced by CR2 are on virtualsubnet X.Y.N. In the absence of host routes, R routes packets destined for subnet M to CR1and those for subnet N to CR2.3.2 Mobility within a RouterMH1 which is physically on subnet A, converses with other machines on virtual subnet Mdirectly, using MAC addresses. If the target mobile host is on the same physical subnet asMH1, then packets can be exchanged over the wire without any additional support. Howeverif the target is on a dierent physical subnet, then CR1 acts as a bridge and relays packetsback and forth. This is achieved by making CR1 proxy arp for mobile hosts on subnet M.3



















X.Y.CFigure 2: The Intranet ArchitectureThe default route on MH1 points to CR1. Since MH1 and CH1 are on dierent subnets,trac between them has to go through CR1. This is wasteful but can only be optimized bymodifying the stack on CH1 to send ethernet frames directly to MH1 (a concept similar tothe FA-cache discussed in section 2). We do not implement such a cache and therefore do notdiscuss this further in the paper.When MH1 moves from subnet A to subnet B, it broadcasts a greet message. CR1 picksup the message and updates the outgoing interface for the routing table entry of MH1 to pointto the B subnet. It then sends back an acknowledgment message to MH1 indicating that thehando has been completed. CR1 also sends out a gratuitous arp on subnet A annulling thearp entries on the hosts belonging to subnet M. Thereafter CR1 proxy arps for MH1 on theA subnet.Now, consider data owing from CH4 to MH1. A data packet rst goes to R (ignore thedotted line between CR1 and CR2 for now). R looks up the route for MH1 and since it doesnot have a host route for MH1, it forwards the packet to CR1. CR1 looks up its route tableand realizes that the next hop interface for MH1 is the interface connected to subnet B. Ittherefore sends the packet out on the wire from where MH1 receives it. No packets are sentto MH1s former location: subnet A. The return path to CH4 is straight-forward and followsthe usual internet routing mechanism.3.3 Mobility across RoutersIf MH1 now moves to subnet C, it sends out a greet message as before. CR2 picks up thismessage and realizes that it is from a host on the M mobile subnet owned by CR1. CR2sends a message to R, which creates a host route pointing to CR2 for MH1. R then sendsa message to CR1, which results in CR1 updating the routing table entry corresponding toMH1 to point to R. CR1 sends out a gratuitous arp on the B net to anull any cached arpentries. R sends back an acknowledgment to CR2 which then creates a route table entry forMH1 pointing to the C subnet. Finally CR2 sends an acknowledgment to MH1.4

















         135)Figure 3: Experimental SetupCase Communication Direction Conventional Routing Path Reduced Routing Path1 CH1  ! MH (at subnet 46) CH1-MH CH1-R-MH2 CH2  ! MH (at subnet 46) CH2-R-HA-MH CH2-R-MH3 CH1  ! MH (at subnet 126) CH1-HA-R-FA-MH CH1-R-MH4 CH2  ! MH (at subnet 126) CH2-R-HA-R-FA-MH CH2-R-MHTable 1: Data Path Combinations4.2 Data Path and the RouterFor our prototype, we implement the additional router functionality in user space using theBerkeley Packet Filter (bpf) [MJ93], [WS94]. A user level daemon on the router opens up abpf device and uses it to sni ethernet frames for and from hosts on the virtual subnet. If thedaemon gets a frame containing a greet message from a mobile host, it does the appropriateprocessing and updates its routing table. Other packets from a mobile host are handled by theregular forwarding code on the router. Data packet for mobile hosts are processed as follows:the daemon consults its routing tables and a) drops the packet if it originated at a mobile hostand is intended for a mobile host on the same physical subnet (in this case the mobile hostwould get the packet directly), and b) forwards the packet through the appropriate interfacelisted in the route table entry for all other cases.4.3 Experimental ResultsWe measure the latencies observed at a mobile host using the testbed described above,and compare the results obtained using conventional routing and our reduced routing protocol.Since we implemented the reduced protocol over ethernet LANs, hando latency (which wouldhave been important for wireless hosts) is not relevant. Therefore, only data latency betweencorrespondent hosts and mobile hosts is measured with microsecond accuracy.Since administrative constraints prevent us from hooking up our router to the rest of thecampus network, we restrict our experiments to subnets directly connected to graf. Based onthe relative placement of the correspondent and mobile hosts, four interesting combinations6





















Reduced Routing with Dynamic Addresses





















































































router queueFigure 8: Router ModelWe assume there are n hosts that are connected to the rest of the Internet via the router ofinterest. Letm of these n hosts be mobile hosts, and let k of thesemmobile hosts be in foreignsubnets (m k mobile hosts are in their home subnets). We make the simplifying assumptionthat each host sees the same trac stream coming in through the router. Additionally, weassume that the packet interarrival times and packet lengths are exponentially distributed, sois the service time for each packet through the router. n denotes the total average arrival rateof these n streams (packets/second), and  denotes the average service rate (packets/second)of the router assuming a shared input buer and FCFS service discipline.If conventional Mobile-IP is used, the packets destined for mobile hosts away from theirhome subnets, rst go to their Home Agents and then to their current subnet through therouter. Therefore, we have feedback trac as shown in gure 8, which is proportional tothe number of mobile hosts away from their home subnets. For the reduced routing protocolthere is no such feedback trac, since the router is always aware of the current location ofeach mobile host (and is crossed only once for each packet).By applying Little's formula [Tri82] to the model in gure 8, the average delay (DCRs) atthe router for a packet routed using conventional routing, and destined for a static host or amobile host in its home subnet turns out to be:DCRs = 1  (1 + kn)n ; 0  k  n (1)The average delay (DCRk) for a packet destined for a mobile host in a foreign subnet is2  DCRs, since the router is crossed twice. (We are considering delay at the router only.The stack traversals at the Home and Foreign agents and the wire delay times make the totaldelay much worse.) DCRk = 2  (1 + kn)n ; 0  k  n (2)For reduced routing there is no feedback trac. Hence the average delay (DRR) is thesame for all hosts and is given by: DRR = 1   n (3)As an example, consider the testbed described in section 4. Since k = 1 and n is comparativelylarge, DCRk is twice DRR. This is substantial improvement at the router which increases ask becomes more signicant as compared to n.Equations 1 and 2 show that the data latency in conventional routing increases rapidlywith the ratio of mobile hosts away from their home subnets to the total number of hosts9
serviced by the router ( kn). When the total load n increases, the delay becomes more sensitiveto the ratio. However, for reduced routing, the data latency is insensitive to the presence ofmobile hosts, as can be seen from equation 3, and is the same for all hosts.6 Conclusions and Future WorkIngress and egress routers are the ideal locations for placing mobility functionality as everypacket to and from an end host is seen at these routers. In this paper, we described amechanism which places such functionality at the ingress router to a campus supporting largescale mobility within its subnets. Our mobile intranet architecture improves both handoand data latency observed at a host when it moves from one subnet to another within thecampus/intranet. The routes obtained are optimal and the same as those achieved by theFA-cache approaches, but at a greatly reduced administrative cost as now a campus no longerhas to rely on hosts implementing the FA-cache.Cheshire and Baker [CB96] survey several approaches towards providing mobility, thefundamental assumption being that mobility should be transparent to routers. Based on ourimplementation experience and experimental results, we argue that making routers explicitlyaware of mobility is a more scalable and manageable approach. The elimination of multiplerouter-crossings reduces the trac owing through the router and justies the placement ofadditional functionality on them.Having veried the feasibility of our approach with an implementation, we would liketo carry out a simulation based scalability analysis for multiple campuses. Optimizing formobility at a foreign campus, and security which has not been discussed in this paper wouldthen become an issue and would have to be dealt with in a scalable way. Appropriate 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