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Abstract
Monte Carlo (MC) dropout is one of the state-of-
the-art approaches for uncertainty estimation in
neural networks (NNs). It has been interpreted
as approximately performing Bayesian inference.
Based on previous work on the approximation
of Gaussian processes by wide and deep neural
networks with random weights, we study the lim-
iting distribution of wide untrained NNs under
dropout more rigorously and prove that they as
well converge to Gaussian processes for fixed sets
of weights and biases. We sketch an argument that
this property might also hold for infinitely wide
feed-forward networks that are trained with (full-
batch) gradient descent. The theory is contrasted
by an empirical analysis in which we find corre-
lations and non-Gaussian behaviour for the pre-
activations of finite width NNs. We therefore in-
vestigate how (strongly) correlated pre-activations
can induce non-Gaussian behavior in NNs with
strongly correlated weights.
1. Introduction
Despite the huge success of deep neural networks (NNs),
robustly quantifying their prediction uncertainty is still an
open problem. One of the most popular methods for un-
certainty prediction is Monte Carlo (MC) dropout (Gal &
Ghahramani, 2016). MC dropout has been proven practi-
cally successful in many applications, such as different re-
gression tasks (Kendall & Gal, 2017), natural language pro-
cessing (Press & Wolf, 2017), and object detection (Miller
et al., 2018). However, providing only a rough approx-
imation of Bayesian inference, MC dropout also carries
theoretical and practical drawbacks. For example, as Gal
et al. (2017) point out, the dropout rate has to be carefully
tuned in order to correctly estimate the uncertainty at hand
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and Osband (2016) showed that it does not converge to
concentrated distributions in the infinite data limit.
We therefore revisit the characteristics of the output distri-
bution of NNs under dropout in this paper. To do so, we (i)
present a rigorous theoretical analysis building on previous
work for wide feed-forward NNs. This work has established
that an i.i.d. prior over their weights leads to approximating
Gaussian processes, i.e., drawing one set of weights yields
a NN prediction that approximates the realization of one
drawn function from a corresponding Gaussian process ini-
tially been shown for NNs with only one hidden layer (Neal,
1994) and was recently generalized to deep NNs (Lee et al.,
2018; de G. Matthews et al., 2018). We adapt the proof
strategy of the latter work to show that performing dropout
during inference in wide NNs with fixed weights also leads
to an approximation of Gaussian processes (Sec. 2). (ii)
Since the applicability of the central limit theorem to the
pre-activations (i.e. the inputs) of the neurons plays a central
role in our proof, we investigate the pre-activations in ran-
domly initialized and trained NNs under dropout and find
that the former are approximately normal distributed while
the latter may follow non-Gaussian distributions (Sec. 3).
(iii) We then demonstrate that such non-Gaussian distribu-
tions can be induced by correlations of the pre-activations
in the previous layer, by showing that these lead to distri-
butions with exponential tails in a toy model and NNs with
strongly correlated weights (Sec. 4).
2. Theoretical Analysis of Random Neural
Networks
As a first step towards a characterization of the limiting
process of NNs under MC dropout at inference time we
rigorously study a random NN. We consider a feed-forward
NN with k + 2 layers which, for an input vector x ∈ Rd, is
parameterized as follows:
f
(ν)
i (x) =
hν−1(n)∑
j=1
w
(ν)
ij g
(ν−1)
j (x)√
hν−1(n)
+ b
(ν)
i , (1)
where g(ν)i (x) = z
(ν)
i φ(f
(ν)
i (x)) for ν = 1, . . . , k, g
(0)
i (x)
= xi. φ is the activation function, zi are the dropout
Bernoulli random variables (RVs) with keep rate q = 1− p,
ar
X
iv
:2
00
7.
05
43
4v
1 
 [c
s.L
G]
  1
0 J
ul 
20
20
Monte Carlo Dropout in Wide Neural Networks
and hν(n) is the neuron count in layer ν.1
In previous work, see de G. Matthews et al. (2018); Lee
et al. (2018); Wu et al. (2019); Tsuchida et al. (2019), the
authors considered NNs with independent prior distributions
on the NN parameters. The resulting summands in Eq. (1)
are independent RVs such that a central limit theorem can
readily be applied. In contrast we examine a NN with a
fixed set of parameters and dropout acting as independent
prior distribution on the activations. As a consequence, the
resulting summands in Eq. (1) are independent RVs only in
the second layer (ν = 2) and are dependent RVs for all later
ones. This follows from an inspection of the covariance of
the pre-activations yielding
Cov
(
f
(ν)
i , f
(ν)
j
)
=
q
hν−1
hν−1(n)∑
k,l=1
w
(ν)
il w
(ν)
jk
×
(
(δkl + q (1− δkl))EZ
{
φ
(ν−1)
k φ
(ν−1)
l
}
− q EZ
{
φ
(ν−1)
k
}
EZ
{
φ
(ν−1)
l
})
,
(2)
where we dropped the arguments of f (ν)i and φ
(ν−1)
l for
simplicity of notation. For finite hν−1(n) and i 6= j the
expression above is in general non-zero. Thus, we cannot
apply standard central limit theorems. Nonetheless, we
are able to show that a random NN under MC dropout
converges to a Gaussian process in the limit of infinite width.
Our analysis facilitates the property of weights and biases
being realizations of independent Gaussian distributed RVs
in order to bound their behavior if the width of the NN
approaches infinity. We summarize our findings and main
result of this section in the following theorem.
Theorem 1. Let f (k)(x) ∈ RL be the pre-activation vector
of the k + 2-th layer of a NN, as defined by Eq. (1) , where
weights and biases follow a Gaussian distribution with zero
mean and unit variance. For the widths of the NN layers
going simultaneously to infinity, for each bounded x ∈ Rd
with ||x||22 ≤ αd, and for a fixed set of weight and bias
variables, the pre-activations of all layers ν = 2, . . . , k + 1
converge in distribution over MC dropout to an uncorrelated
Gaussian process.
The theorem is a direct consequence of corollary 2 and is
proven in Appendix A. The following observation regard-
ing the mutual correlations between f (ν)i (x) and f
(ν)
j (x)
is central to the proof: since weights and biases are i.i.d.
Gaussian RVs, the correlations between the pre-activations
are rather weak and vanish for n→∞ whenever i 6= j. Ex-
tending theorem 1 to trained NNs can be achieved using that
for (full-batch) gradient descent and rather weak assump-
tions on the loss function, the by 1/
√
n rescaled distance
1A more detailed overview of the structure and notation of this
feed-forward NN is summarized in Appendix A.
(n being a control parameter of the width, see Appendix A)
of weights at initialization time and at (a finite) optimiza-
tion step t, ||W (0)−W (t)||op/
√
n, converges uniformly to
zero for n→∞ on t ∈ [0, T ] (Du et al.; Jacot et al., 2018).
This indicates that we can expect to find Gaussian processes
also for infinitely wide, trained NNs with MC dropout (we
leave a rigorous proof of this sketched argument for fu-
ture work). This theoretical insight stands in contrast to
the non-Gaussian behavior of trained wide NNs we obtain
in the experiments outlined in the subsequent section. We
therefore will focus the investigation of the implications
(strongly) correlated (pre-)activations in Sec. 4.
3. Ambiguous Empirical Observations
To substantiate our discussions in Secs. 2 and 4 empirically,
we study the pre-activations of a fully connected NN of the
form given in Eq. 1. We train it for classification on Fash-
ionMNIST (Xiao et al., 2017) using a cross-entropy loss
and hyperbolic tangent (tanh) non-linearities. We employ
a narrow network Hnarrow with k = 9 hidden layers of
width hν(n) = h = 100 each as well as a wide network
Hwide with k = 7 and h = 1000. All network weights
are initialized with i.i.d. random values. We train for 100
epochs using the Adam (Kingma & Ba, 2015) optimizer and
an initial learning rate of 0.001 (see Appendix B for more
implementation details). Bernoulli dropout with p = 0.2 is
applied to the activations of all hidden network layers.
First, we study the pre-activation distributions of the un-
trained Hnarrow and Hwide. These distributions are gen-
erated by running 30,000 forward passes with dropout for
a fixed test image. We randomly pick one neuron from
the last hidden layer of each network and visualize its pre-
activation distribution in Fig. 1 (top row). To ease visual
comparison between different neurons, we report normal-
ized pre-activations. The resulting distributions are clearly
Gaussian, compare our discussion in Sec. 2. The weight cor-
relations and pre-activation correlations of these untrained
networks are studied in Appendix B.
Analyzing the trained networksHnarrow andHwide yields
more complex results. The pre-activation distributions for
exemplarily selected hidden units from the last hidden layer
of the trainedHnarrow andHwide are shown in Fig. 1 (mid-
dle and bottom row). The neurons are handpicked to il-
lustrate the variety of distributions we encounter in this
layer. We observe Gaussian as well as non-Gaussian pre-
activation distributions that range over skewed Gaussians
to clearly non-Gaussian, exponential ones 2. ForHwide, ap-
proximately 40% of all neurons have Gaussian distributions,
40% skewed Gaussians and 20% exponential ones. Each
2Technically also the tails of a Gaussian decay exponentially,
however with exp(−ξ2). Throughout this text we refer to expo-
nential tails only for the cases of exp(−|ξ|) or slower decay.
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Figure 1. Normalized pre-activation distributions of selected neu-
rons from different networks. We consider randomly initialized
(top row) and trained (middle and bottom row) nets that are either
narrow (h = 100, left column) or wide (h = 1000, right column).
We handpicked the neurons from the trained networks (see text).
Standard normal (orange) and double exponential (green) densities
are given for comparison.
histogram in Fig. 1 is based on 30,000 forward passes with
dropout.
Moreover, we find these observations to depend on the in-
put image: training inputs yield less tailed distributions
than test inputs that in turn lead to less pronounced tails
than artificial ones that are superpositions of two training
images. However, there are large differences within those
input categories, e.g., between test images. Shuffling the
trained weight matrices yields results that are similar to the
randomly initialized case. This indicates that weight and
pre-activation dependencies are important while changes
of the marginal distributions due to model training are not.
While these results apply for the last hidden layer, we ob-
serve mostly Gaussian or slightly skewed Gaussians in ear-
lier layers. In Sec. 4, we demonstrate on a toy model that
non-Gaussian properties accumulate during the propagation
through the network. Further empirical observations and an
analysis of the weight correlations and pre-activation corre-
lations of the trained networks can be found in Appendix
B.
These complex dependence structures are the result of an
interplay of weight distributions, input-immanent structures,
and network non-linearities that are orchestrated by network
training. A theoretical foundation for the Gaussian results
was laid out in the previous section. For the deviations we
take a closer look at correlations in the next section.
4. Completing the Picture - Strongly
Correlated Systems
As we have seen in Eq. (2) the (pre-)activations from any
layer ν are, in general, not independent from one another.
We explore possible consequences of this observation in
terms of consecutive toy experiments. For this, the product
of two RVs, Z = XY , is central. On an abstract level,
Y represents a random activation from a previous layer
and X the product wijzj . For later simplicity, we model
both terms as Gaussian, X,Y ∼ N (µ, σ). In the case of
vanishing mean, µ = 0, one obtains the well known analytic
form for the PDF of Z,
PDFZ(ξ) =
1
pi
K0(|ξ|) (σ = 1) , (3)
with the modified Bessel function K0. Derivations and fur-
ther comments are relegated to Appendix C. In contrast to
the normal distributions its asymptotic,
PDFZ(ξ) ∼ 1√
2pi|ξ|e
−|ξ| (σ = 1, |ξ|  1) , (4)
reveals exponentially decaying tails.
For any given neuron we encounter sums over h terms,
where h denotes the layer width, instead of single products.
If these summands XiYi were independent as argued for
in the first section, one would recover a normal distributed
outcome for the neuron by the central limit theorem. But
if they are correlated, the result may differ drastically. The
outcome strongly depends on the respective covariance ma-
trices of Xi, Yi, for details see Appendix C. As a rule of
thumb, larger correlations favor non-Gaussian results. This
can be illustrated in terms of a toy extension choosing
Z =
h∑
i=1
XiYi , Xi = c x0 + (1− c)xi (5)
and similarly for Yi with Gaussian RVs xγ , yγ for γ = 0,
1, . . . h. The factor c controls a global correlation among
the entries. For this case we find the decomposition
h∑
i=1
XiYi =(1− c)2
h∑
i=1
xi yi + c
2hx0 y0
+ c (1− c)
(
x0
h∑
i=1
yi + y0
h∑
i=1
xi
)
.
(6)
Heuristically speaking, the first term is of Gaussian nature
while the second (and later ones) contribute exponential tails,
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see the limits for c = 0 or 1, respectively. An important
observation is that both terms are on similar footing with
respect to h, i.e., also in the large h limit the Gaussian term
will not suppress the first one. This finding is due to the
choice of a global correlation present in all h terms of xi
and yi.
Assuming that the input Y has exponential tails, we can
investigate how those propagate for the Z = XY model
(given µx = 0). For this, we take
PDFY (ξ) ∝ 1|ξ|(n−1)/n exp
(
−α|ξ|2/n
)
n ∈ N
(7)
as an analytically tractable approximation capturing the tail
behavior. For n = 1, i.e., Gaussian-like decay, we obtain a
Bessel result for Z comparable to Eq. (3), in which the tail
is modeled by n = 2, see Eq. (4). More generally, for small
values of n we obtain the explicit asymptotics for Z as:
PDFZ(ξ) ∼ 1|ξ|n/(n+1) exp
(
−κ1/(n+1)|ξ|2/(n+1)
)
(8)
with |ξ|  1 and some positive constant κ > 0 depending
on αn/σ2X . As the decay slows down with each iteration,
this effect might contribute to an “accumulation” of tails.
Inspired by the presented heuristics, we revisit the randomly
initialized NN introduced in Sec. 3. However, we initial-
ize the weight matrices in a correlated fashion similar to
the toy model in Eq. (5), see Appendix C. The resulting
distributions for the pre-activations given random input are
shown in Fig. 2. With c = 0.1 the correlation is deliberately
small and the dropout rate p = 0.2 set as before, but we
investigate deeper networks of L = 50 layers. The left
panel shows that for h = 1000 only the initial layer follows
a Gaussian behavior and all later ones exhibit exponential
tails of increasing strength. A closer look reveals that the
decay, especially for later layers, is slightly weaker than
exponential, which might be caused by the effects presented
in Eq. (8). On the right hand side we compare the pre-
activations of the 13th layer for different network widths,
from shallow (h = 100) to wide (h = 2000). Except for
small fluctuations of the tails, which besides statistics are
caused by choosing different (fixed) random inputs for each
network, the result is stable with h, suggesting that also the
infinite width limit will not lead to a Gaussian outcome.
Figs. 3 and 4 in Appendix B show the empirical correlations
of the trained network from Sec. 3. While their structure
is more involved, we find that the correlation of the pre-
activations increases for deeper layers. More importantly,
both correlations do not decrease to zero with increased
layer width, which satisfies a central assumption of the
toy model here. It might therefore be less surprising that
the trained network can exhibit exponentially tailed pre-
activations, cf. Fig. 1.
Figure 2. Normalized pre-activation distributions from networks
with correlated random weights, details in text. On the l.h.s. we
color-code hidden layer position, first (dark blue) to last (light
blue). The r.h.s. shows different network widths (narrow (light
blue) to wide (dark blue)) for layer 13. Gaussian (orange) and
exponential tailed distribution (green) are shown for comparison.
5. Discussion
We rigorously proved that random neural networks with
fixed parameters under dropout converge to Gaussian pro-
cesses in the limit of infinitely wide layers. A sketched
argumentation fuels hopes that a similar behavior can be
shown for weakly correlated, infinitely wide networks that
are trained with (full-batch) gradient descent.
Empirically studying wide (trained) networks with a rich
dependence structure reveals a more complex picture: the
coexistence of Gaussian and non-Gaussian, exponential, la-
tent distributions. We shed light on this observation using
a simple toy model and a network with correlated random
initialization. These two systems indicate the existence
of (at least) two regimes: one of weakly correlated pre-
activations with Gaussian distributions and another one of
strongly correlated pre-activations with exponentially tailed
limiting distribution functions. Future work will investi-
gate these two regimes in more detail to understand how
to deliberately manipulate the properties of these limiting
distributions under MC dropout. Searching for the borders
of these regimes and further classes of limiting distributions
is another research path.
Our empirical observation of Gaussianity that decreases
from training data over test data to out-of-distribution data,
gives rise to both theoretical and applied future work: firstly,
to better understand the generalization properties of the
learned Gaussian or non-Gaussian behavior and, secondly,
to employ this knowledge to construct more robust uncer-
tainty quantifications.
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Monte Carlo Dropout in Wide Neural Networks
A. Central Limit Theorem for Random
Neural Networks
The network architectures considered here, are fully con-
nected and therefore defined by the width of the hidden
layers, which we will denote by h0, . . . , hk+1. The depth
and the size of the input and the output layer of the NN,
h0 = d and hk+1 = L, respectively, are kept fix during the
analysis. More formally, we define a set of width functions
hν : N→ N, n 7→ hν(n), for ν = 1, . . . , k in which n is a
control parameter meaningless for actual applications and
hν(n) specifies the number of hidden neurons at layer ν for
a given input n. We consider the case where n→∞ implies
hν(n) → ∞ and hν(n)/n < ∞ for all n. Without loss of
generality we assume the same non-linear activation func-
tion in each layer, denoted by φ : R → R, φ to be (piece-
wise) Lipschitz continuous, i.e. |φ(u)− φ(v)| ≤ K|u− v|
for a fixed K ∈ R+ and all u, v ∈ R, and that the weights
w
(ν)
ij and biases b
(ν)
ij , are drawn from a standard normal dis-
tribution N (0, 1). Let x ∈ Rd be a bounded input vector to
the NN, that we parametrize as follows
f
(ν)
i (x) =
1√
hν−1(n)
hν−1(n)∑
j=1
w
(ν)
ij g
(ν−1)
j (x) + b
(ν)
i ,
(9)
g
(ν)
i (x) =
{
z
(ν)
i φ
(
f
(ν)
i (x)
)
, ν = 1, . . . , k − 1
xi , ν = 0
,
(10)
where i = 1, . . . , hν(n), ν = 0, . . . , k, and z
(ν)
i ∈ {0, 1}
are independent binary random variables with P(z(ν)j =
1) = q for all i, j, ν. For analytic tractability, we do not
consider dropout in the input layer because its dimension is
kept fixed for n→∞.
The proof that random neural networks with MC dropout
converge to a Gaussian Processes relies on the same mathe-
matical model as proposed in (de G. Matthews et al., 2018),
which we summarize for completeness. In order to study
the limiting distribution of the pre-activations, in layer ν,
we set its width to infinity, hν(n) = ∞ and embed it into
R∞. Convergence in distribution in this abstract space can
be studied only with respect to a certain topology. Follow-
ing (Billingsley, 1995) this topology is generated by a metric
ρ:
ρ(u, v) =
∞∑
i=1
min {1, |vi − ui|}
2i
According to (Billingsley, 1995) this metric metricise the
product topology of the product of countable many copies
of R with the usual Euclidean topology (Dashti & Stuart,
2017). Moreover, to prove weak convergence in such an
abstract space, it is sufficient to prove weak convergence
for each finite dimensional marginal. To study the conver-
gence behavior of the finite dimensional marginals simulta-
neously (de G. Matthews et al., 2018) suggested to use the
Cramr-Wold device.
Theorem 2. For random vectors Xn = (Xn1, . . . , XnM )
and Y = (Y1, . . . , YM ), a necessary and sufficient condi-
tion for a Xn converging in distribution to Y (Xn ⇒ Y ) is
that ∑
u
tuXnu ⇒
∑
u
tuYu , ∀ t ∈ RM . (11)
That is, if every linear combination of the coordinates of
Xn converges in distribution to the correspondent linear
combination of coordinates of Y .
This theorem reduces the problem of weak convergence of
the distribution of the finite marginals, to the convergence
of the distribution of a one-dimensional random variable.
Based on the Cramr-Wold theorem, we will show that
ψν(t) =
1
sn
M∑
u=0
tu
(
f (ν)u (x)− EZ
{
f (ν)u (x)
})
(12)
=
1
sn
hν−1(n)∑
j=1
1√
hν−1(n)
M∑
u=0
tuw
(ν)
uj
×
(
z
(ν)
j g
(ν−1)
j (x)− qEZ
{
g
(ν−1)
j (x)
}) (13)
≡ 1
sn
hν−1(n)∑
j=1
γ
(ν)
j,n , (14)
where EZ {ψν(t)} = 0 and
s(ν)2n =
hν−1(n)∑
j=1
σ
(ν)2
jn (15)
=
hν−1(n)∑
j=1
M∑
u=0,v=0
tutvw
(ν)
uj w
(ν)
vj
hν−1(n)
×
(
qEZ
{(
g
(ν−1)
j (x)
)2}
− q2E2Z
{
g
(ν−1)
j (x)
})
.
(16)
In the expression above we set E{γ(ν)j,n
2} ≡ σ(ν)2jn . As
defined above, ψν(t) is a random variable with mean zero
and unit variance. As mentioned earlier, see Eq. (2), the pre-
activations have a non-trivial correlation structure. Thus the
activations are dependent random variables. Since the sums
in the pre-activations are over dependent random variables,
standard central limit theorems can not be applied. However,
due to the self-averaging property of the weights of the
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random neural network, we can study the behavior of the
variables when the width goes to infinity. We summarize
our observations in the following lemma.
Lemma 1. Let the pre-activations {f (ν−1)u (x)}u∈N con-
verge, for n → ∞ in distribution, to independently dis-
tributed random variables, let f (ν)i (x), g
(ν)
i (x), s
(ν)2
n and
γ
(ν)
j,n be as defined in Eq. (9), (10), (15) and (14), respec-
tively. Then it follows that ψ(ν)(t) converges in distribution
to the distribution of ψ(ν)(t) with γ(ν)j,n replaced by a ran-
dom variable drawn from the marginalized distribution of
γ
(ν)
j,n .
Proof. According to the discussion above we prove that
ψ(ν)(t), as, defined in Eq. (13), converges to a Gaussian
distributed random variable with mean zero and variance
one. We first show that ψ(ν)(t) converges in distribution to
the distribution of ψ(ν)(t) with γ(ν)j,n replaced by a random
variable drawn from the marginalized distribution of γ(ν)j,n .
To prove this, we have to show that
∣∣∣∣∣∣EZ

hν−1(n)∏
j=1
eiλγ
(ν)
j,n/sn
−
hν−1(n)∏
j=1
EZ
{
eiλγ
(ν)
j,n/sn
}∣∣∣∣∣∣
(17)
converges to zero for n → ∞. To simplify the expres-
sion above, we combine the following estimate (Billingsley,
1995) of the exponential function
|(1 + iλx− λ
2
2
x2)− eiλx| ≤ min{|xλ|2, |xλ|3} (18)
with the following observation
∣∣∣∣∣∣EZ

hν−1(n)∏
j=1
eiλγ
(ν)
j,n/sn
− c
∣∣∣∣∣∣ ≤
EZ
{∣∣∣∣(1 + iλsn γ(ν)i,n − λ
2
s2n2
γ
(ν)
i,n
2
)
− eiλγ(ν)i,n/sn
∣∣∣∣}+∣∣∣∣∣∣EZ

(
1 +
iλ
sn
γ
(ν)
i,n −
λ2
s2n2
γ
(ν)
i,n
2
) hν−1(n)∏
j 6=i
eiλγ
(ν)
j,n/sn
− c
∣∣∣∣∣∣ ,
(19)
where c ∈ C. It holds for all i ≤ hν−1(n) and is a simple
consequence of the fact that the characteristic function has
absolute value one. Applying Eq. (19) and (18) to both
terms in expression (17) multiple times, we end up with the
following upper bound on Eq. (17),∣∣∣∣∣∣EZ

hν−1(n)∏
j=1
eiλγ
(ν)
j,n/sn
−
hν−1(n)∏
j=1
EZ
{
eiλγ
(ν)
j,n/sn
}∣∣∣∣∣∣
≤
hν−1(n)∑
j=1
2EZ
min

∣∣∣∣∣γ
(ν)
j,nλ
sn
∣∣∣∣∣
2
,
∣∣∣∣∣γ
(ν)
j,nλ
sn
∣∣∣∣∣
3

 (20)
+
∣∣∣∣∣∣EZ

hν−1(n)∏
j=1
(
1 +
iλγ
(ν)
j,n
sn
− λ
2
s2n2
γ
(ν)
j,n
2
)
−
hν−1(n)∏
j=1
EZ
{(
1 +
iλγ
(ν)
j,n
sn
− λ
2
2s2n
γ
(ν)
j,n
2
)}∣∣∣∣∣∣ .
(21)
The sum (20) in the expression above, appears also in
the proof of the Lindeberg central limit theorem. Follow-
ing (Billingsley, 1995) let  > 0 be positive, then due to
min-function in the expectation, the sum (20) is at most
|λ|2
s2n
hν−1(n)∑
j=1
∫
|γ(ν)j,n|>
dPj(γ
(ν)
j,n ) γ
(ν)2
j,n
+
|λ|3
s3n
hν−1(n)∑
j=1
∫
|γ(ν)j,n|<
dPj(γ
(ν)
j,n )
∣∣∣γ(ν)j,n ∣∣∣3
(22)
≤ |λ|
3
sn
+
|λ|2
s2n
hν−1(n)∑
j=1
∫
|γ(ν)j,n|>
dPj(γ
(ν)
j,n ) γ
(ν)2
j,n , (23)
where dPj(γ
(ν)
j,n ) is the marginal probability measure of
γ
(ν)
j,n . Setting  → sn the second term in Eq. (23), is
exactly the Lindeberg condition. In Lindeberg-CLT a nec-
essary condition for the in distribution convergence to a
Gaussian distributed random variable is that the Lindeberg-
Condition vanishes for n→∞. A necessary condition for
the Lindeberg-condition to be satisfied is that the Lyapunov-
condition (26) holds (Billingsley, 1995). The latter is proven
to be satisfied in lemma 7. Thus, since second term in ex-
pression (23) converges to zero for n → ∞ and that  is
arbitrary, the sum (20) converges to zero.
To conclude the proof, it remains to show that expres-
sion (21) converges to zero for n → ∞. First of all,
we observe that EZ{1 + iλγ(ν)j,n/sn − λ2γ(ν)j,n
2
/2s2n} =
1 − λ2σ(ν)2jn /2sn. Expanding the products in Eq. (21), it
turns out that we have to show that the absolute values of
∑
i∈D
EZ

l1∏
j=1
γ
(ν)
ij ,n
l1+l2∏
k=l1+1
γ
(ν)2
ik,n
 , (24)
where D = {i = (i1, . . . , il1+l2)|1 ≤ i1 < · · · < il1+l2 ≤
hν−1}, converges to zero for n→∞, for all l1, l2 such that
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l1 > 1 and l1 + l2 ≤ hν−1 as well as that the absolute value
of
∑
i∈D′
EZ

l∏
j=1
γ
(ν)2
ij ,n
−
l∏
j=1
σ
(ν)2
jn
 , (25)
where D′ = {i = (i1, . . . , il)|1 ≤ i1 < · · · < il ≤ hν−1},
converges to zero for n→∞, for all l such that l ≤ hν−1.
Both claims follow similar argumentation. Due to the fact
that the weights are Gaussian distributed random variables
with zero mean and unit variance, it immediately follows
that the mean with respect to the weights of layer ν is zero.
Thus, we can apply Chebyshev’s inequality PW (|f(W )| ≤√
Var(f(W ))/δ) ≥ 1−δ to obtain a high probability bound
on both expressions. In both cases the variance becomes a
double sum over either D or D′ which is at most of order
O(h2l1+2l2ν−1 ), the summands contributed a factor of order
O(h−l1−2l2ν−1 ) times the following average over the weights
of layer ν
EW
{
l1∏
o=1
w
(ν)
uoio
w
(ν)
u′ojo
l1+l2∏
b=l1+1
w
(ν)
ubib
w
(ν)
u′bib
w
(ν)
u′′o jb
w
(ν)
u′′′o jb
}
,
where 1 ≤ i1 < · · · < il1+l2 ≤ hν−1 and 1 ≤ j1 <
· · · < jl1+l2 ≤ hν−1. Due to the Gaussian nature of the
weights, the leading order contributions of the expression
above are due to the second are of the form
∏l1
o=1 δiojo . The
Kronecker-Deltas lead to a reduction of the order of the
sum, namely the reduce contributions of the double sum by
a factors of O(hl1ν−1). Thus, there exist a constant C such
that the variance of expression (24) can be bounded, with at
least probability 1− δ, by
C√
δ
( ||t||2
sn
)2(l1+2l2)
× max
i,k∈D
EZ

l1∏
j=1
(
g
(ν−1)
ij
− EZ
{
g
(ν−1)
ij
})
×
l1+l2∏
b=l1+1
(
g
(ν−1)
ib
− EZ
{
g
(ν−1)
ib
})2}
× (ij , ib) replaced by (ki, kb)] +O(h−1ν ) .
However, due to the assumptions, sn converges to a non-
zero limit for n→∞ and the expectations asymptotically
decompose into a product over the is and js which are
zero. Thus the expression above and the expression (24)
converge to zero for all δ ∈ (0, 1]. Similar, we find that
expression (25) can be bounded, with at least probability
1− δ, by
C√
δ
( ||t||2
sn
)4l
× max
i,j∈D′
[(
EZ
{
l∏
b=1
(
g
(ν−1)
ib
− EZ
{
g
(ν−1)
ib
})2}
−
l∏
b=1
EZ
{(
g
(ν−1)
ib
− EZ
{
g
(ν−1)
ib
})2})
× ib replaced by jb] +O(h−1ν ) .
As above, by the assumptions, sn converges to a non-zero
limit for n → ∞ and the expectations asymptotically de-
compose into a product expectations over the is and js.
However, the latter is exactly what is subtracted and thus
the expression above and the expression in Eq.(25) go to
zero for all δ ∈ (0, 1]. Thus in summary, we finally showed
that expression (17) converges to zero for n → ∞ with
probability of at least one over the weights.
To finally conclude that of γ(ν)j,n in each layer ν = 2, . . . , k
become independent random variables, we have to show
that this is the case for ν = 2.
Corollary 1. Let f (2)i (x), g
(2)
i (x), s
(2)2
n and γ
(2)
j,n be as
defined in Eq. (9), (10), (15) and (14), respectively. Then it
follows that γ(ν)j,n are independent random variables.
Proof. This follows from the definition of the pre-
activations and the fact that the preceding layer is deter-
ministic and does not have dropout.
Since ψ(ν)(t) and ψ(ν)(t) with γ(ν)j,n replaced by a random
variable drawn from the marginalized distribution of γ(ν)j,n ,
have the same limiting distribution, we can study the lim-
iting distribution of the form by studying the limiting dis-
tribution of the latter, which is a simple consequence of
Lyapunov’s central limit theorem.
Lemma 2. Let the pre-activations {f (ν−1)u (x)}u∈N con-
verge, for n → ∞ in distribution, to independently dis-
tributed random variables, let f (ν)i (x), g
(ν)
i (x), s
(ν)2
n and
γ
(ν)
j,n be as defined in Eq. (9), (10), (15) and (14), respec-
tively. Then ψ(ν)(t) converges, for ν = 2, . . . , k, in distri-
bution to a Gaussian distributed random variable with zero
mean and unit variance
Proof. Due to lemma 1 it is enough to consider ψ(ν)(t)
with γ(ν)j,n replaced by a random variable drawn from the
marginalized distribution of γ(ν)j,n . The random variables
drawn from the marginalized distribution are independent
by definition. From lemma 7 it follows that they satisfy
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the Lyapunov-Condition (26), so we can apply Lyapuno’s
central limit theorem 3 to proof that ψ(ν)(t) converges in
distribution to a Gaussian distributed random variable. Since
it has by construction zero mean and unit variance, the claim
follows immediately.
To finally prove that the pre-activation in layer ν have Gaus-
sian distributed is a corollary of the results obtained so far.
Corollary 2. Under the assumptions of lemma 2, the pre-
activations of layer ν, {f (ν)u (x)}u∈N, converge in distribu-
tion, for n → ∞, to independent Gaussian random vari-
ables.
Proof. From Lemma 2, Lemma 1 and the Cramr-Wold the-
orem, it follows that every finite marginal of f (ν)(x) ∈ R∞
converges in distribution to a Gaussian distributed random
variable. From which follows, that {f (ν)u (x)}u∈N converges
in distribution to a Gaussian process. Due to lemma 3
for all finite index-sets M ⊂ N the covariance the pre-
activations f (ν)v (x) and f
(ν)
u (x) for u 6= v and u, v ∈ M
converges to zero almost surely. Because the pre-activations
converges to a uncorrelated Gaussian process, it follows,
that {f (ν)u (x)}u∈N converge to independent random vari-
ables.
A.1. Limiting Covariance Structure of Layer ν
In this section we prove that the covariance structure of a
finite sub set of the pre-activations in each layer becomes
diagonal, in the limit of infinite width, i.e. for n→∞.
Lemma 3. Let the pre-activations {f (ν−1)u (x)}u∈N con-
verge, for n → ∞ in distribution to independently dis-
tributed random variables, f (ν)i (x) and g
(ν)
i (x) be as de-
fined in Eq. (9), (10) . Then, for ν = 2, . . . , k and all finite
index-sets M ⊂ N,
Cov
(
f (ν)u , f
(ν)
v
)
= EZ
{
f (ν)u f
(ν)
v
}
− EZ
{
f (ν)u
}
EZ
{
f (ν)v
}
converges (almost surely) to zero for n → ∞, whenever
u 6= v, where u, v ∈M .
Proof. To show that the covariance vanishes for u 6= v, we
use high probability bounds on the weights. Since the expec-
tation with respect to the weights of layer ν vanishes, we can
bound the expression above using Chebyshev’s inequality
PW (|f(W )| ≤
√
VarW (f(W ))/δ) ≥ 1− δ. The variance
is our case is simply the second moment EW
{
f2(W )
}
.
With probability of at least 1− δ, we find that
Cov
(
f (ν)v , f
(ν)
u
)
≤ 1
h2ν−1
√
δ
hν−1∑
l 6=k=1
(
EZ
{
g
(ν−1)
k g
(ν−1)
l
}
− EZ
{
g
(ν−1)
k
}
EZ
{
g
(ν−1)
l
})2
+O(h−1ν−1) .
For ν = 2, the leading term in the expression above is zero,
because by definition, see Eq. (10), E{g(ν−1)k g(ν−1)l } =
E{g(ν−1)k }E{g(ν−1)l }. For ν > 2 the sum is of order
O(h2ν−1) such that the leading contribution with respect
to hν−1 of expression on the right hand side, is at most
of order O(1). However, since the pre-activations of the
proceeding layer converge to independent random variables
as n→∞, i.e. E{g(ν−1)k g(ν−1)l } → E{g(ν−1)k }E{g(ν−1)l }
for l 6= k, the expression above converges to zero for all
δ ∈ (0, 1].
For ν = 2, . . . , k we rescale δ by a factor of 2/(|M |(|M | −
1)) and apply the union bound over u 6= v where u, v ∈M
to find that Cov
(
f
(ν)
v , f
(ν)
u
)
converges to zero for all u 6= v,
where u, v ∈ M , with at least probability 1 − δ. Since
δ ∈ (0, 1] is arbitrary the claim follows.
A.2. Lyapunov Condition for Random Neural
Networks
We prove that a neural network, given by Eq. (9) and (10)
satisfies the Lyapunov condition,
lim
n→∞
1
s2+δn
rn∑
k=1
EZ
{
|Xnk − µnk|2+δ
}
= 0 , (26)
where µnk = E {Xnk} and s2n =
∑
j E
{
(Xnj − µnj)2)
}
.
The Lyapunov condition is a necessary condition of Lya-
punovs central limit theorem (Billingsley, 1995), which we
state for completeness.
Theorem 3. Suppose that for each n the sequence
Xn1, . . . , Xnrn is independent and satisfies µnk =
EZ {Xnk}, σ2nk = EZ
{
(Xnk − µnk)2
}
, s2n =
∑rn
k=1 σ
2
nk
and let Sn = Xn1 + · · · + Xnrn . If the Lyapunov-
condition (26) holds for some positive δ, then (Sn −∑rn
k=1 µnk)/sn ⇒ N .
The main argument of the proof relies on the fact, that the
activations of the neural network in the numerator and the
denominator of condition (26), can be bounded independent
from the width of the neural network.
Due to the assumptions on the activation functions of being
Lipschitz continuous with Lipschitz constant L, we find that
|φ(u)| ≤ |φ(v)|+K|u− v| , (27)
|φ(u)| ≥ |φ(v)| −K|u− v| (28)
holds for all u, v ∈ R. These bounds will allow us to bound
the activation functions. First, we need a simple lemma
bounding the activation functions of a neural network with
weights drawn form a normal distribution. To formulate the
next lemma we make the following assumption. According
to the idea of dropout, we set a part of the activation in each
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layer to zero. We define the set U (ν) to be the index set of
activations in layer ν not set to zero. The collection of index
sets U (ν), for ν = 1, . . . , k, is called an activation pattern.
Lemma 4. Let α > 0, x ∈ RN be fixed such that ||x||22 ≤
Nα and the bias b as well as the weightswi of a network pre-
activation be drawn from N (0, 1). Then for each finite in-
teger k, independent of N and all U ⊆ U ∈ P({1, ..., N})
there exists a constant C independent of N such that
EW

∣∣∣∣∣∣b+ 1√N
∑
j∈U
wjxj
∣∣∣∣∣∣
k
 ≤ C . (29)
Proof. Let k = 2m, x⊥ = (xi)i∈U and w⊥ = (wi)i∈U
such that
∑
j∈U wjxj = 〈w⊥, x⊥〉 and ||x⊥||22 ≤ ||x||22 ≤
αN . Without loss of generality we assume that 1 ∈ U . We
rotate w⊥ such that x⊥ is given by a vector with ||x⊥||2
in the first element and zero elsewhere. This simplifies the
expression (29) of the lemma to
m∑
j=1
(
2m
2j
)( ||x⊥||2√
N
)2(m−j)
c2(m−j)c2j
≤
m∑
j=0
(
2m
2j
)
α(m−j)c2(m−j)c2j ≤ C ,
where cn is the nth moment of a Gaussian random variable
with zero mean and unit variance. The last inequality in the
estimate above is due to the fact that the sum as well as the
moments and coefficients are independent of N , proving
the claim for even k. Let X be a random variable with
E
{|X|2k} <∞, then it follows that
E
{|X|2m+1} = √E {|X|4m+2} − Var (|X|2m+1)
≤
√
E {|X|4m+2} .
(30)
Since all finite moments of a Gaussian random variable
exist, the claim follows for odd k from Eq. (30).
We now apply lemma 4 recursively to the neural network
to make the following observation. Since it would only
slightly change the absolute values of the constants bound-
ing the expressions in the following and not change their
dependence on the layer width, we will keep all activations
in the networks, i.e. set U (ν) = [hν(n)], without explicitly
mentioning it.
Lemma 5. Let α > 0, x ∈ RN be fixed such that ||x||22 ≤
Nα, g(ν)i (x) be as defined in Eq. (10) and the bias b
(ν)
i as
well as the weights w(ν)ij , of a network pre-activation, be
drawn from N (0, 1). Then there exists a constant C <∞
such that
EW
{∣∣∣g(ν)i (x)∣∣∣k} ≤ C ∀ν = 1, . . . , L ,
for each finite, positive integer k, where the expectation is
over the weights and the bias.
Proof. We prove the statement by induction over ν. For
ν = 1, this follows immediately from lemma 4 and Eq. (27)
with v = 0. Thus, the induction hypothesis is that this is
true for ν. For ν + 1 we find
EW
{∣∣∣g(ν+1)i (x)∣∣∣k} ≤ EW {(K ∣∣∣fi(x)(ν+1)∣∣∣+ |φ(0)|)k}
=
k∑
j=0
(
k
j
)
Kj |φ(0)|k−j EW
{∣∣∣fi(x)(ν+1)∣∣∣j} .
As f (ν+1)i (x) is an affine-linear combination of g
(ν)
j which
is bounded according to the induction hypothesis, all abso-
lute moments of f (ν+1)i (x) are bounded. This concludes
the induction step.
We facilitate this bound on the absolute moments of the
individual moments, to find a high probability bound on
polynomials of the absolute value of the activation functions.
Lemma 6. Let p(x) be a polynomial of degree k in x. With
probability of at least 1− δ it follows, under the assumption
of Lemma 5, that there exists a constant C, independent of
hν(n) such that∣∣∣p(∣∣∣g(ν)i (x)∣∣∣)− EW {p(∣∣∣g(ν)i (x)∣∣∣)}∣∣∣ ≤
√
hν(n)
δ
C ,
where the expectations are over the weights and bias, holds
for all i = 1, . . . , hν(n) and any finite integer k.
Proof. We have that Var(X) ≤
√
EX2 for any random
variable X with finite second moment. From this inequality,
an expansion of p in E|g(ν)i (x)| and lemma 5 we find that
there exists a constant C ′ such that
VarW
(
p
(∣∣∣g(ν)i (x)∣∣∣)) ≤ C ′ ,
where the variance is with respect to the weights. This
estimate in combination with Chebyshev’s inequality, yields
that with probability of at least 1− δ/hν(n)∣∣∣p(∣∣∣g(ν)i (x)∣∣∣)− EW {p(∣∣∣g(ν)i (x)∣∣∣)}∣∣∣ ≤
√
hν(n)
δ
C .
Applying the union bound over i to the expression above, we
find that it holds for all i = 1, . . . , hν(n) with probability
of at least 1− δ.
The following generalization of the lemmas above, will
simplify the proof of the final lemma in this section.
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Corollary 3. Let g(ν)i,l (x) be the activation function with the
activation pattern U (ν
′)
l for ν
′ = 1, . . . , ν − 1 and l ∈ L,
where L is a finite index set. Then lemma 5 and lemma 6
hold also for polynomials of finite degree in {|g(ν)i,l (x) | l ∈
L}.
Proof. The claim follows immediately form the fact that
lemma 4 holds for all activation patterns and the application
of it in the proofs of lemma 5 and lemma 6.
With lemma 6 and corollary 3 at hand, we can easily prove
that the condition of the Lyapunov CLT is satisfied. In con-
trast to the lemmas above, the expectation in the following
lemma will be over the dropout random variables.
Lemma 7. Let α > 0, x ∈ Rd be fixed such that ||x||22 ≤
dα, γ(ν)j,n (t) and s
(ν)
n (x) be as defined in Eq. (14) and (15)
respectively. We assume that s(ν)n does not converge to zero.
Then we have that
lim
n→∞
(
1
s
(ν)
n (x)
)4 hν−1∑
j=1
EZ
{∣∣∣γ(ν)j,n (t)∣∣∣4} = 0 ,
almost surely over the weights.
Proof. We consider the following sequences
an =
√
δ
hν−1(n)
(
s(ν)n
)2
and
bn =
δ
hν−1(n)
hν−1∑
j=1
EZ
{∣∣∣γ(ν)j,n (t)∣∣∣4} .
To see that an converges we make the following estimate
an ≤ C 1
hν−1(n)
hν−1∑
j=1
∑
u,v∈M
w
(ν)
uj w
(ν)
vj tutv ,
where we made use of (16), lemma 6 and corollary 3 as
follows. The expectation value in Eq. (16) is over the space
of dropout configurations and can be interpreted as average
over activation patterns. Since the corollary 3 holds for all
activation patterns, we arrive at the expression above. The
remainder converges to C||t||22 for n→∞ with probability
1, for all values of δ ∈ [0, 1].
The convergence of bn to zero is due to the following obser-
vations. By definition we have that bn ≥ 0. Moreover, the
summands of the sum over j are polynomials of degree 4.
These polynomials consists of terms of the form
(−1)4−a
∣∣∣EZ {g(ν−1)j (x)}∣∣∣4−a EZ {∣∣∣g(ν−1)j (x)∣∣∣a} ,
where a = 0, . . . , 4 . The first two factors in the expression
above can be upper bounded by E{|g(ν−1)j (x)|4−a}. Due to
corollary 3 and lemma 6 there exists a constant C, such that
with probability of at least 1−δ the resulting polynomial can
be bounded by
√
hν−1(n)/δ C for all j = 1, . . . , hν−1(n).
This leads us to the upper bound
bn ≤
√
δ
hν−1(n)
C
h2ν−1(n)
×
hν∑
j=1
∑
u,v,l,o∈M
w
(ν)
uj w
(ν)
vj w
(ν)
lj w
(ν)
oj tutvtlto .
An inspection of an expectation of the expression above,
with respect to the weights, in combination with the Markov
inequality shows that it converges to zero for n→∞ with
probability 1 for all values of δ ∈ [0, 1] and t ∈ R|M |.
By assumption of the lemma, sn(ν) does not converge to
zero, neither does an. Thus since an and bn converge, we
can find, applying the union bound, that the limit of bn/a2n
as quotient of their limits and thus find that it converges to
zero for n→∞. However, bn/a2n is nothing else then the
sequence of the claim. Since we showed that it converges
with probability of at least 1 − δ over the weights, for all
δ ∈ [0, 1], we proved the claim.
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B. Empirical Observations
Further implementation details All biases of the net-
works are set to zero. Training is done on shuffled
mini-batches of size 100 using the standard train-test
data split without any further preprocessing. All ex-
periments were run in pytorch (Paszke et al., 2019) us-
ing a Intel(R) Xeon(R) Gold 6126 CPU and a
NVidia GeForce GTX 1080ti GPU.
Correlations in random networks We analyze the weight
correlations and pre-activation correlations of the untrained
Hnarrow and Hwide. The (row-wise) Pearson correlations
of the weight matrices (Fig. 3, top row) are centered around
zero with estimation errors that are determined by the width
of the respective network. The column-wise weight correla-
tions look the same. To calculate pre-activation correlations
(see Eq. 9), we run 10,000 forward passes with dropout for
a fixed test image. Fig. 4 (top row) shows that these correla-
tions are largely similar to the weight correlations—as can
be expected.
Correlations in trained networks For Hnarrow, we find
similar weight correlations for all hidden layers with corre-
lations coefficients that range from −1 to 1 (Fig. 3, bottom
left). While the distributions forHwide are even more homo-
geneous across layers, they span only from approximately
−0.5 to 0.5 (Fig. 3, bottom right). More importantly, these
distributions resemble the central part of theHnarrow distri-
butions and do by no means collapse to zero, i.e., although
network width varies by one order of magnitude, the global
dependence structures are similar in both networks. Next,
we study the dependencies between pre-activations that are
(mainly) induced by the weight dependencies. Fig. 4 shows
roughly the same dependence pattern as Fig. 3, however,
for Hwide the pre-activation correlation distribution gets
broader with layer depth (Fig. 4, bottom right). Intuitively,
we can make sense of this observation: the network itera-
tively withdraws input information to finally only keep what
is useful for classification, and less information distributed
over a fixed number of neurons means stronger correlations.
Moreover, not only pre-activation correlations increase with
layer depth but also their variances and thus covariances.
Further observations for trained networks We find
that sigmoid activations suppress non-normal distributions,
which is in contrast to tanh, ReLU, and linear activation
functions. Further experiments with a custom non-linearity
that is a proxy to sigmoid suggest that the combination of be-
ing constrained and mapping onto only one half-axis might
be a critical condition for a Gaussian inducing non-linearity.
Figure 3. Weight correlations of randomly initialized (top row) and
trained (bottom row) networks that are either narrow (h = 100,
left column) or wide (h = 1000, right column). The different
hidden layers are color-coded: from first (melon) to last (purple)
hidden layer. The Pearson correlation coefficient is used.
Figure 4. Pre-activation correlations of randomly initialized (top
row) and trained (bottom row) networks that are either narrow
(h = 100, left column) or wide (h = 1000, right column). The
different hidden layers are color-coded: from first (green) to last
(dark blue) hidden layer. The Pearson correlation coefficient is
used.
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C. On Correlated Systems
Here, we provide additional information accompanying the
calculations in Sec. 4. For instance, the PDF in Eq. (3) can
be calculated using a filter integral:
PDFf˜ (ξ) ∝
∫
dxdy δ(ξ − xy)e−x2/2−y2/2 (31)
∝
∫
dxdydk e−ik(ξ−xy)e−x
2/2−y2/2 (32)
=
∫
dk e−ikξ
∫
dxdy exp
(
−1
2
bTAb
)
(33)
with the shorthand notations
b =
(
x
y
)
and A =
(
1 −ik
−ik 1
)
. (34)
Evaluating the inner integrals thus leads to
PDFf˜ (ξ) ∝
∫ +∞
−∞
dk
e−ikξ√
1 + k2
= 2K0(|ξ|) . (35)
The differing prefactor in Eq. (3) follows from the normal-
ization condition for a PDF. For convenience, we omitted
any prefactors here.
A direct extension of this calculation to non-zero mean is
challenging. Instead we provide a heuristic explanation
where we include this aspect via
X = µX +σXX with X ∼ N (0, 1) (Y analogous) ,
(36)
leading to
XY = µXµY︸ ︷︷ ︸
const.
+µXσY Y + µY σX X︸ ︷︷ ︸
“Gaussian”
+σXσY XY︸ ︷︷ ︸
“tail”
.
(37)
Neglecting the first term as constant, the two middle sum-
mands follow a Gaussian behavior while the last one con-
tains a product giving rise to exponential tails. While this
heuristic breakdown ignores the correlations of the twice
occurring ’s it qualitatively captures the behavior of XY .
Indeed, we find a stronger emphasis towards exponential
tails for σ > µ and for Gaussian behavior the other way
around. For illustration, Fig. 5 shows the empirical distri-
bution of Z for µX = µY = 0 (left) and µX = µY = 10
(right). As a guide we added a numerically obtained PDF
as well as an approximation following the logic of our ex-
planation for Eq. (37). In this second case we used the
addition of two independent random variables Z˜ = X˜ + Y˜ ,
where X˜ ∼ N(µXµY ,
√
(σXµY )2 + (σY µX)2) is a Gaus-
sian which models the first three terms in Eq. (37). For Y˜
we use an exponential distribution,
PDFY˜ (ξ) =
1
2σXσY
exp
(
− |ξ|
σXσY
)
, (38)
Figure 5. Logarithmic visualization of the PDF for the product of
two Gaussian random variables X,Y . Shown in blue and green
are an approximation to the PDF (see text) and an exact numerical
result respectively. Left side shows µX = µY = 0 and right
µX = µY = 10, in both panels σX = σY = 1.
designed to capture the tail properties of the Bessel function.
Here, we neglected the additional |ξ|−1/2 dependence of
the asymptotic, Eq. (8), to keep the resulting integrals of a
Gaussian type. This allows us to give an explicit expression
for Z˜,
PDFZ˜(ξ) =
e
σ21
2σ22
4σ2
(
e
µ−ξ
σ2 Erfc
(
σ21 + (µ− ξ)σ2√
2σ1σ2
)
+e
ξ−µ
σ2 Erfc
(
σ21 + (ξ − µ)σ2√
2σ1σ2
))
.
(39)
Therein we used the short hand notations µ = µxµY , σ1 =√
(σXµY )2 + (σY µX)2) and σ2 = σXσY . Also,
Erfc(ζ) = 1− Erf(ζ) = 1− 2√
pi
∫ ζ
0
dt e−t
2
(40)
denotes the complementary error function. As can be seen in
Fig. 5 this approximation roughly captures the exponential
tails. Furthermore, we find that for µ > σ the tail behavior
is suppressed and the distribution becomes asymmetric, a
property we similarly observe in the real data, see Fig. 1.
The extension of the Z = XY toy model to a sum of
random variables Z =
∑h
i=1XiYi can be treated, at least
theoretically, in the same way as the original problem:
PDFZ(ξ) ∝
∫
dxdy δ(ξ − xTy)e−xTΣ−1X x/2−yTΣ−1Y y/2
=
∫
dk e−ikξ
∫
dxdy exp
(
−1
2
bTAb
)
,
(41)
where in this case b ∈ R2h is instead a stacked vector of
both x and y, compare Eq. (34). Furthermore,
A =
(
Σ−1X −ik1
−ik1 Σ−1Y
)
. (42)
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Evaluating the inner integrals gives rise to
PDFZ(ξ) ∝
∫ +∞
−∞
dk
e−ikξ√
det
(
Σ−1z˜ Σ
−1
g˜ + k
21
) , (43)
where we used the identity
det
(
E B
C D
)
= det (ED −BC) (44)
valid for arbitrary square matrices B,C,D,E as long as
CD −DC = 0 holds. Assuming that the matrix Σ−1z˜ Σ−1g˜
is diagonalizable with (positive) eigenvalues σ2i leads to
PDFZ(ξ) ∝
∫ +∞
−∞
dk
e−ikξ√∏h
i=1 (σ
2
i + k
2)
. (45)
Depending on the eigenvalue spectrum the resulting func-
tion can exhibit quite different tail behaviors. To briefly
illustrate this, let us make two remarks: If we assume dou-
bly degenerate eigenvalues we can “ignore” the square root
and Eq. (45) instead has poles of first order at the positions
k = ±iσi. Based on the residue theorem we then find
PDFZ(ξ) ∝
h∑
i=1
e−σi|ξ|
2σi
∏h
j 6=i(σ
2
j + σ
2
i )
. (46)
In a loose sense this might be seen as a discrete variant of
a Laplace transform and therefore has a similar variety of
outcomes. Those could be largely restricted if one assumes
the spectrum of the σi to be bounded. In the body of the
paper we omitted this discussion and instead chose an easier
example closer to the intended application.
The correlation expressed in Eq. (5) can be seen as stemming
from a multivariate Gaussian with zero mean and covariance
matrix
Σij =
{
1 i = j
c i 6= j . (47)
While this matrix has a very simple structure with only two
distinct eigenvalues of 1 + (h− 1)c and 1− c, the latter is
h− 1 fold degenerate. Therefore, our considerations from
Eq. (46) do not directly apply. Instead, we use this model
to build the weight matrices for the random network shown
in Fig. 2. To this end, we draw for each Wν two sets of
such multivariate Gaussian distributed vectors {ai, bi ∈
Rh}. These vectors form two matricesA = (a1, . . . , ah) ∈
Rh×h (B analogous) with correlated rows such that eachW
is given by Wν = (Aν +BTν )/(2
√
qh), where q = 1− p
denotes the keep rate. This way we ensure independent
correlations both among rows and columns of the matrices.
