Land cover changes continuously change by the time. Many kind of phenomena is a simple of important factors that affect the environment change, both locally and also globally. To determine the existence of the phenomenon of land cover change in a region, it is necessary to identify the driving factors that can cause land cover change. The relation between driving factors and response variables can be evaluated by using regression analysis techniques. In this case, land cover change is a dichotomous phenomenon (binary). The BLR's model (Binary Logistic Regression) is the one of kind regression analysis which can be used to describe the nature of dichotomy. Before performing regression analysis, correlation analysis is carried it the first. Both correlation test and regression tests are part of a statistical test or known classical assumption test. From result of classical assumption test, then can be seen that the data used to perform analysis from driving factors of the land cover changes is proper with used by BLR's method. Therefore, the objective of this research is to evaluate the effectiveness of methods in assessing the relation between driving factors of land cover change that assumed can affect to land cover change phenomena. This research will use the classical assumed test of multiple regression linear analysis, showing that BLR method is efficiency and effectiveness solution for researching or studying in phenomenon of land cover changes. So it will to provide certainty that the regression equation obtained has accuracy in estimation, unbiased and consistent.
INTRODUCTION
Rarely for researchers related of land cover change that performing statistical tests prior to the data that will be used to determine the type of data and the relation between the data. Therefore, the result of obtained in order to provide high precision and have a foundation and a strong argument in choosing method, in this research will be performed statistical test before analyzing driving factors of land cover change and prediction of it.
The statistical tests intended to determine the significance of relationship between variables. This test includes: correlation test and regression test (predictions) . Before performing prediction of land cover change from driving factors has been assumed to have a relation and influence, it must be known in advance the relation between variables that occur. The classical assumption test is a statistical test used to determine the relation between variables, including: multicollinearity test, heteroscedasticity test, autocorrelation test, normality test, and linearity test.
I.
MAIN BODY
Study Area
The study area conducted in North Part of Development Region of West Java Province (Figure 1 ). The province area of the study is approximately 35,000 km 2 . Surface topography is dominated by mountainous are in the centre to the south and the vast plains in the north. Geographical conditions of West Java Province is situated between 104 ° 48 '00" until 108 ° 48' 00" East longitude and 5 ° 50 '00 "until 7 ° 50' 00" South Latitude. The boundaries of West Java: north side is bordering with Jakarta Special Capital Region (DKI Jakarta) and Java Sea, east side is bordered by Central Java province, and south side by the Indian Ocean and the west side is bordering the province of Banten. Based on the available facts and data, West Java has a high economic activity that will have an impact on changes in land cover. Availability of data and information is very supportive to the West Java province, especially sufficient satellite image data, so that the region of West Java province is considered good as the research area. The International Archives of the Photogrammetry, Remote Sensing and Spatial Information Sciences, Volume XLI-B6, 2016 XXIII ISPRS Congress, 12-19 July 2016 This contribution has been peer-reviewed.
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Datasets Used
The data used in this study primarily consists of five main data, namely:
• 
Land Cover Change
Understanding of the land cover and land use are often considered to be the same for public in general. However, in theory and essentially, land use and land cover have different meanings. Land cover is the biophysical conditions of the earth's surface, land cover portrait of the circumstances and the physical condition of the surface of agricultural land as mountains and forests (Turner et al, 1995 in Brissoulis, 2000 .
According of Food and Agriculture Organization (FAO) in the documentation of the Convention to Combat Desertification in 1996, that the land use is a description of the physical condition of the Earth's surface (Brisoulis, 2000; Jensen, 2000) , such as types of vegetation, water, desert, forest, land, and buildings. Now days the land cover changes are mostly caused by human activity in the use of such land use for residential and production land (Lambin, 2004) . Group or individual may use the land based on various considerations, both from the physical aspects (including environmental change), social, economic, cultural and even political though that are intended to meet the interests of individuals or groups (Kaiser et al., 1995; Verburg et al., 1998) . Based of reference, the process of land cover or land use changes can also be in the form of conversion or modification. The conversion process happens if a land use is converted to other types of use, while the modification process occurs if there is a change in the intensity of use (Briassoulis, 2000) .
Classical Assumption Test
1.5.1 Multicollinearity Test: is used to determine existence of high correlation between variables in a multiple regression model. If there is a high correlation between the independent variables, then relation between them of the dependent variable will be disrupted. As such, a good regression model should not be a correlation between independent variables, or may be mutually collinear but not highly correlated (Gani, 2015) . There is also a reference that says that if VIF> 5, then it must be careful.
Autocorrelation test:
is used to see that there is a linear relation between the errors on a series of observations, sorted by time (time series). Autocorrelation test needs to be done if the analyzed data is time series data (Gujarati, 1993) on the condition that must be met is not autocorrelation. Figure 3 is an illustration of autocorrelation test area. Where:
= Error at i-th (i=1,2,.., n) n = Number of independent variables (1, 2, …, n)
Value of DW calculated in the last column of Table Model Summary SPSS output. The indicator test: if the DW's value of calculated is outside the lower limit (dL) and the upper limit (dV), then the model is not autocorrelation. (Ghozali, 2007) .
Heteroscedasticity testing can be done by Glejser Test method. Glejser test is conducted by regression between independent variable and absolute residual as dependent variable. Glejser test equation can be written as follows below (Gujarati, 1993) :
Where: |Un| = Absolute value of residuals X n = Variable of independent V n = Variable of residual (errors)
The result value of test can be seen from value of significant. If the significance value > 0.05, then there is no heteroscedasticity. Conversely, if the significance value <0.05, then occurs heteroscedasticity (Hill, Griffiths and Lim, 2011 ).
Normality test:
is used to determine whether or not the normal distribution of data (Santoso, 2010) . Good research data is data that has a normal distribution. The normal distribution (bell shaped) means the data has spread evenly so that it can represent the population. Data that is not normal can be distinguished from the level of skewed (skewness). If the data tends to be skewed to the left is called positive skewness, if the data tend to be skewed to the right is called negative skewness, and the data is said to be normal if the data is symmetrical (Figure 4 ).
(a) (b) (c) Figure 4 . Normality of data (a) negative skewness (median and mean tends to the right), (b) zero skewness (median, mean, mode and the same), and (c) positive skewness (median and mean tends to the left)
The normality testing can be done by Shapiro Wilk test. Shapiro Wilk method uses a data base that has not been processed in the frequency distribution table. Data is sorted then divided into two groups to be converted in the Shapiro Wilk (Rahman et al, 2014) . Shapiro Wilk equation can be written as follows: (Widhiarso, 2010 ).
BLR Method
Binary Logistic Regression (BLR) is a regression model where variable responses (dependent) are binary (dichotomous or categorical). RLB formulated to predict and explain a phenomenon (the dependent variable) is dichotomous with use of all data types as the independent variables (Hair, 2010) . The main purpose of RLB is to determine the effect of the independent variables and the dependent variable with the probability of occurrence of categories 0 (unchanged) and 1 (changed). RLB equation can be written as follows (Larsen, 2006) :
Where:
: The probability of occurrence of event i (eg changes in land cover) : The probability of not occurrence of event i ⍺ : Constant of regression equation
: Coefficient of predictor variable (1, 2, …, n)
: Variables of predictor or independent (1, 2, n)
II. RESULT AND DISCUSSION
After statistic test on the data, it will be known condition data. So the result from test will help facilitate in determining a proper techniques and equations applied to existing data. Not all of statistical tests should be done, but depending on the type of data. For a regression analysis that is not based on the OLS (Ordinary Least Square) example logistic regression, then the concept of the requirements of the classical assumptions is not required. Likewise, not all classical assumption test must be performed on linear regression analysis, for example multicolinearity test is not performed on a simple linear regression analysis and autocorrelation test does not need to be applied to the data cross sectional. 
Result of Multicollinearity Test
The results of the multicollinearity test between driving factors in land cover change (as variable x) can be seen in Based on the output of results in Table 1 , shows that there is high multicollinearity among the driving factors in regression model for the value of Tolerance < 0.1 and VIF > 10, including: the distance to CBD of Bandung city, distance to CBD of Bekasi regency, distance to CBD of Bekasi regency and city, distance to CBD of Bogor regency, distance to CBD of Karawang regency, distance to CBD of Sukabumi regency, and distance to the capital of province.
The existence of multicollinearity problems caused the relation between independent variables and the dependent variable to be disrupted. This is because the independent variables are mutually orthogonal (correlation values between the members of the independent variables are not equal to zero). One of kind the way to overcome the problems of multicollinearity is transform data into another form, namely the logarithm (log) or the natural logarithm (ln) (Kutner et al, 2004) . Therefore, in this study used a method Binary Logistic Regression (BLR).
Result of Autocorrelation test
The general objective of this study was to quantify the size of the driving factors of land cover change at the time or a certain period. Subject or phenomenon in this study is classified into two categorical, that changed and unchanged (is binary or dichotomous). Evaluation of the measurement results in the form of odd ratio, which is a measure the strength of relation between the drivers of land cover changes. Then the magnitude of the effect is intended to predict land cover changes. Of all the features already mentioned, this study is cross sectional (transverse or prevalence). Autocorrelation test is only performed on the time series data, so in this study is not necessary to autocorrelation testing.
Result of Heteroscedasticity test
The result of heteroscedasticity test can be seen from the value of output in Table 2 below: Height 0.000 Table 2 Result of heteroscedasticity test using Glejser method
From Table 2 shows that the value of significance <0.05 for all drivers of land cover change, except curvature. Thus there has been a problem heteroscedasticity on data. In a significant column shows that the critical value of reception Ho = 0%. When used confidence level of 95%, the figure in region of rejection Ho or accepted hypothesis that residual coefficients in heteroscedasticity test effect on dependent variable. One of kind the ways to overcome the problem of heteroscedasticity is transform data into logarithms (log) or the natural logarithm (ln) (Kutner et al, 2004) . Therefore, in this study used a method Binary Logistic Regression.
Result of Normality test
The results of normality test showed that the data are not normally distributed. It can be seen from the graph output histogram graph in Figure 5 . The result shows that the distribution pattern of the data that is uneven or not symmetry. Thus, it is said that the data has not normal distribution. The phenomenon of land cover change is a phenomenon that does not always follow the normal assumptions. If the data is not normally distributed, then one kind of the way to overcome that is to use a device (method or model) that does not require assumption of normality. Binary Logistic Regression is a mathematical model does not require the assumption of normality, so in this study used BLR method for studying the phenomenon of land cover changes.
Result of Linearity test
The results of linearity test indicate that there is no linear relationship between each of the factors driving the changes in land cover. This is because the point distributions are not followed and away from diagonal lines ( Figure 6 The form of influence between the variables in this study is not linear. This means that relation between variables to be analyzed does not follow a straight line. After knowing the form of influence between variables, then be decide the appropriate regression model to be used. Later in this study used a Binary Logistic Regression model, which form between variables influence logarithmic form.
III. CONCLUSION
Based on the results of the study, the data used to conduct research land cover change has the properties are: the dependent variable type of categorical data (dichotomous, binary), the independent variable type of all the data, the relation between dependent variable and independent variable that there are problems: multicollinearity, heteroscedasticity, the data cross sectional (not time series data), the data were not normally distributed, and data is not linear. Therefore, a suitable methods used to conduct the research of land cover change is to use Binary Logistic Regression (BLR).
