(1) Spatial distribution was analysed in 156 sets of field data comprising more than 200 000 sample units in 3840 samples from 102 species.
INTRODUCTION
In contrast to dispersion in the physical world, the dispersive processes of living organisms involve intrinsic behavioural responses that should make spatial randomness highly improbable. Nevertheless, randomness is often taken as a starting point for attempts to define spatial distributions in ecology because it appears to be the only condition, except evenness, capable of unequivocal definition. In fact, Kendall & Buckland's (1957) statistical dictionary, like other statistical texts, does not define 'random' spatially but as 'representing an undefined idea, or if defined, (one that) must be expressed in terms of probability'. This is not an appropriate starting point for the ecologist who, although he is faced with statistical problems of comparing individual samples, is more concerned with the fundamental biological problem of grasping why organisms arrange 0021-8790/78/0600-0383$02.00 01978 Blackwell Scientific Publications 383 themselves as they do in real space. A behavioural definition that can lead to the required probabilities is therefore needed and we define spatial randomness as that disposition of individuals in space which results from a lack of response of any one individual to any other or to its environment. In so far as it can be applied ecologically in a spatial context, this is what the Poisson law appears to us to say and it may arise in special circumstances as, for example, when such a superior randomizing process as turbulent atmospheric convection temporarily overrides the behaviour of small flying insects (Taylor 1974 ).
There have been many attempts to understand spatial distribution by analysis of the frequency distribution of counts of individuals per unit area, especially those based on the negative binomial using the parameter k as an index of aggregation, but the approach has severe limitations. The value of a fitted frequency distribution model lies largely in the graduation of data to stabilize statistics for use as population parameters and is correspondingly diminished if the model changes at different population densities or sample sizes. If k is to be used as a specific population parameter, the negative binomial must fit at all densities and the behaviour of k must be consistent. Also the vast amount of data needed to verify any distribution with confidence makes it difficult to confirm that these models are stable. For example, McGuire, Brindley & Bancroft (1957) collected corn borer larvae in up to 3205 units per sample for graduation by the negative binomial, Poisson binomial and Neyman type A distributions. In various samples at different densities, one, two or three of the distributions would fit, but not always the same ones. Even with these large samples there was no means of selecting the 'best' model and this is a common experience because we have no independent criterion for spatial behaviour. In practice, samples large enough for critical assessment are rare and it has never been shown that the same distribution always fits for the same species, even at the same population density. Especially with vertebrates, for example, individuals are often too thinly spread to obtain the necessary numbers. To seek common spatial properties in the behaviour of men and mites, sea urchins and orchids, birds and protozoons, and at all densities, it is necessary to be able to compare all sampling methods, all densities and all spatial scales.
It was the statistical requirement for transformation, rather than its behavioural interpretation, that first led to critical evaluation of field data. Bartlett (1936) 
when a = b= 1. This provides a means to investigate how often randomness occurs in nature without fitting distributions and it is in the relationship between mean and variance that an understanding of aggregation is sought. Although other non-random distributions may theoretically lead to s2 =m at particular densities, they are unlikely to persist over a wide range of densities in practice. Our main interest lies in the change in aggregative behaviour as population density changes because this has been proposed as an intrinsic population control mechanism with an underlying behavioural model (Taylor & Taylor 1977 ). In this model, spatial disposition is seen to result from the movements of individuals acting under opposing ecological pressures; on the one hand to maximise living space by moving farther apart, whilst at the same time attempting to maximize environmental quality by moving closer together. Such pressures are universally applicable to all organisms and if both pressures are expressed as power functions of population density and summed to give to comparatively rare, freely-moving animals that live in a relatively continuous, apparently uniform habitat, do not defend territories, and whose positions are random with respect to each other and are constantly changing. Since it is necessary to include species that contravene all these restraints, this theoretical justification must be interpreted with caution. A third regression approach to spatial variance can be derived from fitting the negative binomial with a common parameter k, s2=m+b"m2,
where b"= 1/k, which is a special case of Iwao's model with one of it's parameters constrained. It is not to be expected that this would be so flexible as the two-parameter equations, but it has the possible advantage of being directly based on the most widely used frequency distribution. This paper, therefore, is concerned to establish three main points. First, to find whether or not the variance/mean power relation is universally applicable to organisms from all classes and at all spatial scales, as Taylor We therefore examine the available sets of sample data for the fit of the four models, and consider the resulting parameter values.
DATA
The data used here are given or analysed in the listed references which, for this reason, are numbered. Appendix B lists the sets of records and the derived parameters grouped into major taxa. There are 156 sets of data in all, totalling 3840 samples with more than 207 055 sample units of various sizes, mostly collected before 1970, and comprising about 109 individuals. But the literature has not been searched systematically nor with any limiting selection and new sets of data are now constantly appearing. It is therefore likely that the excess of insect records is partly due to our personal predilection, although more work has undoubtedly been done on spatial sampling in insects than on any other group except perhaps flowering plants. Nor have we searched the botanical literature carefully because the approach there has been somewhat different and there seems not to be much replication at a range of densities.
We know of three major sets of data, comprising about 100 species of aphids, 200 moths and 100 birds, from which only a small sample is included here, otherwise they would further emphasize the taxonomic imbalance. They will form the basis of another analysis relating to the parameters of equation (2) . Much of the more recently published material lists only the variance/mean regression coefficients and is not included.
ANALYSIS
The linear regression (6) proposed by Iwao for fitting his model is open to criticism from a statistical point of view since the mean appears strongly in both axes and this generates Spatial behaviour 386 spuriously high correlation between them (Fig. 1) . Also, his regressions were not weighted to allow for the scatter of regression points increasing with x, where x-m ( Fig. 2 and Appendix A). To be valid, statistical comparison of Iwao's with other models requires them to have the same y-variate. Therefore, after a preliminary analysis using Iwao's method, the variance/mean formulation (1) of Iwao's model was used for more rigorous analysis and we are now concerned to find the best descriptive relationship for the four ecological models in s2 and p, or statistically in Vand u, which we estimate by s2 and x as follows: Iwao's model s2 = a'x + b'x2; The distribution of s2 is highly skewed and V(s2) will almost certainly be approximately proportional to [E(s2)]2 where V is variance and E the expected value. Two approaches were therefore employed in comparing different aspects of the models.
First, after logarithmic transformation of s2 to stabilize V(s2) at different x's, the maximum likelihood estimates of the parameters of models (1), (2) In the GLIM analysis Taylor's model was fitted using a log link function in the form s2 =exp{lna+b In x}.
In order to test for curvature in models (1) and (2) In addition to the weighting by N, the quality of the data varies considerably from one set to another and their ability to discriminate between models varies accordingly. A subjective appraisal of each data set, in four classes from very good (1) to very poor (4), was made based on four criteria; number of sample points, M; average number of units per sample, N; the range of means, x; and the scatter of s2 (see Appendix B).
In a preliminary analysis, the Taylor and Iwao models were compared using linear regression to fit eqns (6) and (10) in the way proposed by their authors, and a quadratic term was added to test for curvature. Although, as previously mentioned, the models cannot be rigorously compared by this method the results were in general agreement with those obtained using GLIM and MLP.
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RESULTS
The detailed results are given in Appendix B.
Best-fitting models (MLP and GLIM)
Comparing first the Taylor and Iwao models in the MLP analysis, the residual mean square is lower for Taylor's in 106 out of the 156 sets of data and in 50 for Iwao's. In the GLIM analysis we exclude eleven cases where Iwao's model gave better fit but with invalid parameters whereas the MLP analysis gave a better fit for Taylor's. Of the remaining 145 data-sets, the GLIM analysis then gave better fits (lower mean deviance) to Taylor's model for eighty-eight sets, and to Iwao's for fifty-six, with one tied. In most cases, both the Taylor and Iwao models fitted the data adequately using both MLP and GLIM (Appendix B).
When the negative binomial model is also included the MLP scores are, Taylor 99, Iwao 25, negative binomial 32. The GLIM scores are Taylor 77, Iwao 34, negative binomial 33 with one tied.
As expected, the negative binomial fits no better than the Iwao model, and is therefore pursued no further; the Taylor model fits markedly better than either.
The Poisson model gave the best fit in one case only. Models (3), (9) and (1) form an increasingly elaborate heirarchy, so their fits are expected to improve progressively, excluding consideration of degrees of freedom.
Four criteria test (GLIM)
No consistent trends were found in the proportions of data-sets best fitted by the models when classified into four quality groups using the four criteria listed. Therefore, the hypothesis that Taylor's model fits no better than Iwao's can be more formally tested using a two-tailed binomial test (r = 88k; n = 145; Ho: p = 2) and is rejected at the 1% level.
Curvature (GLIM)
Unconstrained, fifteen sets of data showed significant curvature only when using Iwao's model, six only with Taylor's and a further three with both. Apart from these three, curvature is generally low but markedly higher with Iwao's model than with Taylor's (Fig. 4) . Curvature, if it exists, is more difficult to detect when M is small but is a more serious defect than poor fit if it occurs consistently.
Mean deviance (GLIM) and residual mean square (MLP)
The mean deviance (GLIM) and residual mean squares (MLP) for the two main models were compared on a log scale to investigate further the relative fits. Using the full unweighted data from MLP, there is some skewness in the residual mean squares (Fig. 5) , in addition to the balance of data sets in favour of the Taylor model. This indicates that in some cases, when the Taylor model fits better, which it does more often than Iwao's, it also tends to fit much better. In the GLIM analysis, divided into unweighted and weighted batches, this skewness is more pronounced in the weighted than the unweighted batch suggesting that weighting increases the evidence in favour of the Taylor model. The aphid samples are at two scales, between stems within a field, and between regions throughout Great Britain (Fig. 6, VII & VIII) . The protozoon, orchid, tick, sea urchin and haddock were sampled simultaneously at different places. The birds, moths, aphids, fox and man were sampled over the same area at successive time intervals. In some instances the population has cycled more than once during the sampling period, e.g. the garden dart moth (Euxoa nigricans) and the great tit (Parus major), whilst in man and the collared dove It is difficult to produce a simple clear-cut, formal analysis for all the data presented here, collected by so many people from such different organisms for such different purposes. Nevertheless, Iwao's model has been fitted in three different ways, using Iwao's own method as well as two more rigorous and sophisticated ones, and the results are consistent. Iwao's model usually fits less well than Taylor's, more frequently requires curvature terms to account for systematic departures from the model and often, unless specifically constrained otherwise, predicts negative variances. These last two faults suggest that the functional structure of the model is unsound.
The power function behaves better on all counts and provides an adequate background model for the relationship between mean population density and its variance over almost all taxa, spatial scales and sampling methods (Fig. 6) .
On an ecological time-scale, spatial disposition is a transient condition, an instantaneous aspect of a dynamic system which rarely repeats the identical geographical pattern in subsequent generations, even when the mean density returns to a former level (see Taylor & Taylor 1977 , 1978 . For these reasons frequency distribution models tend to be uninstructive unless the same distribution recurs each time the same density is restored. The regression model approach only requires a stable relationship between mean and variance involving continuity in both space and time. In Fig. 6 I, the population moves up and down the regression line in successive cycles. Alternatively in Fig. 6 XIII, the samples are scattered simultaneously in time at different points through space. This continuity may be of greater concern in population dynamics than a detailed model for the instantaneous density pattern in isolated demes or small areas.
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Spatial behaviour
Although it has been claimed that variance/mean relations are not good criteria for measuring aggregation (e.g. Morisita 1959; Lloyd 1967) we can find no valid biological justification for this view which seems to be based on the unverified assumption that aggregation is density independent. Indeed, in the early discussions of aggregation (see Waters 1959 ) it is clear that variance was used as a criterion for the behaviour of k. In the absence of an instantaneous set of co-ordinates for the spatial position of each individual, variance is here treated as a measure of the range of spacing, from complete isolation to high concentration, achieved by the individuals within a segment of a population at a given mean density for that segment. Standard deviation/mean ratio, s/m, could equally well be used as a measure but the Poisson equality (s2 =m) at the random density is a useful basis for comparison (Fig. 7) . It is the rate of change of this condition as density changes that is our main concern and spatial variance isolates the element of behavioural responses that epitomizes the ever-changing geographical patterns. The A-model, which can generate the power function, specifies only that individuals respond to each other as part of their total environment in a density-dependent fashion. It proposes that the outcome in movement, deriving from the dynamic balance between opposing tendencies to move together or apart, is itself a power function. This is not unreasonable given the evidence presented above. Given this evidence, we must also accept that either ratio, s2/m or s/m, whether or not they are called the degree of aggregation, changes systematically and disproportionately with population density. In other words spatial behaviour is density-dependent in the majority of species, since increase in either ratio indicates different, and highly specific, extremes of both population concentration and individual isolation at high densities that could not be foretold by simple proportional projection from lower densities (Fig. 8) . The most economical hypothesis is that the behaviour of the organism governs its spacing relative to its neighbours and that it is density-dependent, reflecting a fundamental life process and not, as Miller Because b is only rarely equal to unity (Fig 7) , the regression line for most species must cross the line s2 = m (a = b = 1) at some specific density. This density is usually so low that the whole sample contains only a few individuals, most sample units being empty. Variance and mean are there equal and the spatial disposition and statistical distribution are indistinguishable from randomness. This is not just a deficiency of the sampling system for, no matter how much sample size is increased, such a lower limit to sample sensitivity will always be reached. It is part of the familiar problem of defining population limits. Such a conclusion makes clear why a distribution-fitting procedure presents such a difficult approach to spatial analysis. The measurement needed to find the limiting density at which randomness occurs, and so fix the spatial structure of the population, cannot be obtained because the sample is too small to fit a distribution. Indeed one could legitimately say that, with very few exceptions, randomness only occurs when the density is so low that the one individual that can be found has no others with which to respond. Only two species out of 102 remain indistinguishable from randomness at all population densities. We conclude that true randomness is as biologically rare a property as our a priori expectation. 
