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Abstract. Open Learner Models (OLM) are believed to facilitate students’ 
metacognitive activities in learning. Inspectable student models are a simple but 
very common form of OLM that grant students opportunities to get feedback on 
their knowledge and reflect on it. This paper uses individualized surveys and 
interviews with high school students who have at least three years experience 
learning with the Cognitive Tutor regarding the inspectable student model in 
the Tutor. We also interviewed a teacher. We found that: i) students pay close 
attention to the OLM and report that seeing it change encourages them to learn; 
ii) there is a significant discrepancy between the students’ self-assessment and 
the system’s assessment; iii) students generally rely on the OLM to make 
judgments of their learning progress without much active reflection. We discuss 
potential revisions to the student model based on the findings, which aim to 
enhance students’ reflection on and self-assessment of their own learning. 
Keywords: Open learner model, student model, self-assessment, Cognitive 
Tutor 
1 Introduction 
Recently, many Intelligent Tutoring Systems (ITSs) researchers have studied the 
potential benefits of an Open Learner Model (OLM), in particular, whether it can help 
to improve students’ metacognitive skills [5]. An OLM is a model accessible to the 
students that displays details of the student’s learning status, such as their knowledge, 
difficulties, misconceptions, etc. [4]. Bull summarizes four primary OLM types: 
inspectable, co-operative, editable, and negotiated models [3]. The current work 
focuses on the first type, inspectable student models, which are the least sophisticated 
but probably the most common, as we argue below. As Bull and Kay [4] point out, a 
key purpose of an OLM is to support metacognitive activities such as reflection, 
planning and self-assessment. The model provides feedback with respect to students’ 
learning and knowledge and it may trigger and facilitate metacognitive activities. 
There has been only a limited amount of empirical work that supports the notion 
that OLMs can facilitate metacognition. In a survey study by Bull regarding college 
students’ attitudes toward potential OLMs [3], most students expressed interest in 
accessing the models for the purpose of planning their learning and reflecting on it. 
The OLM was also viewed as a useful navigation aid. However, this survey was 
conducted before students actually used the tutor. A small number of investigations 
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concentrated on students’ field experience with student models. Three such studies 
suggest that even relatively simple inspectable student models can foster useful 
reflection by students and can enhance their domain-level learning and motivation. 
Arroyo et al. conducted an experiment to investigate the effects of an OLM that 
presented simple statistics about the given student’s recent domain-level performance, 
together with metacognitive tips [2]. They found that students in the OLM group 
achieved greater learning gains and exhibited higher engagement than students who 
learned without the OLM. By contrast, metacognitive tips alone, without the 
accompanying simple OLM, were ineffective. A study by Mitrovic and Martin [8] 
with the SQL tutor investigated the effect of a simple inspectable student model that 
displayed (in the form of skill bars) students’ progress in learning key concepts. They 
found that this OLM enhanced students’ self-assessment and domain-level learning, 
especially for the less-able students. Finally, a study by Walonoski and Heffernan 
showed that an inspectable OLM can help reduce behaviors that reflect poor 
metacognition [10]. They designed an OLM for the purpose of counteracting 
students’ “gaming the system” behaviors. The model plots a graphical trace of student 
actions with the system, in which gaming behaviors are easily visible. They found that 
the graphical feedback led to reduced gaming, perhaps due to greater reflection on the 
part of students, or because the display results in social pressure not to engage in 
gaming behaviors. However, no significant advantage on learning was found. 
Although these studies highlight interesting connections between metacognition 
and OLMs and some tantalizing evidence about a potential positive influence of 
OLMs on metacognitive processes, little is known about whether and how OLMs 
might enhance the accuracy of students’ self-assessment of their mastery of specific 
skills and concepts targeted in the instruction. Self-assessment has been recognized as 
a crucial metacognitive skill in self-regulated learning [11]. Accurate self-assessment 
can help students be aware of their difficulties and misconceptions, allocate attention 
to the proper learning topics, and even assist them in making learning plans [7]. 
We investigate relations between self-assessment and inspectable OLMs in the 
context of Cognitive Tutor, an ITS developed at Carnegie Mellon University since the 
early 1980s. This ITS is being used as part of the regular mathematics instruction in 
many US schools, and therefore provides an opportunity to study relations between 
self-assessment and OLMs in a real educational context with students who use the 
tutor over extended periods of time. In the current Cognitive Tutors, a skillometer 
(Fig.1) serves as an inspectable student model. It displays probabilities of skill 
mastery for the skills targeted in the current section of the tutor curriculum. Although 
the skillometer is a simple inspectable OLM, this type is in widespread use, not only 
in Cognitive Tutors, but also in constraint-based tutors, as mentioned above. The 
probabilities in the skillometer are calculated using a knowledge-tracing algorithm 
[6]. The skill bars gradually “grow” as students progress in the tutor and finally turn 
gold when the skill is fully mastered. The skillometer was added to the Cognitive 
Tutor to give students a sense of progress, and to help them understand how close 
they are to finishing a section of the tutor curriculum. An important assumption in 
Cognitive Tutors is that the skills in the tutor’s cognitive model (and displayed in the 
skillometer) correspond closely to students’ psychological reality. This assumption 
finds support both in Anderson’s ACT-R theory [1] and in educational data mining 
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results which show that the particular cognitive models used in tutors accurately 
account for student performance change over time [9]. 
Anecdotal reports from Cognitive Tutor classrooms indicate that students tend to 
pay close attention to their skillometers, perhaps affirming that they indeed serve as 
useful progress indicators. One might expect that the skillometer would also afford 
students opportunities to get feedback on the state of their knowledge and reflect on it, 
such as, for example: “Why have I not mastered this skill yet?” However, little prior 
work has investigated how students actually use the skillometers and whether this use 
facilitates students’ self-assessment and reflection on their own skill mastery. 
 
                   
Fig. 1. Screenshot of the Skillometer. 
The current study uses data from an individualized survey to find out whether an 
inspectable model can influence students’ self-assessment. Specifically, we compared 
students’ self-assessment against the system’s assessment of their skill mastery, as 
displayed in the skillometer. We also investigated whether students were more likely 
to reflect on their own skill mastery when they disagree with the skillometer, which 
Bull and Kay suggest may be a key advantage of an inspectable student model [4]. 
Finally, we conducted interviews with students and a teacher to supplement the 
findings from the survey with detailed observations and explanations.  
2 Survey with Cognitive Tutor Students 
The purpose of the survey is to find out i) to what extent students’ self-assessment of 
their skill mastery agrees with the system’s student model (which, as mentioned, 
reflects the probability of mastery of each skill, as inferred from their performance 
over a range of problems) and ii) the relation between students’ disagreement with the 
student model and their reflective activities.    
2.1 Participants, Materials and Procedure  
The survey was conducted in a high school in a school district near Pittsburgh. A total 
of 47 students completed the survey. All the students were enrolled in Cognitive 
Tutor classes with the same teacher, including Algebra I, Algebra II and Geometry. 
The age ranged from 15 to 18 years old, and all the students have been in Cognitive 
Tutor classes for at least three years.  
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In order to investigate relations between students’ assessment of their own skills 
and the system’s assessment, individualized survey forms were created, as follows: 
For each student, a “high skill” and a “low skill” were identified just prior to 
administering the survey, using automated reports provided by the tutoring software. 
A high skill had a probability of mastery above 0.6 (according to the tutor’s 
knowledge-tracing algorithm), a low skill a probability lower than 0.4. Individualized 
survey forms were then put together with three groups of questions, the first two of 
which varied by the individual student: (1) questions about the high skill (2) questions 
about the low skill and (3) general questions about the skillometer. For both skills, the 
participants were asked to rate their overall mastery of the skill on a 7-point Likert 
scale. They were also asked to self-rate various additional aspects of their mastery and 
understanding of the skill, such as whether they are good at using this skill, whether 
they can give an example of a problem in which the skill would be used, and whether 
they feel they need more practice with the skill. Due to technical problems, we did not 
have skill levels available for all students at the time we designed the surveys, so we 
also created a generic version of the survey, which was the same as the individualized 
version, except that the skills referred to in the first two sections were randomly 
picked. Only the third sections of these generic surveys were analyzed; the first two 
parts were added only to make all surveys look equivalent to the participants. 
All the surveys were handed out during the students’ Cognitive Tutor class time 
and each took less than 10 minutes to finish. The students were not logged in to the 
tutor at the moment the surveys were taken, so they could not look at the OLM. 
2.2 Results 
A total of 47 students participated in the survey, of whom 35 completed an 
individualized version and 12 completed the generic one.  
Agreement between Self-Assessment and System-Assessment. The 35 
individualized surveys were analyzed to test whether students’ self-assessment of 
their skills agrees with the system’s assessment, as captured in the student model. 
Specifically, we tested whether the survey scores for the high skill are higher than 
those for the low skill. As mentioned, students rated their skill mastery on a scale 
from 1 to 7, where 7 represents greatest level of mastery. For the high skill, the 
average rating was 4.969 (SD= 1.402), and for the low skill, the average rating was 
5.156 (SD: 1.629); this difference is not statistically significant (t(30)=-1.329, p = 
0.194).  
Table 1.  Participants’ Responses to Other Self-Assessment Questions.  
  High Skill Low Skill 
Good at the Skill or 
Not? 
Yes 24 25 
No 8 6 
Not Sure 3 4 
Give an Example of 
the Skill 
Yes 8 9 
No 27 26 
More Practice on this 
Skill? 
Yes 23 24 
No 7 8 
Not Sure 5 3 
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Additionally, Table 1 summarizes results from the other three self-assessment 
questions for both the high and low skills. We see that students’ answers to the three 
questions do not differ much between the high and low skills. For example, 24 and 25 
participants rated they were good at using the high and low skills, respectively. The 
results indicate a discrepancy between the students’ perception of their skill mastery 
and the system’s OLM. This discrepancy may be due to inaccurate self-assessment on 
the part of the students regarding their skill levels. Additionally, it is possible that the 
descriptions of the skills as they occur in the skillometer are not meaningful or 
understandable to the students. In the survey, the skills were described using the same 
short phrases that appear in the skillometer, illustrated in Fig. 1.  
The question asking the students to give an example of a mathematics problem that 
involves the given skill was included mainly to test students’ understanding of the 
skills displayed in the OLM. Two raters independently evaluated the answers. Not 
surprisingly, given the challenging nature of the question, only 8 (22.9%) participants 
gave examples for the high skill and 9 (25.7%) for the low skill. The examples given 
by the 17 students were mostly correct and were in the same format as they were 
presented in the Cognitive Tutor. We also found that the majority of students (23 for 
high skill, and 24 for low skill) preferred more practice on the skills. This preference 
for more practice is quite interesting. Again it is striking that there is no difference 
between the high skill and low skill questions, which may be evidence that students 
have difficulty in assessing their own skill.  
Relation between Disagreement and Reflection. The results came from the third 
part of the survey, and all 47 participants’ answers were analyzed.  
Table 2.  Cross-Table of Disagreement and Reflections. 
 Disagreement 
 Yes No Total 
 
Reflection 
Yes 19 13 32 
No 11 4 15 
Total 30 17 47 
 
Table 2 presents results from Question 1 “Do you sometimes disagree with the 
skillbar?” and Question 4 “Do you reflect on what you have learned in the tutor when 
you finish each section?” A majority of participants indicated that they sometimes 
disagreed with the skillometer (30 participants, 63.8%) and reflected on their learning 
(32, 68.1%). The relationship between students’ disagreement and reflection is not 
statistically significant (chi(1)=.862, p=.353). Thus, our study finds no strong support 
for Bull and Kay’s hypothesis [4] that disagreement with the OLM leads to reflection. 
For Question 3 “Does the skillbar accurately describe what you know and what you 
don’t know in the tutor?”, students’ answers varied considerably. 23 students (48.9%) 
answered yes, 15 (31.9%) answered no, 2 (4.3%) answered “sometimes” and 7 
(14.9%) indicated “not sure”. In response to the question “How often do you look at 
the skillbar in your tutor?” 28 (59.6%) participants reported they look at the 
skillometer each time they finish a problem and 9 (19.1%) that they refer to it several 
times per session. These findings confirm that the majority of the students pay close 
attention to the skillometer, as we had heard in anecdotal reports from the classroom.               
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2.3 Discussion 
It is notable that there is a significant discrepancy between students’ self-assessment 
and the system’s assessment. It is reasonable to assume that the tutor’s knowledge-
tracing algorithm is accurate and that the skills in the tutor’s cognitive model (which 
are displayed in the skillometer) accurately represent the knowledge components that 
students are actually learning, given the amount of research and development effort 
that has been invested in this area [1][6][9].Therefore, the discrepancy between the 
student’s and system’s assessment may indicate inaccurate self-assessment abilities of 
the students. It is possible also that the students have trouble understanding the skill 
names used in the skillometer, especially outside the Tutor. 
    In an inspectable student model, the students are simply viewing the model. Even if 
they sometimes disagree with the model, they cannot express this disagreement or 
“argue” with the model. Results from the survey suggest the need for negotiation with 
the students to some extent, since more than 60% students expressed disagreement 
with the skillometer. One of the goals of the interview portion of our study, therefore, 
was to hear students’ viewpoints with respect to a possible negotiable student model.  
3 Interview 
Individual interviews were conducted to further investigate students’ understanding 
about the skillometer, as well as to clarify some issues that emerged from the surveys. 
3.1 Participants, Materials and Procedure 
Five male students from the same teacher’s Cognitive Tutor classes volunteered to 
participate in the interview. The interview was conducted individually in a conference 
room at the school All interviews were audio recorded with consent from both the 
students and parents. Each interview took 15 to 20 minutes. The students answered 15 
questions regarding their perception and understanding of the skillometer. The 15 
questions addressed the following themes: 1) how well do the students understand the 
skillometer? 2) how often do they trust/disagree with the skillometer? And 3) how 
much control do they prefer to have in the Tutoring system? 
    In order to gain a perspective from an instructor, a follow-up interview was 
conducted through email with the Cognitive Tutor teacher. 
3.2 Results and Discussion 
All five participants claimed that they paid close attention to the skillometer when 
they were using the Tutor. They also said that seeing the skill bars change encouraged 
them to learn in the system. As one student said “It keeps you wanting to go. If it goes 
down, you get mad. If it goes up, that makes you want to work better.” 
Understanding of the Skillometer. In general, the participants understand how 
the skillometer changes in response to their interactions with the tutor, although some 
misunderstandings exist as well. For example, three participants indicated that the 
bars would keep going down when they asked for further hint levels, which is not 
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accurate. On the other hand, the teacher stated that some of the skill names were 
confusing even to her, and the students would ask her for explanations for the skill 
names from time to time. In future designs of the skillometer, we need to ensure that 
all skill names can be easily understood, or that other means are used to communicate 
what the names mean (e.g., examples linked to the skillometer). 
Need for Negotiation and Control. All participants stated that they sometimes 
disagreed with the skillometer, and they would be upset if the system did not allow 
them to progress to the next section when all skills were mastered. It might be an 
interesting idea to let them choose their own problems when working with the 
Cognitive Tutor. However, none of the participants actually prefer to pick their own 
problems instead of letting the system choose. One of the students said “that could be 
useful, but I can see … how it could be abused, just like you just choose problems that 
were easier for you to do.” In general, these findings suggest that there is interest in 
negotiating with the system about the content of the student model. At the same time, 
the students do not seem to want strong control over their learning process. They trust 
the system and find it convenient to rely on it. So it is still an open question how 
much control a negotiable student model should give to students. 
Lack of Reflection and Self-Assessment. The students rely heavily on the 
skillometer to decide what they know and what they still need to learn, in other words, 
the students do not usually reflect on or try to assess their own mastery of the skills 
targeted in the tutor. The perspective from the teacher confirms this observation. She 
wrote “I do not think students have good self assessment of their own skill levels. I 
feel they are just concerned with getting their bars yellow, but are not too concerned 
with what the bars mean or say.” Also “I do not think that most of my students take 
time to reflect. Unfortunately, they just want to get it done and move on.” These 
results bring up an essential question. The inspectable student model supports 
students in telling what they have mastered and what they have yet to master, and thus 
gives them clues as to what they should still work on. However, such convenience 
may hinder their thinking and reflection during the learning process, and reinforces a 
simplified notion of progress as only the changing of the skill bars. Perhaps 
prompting the students to assess their own skills first, before comparing with the 
skillometer, can be a better way of facilitating reflection on the part of students.  
4 Future Work and Conclusion 
In sum, this study confirms that students generally pay close attention to the 
skillometer. They stated that seeing the skill bars change encourages them to learn. 
We also find a significant discrepancy between students’ self-assessment and the 
system’s, which indicates perhaps that the student model is not fully understandable, 
but also that there is room for improvement in students’ self-assessment abilities.  
The long-term goal of the current project is to investigate how a student model can 
assist students in productive reflection and better self-assessment of skill mastery. 
Specifically, an interactive negotiable student model that prompts students to reflect 
may result in more advanced self-assessment abilities, combined with support for 
comparing with the information in the inspectable student model. It will be interesting 
to investigate how much control a negotiable student model should give to students in 
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order to achieve the best learning outcome. Another interesting future topic might be 
showing students indicators of their improvement in the skillometer, analogous to 
Arroyo et al.’s simple progress indicators [2]. Finally, more in-depth qualitative 
methods like think-aloud protocols can be used in investigations to find out more 
information regarding students’ understanding of the skillometer and motivation.  
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