We propose a new procedure for combining multiple tests in samples of right-censored observations. The new method is based on multiple constrained censored empirical likelihood where the constraints are formulated as linear functionals of the cumulative hazard functions. We prove a version of Wilks' theorem for the multiple constrained censored empirical likelihood ratio, which provides a simple reference distribution for the test statistic of our proposed method. A useful application of the proposed method is found in examining the survival experience of one or more populations by combining different weighted log-rank tests. A real data example is given using the log-rank and Gehan-Wilcoxon tests. In a simulation study, we compare the new method to different weighted log-rank statistics, Renyi-type suprema, and maximin efficiency robust tests. The empirical results demonstrate that, in addition to its computational simplicity, the proposed combined testing method can also be more powerful than previously developed procedures. Statistical software is available in an R package 'emplik'.
Introduction
In studies examining the survival experience of one or more populations, one has a choice among many different tests that are versions of weighted log-rank statistic, differing only in the choice of the weight function. If the shape of the hazard ratio under the alternative hypothesis is known, a test with an optimal weight function can be selected. For example, the log-rank test is most powerful when the true hazard curve is proportional to the hypothesized one. However, in general the shape is unknown and the selection of the weights is problematic as the power of the weighted tests varies depending on where and how the curves depart from the hypothesized one (see, e.g., Fleming and Harrington, 1991, Chapter 7; Lin and Kosorok, 1999; Letón and Zuluaga, 2005) . A wrong choice may result in a great loss of power. Kosorok and Lin (1999) observe in the β-Blocker Heart Attack Trial (BHAT) that the beneficial effect of propranolol hydrochloride in patients with acute myocardial infarction can be detected with an optimally weighted test at a much earlier calendar time than with the log-rank statistic that was originally chosen by the investigators (β-Blocker Heart Attack Trial Research Group, 1982) . Naturally, the differing powers of the tests can lead to disagreement. Klein and Moeschberger (1997, p. 197) use a kidney dialysis data set to illustrate the situation. We re-analyze the kidney dialysis data, using our newly proposed method (see Section 3).
Several versatile procedures sensitive to a range of alternatives have been developed. Among others, these include the maximin efficiency robust tests (MERT; Gastwirth, 1985) , the supremum version tests (Fleming, Harrington, and O'Sullivan, 1987) , the maximum of a finite cluster of statistics (Tarone, 1981; Fleming and Harrington, 1984; Lee, 1996) , and a test with function indexed scheme of the weights and time . These methods do not yield asymptotically efficient tests. Lai and Ying (1991) proposed an asymptotically efficient test by estimating efficient weights. However, their method uses kernel estimates. Therefore, it requires large sample sizes to perform well, and it is inappropriate for small or moderate samples.
In this paper we take a different approach; we propose increasing the power by combining different tests. While different versions of weighted log-rank tests are available, practitioners are most familiar with the log-rank and Mann-Whitney-Wilcoxon test or its modified versions.
The aforementioned versatile procedures that are sensitive to a range of alternatives have the disadvantage of being complex and computationally intensive as the null distribution of the test statistics often needs to be simulated. Hence, in practice, a choice is often made between versions of the log-rank and the Mann-Whitney-Wilcoxon tests. We suggest, instead of making a choice, to combine the two tests. If there is a simple way of combining the tests, the combined test will be reasonably sensitive to a broad range of alternatives without being computationally burdensome. However, standard ways of combining the tests are not trivial. A direct way of combining the tests requires estimating the covariance matrix of the test statistics of the individual tests. A simple alternative is adjusting the significance levels of the individual tests by multiple testing procedures. However, in the latter case the simplicity is achieved at the expense of the power of the combined test.
We propose a simple and powerful alternative method of combining tests that is based on censored empirical likelihood (EL) with multiple constraints. The test statistics of the individual tests are formulated as linear functionals of the cumulative hazard functions and serve as the constraints for the censored EL. We show that Wilks' theorem holds for the censored EL with multiple constraints similarly as in an uncensored case. This provides a simple reference distribution for the test statistic of our proposed method. Clearly, the new method utilizes the likelihood and hence avoids directly estimating the covariance matrix of the test statistics. The proposed combined test can be much more powerful than each of its member tests (see Example 2 in Section 3 below), while it can be less powerful if one member is optimal. We discuss the relative loss of power of the combined test at the end of Section 3.
We note that the multiple testing procedure is only one possible application of the more general EL approach. It could also be used, e.g., to obtain confidence regions for a collection of the population quantiles. More specifically, the EL results of this paper are readily applicable to the two sample quantile testing problems of Kosorok (1999) and to one sample quantile problems by using the test statistics of the quantile tests as constraints for the censored EL. The proposed EL approach is simpler than the existing quantile tests as it does not require estimating the covariance matrix of the test statistics.
The theoretical interest of this paper is filling a gap in the literature for censored empirical likelihood with multiple parameters. Although empirical likelihood has appeared as a useful nonparametric statistical inference method since Owen (1988) , there are less available results for censored data and most, if not all, are concerned with just one parameter. Pan and Zhou (2002) studied the right censored data empirical likelihood with a parameter that is a general functional of the cumulative hazard. For functionals that are simple indicator functions, results are in Murphy (1995) and Thomas and Grunkemeier (1975) . For the case where the parameter is a general functional of the distribution function, results can be found in Murphy and Van der Vaart (1997) and Pan and Zhou (1999) . However, no results for the censored empirical likelihood with multiple parameters have been available.
The rest of the paper is organized as follows. Section 2 describes theoretical aspects of the proposed method. We present the general results in Sections 2.1 and 2.2, and apply the empirical likelihood approach to the multiple testing situation in Section 2.3. Section 3 provides empirical results to confirm Wilks' theorem for the multiple constrained censored empirical likelihood ratio, and a simulation study comparing our proposed method to different weighted log-rank statistics, Renyi-type suprema, and maximin efficiency robust tests (MERT, Gastwirth, 1985) .
Application of the proposed method is also illustrated on real data with the log-rank and GehanWilcoxon tests. The empirical results are obtained by implementing the proposed method with functions in an R package 'emplik'. All proofs are deferred to the appendix.
Censored Empirical Likelihood with k (k > 1) Constraints
We will first explain the underlying theory of the proposed method in the one sample case. The results extend straightforwardly to the two sample situation.
One Sample Censored Empirical Likelihood
For n independent, identically distributed observations, X 1 , · · · , X n , assume the distribution of the X i is F x (t) and the cumulative hazard function of X i is Λ x (t). With right censoring, we only observe
where the C i 's are the censoring times, assumed to be independent, identically distributed, and independent of the X i 's. Based on the censored observations, the log empirical likelihood
As shown in Pan and Zhou (2002) , computations are much easier with the empirical likelihood reformulated in terms of the (cumulative) hazard function. The equivalent hazard formulation of (2), denoted by log EL(Λ x ), is given as follows:
where
, and t i are the ordered, distinct values of T i . See, for example, Thomas and Grunkemeier (1975) and Li (1995) for similar notation. Here, 0 < v i ≤ 1 are the discrete hazards at t i . The maximization of (3) with respect to v i is known to be attained at the jumps of the Nelson-Aalen estimator:
Let us consider a hypothesis testing problem for a k dimensional parameter θ = (θ 1 , · · · , θ k ) T with respect to the cumulative hazard function such that
where the g r (t) are some nonnegative functions and µ = (µ 1 , · · · , µ k ) T is a vector of k constants. We note that the θ r are functionals of the cumulative hazard function. The constraints we shall impose on the hazards v i are: for given functions g 1 (·), · · · , g k (·) and constants µ 1 , · · · , µ k , we have
where N is the total number of distinct observation values. We need to exclude the last value as we always have v N = 1 for discrete hazards. Let us abbreviate the maximum likelihood estimators of ∆Λ x (t i ) under constraints (4) as v i . Application of the Lagrange multiplier method
,
T and λ is the solution to the maximization of (3) under the constraints in (4) (Lemma 1 in the appendix). Then, the test statistic in terms of hazards is given by
We have the following result that proves a version of Wilks' theorem for W 2 under some regularity conditions which include the standard conditions on censoring that allow the Nelson-Aalen estimators to have an asymptotic normal distribution (see Andersen et al., 1993 , for details).
Theorem 1. Suppose that the null hypothesis
Then, the test statistic W 2 has asymptotically a chi-square distribution with k degrees of freedom.
Remark 1 The integration constraints are originally given as
The above formulations are found by using the suggestive notation d log{F x (t)} = log{dΛ x (t)}. These two formulations are identical for both continuous and discrete F x (t).
Remark 2:
If the functions g r (t) are random but predictable with respect to the filtration F t (see Gill, 1980) , Theorem 1 is still valid.
Two Sample Censored Empirical Likelihood
Suppose in addition to the censored sample of X-observations, we have a second sample
Assume that the Y j 's are independent of the X i 's. With censoring, we can only observe
where S j are the censoring variables for the second sample. Denote the ordered, distinct values of the U j by s j .
Similar to (3), the log empirical likelihood function based on the two censored samples pertaining to the cumulative hazard functions Λ x and Λ y is simply
with d 1i , R 1i , d 2j and R 2j defined analogous to the one sample situation (see p.5). Accordingly, let us consider a hypothesis testing problem for a k dimensional parameter θ = (θ 1 , · · · , θ k )
T with respect to the cumulative hazard functions Λ 1 and Λ 2 such that
predictable functions g 1r (t) and g 2r (t). Then, the constraints imposed on v i and w j are
where N and M are the total number of distinct observation values from the two samples. As in the one sample case, we need to exclude the last values.
Let us abbreviate the maximum likelihood estimators of ∆Λ x (t i ) and ∆Λ y (s j ) under the constraints (7) as v i and w j , respectively, where i = 1, · · · , N and j = 1, · · · , M . Application of the Lagrange multiplier method shows
and λ is the solution to maximizing EL(Λ x , Λ y ) = L 1 + L 2 under the constraints in (7). Then, the two-sample test statistic is given as follows:
analogous to the one-sample case. The following theorem provides the asymptotic distribution result for W * 2 .
Theorem 2. Suppose that the null hypothesis H
2 has asymptotically a chi-square distribution with k degrees of freedom.
Combined Multiple Testing Based on Censored Empirical Likelihood
The basic idea of combining a family of tests by the multiple constrained censored EL is to formulate the test statistics of the individual tests as linear functionals of the cumulative hazard functions and using them as the constraints of the multiple constrained empirical likelihood. To be more specific, let us consider a hypothesis H 0 : Λ x = Λ 0 vs. H 1 : Λ x = Λ 0 and consider combining the log rank test and one of its weighted versions for the one sample problem. We can formulate the test statistics of the G ρ,γ family of Harrington and Fleming (1982) with respect to the hazard as
where R(t) = I [T i ≥t] andŜ(t) denotes the Kaplan-Meier estimator. The test statistics of the log rank and Wilcoxon tests correspond to (8) with (ρ, γ) = (0, 0) and (ρ, γ) = (1, 0) respectively. Note that the function h(t, ρ, γ) is a nonnegative, random yet predictable function. In the combined test, the null hypothesis in Theorem 1 becomes µ r = g r (t) log(1 − dΛ 0 (t)), r = 1, . . . , k, where different functions g r correspond to h(t, ρ, γ) with different choices of ρ and γ in display (8). Then, the test statistic W 2 is obtained under the constraints in (4) with h(t, ρ, γ)
with appropriate choices of ρ and γ serving as g r .
In a two-sample problem, the test statistics of individual tests can be formulated as
and where
andŜ is the pooled sample Kaplan-Meier estimator, then the test corresponds to the G ρ,γ family of Harrington and Fleming (1982) . If W (u) = {R 1 (t) + R 2 (t)}/(n + m) and γ = 0, then it corresponds to the Tarone-Ware (1977) class of statistics. The value (ρ, γ) = (0, 0) corresponds to the log-rank statistic in both cases, while (ρ, γ) = (1, 0) corresponds to the Prentice-Wilcoxon statistic in the Harrington and Fleming (1982) class and the Gehan-Wilcoxon statistics (Gehan, 1965) in the Tarone-Ware (1977) class. Also note that h * (u, ρ, γ) are predictable functions. In the combined test, we choose g 1r and g 2r to be the function h * (u, ρ, γ) with some appropriate ρ and γ. Hence, the null hypothesis in Theorem 2 becomes µ r = g r (t) log{1 − dΛ x (t)} − g r (t) log{1 − dΛ y (t)}, r = 1, . . . , k, where different functions g r correspond to h * (u, ρ, γ) with different choices of ρ and γ in display (9). If we are concerned with testing whether Λ x (t) is equal to Λ y (t), then µ r = 0 for r = 1, . . . , k. The test statistic W * 2 is obtained under the constraints in (7) where h * (u, ρ, γ) with appropriate choices of ρ and γ serves as g r = g 1r = g 2r .
Examples and Simulations
We provide Monte Carlo simulation results for one-and two-sample cases to empirically confirm the chi-square limit distribution of the -2 log empirical likelihood ratio with multiple constraints. The proposed methods are illustrated with real data sets where we combine the log-rank and Wilcoxon tests for one sample and the log-rank and Gehan-Wilcoxon tests for two samples. Furthermore, we show results from an extensive comparative simulation study including members of the G ρ,γ family of weighted log-rank statistics, the associated Renyi-type suprema (GS ρ,γ ), and their maximin efficiency robust test (MERT, Gastwirth, 1985) counterparts. All the computations have been carried out using version 0.9-1 of the emplik package in R.
Simulation 1
This simulation study examines the distribution of the -2 log empirical likelihood ratio in the one sample case with multiple constraints where the constraints are the non-random functions
, and g 3 (t) = I [t<0.9] . We use the following distributions to generate the random variables.
and the censored observations are created via (1). The Q-Q plot (Figure 1 ) is based on 5,000
runs. It agrees well with the theoretically derived χ 2 (3) distribution.
Simulation 2
This simulation study examines the distribution of the -2 log empirical likelihood ratio with multiple constraints where the constraints are random functions. We choose random functions to correspond to the test statistics of the log rank and Gehan-Wilcoxon tests in order to confirm the chi-square limit distribution of the proposed test statistic and the level of the combined test.
The test statistics of the log rank and Gehan-Wilcoxon tests belong to the Tarone-Ware (1977) class of statistics and correspond to (9) with W (u) = {R 1 (u)+R 2 (u)}/(n+m), (ρ, γ) = (0, 0) and (ρ, γ) = (1, 0) respectively. In each of 10,000 runs, two identically distributed equal sized random samples are generated from the simulation setup in (10), and the test statistic W * 2 is calculated under the constraints in (7) where h * (u, ρ, γ) with the prescribed W (u) serve as g 1r and g 2r . Table 1 shows that the proposed combined test attains the type I error at the nominal levels. Figure 2 shows that the distribution of W * 2 agrees well with χ 2 (2) . The distribution deviates in the tail area with the sample size n = 30, but the deviation is in the extreme end of the tail.
Example 1. Iowa Psychiatric Patient Data
We apply the combined test of the log-rank and Wilcoxon tests to a sample of survival times of 26 psychiatric inpatients to compare with the survival time distribution of the general population in Iowa. The data is part of a larger study of psychiatric inpatients admitted to the University of Iowa hospital during the years 1935-1948 (for more information on the data, see Tsuang and Woolson, 1977) . Klein and Moeschberger (1997, p. 189) use the data to illustrate the one-sample log-rank test. The test statistics of the log rank and Wilcoxon tests are h (t, ρ, γ) in (8) with (ρ, γ) = (0, 0) and (ρ, γ) = (1, 0), respectively. The h(t, ρ, γ) are adjusted to accommodate the delayed entries. We use them as g r (t), r = 1, 2. When applied individually, the log-rank and Gehan tests both reject the null with p-values < 0.001 and 0.0432. The combined test statistic reaches the same conclusion with the p-value 0.00088.
Example 2. Kidney Dialysis Patient Data
We apply the combined test of the log-rank and Gehan-Wilcoxon test to re-analyze the kidney dialysis data of Klein and Moeschberger (1997, p. 197) . The test statistics of the log-rank and Gehan-Wilcoxon tests correspond to (9) where W (u) = {R 1 (t) + R 2 (t)}/(n + m) and (ρ, γ) = (0, 0) and (ρ, γ) = (1, 0), respectively. Out of a total of 119 patients, 43 had a catheter surgically placed and 76 percutaneously (for a detailed description of the data, see Nahman et al., 1992) . The plot of the estimated survival functions (Figure 3) shows that the curves cross each other at about 6 months and suggests that the survival experience of the two groups is different. However, as indicated in the introduction, the log-rank test and its weighted versions make different decisions. Both the log-rank and Gehan-Wilcoxon tests, two of the most popular ones, fail to reject the null hypothesis with p-values 0.112 and 0.964 respectively, while tests of the G ρ,γ family with emphasis on the later time period reject the null. Electing to apply such G ρ,γ family class test, though, is usually a post hoc decision. When our proposed method of combining the tests is applied, it rejects the null with a p-value of 0.001. This indicates that the combined test can be much more powerful than either one of the individual tests.
Simulation 3
We compare the small and moderate sample size behaviors of the proposed test with the G ρ,γ family of weighted log-rank statistics, the associated Renyi-type suprema (GS ρ,γ ), and their maximin efficiency robust test (MERT, Gastwirth, 1985) counterparts. Kosorok and Lin (1999) conducted extensive Monte Carlo simulation studies to compare their function-indexed weighted log-rank test with the G ρ,γ family of weighted log-rank statistics, the associated Renyi-type suprema and suprema plus infimum, and their MERT counterparts. We have replicated Kosorok and Lin's (1999) simulation study design with our proposed method and compared the results (Tables 2 and 3) cal values for our test from a regular χ 2 -distribution, while Kosorok and Lin (1999) conducted 1,000 Monte Carlo replications to construct the critical regions for each simulated data. As Kosorok and Lin's (1999) function-indexed weighted log-rank test is more computationally intensive than the MERT with slightly better performance, we only present the results for the G ρ,γ family of weighted log-rank statistics, the associated GS ρ,γ , and their MERT counterparts in Tables 2 and 3. The column labels "N" and "A"-"E" stand for a "null" and 5 different alternative models indexed similarly in Kosorok and Lin (1999) . The number of simulations is 10,000 for the null distributions and 1,000 for the alternatives (2,000 for the EL alternatives).
The simulation results show that the proposed EL test performs comparably to the MERT where the MERT performs well, while it is more reliable where the MERT performs poorly.
For example, with the alternative model A where the hazards are proportional and the logrank test (G 0,0 ) is optimal, both the MERT and EL have comparable powers to the power of In addition, we would like to point out the computational advantage of our proposed test whose critical values can easily be obtained from a χ 2 -distribution.
APPENDIX

Mathematical Derivations and Proofs
Recall the column vectors G(t) = {g 1 (t), · · · , g k (t)} T and λ = {λ 1 , · · · , λ k } T .
Lemma 1. The hazards that maximize the log likelihood function (3) under the constraints (4)
are given by
where the λ value is obtained as the solution of the following k equations
PROOF OF LEMMA 1. The result follows from a standard Lagrange multiplier argument applied to (3) and (4). See Fang and Zhou (2000) for some similar calculations. ♦.
We denote the solution of (12) (12), corresponding to the null hypothesis H 0 : µ r = g r (t) log{1−dΛ x (t)}, r = 1, . . . , k, we have that n 1/2 λ x converges in distribution to N (0, Σ).
PREPARATION FOR THE PROOFS OF LEMMA 2 AND THEOREM 1.
Let
In order to show that f (0) = 0, we compute
Letting λ = 0 and after some simplification we have
We now compute f (0) = . The rl th element of the k × k matrix is
After straightforward but tedious calculations, we obtain
By a now standard counting process martingale argument, we see
PROOF OF LEMMA 2. We derive the asymptotic distribution of λ. The argument is similar to, for example, Owen (1990) and Pan and Zhou (2002) . Define a vector function h(s) =
Then, λ is the solution of h(s) = 0. Thus we have
where h (0) is a k × k matrix.
Indeed,
where the first expression A is of the order O p (n −1/2 ). Considering the second expression,
The sum converges to |D * | and is therefore of order O p (1), so it follows that |λ| is of order O p (n −1/2 ), and hence the expansion (15) is valid. Therefore,
The elements of h (0) are easily computed:
Notice we have verified nh rl = −D rl . By the counting process martingale central limit theorem (see, for example, Gill, 1980; Andersen et al., 1993; or Fang and Zhou, 2000) , we can show that n 1/2 h(0) converges in distribution to N (0, Σ h ) with Σ h = lim h (0).
Finally, putting it together, we have that n 1/2 λ(0) = {h (0)} −1 {−n 1/2 h(0)} + o p (1) converges in distribution to N (0, Σ) with Σ = lim{h (0)} −1 . Recalling nh rl = −D rl , we see that
where we use D to denote the matrix of second derivatives of f (·) with respect to λ. The expansion is valid in view of Lemma 2 (λ x is close to zero).
Notice that we have f (0) = 0 (see above), so the expression above is reduced to
Notice that −D is symmetric and positive definite for large enough n because −D/n converges to a positive definite matrix, see below. Therefore, we may write
Recalling the distributional result for λ x in Lemma 2 and noticing that
and D * = Σ −1 (see above in the proof of Lemma 2), it is not hard to show that n 1/2 λ
converges in distribution to N (0, I) . This together with (17) implies that W 2 converges in distribution to χ 2 k . ♦ The proof of Theorem 2 is analogous to the one for the one-sample situation and is therefore omitted. 6020 .7650 .2275 .4320 .1985 .1062 .5680 .7070 .2170 .4810 .2025 
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