This paper proposes a stochastic fluid flow model to compute the transfer time distribution of resources in peer-to-peer file sharing applications. The amount of bytes transferred among peers is represented by a continuous quantity (the fluid level) whose flow rate is modulated by a set of discrete states representing the concurrent upload and download operations on the peers participating to the transfer. A transient solution of the model is then performed to compute the probability that a peer can download a given resource in less than t units of time as a function of several system parameters. In particular, the impact of file popularity, bandwidth characteristics, concurrent downloads and uploads, cooperation level among peers, and user behavior are included in our model specification. We also provide numerical results aiming at proving the potentialities of the approach we adopted as well as to investigate interesting issues related to the effect of incentive mechanisms on the user cooperation.
Introduction
Peer-to-peer (P2P) networking has recently emerged as a new paradigm for building network applications. In particular, in the last few years, P2P file sharing applications are generating an increasing fraction of the traffic on today's Internet and are reshaping the way new network applications are designed. The P2P approach differs from the traditional client/server approach towards building networked applications in several ways. Perhaps most importantly, the participating hosts play dual roles as servers and clients. A peer thus generates workload for the P2P application, while also providing the capacity to process the workload generated by other peers.
P2P file sharing applications first become prominent with the introduction of Napster, which allowed users to share MP3 music files among an arbitrary set of users. Napster uses a centralized server to maintain meta information, i.e., which machine (peer) has what resources and thereby assists in locating the required resources. The actual transfer of resources, is however, done directly between the peers.
Gnutella offers a radically different approach [13] . It is fully distributed with no single point of failure. Each node has an index of its own files. File discovery is performed by flooding the network with request packets. Other P2P applications like Chord [5] , CAN (Content Addressable Network) [22] and Pastry [26] are also decentralized networks with different routing schemes.
According to the SD-NAP traces [1] , the dominant traffic observed by Internet Service Providers (ISPs) is associated with P2P file sharing applications. Perhaps driven by the growth in broadband services, e.g., cable and ADSL, the average resource size exchanged on P2P networks is growing, e.g., enabling the sharing of video files. Thus it is reasonable to expect the predominance of P2P traffic on the Internet to grow further.
In general, in P2P file sharing applications, the peer acting as a server (that we call s peer), accepts and forwards incoming queries for the search of resources (files), provides response to search queries, and serves requests when selected by clients. The peer acting as a client (that we call c peer), alternates between the search of a resource and the transfer of the resource (downloading) from a s peer. Following a successful search, P2P file sharing applications provide the c peer a list of peers holding a copy of the requested resource: depending on the particular application, additional information describing the peers and the copy of the resource are included such as bandwidth between the s peer and its Internet Service Provider (ISP), number of c peers that are using this s peer, the quality of the resource, and other information the c peer may use for its s peer selection policy. Both the search and the transfer phase may be time consuming: the search time is mainly influenced by architectural characteristics of the particular P2P file sharing application such as signaling, routing, searching protocols. On the contrary, the transfer time of a resource is mainly dominated by network characteristics (last and first mile bandwidth 1 , latency along the path connecting peers), application characteristics (the maximum number of allowed concurrent downloads and uploads, cooperation incentive mechanisms), resource characteristics (size, quality, and popularity of the resource to be downloaded, the competing load on the selected peer during download), and user behavior (the selection criteria a user implements when multiple peers hold a copy of the requested resource, cooperative/non-cooperative behaviors).
In this paper we develop an analytic modeling technique for the analysis of P2P file sharing applications with the aim of providing Quality of Service (QoS) user-perceived measures related with the transfer phase for a given resource; in particular, we provide a method for the computation of transfer time distribution. This analysis is both general (since it might be applied to different P2P file sharing architectures) and flexible enough to be adapted to the analysis of other P2P applications, e.g., streaming content distribution. Inspired by the work of Anick, Mitra and Sondhi in [3] and the subsequent success of fluid modeling of packet networks (see for instance [6, 18, 19] ), we use a fluid approach for modeling the transfer phase in P2P file sharing applications where the transferred resource is represented by a fluid. P2P applications exhibit continuously increasing complexity in several dimensions, such as number of users, number of available resources, etc. Performance analysis of this kind of applications suffers from this complexity and often requires costly numerical methods or model simulations. In this case the fluid approach may contribute to tackle the model solution complexity problem that typically occurs when analyzing discrete state based models. The model will account for several aspects related to the file transfer in P2P networks; in particular, the impact of resource popularity, s peer selection policy, bandwidth characteristics, concurrent downloads and uploads, cooperation level of both c peer and s peer are included in our model specification.
This paper is an extension of the work presented in [8] where a Fluid Stochastic Petri Net Model of an extremely simplified P2P file sharing application is presented 2 . The outline of the paper is the following: in Section 2 we briefly summarize the related work on the subject of analytical models of P2P systems including a description of measure based work we exploit to match parameters of the models we develop. Section 3 briefly summarizes the peculiarities of the stochastic fluid formalism that we use. Section 4 discusses the main issues dominating the transfer time for a resource that are captured by our analytical modeling technique that is illustrated in Section 5 along with a model construction example presented in the Appendix. Some numerical results of the model analysis are presented in Section 6, for instance, we will use the proposed model to investigate the impact of c peer bandwidth, overall load on peers participating to the application, and the effects of mechanisms to incentive cooperation among peers. Finally, Section 7 draws conclusions and outlines several development of the current work.
Related Work
Model based performance evaluation of P2P based application is still in its infancy since there are few analytical models considering P2P networks. In most cases, analysis is carried out through extensive discrete event simulations. For example, [25] proposed a model for the signaling messages in the Gnutella network and concluded that signaling might significantly compromise performance.
The work in [9] is among the first to model a general P2P system and evaluate its performance. In particular that paper proposed a queuing network based model to explore and illustrate fundamental performances issues of P2P file-sharing systems. This model is applied in three different types of architecture (centralized indexing, distributed indexing with flooded queries, and distributed indexing with hashing directed queries), and it is used for analyzing important aspects regarding performance like system scaling, freeloaders, file popularity and availability. In [14] a random-graph based model is introduced for studying the evolution of P2P communities such as Gnutella or Freenet; this model is used for analyzing basic properties such as reachability from a given node in the network. The same model is used in conjunction with a discrete event simulation approach in [15] for studying complex properties. In [16] the authors model the request-response process of a file-sharing networks and obtain analytical expression for three performance parameters (delay, jitter and loss probability) as a function of the number of resources indexes in the network and a time-out value for the queries. In [33] the authors model a file-sharing application, developing a probabilistic model to describe query process and expected query result sizes, they also develop an analytic model to describe system performance. An analytical model based on age dependent branching processes is developed in [34] where the service capacity of P2P file sharing applications is analyzed by considering a transient regime to characterize the ability of such systems to handle bursty traffic. The work in [4] is one of the few examples of the use of fluid models to analyze P2P based applications. A fluid model for the performance analysis of the Squirrel cooperative cache system is proposed and studied. To cope with the large number of users that join and leave the cache system randomly, the request streams of the individual nodes are approximated by a fluid flow. In [7] an investigation that shares some of the assumptions and simplifications that we use in our paper is presented. In particular, the paper presents a study to quantify a user's performance as a function of the percentage of users that share their resources in a p2p file sharing system. The approach presented in [7] is based on a use of simulative results combined with some simple analytical considerations.
To properly employ analytical models to investigate properties and performance of the system being represented, model parameters must be set to realistic values obtained from existing measures.
A large body of research on P2P systems so far has emphasized design, traffic measurements, and workload analysis. The proposals presented in [23, 24, 28] studied traces of P2P applications such as Gnutella and Napster. These works focused on characterizing the overall P2P system, e.g., request patterns, traffic volume, traffic categorization and properties of shared online content as well as P2P structure and dynamics, e.g., connectivity and peer behaviors. In particular the papers [23, 24] presents a quantitative evaluations of P2P system behaviors and it is based on a "crawler" to extract topology of Gnutella application level network and brings to conclude that, although Gnutella is not a pure power-law network, its configuration has benefits and drawbacks of a power-law structure, e.g., resilience to random peer failures.
In [28] a study based on measurement supplies a precise characterization of end-user hosts that participate in two popular P2P file sharing system like Napster and Gnutella. This characterization accounts the bottleneck bandwidth between these hosts, Internet at large, IP-level latencies to send packets to these hosts, how often hosts connect and disconnect from the system, how many files hosts share and download, and correlation between these aspects. The results of this study show that there is significant heterogeneity in peers bandwidth, availability, transfer rates, and peer behaviors; furthermore it arises that, despite of the nature of P2P system, there is a clear evidence of client-like or server-like behavior in a significant fraction of the peer populations.
A characterization of P2P traffic and its impact on the underlying network is presented in [29] . In this paper three popular P2P system are analyzed: FastTrack, Gnutella, and DirectConnect. The results reveal significant skew in the distribution of traffic across IP addresses, subnets, and autonomous systems.
The work in [11] presents an analysis of a modern P2P multimedia file-sharing workload: a trace-based analysis of Kazaa is presented. The results show that P2P file-sharing workloads are driven by considerably different processes than the classical Web applications. It is also demonstrated that there is significant locality in Kazaa workload, and therefore substantial opportunity for caching to reduce bandwidth consumption. More recent research in the direction of the evaluating P2P systems has focused on performance. Peer selection schemes are evaluated in [21] , where measurements are used to optimize the selection of "good peers" and improve the overall system performance.
Stochastic Fluid Flow Models
A stochastic fluid flow model describes the behavior of a fluid level in a storage device. The input and output rates are assumed to be modulated by a finite homogeneous Markov process. Such models have been used in asynchronous transfer mode (ATM) to evaluate the performance of fast packet switching and in manufacturing systems for the performance of producers and consumers coupled by a buffer. There is a large number of papers dealing with the analysis of stochastic fluid flow models. Most of these papers consider such models in stationary regime. Anick et al. [3] and Kosten [17] analyzed the fluid model for several on-off input sources controlled by a two-state homogeneous Markov process. Mitra [20] generalized this model by considering multiple on-off inputs and outputs.
We describe a stochastic fluid model with an infinite (fluid) buffer for which the input and output rates are controlled by a homogeneous Markov process M = {M s , s ≥ 0} on the finite state space S with infinitesimal generator Q and initial probability distribution π 0 . The number of states is denoted by |S|. The amount of fluid in the buffer at time τ is denoted by x τ . The pair (M τ , x τ ) forms a Markov process having a pair of discrete and continuous
For each state i of the Markov process we compute π i (τ, x) which is the probability density of finding the process in discrete state i with fluid level x at time τ . If we call q ij (x), i = j, the transition rate from state i to state j when the fluid level is equal to x, and define q ii (x) = − j =i q ij (x), we have the following partial differential equations (see [31] for details):
In order to solve Equation (1), boundary and initial condition must be specified. Boundary conditions can become quite complex when the fluid rate can become negative in some state i (r i ≤ 0). In this case some probability mass is formed at the boundary and it must be explicitly considered as in [12] . In the special case in which r i > 0, ∀i, then the boundary conditions become quite simple:
If we consider that the initial fluid level is 0 in every state, and we specify π
0 the probability that the initial discrete marking is state i, then the initial condition can be specified as:
where δ(x) is the Dirac's delta function. The first terms of the left hand side of Equation (1) accounts for the time elapsed in the state (i.e., in discrete state i with fluid level x). The term r(i, x) represents the actual flow rate in discrete state i (for each discrete state i). From this it follows that the second term of Equation (1) accounts for the infinitesimal changes of the fluid level, whose rate is expressed by the term r(i, x). The term on the right hand side, accounts for both the transitions into and out from the state.
Several solution algorithm have been proposed in the literature to solve those equations. In [12] positive semidiscretization, together with uniformization has been proposed as a general solution algorithm. An efficient transient analysis technique for fluid models with constant fluid-rates is proposed in [30] . Transient analysis of second order stochastic fluid model has been considered in [32] . Steady state analysis of first order bounded models has been considered in [10] .
Parameters that Dominate the Transfer Phase in P2P Networks
In general, in P2P file sharing applications, a successful search provides a list of peers holding a copy of the requested resource. In the following we denote the peer that requests the resource as the client-like peer (c peer) and the peers holding a copy of the requested resource as the server-like peers (s peer). For each s peer and copy of the requested resource the P2P applications also provide additional information such as the bandwidth between the s peer and its ISP, the number of c peers that are using this s peer the quality of the resource, and other information that help the c peer to choose the s peer to download the resource.
In the following we discuss the parameters, the characteristics of the P2P file sharing applications, and the user behaviors that influence the transfer phase duration.
• Network Characteristics: the rate at which files can be downloaded from a s peer depends on the bottleneck bandwidth between the c peer and the chosen s peer, the available bandwidth, and the latency along the path connecting the two peers. In [28] measure based results for the Napster and Gnutella P2P applications show that there is a significant amount of heterogeneity in bandwidth, latency, and other characteristics that range over several orders of magnitude across the peers of the system. Table 1 reports these measures for the distribution of connection bandwidths. It is important to point out that the measures reported in Table 1 , that we use as basis for our experiments have been presented in 2002 and these measures represent a reasonable "picture" of the last-mile connections at that time. The trend is towards high-speed bandwidth connections and thus the results presented in this paper are also computed for a different bandwidth distribution where the fraction of high-speed connections is increased while at the same time the fraction of slower dial-up connections is decreased.
• Application Characteristics: after the c peer chooses a s peer (or more s peers in case of parallel downloads) the resource bandwidth allocated to this (these) transfer(s) may change during the transfer phase. These bandwidth fluctuations are mainly due to the variation of the load on the chosen s peer and also depend on the maximum number of concurrent uploads/downloads.
In general, P2P applications implement sharing bandwidth policies among the different c peers that download resource(s): in some case the s peer equally shares the available download bandwidth among the c peers, in other cases the sharing policy depends on some parameters that account for the participation level of the c peer. Furthermore, bandwidth fluctuations are also influenced by the maximum number of downloads operations allowed by the s peer. The speed at which the c peer downloads the requested file also depends on the possibility that the file can be downloaded in pieces or "chunks" from several different s peer (for instance, Kazaa allows this possibility).
• Resource characteristics: the size of the resource to be downloaded has an obvious impact on the distribution of the transfer time. Measure-based analysis of P2P applications (see for instance [11, 27] ) show that that there is a substantial difference in typical resource size between P2P and WWW traffic. The measures presented in these papers show three prominent regions: small resources, typically MP3 files, that are less than 10 MB, medium-size resources, 10 to 100 MB that correspond to small-medium video files, and large-size resources over 100 MB, that correspond to large video files.
The quality of the resource is a factor that has a direct translation into the size characteristics of resource and can be used as a parameter to select a particular s peer for downloading. In the case of a MP3 file the quality of the resource is intended in terms of compression bitrate, in the case of a still image coded using the JPEG standard the quality is intended in terms of the compression parameter. Quality information for other resource types can be easily defined and it is retrieved from the search results and provided as an attribute of the copy of the requested resource.
The influence of the resource popularity, i.e., the number of peers that hold a copy of the resource, on the transfer rate is quite clear. If the c peer is looking for a very popular resource, than the probability that a copy of this resource is held by a s peer with high speed connection bandwidth is higher than the the case of a search for a "rare" resource. On the other hand the probability that a s peer holding a very popular resource is overloaded (because there are many c peers that require its resource(s)) increases with the resource popularity.
• User Behavior: When multiple s peers hold a copy the requested resource, the user has to select the actual s peer from which downloading the resource. The choice could be based on the s peer with the fastest connection, on the s peer with the lowest load, on the quality of the resource, it could be a random selection, etc. Another important issue related to the user behavior concerns the cooperation among users. Without cooperation users of such applications suffer long download delays, if they are able to download at all [2] . Usually, existing P2P applications rely on altruism, which inevitably fails when participants show some selfish behavior. In order to prevent these behavior, many P2P protocols applies a user-managed incentive system. In Section 6 we investigate the effects on the user-perceived performance measures of some simple incentive mechanisms.
Model description
The goal of the proposed model is to compute the transfer time distribution for the download of a file of a given length s, available on n peers, from a c peer with a given bandwidth cb. We will denote this distribution as F t (t|cb, s, n); it represents the probability that a c peer with bandwidth cb can download a resource of length s that is available on n peers in less than t units of time.
In the following we always consider the case of a particular c peer that transfers a resource r s from a given s peer. We will address these entities respectively as tagged c peer, tagged transfer and tagged s peer. We analyze the tagged transfer by making transient analysis of the model: we assume that the tagged c peer starts downloading the resource r s at time 0, and stays in the system until it has finished downloading it. The tagged c peer leaves the system as soon as it has finished the transfer and we do not consider queuing of requests before starting the resource transfer. For these assumptions, we model only the interference caused by other peers. Consider the file transfer of given resource r s from a s peer of bandwidth sb. Two entities interact in the file transfer: a peer which acts as a c peer, and another peer that acts as a s peer. The c peer downloads resource r s , and the s peer uploads resource r s . Since we are in a P2P network, both the s peer and the c peer can handle more simultaneous uploads and downloads. The download time distribution depends on the bandwidth of both peers, on the number and on the type of concurrent uploads and downloads at both peers, and on the network load. The c peer behavior, the s peer behavior and the network load, can be described using continuous time, discrete state stochastic processes. We call c peer process the stochastic process that describes the c peer behavior, and S c its state space. In the same way we define the s peer process (state space S s ) and the network process (state space S n ). Each state s c ∈ S c and s s ∈ S s takes into account the number of concurrent uploads, downloads and their actual speed. Each s n ∈ S n considers a different load of the network.
If we denote by f (s c , s s , s n ) the transfer rate at which resource r s is downloaded when the c peer, the s peer and the network are in state s c , s s , s n respectively, then the number of bytes x(τ ) downloaded in time τ are:
During the download the entities change states, and this is denoted by writing s c (t), s s (t), s n (t).
In the following in Section 5.1 we first present the fluid model and the solution technique to compute the transfer time distribution given that both the s peer bandwidth and the initial states are known. A detailed model construction example is provided in the Appendix. Section 5.2 describes the technique to remove the dependency on the initial state, and Section 5.3 describes the technique to remove the dependency on the s peer bandwidth. Finally, Section 5.4 proposes a general framework based on the concept of peer classes to extend the modeling approach to deal with several interesting scenarios. 
The Stochastic Fluid Model
In our analysis we assume that communication bottlenecks can only happen at the c peer or at the s peer (i.e. only the first and last mile), and that the backbone is never a bottleneck.
In other words, we assume that
Thus we drop the dependency on the network state s n , and we specify the transfer rate simply as: f (s c , s s ). We assume that that actual transfer rate is just the minimum between two independent terms: the maximum upload rate at the c peer f c (s c ), and the maximum download rate at the s peer
We also assume that the tagged c peer always selects a peer that is immediately available for downloading. We chose to represent both the c peer process and the s peer process with two independent components each: the download component, and the upload component. Both components are modeled using finite capacity queues, as depicted in Figure 1 . The queue representing the download component at the c peer, and the queue representing the upload component at the s peer, have at least one customer (the tagged transfer of the requested resource r s ). The other customers represent respectively:
• The other resources that our tagged c peer is downloading in parallel with resource r s (c peer download component).
• The resources that our tagged c peer is uploading when acting as a s peer for other peers. (c peer upload component).
• The other resources that our tagged s peer is uploading in parallel with resource r s (s peer upload component).
• The resources that the tagged s peer is currently downloading from other peers (s peer download component).
In the following we will refer to this queues by using the subscripts cd, cu, su, and sd respectively. If we denote by S cu and S cd the states spaces of the upload and download components at the c peer, and S su and S sd the states spaces of the upload and download components at the s peer, we have that S c = S cu × S cd and S s = S su × S sd .
In this paper we choose to model all the queuing components using M/H 2 /∞/K queues, where H 2 refers to a two stages hyper-exponential distribution.
The inter-arrival distribution is assumed to be exponential. We also consider that the arrival rate may depend on the s peer bandwidth, and may be different for the upload or the download queue, as in [28] . In this way the queues representing the four model components have each one a different arrival rate. We denote these rates with λ cu (cb), λ cd (cb), λ su (sb), λ sd (sb). Each of these rates is derived as a fraction of a reference value λ 0 obtained from the measures reported in [23] .
The choice of the two stage hyper-exponential distribution for the service time distribution of the four queues stems from available measures [11] that provide statistics on the distribution of session times for downloads. In particular, this study highlights that session times exhibit high variability (because of the large heterogeneity in resource sizes); the two-stage hyperexponential distribution is a very simple Markovian representation of distributions whose coefficient of variation is greater than one and it allows to keep the discrete state space of the stochastic fluid model as small as possible. It would be by no means difficult to use more complex phase-type Markovian approximations of heavy-tailed distributions to represent variability in session times; the impact of this choice on the model we developed would be an increase of number of the discrete states.
K represents the maximum number of simultaneous interfering transfers (upload or download) allowed by each component. This maximum is assumed to be dependent on the bandwidth, to be different for the upload and the download queue, and to exclude the tagged transfer. We denote these different values with M cu (cb), M cd (cb), M su (sb), M sd (sb). Note that in the case of M cd (cb), M su (sb), the actual maximum is one unit bigger for the assumption that the tagged transfer is excluded from the model. We assume that the available bandwidth at the s peer for download is equally shared among all the competing uploads and downloads if there is no distinction between upload and download bandwidths (e.g. Cable Modem, Ethernet). On the other hand, if uploading bandwidth and downloading bandwidth are separated (e.g., dial-up and asymmetric DSL connections) the available bandwidth at the s peer for download is equally shared among all competing downloads. The same rule applies at the c peer for uploads. According to the previous considerations we can write: (5) and (6) (5) and (6) .
With the previous assumptions, the underlying stochastic process of the described model is a stochastic fluid model. The state space is defined as: S c × S s = S cu × S cd × S su × S sd . If we call Q cu , Q cd , Q su and Q sd respectively the generator matrices of the queuing networks corresponding to the c peer upload component, c peer download component, s peer upload component and s peer download component, then the generator matrix of the stochastic fluid model can be defined as:
that is, the Kronecker sum of the generator matrix of the single components. The rate matrix of the stochastic fluid model, can be defined as a diagonal matrix R = diag(f (i)), where:
and s l [i] represents the part related to the l component of state i, with l ∈ {cu, cd, su, sd}. Figure 2 shows a graphical representation of the stochastic fluid model. If we denote as π j (τ, x) the probability density of having x unit of fluid at time τ in discrete state j, i.e., the probability that x bytes of a resource have been downloaded at time τ in state j, we can rewrite Equation (1) in matrix / vector notation:
where π(τ, x) is a vector whose components correspond to π j (τ, x). The resource transfer time is conditioned by the number of competing peers on both the s peer and on the c peer when the transfer starts. This problem will be dealt with in Section 5.2. In this section, we assume that the initial states of the c peer and of the s peer are specified The parameter π 0 is a probability distribution on the model state space S cu × S cd × S su × S sd (the j-th component of vector π 0 that corresponds to the probability of state (
) is denoted as π 0 (j)). Sincef (j)) > 0 for any state j, and since the fluid place is unbounded the initial and boundary conditions are:
π(τ, 0) = 0.
Many of the terms in Equation 7
depend on the c peer bandwidth cb and on the s peer bandwidth sb. In particular, matrices Q and R depends on both the sb and cb since the arrival rate of the queues and the definition of rate function depend both on sb and cb. By explicitly showing these dependencies, we can denote the solution of Equation (7) as π(τ, x, sb, cb, π 0 ) for a given combination of parameters sb, cb and π 0 . The probability of having downloaded s bytes in less than t seconds is equal to the probability of having downloaded at least s bytes at time τ = t, and can be computed as:
whereπ(τ, x, sb, cb, π 0 ) = π(τ, x, sb, cb, π 0 )1, and 1 is a unit vector with a number of components equal to the number of discrete states of the model.π(τ, x, sb, cb, π 0 ) represents the probability density of the fluid level regardless of the discrete state.
For the sake of simplicity we chose to represent both the c peer process and the s peer process with two independent components each: the download and the upload component. Dependencies among the four queueing processes may be captured by suitably modifying the modulating discrete part of the stochastic fluid model. In this case, the modifications may 
Removing the initial state dependency
The initial state of each peer involved in a file transfer can have a significative impact on the time necessary to complete it. This is more evident in the case of shorter files. For example, Figure 3 shows the transfer time distribution for different initial loads, calculated for a 112 KB JPEG image from a DSL peer using a DSL connection, when there are no simultaneous transfers on the c peer and the s peer allows five simultaneous uploads but does not perform any downloads. The download time of the resource is shorter when the system is less loaded at the beginning of the transfer. The same consideration are enhanced if we consider the full P2P scenario where both the c peer and the s peer can have many simultaneous uploads and downloads. From these consideration it is clear that it is important to determine correctly the initial state of the model. The model, as presented in Figure 1 , is composed by four queuing networks. We assume that when the download starts, the tagged c peer finds all the four queues in their steady state. In this manner, the initial state of the model is computed by determining the steady state solution of the four finite capacity queues. In particular we determine:
with l ∈ {cu, cd, su, sd}, and where 1 l is a vector of size |S l | with all the components equal to one. Then we define the initial state of the whole model π 0 as:
where the ⊗ operator indicates that each component of the left vector is multiplied by all the components of the right vector. Note that since Q depends on both the c peer bandwidth cb and the s peer bandwidth sb, also π 0 depends on cb and sb. We do not explicitly show this dependency by writing π 0 (cb, sb) for sake of simplicity. We denote the file transfer distribution, after the dependency on the initial state has been removed, by:
Removing the dependence on the s peer bandwidth
In P2P environment, after a successful search of the requested resource, the c peer obtains a list of the peers holding a copy of the file. This list provide a set of information regarding both the peers (i.e. their bandwidth, queue status, etc.) and the resource (i.e. bitrate, size, etc.). The c peer can use these information to select the peer, or a set of peers in case of multiple download, from which get the resource. The choice could be based on the peer with the fastest connection, or on the peer with the lowest load, or on the resource with the highest bitrate, it could be a random selection, etc. What is important to take into account is that the selection policy can impact on the file transfer performance. For instance the selection of the peer bandwidth affects the transfer time distribution. The impact is much stronger if the c peer peer has a fast connection, such as DSL, Cable, T1 and T3. We performed some experiment to verify the dependency of the performance from the s peer bandwidth. We considered two scenarios with two different c peer bandwidth, modem 56 Kbps and DSL, and for each case we calculated the file transfer time distribution for different s peer bandwidths. In particular, we made these experiments with the values 56 Kbps, DSL and Cable. The results reported in Figure 4 , relative to the transfer of a resource with size s equal to 4 MB, show that when the c peer has a 56 Kbps bandwidth the transfer time is conditioned by both its and the s peer bottleneck. In this case, when the s peer bandwidth is faster (DSL or Cable) the transfer performance are limited by the c peer bandwidth; when the s peer bandwidth is 56 Kbps the transfer rate depends on the simultaneous operations that the two peers are performing during the tagged transfer. When the c peer bandwidth is DSL instead, the performance depends always on the s peer bandwidth; in the case of DSL and Cable bandwidth the role of bottleneck depends on the probability of having simultaneous transfer on both the peers. In the case of 56 Kbps the s peer behaves always like bottleneck and the transfer time depends on its bandwidth. In our model we assumed that the selection peer policy was based on the largest bandwidth. To model this selection policy we made the same consideration reported in [8] . We consider that the bandwidth of the peers holding a resource are i.i.d. random variables. For the distribution of the bandwidths we consider the one reported from Napster's users and described in Table 1 .
According to this distribution, we define a combinatorial manipulation that models the selection of the peer with the highest bandwidth. To this end, we introduce one of the model parameters that is the resource popularity: it is defined as the number of available resources for the tagged transfer, i.e., the number of peers that hold a copy of the content to be transferred. We denote the popularity of the resource identified by the tagged transfer as N .
Our model assumes that when the resource is available on only one s peer, the probability P (SB = sb) is exactly the one reported in Table 1 . When the number of available resources is greater than one, the probability to select a peer with a higher bandwidth grows according to the bandwidth distribution of the peers that are present in the system. The greater the number of available resources, the greater the probability to select a peer with the highest bandwidth. When the number of available resources is large enough, the probability of finding the resource on the highest bandwidth peers tends to 1. It is interesting to note that in the case of a resource available on only one peer, the selection reduces to a random choice policy where the probability distribution is the one reported in Table 1 . The probability of finding a resource on a peer with a given bandwidth, using the fastestconnection policy, can be computed using the following recurrence relation:
where
and
The meaning of this formula is the following: the probability of selecting a peer with bandwidth SB = sb given that there are n available resources is equal to the probability to have n − 1 peers with bandwidth less than or equal to sb and to find a peer with bandwidth equal to sb, or it is equal to the probability of finding a peer with bandwidth less than sb but to have a peer with bandwidth sb in the previous n − 1 resources. Figure 5 depicts the probability P (SB = sb|N = n) as function of sb and n. Each vertical slice parallel to the bandwidth axis of this 3-D plot identifies the probability distribution of selecting a given bandwidth b according to the fastest selection bandwidth policy. We note that the probability of selecting the s peer with fastest bandwidth increases with the number of s peers holding a copy of the resource. , we can compute:
Model Extensions
The proposed model can be easily extended to consider more complex scenarios. In this section we sketch two possible extensions: one considers the case where a resource is downloaded in parallel from more than one s peer, and the other considers general peer characteristics that might allow, for instance, the modeling of heavily loaded peers known as "hot spots".
Parallel download
In order to consider parallel downloads, the model must be extended to consider more than one s peer. For example, Figure 6 shows how the model can be extended to consider two s peers (s 1 and s 2 ). Each s peer can have its own characteristics (bandwidth, capacity and load). The state space of the model will now be composed of 3 components: S c which represents the c peer, and S 1 and S 2 which represents the two s peers. In this case, the actual download speed should depend on the state of both s peers, as proposed in Equation 13 f (s c , s
Also in this case, each component could be described using two queueing network. The total state space will then be expressed as the cartesian product of the 6 sub-components (S = S cu × S cd × S su 1 × S sd 1 × S su 2 × S sd 2 ), and the infinitesimal generator of the fluid model as the Kronecker sum of six matrices (
In addition, when considering parallel download from more than one s peer, one fluid model must be produced for every pair of values for the s peer bandwidths sb 1 and sb 2 . The solution of the fluid model provides in this case F t (t|sb 1 , sb 2 , cb, s), that is, the download time distribution of a file of length s, for a c peer whose bandwidth is cb that downloads the resource in parallel from two s peers of bandwidth sb 1 and sb 2 . The final distribution can be then computed as:
where P (SB 1 = sb 1 , SB 2 = sb 2 |N = n) is now the probability of finding a resource with popularity n on two s peers whose bandwidths are sb 1 and sb 2 , respectively. The parallel download extension requires more computational efforts since both the number of discrete states of the fluid model and the number of sub-models which must be considered grow exponentially with the number of s peers.
More general peer characteristics
In the proposed model, the peers are actually partitioned in classes characterized by their bandwidth value, i.e., every parameter of the fluid model depends only on the peer bandwidth.
To consider a more general scenario where the peer characteristics depend also on other parameters, we could consider the peers as partitioned into a number u of general peer classes C = {c 1 , c 2 , . . . , c u }. For instance, a peer class could be used to represent peers with high bandwidth, a large number of resources, and a heavy request load (hot spots), or to represent peers with dial-up connections, no resources to share, and no request load (free raiders).
For each class c, we define the arrival rate λ(c), the maximum upload and download capacity K u (c) and K d (c), the maximum bandwidth for download and upload sb u (c) and sb u (c), and the actual bandwidth function f s(c) (s s (c)). Using the proposed extension, we Furthermore, in the original model, the queueing time distribution at the s peer has been ignored, assuming that the c peer always found the s peer available. The model could be extended to remove this assumption, if we are able to compute (using for example a simple queueing model) the probability density of waiting time distribution at a s peer of class c that we denote as w(t|c). Generalizing the approach used to derive Equation 11, we can assume we are able to determine the distribution of the probability of finding the tagged resource on a s peer of class c, given the resource popularity n, i.e., P (C = c|N = n); in this case, we can compute the final transfer time distribution as:
where * represents the convolution operator.
Numerical analysis
In this section we present numerical results obtained from the transient analysis of the stochastic fluid model we developed in the previous section. The goal of this presentation is to outline the potentialities of the approach we adopted as well as to investigate interesting issues related to the effect of incentive mechanisms on the user cooperation. In particular, we use the model to compute the transfer time distribution of a resource as function of the c peer bandwidth, the overall load on peers taking part in the P2P application, and the interaction between the user cooperation level and the incentive mechanism of the P2P application protocol. %  56 Kbps  6%  DSL  23%  Cable  64%  T1  5%  T3  2%   Table 2 : User bandwidth distribution for the scenario n. 2
In the following we present numerical experiments derived for two different scenarios. These scenarios are characterized by two different user bandwidth distributions. For the scenario n. 1 we assume that the user bandwidth distribution is the one presented in Table 1 . In this case, the user bandwidth distribution is derived from measure-based results presented in [28] . These results have been presented in 2002 and then they can be considered a reasonable "picture" of the last-mile connections at that time. For the scenario n. 2 we assume that the user bandwidth distribution is the one presented in Table 2 . This scenario aims to investigate the increasing of number of peers with high-speed bandwidth connections that replace the slower dial-up connections.
Our model has several parameters whose values have to be assigned to represent realistic environments. For some of them we have been able to exploit published data to assign meaningful and realistic values. Unless otherwise stated, all results have been obtained by using a value for λ 0 equal to 7.0 (this value is derived from the measures reported in [23] ). The values of λ cu (cb), λ cd (cb), λ su (sb), and λ sd (sb) have been defined as a fraction of λ 0 as: Table 3 reports the actual values we used and that we derived from [28] . The values of the maximum number of allowed uploads have been set as a function of the peer bandwidth as reported in Table 3 ; for this model parameter we could not find reported measures and decided to assign values to follow the intuition that the higher the bandwidth the higher the number of allowed uploads. Table  3 also reports the values of the two-stages hyper-exponential service distribution that we obtained to fit the available measures [11] that provide statistics on the distribution of session times.
From the transfer time distribution we decided to extract three performance parameters: the average, the 50 th and the 90 th quantile of the distribution. We chose these indexes as they provide the user with an estimation of the probability to complete the resource transfer within user defined time thresholds.
Extensive validation of the model results for our modeling technique shares the same difficulty of previous work on analytical models for P2P networks [9, 14] . It is a difficult task since existing measurement studies on realistic file sharing P2P applications have not focused on characterizing the duration of the transfer phase and detailed discrete-event simulations of realistic P2P file sharing applications would have a prohibitive programming and computational cost. Nevertheless, we performed (not shown) simple validations by comparing the All the results presented in this section have been computed on a 1.5 GHz Pentium IV personal computer equipped with 1 GB of main memory and running the Linux operating systems. Each solution of the stochastic flow model requires a few minutes (usually between two and three) of CPU time.
The c peer bandwidth and the resource popularity The first set of experiments we performed is to evaluate how the c peer bandwidth impacts on the performance indexes we defined. We considered three possible cases for the c peer bandwidth (56 Kbps modem, DSL and Cable), for increasing popularity of the considered resource, i.e., n equal to 1,50, and 200, and for two different user bandwidth distribution ("scenario n.1" and "scenario n.2"). Table  4 reports the values of the average transfer time, the 50 th and the 90 th quantiles, for the two scenarios, for different c peer bandwidths, and different values of popularity. We considered a resource whose size s is equal to 4 MB. The case n = 1 considers a not-widespread resource; in this case, the c peer performs a random choice when selecting a s peer using the probability distribution of Table 1 and 2 for the scenario n. 1 and n. 2 respectively. For n = 50 and n = 200 the c peer selects a s peer according to the distribution obtained by using the recurrence Equation (11) . Due to the s peer selection policy we consider, increasing the resource popularity makes the probability of selection a high bandwidth s peer close to 1. In turn, this makes the c peer bandwidth the bottleneck for the resource transfer. For a c peer with a slow connection (56 Kbps modem) the bottleneck is the c peer bandwidth and hence the s peer selection policy is not a critical issue. In particular we can see that the difference between the average transfer time for n = 200 drops by 20% with respect to the case n = 1 (that also corresponds to a random s peer selection policy).
On the other hand in the case of a DSL c peer the case n = 200 makes the average transfer time drop by ∼ 90% with respect to the case n = 1. The same holds for the CABLE connection. From these considerations we can conclude that the effect of the resource popularity is much more evident in case of c peer with high speed bandwidth. Another way of looking these results is that the impact of the s peer selection policy is stronger in case of c peers with high speed bandwidth. From the comparison between the two scenarios we can observe that, due to the s peer selection policy we consider, the differences between the two scenarios can be appreciated only for not-widespread resource. Furthermore we can see that the differences between the measures obtained for the two scenarios also depend on the c peer bandwidth connection. In particular, for the scenario n. 2 and n = 1 the average transfer time drops by 18% for the 56 Kbps modem c peer and by ∼ 65% for a DSL or a CABLE c peer.
The P2P network load The results we presented in Table 4 have been obtained by using a value for λ 0 equal to 7.0 (this value is derived from the measures reported in [23] ). We studied the model as function of the load of the P2P network varying the value of λ 0 . We started from a maximum number equal to λ 0 = 7.0 and we considered four (lower) additional values: 2.0, 0.5, 0.125 and 0.0625. The results reported in Table 5 refer to a file transfer whose size s is equal to 4 MB and the number n of available resources is equal to 5. Since the load of the P2P network corresponds to the number of concurrent peers that share the available s peer bandwidth during the file transfer of the tagged c peer, when the P2P network load increases the time needed to the file transfer increases. If we look at the scenario n. values of the average, we can note that, for both scenarios, when the overall load increases from 0.0625 to 7.0 (more than 100 times higher) the increase is ∼ 10% both for the 56 Kbps modem and for the DSL. It should also be noted that the increase is in any case small because the model does not account for the queuing time before starting the file transfer.
The user behavior This analysis regards the user behavior, and in particular the concepts of participation and incentives in P2P networks. In [2] the user traffic in Gnutella is analyzed leading to conclude that there is a significant amount of free riding in the system. Free riding is the phenomenon where the peers only consume (download) and stop producing (upload); it is well known that this peers behavior can degrade considerably the system performance.
To motivate peers to be cooperative in P2P applications it could be useful to introduce some incentives policy. The Kazaa protocol uses a participation level that characterize each peer according to its behavior in the P2P community. The higher is the participation level the higher is the priority of the peer when it has to enqueue in a s peer buffer for a resource transfer. Other examples of incentive are proposed, see for instance [35] . In our work we assume an incentive policy in order to demonstrate that the good behavior of the peers can improve the performance of the whole system. We defined a policy that provides the c peer an extra 10% of available s peer bandwidth (obviously limited to the maximum) for each allowed upload. Table 6 : Results for different number of maximum uploads allowed by the c peer.
We assumed that this rule is valid for the tagged transfer only and we calculated the file transfer time distribution for a CABLE c peer downloading from a CABLE s peer a 4 MB file as a function of the maximum number of uploads allowed by the c peer (M cu ).
The results reported in Table 6 show that as consequence of the incentives policy the c peer can improve its performance and let the number of available resource in the whole system increase. Indeed when the c peer allows 1 and 2 maximum uploads the performance improves respect to the case with no uploads allowed, but when it allows 3 uploads the performance are very close to the ones obtained without cooperation, i.e. when maximum number of uploads is equal to 0. We conclude that a threshold exists on the maximum number of allowed uploads above which improvements guaranteed by the extra bandwidth reservation are offset by the increased uploads request by other peers.
These results refer to a λ 0 value equal to 2.0 but we verified the same behavior for every value of λ 0 considered in the load experiments of Table 5 .
Conclusions
In this paper we propose a stochastic fluid flow model to analyze the transfer time distribution for the download of a file in a P2P network. The fluid level is used to represent the amount of bytes downloaded by a user participating in a P2P file sharing application; the flow rate is modulated by a set of discrete states representing the concurrent upload and download operations on both the c peer and the s peer chosen for the download. A transient solution of the model is then performed to compute the transfer time distribution for a file of a given size.
The model is developed to account for several aspects related to the file transfer in P2P networks; in particular, the impact of file popularity, s peer selection policy, bandwidth characteristics, concurrent downloads and uploads, cooperation level of both c peers and s peers are included in our model specification.
The model has been used to investigate the impact of several system parameters on interesting quantities that can be derived from the transfer time distribution. In particular, we investigated the impact of c peer bandwidth, and overall interfering load on the s peerfor two different distributions of the peer bandwidth. The analysis confirmed our intuition that increasing interfering load yield worse user performance in terms of average and percentiles of the completion time distribution; furthermore, we verified that the bandwidth of the c peer is the network bottleneck when the file popularity is high and the selection policy favors peers with large bandwidth.
A more interesting investigation we performed is on the effect of cooperation incentives on the transfer time distribution; we assumed that a fraction of the bandwidth of the s peer is reserved to the tagged c peer that is cooperating and we evaluated the effect of incentives by increasing the maximum number of concurrent uploads allowed by peers. We found that a threshold exists on the maximum number of allowed uploads above which improvements guaranteed by the extra bandwidth reservation are offset by the increased uploads request by other peers.
The model can be extended in several ways and a general framework to include parallel downloads, hot-spot phenomena on popular peers, and resource distribution has been outlined; other extensions we are currently working on include the behavior of s peers that queue uploads before serving requests and peer availability issues to consider users that alternate between connection and disconnection to the P2P network.
Furthermore, we are currently involved in the design and implementation of a fluid-based simulation approach for peer-to-peer networks to provide a scalable framework to analyze large size systems as well as to validate analytical models. s 2:hl one costumer in stage h and one costumer in stage l , s 2:ll two costumers in stage l. Note that since there is at least the tagged transfer, we have that the maximum length of the queue in S cd is zero even if K cd = 1, and that the maximum length in S su is one even if K su = 2.
3. For the considered s peer bandwidth, construct matrices Q cu , Q cd , Q su and Q sd . For example: 4. Combine the previous states spaces with cartesian product to obtain the complete state space: S = S cu × S cd × S su × S sd . In the example iteration, the resulting process will have 6 * 1 * 3 * 3 = 54 states. In particular they will be: 12. Compute the final distribution, weighting each s peer bandwidth specific distribution with a coefficient dependent on the popularity of the file:
F t (t|cb, s, n) = sb F t (t|sb, s)P (SB = sb|N = n).
In all the previous steps the dependency on the c peer bandwidth cb as been omitted to simplify the formulas.
