The integration of vector (and operator) valued functions with respect to vector (and operator) valued measures can be simplified by assuming that the measures involved take values in the positive elements of a Banach lattice.
Introduction
Bilinear integration, under various guises, has been investigated by several authors. See for example, [1, 3, 4, 5, 10, 12] . Also, see Remark 3.3 for a short comparison of the bilinear integrals of Jefferies and Okada [9] and Bartle [1] in the operator valued setting.
We establish some basic notation. Throughout . ; Ë / will denote a measurable space, X a Banach space with norm · X , and Ä .X/ will denote the space of bounded linear operators acting on X (equipped with the strong operator topology). For the sake of brevity we drop the term linear and just refer throughout to bounded operators.
We shall always assume that .0; ; ¼/ is a nonzero ¦ -finite measure space and that 1 ≤ p < ∞. Let denote either the real or complex numbers. The set of all equivalence classes of -valued functions f on 0 for which f | f | Let y ∈ L p . /. We write y ≥ 0 and say that y is positive if y. / ≥ 0 for ¼-almost
The algebraic tensor product L p . / ⊗ X is the set of all finite sums k j=1 y j x j , where x j ∈ X; y j ∈ L p . / and k ∈ AE. We shall assume that the vector space [2] where only finite additivity is assumed. We shall use the notation M y to denote the vector measure M y :
Similarly, for the case of an operator valued function F : → Ä .X/, we use the notation F x to denote the vector valued function
Dominated measures: the vector case
In this section we establish Bochner (that is, scalar) type conditions guaranteeing a vector valued function's integrability with respect to a dominated vector measure [11] .
An X-valued Ë -simple function is a function g : → X for which there exist k ∈ AE, sets E j ∈ Ë and vectors x j ∈ X, j = 1; : : :
A vector valued function f is strongly m-measurable if it is the limit m-almost everywhere of X-valued Ë -simple functions.
The above limit is well defined and independent of the approximating sequence PROOF. We begin by considering the special case n = m ≥ 0. First we establish the estimate for simple functions. Let l ∈ AE. Suppose that h = l j=1 x j E j is an X-valued Ë -simple function with x j ∈ X and E j ∈ Ë pairwise disjoint for j = 1; : : :
The positivity of the vector measure is crucial here. Next we prove that f is m-integrable in L p .X/. By assumption f is strongly mmeasurable and so there exists a sequence
where and further f j .!/ X ≤ 2 f .!/ X for all ! ∈ . Thus to ensure integrability it suffices to show that the sequence 
Finally, we establish that inequality (2.1) holds for the function f . We know that
By taking an appropriate subsequence, if necessary, we may assume that
Since f X is assumed to be strongly m-integrable, dominated convergence for vector measures again ensures The general case is obtained by reduction to the above special case via the inequality
and a repetition of the arguments used previously.
Next we introduce an adaptation of the notion of semivariation to the bilinear setting. It was originally introduced in [7] and used extensively by Bartle, [1] . The following definition is taken from [9, Section 2].
where the supremum is taken over all pairwise disjoint sets E 1 ; : : : ; E k from Ë and vectors x 1 ; : : : ; x k from X, such that x j X ≤ 1 for all j = 1; : : : ; k and k ∈ AE. If in the above definition, þ X .m/. / < ∞, then we say that the vector measure m has finite X-semivariation. We say that the vector measure m has continuous Xsemivariation if, for all sets A k ∈ Ë decreasing to the empty set, þ X .m/.A k / → 0 as k → ∞. The implications of continuous X-semivariation were explored by Dobrakov in [3, 4, 5] . Bartle in [1] refers to continuous X-semivariation as the *-property. According to [3, , if 1 ≤ p < ∞ and X contains no subspace isomorphic to c 0 , then the X semivariation of m is continuous once it is finite. We note here that if m has continuous X-semivariation then the class of m-integrable functions coincides with the class of functions integrable in the sense of Bartle [1] and also coincides with the class of functions integrable in the sense of Dobrakov [3] . See [10 PROOF. Let A ∈ Ë . For k ∈ AE, let x j ∈ X satisfy x j X ≤ 1 for all j = 1; : : : ; k. Let E j , j = 1; : : : ; k, be pairwise disjoint sets belonging to Ë . Then by Theorem 2.2 and the definition of semivariation we have
We next make the observation that if A; B ∈ Ë with A ⊆ B then
This is easily seen by noting that |m|.B/−|m|.A/ = |m|.B\A/ ≥ 0. This observation, in combination with [2, Proposition I.11], gives us that |m|.A/ L p . / ≤ |m| .A/.
To prove the reverse inequality we again make use of Theorem 2.2 (with the Banach space X = ), and the above observation. Let k ∈ AE and let Þ j ∈ with |Þ j | ≤ 1 for j = 1; : : : ; k. Also let E j , j = 1; : : : ; k be pairwise disjoint subsets of Ë . Then
From the definition of semivariation this implies |m| .A/ ≤ |m|.A/ L p . / and we have established the equality. The continuity of þ X .n/ follows immediately.
Dominated measures: the operator case
In this section we consider positive or dominated operator valued measures. We present Bochner type conditions guaranteeing the integrability of an operator valued function with respect to a positive or dominated operator valued measure.
Throughout The question of when an operator valued measure is guaranteed to be dominated by a positive operator valued measure does not, in general, seem to have a straightforward answer. Partial results, involving Jordan decompositions of operator valued measures, can be found in the monograph by Schmidt, [16] . Nevertheless, a large class of operator valued measures that arise in applications to the Feynman-Kac formula in L p -spaces is so dominated [8] .
We first introduce a notion of integration for scalar valued functions with respect to operator valued measures. It is analogous to the scheme introduced in Section 2 for integrating scalar functions with respect to vector measures.
A scalar function h : PROOF. Let n ∈ AE, and suppose that x j ∈ X satisfy x j X ≤ 1 for all j = 1; : : : ; n. Let E j , j = 1; : : : ; n, be pairwise disjoint sets belonging to Ë . We claim that there exists a family {T j } n j=1 of bounded linear operators on X with T j ≤ 1 for j = 1; : : : ; n, associated with a vector x 0 ∈ X, so that T j x 0 = x j . To see this, fix x 0 ∈ X with x 0 X = 1. By the Hahn-Banach theorem [6, Theorem 5.2.5], there exists x 0 ∈ X such that x 0 ; x 0 = 1 and x 0 X = 1. For j = 1; : : : ; n we define the operator T j by T j x = x; x 0 x j , for all x ∈ X. It is easy to check that these operators satisfy our needs.
Since we have assumed finite Ä .X/-semivariation, by Definition 2.3 the required result is achieved.
Next we provide a convergence theorem for operator valued functions. It is an operator valued version of [9, Theorem 2.6] and will be used in the proof of this section's main result. 
and a standard ž=3 argument shows that G j .A/ will converge for all ∈ L p .X/. See [13, Section I.5], for example. An application of the uniform boundedness principle [6, Theorem 5.12] establishes the existence of a limit operator
for each A ∈ Ë and ∈ L p .X/. This operator will be the candidate for our integral. To show now that F is M-integrable we need confirm two things:
By Proposition 3.4, for each y ∈ L p . /; M y has finite X-semivariation. Also, by assumption F j x converges to F x, M y-almost everywhere and
converges in L p .X/. By [9, Theorem 2.6] this implies that F x is M y-integrable for each x ∈ X and y ∈ Y .
The equality (2) PROOF. We first establish the result for the special case N = M ≥ 0. For l ∈ AE and 1 ≤ i ≤ l let A i ∈ Ä .X/ with A i Ä.X/ ≤ 1. For the same finite set of i 's,
The last equality follows from the observation that if A; B ∈ Ë with A ⊆ B then The principle result of this section is an operator valued version of Theorem 2.2. We give a preliminary result below in Proposition 3.7. The assumption of integrability on the operator valued function will be removed in Theorem 3.8. 
Further suppose F is
PROOF. We establish the result for the special case N = M ≥ 0 first. For n ∈ AE, let g = n j=1 x j G j be an X-valued -simple function with x j ∈ X and G j pairwise disjoint for j = 1; : : : ; n, such that g L p .X / ≤ 1. Then, making use of Proposition 2.2, we have
holding for all A ∈ Ë . Since X-valued -simple functions are dense in L p .X/ this establishes the required inequality and completes the proof for the positive case.
The inequality for the case where N is dominated by M follows analogously to the positive case taking note that, when x ∈ X and E ∈ ,
holds true for all A ∈ Ë and ¼-almost every ∈ 0 (Proposition 2.2).
Finally, we provide a Bochner type condition guaranteeing the integrability of an operator valued function with respect to a positive or dominated operator valued measure. It is an operator valued version of Theorem 2.2 and substantially strengthens the results of Proposition 3.7. 
holds for all A ∈ Ë .
PROOF. As usual we consider the special case N = M ≥ 0 initially. For j ∈ AE,
Next define a family of bounded functions / is ¦ -additive. Since the B i 's are pairwise disjoint, it follows from the unconditional summability of the resulting sequence that if j and k are made large enough then the difference between the corresponding integrals will be arbitrarily small. Thus our sequence of integrals is Cauchy and condition (b) is satisfied.
Finally, the equicontinuity of the family 
