Abstract. A classical result due to Blaschke states that for every analytic self-map of the open unit disk of the complex plane there exists a Blaschke product such that the zero sets of and agree. In this paper we show that there is an analogue statement for critical sets, i. e. for every analytic self-map of the open unit disk there is even an indestructible Blaschke product such that the critical sets of and coincide. We further relate the problem of describing the critical sets of bounded analytic functions to the problem of characterizing the zero sets of some weighted Bergman space as well as to the Berger-Nirenberg problem from differential geometry. By solving the BergerNirenberg problem for a special case we identify the critical sets of bounded analytic functions with the zero sets of the weighted Bergman space ¾ ½ .
Introduction
A sequence´Þ µ of points in a domain of the complex plane is called the zero set of an analytic function , if vanishes precisely on this set´Þ µ. This means that ´Þµ ¼ for Þ ¾ Ò´Þ µ and if the point ¾ occurs Ñ times in the sequence´Þ µ, then has a zero at of precise order Ñ. By definition, the critical set of a nonconstant analytic function is the zero set of its first derivative. There is an extensive literature on critical sets. In particular, there are many interesting results on the relation between the zeros and the critical points of analytic and harmonic functions. A classical reference for this is the book of Walsh [54] .
In this paper we study the problem of describing the critical sets of analytic self-maps of the open unit disk of the complex plane . For this purpose the classical characterization of the zero sets of bounded analytic functions due to Jensen [26] , Blaschke [6] and F. and R. Nevanlinna [42] serves as a kind of model.
Theorem A
Let´Þ µ be a sequence in . Then the following statements are equivalent.
(a) There is an analytic self-map of with zero set´Þ µ. For the special case of a finite sequence a result related to Theorem A but for critical sets instead of zero sets can be found in work of Heins [21, §29] , Wang & Peng [55] , Zakeri [59] and Stephenson [52] : For every finite sequence ´Þ µ in there is always a finite Blaschke product whose critical set coincides with . A recent first generalization of this result to infinite sequences is discussed in [32] . There it is shown that every Blaschke sequence´Þ µ is the critical set of an infinite Blaschke product. However, the converse to this, known as the Bloch-Nevanlinna conjecture [15] , is false. There do exist Blaschke products, whose critical sets fail to satisfy the Blaschke condition, see [13, Theorem 3.6] . Thus the critical sets of bounded analytic functions are not just the Blaschke sequences and the situation for critical sets seems more subtle than for zero sets.
The main result of this paper is the following counterpart of Theorem A for critical sets of bounded analytic functions.
Theorem 1.1
(a) There is an analytic self-map of with critical set´Þ µ. We note that a Blaschke product is said to be indestructible, if Ì AE is a Blaschke product for every unit disk automorphism Ì , see [13, p. 51] . The weighted Bergman space ¾ ½ consists of all functions analytic in for which ´½ Þ ¾ µ ´Þµ ¾ Þ ·½ where Þ denotes two-dimensional Lebesgue measure with respect to Þ, see for instance [20, p. 2] .
A few remarks are in order. First, implication (d) µ (a) of Theorem 1.1 is an old result by Heins [21, §30] . However, as part of this paper we provide a new and different approach to this result.
Second, the simple geometric characterization of the zero sets of bounded analytic functions via the Blaschke condition (c) in Theorem A has not found an explicit counterpart for critical sets yet. However, condition (c) of Theorem 1.1 might be seen as an implicit substitute. The zero sets of (weighted) Bergman space functions have intensively been studied in the 1970's and 1990's by Horowitz [23, 24] , Korenblum [30] and Seip [48, 49] . As a result quite sharp necessary as well as sufficient conditions for a sequence to be the zero set of a Bergman space function are available. In view of Theorem 1.1 all these results about zero sets of Bergman space functions carry now over to the critical sets of bounded analytic functions and vice versa. Unfortunately, a geometric characterization of the zero sets of (weighted) Bergman space functions is still unknown, "and it is well known that this problem is very difficult", cf. [20, p. 133] .
Although, at first sight Theorem 1.1 appears to be a result exclusively in the realm of complex analysis, the ideas of its proof have their origin in differential geometry and partial differential equations. We now give a brief account of the relevant interconnections.
Conformal metrics and associated analytic functions
The proof of implication (a) µ (b) of Theorem 1.1 relies on conformal pseudometrics with Gauss curvature bounded above by . The key steps are the following. Suppose is a nonconstant analytic self-map of with critical set ´Þ µ. for some analytic self-map of and so the critical set of agrees with the critical set of . In short, if for an analytic function in the equation (1.1) has a solution on , then there exists an analytic self-map of such that the critical sets of and coincide. Thus the main point is to characterize those holomorphic functions for which the PDE (1.1) has a solution on . In fact this problem is a special case of the well-known Berger-Nirenberg problem from differential geometry, i. e. the question, whether for a Riemann surface Ê and a given function Ê Ê there exists a conformal metric on Ê with Gauss curvature .
We note that the Berger-Nirenberg problem is well-understood for the projective plane, see [40] , and has been extensively studied for compact Riemann surfaces, see for instance [2, 8, 27, 53] as well as for the complex plane [3, 10, 43] . However much less is known for proper subdomains of the complex plane, see [5, 25, 28] . In this situation the BergerNirenberg problem reduces to the question if for a given function Ê the Gauss curvature equation
has a solution on . We just note that is the negative of the curvature of the conformal metric Ù´Þµ Þ .
In Theorem 3.1 we give some necessary as well as sufficient conditions for the solvability of the Gauss curvature equation (1.2) We now will give a brief outline of the paper and record in passing some further results, which might be of interest in their own right. In Section 2 we discuss the theory of conformal pseudometrics with curvature bounded above by as far as it is needed for this paper. We begin with some introductory material in Subsection 2.1. Subsection 2.2 is devoted to Liouville's theorem and some of its extensions. We then relate in Subsection 2.3 the growth of a conformal pseudometric with constant negative curvature on with inner functions. This leads for instance to the following result, which might be viewed as an extension of Heins' characterization of finite Blaschke products [22] Here, Ð Ñ denotes the nontangential limit. In a short final Section 5 we prove Theorem 1.1 and conclude by some additional remarks.
Before beginning with the details it is worth making some comment about notation. The action in this paper takes place on domains in the complex plane. The letters and exclusively denote planar domains and will be used without further explanation.
Conformal metrics and pseudometrics
The following subsections discuss some selected topics on conformal pseudometrics with negative curvature. For more information we refer to [4, 21, 29, 33, 51] .
We begin our brief account of conformal metrics and pseudometrics with some basic definitions and results. We wish to emphasize that, according to our definition,
A second remark is that some authors call a nonnegative upper semicontinuous function a conformal density. For our applications however it suffices to ask for continuity.
A geometric quantity associated with a conformal pseudometric is its Gauss curvature.
Definition 2.2 (Gauss curvature)
Let ´Þµ Þ be a regular conformal pseudometric on . Then the (Gauss) curvature of ´Þµ Þ is defined by ´Þµ ¡´ÐÓ µ´Þµ ´Þµ ¾ for all points Þ ¾ where ´Þµ ¼.
An important property of the Gauss curvature is its conformal invariance. It is based on the following definition. The ubiquitous example of a conformal metric is the Poincaré or hyperbolic metric ´Þµ Þ for the unit disk with constant curvature . It has the following important property.
Theorem 2.5 (Fundamental Theorem)
Let ´Þµ Þ be a regular conformal pseudometric on with curvature bounded above by . Then ´Þµ ´Þµ for every Þ ¾ .
Theorem 2.5 is due to Ahlfors [1] and it is usually called Ahlfors' lemma. However, in view of its relevance Beardon and Minda proposed to call Ahlfors' lemma the fundamental theorem.
We will follow their suggestion in this paper.
Liouville's Theorem
Conformal pseudometrics of constant curvature have a special nature. First, they give us via the pullback a means of constructing conformal pseudometrics with various prescribed properties without changing their curvature. Second, every conformal pseudometric of constant curvature can locally be represented by a holomorphic function. This is Liouville's theorem. In order to give a precise statement we begin with a formal definition.
Definition 2.6 (Zero set)
Let ´Þµ Þ be a conformal pseudometric on . We say ´Þµ Þ has a zero of order A holomorphic function with property (2.2) will be called a developing map for ´Þµ Þ .
Note that the critical set of each developing map coincides with the zero set of the corresponding conformal pseudometric.
For later applications we wish to mention the following variant of Theorem 2.7. Liouville [36] stated Theorem 2.7 for the special case that ´Þµ Þ is a regular conformal metric. We therefore like to refer to Theorem 2.7 as well as to Remark 2.8 as Liouville's theorem.
Theorem 2.7 and in particular the special case that ´Þµ Þ is a conformal metric has a number of different proofs, see for instance [7, 11, 12, 39, 44, 56] . Remark 2.8 is discussed in [32] .
Boundary behavior of developing maps
By Liouville's theorem it is perhaps not too surprising that there is some relation between the boundary behavior of a conformal pseudometric and the boundary behavior of a corresponding developing map. The next result illustrates this relation.
Theorem B (cf. [22, 34] In particular, if Á , then is a finite Blaschke product.
In fact similar results can be derived when the unrestricted limits are replaced by angular limits.
Lemma 2.9
Let be an analytic function and Á some subset of . 
SK-metrics
In the next two subsections we take a brief look at Heins' theory of SK-metrics 5 , refine and extend it in order to give a self-contained overview of the results which are needed for this paper. An SK-metric in the sense of Heins is a conformal pseudometric whose "generalized curvature" is bounded above by . More precisely, this "generalized curvature" is obtained by replacing the standard Laplacian in Definition 2.2 by the generalized lower Laplace operator, which is defined for a continuous function Ù by
We note that in case Ù is a ¾ -function the generalized lower Laplace operator coincides with the standard Laplace operator. Hence one can assign to an arbitrary conformal pseudometric ´Þµ Þ a Gauss curvature in a natural way.
Definition 2.11 (SK-metric)
A conformal pseudometric ´Þµ Þ on is called SK-metric on if ´Þµ for all Þ ¾ where ´Þµ ¼.
Note that every SK-metric is a subharmonic function. Second, if the curvature of an SKmetric ´Þµ Þ is locally Hölder continuous on , then is regular on by elliptic regularity (cf. Theorem 3.7).
We now record some basic but essential properties of SK-metrics.
Lemma 2.12 (cf. [21, §10] 
)
Let ´Þµ Þ and ´Þµ Þ be SK-metrics on . Then ´Þµ Ñ Ü ´Þµ ´Þµ induces an SK-metric on .
Lemma 2.13 (cf. [33, Lemma 3.7] ) (Gluing Lemma) Let ´Þµ Þ be an SK-metric on and let ´Þµ Þ be an SK-metric on a subdomain of such that the "gluing condition" Ð Ñ×ÙÔ ¿Þ ´Þµ ´ µ 5 In particular §2, §3, §7, §10, §12 and §13 in [21] ; see also [33] . In our first result we give for regular and bounded domains necessary as well as sufficient conditions on the function for the existence of a solution to (3.1) on . In the following denotes Green's function for . 
To illustrate the use of Corollary 3.2 and Corollary 3.5 respectively, here is an example. For the special case that is an essentially positive 9 function Example 3.6 (a) has been discussed by Kalka [57, 58] . A much simpler, almost elementary proof that there is no solution to (3.1) on for ´Þµ ½ ´Þµ, ¾ AE, can be found in [31] . This approach has also other ramifications which are discussed in [31] .
Third, we note that conditions (a) and (b) To prove Theorem 3.1 we need two results. The first is the solvability of the Dirichlet problem for the Gauss curvature equation (3.1) and the second is a Harnack type theorem for solutions to (3.1).
Theorem 3.7
Let be a bounded and regular domain, let be a bounded and nonnegative locally Hölder continuous function on and let
Ê be a continuous function. 
Lemma 3.8
Let be a nonnegative locally Hölder continuous function on and´Ù Ò µ be a monotonically decreasing sequence of solutions to (3.1) on . If Ð Ñ Ò ½ Ù Ò´Þ¼ µ ½ for some Þ ¼ ¾ , then´Ù Ò µ converges locally uniformly in to ½, otherwise´Ù Ò µ converges locally uniformly in to Ù Ð Ñ Ò ½ Ù Ò and Ù is a solution to (3.1) on .
A proof of Lemma 3.8 for the special case can be found in [21, §11] . The proof for the more general situation needs only slight modifications and will therefore be omitted. See also [37, Proposition 4.1].
Proof of Theorem 3.1. for some finite constant . Letting Ò ½ yields Ð Ñ Ò Ò ½ Ù Ò´Þ¼ µ ½ Note that the boundary condition on Ù Ò implies that´Ù Ò µ is a monotonically decreasing sequence of solutions to ¡Ù ´Þµ ¾Ù . Thus Lemma 3.8 applies and
Ù´Þµ Ð Ñ Ò ½ Ù Ò´Þ µ Þ ¾ is a solution to (3.1) on , which is bounded above by construction. is a solution to (3.1), which is bounded from above. Inequality (3.5) combined with (3.6) shows that there is a constant ½ such that Ù Ò´Þ µ ½ for all Þ ¾ and all Ò, so Ù is also bounded from below. Note that by Liouville's theorem a maximal function is uniquely determined by its critical set up to postcomposition with a unit disk automorphism.
As an immediate consequence of Theorem 1.2, i. e. every maximal function is an indestructible Blaschke product, we obtain the equivalence of statements (a) and (b) in Theorem 1.1, which we now restate for convenience of reference. 
¤
We next consider maximal functions whose critical sets form finite and Blaschke sequences respectively. Blaschke product which has a finite angular derivative at almost every point of .
Proof. Suppose is a finite or Blaschke sequence. Let be a maximal function for and Ñ Ü´Þ µ Þ £ ´Þµ Þ be the maximal conformal metric with constant curvature and zero set . By Theorem 1.2 the maximal function is an indestructible Blaschke product. Now, let be a Blaschke product with zero set . Then using Lemma 2.14 we see that 
