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Abstract
We show that if X is a reflexive Banach space, then a nonau-
tonomous operator Riccati integral equation has a unique strongly
continuous self-adjoint nonnegative solution P (t) ∈ L(X,X∗)
1 Preliminaries
It is well known [1, 2, 3, 4, 5], that the solution of a linear-quadratic control
problem on a finite interval can be expressed via the solution of an operator
Riccati (differential or integral) equation considered in the space of operator
functions.
Some results on the solvability of autonomous and nonautonomous Ric-
cati equations in operator functions ranging in the space L(H) where H is a
Hilbert space, were obtained in [1, 3, 6, 7] and [2, 4], respectively.
A triple X →֒ H →֒ X∗ of spaces with dense embeddings was consid-
ered in [5] for a Hilbert space X and in [8] for a reflexive Banach space X.
In these papers, the solvability of an autonomous Riccati equation in oper-
ator functions ranging in the spaces L(X∗, X) and L(X,X∗), respectively,
was established. In the papers [8, 9], the solvability of the Riccati equation
∗nikita.artamonov@gmail.com
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was used to prove the solvability of systems of forward–backward evolution
equations.
The present paper generalizes the above-mentioned results. We prove that
there exists a unique solution of the Riccati integral equation for strongly
continuous operator functions ranging in the space L(X,X∗), where X is an
arbitrary reflexive Banach space. It is important to note that, in contrast to
the papers [8, 5], we do not assume an embedding between the space X and
the dual space.
1.1 By L(X1, X2) we denote the normed space of continuous linear opera-
tors from a Banach space X1 to a Banach space X2. Just as in [1, Part IV], we
introduce the following spaces of operator functions. By Cu([a, b];L(X1, X2))
we denote the Banach space of strongly continuous operator functions on the
interval [a, b] ranging in L(X1, X2) with the norm
‖P‖u = sup
t∈[a,b]
‖P (t)‖L(X1,X2).
and by Cs([a, b];L(X1, X2)) we denote the topological space of strongly con-
tinuous operator functions on [a, b] ranging in L(X1, X2) with the topology
of uniform strong convergence. By definition, P ∈ Cs([a, b];L(X1, X2)) if
and only if the vector function (Px)(t) = P (t)x belongs to the Banach space
C([a, b];X2) for each x ∈ X1. If X1 = X2 = Y , then we write Cs([a, b]l;L(Y ))
instead of Cs([a, b];L(Y, Y )). Note that if P ∈ Cs([a, b];L(X1, X2)), then
the function ‖P (·)‖L(X1,X2) is measurable and bounded and the function
‖P (·)x‖X2 ∈ C[a, b] for each x ∈ X1. By definition, a sequence {Pk}
+∞
k=1
converges to P in the space Cs([a, b];L(X1, X2)) if and only if the sequence
of vector functions Pkx converges to the vector function Px uniformly on
[a, b] (i.e., Pkx converges to Px in space C([a, b];X2)) for each x ∈ X1.
A straightforward verification shows that if P ∈ Cs([a, b];L(X1, X2)) and
Q ∈ Cs([a, b];L(X2, X3)), then QP ∈ Cs([a, b];L(X1, X3)).
The topological space of strongly continuously differentiable operator
functions C1s ([a, b];L(X1, X2)) with the topology of uniform strong conver-
gence is defined in a similar way. By definition, P ∈ C1s ([a, b];L(X1, X2)) if
and only if the vector function Px belongs to space C1([a, b];X2) for each
x ∈ X1.
Throughout the paper, slim stands for the limit in the strong operator
topology; for convenience, we denote the interval I = [0, T ].
1.2 Let X1 and X2 be Banach spaces, and let operators A1 ∈ L(X1),
A2 ∈ L(X2), C,G ∈ L(X1, X2) and B ∈ L(X2, X1) be given. Since the
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operators A1 and A2 are bounded, it follows that they are the generators of
C0-groups e
tAi ∈ L(X1,2) (t ∈ R), i = 1, 2.
In the collection of spaces (X1, X2), consider the autonomous backward
(in time) Riccati differential equation
P ′(t) = −C + A2P (t) + P (t)A1 − P (t)BP (t) P (T ) = G.
on interval I. A straightforward verification shows that if operator func-
tion P ∈ C1s (I;L(X1, X2)) is a solution of this equation, then the operator
function P satisfies the integral equation
P (t) = e(t−T )A2Ge(t−T )A1 +
∫ T
t
e(t−r)A2(C − P (r)BP (r))e(t−r)A1dr,
where integral is understood in the strong sense. This equation can be called
an autonomous Riccati integral equation.
Let Y be a Banach space.
Definition 1. An operator function {Ut,s}0≤s≤t≤T ⊂ L(Y ) is called forward
(in time) evolution family in L(Y ) if it has the following properties:
1. The relation Us,s = IY holds for each s ∈ [0, T ];
2. The relation Ut,s = Ut,rUr,s holds for each 0 ≤ s ≤ r ≤ t ≤ T .
Definition 2. An operator function {Vt,s}0≤t≤s≤T ⊂ L(Y ) is called a back-
ward (in time) evolution family in L(Y ) if it has the following properties:
1. The relation Vs,s = IY holds for each s ∈ [0, T ];
2. The relation Vt,s = Vt,rVr,s holds for each 0 ≤ t ≤ r ≤ s ≤ T .
Remark 1. It readily follows from these definitions that if Ut,s is a forward
evolution family in L(Y ), then Vτ,σ = U
∗
σ,τ is a backward evolution family in
L(Y ∗).
Definition 3. A (forward or backward) evolution family Ut,s is said to be
strongly continuous if it is strongly continuous in t and s separately, i.e.,
strongly continuous in t for each s and in s for each t.
Remark 2. A strongly continuous (forward or backward) evolution family is
not necessarily jointly strongly continuous in (t, s). Moreover, it may not be
even uniformly bounded in the operator norm [4, Appendix B]
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Remark 3. In what follows, we conveniently use arrows to indicate forward
and backward evolution families; namely, we write
←−
U t,s and
−→
U t,s respectively.
Definition 4. Let
←−
U t,s be a strongly continuous forward evolution family in
L(X1), let
−→
U t,s be a strongly continuous backward evolution family in L(X2)
and assume that
C ∈ Cs(I;L(X1, X2)), B ∈ Cs(I;L(X2, X1)), G ∈ L(X1, X2).
The integral equation
P (t) =
−→
U t,TG
←−
U T,t +
∫ T
t
−→
U t,r{C(r)− P (r)B(r)P (r)}
←−
U r,tdr (1)
for an operator function P ∈ Cs(I;L(X1, X2)) will be called the backward (in
time) Riccati integral equation with the condition P (T ) = G in the collection
of spaces (X1, X2). The integral is understood in the strong sense.
Remark 4. It follows from Definition 1 and the semigroup property of evolu-
tion families that if P ∈ Cs(I;L(X1, X2)) is a solution of the Riccati integral
equation (1), then the relation
P (t) =
−→
U t,τP (τ)
←−
U τ,t +
∫ τ
t
−→
U t,r{C(r)− P (r)B(r)P (r)}
←−
U r,tdr
holds for all 0 ≤ t ≤ τ ≤ T .
1.3 The following result for a Banach space Y is well known [10, Theorem
9.19]
Theorem 1. Let
←−
U t,s be a strongly continuous uniformly bounded forward
evolution family in L(Y ), and let Q ∈ Cs(I;L(Y )). Then there exists a
unique strongly continuous uniformly bounded forward evolution family
←−
Ψ t,s
in L(Y ), satisfying the equations (0 ≤ s ≤ t ≤ T )
←−
Ψ t,s =
←−
U t,s +
∫ t
s
←−
U t,rQ(r)
←−
Ψ r,sdr
←−
Ψ t,s =
←−
U t,s +
∫ t
s
←−
Ψ t,rQ(r)
←−
U r,sdr
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A similar result is true for strongly continuous uniformly bounded back-
ward evolution families.
Let us show that the family
←−
Ψ t,s continuously depends on the operator
function Q.
Proposition 1. Let
←−
U t,s be a uniformly bounded strongly continuous forward
evolution family in L(Y ), and let a sequence {Qn}
+∞
n=1 of operator functions
converge to Q in the space Cs(I;L(Y )). Further, let strongly continuous
forward evolution families
←−
Ψ
(n)
t,s and
←−
Ψ t,s in L(Y ) be solutions of the equations
(0 ≤ s ≤ t ≤ T )
←−
Ψ
(n)
t,s =
←−
U t,s +
∫ t
s
←−
U t,rQn(r)
←−
Ψ (n)r,s dr
←−
Ψ t,s =
←−
U t,s +
∫ t
s
←−
U t,rQ(r)
←−
Ψ r,sdr.
Then for each s ∈ I here exists a limit slimn→+∞
←−
Ψ
(n)
t,s =
←−
Ψ t,s uniformly with
respect to t ∈ [s, T ].
Proof. Let ‖
←−
U t,s‖ ≤MU . By the uniform boundedness principle, the inequal-
ities ‖Qn(t)‖, ‖Q(t)‖ ≤ MQ hold with some constant MQ. The definition of
evolution families implies the relation
←−
Ψ
(n)
t,s −
←−
Ψ t,s =
∫ t
s
←−
U t,r
[
Qn(r)
←−
Ψ (n)r,s −Q(r)
←−
Ψ r,s
]
dr =
∫ t
s
←−
U t,r[Qn(r)−Q(r)]
←−
Ψ r,sdr +
∫ r
s
←−
U t,rQn(r)
[←−
Ψ (n)r,s −
←−
Ψ r,s
]
dr.
Hence for an arbitrary x ∈ Y we obtain
‖(
←−
Ψ
(n)
t,s −
←−
Ψ t,s)x‖ ≤MU
∫ t
s
∥∥∥[Qn(r)−Q(r)]←−Ψ r,sx
∥∥∥ dr+
∫ t
s
MUMQ
∥∥∥(←−Ψ (n)r,s −←−Ψ r,s)x
∥∥∥ dr.
Since the first integral term is monotone nondecreasing with respect to t, it
follows from the Gronwall inequality that
∥∥∥(←−Ψ (n)t,s −←−Ψ t,s)x
∥∥∥ ≤MU exp(MUMQ(t− s))
∫ t
s
‖[Qn(r)−Q(r)]
←−
Ψ r,sx‖dr.
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This, together with the uniform strong convergence of the sequence Qn to Q
and the uniform boundedness of the strongly continuous family
←−
Ψ t,s, implies
that Qn(r)
←−
Ψ r,s strongly converges to Q(r)
←−
Ψ r,s uniformly with respect to
r ∈ [s, T ]. The proof of the proposition is complete.
Corollary 1. Let
−→
U t,s be a uniformly bounded backward evolution family in
L(Y ), and let a sequence {Qn}
+∞
n=1 converge to Q in the space Cs(I;L(Y )).
Further, let strongly continuous backward evolution families
−→
Ψ
(n)
t,s and
−→
Ψ t,sbe
solutions of the equations (0 ≤ t ≤ s ≤ T )
−→
Ψ
(n)
t,s =
−→
U t,s +
∫ s
t
−→
U t,rQn(r)
−→
Ψ (n)r,s dr
−→
Ψ t,s =
−→
U t,s +
∫ s
t
−→
U t,rQ(r)
−→
Ψ r,sdr.
Then for each t ∈ I there exists a limit slimn→+∞
−→
Ψ
(n)
t,s =
−→
Ψ t,s uniformly
with respect s ∈ [t, T ].
2 Representation of the solution of the Riccati
equation
2.1. We will need the following results on the form of solutions of integral
equations. Just as before, let X1 and X2 be be Banach spaces, and let the
following conditions be satisfied:
1.
←−
U t,s is a strongly continuous uniformly bounded forward evolution fam-
ily in L(X1);
2.
−→
U t,s is a strongly continuous uniformly bounded backward evolution
family in L(X2);
3. The operator functions Q12, Q1 and Q2 satisfy the inclusions
Q12 ∈ Cs(I;L(X1, X2)), Q1 ∈ Cs(I;L(X1)), Q2 ∈ Cs(I;L(X2)).
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Proposition 2. Let conditions 1, 2 and 3 be satisfied, and let a strongly con-
tinuous uniformly bounded forward evolution family {
←−
Ω t,s}0≤s≤t≤T in L(X1)
be the unique solution of the equation
←−
Ω t,s =
←−
U t,s −
∫ t
s
←−
Ω t,rQ1(r)
←−
U r,sdr, 0 ≤ s ≤ t ≤ T.
Then for an arbitrary G ∈ L(X1, X2) the equation
P (t) =
−→
U t,TG
←−
U T,t +
∫ T
t
−→
U t,r[Q12(r)− P (r)Q1(r)]
←−
U r,tdr, (2)
for an operator function P ∈ Cs(I;L(X1, X2)) has the unique solution
P (t) =
−→
U t,TG
←−
Ω T,t +
∫ T
t
−→
U t,rQ12(r)
←−
Ω r,tdr, t ∈ I. (3)
Proof. Let us substitute the operator function (3) into the right-hand side
of Eq. (2). Taking into account the semigroup property of
−→
U t,s, and the
definition of the family
←−
Ω t,s and changing the order of integration, we obtain
−→
U t,TG
←−
U T,t +
∫ T
t
−→
U t,r[Q12(r)− P (r)Q1(r)]
←−
U r,tdr =
−→
U t,TG
←−
U T,t+
∫ T
t
−→
U t,r
[
Q12(r)−
[
−→
U r,TG
←−
Ω T,r +
∫ T
r
−→
U r,sQ12(s)
←−
Ω s,rds
]
Q1(r)
]
←−
U r,tdr =
−→
U t,TG
[
←−
U T,t −
∫ T
t
←−
Ω T,rQ1(r)
←−
U T,rdr
]
+
∫ T
t
−→
U t,rQ12(r)
←−
U r,tdr−
∫ T
t
[∫ T
r
−→
U t,sQ12(s)
←−
Ω s,rQ1(r)
←−
U r,tds
]
dr =
−→
U t,TG
←−
Ω T,t+
∫ T
t
−→
U t,sQ12(s)
←−
U s,tds−
∫ T
t
[∫ s
t
−→
U t,sQ12(s)
←−
Ω s,rQ1(r)
←−
U r,tdr
]
ds =
−→
U t,TG
←−
Ω T,t +
∫ T
t
−→
U t,sQ12(s)
[
←−
U s,t −
∫ s
t
←−
Ω s,rQ1(r)
←−
U r,tdr
]
ds =
−→
U t,TG
←−
Ω T,t +
∫ T
t
−→
U t,sQ12(s)
←−
Ω s,tds = P (t).
Thus, the operator function (3) satisfies Eq. (2).
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The uniqueness of the solution of Eq. (2) follows from the fact that, for
sufficiently small δ > 0 the mapping F acting by the rule
F (P )(t) =
−→
U t,τG
←−
U τ,t +
∫ τ
t
−→
U t,r[Q12(r)− P (r)Q1(r)]
←−
U r,tdr
is a contraction on the space Cu([τ − δ, τ ];L(X1, X2)) for all δ ≤ τ ≤ T . The
proof of the proposition is complete.
In a similar way, one can prove the following proposition.
Proposition 3. Let conditions 1, 2 and 3 be satisfied, and let a strongly
continuous uniformly bounded backward evolution family
−→
Ω t,s in L(X2) be
the unique solution of the equation
−→
Ω t,s =
−→
U t,s −
∫ s
t
−→
U t,rQ2(r)
−→
Ω r,sdr, 0 ≤ t ≤ s ≤ T.
Then for an arbitrary G ∈ L(X1, X2) the equation
P (t) =
−→
U t,TG
←−
U T,t +
∫ T
t
−→
U t,r[Q12(r)−Q2(r)P (r)]
←−
U r,tdr (4)
for an operator function P ∈ Cs(I;L(X1, X2)) has the unique solution
P (t) =
−→
Ω t,TG
←−
U T,t +
∫ T
t
−→
Ω t,rQ12(r)
←−
U r,tdr. (5)
Proposition 4. Let conditions 1, 2 and 3 be satisfied, and let strongly con-
tinuous uniformly bounded (forward and backward) evolution families
←−
Ω t,s
and
−→
Ω t,s be defined in the same way as in Propositions 2 and 3, respectively.
Then for an arbitrary G ∈ L(X1, X2) the equation
P (t) =
−→
U t,TG
←−
U T,t +
∫ T
t
−→
U t,r[Q12(r)− P (r)Q1(r)−Q2(r)P (r)]
←−
U r,tdr (6)
for an operator function P ∈ Cs(I;L(X1, X2)) has the unique solution
P (t) =
−→
Ω t,TG
←−
Ω T,t +
∫ T
t
−→
Ω t,rQ12(r)
←−
Ω r,tdr. (7)
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Proof. Set Q˜12(t) = Q12(t)− P (t)Q1(t). Then Eq. (6) can be written in the
form
P (t) =
−→
U t,TG
←−
U T,t +
∫ T
t
−→
U t,r[Q˜12(r)−Q2(r)P (r)]
←−
U r,tdr.
By Proposition 3, its solution has the form
P (t) =
−→
Ω t,TG
←−
U T,t +
∫ T
t
−→
Ω t,rQ˜12(r)
←−
U r,tdr
i.e., the operator function P satisfies the equation
P (t) =
−→
Ω t,TG
←−
U T,t +
∫ T
t
−→
Ω t,r(Q12(r)− P (r)Q1(r))
←−
U r,tdr.
By Proposition 2 the unique solution of this equation (and hence of Eq. (6))
has the form (7)
2.2. Let us prove some results on the representation of the solution of
the Riccati integral equation (1).
Proposition 5. Let P ∈ Cs(I;L(X1, X2)), and let an evolution family
←−
Ψ t,s
in L(X1) be a solution of the equation
←−
Ψ t,s =
←−
U t,s −
∫ t
s
←−
Ψ t,rB(r)P (r)
←−
U r,sdr 0 ≤ s ≤ t ≤ T. (8)
The operator function P is a solution of the Riccati integral equation (1) if
and only if
P (t) =
−→
U t,TG
←−
ΨT,t +
∫ T
t
−→
U t,rC(r)
←−
Ψ r,tdr (9)
for each t ∈ I.
Proof. The proof readily follows from Proposition 2, where one must set
Q1(t) = B(t)P (t) and
←−
Ω t,s =
←−
Ψ t,s.
Proposition 6. Let P ∈ Cs(I;L(X1, X2)), let a forward evolution famuily
←−
Ψ t,s in L(X1) be a solution of Eq. (8), and let a backward evolution family
−→
Ψ s,t in L(X2) be a solution of the equation
−→
Ψ t,s =
−→
U t,s −
∫ s
t
−→
U t,rP (r)B(r)
−→
Ψ r,sdr 0 ≤ t ≤ s ≤ T. (10)
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The operator function P is a solution of the Riccati equation (1) if and only
if the relation
P (t) =
−→
Ψ t,TG
←−
ΨT,t +
∫ T
t
−→
Ψ t,r(C(r) + P (r)B(r)P (r))
←−
Ψ r,tdr (11)
holds for each t ∈ I.
Proof. The proof readily follows from Proposition 4, where one must set
−→
Ω t,s =
−→
Ψ t,s,
←−
Ω t,s =
←−
Ψ t,s, Q1(t) = B(t)P (t), Q2(t) = P (t)B(t) and Q12(t) =
C(t) + P (t)B(t)P (t).
2.3. To prove the uniqueness of the solution of the Riccati integral equa-
tion, we need a generalization of the following result [1, Sec. IV, Lemma
2.2]
Proposition 7. Let
Q0 ∈ Cu([a, b];L(X1, X2)), B ∈ Cu([a, b];L(X2, X1)),
and let operator functions {Q
(1,2)
s,t }a≤t≤s≤b ranging in L(X1,2) be strongly con-
tinuous separately in t and s and uniformly bounded, ‖Q
(1,2)
s,t ‖L(X1,2) ≤ M1,2.
Further, let ρ be a number satisfying the inequalities
‖Q0‖u + ρ
2(b− a)M1M2‖B‖u ≤ ρ, 2ρ(b− a)M1M2‖B‖u < 1 (12)
Then the mapping Γ acting on the space Cu([a, b];L(X1, X2)) by the rule
Γ(P )(t) = Q0(t)−
∫ b
t
Q
(2)
r,t P (r)B(r)P (r)Q
(1)
r,t dr
is a contraction on the ball
Bρ = {P ∈ Cu([a, b];L(X1, X2)) : ‖P‖u ≤ ρ}.
Proof. Let us show that Γ(Bρ) ⊆ Bρ. Let P ∈ Bρ. For each x ∈ X1, we have
‖Q
(2)
r,tP (r)B(r)P (r)Q
(1)
r,t x‖X2 ≤ ρ
2M1M2‖B‖u‖x‖X1.
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and hence
‖Γ(P )(t)x‖X2 =
∥∥∥∥Q0(t)−
∫ b
t
Q
(2)
r,tP (r)B(r)P (r)Q
(1)
r,txdr
∥∥∥∥
X2
≤
‖Q0(t)x‖X2 +
∫ b
t
‖Q
(2)
r,t P (r)B(r)P (r)Q
(1)
r,tx‖X2dr ≤
(‖Q0‖u + ρ
2M1M2(b− t)‖B‖u)‖x‖X1 .
Since x and t ∈ [a, b] are arbitrary, we take into account the first inequality
in (12) and obtain
‖Γ(P )‖u ≤ ‖Q0‖u + ρ
2(b− a)M1M2‖B‖u ≤ ρ,
i.e., Γ(P ) ∈ Bρ. Further, let P1, P2 ∈ Bρ. For each x ∈ X1,
‖Q
(2)
r,t {P2(r)B(r)P2(r)− P1(r)B(r)P1(r)}Q
(1)
r,t x‖X2 =
M1M2‖(P2(r)− P1(r))B(r)P2(r) + P1(r)B(r)(P2(r)− P1(r))‖‖x‖X1 ≤
M1M2‖P2(r)− P1(r)‖‖B(r)‖{‖P1(r)‖+ ‖P2(r)‖}‖x‖X1 ≤
2ρM1M2‖P2 − P1‖u‖B‖u‖x‖X1 .
Then
‖Γ(P1)(t)x− Γ(P2)(t)x‖X2 =∥∥∥∥
∫ b
t
Q
(2)
r,t {P2(r)B(r)P2(r)− P1(r)B(r)P1(r)}Q
(1)
r,t xdr
∥∥∥∥
X2
≤
∫ b
t
∥∥∥Q(2)r,t {P2(r)B(r)P2(r)− P1(r)B(r)P1(r)}Q(1)r,t x
∥∥∥
X2
dr ≤
2ρ(b− t)M1M2‖P2 − P1‖u‖B‖u‖x‖X1 .
or, finally,
‖Γ(P1)− Γ(P2)‖u ≤ {2ρ(b− a)M1M2‖B‖u}‖P1 − P2‖u.
Since 2ρ(b−a)M1M2‖B‖u < 1 by the second inequality in (12) it follows that
the mapping Γ in the space Cu([a, b];L(X1, X2)) is a contraction mapping of
the ball Bρ into itself. The proof of the proposition is complete.
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Corollary 2. Under the assumptions of Proposition 7, the equation
P (t) = Q0(t)−
∫ b
t
Q
(2)
r,t P (r)B(r)P (r)Q
(1)
r,t dr
has a unique solution P ∈ Cu([a, b];L(X1, X2)) with ‖P‖u ≤ ρ.
Proposition 8. Let numbers rB, rC and rG satisfy the inequality
4(b− a)M21M
2
2 (rG + (b− a)rC)rB < 1
and let operator functions Q
(1,2)
s,t satisfy the assumptions of Proposition 7.
Then the equation
P (t) = Q
(2)
b,tGQ
(1)
b,t +
∫ b
t
Q
(2)
r,t {C(r)− P (r)B(r)P (r)}Q
(1)
r,t dr (13)
has a unique solution P ∈ Cu([a, b];L(X1, X2)) for arbitrary G ∈ L(X1, X2),
C ∈ Cu([a, b];L(X1, X2)) and B ∈ Cu([a, b];L(X2, X1)) such that
‖G‖L(X1,X2) ≤ rG ‖C‖u ≤ rC ‖B‖u ≤ rB,
and one has ‖P‖u ≤ 2M1M2(rG + (b− a)rC).
Proof. Set
Q0(t) = Q
(2)
b,tGQ
(1)
b,t +
∫ b
t
Q
(2)
r,tC(r)Q
(1)
r,t dr
Then Eq. (13) can be written in the form P = Γ(P ), where the mapping
Γ(·) is defined in Proposition 7. Let ρ = 2M1M2(rG + (b− a)rC). By virtue
of the assumptions in the proposition to be proved, we have
2ρ(b− a)M1M2‖B‖u ≤ 4M
2
1M
2
2 (b− a)(rG + (b− a)rC)rB < 1.
Further, since
‖Q0‖u ≤M1M2(‖G‖L(X1,X2) + (b− a)‖C‖u) ≤M1M2(rC + (b− a)rC),
we have
‖Q0‖u + ρ
2(b− a)M1M1‖B‖u ≤
M1M2(‖G‖L(X1,X2) + (b− a)‖C‖u) + ρ
2(b− a)M1M1‖B‖u <
M1M2(rG + (b− a)rC) + ρ/2 = ρ.
Hence inequalities (12) are satisfied for the number ρ. Now the unique solv-
ability of Eq. (13) follows from Proposition 7 and Corollary 2. The proof of
the proposition is complete.
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3 Main result
Let X be a reflexive Banach space. The duality between the spaces X and
X∗ will be denoted by 〈y, x〉, where y ∈ X∗ and x ∈ X.
Let A1 ∈ L(X,X
∗). Then the adjoint operator A∗1 ∈ L(X
∗∗, X∗). Using
the canonical isomorphism between the spaces X∗∗ and X we can treat the
adjoint operator as A∗1 ∈ L(X,X
∗). A straightforward verification shows
that
〈A1x1, x2〉 = 〈A∗1x2, x1〉 ∀x1, x2 ∈ X.
Definition 5. An operator A1 ∈ L(X,X
∗) is said to be self-adjoint if A1 =
A∗1. This is equivalent to the condition that 〈A1x, x〉 ∈ R for all x ∈ X.
We say that a self-adjoint operator A1 ∈ L(X,X
∗) is nonnegative and
write A1 ≥ 0 if 〈A1x, x〉 ≥ 0 for all x ∈ X.
In a similar way, if A2 ∈ L(X
∗, X), then, identifying the spaces X∗∗ and
X, we assume that A∗2 ∈ L(X
∗, X); a straightforward verification shows that
〈x1, A2x2〉 = 〈x2, A∗2x1〉 ∀x1, x2 ∈ X
∗.
Definition 6. An operator A2 ∈ L(X
∗, X) is said to be elf-adjoint, if A2 =
A∗2. This is equivalent to the condition that 〈x,A2x〉 ∈ R for all sx ∈ X
∗.
We say that a self-adjoint operator A2 ∈ L(X
∗, X) is nonnegative and
write A2 ≥ 0 if 〈x,A2x〉 ≥ 0 for all x ∈ X
∗.
Let us state the main result about the unique solvability of the Riccati
integral equation.
Theorem 2. Let X be a reflexive Banach space, and let the following con-
ditions be satisfied:
1. {
←−
U t,s}0≤s≤t≤T is a strongly continuous uniformly bounded forward evo-
lution family in L(X);
2.
−→
U t,s =
(←−
U s,t
)∗
is a backward evolution family. (Since X is s reflexive,
it follows that this family is strongly continuous and uniformly bounded
in L(X∗));
3. The operator functions C and B satisfy the inclusions
C ∈ Cs(I;L(X,X
∗)) and B ∈ Cs(I;L(X
∗, X));
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4. C(t) = C∗(t) ≥ 0 and B(t) = B∗(t) ≥ 0 for all t ∈ I.
Then for an arbitrary self-adjoint nonnegative operator G ∈ L(X,X∗) the
Riccati integral equation (1) has a unique solution P ∈ Cs(I;L(X,X
∗)) and
P (t) = P ∗(t) ≥ 0 for all t ∈ I.
Proof. Following [1, 2, 5], consider the sequence
{Pn}
+∞
n=0 ⊂ Cs(I;L(X,X
∗))
of operator functions defined recursively as follows. Set P0(t) ≡ 0 and define
Pn+1(t) as the solution of the equation
Pn+1(t) =
−→
U t,TG
←−
U T,t +
∫ T
t
−→
U t,r{C(r)+
Pn(r)B(r)Pn(r)− Pn+1(r)B(r)Pn(r)− Pn(r)B(r)Pn+1(r)}
←−
U r,tdr (14)
for each n ≥ 0. By
←−
Ψ
(n)
t,s ∈ L(X) and
−→
Ψ
(n)
s,t ∈ L(X
∗) we denote the solutions
of Eqs. (8) and (10), respectively, with P = Pn. By Proposition 4, the
solution of Eq. (14) has the form
Pn+1(t) =
−→
Ψ
(n)
t,TG
←−
Ψ
(n)
T,t +
∫ T
t
−→
Ψ
(n)
t,r {C(r) + Pn(r)B(r)Pn(r)}
←−
Ψ
(n)
r,t dr (15)
If P ∗n(t) = Pn(t) for all t ∈ I, then it follows from Eqs. (8) and (10), the self-
adjointness of the operator function B(t) and the condition
−→
U t,s =
(←−
U s,t
)∗
that
−→
Ψ
(n)
t,s =
(←−
Ψ
(n)
s,t
)∗
.
In view of this equality, it readily follows from Eq. (15) that the self-
adjointness of the operator function Pn implies the self-adjointness of the
operator function Pn+1. Since P0 = 0, we see that {Pn}
+∞
n=0 is a sequence
of self-adjoint operator functions. Further, a straightforward verification for
Eq. (15) shows that the nonnegativity of the operators (t ∈ I)
G,C(t), B(t) ≥ 0
implies the nonnegativity of the operator function Pn+1
Let us show that Pn+1(t) ≤ Pn(t) (i.e. Pn(t)−Pn+1(t) ≥ 0) for all t ∈ [0, T ]
and n ∈ N. Let Qn+1 = Pn+1 − Pn. Let us subtract Eq. (14) written for
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Pn from from the same equation for Pn+1. After obvious transformations, we
find that the operator function Qn+1 satisfies the equation
Qn+1(t) = −
∫ T
t
−→
U t,r{Qn(r)B(r)Qn(r)+
Qn+1(r)B(r)Pn(r) + Pn(r)B(r)Qn+1(r)}
←−
U r,tdr
By Proposition 4, the unique solution of this equation has the form
Qn+1(t) = −
∫ T
t
−→
Ψ
(n)
t,r Qn(r)B(r)Qn(r)
←−
Ψ
(n)
r,t dr.
Since Q∗n(t) = Qn(t) and B(t) ≥ 0, we have Qn+1(t) = Pn+1(t) − Pn(t) ≤ 0
for all t ∈ I.
Thus, {Pn(t)}
+∞
n=1 is a monotone nonincreasing sequence of nonnegative
self-adjoint operators in L(X,X∗) for each t ∈ I. Then [11, Th. 4] for each
t ∈ I there exists a strong limit
slim
n→+∞
Pn(t) = P (t) ∈ L(X,X
∗),
and P ∗(t) = P (t) ≥ 0. Moreover, since [11, Th. 4]
‖Pn(t)‖L(X,X∗) = sup
x∈X,‖x‖=1
〈Pn(t)x, x〉,
we see that the numerical sequence ‖Pn(t)‖L(X,X∗) is monotone decreasing
for each t ∈ I.
Since {Pn}
+∞
n=0 are uniformly bounded, then there exist strong limits
slim
n→+∞
−→
U t,rPn(r)B(r)Pn(r)
←−
U r,t = slim
n→+∞
−→
U t,rPn+1(r)B(r)Pn(r)
←−
U r,t =
slim
n→+∞
−→
U t,rPn(r)B(r)Pn+1(r)
←−
U r,t =
−→
U t,rP (r)B(r)P (r)
←−
U r,t
for each 0 ≤ t ≤ r ≤ T .
Let us fix an x ∈ X and write (t ≤ r)
fn(t) = 〈Pn(t)x, x〉, f(t) = 〈P (t)x, x〉
g(t, r) = −〈
−→
U t,rP (r)B(r)P (r)
←−
U r,tx, x〉
h(t) = 〈
−→
U t,TG
←−
U T,tx〉+
∫ T
t
〈
−→
U t,rC(r)
←−
U r,tx, x〉dr
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and
gn(t, r) = 〈
−→
U t,rPn(r)B(r)Pn(r)
←−
U r,tx, x〉−
〈
−→
U t,r{Pn+1(r)B(r)Pn(r) + Pn(r)B(r)Pn+1(r)]}
←−
U r,tx, x〉.
By construction,
• fn ∈ C(I), fn(t) ≥ 0, fn+1(t) ≤ fn(t) and the sequence fn(t) converges
to f(t) pointwise on I;
• gn(t, ·) ∈ C([t, T ]) are uniformly bounded and the sequence gn(t, ·)
converges to g(t, ·) pointwise on [t, T ] for each t ∈ I;
• gn(·, r), g(·, r) ∈ C([0, r]) for each r ∈ I;
• h ∈ C(I) and Eq. (14) implies the equality (t ∈ I)
fn(t) = h(t) +
∫ T
t
gn(t, r)dr. (16)
Thus f and g(t, ·) are bounded and measurable. Passing to the limit as
n→ +∞ in (16) we obtain (t ∈ I)
f(t) = h(t) +
∫ T
t
g(t, r)dr.
Since g(·, r) is continuous for each r ∈ I and uniformely bounded, then∫ T
t
g(t, r)dr ∈ C(I). Thus f ∈ C(I).
By virtue of Dini’s theorem the functional sequence {fn}
+∞
n=1 converges to
f uniformly on I. Further, for any n,m ∈ N the inequality Pn+m(t) ≤ Pn(t)
implies the estimate [11, Th. 4]
‖Pn(t)x− Pn+m(t)x‖
2
X ≤
‖Pn(t)− Pn+m(t)‖L(X,X∗)〈Pn(t)x− Pn+m(t)x, x〉 ≤
const(fn(t)− fn+m(t)),
for all t ∈ I, where the constant does not depend on t. According to the
Cauchy convergence test, we find that the uniform convergence on I of the
sequence {fn}
+∞
n=1 implies the uniform convergence of the sequence Pnx to
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Px on I and the inclusion Px ∈ C(I, X∗). Since x is arbitrary, we conclude
that the sequence {Pn}
+∞
n=1 converges in the space Cs(I;L(X,X
∗)) and one
has the inclusion P ∈ Cs(I;L(X,X
∗)).
Let
←−
Ψ t,s ∈ L(X) and
−→
Ψ s,t ∈ L(X
∗) be solutions of Eqs. (8) and (10),
respectively. Let us show that P is a solution of the Riccati integral equation
(1). Since
B ∈ Cs(I;L(X
∗, X)), Pn, P ∈ Cs(I;L(X,X
∗)),
it follows that the sequence BPn converges to BP in the space Cs(I;L(X)).
Applying Proposition 1 with Qn = BPn, we find that there exists a limit
slimn→+∞
←−
Ψ
(n)
r,t =
←−
Ψ r,t uniformly with respect to r ∈ [t, T ]. It can be shown
in a similar way that there exists a limit slimn→+∞
−→
Ψ
(n)
t,r =
−→
Ψ t,r uniformly
with respect to r ∈ [t, T ].
It follows from the uniform convergence of the sequences Pn,
←−
Ψ
(n)
r,t and
−→
Ψ
(n)
t,r to P ,
←−
Ψ r,t and
−→
Ψ t,r, respectively, that for each r ∈ [t, T ] the following
limit exists uniformly with respect to r ∈ [t, T ]
slim
n→+∞
−→
Ψ
(n)
t,r {C(r) +Pn(r)B(r)Pn(r)}
←−
Ψ
(n)
r,t =
−→
Ψ t,r{C(r) +P (r)B(r)P (r)}
←−
Ψ r,t
Passing to the limit as n→ +∞ in (15) we see that the operator function P
satisfies Eq. (11) in which the evolution families
←−
Ψ r,t and
−→
Ψ t,r are determined
by Eqs. (8) and (10), respectively. It follows from Proposition 6 that the
operator function P ∈ Cs(I;L(X,X
∗)) is a solution of the Riccati integral
equation (1).
Let us prove the uniqueness of the solution of this equation. Set
r = sup
t∈I
‖P (t)‖L(X,X∗) rC = sup
t∈I
‖C(t)‖L(X,X∗) rB = sup
t∈I
‖B(t)‖L(X∗,X)
Since P (T ) = G, we have r ≥ ‖G‖L(X,X∗). Let the following inequality be
satisfied for δ > 0
4δM21M
2
2 (r + δrC)rB < 1.
IfQ is another solution of Eq. (1), then, applying Proposition 8 to the interval
[T − δ, T ] (setting Q
(1)
r,t =
←−
U r,t and Q
(2)
r,t =
−→
U t,r), we obtain P (t) = Q(t) for
all t ∈ [T − δ, T ]. Further,
P (t) =
−→
U t,T−δP (T − δ)
←−
U T−δ,t +
∫ T−δ
t
−→
U t,r{C(r)− P (r)B(r)P (r)}
←−
U r,tdr.
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for all 0 ≤ t ≤ T − δ. Applying Proposition 8 to the interval [T − 2δ, T − δ],
we conclude that P (t) = Q(t) for all t ∈ [T − 2δ, T − δ]. Continuing this
process, we see that P (t) = Q(t) for all t ∈ I. This proves the uniqueness of
the solution of the Riccati integral equation (1). The proof of the theorem is
complete.
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