Introduction
Although most of the classic approaches of design optimization consider continuous variables, many practical problems deal with discrete or integer variables. For example, the diameters of a pipe, thickness of a structural member, or size of a screw are discrete design variables since they may have to be selected from commercially available or standard sizes. Also, many other design variables such as the number of bolts, number of teeth of a gear, or number of coils of a spring must be integers. If there is a discrete variable in an engineering optimization problem, it is often a mixed discrete-continuous nonlinear programming problem ͑MDNLP͒. Reference ͓1͔ reviewed different software tools that are currently used for solving MDNLP. It has been agreed on that the existence of any noncontinuous variable considerably increases the difficulty of finding the optimal solution ͓2͔. This is due to the fact that MDNLP combines the difficulties of both of its subclasses: the combinatorial nature of mixed integer programs ͑MIPs͒ and the difficulty in solving nonconvex ͑and even convex͒ NLPs with nonlinear ͑or even linear͒ constraints ͓3͔. Reference ͓4͔ categorized the mixed continuous-discrete variable problems into six types depending on the type of the variables, type of the objective function ͑differentiable, nondifferentiable, combinatorial͒, and whether or not the discrete variables can have nondiscrete values during the solution process. This categorization is based on the assumption that the objective function is presented explicitly. In most of the engineering design problems, this is not the case because engineers often deal with computer analysis or simulation processes, such as finite element analysis ͑FEA͒ and computational fluid dynamics ͑CFD͒ processes. These computational processes are usually referred as black-box functions, which can be nonconvex, nondifferentiable, and even discontinuous. Considering that only the input and output for these types of functions are available, characteristics of the function, such as the gradient and Hessian matrix, can be numerically approximated, but they are usually unreliable ͓5͔. Although in most of the practical engineering problems, a suboptimal or even feasible solution is satisfactory, the global optimum is always preferred. This work addresses the challenge of discrete variable global optimization with expensive black-box functions such as FEA and CFD processes.
In general, global optimization approaches can be classified into two groups: deterministic and stochastic methods. Reference ͓6͔ gives a review of global optimization methods for MDNLP. Recently, metamodeling optimization techniques have been studied in the literature in support of engineering design optimization. Reference ͓7͔ gives a review of metamodeling techniques. Some of the deterministic, stochastic, and metamodeling methods will be discussed below.
When the objective/constraint functions are explicitly expressed and known, deterministic methods can be applied. These methods include the well-known branch and bound ͑B&B͒, sequential linear programming ͑SLP͒, cutting plane techniques, outer approximation ͑OA͒, Lagrange relaxation ͑duality͒ approaches, and so on. Another group of methods are called the rounding methods ͓8͔, which use simple dynamic rounding-off techniques. Most of these methods such as B&B ͓9͔ either use the closely related NLP to reach to the main MDNLP, or rely on the successive solution of the related mixed integer programming ͑MIP͒ such as OA ͓10͔.
For optimization problems with nonlinear constraints, linearly constrained Lagrangian ͑LCL͒ methods solve a sequence of subproblems that minimize an augmented Lagrangian function subject to linearization of constraints ͓11͔. These deterministic approaches are based on explicitly expressed objective and constraint functions. Thus, they are not directly applicable to black-box functions, which is the main concern in this paper.
Some of the stochastic methods for global optimizations include the sequential random search, pure adaptive search ͑PAS͒ ͓12͔, and various evolutionary programming methods, such as simulated annealing ͑SA͒ ͓13͔ and genetic algorithms ͑GAs͒ ͓14͔. Most of these stochastic methods do not need a priori knowledge about the objective function, which makes them good candidates for optimization on black-box functions. These methods, however, usually require a large number of function evaluations, often in the magnitude of 10,000 even for a two-variable problem, which makes these methods impractical in modern design involving computational intensive processes. For example, it is reported that it takes Ford Motor Company about 36-160 h to execute one crash simulation ͓15͔. Assuming only 50 crash simulations are needed to solve a two-variable optimization problem, the total computation time would be 75 days to 11 months, which is practically unacceptable. Several sequential random searches such as the PAS have been developed to ease the computational demand ͓16͔. In addition, Ref. ͓17͔ introduced a Lipschitz global optimization algorithm called DIRECT for black-box functions, whose disadvantage is its slow convergence ͓18͔. Different modifications of DIRECT have been proposed by Ref. ͓18͔ to solve the slow convergence problem and provide modifications for higher dimensions. Another approach for discrete variable optimization on black box function is to use soft-computing based approaches such as neural networks ͑NNs͒ as a modeling paradigm because of its universal approximation property. Moreover, combining NN with evolutionary algorithms and genetic quantum algorithms has also been studied in Refs. ͓19,20͔.
Metamodel based optimization algorithms are developed specifically for expensive black-box functions in order to reduce the number of function evaluations in stochastic and direct optimization. Most of these methods are based on the idea of sampling in the design space, building approximation models from these sample points, and then performing optimization on the approximation function. Detailed review on research in this area can be found in Refs. ͓7,21͔. Reference ͓7͔ described different metamodeling techniques including model approximation, problem formulation, and design space exploration, which form a common supportive base for all types of optimization problems. As an example, Ref. ͓22͔ applied a Bayesian method to estimate a kriging model, and to gradually identify points in the space to update the model and perform the optimization. In their model, they assume a continuous objective function and a correlation function between sample points. Wang et al. ͓23͔ developed a mode pursuing sampling ͑MPS͒ method, which has been successfully applied to solve many benchmark as well as engineering design problems with continuous variables. This paper adapts the MPS method to the discrete domain. The proposed method is called discrete variable MPS ͑D-MPS͒, distinguishing from the original MPS in Ref. ͓23͔, which is referred as continuous variable MPS ͑C-MPS͒. Due to the discrete variable nature, the convergence scheme of C-MPS is no longer applicable. A novel double-sphere strategy is developed to control the convergence of D-MPS. In Sec. 2, MPS in its original form ͓23,24͔ will be presented. In Sec. 3, the basic D-MPS method will be described. Section 4 is devoted to explaining D-MPS with the double-sphere strategy. Parameters of the D-MPS method will also be discussed in Sec. 4. Section 5 will show test problems and comparison with results from the literature. Section 6 discusses the generalization of the double-sphere strategy, and Sec. 7 is the conclusion.
Review of Mode Pursuing Sampling Method
The MPS method as described in Ref. ͓23͔ is referred as the C-MPS to differentiate from this work. The C-MPS algorithm integrates the technique of metamodeling and a novel discriminative sampling method. It generates more sample points in the neighborhood of the function mode ͑optimal͒ and fewer points in other areas as guided by a special sampling guidance function. Basically, C-MPS consists of four steps. The first step is the initial random sampling in which m points are generated, where m is an arbitrary integer that usually increases as the dimension of the problem increases. These m points are called "expensive points" since their function value should be evaluated by the black-box function. Using the points generated in the first step, a linear spline function is fitted:
where f͑x͒ is an approximation of the original black-box function f͑x͒ with coefficients c; x ͑i͒ , i =1, . . . ,m are sample points. Then another function is defined, g͑x͒ = c 0 − f͑x͒, as the sampling guidance function, where c 0 is a constant. In the second step, N ͑usu-ally large͒ number of points are randomly sampled and sorted in the descending order of their guidance function value. These points are called "cheap points" since their function values are evaluated by the linear guidance function, not the black-box function. Their function values will be referred as "approximation values." The third step is discriminative sampling of m points from the "cheap points." The inverse cumulative density function ͑CDF͒ sampling method is used for discriminative sampling, in which the CDF is constructed based on the approximation values. Hence, the new m sample points have the tendency to concentrate around the minimum of f͑x͒. For better convergence, a speed-up factor is used in this step to increase the probability of sampling better points. The fourth step involves a quadratic regression in a subarea around the current best solution. When the approximation in the subarea is sufficiently accurate, local optimization can be performed in this subarea to obtain the optimum.
In short, C-MPS is an algorithm, which uses discriminative sampling as its engine and has an intelligent mechanism to use the information from past iterations to lead the search toward the global optima. These mechanisms are based on the following approximations:
1. Approximation of the entire function. By fitting the metamodel described in Eq. ͑1͒ with all the previous expensive points, C-MPS tries to improve the metamodel ͑approxima-tion͒ accuracy. The linear spline function is used for approximation due to its simplicity and its interpolation of existing points. Also because the metamodel is used only for guiding the sampling in MPS, the accuracy of the metamodel is not as critical as the cases when metamodels are used as surrogates in optimization. Meanwhile, MPS does not dictate the exclusive use of the linear spline; other metamodel types can be applied in lieu of the linear spline model. 2. Approximation around the attractive subareas. Due to the discriminative sampling, more and more points are generated around attractive regions, so the approximation accuracy of theses regions gradually increases.
For problems of discrete variables, the sampling and approximation will be performed only at valid discrete points. The quadratic regression in a subarea is no long applicable. Therefore, new methods are needed for optimization on expensive black-box functions with discrete variables.
Development of Basic Discrete Variable Mode Pursuing Sampling
This section describes the basic D-MPS without the doublesphere strategy.
Basic Discrete Variable Mode Pursuing Sampling
Algorithm. Suppose an n-dimensional black-box function, f͑x͒, has to be minimized over a domain S͓f͔. As in most of the discrete engineering problems, it is assumed that each variable x i has a predefined index set I i . Without loss of generality and with the assumption that each set I i has i k members, S͓f͔ = ͕X 1 , X 2 , . . . ,X I ͖ can be written, where I = ͟ k=1 n i k and X i is a vector of length n, representing a point in the solution space.
Assume that f͑x͒ is positive on S͓f͔. In general, if f͑x͒ is negative for some X S͓f͔, then a positive number can be always added to f͑x͒, so that it becomes positive on S͓f͔. Note that mini-mizing f͑x͒ is equivalent to maximizing −f͑x͒. The proposed algorithm consists of three main tasks: generating cheap points, approximation, and discriminative sampling.
1. Generating cheap points. S͓f͔ is the domain from which cheap points will be generated. In the first step, a discrete space S N ͓f͔ ʚ S͓f͔ is generated consisting of N uniformly distributed base points in S͓f͔. S N ͓f͔ = ͕X 1 , . . . ,X N ͖ consists of the cheap points in the current iteration. This sampling is performed in the normalized index space defined by I = ͟ k=1 n i k . The sample points are mapped back to its original S͓f͔ to find its real variable values when function evaluation is performed. The normalization brings variables of the different unit and scale to the same ͓0 1͔ region. The sampling in the index space handles variables of nonuniformly distributed valid discrete values. Such a sampling strategy is used throughout the D-MPS method. After obtaining the sample points, the infeasible points are deleted before proceeding to the next step. In the proposed algorithm, the domain for generating S N ͓f͔ is not always S͓f͔. The double-sphere strategy, which will be introduced in Sec. 4, controls the domain for generating cheap points. 2. Approximation. The second task is the linear spline interpolation step. At the first step, m points are randomly generated. Then at each iteration, the interpolation is done based on all the existing expensive points. All of the expensive points form a set E͓f͔. Then, the linear spline function in Eq. ͑1͒ is used to fit the points and f͑x͒ is derived. Note that f͑x͒ is defined over a discrete set S͓f͔, whereas f͑x͒ is continuous. Therefore, there is a need to discretize f͑x͒ before continuing to the next step. For all the discrete points in S N ͓f͔, their approximated function values are obtained as p͓k͔
. . ,N. 3. Discriminative sampling. First, all the points in S N ͓f͔ are sorted by their approximated function values p͓k͔. Because of the desire to raise the sampling probability for points of lower function value for the purpose of minimization, g͓k͔ = c 0 − p͓k͔ is defined as the sampling guidance function, where c 0 is a constant larger than or equal to the maximum of p͓k͔ to ensure that g͓k͔ is always positive. Then, g͓k͔ for each point is divided by the sum of all g͓k͔ values to generate a value analogous to a probability density. Then, these "probability density" values are added up to generate an analogous CDF with respect to the sorted sample points named as G͓k͔. At the end, m random numbers inside the interval ͓0, 1͔ are generated, and m new samples are selected at which the corresponding CDF values equal to these random numbers along the sorted sample. As a result, more points of lower f value will be selected due to the convex and monotonically increasing shape of CDF. All the new samples are then added to the E͓f͔ with their actual function values. In the next iteration, these new sample points will be used in addition to all existing expensive points for interpolation. The next section explains the basic D-MPS algorithm with an example.
Sampling Example for Basic Discrete Variable Mode Pursuing Sampling.
For the ease of understanding, the basic D-MPS ͑without the double-sphere strategy͒ is illustrated with the well known six-hump camel back ͑SC͒ function, which is known having six local minima ͓11͔. The mathematical expression of SC is
͑2͒
Although this function in its original form has two continuous variables, we discretize the variables with "0.01" distance between each index as follows: x 1 , x 2 ͕−2 , −1.99, . . . , 2͖. A contour plot of the continuous SC function is shown in Fig. 1 , where the H2 and H5 indicate the two global optima at ͑−0.09, 0.71͒ and ͑0.09, −0.71͒, respectively, with f min = −1.0316. With discretization, the domain set S͓f͔ = ͕͑−2,−2͒ , ͑−1.99, −2͒ , . . . ,͑2,2͖͒ can be defined. The three main steps of D-MPS algorithm are described below:
1. Generating cheap points. By assuming N = 100, S N ͓f͔ is uniformly constructed by selecting N members of S͓f͔. By assuming m =6, X 1 , X 2 , . . . ,X 6 are then randomly selected from S N ͑f͒. These points will be added to E͑f͒ = ͕͑X 1 , f͑X 1 ͒͒ ,¯, ͑X 6 , f͑X 6 ͖͒͒. E͓f͔ is the set for all expensive points. 2. Approximation. In this step, f is constructed by fitting Eq.
͑1͒ to the m sample points. 3. Discriminative sampling. Calculate all p͓k͔ = f͑X k ͒ for k =1,2, . . . ,N. Then a discrete function g͓k͔ = c 0 p͓k͔ for k =1,2, . . . ,N is constructed for all of the members of S N ͓f͔. c 0 is set to be the maximum of p͓k͔ so that g͓k͔ will be positive. Sorting the points in S N ͓f͔ in the descending order of the values of g͓k͔, the sequence of corresponding function values of g͓k͔ is plotted in Fig. 2͑a͒ . Next, the g͓k͔ / ͚ k=1 N g͓k͔ will be calculated, which result in g͓k͔ or "probability" for each cheap point. By using the sorted S N ͓f͔, the G͓k͔ for X k will be calculated, which is the "cumulative probability density" for each point, as shown in Fig. 2͑b͒ . Then m = 6 points are drawn with replacement according to the distribution of G͓k͔. All such points form the new sample points X 7 , X 8 , . . . ,X 12 . These new samples will be passed to the black-box function and receive the corresponding function values. Accordingly, the number of function evaluation is increased by m and the set of expensive points will be updated as E͑f͒ = ͕͑X 1 , f͑X 1 ͒͒ ,¯, ͑X 12 , f͑X 12 ͖͒͒. Continuing the process until convergence, the final set of sample points are plotted in Fig. 5͑a͒ , which are compared with the complete D-MPS ͑with the double-sphere strategy.͒ The convergence criterion is set to be the maximum number of iterations.
Development of Complete Discrete Variable Mode Pursuing Sampling With Double-Sphere Strategy
In C-MPS, Wang et al. ͓23͔ used quadratic fitting with a speed control factor to control the convergence of MPS. For D-MPS, since the optimization region is not continuous, the quadratic fitting approach no longer applies. Moreover, it is more difficult to reach the exact global optimum in a discrete domain than in a continuous domain, for which the optimum can be closely approached. In this paper, a novel double-sphere strategy has been developed for D-MPS. To distinguish from the basic D-MPS, D-MPS with the double-sphere strategy is called the complete D-MPS.
4.1 Double-Sphere Concept. Double-sphere consists of two hyperspheres with the center on the current optimum ͑the best solution, which has been found in the algorithm at the current iteration͒ and their radii are dynamically changing based on the information from previous iterations. Sampling should be done inside these hyperspheres. The two hyperspheres dynamically control the "exploration" and "exploitation" functions of the search algorithm. Description of the two hyperspheres is as follows.
Hypersphere S.
This hypersphere with a small initial radius shrinks to a new radius R s * ␣ if there is no improvement after n ␣ iterations, where R s is the current radius of S and ␣ is a coefficient within ͓0, 1͔ for size control. If there is an improvement in the current iteration, i.e., a better solution is found by the algorithm, hypersphere S increases in size with a new radius R s / ␣.
Hyper-Sphere B.
This hypersphere starts with a large initial radius R b and acts as a dual of hypersphere S. It grows to a new radius R b / ␣ if there is no improvement after n ␣ iterations and shrinks to R b * ␣ if there is an improvement in the current iteration. At iteration i of the double-sphere strategy, neither R s nor R b can be larger than the original design space, R b,0 .
The two hyperspheres, B and S, are designed in order to achieve the balance between exploration and exploitation in the search process. Exploration aims to extend the search scope, while exploitation intensifies the search in a local area thus speeds up the search. There is no definite task assignment of the two hyperspheres as which controls exploration or exploitation, as one might expect. In an iteration of the search, S could have a bigger radius than B or vice versa, and they may even have equal radii. In the case when the search yields marginal or no improvement, hypersphere S shrinks for exploitation in the attractive region, while hypersphere B enlarges for exploration of new promising regions. On the other hand, if the search procedure is inside an attractive region in which consecutive improvements occur, then S tends to grow to avoid being trapped intro a local optimum, i.e., exploration, and B tends to shrink for exploitation. The dynamic coupled behavior of the two hyperspheres is the core of the double-sphere strategy, which will be further discussed in following sections.
Discrete Variable Mode Pursuing Sampling With
Double-Sphere Strategy. In the first iteration, the initial radii for B and S are set as R b,0 and R s,0 , respectively, where R b,0 ജ R s,0 ജ R min . R s,0 is one of the parameters of the proposed algorithm, which denotes the initial radius of the smaller hypersphere. R min is set to be the smallest radius that encloses m discrete points in S͓f͔, noting for discrete variables there are only a finite number of valid points in a given region. Therefore, when a discrete variable space is given, R min can then be determined. R b,0 is set to be the smallest real number that contains all the points inside the feasible region S͓f͔.
Recall that the basic D-MPS is composed of three main steps, i.e., generating cheap points, approximation, and discriminative sampling. In the complete D-MPS, these main steps will be performed on the domains provided by the double sphere. For the objective function f͑x͒ on domain S͓f͔, the double-sphere strategy dynamically provides a domain D 1 ഫ D 2 ʚ S͓f͔; D 1 is the domain inside the smaller hypersphere, and D 2 is the domain between the smaller hypersphere and bigger hypersphere. The three main steps of D-MPS are performed on both D 1 and D 2 . In other words, generating cheap points, approximation, and discriminative sampling are called two times at each iteration of the algorithm. Therefore, at each iteration, one will have m / 2 new samples or expensive points from D 1 , and m / 2 new samples or expensive points from D 2 . Although the number of expensive points from each subset can also be dynamically changed, it is fixed in this work for the simplicity of algorithm parameter setting. These two groups of sample points are generated on the basis of two approximations:
• Approximation inside the smaller hypersphere ͑D 1 ͒. This approximation will in general be of higher quality than the one in the original space, since it is performed inside a smaller hypersphere. This approximation provides rich information about the black-box function in the attractive region.
• Approximation for the space between the smaller hypersphere and bigger hypersphere ͑D 2 ͒. This approximation results in an approximation of a solution space inside the bigger sphere excluding the smaller hypersphere.
The double-sphere strategy uses a Boolean input b iter =0 or 1 to indicate if the new sample point in the current iteration has a better objective function value than the previously found optimum. Steps of the sampling procedure of the complete D-MPS algorithm are as follows. Figure 3 shows the flowchart of the proposed method.
The following are the inputs:
• S͓f͔ = ͕X 1 , X 2 , . . . ,X I ͖: Domain or the discrete set over which f͑x͒ is to be minimized.
• N: Number of cheap points to be generated in each iteration.
• m: Number of expensive points or sample points to be generated in each iteration. • ␣: The coefficient for increasing/decreasing the radius of hyperspheres.
• n ␣ : The number of consecutive iterations to activate the double-sphere strategy.
• R s,0 : The initial radius of hyper-sphere S.
• f͑x͒: The ͑expensive͒ black-box objective function.
The following are the outputs:
• The optimum X * and f͑X * ͒ from the Set E͓f͔, which has all the expensive points with their function values.
• nEval: number of expensive function evaluations.
Step 1. Initialize the five parameters N, m, ␣, n ␣ , and R s,0 ; define D 1 , D 2 , and set Counter= 0, where "Counter" counts the number of consecutive iterations at which no improvement is made.
Step 2. Generate a uniform distribution ͑in the index space͒ of N / 2 points from D 1 and D 2 , respectively, to form discrete space sets S N,1 ͓f͔ and S N,2 ͓f͔. Delete the infeasible points.
Step 3. Perform basic D-MPS in D 1 and D 2 , respectively, to generate m / 2 points from S N,1 ͓f͔ and S N,2 ͓f͔, respectively. Evaluate the m points.
Step 4. Add the m points and their function values to E͓f͔; E͑f͒ = ͕͑X 1 , f͑X 1 ͒͒ , . . . ,͑X iter * m , f͑X iter * m ͖͒͒, where "iter" is the number of iterations thus far. Find the lowest function value and update X iter * as the best solution. If the stopping criterion is satisfied, i.e., the maximum number of iterations is reached, go to Step 7. Otherwise, if there is an improvement, set b iter = 1; else b iter =0.
Step 5. Double-sphere strategy.
Step 5.1. If b iter = 1 go to Step 5.2, else Counter= Counter+ 1, go to Step 5.3.
Step 5.2: • Set R b = R min • Set "Counter" = 0
Step 6. iter= iter+ 1; define D 1 , D 2 based on the new radii ͑R s , R b ͒; generate a uniform distribution of N points from D 1 , D 2 to form a discrete space set S N,1 ͓f͔, S N,2 ͓f͔. Delete the infeasible points. Go to step 3.
Step 7. Report the X iter * , and its corresponding variable as the global minimum. Report the number of function evaluations nEval= iter * m.
During an optimization process, if there are consecutive improvements, the double-sphere method may lead to a situation at which R b = R min and R s = R b,0 . This situation usually happens at the beginning of the search when it is desirable to exploit regions that lead to improvements. On the other hand, if there are no consecutive improvements, R s may reach its minimum R min and R b may reach its maximum R b,0 . This situation is called a stable state. The stable state happens usually at last iterations of the D-MPS algorithm. Figure 4 shows the variation of both radii versus the iterations for the gear train test problem ͑to be discussed in Sec. 5͒. The stars on the horizontal line indicate the iterations when an improvement is observed. From Fig. 4 , one can see that the search reaches the stable condition at which R b = R b,0 and R s = R min at Iteration 15 and continues to Iteration 37, largely due to the fact that further shrinking S or enlarging B is not possible in these iterations. Therefore in
Step 5.3 of the complete D-MPS algorithm, a "bouncing-back" feature is designed. That is, when the stable condition is reached ͑ R b = R b,0 and R s = R min and Counter= n ␣ ͒, hypersphere B is forced to be of the same radius of R min . As it continues with no improvement, hypersphere B will enlarge gradually to R b,0 ͑while S takes R min ͒ so that the entire space is searched again in a layer-by-layer manner for potential improvements. • The number of expensive points at each iteration, m =4.
• The number of cheap points generated at each iteration, N = 32.
• The radius of the small hypersphere, R s,0 = 0.5.
• The coefficient for increasing/decreasing the radius, ␣ = 0.7.
• The number of steps for the double-sphere strategy, n ␣ =2. Fig. 5͑b͒ , a new best solution improves the current optima, and the center of both hyperspheres moves to the new optimum. In addition, the radius of hypersphere S is increased to avoid being trapped to a local optimum, while B is decreased for potential exploitation. In the next iterations, the algorithm continues to find better solutions and hypersphere B becomes smaller than S, as it can be noted from Fig. 5͑c͒ . From the fourth iteration to the eighth iteration, no improvement is made. Therefore, hypersphere S starts to shrink for exploitation around the region of current optima, while B starts to grow to explore other regions in the search space. As a result, S becomes smaller than B, as shown in Fig. 5͑d͒ . At the Iteration 20, as it is shown in Fig. 5͑e͒ , most of the sample or expensive points are around the mode of the function, while in the meantime the entire solution space is explored. Figure 5͑f͒ shows the contour plot of the SC function with all the sample points generated by the D-MPS algorithm.
The basic D-MPS algorithm ͑without the double-sphere strategy͒ is compared with the complete D-MPS ͑with the doublesphere strategy͒ for the SC problem. Figure 6 shows the expensive Transactions of the ASME points with small circles. In both cases, 150 expensive points have been generated. Figure 6͑b͒ generated by the complete D-MPS shows a concentration of points around one of the global optima, while no obvious pattern is observed in Fig. 6͑a͒ for the basic D-MPS.
Analysis of Variance Study of Discrete Variable Mode Pursuing Sampling Parameters.
As discussed in Sec. 4.1, there are five parameters that have to be set for the proposed method. In this section, the result of analysis of variance ͑ANOVA͒ study of the parameters on the SC function will be discussed. As it can be seen from Table 1 , each parameter has three different levels, and ten runs are executed for each setting. For a full factorial design, 2430 runs are executed in total. Table 1 shows the different levels for the variables. For a two-variable problem, N is taken as the square of the number of indices for each variable, N d .
The total number of function evaluations needed to reach the known global optimum is the output factor of concern. The average function value for every ten runs is used for the ANOVA study. The ANOVA results are listed in Table 2 and the parameter interactions are plotted in Fig. 7 . The first column of Table 2 shows the source of variability with some interaction terms omitted due to negligible effects. The second shows the mean squares due to each source; the third is the F statistics, and the fourth is the p value for the F statistics. If p is sufficiently small ͑Ͻ0.01͒, the associated factor has a nontrivial effect on the result.
It can be seen from Table 2 that N is not sensitive with respect to the number of function evaluations ͑nEval͒. The interaction effect between N and other parameters is also negligible ͑see Fig.  7͒ . It thus suggests that N can be set to a low level to decrease the computation cost. Parameter ␣ is the most sensitive variable. When ␣ is high ͑i.e., little changes in radii͒, the interactions between ␣ and other parameters, especially R s and n ␣ , have high influence on the number of function evaluations. This is understood that when there is little change in radii of the hyperspheres, the double-sphere strategy does not function actively and therefore D-MPS performs as a basic D-MPS, for which R s and n ␣ play a more important role in algorithm control. Therefore, parameter ␣ is recommended at a low setting, e.g., 0.5. If ␣ is too low, however, the algorithm will be too aggressive and may converge prematurely. From Fig. 7 , R s , n ␣ , and m can also be chosen at a low level to reduce the total number of function evaluations. One is cautioned that when parallel computation is possible and the goal is to reduce the total computing time at the expense of more function evaluations, these parameters can be set at higher levels. Although the parameter study is based on the SC function, it helps one understand the influence of the parameters and their interactions, and provides some guidelines for application as in the test cases in Sec. 5.
Test of Discrete Variable Mode Pursuing Sampling
Three test problems have been solved using the proposed D-MPS algorithm. These problems are ͑1͒ discrete six-hump camel back ͑SC͒ function ͓11͔, ͑2͒ gear train problem ͓4͔, and ͑3͒ pressure vessel problem ͓25͔. In the following, these problems will be discussed and D-MPS will be compared with other methods from the literature on the results. As described in Refs. ͓21,26͔ for black-box functions, the number of function evaluations is a more appropriate indicator of computation efficiency than CPU time. Therefore, this work also uses the number of function evaluations for efficiency comparison.
SC Problem.
The six-hump camel back ͑SC͒ function is defined in Eq. ͑2͒ and discussed in Sec. 3.2. The variables are assumed to be discretized as follows: ͓−2 , −1.99, . . . , 1.99, 2͔. Parameters are set to ͑N , m , R s,0 , ␣ , n ␣ ͒ = ͑256, 4 , 0.2, 0.5, 1͒. Ten runs have been performed. Results of D-MPS are given in Table 3 , where nIter stands for the number of iterations and nEval stands for the number of function evaluations. The known analytical optima for the discretized problem are ͑−0.09, 0.71͒ and ͑0.09, −0.71͒ with the function value f * = −1.0316. From Table 3 , D-MPS consistently find a close-to-optimum solution with a modest number of function evaluations.
Gear Train Problem.
The objective of the GT problem is to optimize the gear ratio for the compound GT, as shown in Fig.  8 . The gear ratio for a reduction GT is defined as the ratio of the angular velocity of the output shaft to that of the input shaft ͑Table 4͒. In order to produce the desired gear ratio, the compound GT is constructed out of two pairs of the gear wheels, "dϪa" and "b-f." The gear ratio i tot between the input and output shafts can be expressed as
where w o , w i are the angular velocities of the output and input shafts, respectively, and z denotes the number of teeth on each gear wheel. It is desirable to produce a gear ratio as close as possible to 1 / 6.931, which is given as a standard parameter from the designer ͓27͔. For each gear, the number of teeth must be from 12 to 60. The design variables are denoted by a vector
Hence, x 1 , x 2 , x 3 , and x 4 are the numbers of teeth of Gears d, b, a, and f, respectively, which must be integers. The optimization problem is expressed below with a known optimum of zero:
For the GT problem, ten runs have been executed with the following parameter setting, m =4, N = 1250, ␣ = 0.7, n ␣ = 7, and R s,0 = 0.33 ͑all variables are normalized to ͓0, 1͔͒. The Table 5 compares the best solution of D-MPS with those from gradientbased approaches and different evolutionary algorithms.
The methods that have been compared with D-MPS in Table 5 are as follows: mixed integer branch and bound using the sequential quadratic programming algorithm ͑MIBBSQP͒ ͓28͔, integerdiscrete-continuous nonlinear programming algorithm ͑IDCN-LPC͒ ͓29͔, SA ͓30͔, mixed-variable evolutionary programming ͑MVEP͒ ͓25͔, mixed-integer hybrid evolutionary algorithm ͑MI-HDE͒ ͓28͔. All the results from references are based on 50,000 function evaluations, as compared to 1610 needed by D-MPS.
Authors in Ref. ͓31͔ tested different ant algorithms for the GT problem. Their results are compared to the D-MPS in Table 6 . Their results are based on an average of 30 runs with 10,000 function evaluations per run. The methods which have been compared to D-MPS in Table 6 include ant system ͑AS͒, ant colony system ͑ACS͒, max-min ant system ͑MMAS͒, rank based ant system ͑RBAS͒, and best-worst ant system ͑BWAS͒ ͓31͔. As can be seen from Tables 5 and 6 , D-MPS leads to better solutions than most of the methods, while the number of function evaluations is much lower.
Design of a Pressure Vessel.
The pressure vessel problem is to design a compressed air storage tank with a working pressure of 3000 psi and a minimum volume of 750 ft 3 . The schematic of a pressure vessel is shown in Fig. 9 . The cylindrical pressure vessel is capped at both ends by hemispherical heads. Using rolled steel plate, the shell is to be made in two halves that are joined by two longitudinal welds to form a cylinder. Each head is forged and then welded to the shell. Let the design variables be denoted by Transactions of the ASME the vector X = ͓x 1 , x 2 , x 3 , x 4 ͔. x 1 is the spherical head thickness, x 2 is the shell thickness, x 3 and x 4 are the radius and length of the shell, respectively. The objective function is to reduce the combined costs of materials, forming and welding of the pressure vessel. The constraints are set in accordance to ASME codes. The mathematical model of the problem is: min f͑X͒ = 0.6224x 1 x 3 x 4 + 1.7781x 2 x 3 2 + 3.1661x 1 2 x 4 + 19.84x 1 2 x 3 s.t. g 1 ͑X͒ = 0.0193x 3 − x 1 ഛ 0
where the design variables x 3 and x 4 , are continuous and x 1 , x 2 are integer multiplies of 0.0625. We consider continuous variables as discrete ones with 0.1 increment. All the variables are in the following ranges: x 1 ͓1.0, 1.375͔ , x 2 ͓0.625, 1.0͔ , x 3 ͓25, 150͔ , x 4 ͓25, 240͔ Table 7 shows the result of D-MPS on pressure vessel for ten runs. For this test, different parameters are set for each run so that the performance of D-MPS can be observed for a wide scope of parameter settings ͑n ␣ ͓1,3͔ , R S ͓0.6, 0.7͔ , ␣ ͓0.5, 0.6͔͒. The best results from different methods are compared with that of D-MPS for this problem, as listed in Table 8 . As it can be noted, D-MPS leads to better quality results when compared with other methods. The number of function evaluations required by D-MPS on the problem is only 400, in contrast to 50,000 in other methods shown in Table 8 .
Generalization of Double-Sphere Strategy
In the current D-MPS algorithm for discrete variables, the discrete indices are normalized into the domain ͓0, 1͔. The normalization handles problems having variables in different units and scales. The double-sphere strategy, however, may encounter difficulties when there is a significant difference in the number of indices for different variables, even with normalization. For example, for handling binary variables as well as continues variable in a mixed variable problem, binary variables have only two indices, while a continuous variable can be represented as a discrete variable with infinite number of indices. In this situation, a d-dimensional hyper sphere that is symmetrical with respect to all d variables is no longer a good measure for providing a domain for optimization. Therefore, a generalization of the double-sphere strategy is needed.
In the original form of double-sphere strategy, for a discrete d-dimensional function f with support S͓f͔ ʚ I 1 I 2 , . . . ,I d , where I j ͑j =1, . . . ,d͒ is the index set for variable x j , the hypersphere B provides a domain at the ith iteration, 
Conclusion
In this paper, an algorithm for optimization on expensive blackbox functions with discrete variables is proposed. The proposed approach can be considered as an extension to the MPS method for continuous variables ͓23͔. Moreover, this work proposes a novel double-sphere method that dynamically controls the two often contradictory "exploration" and "exploitation" behaviors of an optimization process. The double-sphere method is found effective and efficient in improving the D-MPS algorithm. In a more general sense, the double-sphere method provides an original concept for any direct optimization method. Compared to the wellknown Trust Region method, the double-sphere method provides more control and flexibility over a search space. It is believed that the double-sphere concept can be applied to other search processes, or design visualization applications.
Numerical results for three test cases show that D-MPS yields high quality results with a modest number of function evaluations. Because of the double-sphere strategy and approximation only in controlled domains, D-MPS has potential for high-dimensional problems, although this needs to be further studied. It is found in practice that D-MPS often finds a high quality region that contains global optima in a few steps. This is due to the coupling effect of the MPS' discriminative sampling strategy and the double-sphere strategy. Future research will focus on examining and developing D-MPS for high dimensional expensive black-box functions. 
