Abstract: This paper applies the Soil Water Assessment Tool ͑SWAT͒ to model the hydrology in the Pocono Creek watershed located in Monroe County, Pa. The calibrated model will be used in a subsequent study to examine the impact of population growth and rapid urbanization in the watershed on the base flow and peak runoff. Of particular interest in this paper is the exploration of potential use of Next Generation Weather Radar ͑NEXRAD͒ technology as an alternative source of precipitation data to the conventional surface rain gauges. NEXRAD estimated areal average precipitations are shown to compare well with the gauge measured ones at two climate stations in the study area. Investigation of the spatially distributed NEXRAD precipitation estimates revealed that average annual precipitation can vary spatially as much as 12% in the Pocono Creek watershed. The SWAT model is calibrated and validated for monthly stream flow, base flow, and surface runoff. Hydrographs generated from both gauge and NEXRAD driven model simulations compared well with observed flow hydrographs. Although little effort is spent on daily calibration, model simulations and observed flows were in good agreement at the daily scale as well. Almost similar model efficiency statistics, i.e., mass balance error ͑MBE͒, coefficient of determination ͑R 2 ͒, and Nash-Sutcliffe efficiency ͑E NS ͒, were obtained during the calibration period in the gauge and NEXRAD driven simulations. In the validation period, NEXRAD simulations generated higher model efficiencies at the monthly scale. On the other hand, simulations with gauge precipitations resulted in slightly better model efficiencies at the daily time scale. The spatial representation of precipitation did not contribute much to model performance when stream flow at the watershed outlet was the required output. However, the use of NEXRAD technology appears to offer a promising source of precipitation data in addition to currently existing surface gauge measurements. Discussions on new directions in radar-rainfall technology are provided.
Introduction
Distributed hydrologic models are effective tools for environmental decision making and water resources planning and management. They are helpful not only in making predictions of future flow conditions, but also in assessment of hydrologic impacts of changes in management scenarios, land cover, and climate. This study calibrates and validates a watershed-scale distributed hydrologic model to the Pocono Creek, which drains 120 km 2 of an area in Monroe County, Pa. Pocono Creek has very good water and biological quality and has been designated as Special Protection Waters by the State and the Delaware River Basin Commission ͑DRBC͒. The Creek has a wild brown trout population, significant to outdoor recreation, which is the largest economic generator of the region. Population growth and projected urbanization threaten to stress the natural resources, including the brown trout habitats in the watershed. The anticipated increase in the demand for groundwater coupled with the expected decrease in groundwater recharge caused by increased imperviousness are expected to reduce base flow and increase peak runoff in the Pocono Creek.
This paper focuses on a comparative assessment of the use of Next Generation Weather Radar ͑NEXRAD͒ estimated precipitation as an alternative to gauge-measured precipitation data. The impact on the hydrology of projected future land use changes due to urbanization in the Pocono Creek watershed will be addressed in a future effort.
The distributed hydrologic Soil Water Assessment Tool ͑SWAT͒ ͑Neitsch et al. 2002a,b͒, was chosen to fulfill the project objectives. The SWAT model was originally developed to quantify the impact of land management practices in large, complex watersheds with varying soils, land use, and management conditions over a long period of time, on the order of years. It has been developed and maintained by U.S. Department of Agriculture ͑USDA͒ scientists and is freely available from ͗http:// www.brc.tamus.edu/swat͘. It is widely accepted and used, and numerous applications can be found in the peer-reviewed literature. For instance, as of March 2005, the SWAT model Web site cited 156 peer-reviewed publications in the form of journal papers or book chapters ͑͗http://www.brc.tamus.edu/swat/swat-peer-reviewed.pdf͒͘. Muleta and Nicklow ͑2005͒ applied the SWAT model coupled with automated calibration to estimate daily flow and sediment in a 133 km 2 southern Illinois watershed. Eckhardt and Arnold ͑2001͒ developed a version of SWAT with a global optimization algorithm ͑SWAT-G͒ to model daily flow in an 81 km 2 watershed in Germany. Fohrer et al. ͑2002͒ used SWAT-G in conjunction with two other geographic information system ͑GIS͒ based agricultural economy and ecology models in a mountainous 60 km 2 watershed in Germany to analyze the effect of land use changes. Sophocleaous and Perkins ͑2000͒ integrated SWAT with MODFLOW and applied it to three different Kansas watersheds to demonstrate different aspects of the integrated model. Tripathi et al. ͑2004͒ showed on a 92.5 km 2 Indian watershed that SWAT can successfully simulate average annual and monthly flow and sediment yield even if the weather input is obtained through SWAT's weather generator.
Precipitation in the form of either rainfall or snowfall is the major driving mechanism of any hydrologic model. Traditionally, measurements from climate stations or raingauges have been used as the only reliable source of precipitation in watershed modeling. Such measurements are in fact point measurements, and estimation of mean areal precipitation requires a network of numerous rain gauges. The spatial distribution of rainfall may play a crucial role in some applications, which necessitates a dense network of rainfall gauges. Mountains influence climate not only on regional and global scales but also on local scales due to orographic effects ͑Mukhopadhyay et al. 2003͒ . As a result, the distributions of rainfall are more heterogeneous in mountainous regions. Radar-generated precipitation estimates such as from NEXRAD products have found increasing usage in the hydrologic community lately as an alternative source to gauge data. NEXRAD data can provide the much-needed information on spatial distribution of the precipitation pattern.
Although the use of NEXRAD generated precipitation seems to have clear advantages over the use of gauge-measured precipitation due to its capability of capturing the spatial variation of precipitation, it is subject to several sources of errors. Precipitation ͑R͒ is not directly measured, but rather estimated from radar reflectivity ͑Z͒ measurements through Z-R relationships. The exact form of the Z-R relationship is obtained after calibration, yet this introduces significant uncertainty into the estimated precipitation. Further, reflectivity is not a function of volume; it is a function of surface area, which varies to a much greater extent than volume when a particle makes its journey to the ground. Other sources of errors in radar-rainfall estimation are ground clutters, anomalous beam propagation, radar beam overshooting, returns from nonweather echoes, etc. ͑Harrison et al. 2000͒. Hence, there is a tradeoff between the advantages, such as spatially distributed data, and disadvantages due to possible errors in using NEXRAD estimated precipitation data.
Several studies employed NEXRAD precipitation data in hydrologic modeling ͑Smith et al. 2004; Reed et al. 2004͒. Neary et al. ͑2004͒ predicted stream flow in two basins in central Tennessee with HEC-HMS using both gauge precipitation and NEXRAD. They concluded that the use of NEXRAD over gauge data did not offer any improvement. Mukhopadhyay et al. ͑2003͒ used NEXRAD generated rainfall data in prediction of the flash flood hazards on coupled alluvial fan-piedmont plain landforms with kinematic wave theory. Using HEC-1, Bedient et al. ͑2000͒ computed outflow hydrographs from three major storms and compared them to measured hydrographs utilizing NEXRAD and gauge data. Radar proved to be as accurate, and in some cases more accurate, than the raingauge model. Building on these research results, Bedient et al. ͑2003͒ developed an advanced flood warning system that relies on NEXRAD for hydrologic prediction in Houston, Tex. Carpenter et al. ͑2001͒ employed NEXRAD data in an operational hydrological modeling framework. Results from these studies are not conclusive. In other words, it is hard to reach a conclusion based on these studies to promote one precipitation data source over the other. A dense network of rain gauges may provide better spatial representation than NEXRAD. The latter, however, is more accessible by the public and much less costly.
Few studies utilized NEXRAD data within the SWAT model. Jayakrishnan et al. ͑2005͒ compared the effect of precipitation input, i.e., NEXRAD versus rain gauges, on the mean monthly stream flow estimations by SWAT without calibrating the model. They compared simulations with observed stream flows and obtained better results with NEXRAD. Di Luzio and Arnold ͑2004͒ used NEXRAD precipitation data in modeling 24 storm events by modifying the SWAT model for hourly simulations. The work presented in this paper differs from these studies in that the hydrologic model is calibrated twice, once using rain gauge data as input, and once with NEXRAD being the input.
The objectives of this paper are: ͑1͒ to calibrate and validate a watershed scale model to quantify runoff, base flow, and stream flow in the Pocono Creek; and ͑2͒ to explore the potential use of NEXRAD data as an alternative precipitation data source. The calibrated model will later be used to assess future long-term impacts of the projected land use changes on the sustainability of the Pocono Creek stream flow.
In the next section, a summary of the flow component of the SWAT model is presented, followed by information on the study area and various data employed in the study. The subsequent section discusses the methodology employed, specifically base flow separation, NEXRAD data processing, and calibration and validation of the SWAT model, and it is followed by the conclusion section.
Summary of SWAT Model
SWAT is a distributed, deterministic process-based hydrologic model ͑Neitsch et al. 2002a,b͒. The AVSWAT ͑Di Luzio et al. 2002͒ graphical user interface ͑GUI͒, which runs under ArcView GIS, is used to preprocess model data, run the SWAT model, and postprocess model outputs. SWAT uses readily available inputs and has the capability of routing runoff and chemicals through streams and reservoirs, adding flows and input measured data from point sources. It is also capable of simulating long periods for computing the effect of management changes. Major components of the model include weather, surface runoff, return flow, percolation, evapotranspiration ͑ET͒, transmission losses, pond and reservoir storage, crop growth and irrigation, groundwater flow, reach routing, nutrient and pesticide loading, and water transfer.
The input data needed to run the SWAT model include soil, land use, weather, rainfall, management conditions, stream network, and watershed configuration data. AVSWAT has the capability of extracting most of these model parameters from readily available GIS maps such as digital elevation models ͑DEM͒, land use maps, STATSGO soil maps, etc. Below is a short summary of the SWAT model from the model manual and theoretical documentation, version ͑Neitsch et al. 2002a SWAT partitions the watershed into subunits including subbasins, reach/main channel segments, impoundments on main channel network, and point sources to set up a watershed. Sub-basins are divided into hydrologic response units ͑HRUs͒, which are portions of subbasins with unique land use/management/soil attributes. AVSWAT enables extraction of input parameters easily. It uses digital elevation models ͑DEM͒ as input to extract the channel network and delineate the watershed and subwatersheds, the resolution of which depends on the user-provided threshold area, which is the area required to initiate a first-order channel. The threshold area can be chosen in such a way that the resultant channel network resembles the one provided in topographic maps. The user needs to provide two threshold values to create HRUs, one for land use and one for soil. Land uses that cover a percentage of the subbasin area less than the threshold level are considered minor and thus eliminated. After the elimination process, the area of the remaining land uses is reapportioned so that 100% of the land area in the subbasin is modeled. The soil threshold is applied next in a similar fashion to eliminate minor soil types that occupy negligible portions of the HRUs.
In SWAT, the land phase of the hydrologic cycle is based on the water balance equation
where SW t = final soil water content ͑mm͒; SW 0 = initial soil water content ͑mm͒; t = time ͑days͒; R day,i = amount of precipitation on day i ͑mm͒; Q surf,i = amount of surface runoff on day i ͑mm͒; E a,i = amount of evapotranspiration on day i ͑mm͒; w seep,i = amount of percolation and bypass flow exiting the soil profile bottom on day i ͑mm͒; and Q gw,i = amount of return flow on day i ͑mm͒. Snowmelt is included with rainfall in the calculation of runoff and percolation; it is controlled by the air and snow pack temperature, the melting rate, and the areal coverage of snow. The mass balance for the snow pack is given by
where SNO t = water content of the snow pack at the end of a day ͑mm͒; SNO 0 = initial water content of snow pack ͑mm͒; R day = amount of precipitation on a given day ͑mm͒; E sub = amount of sublimation on a given day ͑mm͒; and SNO mlt = amount of snowmelt on a given day ͑mm͒. This equation assumes that the water released from snowmelt is evenly distributed over the 24 h of the day. SWAT uses the USDA Soil Conservation Service ͑SCS͒ curve number method ͑USDA 1972͒ or the Green and Ampt infiltration method ͑Green and Ampt 1911͒ to compute surface runoff volume for each HRU. The former option is utilized in this study. The SCS runoff equation is an empirical model that was developed to provide a consistent basis for estimating the amounts of runoff under varying land use, soil types, and antecedent moisture conditions ͑Rallison and Miller 1981͒. The SCS curve number equation is
where S = retention parameter ͑mm͒. In this equation the initial abstractions, which include surface storage, interception, and infiltration prior to runoff, are approximated as 0.2S. The retention parameter is defined as
in which CN = curve number for the day, which is a function of the soil's permeability, land use, and antecedent soil water conditions. Evapotranspiration ͑ET͒ is the primary mechanism by which the water is removed from a watershed. It includes all processes by which water at the earth's surface is converted to water vapor: evaporation from the plant canopy, transpiration, sublimation, and evaporation from the soil. SWAT calculates actual ET from potential evapotranspiration ͑PET͒. The latter is estimated by three methods in SWAT: ͑1͒ the Penman-Monteith method; ͑2͒ the Priestly-Taylor method; and ͑3͒ the Hargreaves method. The Penman-Monteith method requires solar radiation, air temperature, relative humidity, and wind speed. The Priestly-Taylor method requires solar radiation, air temperature, and relative humidity. The Hargreaves method requires air temperature only. Penman-Monteith is used in this study.
Once surface runoff is calculated, the amount of surface runoff released to the main channel is computed from
where Q ch,i = amount of surface runoff discharged to the main channel on day i ͑mm͒; Q surf,i = amount of surface runoff generated in the subbasin on day i ͑mm͒; Q stor,i−1 = surface runoff stored or lagged from day i −1 ͑mm͒; surlag= surface runoff lag coefficient; and t conc = time of concentration for the subbasin ͑hs͒. The last expression within the bracket on the right-hand side of Eq. ͑5͒ represents the fraction of total available water allowed to enter the reach on a given day. Remaining water becomes available water for the next day ͑Q stor,i ͒. The movement of water through the channel network of the watershed to the outlet is routed in the main channel and reservoirs. Flow is routed through the channel using either a variable storage coefficient method developed by Williams ͑1969͒ or the Muskingum routing method, the latter of which is employed in this study. Transmission losses, which reduce runoff volume as the flood wave travels downstream, are also accounted for by the model. SWAT is a continuous time model, i.e., a long-term yield model. The model is not designed to simulate detailed, singleevent flood routing.
The water balance for the shallow aquifer is
in which aq sh,i = amount of water stored in the shallow aquifer on day i ͑mm͒; aq sh,i−1 = amount of water stored in the shallow aquifer on day i −1 ͑mm͒; w rchrg,i = amount of recharge entering the aquifer on day i ͑mm͒; Q gw,i = groundwater discharge, or base flow, into the main channel on day i ͑mm͒; w revap,i = amount of water moving into the soil zone in response to water deficiencies on day i ͑mm͒; w deep,i = amount of water percolating from the shallow aquifer into the deep aquifer on day i ͑mm͒; and w pump,sh,i = amount of water removed from the shallow aquifer by pumping on day i ͑mm͒. The recharge to the aquifer on a given day is calculated by
where ␦ gw = delay time or drainage time of the overlying geologic formations ͑days͒; w seep,i = total amount of water exiting the bot-tom of the soil profile on day i ͑mm͒; and w rchg,i−1 = amount of recharge entering the aquifer on day i −1 ͑mm͒. Base flow is computed by SWAT using the following equation:
where Q gw,i−1 = groundwater flow into the main channel on day i −1 ͑mm͒; ␣ gw = base flow recession constant; and ⌬t = time step ͑1 day͒.
Study Area and Data
The 120 km 2 Pocono Creek watershed is located between latitudes 40°59ЈN-41°06ЈN and longitudes 75°14ЈW-75°26ЈW in Monroe County, eastern Pennsylvania, near the New Jersey state border ͓Fig. 1͑a͔͒, within the Delaware River Basin. Pocono Creek's 26-km-long watershed valley drains from the Pocono Plateau in its headwaters eventually into the Brodhead Creek, a tribu- Table 1 summarizes the data used in this study along with their sources and formats. Precipitation, temperature, humidity, and wind speed data were obtained from two National Weather Service ͑NWS͒ climate stations: Mount Pocono to the north and Stroudsburg to the east. As can be seen from Fig. 1͑a͒ , both stations are outside the watershed boundary. To study the potential effects of this on model performance, NEXRAD data were also utilized during the study as an alternative precipitation data source. Specifically, the XMRG products produced by the Middle Atlantic River Forecast Center ͑MARFC: ͗http:// www.erh.noaa.gov/er/marfc͒͘ were used. XMRG precipitation files are generated in a specific file format after analyses from both gauges and radar with some manual quality control and are available at approximately 4 km cell resolutions. The small squares with dots inside in Fig. 1͑a͒ represent the locations of the centroids of the NEXRAD precipitation cells. The XMRG files for the MARFC region can be downloaded from ͗http:// dipper.nws.noaa.gov/hdsb/data/nexrad/marfcគmpe.php͘.
The current land cover ͓Fig. 1͑b͔͒ is dominantly forest ͑89%͒. Pasture constitutes about 3.5% and there is almost no agricultural activity ͑Ͻ0.2% ͒. Residential, commercial, and transportation areas comprise about 5.8% of the watershed, including the commercially developed Route 611 corridor, Big Pocono State Park, Camelback Ski Area, the Nature Conservancy's Tannersville Cranberry Bog, and state gamelands. Silt loam is the major soil type in the watershed covering about 84.9%. Two other soil types in the watershed are sandy loam ͑11.4%͒ and loam ͑3.7%͒. The elevation in the watershed changes from 183 m at the outlet to 648 m near the Camel Back Ski Area. A 30 m resolution digital elevation model ͑DEM͒ is used in extraction of the stream network and delineation of the watershed and subwatersheds. The watershed is divided into 29 subbasins. The STATSGO soil database was used to acquire any soil-related model parameters ͓Fig. 1͑c͔͒. Hydrologic response units ͑HRU͒ are generated by using 10 and 0% thresholds for land use and soil maps that resulted in a total number of 129 HRUs.
Methodology

Base Flow Separation
Stream flow is usually partitioned into two parts, the fast and the slow response components, the latter of which is due to the base flow contribution. Any other contribution to stream flow by various mechanisms can be deemed as the fast response component. SWAT computes the base flow and surface runoff components of the stream flow separately. Although some parameters play an interactive role, such as the CN, some parameters only affect one individual component of the flow. For instance, Manning's roughness only affects surface runoff, whereas the base flow recession constant only affects base flow. Hence, to better calibrate model parameters, it is necessary to partition the observed stream flow hydrograph into base flow and surface runoff components, both of which then become estimated quantities rather than observed.
We estimated base flow using the method described in Arnold et al. ͑1995͒ and Arnold and Allen ͑1999͒. This is a recursive digital filter technique that was originally used in signal processing and filtering. The filter can be passed over the stream flow data several times, with each pass resulting in less base flow. Various other methods of base flow separation are also available, and each can give significantly different base-flow estimates which clearly affect not only model calibrated parameters but also model performance.
Next Generation Weather Radar
Both the Mount Pocono and Stroudsburg climate stations are located outside the watershed boundary ͓Fig. 1͑a͔͒ and provide point measurements. This raises the question whether the data from these two gauge stations are really representative of spatial rainfall pattern in the Pocono Creek watershed, which is partly covered with mountains. It is well known that precipitation may change significantly in mountainous areas. Precipitation is usually higher in upper elevations. To be able to realistically answer this question, several rain gauges inside the watershed boundary are needed so that spatial distribution of the precipitation pattern can be attained. The NEXRAD precipitation data do provide a spatial representation of the precipitation distribution over the entire watershed. They also provide a finer temporal resolution ͑hourly͒ as compared to daily values from the climate stations that are available. In any case, hourly precipitation is not required for this study and daily precipitations suffice for the current model application. Because our ultimate goal is modeling base flow and stream flow in the Pocono Creek watershed, we compared gaugedriven model performances to NEXRAD driven ones. This sheds light on whether consideration of the distributed nature of precipitation improves the model performance or not and whether NEXRAD can be relied on as an alternative to the surface rain gauge measurements.
There are four levels of NEXRAD precipitation products, categorized based on the amount of preprocessing, calibration, and quality control performed ͑Xie et al. 2005͒. The Stage I product is a digital precipitation array ͑DPA͒, also called hourly digital precipitation ͑HDP͒, and it is derived from reflectivity measurements using a Z-R ͑reflectivity-precipitation͒ relationship after the application of several quality control algorithms. The Stage II product is HDP combined with hourly rain gauge observations for a single radar site and has mean field bias correction. Therefore, Stage II precipitation estimates are superior to Stage I estimates. Stage III data are obtained by combining Stage II data from multiple weather radars covering an entire River Forecast Center ͑RFC͒ and provides estimates for each Hydrologic Rainfall Analysis Project ͑HRAP͒ cell. Stage III was created specifically for the NWS river forecast centers, which need rainfall estimates over a much larger area than covered by an individual radar. Stage III products are also mosaicked to cover the entire Continental United States, and the end product is named Stage IV ͑Xie et al. 2005͒. Among these products, Stage III is the most widely used one.
NEXRAD Data Processing
The data type we used in this study is called MPE ͑multisensor precipitation estimate͒, which is roughly equivalent to Stage III level data. They come in compressed and in the XMRG format, which is hourly precipitation estimates on an HRAP grid generated by MPE and Stage III. There is one tar file for each month, and within each there is one tar file for each day, then multiple binary files, each with 1 h precipitation, also compressed. The process requires multiple unzipping and untarring. For instance, from 6/21/2002 to 4/30/2005 ͑this is the time period of flow measurements at the Pocono Creek USGS stream gauge͒, there are more than 25,000 individual hourly compressed files. To be able to use them, they all need to be first uncompressed and then converted from binary to ASCII file format. We used two scripts written in PERL, which is a high-level programming language commonly used in file processing and text manipulation, to handle this situation. After uncompressing all the hourly files with the first script, the second script converted them all from binary to ASCII format by calling the C program "xmrgtoasc.c." Once uncompressed and converted to ASCII, they occupied a space of approximately 5 GB. Hourly precipitation files contain 200 columns and 200 rows, with each entry representing the areal average precipitation of an area approximately 4 ϫ 4 km. These XMRG files come in a coordinate system called HRAP ͑Hydro-logic Rainfall Analysis Project͒, which is basically a polar stereographic map projection that is formed on a plane intersecting a spherical earth datum at 60°N and is not recognized by many GIS software packages, including ArcView. Reed and Maidment ͑1999͒ present details about how the HRAP coordinate is defined and provide insights as to why displaying HRAP grids with GIS data has been a point of confusion. The link at ͗http:// www.nws.noaa.gov/oh/hrl/distmodel/hrap.htm͘ is an excellent reference explaining how to perform coordinate transformations and provides the tools for doing so. Readers can also refer to the recent paper of Xie et al. ͑2005͒ for a detailed explanation of an automated procedure to process NEXRAD data.
As mentioned in the previous paragraph, there are 200ϫ 200 = 40,000 data entries in each hourly precipitation file. Among these we only need the ones covering the Pocono Creek watershed. Therefore, we want to determine which HRAP cells fall within the Pocono Creek watershed. This can be done in ArcInfo using the Arc Macro Language ͑AML͒ script described in Xie et al. ͑2005͒ or alternatively, as we did, in ArcView using the extension "coord.avx." This script gives users the option to create a Shapefile of HRAP center points in HRAP coordinates, polar stereographic coordinates, or geographic coordinates ͑lon-lat͒, and it can be downloaded from the link provided in the previous paragraph. As can be seen from Fig. 1͑a͒ , merely 12 HRAP cells fall within or near the boundary of the study watershed. Thus, we extracted the hourly precipitation estimates only for those 12 cells.
There are two key points worth mentioning. First, the times given for the XMRG files are in Universal Time ͑5 h ahead of U.S. Eastern Standard Time͒, not the local time. For instance, the XMRG filenames look like "xmrgគ12172004គ07zគMA," and this represents the total precipitation occurring on 12/17/2004 from 7:00 to 8:00 AM in Universal Time ͑2:00-3:00 AM in Eastern Time͒. Secondly, the C code "xmrgtoasc.c" may not work with some of the older XMRG files downloaded from NWS ͑prior to 2/1/2004͒, which may be due to formatting inconsistencies. The converted ASCII files for that time period were obtained from NWS through personal communication.
Model Calibration
Models are only simplified representations of natural processes. Even fully physically based models cannot avoid simplifications. Adding into that parameter uncertainties and measurement errors, model calibration becomes inevitable in any modeling exercise. A split data set approach is implemented in this study to calibrate and validate the SWAT model. The period from 7/1/02 to 5/31/04 of the daily flow data, aggregated into monthly flows, is used for calibration and the remaining data from 6/1/04 to 4/30/05 is used for validation. Three to five years of data are typically required in calibration, although with a good set of data and the proper objective function, a single year of data has been shown to be adequate ͑Sorooshian et al. 1983͒. The statistical measures of mass balance error ͑MBE͒, coefficient of determination ͑R 2 ͒ and NashSutcliffe ͑Nash and Sutcliffe 1970͒ efficiency ͑E NS ͒ are used as indicators of model performance, which are defined as
where Q sim,i and Q obs,i = simulated and observed ͑or estimated͒ flows at the ith observation, respectively; and N = number of observations. Similarly, Ō sim and Ō obs = average simulated and observed flows over the simulation period. The coefficient of determination describes the proportion of the total variances in the observed data that can be explained by the model and ranges from 0 to 1, whereas Nash-Sutcliffe efficiency is a measure of how well the plot of observed versus predicted values fit the 1:1 line and can vary from −ϱ to 1. A negative E NS indicates that model predictions are not better than the average of the observed data.
The calibration process followed is adapted from Santhi et al. ͑2001͒ and is summarized in Fig. 2 . The threshold values set for MBE, R 2 , and E NS in the figure are at monthly time scales. Curve numbers ͑CN͒ of each soil/land use combination are calibrated first to meet the criteria set for surface runoff ͑SR͒. At the next stage the, GW_REVAP coefficient, which is a limiting factor for the maximum amount of water that can be removed from the aquifer to the overlying unsaturated zone due to moisture deficit, threshold depth of water in shallow aquifer required for base flow to occur ͑GWQMN͒, delay time for aquifer recharge ͑GW_DELAY͒, and soil evaporation compensation factor ͑ESCO͒ are calibrated to meet the stream flow ͑SF͒ and base flow ͑BF͒ criteria. Once the model is calibrated using measured stream flows for the calibration period, the model is validated using the data for the previously stated validation period, and MBE, R 2 , and E NS are checked against the threshold values shown in Fig. 2 . The threshold values set for the MBE, R 2 , and E NS statistical measures must be satisfied for a successfully calibrated model. Before calibrating the model parameters, we performed an automated sensitivity analysis with a version of SWAT called AVSWATX that is based on Latin hypercube ͑LH͒ and one factor at a time ͑OAT͒ sampling. Unfortunately, AVSWATX performs sensitivity analysis only for SF volume or average SF. Fig. 3 depicts the sensitivity of average stream flow to various model parameters. It is clear that CN is the most sensitive model parameter. An interesting observation from the figure is that the order of sensitivity of model parameters may change with the precipitation data. Fig. 3 shows parameter sensitivities for 2, 5, and 24 years of precipitation data, with shorter durations being the subset of the longer durations. Consider the parameter GW_REVAP as an example. Although it is the fifth most sensitive parameter when 24 years of precipitation data is used, it is not even in the picture when 2 years of precipitation data are used. The order of sensitivity in Fig. 3 is important when calibrating the model to have a low MBE of SF. However, R 2 and E NS are sensitive not only to volume but also timing of flow. We did not perform sensitivity analysis for the latter and relied on the model developers' experiences as depicted in Fig. 2 in calibrating model parameters.
Simulations with Climate Stations as Precipitation Data Source
In calibrating the SWAT model we first relied on the two climate stations as the precipitation data source, as shown in Fig. 1͑a͒ : Mount Pocono and Stroudsburg stations. Model parameters are calibrated at the monthly time scale as described in Fig. 2. Fig. 4 compares the observed SF and estimated SR with SWAT simulated counterparts for the calibration period 7/1/2002 to 5/31/ 2004. We actually started simulations from 7/1/1970 with measured precipitation data as input. This corresponds to a warm-up period of 32 years, which is uncharacteristically long. The idea behind using long warm-up periods is to minimize the effect of initial conditions such as antecedent moisture, initial groundwater table height, etc., which are often not known. We decided on this long period after experimenting with various warm-up periods. Daily simulations are performed as well, the results of which for SF are also shown in Fig. 4 . We had to adjust one more parameter, the surface runoff lag coefficient ͑surlag͒, to improve the daily simulation performances. Both the monthly and daily SF simulation results match well to the observed SF. SWAT also generated monthly SR values, comparable to SR estimated from observed stream flow. The highest monthly volume error is during the month of June 2003, where SWAT underestimates SR by 42%. Table 2 summarizes MBE, R 2 , and E NS at both the monthly and daily time scales for the calibration period. The threshold efficiency measures set for calibration are met at the monthly scale. SWAT slightly underestimates the total volume of SF, SR, and BF, as all have negative MBE. Although not required as a performance criteria, R 2 and E NS of BF are also computed and shown in Table 2 for completeness. The fact that the statistical measures R 2 and E NS computed for SF at the daily time scale meet the criteria is surprising, as SWAT is recommended for long-term simulations, at no less than a monthly time scale.
Although the results are promising, in the next section we appraise the use of radar estimated precipitation, which in the absence of gauge data is the only available precipitation data source. Even if gauge measurements are available, some studies indicate that radar data may still be preferable and provide better model performances ͑e.g., Bedient et al. 2000; Jayakrishnan et al. 2005͒ . We did not have hourly precipitation data for the Stroudsburg gauge station, and the daily precipitations are actually reported from 7:00 a.m. to 7:00 a.m., meaning that they do not really represent the calendar day. Clearly this does not affect monthly simulation results, unless there is a very significant storm that happened to start at the end of a month and end at the beginning of the following day. Nevertheless, at the daily time scale, this nuance can play a more important role and the use of NEXRAD in this regard may lead to improved results.
Simulations with NEXRAD
Before running the SWAT model with NEXRAD data, we wanted first to see how well NEXRAD estimates precipitation at the two climate stations. Fig. 5 compares the daily and monthly areally averaged NEXRAD estimated precipitations to measurements at the gauges. All the values in the figure are in mm. Mount Pocono station falls in between two NEXRAD cells ͓Fig. 1͑a͔͒, ͑961,614͒ and ͑961,615͒, where the numbers in parentheses represent the X and Y coordinates of the centroids of the NEXRAD cells in the HRAP coordinate system. Therefore, we compared Mount Pocono point precipitation measurements to NEXRAD estimates at both cells as well as to their arithmetic averages. The Stroudsburg station falls inside the grid ͑966,614͒, as seen in Fig. 1͑a͒ . Estimated hourly precipitations were aggregated in these cells to obtain the daily and monthly precipitation estimates. For a realistic comparison with the Stroudsburg data, we computed daily values from 7:00 a.m. to 7:00 a.m. at the cell ͑966,614͒. Fig. 5 reveals that ͑961,615͒ represents Mount Pocono relatively better than both ͑961,614͒ and the average of the two, as it has a higher R 2 , the slope of its regression equation is closer to 1, and it has a smaller intercept. Further, ͑961,615͒ overestimates precipitation by only 5.7%, as compared to the 10.8% overestimation of ͑961,614͒ from 1/1/2002 to 4/30/2005. Over the time period from 1/1/2002 to 2/28/2005, NEXRAD underestimates precipitation in the Stroudsburg station by 10.0%. In this watershed, comparisons with gauge measurements indicate that NEXRAD technology provides an alternative source of precipitation data. Note that NEXRAD estimates are areal average precipitations of an approximately 4 ϫ 4 km 2 grid, in contrast to point measurements ͑ϳ100 cm 2 ͒ of gauge stations. Differences between the two are partly attributed to variations of point measurements from areal average estimates of precipitations, and partly due to measurement errors associated with the instrument itself. Fig. 6 depicts the annual average precipitation distribution within the Pocono Creek watershed, derived from 3.5 years of available NEXRAD data. The precipitation contours are obtained by interpolation, where precipitation data are assumed to be located at the centroids of the HRAP grid cells. The bull's-eye appearance in the figure is a result of this interpolation and the use of the full black and white spectrum over the range of annual precipitation values. Within the watershed boundary, average annual precipitation varies from 1,503 to 1,687 mm. This corresponds up to a 12% variation. A topographic map of the basin is also shown in the same figure. Close inspection reveals that precipitation increases from the watershed outlet in the northwest direction, where it peaks at the highest point of the basin ͑where the bull's eye is͒, and from there on decreases to the north and northwest. It appears that storms moving inland from the Atlantic Ocean in the northwest direction are dumping more rain when they hit mountain ranges and hillsides. It is obvious here that precipitation is not spatially uniform within the Pocono Creek watershed because of its unique topographical features.
At the next stage, we calibrated the SWAT model using NEXRAD as the precipitation data source. The only parameter adjusted is the CN. We reduced the previously gauge-driven, calibrated CN values in all HRUs by 1.5. The volume of precipitation over the study watershed estimated with NEXRAD was greater than that estimated from rain gauges, and thus this adjustment in CN had to be made. We also experimented with other parameters, but they did not further improve the model performances. Fig. 7 compares SWAT simulations to observed SF and estimated SR at the monthly time scale and SF at the daily time scale. Overall the model performs well at both time scales, and the results are comparable to the gauge-driven simulations illustrated in Fig. 4 . The NEXRAD driven model performance statistics MBE, R 2 , and E NS summarized in Table 3 compare well to their counterparts given in Table 2 . From the results obtained, and despite a relatively smaller calibrated CN, it is reasonable to draw the conclusion that NEXRAD estimated precipitation data is a good alternative to gauge measured precipitation data. The benefit of using distributed rainfall data was negligible at both time scales when flow at the watershed outlet is concerned. On the other hand, noticeable improvement is expected for stream flow estimates at the subwatershed outlets with the use of distributed rainfall data over the available rain gauge data ͑see Fig. 6 for spatial distribution of precipitation in the Pocono Creek watershed͒. These two observations are based on the calibration period. In the next section, we use an 11 month period split sample data set to further validate the SWAT model with both gauge and NEXRAD data.
Model Validation
The period from 6/1/2004 to 4/30/2005 is chosen as the validation period. One storm event immediately draws attention in this period. On April 2 and 3, 2005, NEXRAD estimated averages of 104 and 10 mm of rain over the watershed, respectively. On the same days, the climate stations estimated about 115 and 10 mm of rain. The April 2 event is truly an extreme event, with a return period of approximately 10 years. Although there has not been any significant amount of rain during the previous three days, the observed stream flows on April 2 and 3 were 80 and 87 mm, respectively. Contrary to the total measured 125 mm of precipitation ͑conservative estimate based on rain gauges͒ on April 2 and 3, the USGS stream gauge reported 167 mm of total flow on these dates. Even if all the precipitation fallen became stream flow, there is still about 42 mm unaccounted for. Thus, we can conclude that the measured stream flow ͑what is really measured is the stage of the flow; flow discharges are estimated from stage measurements using rating curves͒ is probably overestimated. An error in the precipitation seems less likely, as NEXRAD estimates We computed in Table 4 the model efficiencies when April 2005 is excluded from the validation period, considering it as unreliable. Subscript x is used to symbolize this scenario. As can be seen, MBE in SR decreased from 15.1 to 5.9% with the gauge input simulations. In SF and BF, it dropped to 5.5 from 13.5% and to 4.8 from 10.6%, respectively, all underestimations. MBE in SF and SR also got smaller in NEXRAD simulations after excluding April 2005 data but increased in BF. The E NS values have improved as well in monthly outputs of SR and SF, and R 2 improved slightly overall. Daily statistics have mixed results. Removal of the April 2 event did not have a significant impact on R 2 but improved E NS with both gauge and NEXRAD simulations. It is expected that, as more data become available, the high mass balance error caused by the April 2005 event in the validation period will diminish due to averaging over a longer period.
It is interesting to note that, while at the monthly time scale NEXRAD had better performance statistics, at the daily time scale, gauge-driven simulations had slightly better statistics. Several reasons may have contributed to this. First, calibration efforts were more focused to a monthly time scale as part of the project goal. Secondly, NEXRAD calibration was built on the calibrated parameters with gauge-driven data; therefore, there is a small bias.
Summary and Conclusions
In this paper we modeled the hydrology in Pocono Creek watershed using a distributed parameter watershed model, and in particular we explored the potential for using the NEXRAD as an alternative source of precipitation data to rain gauge stations. We calibrated and validated the SWAT model for the Pocono Creek watershed in eastern Pennsylvania, and the model will be used in a subsequent effort to investigate the impact of population growth and projected future land use changes in Monroe County on the sustainability of water resources in the watershed.
The model was first calibrated using precipitation data from two gauge stations located outside the watershed boundary. We evaluated the model performance by visually comparing model generated SF and SR hydrographs to observed SF and SR hydrographs, which was estimated from SF by separating BF, as well as through computed model efficiency statistics, i.e., mass balance error ͑MBE͒, coefficient of determination ͑R 2 ͒, and NashSutcliffe efficiency ͑E NS ͒. Results were very promising. Although calibration targets were set at the monthly time scale, daily model outputs were also assessed against their observed counterparts. The R 2 and E NS values computed at the daily time scale also satisfied the threshold values set for monthly results.
As an alternative data source, we appraised the use of radargenerated precipitation. The NEXRAD data obtained from the MARFC provided hourly precipitation estimates over approximately 4 ϫ 4 km 2 grids. Measured precipitations at the two gauge stations were in close agreement with the NEXRAD estimated precipitations at the grids that contain these gauge stations. Twelve NEXRAD grid cells were determined to be within the Pocono Creek watershed boundary. Close examination of the spatial distribution of average annual precipitation generated out of these cells disclosed that precipitation is not uniformly distributed within the watershed, with the highest precipitation occurring near the highest elevation of the watershed. Average annual precipitation appears to have varied by as much as 12% within the watershed.
The SWAT model was fed with the spatial-distributed NEXRAD precipitation data and recalibrated by reducing the average curve numbers ͑CN͒ by a value of 1.5 that were obtained from model calibration when gauge precipitation data was used as input. The SF and SR hydrographs were in close agreement with measured hydrographs. Efficiency statistics MBE, R 2 , and E NS were close to ones obtained with gauge-driven simulations. Hence, when model outputs at the basin outlet are considered, it was concluded that the spatial representation of precipitation did not contribute to model improvement in the model calibration period. The true merits of using the spatially distributed NEXRAD precipitation data can be better understood if simulations are performed at the subwatershed scale. However, this requires flow measurements inside the watershed. Unfortunately, such flow measurements are not available for the Pocono Creek watershed at this moment for further investigation. The model was then run for an additional 11 month period for validation purposes, both with gauge and NEXRAD data. NEXRAD generated smaller MBE. The values of R 2 and E NS were higher at the monthly time scale with NEXRAD, whereas at the daily time scale gauge-driven simulations resulted in higher R 2 and E NS . Exclusion of the extreme event in April 2005 significantly reduced the mass balance error. It also improved R 2 and E NS at the monthly scale, but yielded mixed results at the daily time scale.
This study showed that spatially distributed precipitation data obtained through radar reflectivity measurements provide a viable alternative to rain gauge measurements. However, estimation of precipitation with the help of radar still needs improvement. At present, data from rain gauges will continue to be relied upon to correct NEXRAD hourly digital precipitation for mean field bias. Future refinement of this technology may provide a cost-effective alternative source of precipitation data and may eventually eliminate the need for the much more costly rain gauges, at least for large-scale watershed applications.
