A cloud detection algorithm for satellite radiance from the microwave temperature sounder (MWTS) on board the first satellite of the Chinese polar-orbiting Fengyun-three series (FY-3A) is proposed based on the measurements at the frequencies of 50.3 and 53.6 GHz. The cloud liquid water path index (LWP index) is calculated using the brightness temperature at these two channels. Analysis of one case carried out in January 2010 shows the great consistency between this new algorithm result and the available liquid water path product from the Meteorological Operational satellite A (MetOp-A). In general, about 60% of the global MWTS data are considered to be contaminated by cloud by virtue of the new cloud detection algorithm. A quality control (QC) procedure is applied to MWTS measurements with emphasis on the cloud detection. The QC steps are composed of (i) channel 2 over sea ice, land and coastal field of views (FOVs); (ii) channels 2 and 3 over cloudy FOVs; and (iii) outliers with large differences between observations and model simulations. After QC, MWTS measurements of channels 2-4 agree very well with the model simulations using the National Centres for Environmental Prediction (NCEP) forecast data as radiative transfer model input; the scan biases are reduced significantly, especially at the edges of the swath; and the frequency distributions of the differences between observations and model simulations become more Gaussian-like.
Introduction
On 27 May 2008, the first satellite in the new Chinese polar-orbiting satellites Fengyun series (FY-3A) was successfully launched into a circular, sun-synchronous, near-polar and morning-configured (10.00 am, mean equator crossing local solar time of the descending node) orbit with an altitude of 836 km above the Earth and an inclination angle of 98.75°. Eleven instruments are on board FY-3A, including: Visible and InfRared Radiometer (VIRR); MEdium ReSolution Imager (MERSI); InfRared Atmospheric Sounder (IRAS); MicroWave Temperature Sounder (MWTS); MicroWave Humidity Sounder (MWHS); MicroWave Radiation Imager (MWRI); Solar Backscatter Ultraviolet Sounder (SBUS); Total Ozone Mapping Unit (TOU); Earth Radiation Measurer (ERM); Solar Irradiation Monitor (SIM); and Space Environment Monitor (SEM) ). The performance of the atmospheric sounding instruments meets or exceeds the prelaunch specifications ). MWTS is a four-channel cross-track radiometer that is similar to Advanced Microwave Sounding Unit-A (AMSU-A) channels 3, 5, 7 and 9 on board NOAA-15 to 19 . Adjoint-based estimates of observation impacts on numerical weather prediction (NWP) (Baker and Daley 2000) have demonstrated that the largest error decreases per instrument type is due to AMSU-A (Cardinali 2009 , Fourrie et al. 2002 , Langland and Baker 2004 . It is undoubtedly recognised that direct assimilation of AMSU-A sounding channels measurements can significantly improve the accuracy of weather analysis and forecasts (Andersson et al. 1994 , Courtier et al. 1998 , Derber and Wu 1998 , McNally et al. 2000 , Zhang et al. 2004 , Kozo et al. 2005 . Similarly, it is of great value to incorporate the MWTS data from the FY-3 series into NWP models (Li and Zou 2014) .
Quality control (QC) is important for assimilation of any satellite data. Observations have errors, forward models have limitations and forecast models have uncertainty. Since data assimilation systems are very sensitive to erroneous observations and are inclined to converge towards outliers, observations that are either unreliable or cannot be simulated accurately must be identified and eliminated before being assimilated. Development of an effective QC procedure is thus important for all observations to optimally improve numerical weather forecasts. MWTS is the first atmospheric sounding instrument developed by China, and it is important to have an effective and efficient QC procedure for MWTS measurements from the FY-3 series before being incorporated into the Chinese NWP or other data assimilations systems.
The analysis can be greatly improved based on the successful satellite data assimilation, which can benefit the numeric weather prediction, so the MWTS data might be useful for NWP modelling systems if properly assimilated. Challenges to the assimilation of satellite radiance measurements are associated with radiance biases, cloud contamination and surface emissivity. Microwave radiation at MWTS frequencies can penetrate through clouds except for the heavy precipitation. MWTS radiance measurements in non-heavy precipitation contain useful information about clouds and precipitation. However, it is difficult to simulate the cloud-contaminated radiances accurately using a radiative transfer model. So far, the cloud-affected microwave imager radiances assimilation have only been done operationally by ECMWF (Bauer et al. 2006 , Bauer et al. 2010 . As a first step towards the assimilation of all-weather data, our current work is to assimilate clear-sky microwave temperature sounding observations. Therefore, data in cloudy conditions should be eliminated based on effective cloud detection algorithms.
There were couples of cloud detection algorithms developed for satellite microwave measurements. The cloud detection method for special sensor microwave imager (SSM/I) radiance is based on the cloud liquid water path (LWP) retrieved using water vapour and cloud liquid water sensitive channels (Weng and Grody 1994) . Soon after, this method was applied to AMSU-A based on channels 1 and 2 (Weng et al. 2003) . The scatter index (SI) method is implemented to the Advanced Tiros Operational Vertical Sounder (ATOVS) and Advanced Very High Resolution Radiometer (AVHRR) data to detect scattering hydrometeors over ocean (Klaes and Schraidt 1999) , where SI is defined by the difference between AMSU-A channel 15 observations and simulations using a linear regression model. However, these algorithms are mainly developed for the microwave instruments with the two water vapour and cloud liquid water sensitive channels which are not available for FY-3A MWTS. Therefore, a cloud detection algorithm is incorporated based on the cloud fraction product provided by the Visible and InfrarRed Radiometer (VIRR) on board FY-3A (Li and Zou 2013) , which is one of the advantages of having the VIRR on board the same satellite platform as the MWTS. This paper is organised as follows: Section 2 will briefly present the major instrument characteristics of FY-3A MWTS. Model simulations of MWTS are provided in this section too. A cloud detection methodology based on MWTS measurements themselves will be described and the effectiveness then will be validated in Section 3. Section 4 presents the quality control procedure with emphasis on the cloud detection, and shows some numerical results before and after QC. The conclusions are drawn in Section 5.
MWTS instrument characteristics and model simulations

MWTS instrument characteristics
MWTS is a total power radiometer and scans in a cross track manner within ±4 8.3° with respect to the nadir direction. MWTS only has four channels in the oxygen band at frequencies ranging from 50.3 to 57.3 GHz for temperature sounding from the surface to about 1 hPa because of the absorption and emission of microwave radiation by atmospheric oxygen. MWTS provides only a total of 15 field of views (FOVs) along each scan line. The observation resolution at nadir for MWTS is about 62 km. Table 1 lists a few selected channel characteristics of MWTS, includ-ing channel frequency, peak weighting function height, measurement precision, noise-equivalent delta temperature (NEDT), and 3 dB band width ). The two-point calibration technique for AMSU-A (Mo 1999 ) is used for the calibration of the MWTS data ). The MWTS channel 1 frequency is centred at 50.3 GHz and is sensitive to surface and cloud liquid water, while channels 2-4 are for the sounding of the atmospheric temperature in the troposphere and low stratosphere.
Channel
Frequency ( Table 1 Channel characteristics of FY-3A MWTS
Model simulations
In this study, the community radiative transfer model (CRTM) developed by the US Joint Centre for Satellite Data Assimilation (JCSDA) for rapid calculations of satellite radiances is used to produce global simulations of brightness temperatures that are measured by MWTS (Weng 2007 , Han et al. 2007 ). The vertical profiles of pressure, temperature, and specific humidity, the surface parameters of surface skin temperature, 2-m wind speed, and wind direction from the NCEP Global Forecast System (GFS) 6-h forecasts are used as input to CRTM, along with sensor's zenith angle serving as additional input to CRTM. The NCEP GFS 6-h forecast fields have a horizontal resolution 0.3125° × 0.3125° and 64 vertical levels, with the highest vertical level located near 0.1 hPa.
Global simulations of brightness temperature can be usually used as a 'reference' or 'truth' for examining the performance of the MWTS instrument. Statistical features of the differences between the MWTS observed and model-simulated brightness temperatures are examined.
Cloud detection methodology and validation
Methodology
As demonstrated by Weng et al. (2003) , microwave measurements at lower frequency window channels can be directly related to LWP through an emission-based radiative transfer model, in which the effects of surface parameters such as emissivity and temperature on the measurements at two channels are taken into account. Specifically, cloud LWP over ocean can be derived by the following formula:
Where coefficients are calculated by
with and representing brightness temperatures at 23.8 and 31.4 GHz, respectively, is the sea surface temperature, is the water vapour mass absorption coefficient, is cloud liquid water the mass absorption coefficient, is the optical thickness, is the surface emissivity, and , where is the satellite zenith angle.
Unfortunately, the measurements at 23.8 and 31.4 GHz are not available for MWTS onboard FY-3A. However, the observations from different channels are not uncorrelated. In this study, we find that the observations at frequencies of 50.3 and 53.6 GHz can be utilised to derive LWP index using following empirical equation:
where and are the MWTS measurements at frequencies of 50.3 GHz and 53.6 GHz respectively, and is the sea surface temperature. Before applying the observations from these channels, MWTS channel frequency-drift introduced bias has been firstly corrected . The scan angle dependent coefficients , and obtained using regression method based on 'training' samples are shown in Table 2 . Similarly, this algorithm can be utilised to calculate LWP index for MetOp-A AMSU-A based on the two channel measurements at the same frequencies. Also the coefficients are presented in Table 3 . We can see that the coefficient decreases as scan angle increases, while the coefficients and increase as the scan angle increases for both MWTS and AMSU-A. Table 2 The scan angle dependent regression coefficients for FY-3A MWTS. Table 3 Same as Table 2 except for MetOp-A AMSU-A.
Validation
In this study, MetOp-A AMSU-A cloud LWP index over ocean within 55°S-55°N during 1-5 January 2010 is firstly calculated using Eqn 2, meanwhile, the AMSU-A cloud LWP products based on Eqn 1 are obtained from the operational microwave surface and precipitation products system (MSPPS). In order to validate the effectiveness of the new cloud detection method, the scatter plots of AMSU-A cloud LWP index and LWP are displayed in Figure 1 . For simplicity, logarithmic coordinates are used, and only results over FOVs 4, 7, 11 and 15 are given. The total numbers within each 0.2 kg/m 2 interval box indicated by colour are taken into consideration. The fitted quadratic lines show that great correlation between cloud LWP index and LWP, which can demonstrate that the new cloud detection algorithm is reasonable in some sense. Generally, a cloud LWP of 0.05 kg/m 2 is used as a threshold for detecting cloud-affected microwave radiance and 0.5 kg/m 2 used as the threshold for heavy precipitation . AMSU-A cloud LWP index variations as FOVs based on the quadratic regression at the LWP values of 0.05 kg/m 2 and 0.5 kg/m 2 are shown in Figure 2a . The LWP indexes are almost the same except for large scan angle corresponding to the threshold value of 0.05 kg/m 2 , while they are much different among different scan angle corresponding to the heavy rain threshold. The LWP index used as heavy rain detection is much larger at nadir than swath edge. Then the AMSU-A LWP indexes threshold for cloud and heavy rain detection are interpolated into MWTS FOVs according to the scan angle (see Figure 2b) . Hereafter, the MWTS LWP indexes threshold for cloud and heavy rain are denoted as L 1 and L 2 respectively. MWTS cloud LWP indexes over ocean during entire January 2010 are also calculated using Eqn 2. Figure 3 shows the scatter plots of brightness temperature differences between MWTS channels 1-2 observations and simulations and MWTS LWP indexes within 30°S-30°N and 90°W-180°W over ocean from 0300 UTC-1500 UTC on 1 January 2010. The grey dots indicate the data points with LWP index values being above the solid line L 1 shown in Figure 2b . The O-B difference of MWTS channel 1 is small under clear sky condition, however, the difference increases quickly as the LWP index increases, which demonstrates that the observations are contaminated by cloud. MWTS channel 1 is sensitive to surface, and the surface emissivity over ocean is about 0.5, much smaller than that of cloud. Moreover, the cloud emission effect of MWTS channel 1 dominates than scattering, while the scatting effect is much more important than emission for MWTS channel 2. So we can see the bias between observation and simulation difference increases sharply as LWP index increases. Figure The scatter plots of brightness temperature differences between MWTS channels 1-2 observations and simulations and MWTS LWP index within 30°S-30°N and 90°W-180°W over ocean from 0300 UTC-1500 UTC on 1 January 2010. The data whose LWP index is above the L1 in Figure 2b is indicated by grey dots. 
QC procedures and results
MWTS radiances can provide useful atmospheric temperature information in non-precipitating cloudy conditions. However, cloudy radiances are removed in most assimilation system due to insufficient cloud fields output from NWP models required by radiative transfer model, a non-constant bias in the presence of clouds, and the reduced accuracy of radiative transfer model for simulating cloudy radiances. In addition, surface emissivity that varies with frequency, surface type, soil content, surface wind, vegetation and viewing angle brings another type of challenge for satellite data assimilation. The large uncertainty in surface emissivity makes the simulations of surface-sensitive channels in less agreement with observations, especially over land, snow, sea ice, and coastal areas. Besides, abnormal observations may happen due to instrument problems or human mistakes. The purpose of quality control procedures are not only removing the cloud contaminated and surface effected radiances, but also those data that could not be well simulated. In this study, the quality control used for the elimination of MWTS observations is executed sequentially in the following order: (1) coastal observations of channels 2 and 3 are removed; (2) observations of channel 2 over sea ice, or land are removed; (3) cloudy observations of channel 2 and 3 with LWP index above L1 are identified and removed; and (4) the remaining outliers identified by the biweighting (Zou and Zeng 2006) check are eliminated. Figure 6 shows scatter plots of the differences of brightness temperature between MWTS channels 2-4 observations and model simulations on 1 January 2011. Outliers removed by specific quality control procedure are indicated in colours. The observations minus simulations differences of outliers and their standard deviations are much larger than those of the remaining data after quality control. For channel 2, the observed brightness temperature could be more than 10 K colder or warmer than model simulations due to surface emissivity uncertainty and cloud effect. The data spread for all three channels is significantly reduced after quality control, and the temperature dependency can not be seen obviously from observations minus simulations differences. Figure 7 shows the global distributions of observations minus simulations differences during 0300 UTC-1500 UTC at channels 2-4 for data that pass quality control. All the data differences are within ±2 K.
The 5-degree interval latitudinal angular biases of the MWTS channels 2-4 for the entire month of January 2010 are presented in Figure 8 . It is noted that the size of the FOV increases with increasing scan angle. The larger the FOV is, the higher the atmospheric inhomogeneity is within the FOV. It is not only difficult to accurately simulate the atmospheric inhomogeneity within FOVs at larger scan angles in radiative transfer models, but also difficult to take the atmospheric inhomogeneity into account in the forward model and calibration process. These biases should be subtracted from observations minus simulations differences in the formulation of data assimilation. It can be seen that large negative scan biases are presented at large scan angles at all latitudes for channels 2 and 3 at both sides of the scan lines before quality control. Relatively large negative scan biases for channel 4 are seen at large scan angles. The scan biases become small and not strong latitudinal dependence after quality control.
Figure 6
Scatter plots of the differences of brightness temperature between observations and model simulations for MWTS (a-b) channel 2, (c-d) channel 3 and (e-f) channel 4 outliers (left panels) and data that pass quality control (right panels) on 1 January 2010.
Figure 7
Global distribution of brightness temperature differences between MWTS observations and model simulations for the remaining data after (right panels) quality control during 0300 UTC-1500 UTC 1 January 2010. Figure 9 presents the frequency distributions of observations minus simulations differences before and after quality control for MWTS channels 2-4. There is one thing to note that the angular biases are removed for the frequency distributions of data after quality control. We can obvious see that the frequency distributions of all data are asymmetric before quality control, and more data are located on the left-hand-side of the distributions. However, after quality control and bias correction, the bias and standard deviations of the brightness temperature differences between observations and model simulations are greatly reduced. Moreover, the frequency distributions become more Gaussian-like after quality control.
Figure 9
Frequency distributions of observations minus simulations differences for MWTS channels 2-4 before (left panels) and after (right panels) quality control. Biases are removed for the frequency distributions of data after quality control.
Summary and conclusions
The second generation of Chinese FY-3 polar-orbiting satellites, FY-3A/B/C, were successfully launched on 27 May 2008, 5 November 2010 and 23 September 2013, respectively. The experimental satellites FY-3A/B carried eleven sensors, while four more instruments were carried on the operational satellite FY-3C. MWTS is one of the important instruments onboard all the three satellites.
A new cloud detection scheme for MWTS is proposed based on the two channels' measurements at frequencies of 50.3 GHz and 53.6 GHz, and the accuracy of cloud detected results is further tested using MetOp-A AMSU-A cloud LWP products. Analysis indicates that the percentages of clouds from this new cloud detection algorithm are compared very well with those obtained from cloud LWP products. In general, the global percentages of cloud retrieved from the new algorithm are about two thirds. Besides cloud detection, measurements over land and sea ice are also eliminated for channels 2 or 3. Finally, outliers that deviate greatly from model simulated MWTS radiances are also removed. After quality control, FY-3A MWTS data show a more coherent pattern when compared to model simulations. The frequency distributions of the differences between observations and model simulations for all three MWTS sounding channels are more Gaussian-like after quality controls and bias corrections.
This work can be extended to the following FY-3 microwave temperature sounder measurements. The methodology will be incorporated into global/regional assimilation and prediction system (GRAPES) developed by China or other NWP modelling systems. Incorporating FY-3 vertical atmospheric sounding radiance data can increase the current global coverage of satellite observations in operational numerical weather prediction.
