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Abstract. The paper deals with the possibilities and limitations of the image processing of digitalized
terrestrial photographs from analogue metric cameras. By the end of the 20th century, analogue metric
cameras such as Zeiss UMK were used for documentation purposes in the fields of industrial and
investment construction, nature and landscape preservation, heritage preservation, etc. Currently, the
collections of photographs are stored at specialized archives of many different institutions, such as
libraries, museums, universities, etc. These sets of photographs provide a material background for
a 3D digital reconstruction of a subject of interest at the time of taking the photographs.
The digital image processing of old photographs may be more difficult due to unknown parameters
of the used camera, such as the focal length, image coordinates of the fiducial marks and distortion
parameters of the lens system, etc. In this case, it may be difficult to process these photographs in
a photogrammetric software.
The paper presents a methodology for the digital photogrammetric processing of analogue terrestrial
photographs. The data processing is based on the parameters of the used metric cameras, which
are described in their calibration reports. The image processing was tested in two commercial
photogrammetric software tools that utilize the technology of Structure-from-Motion (SfM) or multi-
image intersection photogrammetry to process image datasets.
Keywords: 3D modeling, point cloud, historical images, cultural heritage, digitisation, close-range
photogrammetry, Zeiss.
1. Introduction
At present, collections of historical photographs are
stored in many specialized archives of many institu-
tions, such as libraries, museums, universities, heritage
institutions or private collections. These analogue pho-
tographs represent valuable sources of information -
spatial and temporal data. The current trend is the
digitisation of archival funds in order to protect them
and make them available to the professional and lay
public, so digitised analogue photographs can be re-
evaluated in photogrammetric software. This metric
survey documentation is able to provide a digital re-
construction of an object of interest at the time of
taking the photographs. Consequently, it can be re-
interpreted in the context of current knowledge and
the subject of a research.
Historical photographs can be divided into two basic
groups according to the type and manner of acquisi-
tion:
(1.) photographs from metric cameras:
(a) aerial survey photographs,
(b) terrestrial photographs,
(2.) photographs from non-metric cameras.
Aerial survey photographs were often used for mili-
tary mapping purposes. Therefore, they are valuable
sources of information for the study of a landscape
development. In such cases, they can be used as
map bases for orthophotos and digital terrain models
(DTM) at the time of the aerial photography [1–6].
These outputs can be used as separate data layers in
Geographic Information Systems (GIS).
Terrestrial photographs were often used for the doc-
umentation in the field of industrial and investment
construction, nature and landscape preservation, her-
itage preservation, etc. In such cases, they can be used
as bases for a 3D digital reconstruction of a historic
building at the time of taking the photographs. His-
torical objects may be e.g. buildings [7–9], sculptures,
paintings [10], archaeological sites [11, 12], natural
sites [13], etc.
Photographs from non-metric cameras were often
taken for photo-documentation in the field of heritage
preservation or as art-photography. Mostly, these
are separate, lower-quality-photographs. Nevertheless,
they can be a valuable data source [4, 8, 9, 11].
The digital processing of historical photographs
may be more difficult due to unknown elements of
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the internal orientation1 of the used camera, since
a camera calibration report is unavailable in most
cases. Furthermore, the image processing may have
other limitations, such as poor image quality, low
resolution, inappropriate configuration of photographs,
“high noise”2 , etc. This issue is sometimes referred
to as historical photogrammetry [6, 8, 10–12].
This paper is focused on the processing of digi-
tized terrestrial photographs from metric cameras,
such as the Zeiss Universal Metric Cameras (UMK)
and the TAN photo-theodolite, which is based on
the calibration reports of the used cameras. Further-
more, this paper presents a methodology according
to the internal parameters of the metric camera that
can be used in the image processing in the current
photogrammetric systems. Currently, it is common
practice that the issue of identifying the elements of
the internal orientation is neglected in the processing
of digitized photographs and the issue is left to solve
by the self-calibration process in the used photogram-
metric system [1–6, 9–12].
The current photogrammetric systems are often
based on computer vision techniques, which work
with algorithms like SfM (Structure from Motion),
SGM (Semi-Global Matching), SIFT (Scale Invariant
Feature Transform) or RANSAC (Random Sample
Consensus). The aim of this paper is not to describe
these algorithms, as the principles of the automatic
scene reconstruction from images are well described
in other literature, e.g. [15, 16].
In this case, the image processing of digitized ter-
restrial photographs was tested in commercial pho-
togrammetric software - Agisoft PhotoScan Profes-
sional, v. 1.3.3 [17] and PhotoModeler UAS, build
2017.0.2 [18]. These software tools have been chosen
because authors have a long experience with their use,
and both software solutions use Brown’s distortion
model [17, 19, 20] to process the image data.
The paper describes an evaluation of collections
of terrestrial photographs that document the main-
facade of the “Post Office Palace”, currently the seat
of the Ministry of Transport and Construction of
the Slovak Republic, in Liberty Square in Bratislava,
Slovakia, see Fig. 1 and [21].
2. Datasets and methodology
The workflow can be divided into several separate
steps:
(1.) Data acquisition:
(a) archival research and digitization of archived
documents
(b) detailed survey (in situ) - measurement of
Ground Control Points (GCPs)
1Such as calibrated focal length, image coordinates of the
fiducial marks and the principal point, lens distortion, etc.
2Measurement errors caused by unwanted signals [14]. In
the case of historical photographs, this noise is caused by the
light-sensitive emulsion, i.e. the visible grains of silver bromide,
that manifest itself most at a high-resolution scanning.
(2.) Pre-processing of image datasets:
(a) selection of image datasets
(b) transformation of image datasets into an image
coordinate system
(c) editing and unification of parameters of image-
datasets
(3.) Processing of image datasets [16]:
(a) Key-points detection in the surface texture of
the object
(b) Matching - pairing of corresponding key-points
in different images
(c) Relative orientation of the cameras within the
scene
(d) Bundle adjustment - adjusting the parameters
of interior and relative orientation (resulting in a
sparse point cloud of tie points)
(e) Georeferencing - adding information about
GCPs or scales - solving absolute orientation
with possible adjustment of interior and exterior
orientation parameters based on GCPs
(f) Dense point cloud computation - based on
MVS (multi-view stereo) or pair-wise stereo im-
age matching techniques
(4.) 3D Modeling - 3D Digital Reconstruction:
(a) existing objects
(b) destroyed objects
(5.) Export of spatial datasets: evaluating and inter-
preting the results
For the digital scanning, a desktop scanner Epson
Perfection V750 PRO [22] was used. The Dell Preci-
sion Workstation T7500 was used for data processing:
• OS: Microsoft Windows 7 Enterprise,
Service Pack 1,
• Processor: Intel(R) Xeon(R) CPU E5620
@ 2.40 GHz 2.39 GHz (no. of processors: 2)
• RAM: 30 GB
• Graphic adapter: NVIDIA Quatro 4000
2.1. Data acquisition: digitizing and
detailed survey
The datasets consist of collections of terrestrial pho-
tographs, which are stored in the archives of the De-
partment of Surveying at the Faculty of Civil Engi-
neering (FCE), Slovak University of Technology (STU)
in Bratislava. These collections were taken with Zeiss
UMK and TAN within the pedagogical and profes-
sional activities of the department. Photography be-
gan in the 1950s and was stopped around 2000, when
the department began to deal with digital photogram-
metry.
The subjects of digitisation were black and white
negatives and positives of terrestrial photographs on
glass plates and film foils, as well as associated doc-
uments - calibration reports, sketches, technical re-
ports, etc. The terrestrial photographs were taken
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Figure 1. Liberty Square in Bratislava and “Post Office Palace”.
Figure 2. Distribution of ground control points on the main facade of the “Post Office Palace”.
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“Post Office Palace” terrestrial photographs
Date Camera Focal length No. of photos Original Original
of acquisition type [mm] All Selected media medium
February 1975 UMK 10/1318 98.91 12 2 B&W Negative Glass Plates
April 1976 TAN 19/1318 194.70 7 1 B&W Negative Glass Plates
November 1976 TAN 19/1318 194.28 9 2 B&W Negative Glass Plates
Unknown UMK 10/1318 98.91 11 4 B&W Negative Glass Plates
Unknown UMK 10/1318 98.91 or 98.99 41 5 B&W Negative Glass Plates
Table 1. List of archive terrestrial photographs and their associated metadata.
with metric cameras from Zeiss, namely TAN 19/1318,
UMK 6.5/1318, UMK 10/1318, UMK 20/1318 and
UMK 30/1318. These cameras have an image format
of 13 cm × 18 cm.
The digitisation took place in the period from
29th September to 29th November 2017, during the
author’s ERASMUS+ study stay at the STU in
Bratislava. Altogether, 2303 archival documents, i.e.
173 GB, were digitised into the high resolution JPEG
image format, i.e. 2400 DPI for photographs and
800 DPI for other documents.
The scanning was carried out to a high-quality
JPEG format, i.e. Q-factor = 100 %. The JPEG
format was chosen to save space in a data repository.
The average saving between high-quality JPEG and
TIFF with LZW compression is over 50 MB per photo.
The use of high-quality JPEG files should have a no
significant impact upon the quality of the Digital
Surface Model (DSM), following [5, 23].
The main facade of the “Post Office Palace” was
documented using Zeiss UMK and TAN within the
pedagogical activities of the Department of Surveying
during the 1970s, see Tab. 1. Due to the fact that
the appearance of the “Post Office Palace” had not
changed significantly, it was possible to distinguish
ground control points (GCPs) on its main facade, see
Fig. 2. The GCPs were surveyed by a total station,
Leica TCR 407 Power [24], in a local coordinate sys-
tem. In contrast to [8], it would be inappropriate to
use terrestrial laser scanning. In this case, the sur-
roundings in front of the “Post Office Palace” had
changed significantly, compare Fig. 1 and Fig. 2. Cur-
rently, the front view is blocked by tall trees. By the
total station, it was possible to measure the GCPs
selectively from a one survey station.
The GCP-locations, ie. X, Y, Z, were calculated
by the spatial polar method. The a priori precision
of the GCP-locations was estimated by knowing the
propagation of errors in the measurement and the
accuracy of survey [24, 25] and its value was estimated
to 0.01 m.
2.2. Pre-processing of image-datasets
Preprocessing of the data was used to select images
into sets to be processed, see Tab. 1. In the case of
terrestrial photogrammetry, it was customary to have
a single image taken several times, most often three
Figure 3. Examples of fiducial marks on photos from
TAN 19/1318 (left), UMK 10/1318 (middle; right -
unlighted).
times with different exposure times. Photographing
in stereo pairs was also usual.
Digitised terrestrial photographs can be trans-
formed into an image coordinate system, which is
defined in the calibration report of a metric camera
by means of coordinates of fiducial marks, see Fig. 3
and Fig. 4. It is appropriate to use the plane affine
transformation. For a point P in the source system,
the XY coordinates in the target system are given:
X = X0 +mX · x · cos(α)−mY · y · sin(α+ β),
Y = Y0 +mX · x · sin(α) +mY · y · cos(α+ β), (1)
where the parameters X0, Y0 define the displacement
of the origin, α is the rotation angle, β is the shearing
angle between the axes and mX ,mY are the scaling
factors for x, y [19].
Transforming terrestrial photographs into an image
coordinate system can become a complex task in two
cases [3]:
(1.) The image coordinates of the fiducial marks are
unavailable or the calibration protocol of the metric
camera is missing.
(2.) Fiducial marks are not displayed on the photo-
frames.
In the first case, the image coordinates can be read
directly from the photographs at a known DPI-value.
The effective area of terrestrial photographs is approxi-
mately 11 cm × 16 cm [26], the coordinates of fiducial
marks are half the values, the origin of the image
coordinate system is at the centre of a photograph.
In the second case, any point on the photo-frame
can be used in the same way as identical point. These
“identical” points need to be stable when switching
from photo to photo and well-identifiable on all photo-
frames. This case may be with Zeiss UMKs when
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Figure 4. Interior orientation in a metric camera [19].
the illumination of the fiducial marks has not been
switched on at the time of photography, see Fig. 3.
Digitized photographs taken with the same metric
camera should have a unified resolution and dimen-
sions. The digitized photographs may have a different
size that matches the direction of the scanner-head
movement. A unified image resolution can be achieved
by cropping, scaling, or both. This step is necessary
for an automated processing.
It may be advantageous to use GIS software to pre-
process image datasets. The GIS software support
raster-data-processing and has tools for coordinate
transformations, such as plane affine transformation
and editing, such as cropping, scaling, mosaicking of
image datasets etc. In this case, the ArcMap, v. 10.6,
software was used because it contains these tools [27].
2.3. Processing of image datasets
As already mentioned in the Introduction, Chap. 1,
PhotoScan and PhotoModeler software were used for
the image-processing simultaneously.
The PhotoScan [17] software is one of the first user
friendly solutions for an automated 3D image model-
ing, which has enabled the creation of professional re-
sults also to non-photogrammetric educated users [16].
Currently, a software version 1.4.4 is available to sup-
port a detection of fiducial marks on photos. At the
beginning of our project, September - November 2017,
the software version 1.4.0 (preview release) was avail-
able. We tested this software version, but its support
for the detection of fiducial marks was unsatisfactory
for us at the time. Therefore, the software version
1.3.3 was used and the workflow from the Chap. 2.2
was applied during the preprocessing of the image-
data.
The PhotoModeler [18] software has a long his-
tory of various professional applications. It supports
not only the automated production of dense point
clouds, but also multi-image intersection photogram-
metry and videogrammetry with the support of coded
targets. Also, it supports many transformations and
various settings [16]. Currently, PhotoModeler Stan-
dard and PhotoModeler Premium are available. At
the beginning of our project, September - Novem-
ber 2017, the older software version of PhotoModeler
Standard was available. This software version could
be extended with a module for a dense point cloud
creation, so-called PhotoModeler Scanner, and then a
module supporting a data processing from unmanned
aerial vehicles (UAV), so-called PhotoModeler UAS.
The software version of the PhotoModeler UAS3 was
used because it was the most recent version of Pho-
toModeler and we wanted the SfM-algorithms and
detailed point cloud generation to be as up-to-date as
possible.
2.3.1. Camera calibration
A camera can be modelled as a spatial system that
consists of a planar imaging area (film or electronic
sensor) and a lens with its perspective centre. The
parameters of the interior orientation are [19], see
Fig. 4:
• Principal point H′ - foot of a perpendicular from the
perspective centre to the image plane, with image
coordinates (x′0, y′0) from the centre of the photo
(M′ ). For commonly used cameras: M′ ≈ H′
3The UAS version has the same functionality as other ver-
sions of PhotoModeler, but it also allows you to use approximate
elements of the exterior orientation from EXIF-data and has
customized algorithms for the self-calibration process.
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• Principal distance c - perpendicular distance to
the perspective centre from the image plane in the
negative z′ direction. When focused to infinity, c is
approximately equal to the focal length (f ′) of the
lens: c ≈ f ′
• Parameters of the functions describing imaging er-
rors - functions or parameters that describe de-
viations from the central perspective model, are
dominated by the effect of symmetric radial lens
distortion ∆r′ .
The parameters of interior orientation are deter-
mined by the camera calibration and should be writ-
ten in a camera calibration report. If these parameters
are given, the imaging vector x’ can be defined:
x’ =
 x′y′
z′
 =
 x′p − x′0 −∆x′y′p − y′0 −∆y′
−c
 , (2)
where x′p, y′p are the measured coordinates of the image
point P′, x′0, y′0 are the coordinates of the principal
point H′ and ∆x′,∆y′ are the correction values for
errors in the image plane.
At present, the application of close-range pho-
togrammetry uses Brown’s distortion model [20]:
x′ = x′p + x˜ · (K1 · r2 +K2 · r4 +K3 · r6 + · · · )
+[P1 · (r2 + 2 · x˜2) + 2 · P2 · x˜ · y˜] · [1 + P3 · r2 + · · · ],
y′ = y′p + y˜ · (K1 · r2 +K2 · r4 +K3 · r6 + · · · )
+[2 · P1 · x˜ · y˜ + P2 · (r2 + 2 · y˜2)] · [1 + P3 · r2 + · · · ],
(3)
where K1,K2,K3 are coefficients of the radial lens dis-
tortion, P1, P2, P3 are the coefficients of the tangential
distortion and
x˜ = x′p − x′0, y˜ = y′p − y′0,
r =
√
(x′p − x′0)2 + (y′p − y′0)2. (4)
In the case of metric cameras, the dominant influ-
ence of radial lens distortion is assumed. The effects
of tangential distortion are neglected because metric
cameras have high-quality lenses. Furthermore, the
affinity is compensated by plane affine transformation
to fiducial marks, see Eq. 1. Therefore, Eq. 3 can be
edited:
Pn ≈ 0, K4−n ≈ 0,
x′ = x′p +
x′p − x′0
r
· (K1 · r3 +K2 · r5 +K3 · r7),
y′ = y′p +
y′p − y′0
r
· (K1 · r3 +K2 · r5 +K3 · r7).
(5)
In the case of the Zeiss metric cameras, the val-
ues of the radial lens distortion were determined by
the coordinate axes of the image coordinate system
available from the calibration report. The coefficients
Radius Distortion at axes
[mm] −x +x −y +y
0 0 0 0 0
15 +1 −2 −1 −2
25 −2 +2 0 +1
40 −3 0 +1 −2
50 0 −5 0 −5
70 +1 −1 · · · · · ·
Table 2. Values of radial lens distortion [µm] for
UMK 10/1319 when focusing to infinity.
Figure 5. LSM radial lens distortion estimates for the
UMKs and TAN (self-calibrated) based on tabulated
values of distortion.
of the radial lens distortion, i.e. K1,K2,K3, can be
estimated by the Least Squares Method (LSM). This
article deals in detail with the UMK 10/1319, see
Tab. 2.
LMS can be described as follows:
Xˆ =
 K1K2
K3
 , L =

∆(−)xrad
∆(+)xrad
∆(−)yrad
∆(+)yrad
...
 ,
A =
(
r3i r
5
i r
7
i
...
...
...
)
, (6)
Xˆ = (AT ·A)−1 · (AT · L),
vˆ = A · Xˆ − L,
Lˆ = L+ vˆ, (7)
where Xˆ is the vector of adjusted unknowns, L is the
vector of observations, A is the Jacobian matrix, vˆ is
the vector of residuals and Lˆ is the vector of adjusted
observations.
The other results of LSM are graphs showing the
course of the radial lens distortion, see Fig. 5.
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2.3.2. Aligning photos
Twelve variants of calculations were tested for the
data-processing, see Tab. 3. Variants No. 1, 3, 6
and 8 include all terrestrial photographs from several
digitised photo collections, see Tab. 1. Variants No. 2,
4, 7 and 9 include photographs taken from different
camera stations or with different directions of the view
axis, in response to Chap. 2.2. The variant No. 11
extends the variant No. 9 by several photographs from
TAN 19/1318. For the variants no. 5, 10 and 12, a
two-step calibration process was applied in relation
to the previous versions, as in [28].
The two above mentioned software applications
were used as the georeferencing method - manually
marking of GCPs in the photos. For image-processing,
different settings were used:
(1.) in PhotoScan software; for a detailed description
see [17]:
• Accuracy: High
• Pair preselection: Generic
• Key point limit: 1 000 0004
• Tie point limit: 0
(2.) in PhotoModeler software; for a detailed descrip-
tion see “Help” menu:
• Point density: High
• Good Overlap Count5: 9
• Match quality threshold: 0.5
2.4. 3D Modeling
The PhotoScan and PhotoModeler software allow cre-
ating and visualizing dense point clouds. Dense point
clouds can be edited in their environments or exported
to external software for further analysis.
The PhotoScan software showed better results when
calculating dense point clouds - the point cloud was
denser and more compact than PhotoModeler showed.
Therefore, the digital surface model and orthophoto
mosaic were processed in the PhotoScan software.
An advanced processing of the dense point cloud,
i.e. editing, such as filtering and removing noise,
analysing and building of a mesh, was made externally
in the CloudCompare, v. 2.6.3, software [29]. An
advanced editing of the mesh was made externally in
the Geomagic Studio, v. 2014.3.0.0, software.
3. Results
The outputs can be divided into several categories,
which may vary according to the used software:
(1.) Elements of exterior and interior orientation,
4The default value is set to 40 000. PhotoScan uses a 35 mm
“full-frame” sensor as a standard. While maintaining the default
value of the density of points per photo, the value of 1 000 000
corresponds approximately to the image format of Zeiss metric
cameras, i.e. 13 cm × 18 cm.
5Point count threshold to consider a pair of photos as “over-
lapping” and hence good candidates for full matching.
Figure 6. Deployment of cameras in front of the
facade of the “Post Office Palace”.
Figure 7. Isometric view of the scene - with drawing
of GCPs, reference flats and camera stations.
(2.) 3D outputs:
(a) dense point clouds,
(b) 3D wire-frame models,
(c) mesh - Digital Surface Model (DSM) or Digital
Elevation Model (DEM),
(3.) Orthophotos or Orthophoto Mosaics.
3.1. Elements of exterior and interior
orientation
The results of the photo alignment are the elements of
the exterior orientation6 of the terrestrial photographs,
see Fig. 6 and Fig. 7. The results of the photo align-
ment were evaluated according to the Root Mean
Square Errors (RMSE) of GCPs and camera stations,
6The positions of the projection centres of the camera
[X, Y, Z] and the orientations of the camera in the space -
the rotation angles ω, φ, κ. [19]
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Agisoft PhotoScan Professional, v. 1.3.3
V. No. of Calibration Transformed to Evaluation of accuracy [m]
photos Report Self fiducial marks RMSEX RMSEY RMSEZ RMSETotal
1 64 NO YES NO 0.009 0.027 0.014 0.032
2 11 NO YES NO 0.019 0.028 0.016 0.037
3 64 YES NO NO 0.017 0.034 0.021 0.043
4 11 YES NO NO 0.025 0.029 0.017 0.042
5 11 YES YES NO 0.037 0.027 0.017 0.048
6 64 NO YES YES 0.037 0.027 0.017 0.048
7 11 NO YES YES 0.011 0.015 0.009 0.021
8 64 YES NO YES 0.039 0.040 0.020 0.060
9 11 YES NO YES 0.011 0.017 0.009 0.022
10 11 YES YES YES 0.011 0.015 0.010 0.021
11 14 YES NO YES 0.020 0.020 0.014 0.032
12 14 YES YES YES 0.013 0.011 0.011 0.020
PhotoModeler UAS, build 2017.0.2
V. No. of Calibration Transformed to Evaluation of accuracy [m]
photos Report Self fiducial marks RMSEX RMSEY RMSEZ RMSETotal
1 64 NO YES NO 0.071 0.045 0.022 0.087
2 11 NO YES NO 0.012 0.055 0.015 0.058
3 64 YES NO NO 0.072 0.044 0.024 0.088
4 11 YES NO NO 0.011 0.054 0.017 0.057
5 11 YES YES NO 0.010 0.048 0.016 0.052
6 64 NO YES YES 0.008 0.018 0.011 0.023
7 11 NO YES YES 0.006 0.011 0.010 0.016
8 64 YES NO YES 0.010 0.023 0.013 0.029
9 11 YES NO YES 0.008 0.014 0.010 0.019
10 11 YES YES YES 0.008 0.014 0.009 0.018
11 14 YES NO YES 0.012 0.011 0.011 0.019
12 14 YES YES YES 0.013 0.009 0.011 0.019
Table 3. Comparison of the results of photo alignments based on RMSEs of GCPs.
V. No. of RMSEs of camera stations [m] | RMSEs of camera angles [deg]
cameras X Y Z Total ω φ κ Total
2 10 0.248 0.154 0.269 0.396 1.753876 0.438245 1.694152 2.477557
4 10 0.133 0.185 0.247 0.336 0.909985 0.189586 0.917442 1.306030
5 11 0.325 0.172 0.176 0.407 3.889521 0.228161 3.913504 5.522313
7 10 0.201 0.092 0.275 0.353 2.451601 0.224299 2.425801 3.456178
9 10 0.223 0.095 0.231 0.335 0.583039 0.138682 0.583799 0.836653
10 10 0.212 0.110 0.165 0.290 2.384862 0.104847 2.383742 3.373542
11 13 0.286 0.154 0.222 0.393 0.537979 0.112070 0.535835 0.767529
12 14 0.225 0.117 0.138 0.289 2.071878 0.068013 2.071260 2.930430
Average: 0.350 Average: 2.583779
Table 4. Comparison of differences of camera-exterior-parameters between PhotoScan and PhotoModeler software.
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see Tab. 3 and Tab. 4. RMSE is defined as [19]:
RMSEX =
√
Σ(Xi − X¯)2
n
,RMSEY =
√
Σ(Yi − Y¯ )2
n
,
RMSEZ =
√
Σ(Zi − Z¯)2
n
,
RMSETotal =
√
RMSE2X +RMSE2Y +RMSE2Z ,
(8)
where n is the count of observations, Xi, Yi, Zi are
values of individual observations and X¯, Y¯ , Z¯ are ref-
erence values of observations, such as Tab. 3, or indi-
vidual observations from other dataset, such as Tab. 4.
Table 3 summarizes the results of the bundle adjust-
ment and the subsequent optimization. Firstly, it was
found that the Level of Accuracy (LoA) is influenced
by the count and configuration of the terrestrial pho-
tographs. Several photos from one camera station do
not usually bring new spatial information, so variants
No. 2, 4, 7 and 9 mostly achieved better LoAs than
variants No. 1, 3, 6 ans 8. Secondly, it was found that
the transformation of the terrestrial photographs into
the UMK image coordinate system, see Chap. 2.2,
increased the LoA of the outputs, cf. variants No. 2
and 4 with No. 7 and 9. Thirdly, it was found that
the use of the self-calibration process was strongly
demonstrated in the PhotoScan software, where inap-
propriate camera parameters, especially the values of
the radial lens distortion, were estimated, see Tab. 5.
In the PhotoModeler software, the self-calibration pro-
cess usually collapsed, so simplifications were applied
for variants No. 1, 2 and No. 6, 7 - the principal point
is at the centre of the photo (M ′ ≈ H ′); the radial
lens distortion is negligible (K1 = K2 = K3 = 0).
Finally, it was found that the best results are achieved
by variants No. 7, No. 9, No. 10 and No. 12 in both
software tools.
Table 4 compares the final elements of the exterior
orientation, which are derived from the bundle adjust-
ment and the subsequent optimization. From Tab. 4,
the systematic shift of the camera location is evident,
on average 0.35 m. From the comparison of Tab. 4
and Tab. 3, is evident that one set of elements of the
exterior orientation7 showed significant differences in
most of the calculation variants, and therefore, it was
excluded from the evaluation as an outlier. Exceptions
are variants No. 5 and No. 12, in which this situation
has not occurred. Different outputs are probably due
to the use of various computational algorithms in the
PhotoScan and PhotoModeler software, see Chap. 1.
Table 5 compares the results of the self-calibration
processes with the calibration report of UMK 10/1318.
The comparison is processed for principal distances
of 98.91 mm (c1) and 98.99 mm (c2). In variations of
No. 1, No. 2, No. 5, No. 6 and No. 7, the elements of
7It was always one photograph.
Figure 8. Normal distances of GCPs from reference
flats (approximated by GCPs).
the interior orientation8 of the UMK are mistakenly
estimated when the bundle adjustment was optimiz-
ing, unlike [13]. The smallest differences between the
calibration protocol and the self-calibration process
are achieved in variants No. 10 and No. 12, where the
two-step calibration process was applied.
3.2. 3D outputs
The basic 3D output was a dense point cloud of the
main facade of the “Post Office Palace”. Since the
point cloud can be deformed [7], its analysis was per-
formed. The quality of point clouds can be estimated
by a comparison with a reference base. A mesh from
ground laser scanning [30] can be used, for example,
as a reference base. In this case, it was not possible to
apply ground laser scanning, see Chap. 2.1, and ref-
erence planes were used - vertical and general, which
were approximated by GCPs. From Figure 8, it is ev-
ident that the main facade of the “Post Office Palace”
does not deviate from the vertical flat significantly.
In the CloudCompare software, the dense point
clouds were cleaned from noise and then compared to
the vertical reference flat. According to this analysis,
it was found that the dense point cloud of the variant
No. 12 shows the highest density and the smallest
deviations from the vertical reference flat than the
dense point clouds of of the variants No. 7, No. 9 and
No. 10. Since the variant No. 12 shows better results,
other outputs follow it. Furthermore, it was possible
to determine the spatial arrangement of the facade,
see Fig. 9, and to detect deviations of the dense point
cloud from the reference flat, see Fig. 10.
From Figure 10, it is seen that the point cloud has
the highest deviations at the outer thirds of the main
facade of the “Post Office Palace”. This is probably
due to the configuration of the cameras, see Fig. 6 and
Fig. 7, when the most of them are focused on the cen-
tre of the main facade. Therefore, the corners of the
8In particular, focal length and image coordinates of the
principal point.
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Agisoft PhotoScan Professional, v. 1.3.3
Element Report Version 1 | Version 2 | Version 5
c1 = 98.91 c2 = 98.99 c1 = 98.91 c2 = 98.99 c1 = 98.91 c2 = 98.99
c [mm] 99.67 99.04 99.14 98.75 98.92 98.54 98.89
x′0 [mm] 0.00 -0.51 -0.39 -0.72 -1.18 -0.11 -0.19
y′0 [mm] 0.00 0.49 0.33 0.43 0.88 0.56 1.01
K1 -8.00e−8 -8.68e−4 -9.80e−4 -2.10e−3 6.36e−3 -1.58e−3 1.56e−2
K2 4.75e−11 -1.96e−4 -8.84e−4 1.95e−3 -2.05e−2 4.92e−3 -4.13e−2
K3 -6.21e−15 1.92e−4 9.31e−4 -9.08e−4 1.54e−2 -5.79e−3 2.92e−2
P1 −−− -1.36e−3 -1.25e−3 -2.14e−3 -2.62e−3 −−− −−−
P2 −−− -5.80e−4 -4.81e−4 -9.20e−4 -3.95e−4 −−− −−−
Version 6 | Version 7 | Version 10 | Version 12
c1 = 98.91 c2 = 98.99 c1 = 98.91 c2 = 98.99 c1 = 98.91 c2 = 98.99 c1 = 98.91 c2 = 98.99
98.90 99.03 98.99 99.14 98.80 99.04 98.78 98.99
0.46 0.40 -0.32 -0.46 0.16 0.07 0.08 0.00
0.10 -0.14 -0.12 -0.14 0.10 -0.13 0.12 0.00
-3.42e−4 2.52e−3 -2.35e−3 3.87e−3 -3.38e−3 8.23e−3 -4.32e−3 0.00
-4.86e−5 -6.70e−3 4.56e−3 -1.05e−2 9.97e−3 -2.03e−2 1.61e−2 0.00
-1.00e−4 -4.43e−3 -3.52e−3 6.14e−3 -1.01e−2 1.16e−2 -1.65e−2 0.00
7.46e−4 2.48e−4 -1.12e−3 -1.14e−3 −−− −−− −−− −−−
5.29e−5 -1.19e−4 -5.04e−4 -5.29e−4 −−− −−− −−− −−−
Table 5. Comparison of the results of self-calibration with the calibration report of UMK 10/1318.
Figure 9. Variant No. 12: Flatness variations of the dense point cloud from the vertical reference flat (-1.5 m; 1.5 m)
- frontal view.
393
Z. Poloprutský, M. Fraštia, M. Marčiš Acta Polytechnica
Figure 10. Variant No. 12: Flatness variations of the dense point cloud from the vertical reference flat (-0.1 m;
0.1 m) - frontal view.
Figure 11. Textured DSM of the main facade of the “Post Office Palace” - isometric view.
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Intervals Count of points Density
[m] [dots/m3]
Total 7 166 133 100.00 % 218.41
(-1.50; 1.50) 7 148 396 99.75 % 257.06
(-1.00; 1.00) 6 797 122 94.85 % 291.42
(-0.50; 0.50) 6 589 052 91.95 % 358.77
(-0.20; 0.20) 5687 519 79.37 % 365.95
(-0.10; 0.10) 4 788 407 66.82 % 328.67
(-0.05; 0.05) 3 578 684 49.94 % 254.32
(-0.02; 0.02) 1 815 748 25.34 % 132.74
(-0.01; 0.01) 961 537 13.42 % 70.88
(-0.018; 0.028) 2 053 620 28.66 % 150.01
Table 6. Variant No. 12: Analyses of flatness varia-
tions from the vertical reference flat.
building are displayed at the edges of terrestrial pho-
tographs, where their projection is more affected by
the radial lens distortion and where it is not possible
to distinguish GPCs, see Chap. 2.1.
Table 6 summarizes the results of the filtering of
the point cloud, depending on the distance from the
vertical reference flat. From Table 6, it is clear that
the dense point cloud shows the greatest density at
a ±0.20 m interval from the reference flat. At an
interval of ±0.10 m, the dense point cloud has a higher
density than the density at the ±1.50 m interval. At
an interval of ±0.05 m, the dense point cloud has a
higher density than the density of the starting dense
point cloud. Since the average reference scale9 of
the captured terrestrial photographs is 1 : 723.6, this
output will be best used at reference scales of 1 : 1000
and 1 : 500, in which ±0.10 m and ±0.05 m intervals
correspond to the line thickness of 0.2 mm10. That
is why the deviations from the reference flat can be
neglected, while the appropriate Level of Detail (LoD)
of the metric survey documentation is maintained,
see [31, 32].
As another 3D output, a textured Digital Surface
Model of the main facade of the “Post Office Palace”
was processed, see Fig. 11.
3.3. Orthophoto mosaic
The last type of outputs are image data, i.e. the Or-
thophoto Mosaic with a resolution of 1 cm and the
Depth Map with a resolution of 3 cm, see Fig. 12
and Fig. 13. Their final geometric and image quality
are dependent on the underlying data, i.e. terrestrial
9Reference scale was estimated based on the pixel size by
the scanning and Ground Sample Distance (GSD), which was
found in the processing of image-datasets.
GSD = 7.67 mm
pix
;Pixel size = 25.4 mm
2400 DPI
= 0.0106 mm
pix
10In 2D metric survey documentation, i.e. typically drawings,
the point cloud deviations from the reference flat approximately
correspond to the thickness of the thinnest lines in drawings. In
other words, deviations do not affect the final form of outputs
because they are smaller than the spatial resolution of the
outputs.
GCPs Distances [m] ∆ [m]
Start End (d1) (d2) (d1)− (d2)
PST01 PST08 114.342 114.392 -0.050
PST01 PST07 92.635 92.599 0.036
PST01 PST15 22.033 22.012 0.021
PST15 PST10 91.055 91.089 -0.034
PST05 PST17 24.480 24.517 0.037
PST06 PST19 24.525 24.557 -0.032
PST08 PST09 7.000 7.058 -0.058
PST17 PST19 19.725 19.718 -0.007
RMSE 0.037
Table 7. Analysis of geometric accuracy of the Or-
thophoto mosaic.
photographs and DSM. As expected, in relation to
Figure 2 and 12, the image outputs show poorer ge-
ometric and image quality in the vicinity of GCPs -
PST08 and PST09.
The geometric accuracy could be estimated using
check distances that were measured between GCPs,
see Tab. 7. For a reference scale of 1 : 500, the final
RMSE and the maximum distance-difference did not
exceed a line thickness of 0.2 mm.
4. Conclusions
This article deals with the processing of digitised
terrestrial photographs from Zeiss metric cameras -
the UMKs and the TAN photo-theodolite. The data
processing was based on the parameters of the used
metric cameras, which are described in their calibra-
tion reports. Subsequently, the processing was tested
in the commercial photogrammetric software - Photo-
Scan [17] and PhotoModeler [18].
On the basis of the literature research, the method-
ology for the processing of digitised terrestrial pho-
tographs was developed and presented. This method-
ology was subsequently tested in the processing of
archival terrestrial photographs of the “Post Office
Palace” in Liberty Square in Bratislava, Slovakia,
see Fig. 1 and [21].
Several variants of calculations with different types
of input data and calculation settings were tested
for the photo alignment. The results were evaluated
according to RMSEs of GCPs, see Tab. 3, and ele-
ments of the exterior orientation, see Tab. 4. It turned
out that the plane affine transformation of the pho-
tographs of the fiducial marks increases the accuracy
of the photo alignment. Furthermore, it has been
shown that using the camera calibration report, if
available, increases the accuracy of photo alignment.
Further, the accuracy of photo alignment can be in-
creased by applying the two-step calibration process.
The image processing was tested in two commercial
photogrammetric software tools that use different com-
putational algorithms. The testing has confirmed that
their results may differ. In this case, the deviations
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Figure 12. Orthophoto Mosaic of the main facade of the “Post Office Palace”.
Figure 13. Depth Map of the main facade of the “Post Office Palace”.
were detected in the elements of the exterior orienta-
tion, especially the positions of the camera stations,
see Tab. 4.
This study case compared the results of the self-
calibration process with the calibration report of
UMK 10/1318, see Tab. 5. Unlike [13], in this case,
the elements of the interior orientation of the camera
have been erroneously estimated in the optimization
of the photo alignment, i.e. in PhotoScan, or the
self-calibration process has often collapsed, i.e. in
PhotoModeler. Therefore, in cases such as this - few
photos with similar view axes, it is not preferable to
use the self-calibration process. Instead, it may be
preferable to apply simplifications based on generally
known parameters of metric cameras, see e.g. [19, 26].
Then, a self-calibration process, a so-called two-step
calibration, can be applied, resulting in more accurate
results [28].
The basic 3D output was a dense point cloud. The
analysis of the dense point cloud was carried out in
connection with the literature research. The object of
the analysis was the distance of the point cloud from
the vertical reference flat, see Tab. 6. According to
this analysis, it was possible to determine the spatial
arrangement of the main facade of the “Post Office
Palace”, see Fig. 9, and to detect the deviations of
the point cloud from the reference flat, see Fig. 10.
The LoD of the analysed point cloud is adequate for
reference scales of 1 : 1000 and 1 : 500. The LoD
and LoA of raster outputs - the Orthophoto Mosaic
and the Depth Map - are adequate for a reference
scale of 1 : 500.
The final outputs are a dense point cloud, textured
DSM, Orthophoto Mosaic and Depth Map. These
outputs can be valuable and useful bases for further
advanced studies. Raster outputs can also be used as
separate data layers in GIS. The dense point cloud and
textured DSM can also be used as bases for Computer-
Aided Design (CAD) or Building Information Model-
ing (BIM).
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