In 1969 Lindenstrauss and Rosenthal showed that if a Banach space is isomorphic to a complemented subspace of an L p -space, then it is either a L p -space or isomorphic to a Hilbert space. This is the motivation of this paper where we study non-Hilbertian complemented operator subspaces of non commutative L p -spaces and show that this class is much richer than in the commutative case. We investigate the local properties of some new classes of operator spaces for every 2 < p < ∞ which can be considered as operator space analogues of the Rosenthal sequence spaces from Banach space theory, constructed in 1970. Under the usual conditions on the defining sequence σ we prove that most of these spaces are operator L p -spaces, not completely isomorphic to previously known such spaces. However it turns out that some column and row versions of our spaces are not operator L p -spaces and have a rather complicated local structure which implies that the Lindenstrauss-Rosenthal alternative does not carry over to the non-commutative case.
Introduction
In 1970 Rosenthal [26] constructed new examples of L p -spaces for every 2 ≤ p < ∞ using probabilistic methods now famous as the Rosenthal inequalities. These methods were later used by Bourgain, Rosenthal and Schechtman [3] to construct an uncountable family of mutually non-isomorphic L p -spaces. In the framework of operator spaces a theory of operator L p -spaces, called OL p -spaces, is now being developed, see e.g. [4] and [14] . These are spaces where the operator space structure of the finite dimensional subspaces is determined by a system of finite dimensional non commutative L p -spaces. If in a given space these L p -spaces can be chosen to be completely complemented, the space is called a COL p -space. If they can be chosen to be S n p 's (S p denotes the Schatten p-class), then the space is called an OS p -space and a COS p -space if the S n p 's can be chosen completely complemented. In the present paper we consider some operator space analogues of the Rosenthal sequence spaces, sequence spaces as well as matricial analogues. For a given 2 < p < ∞ and a given strictly positive sequence σ = (σ n ) we construct three families of operator spaces, a sequence space family consisting of spaces called X p (σ), X p,rp (σ) and X p,cp (σ), and two families of matricial operator spaces. All the spaces are mutually noncompletely isomorphic as operator spaces, but the spaces in each family are isomorphic to each other as Banach spaces; the three sequence spaces are actually Banach space isomorphic to the original Rosenthal sequence space. One of our main results states that if 2 < p < ∞, σ n → 0, and ∞ n=1 σ 2p 2p−2 n = ∞, then X p,cp (σ) is completely complemented in a non commutative L pspace and contains p cb-complemented. However X p,cp (σ) is not an OL p -space. Similarly for X p,rp (σ). This shows that the Lindenstrauss-Rosenthal alternative [19] does not carry over to the non commutative case. We now wish to discuss the arrangement of this paper in greater detail. In Section 1 we construct our spaces, investigate their basic properties and prove among other things that under the above conditions on σ the three sequence spaces are unique up to complete isomorphisms (in analogy with Rosenthal's result). In Section 2 we make a detailed investigation of the local structure of the spaces X p (σ), X p,cp (σ) and X p,rp (σ) and prove that X p (σ) is an OL p -space while X p,rp (σ) and X p,cp (σ) are not. We also show that some combinations of the different spaces cannot be paved with local pieces of each other. This implies that a general structure theory for completely complemented non-Hilbertian subspaces of non commutative L p -spaces is out of reach for the moment (see e.g. Proposition 2.19 and Remark 2.20). Section 3 is devoted to the study of the matricial spaces and we show that they are all OS p -spaces and prove that the space Y p (σ) is cbcomplemented in L p (R) (R the hyperfinite type II 1 factor) while the space Z p (σ) does not cbembed into L p (R). In section 4 we prove that certain OL p -spaces contain cb-uncomplemented copies of themselves.
Notation and preliminaries
In this paper we shall use the notation and terminology commonly used in the theory of operator algebras, operator spaces and Banach space theory as it appears in [5] , [14] , [17] , [18] , [23] and [28] . If H is a Hilbert space, we let B(H) denote the space of all bounded operators on H and for every n ∈ N we let M n denote the space of all n × n-matrices of complex numbers, i.e. M n = B( n 2 ). If X is a subspace of some B(H) and n ∈ N, then M n (X) denotes the space of all n × n matrices with X-valued entries which we in the natural manner consider as a subspace of B( n 2 (X)). An operator space X is a norm closed subspace of some B(H) equipped with the distinguised matrix norm inherited by the spaces M n (X), n ∈ N. An abstract matrix norm characterization of operator spaces was given by Ruan, see e.g. [5] . If X and Y are operator spaces, then a linear operator T : X → Y is called completely bounded (in short cb-bounded) if the corresponding linear maps T n : M n (X) → M n (Y ) are uniformly bounded in n, i.e.
T cb = sup T n < ∞
The space of all completely bounded operators from X to Y will be denoted by CB(X, Y ).
It follows from [5] that a linear functional on an operator space X is bounded if and only if it is cb-bounded and the cb-norm of it coincides with the operator norm of it. This defines an operator structure on X * so that isometrically we have M n (X * ) = CB(X, M n ) for all n ∈ N. An operator is a complete contraction, respectively a complete isometry, or a complete quotient if T cb ≤ 1, respectively if each T n is an isometry, or a quotient map. An operator T is called a complete isomorphism (in short a cb-isomorphism) if it is a completely bounded linear isomorphism with a completely bounded linear inverse. If X and Y are cb-isomorphic operator spaces we put
cb | T is a cb-isomorphism from X to Y} which is called the completely bounded Banach-Mazur distance (in short the cb-distance) between X and Y . In the sequel we let S ∞ ⊆ B( 2 ) denote the subspace of all compact operators on 2 (hence an operator space in a natural manner). If 1 ≤ p < ∞, then the Schatten class S p is defined to be the space of all compact operators T on 2 for which tr(|T |) p < ∞ equipped with the norm
If n ∈ N and p is as above, S n p denotes the space of all operators on n 2 equipped with the norm defined in (0.1). If also m ∈ N, then S n,m p denotes the subspace of S p consisting of those elements which correspond to matrices (a ij ) where a ij = 0 unless i ≤ n and j ≤ m. From trace duality it easily follows that S * ∞ = S 1 and hence as a dual space S 1 has a natural operator structure as defined above. It is wellknown that S p can be obtained by by complex interpolation
defines matrix norms on S p which satisfy Ruan's matrix norm characterization of operator spaces and this is called the natural operator space structure of S p which we shall always use in the sequel. Let e ij denote the element of B( 2 ) corresponding to the matrix with coefficients equal to one at the i, j entry and zero elsewhere. If 1 ≤ p ≤ ∞, we define the operator subspaces C p and R p of S p by
As Banach spaces these spaces are both isometric to 2 , but it follows from Pisier [23] that they are not cb-isomorphic as operator spaces. 
If X is a subspace of S p and E is an operator space, then we let X[E] denote the closure of E ⊗ X in S p [E] . Let A be a von Neumann algebra with a normal semifinite faithful trace τ (i.e. A is semifinite). The ideal
is called the definition ideal of τ on which there is a unique linear extension τ : m(τ ) → C so that τ (xy) = τ (yx) for all x, y ∈ m(τ ) (see e.g [28] ). If 1 ≤ p < ∞, then we put
which is readily seen to be a norm on m(τ ). We define L p (A, τ ) to be the completion of m(τ ) under this norm. Conventionally we put L ∞ (A, τ ) = A. It follows easily that L 1 (A, τ ) * = A op where A op denotes A equipped with the reversed (or opposite) multiplication and hence L 1 (A, τ ) has a natural operator space structure. It can be shown that the complex interpolation method yields that
Pisier [23] proved that
defines a natural operator space structure on L p (A, τ ) which we shall use in the sequel. If τ 1 is another normal semifinite faithful trace on A, then it can easily be shown that L p (A, τ ) is cb-isometric to L p (A, τ 1 ) and therefore we shall often write
If B is von Neumann subalgebra of A so that the restriction of τ to B is semifinite again, then it follows from [28, Proposition 2.36] that there exists a faithful normal projection E B of A onto
there exist a λ ≥ 1 and a cofinal family (F j ) j∈I of finite dimensional subspaces so that j∈I F j is dense in X and so that for every index j there exists a finite dimensional C * -algebra A j with
In this case we shall also say that X is a OL p,λ -space. X is called an
, if in addition the F j 's can be chosen to be cb-complemented in X by projections with cb-norms less than or equal to λ. COS p,λ -spaces are defined similarly.
An operator space X is said to have the γ p -approximation property (in short γ p -AP) if there exists a λ > 0 and nets (U i ) and (V i ) of finite rank operators, U i : X → S p , V i : S p → X, so that U i cb V i cb ≤ λ and (V i U i ) converges pointwise to the identity of X. Finally, if (x n ) is a finite or infinite sequence in a Banach space X, we let [x n ] denote the closed linear span of the sequence (x n ). If A is a set, |A| denotes the cardinality of A and if X and Y are Banach spaces, X ⊕ p Y denotes the direct sum of X and Y equipped with the norm
The Rosenthal operator spaces and their basic properties
In this section we shall investigate some operator spaces which in nature correspond to the L p -spaces in Banach space theory constructed by Rosenthal in [26] . In the sequel we let 2 < p < ∞,
) and let σ = (σ n ) be a sequence of real numbers with σ n > 0 for all n ∈ N. We denote the unit vector basis of 2 by (ξ n ) and let D σ be the diagonal operator on 2 defined by D σ ξ n = σ n ξ n for all n ∈ N. Our first spaceX p (σ) is defined to be the space of all sequences a = (a n ) which satisfies
equipped with the norm
is the classical Rosenthal sequence space (except that he used an equivalent norm) and we can clearly identify it with the closed linear span in S p ⊕ p S 2 of the sequence {(e nn , σ n e nn ) | n ∈ N}. As an operator space we can however representX p (σ) in three different ways. We define the space X p,cp (σ) to be the closed linear span of the sequence {(e nn , σ n e n1 ) | n ∈ N} in S p ⊕ C p . Similarly we let X p,rp (σ) denote the closed linear span of the sequence {(e nn , σ n e 1n ) | n ∈ N} in S p ⊕ R p and finally we let X p (σ) denote the closed linear span of the sequence {(e nn , σ n e n1 , σ n e 1n )} in S p ⊕ C p ⊕ R p . Since S p ⊕ C p ⊕ R p is cb-isomorphic to S p each of the three above spaces is cb-isomorphic to a subspace of S p . In the sequel we shall often let X p * (σ) denote any of these spaces. Since we shall often use Proposition 0.1 to check cb-boundedness in this paper it is worthwhile to mention how the norms in
and similarly for
It follows easily from these formulas and Proposition 0.1 that though isometric as Banach spaces these three spaces are not mutually cb-isomorphic as operator spaces. Throughout the paper we shall often impose at least one of the following two conditions on σ:
It is immediate that if σ n → 0 and σ / ∈ r , then (1.5) and (1.6) are satisfied. (1.6) ensures that the operator x → xD σ does not act as a bounded operator from S p to S 2 . It follows from [26] thatX p (σ) is an L p -space if and only if (1.5) is satisfied, and if both (1.5) and (1.6) holds, thenX p (σ) is the classical Rosenthal L p -space which is unique up to a Banach space isomorphism. We shall later in this section prove a similar uniqueness result for the operator space versions. Our first result states: Theorem 1.1 If σ satisfies (1.5) and (1.6), thenX p (σ) * is not Banach space isomorphic to a subspace of S p . ConsequentlyX p (σ) is not Banach space isomorphic to a complemented subspace of S p .
Proof: Assume thatX p (σ)
* is isomorphic to a subspace of S p and let n ∈ N be given. By [26, Corollary 8] 
* contains a basic sequence (h k ) equivalent to the unit vector basis of 2 so that any n elements of that sequence is isometrically equivalent to the unit vector basis of n p . From [1, Proposition 4 and Lemma 1] it follows that (h k ) has a subsequence which is 4-equivalent to the unit vector basis of 2 . This is a contradiction for large n ∈ N.
2
The next theorem is the operator space version of Rosenthal's lemma 7 in [26] . Proposition 1.2 Let (g n ) be the natural basis of X p * (σ) and let (E j ) be a sequence of mutually disjoint finite subsets of N. For each j ∈ N we put
(f j ) is a cb-unconditional basic sequence, cb-isometrically equivalent to the natural basis of X p * (β) and there is a cb-contractive projection of X p * onto [f j ].
Proof:
We shall prove the theorem for X p,cp (σ); the other cases can be proved in a similar manner.
It easily follows that
Sp and therefore
Together with Proposition 0.1 this shows that (f j ) is cb-isometrically equivalent to the natural basis (g j ) of X p,cp (β).
For all x, y ∈ X p,cp (σ) we put < x, y >= ∞ j=1 x(j)y(j)σ 2 j (where x(j), respectively y(j) denotes the j'th coordinate of x, respectively y in the basis (g j )) and define
It follows immediately from Rosenthal's argumentation in [26, Lemma 7] that in the Banach space sense P is a contractive projection of X p,cp (σ) onto [f j ]. In addition we need to prove that P is completely bounded with P cb = 1. For every n ∈ N we get
where j n is chosen such that n ∈ E jn . Let now (x n ) ⊆ S p be a finite sequence. From (1.12) and the first part of the proof we obtain
We estimate the two coordinates separately and start with:
The estimate of the other coordinate is slightly more involved. For every ξ ∈ 2 and every j we get
which shows that in the sense of operators on 2 we have:
Together with (0.3) and [6, Theorem 2.3] this gives:
(1.13), (1.14) and (1.15) show that P is completely bounded with P cb = 1. 2
An application of Theorem 1.1 shows like in the Banach space case that if σ in addition satisfies (1.6), then X p * (σ) is uniquely determined up to a cb-isomorphism. This is the contents of the next theorem. Theorem 1.3 If 2 < p < ∞ and σ and γ are two sequences both satisfying (1.5) and (1.6), then X p * (σ) is cb-isomorphic to X p * (γ). . We will therefore first prove that X p * (γ) is cb-isomorphic to a cb-complemented subspace of X p * (σ) and vice versa.
Since σ satisfies (1.5) and (1.6), we can find a sequence (E j ) of mutually disjoint, finite subsets of N so that
By interchanging the roles of γ and σ we obtain that also X p * (σ) is cb-isomorphic to a cbcomplemented subspace of X p * (γ). The next step is to show that X p * (σ) is cb-isomorphic to X p * (σ) ⊕ X p * (σ) but we shall only prove it for X p,cp (σ) since the other cases can be obtained in a similar manner.
(1.5) and (1.6) give that we can find a sequence {E j,k | j ∈ N, k ∈ N} of mutually disjoint finite subsets of N so that
n e nn ⊕ σ n e n1 and define
. It follows from Proposition 1.2 that Z is cb-contractively complemented in X p,cp (σ) and that for all k ∈ N [f j,k ] is cb-contractively complemented and cbisometric to X p,cp ((β k )) which in turn is 2-cb-isomorphic to X p,cp (σ). Hence Z can be viewed as an infinite direct sum of copies of X p,cp (σ). Let T : span{f j,k | j, k ∈ N} → Z 1 be defined by Tf j,k =f j,k+1 . We shall show that T extends to a cb-isomorphism of Z onto Z 1 . If (x j,k ) ⊆ S p is a finite sequence, then we get from (1.17) and [6, Theorem 2.3] that
Sp .
In the same manner we get
Similar estimates can easily be obtained for the corresponding p-norms which implies that we have
which shows that T can be extended to a cb-isomorphism of Z onto Z 1 . Letting ∼ cb denote "cb-isomorphic to", we obtain from the above that
We are now ready to show that X p,cp (γ) is cb-isomorphic to X p,cp (σ). Indeed, since by the above X p,cp (γ) is cb-isomorphic to a cb-complemented subspace of X p,cp (σ), we can find a closed subspace G ⊆ X p,cp (σ) so that
where the last ∼ cb follows by interchanging the roles of σ and γ. 2
Exploiting the decomposition method a bit more we can actually obtain that also the space Z in the above proof is cb-isomorphic to X p,cp (σ).
We are now going to define some operator spaces which we shall call matricial Rosenthal spaces. The spaceỸ p (σ) is defined to be the subspace of
2 ) 2 consisting of all elements of the form ((x n , σ n x n )) where x n ∈ S n p for all n ∈ N, i.e we require:
(1.20)
We can view (
in the following way: Choose a sequence (m n ) of integers so that m 1 = 0 and m n+1 − m n = n for all n ∈ N.
Similarly we can consider (
Hence there is a canonical Banach space isometry w σ ofỸ p (σ) into the operator space
Similarly we define the spaces Y p,rp (σ) and Y p,cp∩rp (σ). In the rest of this paper we shall put
In the sequel we often have to consider cb-maps to or from these spaces and it is therefore worthwhile to mention how the norm in S p [Y p,cp (σ)] is computed (the other cases follow similarly). Let us just compute the "column part" of S p [Y p,cp (σ)]. To this end let X n ∈ S p ⊗ S n p for all n ∈ N. We can then find (x n jk ) ∈ S n p so that
x n jk ⊗ e jk for every n ∈ N. Note that
( 1.21) Using Proposition 0.2 we get that:
where we have used (1.21) to get the last equality. Comparing this with the similar calculations for the other cases it is readily verified that
is cb-isomorphic to a subspace of S p the same holds for Y p,cp (σ) as well. In a similar manner we get that Y p,rp (σ) and Y p (σ) are cb-isomorphic to subspaces of S p . We have the following result on these spaces.
is not Banach space isomorphic to a complemented subspace of S p if σ satisfies (1.5) and (1.6).
n k < ∞, then the subspace V consisting of those (x n , σ n x n ) ∈ W for which x n = 0 for all n = n k is readily seen to be completely complemented by a projection of cb-norm one and completely isomorphic to K p .
It is obvious that U can be identified cb-isometrically with the subspace of W consisting of those (x n , σ n x n ) ∈Ỹ p (σ) for which x n is a one-dimensional operator on 2 for all n ∈ N. This space is clearly the range of a cb-contractive projection. It now follows directly from Theorem 1.1 thatỸ p (σ) cannot be Banach space isomorphic to a complemented subspace of S p if σ satisfies (1.5) and (1.6).
The last spaces we are going to investigate are defined as follows:
where
In (1.23) we consider xD σ as an element of C p [C p ] and similarly in (1.24) and (1.25).
In the sequel we let Z p, * (σ) denote any of these spaces. Clearly they are isomorphic as Banach spaces, are mutually non-cb-isomorphic and cb-embed into S p . The next theorem gives the basic properties of the spaces Z p * (σ).
Theorem 1.5
The space Z p, * (σ) has the following properties:
(i) If σ satisfies (1.5), then S p is cb-isomorphic to a cb-complemented subspace of Z p, * (σ).
(ii) If σ satisfies both (1.5) and (1.6), then Z p, * (σ) is not isomorphic to a complemented subspace of S p .
Proof: (i): We shall only give the argument for Z p,cp (σ). The proof for other spaces can be made in a similar manner. Let (n k ) ⊆ N be a sequence so that
for which x ij = 0 unless j = n k for some k ∈ N. It is readily verified that V is cb-isomorphic to S p . From Arazy [2, Theorem 1.1] it follows that V contains another subspace U cb-isomorphic to S p and which is complemented in Z p (σ). This shows (i).
(ii): X p (σ) can easily be identified with those (x, xD σ ) ∈ Z p (σ) for which x is a diagonal matrix. This subspace is clearly contractively complemented in Z p (σ). It now follows from Theorem 1.1 that Z p (σ) is not isomorphic to complemented subspace of S p .
Before we go on we need the following lemma on non-commutative L p -spaces.
Lemma 1.6 Let 1 < p < ∞ and let N be a von Neumann algebra so that L p (N ) is separable and L p (0, 1) does not embed isomorphically into L p (N ). Then there exist sequences (I k ) of countable sets and (n k ) ⊆ N so that
, it follows from a a result of Marcolino [21] that N is a type I factor and therefore the separability of L p (N ) and [28] give that there exist measure spaces
, it follows that all the measure spaces on the right side of (1.27) are purely atomic. 2
We are now able to prove: Theorem 1.7 If σ satisfies (1.5) and (1.6), then none of the spaces
where N is a von Neumann algebra.
Proof: Let V be one of the spaces above and assume that there exists von Neumann algebra
has the form of (1.26) by Lemma 1.6 and therefore it is isomorphic to a complemented subspace of S p . This contradicts Theorems 1.1, 1.4 and 1.5 above. 2 2 The operator space structure of the classical Rosenthal sequence spaces
In this section we wish to discuss the operator space structure of the Rosenthal sequence spaces defined in Section 1 and it turns out that the local structure of these spaces behaves quite differently. However, due to the non-commutative Burkholder-Rosenthal inequalities [10] , [13] the probabilistic viewpoint from the commutative case is still adequate to determine this structure. Let (σ i ) be a sequence such that 0 ≤ σ i ≤ 1 and let
, where
For sequences (s i ) with finite support we define
where (ε i ) denotes the sequence of Rademacher functions on [0, 1]. Following Rosenthal's argument from [26] using [13] we can now obtain
, respectively. The images are cb-complemented in the respective spaces.
Proof: We shall only prove the proposition for u c since the other cases go similarly. Let (x i ) n i=1 ⊆ S p be arbitrary. From [13, Corollary 1.5] and Proposition 0.2 we get letting ∼ denote two-sided inequalities with constants only depending on p:
where we in the last equivalence have used that for all 1 ≤ i ≤ n we have
Using the second part of [13, Theorem 0.1] in a similar manner as above we achieve that u p acts as a cb-bounded operator from X * p,cp to L p (0, 1). It is readily verified that u c u * p is a cb projection of L p (0, 1) onto the range of u c .
The space X p (σ), X p,cp (σ) and X p,rp have the γ p -AP. More precisely, X p (σ) admits an approximate diagram
For X p,cp (σ) and X p,rp (σ) we have to replace In the following we want to show that the Rosenthal spaces X p,cp (σ) and X p,rp (σ) are no longer OL p . Indeed, the mixture between the Hilbert space structure and the p structure forms the crucial obstacle.
Proof: Assume to the contrary that C p is isomorphic to a subspace of R p (L p (N )). Using the natural isomorphism between R p (R p ) and R p , we deduce that
). According to [9] these spaces are isomorphic to complemented subspaces of L p (M) for some finite von Neumann algebra M. Hence, S p is isomorphic to a subspace of L p (M). This contradicts Suckochev's result for p ≥ 2, [27] , or [7] for 1 ≤ p ≤ 2. By symmetry the same holds for R p and C p interchanged. 2 Corollary 2.5 Let 2 < p, r < ∞ and
. If σ / ∈ r , then the spaces X p,cp (σ) and X p,rp (σ) are not cb-isomorphic to subspaces of L p (N ) with N finite.
Proof: Assume first that there is an infinite set A ⊂ IN so that inf k∈A σ k > 0. By interpolation we deduce that for the bounded sequence (σ
Hence, the subspace of X p,cp (σ) consisting of the sequences having their support in A is cb-isomorphic to C p . In particular it cannot embed into L p (N ) cb-isomorphically. Thus X p,cp (σ) can not embed either in this case. Since j σ r j = ∞, we can in the general case find disjoint finite subsets A j such that if
then inf β j > 0. Proposition 1.2 gives that X p,cp (β) is cb-isomorphic to a subspace of X p,cp (σ) and by the above cb-isomorphic to C p and hence the assertion follows. A similar argument applies for the row spaces.
2 Lemma 2.6 If 1 ≤ p ≤ ∞, then U p is completely isometrically isomorphic to L p (N ) for a commutative von Neumann algebra N .
Proof: Let N = ( U 1 ) * . According to Raynaud's Theorem [24] we deduce that for all
where N is a commutative von Neumann algebra obtained as the weak closure of ∞ . Together with [23, Lemma 5.4] this implies that
Thus U L p is completely isometrically isomorphic to p (N ). 2
Our aim is now to show that X p,cp (σ) is not a rectangular OL p -space.
The same estimates hold if R p and C p are interchanged.
Proof: By interpolation
By the non commutative Khintchine inequality [20] 
where the g j 's are independent Gaussian variables. To prove the lower estimate, we consider E ⊂ L p (C p ) and a complete contraction φ : R n p → E and an isomorphism. Let
However, this implies
The assertion is proved. 2
Using a similar idea we can even prove a slighly stronger statement
Here c p is an absolute constant and QS( U L p (C p )) stands for the class of quotients of subspace of ultraproducts of C p (L p (0, 1)). The same estimates holds exchanging R p with C p .
are Bernoulli random variables. We will use a a sequence of independent normalized complex gaussian random variables (g j ) on (Ω , µ ). Let h 1 , .., h n ∈ L p (Ω, µ; 2 ). Then, we deduce from the Khinchine/Kahane's inequality [16] 
Since for p ≥ 2, we have g 1 p ∼ √ p we deduce
This remains true if we pass to an ultraproduct and then to a quotient of a subspace. On the other hand, we have seen in Lemma 2.7 that
Therefore the distance is bigger that
The next lemma is a kind of "folklore" but for the convenience of the reader we give a proof.
Lemma 2.9 Let M be a von Neumann algebra and 2 < p ≤ ∞, 2 ≤ r < ∞ such that
. Let F ⊂ L p (M) be a subspace and T : F → R p be a linear map. T is a complete contraction if and only if there exists a norm one elements a ∈ L r (M) and a contraction W :
for all x ∈ L p (N ). In particular, T admits a completely contractive extensionT :
Similarly, every complete contraction T : F → C p has a completely contractive extension of the form T (x) = W (xa).
Proof: Let (x j ) be a finite sequence in F , then
Let B be positive part of the unit ball of L r 2 (M). The function f x (a) → tr(ax * x) is continuous with respect to the weak * topology. Hence, the standard separation yields a probability measure µ on B such that
By convexity, b = ( B adµ(a)) ∈ B and therefore
Thus there is a linear contraction W 1 : H → 2 such that W 1 (b 1 2 x) = T (x). If P denotes the orthogonal projection onto H, then W = W 1 P satisfies the assertion. To prove the converse, we assume T (x) = W (ax) for some a ∈ L r (M) of norm less than one. Let L a :
→ C be the induced linear functional φ(y) = tr(ya * a) of norm less than one. If x ∈ L p (B( 2 )⊗M), we deduce that for every functional the cb-norm coincides with the norm
By homogeneity of L 2,rp , this implies W L a cb ≤ W a r . 2
Corollary 2.10 If T : X p,cp (σ) → C p is completely bounded, then T admits a cb-extension to
Proposition 2.11 If 2 < p < ∞ and N is a finite von Neumann algebra, then
Proof: Let 2 < r ≤ ∞ such that N ) ) be a complete contraction and T −1 : rg(T ) → p (C p ) be a completely bounded inverse with T −1 cb ≤ C. We consider the complete contraction T 1 : p (S p ) → C p defined by T 1 (x) = T (1) (P (x)), P the projection onto the columns space. According to Lemma 2.9, we can find a ∈ r (S r ) and W : 2 (S 2 ) → 2 such that T 1 (x) = W (xa). Let ρ = ( a(i) r ) and consider the operator D ρ : p → 2 . We define the bounded map W :
In particular, we can find an n such that
In the following, we use the spaces Y n = span{
In particular C p is cb-isomorphic to a subspace of R p (L p (N )) which contradicts Lemma 2.4.2
For the convenience of the reader we quote the following lemma which is used both in the next proposition and in the next section. The lemma is proved in [9] and [10] .
Lemma 2.12 Let M ⊂ N be von Neumann algebras, φ a faithful normal state on N and E : N → M a faithful conditional expectation such that
ii) Let 1 ≤ p, p ≤ ∞ with 
For p = ∞, we take the closure with respect to strong topology, then
and the duality is given by the trace on M.
for all x ∈ L p (N , E).
Proposition 2.13
For every separable subspace W of U C p (L p (0, 1)) there is a commutative von Neumann algebra N such that W is completely isometrically isomorphic to a subspace of N ) ). The same holds with R p replaced by C p .
Proof: Let us consider the commutative von Neumann algebra
be the canonical inclusion map, given coordinatewise by ι((f (i)) = e 00 ⊗ f (i) Let q 0 = (e 00 ⊗ 1) be the projection onto the first corner. Obviously q ≤ q 0 and
defined on the space of elements yd
completely isometrically. Obviously, the inclusion map
is completely isometric and therefore by duality
, we see that
. Multiplying with the support projection q of D, we can work in N q. For every coordinate y = x ij , x = (x ij ) ∈ ∆, we consider the polar decomposition y = ub .
Using Raynaud's isomorphism [24] , we see that b ∈ L p (qN q). Let N 1 be a separable subalgebra generated by the elements b = b ij (x), x ∈ ∆. Let M 1 be a separable subalgebra containing by the polar decompositions u = u ij (x), x ∈ ∆, such that there exists a conditional expectation
and we can consider the right N 1 module F generated by M 1 and N 1 . According to [10] , N 1 ) ) and therefore the assertion is proved. 2
Proof: Assume to the contrary, we can find T n = (T
Let U be a free ultrafilter on the natural numbers and define
Let us denote the first component by T (1) and the second by T (2) . We note that U F is a quotient space of U R p (L p (0, 1) ). Denote the quotient map by q. Then we can find a separable subspace Y ⊂ U R p (L p (0, 1) ) such that the image of T (2) is cb isomorphic to q(Y ). According to Proposition 2.13, we can assume that Y is contained in R p (L p (N )) for some commutative von Neumann algebra N . Moreover, U C p is a homogeneous Hilbert space which carries the C p structure. Thus every separable subspace is completely isometric to C p . Therefore, we can find an embedding of p (C p ) in C p ⊕ p Y /ker(q). Following the argument in Proposition 2.11, we see that for the first component T (1) and every ε > 0 there exists an n such that
Thus C p will be cb-isomorphic to a subspace of a quotient of R p (L p (0, 1)). This contradicts Lemma 2.7.
2 Theorem 2.15 Let σ tend to 0 and such that for all n ∈ IN there are subset A n of cardinality n such that σ i = α n for i ∈ A n and lim
Proof: Assuming in the contrary we can write id = T + S, where T factors through a quotient F of U R p L p (0, 1) and S factors through C p . We denote by Q the projection onto the C p coordinate in X p,cp (σ) ⊂ p ⊕ p C p . Using Lemma 2.10, we can decompose S = S 1 + S 2 , such that S 1 : p → X p,cp is a completely bounded operator and S 2 : C p → X p,cp is completely bounded. For a fixed index i ∈ I we consider (e i , σ i e i ) = S(e i , σ i e i ) + T (e i , σ i e i ) = σ i S 2 (0, e i ) + S 1 (e i , 0) + T (e i , σ i e i ) .
Hence for i ≥ i 0 we get σ i S 2 ≤ 1 2 and therefore
Let us write S 1 (e i , 0) + T (e i , σ i e i ) = (y, σy) .
We have the following alternative: If y p ≤ yσ 2 , then
If yσ 2 ≤ y p , we get 1 4 ≤ y p and thus
In both cases we deduce
Now we decompose QT = T 1 + T 2 , T 1 acting on p and T 2 acting on C p according to Lemma 2.10. Let n ∈ IN to be determined later and let us assume that σ i = α n is constant on a set A n of cardinality n. Let us recall that
Thus we get for
Hence for n so large that 8(
Hence we can find a subset B n of cardinality n C r 3 16 r such that for all i ∈ B n we have
Now we consider the map w : 2 (B n ) → 2 defined by w(e i ) = T 2 (0, e i ). Defining δ = C −1 3 32 −2 and n = cardB n we deduce for the approximation numbers of w 1 16
Therefore with δ = C −r 3 16 −r we obtain that 1 32 ≤ a δn (w) = a δδ n (w) .
In order to obtain a lower estimate for a proportional approximation number of u we observe
Since T 1 is bounded on p , the map T 1 : 2 → 2 defined by e i → T 1 (e i , 0) factors through the inclusions map id 2,p :
Let us recall a result of Carl on the Weyl numbers of id p ,2
Therefore we have α n 32 ≤ a δδ n (α n w) = a δδ n (u + α n w − u)
Hence for n large enough such that n
It follows that we can find an linear map W : 2 → 2 and a k = δδ 2
Note that cb norm of the identity mapping id : C p → X p,cp is completely contractive and thus we obtain id H = W QT idP H .
According to our assumption T = w 1 v 1 where v 1 : X p,cp (σ) → F , w 1 : F → X p,cp (σ) and F is a quotient to a subspace of U R p (L p (0, 1)). We deduce from Lemma 2.8 that
Using once more lim n n 1 r α n = ∞, we get a contradiction and the assertion is proved. 2
is a rectangular OL p -space, then there exists an increasing sequence (X j ) of finite dimensional subspaces of V with dense union and non-negative integers k j , m j , n j and a constant K so that
In particular V is cb-isomorphic to a cb-complemented subspace of
Proof: Since V is a rectangular OL p -space there is an increasing sequence (X j ) of finite dimensional subspace with dense union and number k(j), n j (i) and m j (i) and a constant
For every n ∈ N we define
If h(n) ≥ n for all n ∈ N, clearly (S n p ) embeds cb-uniformly into V and hence S p is isomorphic to a subspace of an ultrapower of p ⊕ p C p ⊕ p R p which is a Banach lattice of cotype p. This contradicts [22, Theorem 2.1]. Hence there is an n 0 ∈ N so that h(n 0 ) < n 0 . If
and if n j (i) ≥ n 0 , then m j (i) < n 0 and hence
We can therefore find a constant K 2 and numbers k j , n j (i) and m j (i) so that
For every n and j we put
which contradicts Corollary 2.14. Hence there is an n 0 so that |A j (n 0 )| < n 0 for all j ∈ N. For every j we then get
Treating the R p -terms in the same way we obtain that there is a constant K and numbers k j , n j and m j so that
Since U p is cb-isometrically isomorphic to L p (N ) for some commutative N and C p and R p are homogeneous, the separability of V gives that it is cb-complemented in
Since (R n p ) does not embed cb-uniformly into p ⊕ p C p by Lemma 2.7, it is readily seen that if V ⊆ p ⊕ p C p , then the R p -components disappear in the argument above and the ultraproduct construction gives that V is cb-isomorphic to a cb-complented subspace of
As a corollary we obtain Theorem 2.17 If σ satisfies (1.5) and (1.6), then the spaces X p,cp (σ) and X p,rp (σ)are not rectangular OL p spaces.
Proof: Assume that X p,cp (σ) is a rectangular OL p -space. Theorem 2.16 then gives that it is cb-complemented in L p (0, 1) ⊕ p C p . By Theorem 1.3 we can without loss of generalty assume that σ satisfies the additional assumptions in Theorem 2.15 and hence this theorem yields a contradiction.
2 Theorem 2.18 If σ satisfies (1.5) and (1.6) and
then V is not a rectangular OL p space.
Proof: Let us assume
The other cases follow directly from Theorem 2.16. 2
Proposition 2.19
Assume that σ satisfies (1.5) and (1.6)and let U a free ultrafilter on the integers.
In particular the spaces
Proof: To prove the assertion (i), we observe that V ⊂ p ⊕ p C p ⊕ p R p . Thus the assertion follows from the row version of Corollary 2.14. In order to get (ii) we note that
But the row version of Theorem 2.15 excludes this for X p,rp (σ). 2
and hence W does not cb-embed into an ultrapower of X p,cp (σ).
Consequently none of the spaces above nor those from Proposition 2.19 can be paved with local pieces of any of the others except for trivial reasons. It is easily seen that we can also add
At the end of this section we want to compare the space X p,cp (σ), X p,rp (ρ) with their intersection in interpolation sense. Let 2 < p < ∞ and let σ = (σ n ) and ρ = (ρ n ) be two positive sequences.
In analogy with the spaces defined in chapter 1 we let the space X(σ, ρ) be the subspace of S p ⊕ p C p ⊕ p R p defined as the closed linear span of the sequence {e nn ⊕ p σ n e n1 ⊕ p ρ n e 1n }. Note that X(σ, ρ) is the interpolation space X p,cp (σ) ∩ X p,rp (ρ). We shall show that if σ and ρ satisfy (1.5) and (1.6), then X p (σ, ρ) is a rectangular OL p -space if and only if it is cb-isomorphic to
We first investigate the space X p (α, β) where α > 0 and β > 0 are constants. We have:
Similarly for X p,rp (σ).
Proof: Let us assume that β ≤ α (the other case can be proved similarly), let
denotes the canonical basis of X p (α, β), we put h n = Q 1 T f n for all n ∈ N. Since f n → 0 weakly, so does (h n ) and we can therefore extract a martingale subsequence of (h n ) and then use the argument in [13] to extract a further subsequence, still called (h n ), so that there exist constants
for all finite sequences (a k ) ⊆ S p . Plugging in the vectors a k = e 1k we get for every n ∈ N that
which implies that b 2 ≤ K 1 β. As in Corollay 2.10 there is a constant K 2 only depending on p so that the operator Q 2 T has a cb-extension S :
Hence we have for all n ∈ N: T f n = h n + Se nn + αSe n1 + βSe 1n .
By [26]
∞ n=1 Se nn r < ∞ and if Q denotes the canonical projection of S p ⊕ p C p ⊕ p R p onto R p we find by that the operator QT −1 P S|C p is (r,2)-summing and therefore also ∞ n=1 QT −1 P Se n1 r < ∞. In particular we can find a n 0 ∈ N so that:
for all n ≥ n 0 . If (F n ) denotes the biorthogonal system to (f n ), then clearly |F n (T −1 P Se n1 )| ≤ 1 β QT −1 P Se n1 and hence (2.6) gives that
for all n ≥ n 0 . If we now assume that
, then by the above 1 4 ≤ |F n (T −1 P h n )| for all n ≥ n 0 . By interpolation there exists a constant K 3 = K 3 (p) so that if U denotes the diagonal of T −1 P |[h n ] with respect to the bases (f n ) and (h n ), then U is cb-bounded with
cb P cb and hence for all (a k ) ⊆ S p and all n ≥ n 0 we get:
If we plug in the vectors a k = e k1 in this inequality we get that
cb P cb β. Hence we have proved the proposition with K = max(K
To prove the statement for X p,cp (α) we go through the argument above, but we omit the R pcoordinate, and adjust the sequence (h n ) to the new situation. Then we drop the argument with the projection Q. The first part will then show that
, then the second part will show that α
We need the following two lemmas:
Lemma 2.22 Let 2 ≤ p < ∞ and let σ and ρ be two sequences so that there exists a δ > 0 and an ε > 0 with σ n ≤ δρ n for all n ∈ N and σn≤ε σ r n < ∞.
If ρ n → 0, the last two summands do not occur in the above.
For every k ∈ N we put α k = ( n∈B k ,σn≥ε σ r n ) 1 r and arguing like in Proposition 1.2 we get that X p ((α k ), β) is cb-complemented in X p (σ, ρ). Clearly α = lim inf α k ≥ ε and if we choose a subsequence (α km ) tending sufficiently fast to α we conclude that X p (α, β) is cb-complemented in X p (σ, ρ) and hence also in L p (0, 1) ⊕ p C p ⊕ p R p . This violates (2.3) and (2.4) for β small enough.
We are now able to prove:
Theorem 2.24 Let σ and ρ be two sequences satisfying (1.5) and (1.6). If
Proof: If X p (σ, ρ) be a rectangular OL p -space, Theorem 2.17 shows that it is cb-isomorphic to a cb-complemented subspace of
Assume that for all ε > 0 and all δ > 0 we have that {ρn≤δσn,ρn≤ε} ρ r n = ∞. We shall show that this leads to a contradiction. Let δ > 0 be given arbitrarily, put A = {n ∈ N | ρ n ≤ δσ n } and define σ A and ρ A as in Lemma 2.22. Clearly ρ A satisfies (1.5) and (1.6). If for some ε > 0 {σ A (n)≤ε} σ A (n) r < ∞, then also {σ A (n)≤ε} ρ A (n) r < ∞ and therefore {ρ A (n) | σ A (n) > ε} satisfies (1.6) which contradicts Lemma 2.23. Hence also σ A satisfies (1.5) and (1.6). Let now α > 0 be arbitrary, choose mutually disjoint finite sets A k ⊆ N so that for all k ∈ N we have
and put
r for all k ∈ N. Again Proposition 1.2 shows that X p (α, (β k )) is cb-isomorphic to a cb-complemented subspace of X p (σ, ρ) and by choosing a subsequence of (β k ) tending sufficiently fast to β = lim inf β k > 0. we obtain that X p (α, β) is cb-isomorphic to a cb-complemented subspace of X p (σ, ρ). If β = 0 we have X p (α, β) = X p,cp (α) and this violates (2.5) of Proposition 2.21 for α small enough. If β > 0, then β ≤ 2δα and this violates (2.3) of Proposition 2.21 for δ small enough. By choosing α small enough (2.4) is violated and we have reached a contradiction. Interchanging the roles of σ and ρ in the argument above we can conclude that there is a ε > 0 and a δ > 0 so that
Let A be as above and put
, and (ρ D ) as before. We can then write
is cb-somorphic to X p (σ B ) and since σ B satisfies (1.5) and (1.6) it contains cb-complemente copies of
This finishes the proof since clearly X p (σ B ) is cb-isomorphic to X p (σ). Obviously the C p -and R p -terms do not appear in case σ n → 0 and ρ n → 0. 2
Operator space properties of the matricial Rosenthal spaces
In this section we will discuss the operator space structure of the matricial Rosenthal spaces. As before we let p > 2,
, and let σ be a sequence with σ n ≥ 0. (ξ n ) denotes the unit vector basis of 2 . Throughout the rest of the paper we let R denote the hyperfinite II 1 factor defined as the σ-weak closure of the infinite tensor product ⊗ n∈N M 2 in the GNS-construction with respect to the tracial trace τ R = ⊗ n∈N tr 2 . We start with the following result on Y p (σ):
Proof: Let µ denote the Lebesgue measure on ]0, ∞[ and let A n ⊂]0, ∞[ be disjoint sets with µ(A n ) = σ r n for all n ∈ N. We consider the subspace
Sp
The calculation for the row term is similar. Comparing this with (1.22) we obtain that V is cb-isomorphic to Y p (σ).
For every n ∈ N we let p n denote the orthogonal projection of 2 onto span{ξ n | n(n−1) 2 ∞) ; B( 2 )) and the restriction of the trace is normal on B, we deduce from [28] that there is conditional expectation
((0, ∞); S 2 ). According to [9] the latter space is cb-isomorphic to L p (R) and the assertion is proved. 2 Remark 3.2 According to [9] , the spaces
are cb-isomorphic to completely complemented subspaces in L p (R⊗B( 2 )) and hence the same argument as above shows that Y p,cp and Y p,rp are cb-isomorphic to cb-complemented subspaces of L p (R ⊗ B( 2 )). However, in general we cannot expect a cb-embedding into L p (R). Indeed, from Theorem 1.5 it follows that if σ satisfies (1.5) and (1.6), then S p cb-embeds into Z p (σ) but it does not embed into L p (R) according to a result of Suckochev [27] . Hence Z p (σ) does not cb-embed into L p (R).
Combining these calculations with (3.1) we get that U is a cb-isomorphism of Z for every x ∈ S p where x is the ith factor and U p = n i=1 ε i Ψ i (x) for all x ∈ S p . Using [13, Theorem 4 .3] we can in a similar manner as above obtain that U p acts as a cb-bounded operator from Z We are now able to prove:
Theorem 3.5 Let 2 ≤ p, r < ∞ such that By assumption s j tends to ∞ and hence we can find a subsequence (j k ) and integers n k such that n k ≤ s j k ≤ n k + 1 . Hence by Theorem 3.4 Z j k p (σ) has the γ p -AP with a constant only depending σ and p and therefore Z p (σ) has the γ p -AP. Similarly for Z p,cp (σ) and Z p,rp (σ). Y p (σ), Y p,cp (σ), and Y p,rp (σ) have the γ p -AP by Corollary 3.3. Since lim inf n σ n = 0, we can find a subsequence σ = σ n k such that (σ n k ) ∈ r . Then the map M r : S p → C p (IN 2 ) defined by M r (x) = xD σ is completely bounded and similarly, M l : S p → R p (IN 2 ) defined by L l (x) = D σ x is completely bounded.
By definition
If A = {n k : k ∈ IN}, then the subspace Z A = {(x ij ) | i ∈ A, j ∈ A} is cb-isomorphic to S p and is complemented in Z p (σ), Z p,c (σ), and Z p,r (σ), respectively. By the definition of Y p (σ) we deduce that Before proving the theorem, we formulate a corollary of it.
Proof: Suppose the sequence (σ m ) satisfies (1.5) and (1.6). Consider the spaces Y = ( m 3 m p ) p , and Z = ( m T m (X m p (σ))) p . By the discussion preceding the statement of this lemma, Z is an uncomplemented subspace of Y . Moreover, Y is completely isometric to p . It remains to show that Z is completely isomorphic to p . To this end, note that Z is completely isomorphic to a completely complemented subspace of ( m km p ) p ∼ p . Moreover, Y contains a completely complemented copy of p . As p = p ( p ), we complete the proof by applying a Pełczyński decomposition method.
We need yet another lemma.
Lemma 4.4 Suppose X is a rectangular OL p space, and T is a complete isomorphism from p onto a subspace. Then T ⊗ I X is a complete isomorphism from p (X) onto its range, viewed as a subspace of p (X).
Proof: We can assume that T is a complete contraction and let c = T Remark 4.5 The same result also holds for complete isomorphisms from S p onto its subspaces.
Proof of Theorem 4.1: Suppose X and Y are subspaces of rectangular OL p -spaces and S : X → Y is a complete isomorphism. Let T : p → p be a complete isomorphism with an uncomplemented range (such a T exists, by Lemma 4.3). By Lemma 4.4 T ⊗ S determines a complete isomorphism from p (X) onto a subspace of p (Y ). It remains to show that range(T ⊗ S) is uncomplemented. Indeed, suppose for the sake of contradiction that there exists a projection P from p (Y ) onto range(T ⊗S). Pick x ∈ X\{0} and denote by Q a bounded projection onto span(Sx). As T is a complete isomorphism,Q = I range(T ⊗ Q is a completely bounded projection from range(T ⊗ S) onto range(T ) ⊗ span(Sx). HenceQ • P | p⊗span(Sx) is a bounded projection from p ⊗ span(Sx) onto range(T ) ⊗ span(Sx) which contradicts the fact that range(T ) is uncomplemented. 2 Corollary 4.6 Suppose N is a von Neumann algebra equipped with a normal semi-finite faithful trace which is not of type I. Then there exists an uncomplemented subspace X of L p (N ) completely isomorphic to L p (R)
Proof: By [14] (see also [21] ) L p (N ) contains a (completely contractively complemented) subspace Y , completely isometric to L p (R). By Theorem 4.1 Y contains an uncomplemented copy of L p (R). 2
Corollary 4.7 (1) Every infinite dimensional rectangular OL p -space contains an uncomplemented copy of p .
(2) Every infinite dimensional OS p -space contains an uncomplemented copy of ( n S n p ) p .
Proof: By [14] any OL p -space X (with 1 < p < ∞) embeds completely isometrically (and even completely contractively complementedly) into Π U S p , where U is an ultrafilter. By [24] and [25] X contains a completely isomorphic (and even completely complemented) subspace Y , completely isomorphic to p . Moreover, if X is an OS p -space, then it contains a subspace Y , completely isomorphic to ( n S n p ) p . In either case an application of Theorem 4.1 completes the proof.
