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TURING INCOMPARABILITY IN SCOTT SETS
ANTONI´N KUCˇERA AND THEODORE A. SLAMAN
Abstract. For every Scott set F and every non-recursive set X in F , there
is a Y ∈ F such that X and Y are Turing incomparable.
1. Introduction
H. Friedman and A. McAllister posed the question whether for every non-
recursive set X of a Scott set F there is a Y ∈ F such that X and Y are Turing
incomparable (see Problem 3.2 and also Problem 3.3 in Cenzer and Jockusch [2]).
We present a positive solution to the question, using recent results in the area of
algorithmic randomness and also results on Π01 classes.
1.1. Background and Notation. We begin by discussing the background of the
Friedman-McAllister question. We then review some basic definitions and establish
our notational conventions.
1.1.1. Background. We let 2ω denote the set of infinite binary sequences. One can
equivalently think of 2ω as the Cantor set. A finite binary sequence σ determines
an open neighborhood in 2ω by taking the set of all infinite extensions of σ. A
binary tree T determines a closed subset of 2ω by taking the complement of the
union of open neighborhoods given by the elements of T which have no extensions
in T .
As is well-known, the Cantor set is a canonical example of a compact set. This
fact translates to binary trees in the form of Ko¨nig’s Lemma that every infinite
binary tree has an infinite path. However, the proof of Ko¨nig’s Lemma is not
computational. Not every infinite recursive binary tree has an infinite recursive
path. Thus, the set of recursive reals does not verify the compactness of 2ω with
respect to recursive closed sets (also called Π01 classes) . In order to study the
consequences of compactness, we need richer subsets of 2ω.
Definition 1.1. A Scott set is a nonempty set F ⊆ 2ω such that if T ⊆ 2<ω is an
infinite tree recursive in a finite join of elements of F , then there is an infinite path
through T in F .
Scott [20] proved that the sets representable in a complete extension of Peano
Arithmetic form a Scott set. Scott sets occur naturally in the study of models of
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arithmetic. They are the ω-models of WKL0, an axiomatic treatment of compact-
ness. In other words, they are the models of WKL0 in which the natural numbers
are standard.
One can test the power of compactness arguments by examining what is true in
every Scott set. A natural family of questions comes from considering the Turing
degrees represented in an arbitrary Scott set. For example, it is not merely the case
that every Scott set has non-recursive elements. Jockusch and Soare [8] showed
that for any Scott set S and any finite partial order P , there are elements of S
whose Turing degrees are ordered isomorphically to P . Thus, the existential theory
of the Turing degrees of a Scott set is rich and completely determined.
The existential-universal theory of the degrees represented in an arbitrary Scott
set is more complex and not at all understood. Groszek and Slaman [6] states that
every Scott set has an element of minimal Turing degree, namely a degree m such
that m has no non-trivial element strictly below it. Friedman-McAllister question
is universal-existential about an arbitrary Scott set, for every degree x is there a
degree y which is Turing incomparable with x. In other words, given a Turing
degree x, can one use a compactness argument to construct a y which is Turing
incomparable with x?
The typical immediate reaction to the question is that there should always be
such a y and that it should be routine to exhibit an x-recursive tree such that
every infinite path in that tree has Turing degree incomparable with x. This is
not the case. For example, Kucˇera [9] showed that there is a Scott set S and a
non-recursive degree x from S such that x is recursive in all complete extensions of
Peano Arithmetic that appear in S. Building y’s incomparable with that x cannot
be accomplished using complete extensions of Peano Arithmetic. Similar obstacles
appear when one attempts to find y’s incomparable to x by means of other familiar
Π01 classes.
Even so, for every Scott set S and every non-recursive x represented in S, there
is a y in S which is Turing incomparable with x. Given x, our construction of y is
not uniform. If possible, we find y by taking a sequence which is 1-random relative
to x. If that fails (the non-uniformity), then we apply recent results in the theory
of algorithmic randomness to build a recursive tree whose infinite paths are Turing
incomparable with x.
1.1.2. Definitions and Notation. Our computability-theoretic notation generally
follows Soare [22] and Odifreddi [15, 16]. An introduction to algorithmic ran-
domness can be found in Li and Vita´nyi [13]. A short survey of it is also given in
Ambos-Spies and Kucˇera [1]. Much deeper insight into the subject of algorithmic
randomness can be found in a forthcoming book of Downey and Hirschfeldt [4], a
good survey is also in Downey, Hirschfeldt, Nies and Terwijn [5].
We refer to the elements of 2ω as sets or infinite binary sequences. We denote
the collection of strings, i.e. finite initial segments of sets, by 2<ω. The length of a
string σ is denoted by |σ|, for a set X , we denote the string consisting of the first
n bits of X by X ↾ n and we use similar notation σ ↾ n for strings σ of length
≥ n. We let σ ∗ τ denote the concatenation of σ and τ and let σ ∗ Y denote the
concatenation of σ and (infinite binary sequence) Y . We write σ ≺ X to indicate
X ↾ |σ| = σ. If σ ∈ 2<ω, then [σ] denotes {X ∈ 2ω : σ ≺ X}.
A Σ01 class is a collection of sets that can be effectively enumerated. Such a class
can be represented as
⋃
σ∈W [σ] for some (prefix-free) recursively enumerable (r.e.)
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set of stringsW . The complements of Σ01 classes are called Π
0
1 classes. Any Π
0
1 class
can be represented by the class of all infinite paths through some recursive tree.
We use also relativized versions, i.e. Σ0,X1 classes and Π
0,X
1 classes. Π
0
1 classes play
an important role in logic, in subsystems of second-order arithmetic, and also in
algorithmic randomness. By the relativized tree representation of Π01 classes, if F
is a Scott set, X ∈ F , and P is a nonempty Π0,X1 class, then F includes an element
of P .
Definition 1.2. Let X be a set. A Martin-Lo¨f test relative to X is a uniformly
r.e. in X sequence of Σ0,X1 classes {U
X
n } such that µ(U
X
n ) ≤ 2
−n, where µ denotes
the standard measure on 2ω. Then any subclass of
⋂
n∈ω U
X
n is called a Martin-Lo¨f
null set relative to X . If X = ∅, we simply speak of Martin-Lo¨f test and Martin-Lo¨f
null set. A set R is Martin-Lo¨f random relative to X , or 1-random relative to X , if
{R} is not Martin-Lo¨f null relative to X . If X = ∅, we speak of 1-randomness.
Martin-Lo¨f proved that there is a universal Martin-Lo¨f test, {Un}, such that for
all R, R is 1-random if and only if R 6∈
⋂
n∈ω Un. Similarly, there is a universal
Martin-Lo¨f test relative to X, {UXn } (uniformly in X).
We will use K to denote prefix-free Kolmogorov complexity. See Li and Vita´nyi
[13] for details. The version of Kolmogorov complexity relativized to a set X is
denoted by KX . Schnorr [19] proved that a set is 1-random if and only if for all
n, K(A ↾ n) ≥ n + O(1) . There are several notions of computational weakness
related to 1-randomness. They are summarized in the following definition.
Definition 1.3. (1) L denotes the class of sets which are low for 1-randomness,
i.e sets A such that every 1-random set is also 1-random relative to A.
(2) K denotes the class of K-trivial sets, i.e. the class of sets A such that for
all n, K(A ↾ n) ≤ K(0n) +O(1), where 0n denotes the string of n zeros.
(3) M denotes the class of sets that are low for K, i.e sets A such that for all
σ, K(σ) ≤ KA(σ) +O(1).
(4) A set A is a basis for 1-randomness if A ≤T Z for some Z such that Z is
1-random relative to A. The collection of such sets is denoted by B.
Nies [14] proved that L = M, Hirschfeldt and Nies, see [14], proved that K =
M, and Hirschfeldt, Nies and Stephan [7] proved that B = K. Thus, all these four
classes are equal and we have, remarkably, four different characterizations of the
same class. That is, L = K =M = B.
Chaitin [3] proved that K-trivials are ∆02. Further, by a result of Kucˇera [10] low
for 1-random sets are GL1 and, thus, all these sets are, in fact, low. The lowness
of these sets also follows from some recent results on this class of sets, see [14].
2. The main result
In this section, we present a solution to the Friedman–McAllister question.
Theorem 2.1. For any Scott set S and any non-recursive set X ∈ S, there is a
Y ∈ S such that X and Y are Turing incomparable.
Theorem 2.1 is a consequence of the stronger Claim 2.2.
Claim 2.2. For every non-recursive set X there is a nonempty Π0,X1 class P ⊆ 2
ω
such that every element of P is Turing incomparable with X.
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As we will see, we can do even better for K-trivial sets X . Namely, we can
replace the Π0,X1 class mentioned in the claim by a (non-relativized) Π
0
1 class.
Proof of Claim 2.2. We split the proof of the claim into two cases.
Case 1. X is not a basis for 1-randomness.
Let T1 be a tree recursive in X such that any infinite path in T1 is 1-random
relative to X . We can take e.g. a tree recursive in X for which the collection of all
infinite paths is the Π0,X1 class which is the the complement of U
X
0 , the first class
appearing in a universal Martin-Lo¨f test relative to X . Clearly, any infinite path
through T1 is Turing incomparable with X .
Case 2. X is a basis for 1-randomness.
As we described above, such an X is K-trivial, low for 1-randomness, low for
K, and ∆02. We use these properties to construct a recursive tree T2 such that any
infinite path through T2 is Turing incomparable with X .
Also we not only avoid a lower cone of sets recursive in X , but even avoid all
the class of sets which are bases for 1-randomness. Since the class of these sets is
closed downwards, we obviously get a stronger property.
Since the class B is equal to L and also to M, we can equivalently work with
any of these characterizations.
Thus, to handle Case 2, it is sufficient to prove the following lemma.
Lemma 2.3. Let X be a non-recursive ∆02 set. Then there is a recursive tree T2
such that for any infinite path Y in T2 we have Y 6≥T X and Y is not low for
1-randomness (and, thus, Y 6≤T X if X ∈ L).
Proof of Lemma 2.3. The proof is by a finite injury priority argument. We build
the tree T2 by stages. At stage s+ 1, we terminate a string by not extending it to
any string of length s+ 1 in T2.
We will describe the strategies and leave the rest to the reader.
The strategies have the following general pattern. Each strategy starts to work
at a given string σ ∈ T2, it acts only finitely often, and it yields as its outcome
a nonempty finite collection Q consisting of strings of the same length. Some
strategies (called L-strategies) and their outcomes depend not only on σ itself, but
also on how σ arises as a concatenation of strings belonging to outcomes of previous
strategies. Further, for each α ∈ Q, the string σ∗α together with a recursive tree of
all strings extending σ ∗α are left for the next strategy. By producing its outcome,
each strategy satisfies some particular requirement as explained later.
Avoiding an upper cone above X. Let σ ∈ T2 be given. Suppose that Φ is a
recursive Turing functional. We act to ensure that for every infinite path A in T2,
if A extends σ then Φ(A) 6= X .
We use the fact that X is ∆02 to adapt the Sacks Preservation Strategy [18]. We
monitor the maximum length of agreement between Φ(τ), for τ extending σ, and
the current approximation to X . If at stage s + 1, we see a string η of length s
on T2 for which this maximum has gone higher than ever before, we take the least
such η and we terminate all extensions of σ except for η.
If this were to occur infinitely often above σ, then X would be recursive. Com-
pute X(n) by finding the first stage where the maximum length of agreement be-
tween Φ(τ), for some τ extending σ, and the approximation to X was greater than
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n. Since the length of agreement increases infinitely often, the approximation to X
returns to this value infinitely often. But then, since the approximation converges
to the value of X , the value at the stage we found must be the true value. This is
a contradiction to X ’s being non-recursive.
So, this strategy acts finitely often and satisfies the requirement.
Observe, that the strategy yields as its output just one string α, where α is the
string at which we last terminate all extensions of σ which are incompatible with
α. Otherwise, α is the empty string, if we never do so.
Avoiding the class of sets low for 1-randomness. We will refer to our strategies
to avoid the class of sets low for 1-randomness as L-strategies. We will begin by
explaining the general idea behind these strategies.
Recall, a set X is low for 1-randomness if and only if every 1-random set Z is
also 1-random relative to X . In the case that X is low for 1-randomness, we can
ensure that X does not compute any path in T2 by ensuring that each path Y in
T2 is not low for 1-randomness, i.e. Y 6∈ L.
We will ensure that a path Y in T2 is not in L, by embedding large intervals
of some 1-random set Z into it. In this way, we can recover the 1-random set
Z recursively from Y and ∅′ and ensure that Y can enumerate a Martin-Lo¨f test
(relative to Y ) which shows that Z is not 1-random in Y .
An infinite path Y in T2 can be viewed as an infinite concatenation of strings
α0 ∗α1 ∗α2 ∗ . . . , where each αi is that uniquely determined string compatible with
Y , which belongs to the outcome of a strategy that started at α0 ∗ · · · ∗αi−1 (where
α−1 is the empty string). Let us note that due to a standard finite injury priority
argument, such a sequence {αi}i∈ω can be found recursively in ∅
′ and Y . Then let
ZY denote the set obtained as an infinite concatenation of strings αi0 ∗αi1 ∗αi2 ∗ . . .,
where {ij}j∈ω is a recursive increasing sequence of indices of those strings αi’s which
belong to outcomes of L-strategies, i.e. of those i’s for which a strategy that started
at α0∗α1∗ . . .∗αi−1 was an L-strategy. The general goal of L-strategies is to ensure
that for any infinite path Y in T2, ZY is 1-random but is not 1-random relative to
Y .
To guarantee that ZY is not 1-random in Y , we have to satisfy for all e the
requirement ZY ∈ U
Y
e , where {U
Y
e }e∈ω is a universal Martin-Lo¨f test relative to Y
(uniformly in Y ). As is standard, we may let UYe be
⋃
k V
k,Y
e+k+1, where {V
k,Y
i }i,k∈ω
is a uniformly r.e. in Y sequence of all Martin-Lo¨f tests relative to Y (uniformly in
Y ), and {V k,Yi }i∈ω is the k-th test.
To guarantee that ZY is 1-random, we fix a Π
0
1 class U0 of 1-random sequences
and fix a recursive tree T ∗ such that the infinite paths in T ∗ are exactly the members
of U0. We will ensure that each initial segment of ZY extends to an element of U0.
Suppose now, that σ ∈ T2 and e are given, and let α0, . . . , αk be the strings for
which σ = α0 ∗ α1 ∗ · · · ∗ αk, where each αi belongs to an outcome of the strategy
that started at α0 ∗ α1 ∗ · · · ∗ αi−1. Let τσ be the string αi0 ∗ αi1 ∗ . . . ∗ αij ,
where i0, i1, . . . , ij are indices (in increasing order) of those αi’s which belong to
outcomes of L-strategies, i.e. of those i’s such that the strategy that started at
α0 ∗ α1 ∗ . . . ∗ αi−1 was an L-strategy. Roughly speaking, τσ is the finite sequence
already embedded into σ which can be extended to an infinite path in T ∗.
Observe, that for any set Z the set τσ ∗Z is not 1-random relative to the set σ∗Z.
In fact, τσ∗Z is recursive in σ∗Z as it is obtained by appending all but finitely much
of σ ∗Z to τσ. Thus, τσ ∗Z ∈ Uσ∗Ze . If we had no other requirements to satisfy, we
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could restrict the infinite extensions of σ in T2 to those of the form σ ∗Z for which
τσ ∗ Z is 1-random (using the Π01 class U0). But, of course, we have to satisfy our
requirement in a finitary way to leave space for the cone avoiding strategies. The
idea here is to make any infinite path through T2 extending σ locally 1-random.
Thus, we design our tree so that enough of such a Z is embedded in the extensions
of σ to ensure that [τσ ∗ (Z ↾ i)] ⊆ Uσ∗Ze for some i. The crucial thing here is that
we can accomplish this objective in a finite way. That is, we can effectively compute
(from σ, τσ and e) an i such that [τσ ∗ (Z ↾ i)] ⊆ Uσ∗Ze for all sets Z. Intuitively,
for any Z, τσ ∗ Z is not 1-random relative to σ ∗ Z and we can calculate how long
it takes for σ ∗ Z to recognize the failure of relative 1-randomness.
We give this calculation in detail. Given σ and τσ find a Martin-Lo¨f test relative
to X (uniformly in X) {BXj }j∈ω with index b such that B
X
j = [(τσ ∗ X
∗) ↾ j],
where X∗ is the set for which X = (X ↾ |σ|) ∗ X∗. Then we obviously have
Bσ∗Zj = [(τσ ∗Z) ↾ j], for any set Z. By the construction of {U
X
e }e∈ω, the universal
Martin-Lo¨f test (relative to X), and since b is an index of the test {BXj }j∈ω , we
have Bσ∗Ze+b+1 ⊆ U
σ∗Z
e for all sets Z. It follows that [τσ ∗ (Z ↾ i)] ⊆ U
σ∗Z
e for all sets
Z and i such that |τσ|+ i ≥ e+ b+ 1. Our calculation chooses the least such i.
It only remains to put a restriction on T2 to ensure that σ ∗α is extendable to an
infinite path in T2 for strings α of length i if and only if τσ ∗ α is extendable to an
infinite path in T ∗, the recursive tree whose infinite paths are exactly the elements
of U0 and hence are 1-random.
The strategy, given σ ∈ T2 and e, where σ = α0 ∗ α1 ∗ . . . ∗ αk with properties
of αi’s described above, is precisely as follows. Find the corresponding string τσ,
then compute an i such that [τσ ∗ (Z ↾ i)] ⊆ U
σ∗Z
e for all sets Z. Now for each β
such that |β| ≥ i, we terminate the string σ ∗β in T2 if τσ ∗ (β ↾ i) is not extendable
to a string of length |σ ∗ β| in the recursive tree T ∗ which represents the Π01 class
U0. This strategy acts only finitely often and eventually reaches its goal. Observe
that the strategy yields a finite collection of strings of the same length Q, where all
requests on Q are satisfied. 
With Lemma 2.3, we have completed the proof of Claim 2.2. 
2.1. An M variation. Since L and M are equal, we can equivalently use the
characterization ofM to design our strategy to handle Case 2, namely, our strategy
for avoiding the class of sets which are bases for 1-randomness. For the convenience
of the reader we present also a variant of a strategy expressed in terms of M.
Given a σ, we want to ensure that each infinite path Y extending σ in T2 can
give a shorter description of some string τ than any description possible without
Y . Let c be the amount that we want to shorten the description. We will compute
an m (see below) and we want to ensure
K(Y ↾ m)− c ≥ KY (Y ↾ m).
We choosemmuch larger thanK(σ) and c. The maximum of 10 and 2|σ|+K(σ)+c+d
is big enough (where a constant d is explained below). For each string τ extending
σ of length m let τ∗ denote the string of length m − |σ| for which τ = σ ∗ τ∗.
It is easy to see that KY (Y ↾ m) is less than or equal to 2 log(m), since Y can
describe its first m values using the description of m. (As a caveat, this bound may
only apply to sufficiently large m because of the fixed cost of interpreting binary
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representations. This is fixed data and we can assume that m is large enough for
the upper bound to apply).
On the other hand, K(τ∗) ≤ K(τ) +K(σ) + d for some constant d independent
of a choice of τ . By terminating strings with shorter descriptions, we can ensure
that for each Y extending σ in T2, the τ
∗ of τ = Y ↾ m satisfies K(τ∗) ≥ m− |σ|.
This is similar to making a recursive tree of 1-random sets, but here we are making
any path in T2 (merely) locally 1-random to ensure that infinite paths in T2 are not
low for K.
We can now calculate:
K(τ) ≥ K(τ∗)−K(σ)− d,
and substituting for K(τ∗),
K(τ) ≥ (m− |σ|) −K(σ)− d.
Since KY (Y ↾ m) ≤ 2 log(m), it is sufficient to ensure that
m− |σ| −K(σ)− d− c ≥ 2 log(m),
or, equivalently,
m ≥ 2 log(m) + |σ|+K(σ) + c+ d.
If m ≥ 2|σ|+K(σ)+c+d, then it is sufficient to ensure m ≥ 3 log(m). This holds if m
is greater than 10.
So, the strategy working above σ to ensure that Y is not low for K reserves the
collection of extensions of σ of length m and at most half of them are eventually
stopped to be extendable to an infinite path in T2. So, it satisfies its requirement
and acts only finitely often.
Remark. We have not addressed the question whether it is provable in the subsys-
tem of second order arithmetic WKL0 that for every non-recursive set X there is
a non-recursive set Y which is Turing incomparable with X (see Problem 3.2. part
1 in Cenzer and Jockusch [2]).
3. An open problem
Suppose that F is a Scott set and let DF denote the partial order of the Turing
degrees which are represented by elements of F . According to Theorem 2.1,
DF |= ∀d > 0∃x(d 6≥T x and x 6≥T d).
The dual theorem of Groszek and Slaman [6] states that every Scott set has an
element of minimal Turing degree:
(1) DF |= ∃d > 0∀x¬(d >T x and x >T 0).
Together, these results are sufficient to determine for any sentence in the language
of partial orders of the form ∀d∃xϕ(d, x), where ϕ is quantifier-free, whether that
sentence holds in DF . Further, such sentences hold in DF if and only if they hold
in D, the Turing degrees of all sets.
By Lerman [12] and Shore [21], the general ∀∃-theory ofD is decidable. The proof
of decidability rests on two technical results. The first is a general extension theorem
due to Sacks [17] which, like Theorem 2.1, constructs degrees x incomparable to or
above given ones d. The second is Lerman’s [11] theorem that every finite lattice
is isomorphic to an initial segment of the Turing degrees which, like Formula (1),
produces degrees d which limit the possible types of x’s which are below d.
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Superficially, Theorem 2.1 and the existence of minimal degrees suggest that the
∀∃-theory of DF resembles that of D. However, the actual proofs are quite different,
and we are left with the following question.
Question 3.1. Suppose that F is a Scott set. Is DF ∀∃-elementarily equivalent to
D?
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