This study demonstrates a combined application of chaos theory and support vector machine (SVM) in the analysis of chaotic time series with a very large sample data record. A large data record is often required and causes computational difficulty. The decomposition method is used in this study to circumvent this difficulty. The various parameters inherent in chaos technique and SVM are optimised, with the assistance of an evolutionary algorithm, to yield the minimal prediction error. 
INTRODUCTION
Evidence of chaotic behaviour has been observed in various studies on hydrological data. Taken's theorem (1981) showed that the time delay vector approach can be used to reconstruct the phase space of time series, which can subsequently be utilised for prediction. The approach outlined in the theorem, however, does not provide concrete guidance as to how to optimally choose the two key parameters, namely time delay t and embedding dimension d. Conventional techniques, for example, apply the average mutual information (AMI) and false nearest neighbours (FNN) to select t and d. Abarbanel (1996) proposed that the time delay t should be chosen when AMI occurs at its first minimum. With this t value, the embedding dimension d is selected associated with the minimum false nearest neighbours. The prediction is then based on such embedding and utilises a local model through the interpolation of k nearest neighbours. The drawback with the above scheme is that the prediction accuracy may not be as desired since the values of d, t and k are not derived with the minimal prediction error in mind.
Recently Babovic et al. (2000) and Phoon et al. (2002) , for example, circumvented the above mentioned difficulty.
Search schemes (such as genetic algorithms) were implemented to define the optimal embedding structure: the optimal embedding structure is obtained when the least prediction error has been achieved. While Babovic et al. (2000) were concerned mainly with obtaining the optimal (d, t, k) which yields the least prediction error, Phoon et al. (2002) searched for the optimal (d, t, k) which yields a very small prediction error, if not the smallest, and yet retains the chaotic signature.
In this study the Support Vector Machine (SVM) (Vapnik 1992 (Vapnik , 1995 , is considered as the prediction tool in the chaotic time series analysis. SVM is a relatively new statistical learning technique. Due to its strong theoretical statistical basis, SVM has been demonstrated in various studies to be much more robust, particularly for noise mixed data, than the local model commonly used in traditional chaotic techniques. One problem associated with SVM, for example, is its difficulty in dealing with the large training record required in chaotic time series analysis. To overcome processing large data storage, a decomposition algorithm developed very recently (Platt 1999; Joachims 1999; Collobert & Bengio 2001 ) is demonstrated in this study. Associated parameters in SVM, together with the parameters describing the embedding structure of chaotic time series, are optimally determined in this study with an evolutionary algorithm. The proposed approach, EC-SVM, which couples SVM with an evolutionary algorithm and applies in a chaos-based reconstructed phase space is first described and then applied to two real river flow data: a daily runoff time series of the Tryggevaelde catchment in Denmark and a daily flow time series of the Mississippi River.
TRADITIONAL CHAOTIC TECHNIQUES: BRIEF REVIEW
Many hydrological time series have been found to possess a chaotic signature (Jayawardena & Lai 1994; Sivakumar et al. 1998) . One of the signatures of chaotic time series is its broadband power spectrum. The Fourier transform, as shown below, is used to determine the type of the spectrum: A low attractor dimension is another signature of a chaotic system while that of a stochastic system is infinite.
Thus, the attractor dimension can be used as a measure to distinguish the chaotic from the stochastic time series. The basic idea of the determination of the attractor dimension was suggested by Grassberger & Procaccia (1983) . The correlation dimension can be estimated from a given data set. If the time series provides a low correlation dimension, which normally is not an integer dimension as in Euclidean space, known as the fractal dimension, the time series can be regarded as being from a chaotic system. The embedding techniques of using lag vectors can reconstruct the phase space in common Euclidean space and the forecasting for such time series can be carried out.
Embedding theory (Takens 1981; Sauer et al. 1991) provides a scheme to detect the evolution of the system and to reconstruct the chaotic attractor. For a time series y t , given a delay time t, a time lag vector Y of d dimensions can be defined as
The embedding theory does not, however, suggest the time lag t and the embedding dimension d. The commonly used techniques to determine the time lag t and the dimension d are the average mutual information (AMI) and the false nearest neighbour (FNN), respectively.
The mutual information, I(t), between y(t) and its delay time series y(t + t) can be determined for a given time series. The probabilities and joint probabilities can be estimated from the given data. I(t) is greater than zero. As t gets significantly larger, I(t) tends to go to zero since the chaotic signals y(t) and y(t + t) become independent from each other. Thus, the t value at the first minimum of I(t) is commonly suggested to be chosen as the time lag (Fraser & Swinney 1986; Abarbanel 1996) .
In practice, it is very common to choose d with the minimal false nearest neighbours. Since the lag vector Y can reconstruct the phase space, the evolution of y follows the evolution of the system. Short-term predictions in a chaotic system can be considered as a function of the lag vector Y as
F is approximated by certain functions and is mainly a local model (Farmer & Sidorowich 1987) . The local model considers a local function for each local region. This set of local functions builds up the approximation of F for the whole domain. Usually each region covers only a limited number of nearest-neighbour points in the data set. Abarbanel (1996) and Zaldívar et al. (2000) , for example, have shown that a higher-order nonlinear model may not yield better results than a simple linear model due to the small number of sample size. The number of nearestneighbour points, k, is commonly set as 2 times the embedding dimension plus 1 (Farmer & Sidorowich 1987) or the embedding dimension plus 1 (Abarbanel 1996) .
There is no guarantee, however, that conventional embedding techniques as described above will perform well for all kinds of real-world noisy time series. 
SUPPORT VECTOR MACHINE
The Support Vector Machine (SVM) is based on statistic learning theory and is an approximation implementation of the method of structural risk minimisation with a good generalisation capability. SVM has been proven to be a robust and efficient algorithm for both classification (Vapnik 1995) and regression (Drucker et al. 1997; Vapnik et al. 1997; Collobert & Bengio 2001) . Recently, a decomposition method has also been successfully developed on a regression problem with a large data record; this makes SVM much more suitable, particularly for chaotic time series analysis.
SVM for regression
SVM converts an input Y into a feature space through a
in the feature space. In the chaos technique, a key function is Equation (3), i.e. the relationship between the l-lead time prediction y(t + l) and the lag vector Y(t). For a training set {Y(t), y(t + l) d }, t = 1,2, . . ., N, the task is to find the best fit function:
A typical loss function used in SVM is the e-insensitive
L e (y,d) = zy − dz − e for zy − dz > e and L e (y,d) = 0 for zy − dz≤e. Based on the structural risk minimisation scheme, the objective is to minimise the empirical risk and to minimise \w| 2 as shown below:
where x i , x8 i are slack varibles. The above problem can be converted into a dual problem where the task is to optimise the Lagrangian multipliers, a i and a8 i . The dual problem contains a quadratic objective function of a i and a8 i with one linear constraint:
Maximise:
where
The above problem can be stated as standard formulized
where H is the Hessian matrix. Using
− y ϩ 1ε C the dual problem can then be expressed as the following standard quadratic programming form, denoted as OP1:
where d i = 1 for 1≤i≤N and
Lagrangian multipliers a i and a8 i are first solved through Equation (7) and y(t + l) is solved by the following:
The requirement 
The selection of appropriate values for the three parameters (C, e, s) in the above expressions has been proposed by various researchers. Cherkassky & Mulier (1998) suggested the use of cross-validation for the SVM parameter choice. Mattera & Haykin (1999) proposed the parameter C to be equal to the range of output values.
They also proposed the selection of the e value to be such that the percentage of support vectors in the SVM regression model is around 50% of the number of samples. Smola et al. (1998) assigned optimal e values as proportional to the noise variance, in agreement with general sources on SVM. Cherkassky & Ma (2004) proposed the selection of e parameters based on the estimated noise.
Different approaches yield different values for the three parameters. As shown later, this study finds the optimal parameter set simultaneously by minimising the prediction error as the objective function.
Since SVM solves a quadratic programming, there is a unique optimal solution to this quadratic programming.
The Karush-Khun-Tucker (KKT) condition is the necessary and sufficient condition for the optimal solution. The derivative of the Lagrangian is equal to zero at the optimal solution. Thus, the derivative is used for checking whether the algorithm has achieved the optimal solution.
Handling of large data records with SVM
SVM deals with solving a quadratic programming with one linear constraint and bound constraints. Even though this type of optimisation problem is well understood and algorithms are well developed, a serious obstacle is faced when it deals with a large training data set. The Hessian matrix, Equation (10), becomes tremendously large with increasing training sample size:
For instance, a 20 years daily flow time series has about 7300 records. The Hessian matrix in OP1 has the size of the square of 2 times the sample size, i.e. 213,160,000.
If each element of the Hessian matrix is stored as an 8-byte double-precision number, the total memory capacity required is 1705 megabytes. The basic idea of the decomposition method is to decompose the quadratic programming into a small quadratic programming series of only 2 unknown variables while the remaining variables are fixed. The memory requirement is then decreased to be only linear to the sample size. Since a quadratic programming with 2 variables can be solved analytically, the whole algorithm becomes very efficient. The basic algorithm is as follows:
1. Set an initial value 0 .
2. Select 2 working variables from 2N variables, e.g. b 1 ,
3. Solve the quadratic programming having only 2 variables analytically.
4. Check the optimal conditions. If the KKT conditions are verified, the optimum is achieved; otherwise, go to step (2) and repeat the remaining steps.
The decomposition method splits the variables into a fixed set F and a working set S. Noting that
s contains 2 variables, e.g. b 1 , b 2 , which are chosen as working variables among . OP1 becomes
Denoting, h = bs − K SF b F , it is equivalent to the following standard quadratic programming form OP2:
The memory requirement is reduced from the square of the sample size, N 2 , to 2 times the sample size, 2N. Instead of requiring the storing the total large K matrix, the memory requirement in the decomposition method is to store only the components of the 2 lines corresponding to the 2 selected working variables.
s contains only 2 variables: b 1 , b 2 . OP2 can then be described as follows:
Minimise: Since d has only 2 nonzero components and d 1 + d 2 = 0, the above problem is reduced to
Minimise:
This optimisation problem is with the objective to achieve a minimum (Q8 b1 − Q8 b2 ). Therefore, the two working variables should be such that one variable (b 1 ) has the smallest first-order derivative Q8 b1 among the total 2N variables while the other variable (b 2 ) has the largest first-order derivative Q8 b2 .
The decomposition method illustrated here is highly effective and efficient for a large scale training set due to the two key strategies employed in the algorithm: 2 working variables and the steepest feasible direction in selecting the 2 working variables. The problem is then decomposed into a series of quadratic programming steps, each having only 2 variables and 1 linear constraint. Thus, SVM equipped with the decomposition method could deal with the large data record requirement easily, such as that in the chaotic time series analysis. The software used in this study is SVMTorch II.
SVM APPLIED IN PHASE SPACE
In this study SVM is not applied on the original time series but on the series in the phase space. The appropriate embedding structure (d, t) and the SVM parameters (C, e, s) are all determined simultaneously to minimise the prediction error. The search algorithm used in this study is the Shuffled Complex Evolution (Duan et al. 1992) , which is described in the following section.
With a user-defined time lag, t, and an embedding dimension, d, a phase space reconstruction is created. The lag vector is then used as the input while a l-lead time prediction is the desired output. The regression form used is as follows:
The regression problem is concerned with deriving a regression function in the reconstructed phase space Y.
The regression problem is solved by SVM in this study. Figure 3 demonstrates the process of deriving the optimal embedding structure. E test , the root mean square error, is used as a measure for the optimal parameter set and is defined as
where y(t + 1) p and y(t + 1) o are the predicted and observed values, respectively.
SEARCH OF OPTIMAL PARAMETERS WITH EVOLUTIONARY ALGORITHM
In this study the coupling of SVM and the techniques inspired by chaos theory are proposed. The decomposition The parameter search scheme used in this study is the Shuffled Complex Evolution (SCE) algorithm (Duan et al. 1992) . SCE combines the simplex procedure of Nelder and Mead with concepts of a controlled random search. SCE is a category of evolution algorithm. It begins with a population of points sampled from the feasible space. The population is partitioned into n parts, known as complexes. Each complex has 2n + 1 individuals. Each complex evolves for 2n + 1 steps separately, after which the population is shuffled. Each evolution of the complex generates a new offspring by using the operations of selection, reflection, contraction and mutation. Selection is based on fitness and good individuals have higher probabilities to be chosen. The offspring generated replace the worst points in the complex. If the offspring generated by reflection fail to be better than the worst individual, then a contraction offspring is generated. If the contraction offspring fail then a random offspring is generated. There are three stopping criteria used in SCE: (1) the population is converged into a small zone, e.g. 0.001 of the search space; (2) the change of objective function is ignorable, e.g. less than 0.0001 during the last 10 generations, for example; and/or (3) the number of evolutions exceeds a user-specified number.
In this study, the chromosomes in EC-SVM comprise the following genes (d, t, C, e, s) . The fitness measure is the prediction error of the test set. For a given chromosome, the test set error can be calculated following the algorithm as shown in Figure 3 .
The proposed EC-SVM algorithm can be summarized as follows: higher prediction accuracy, the EC-SVM scheme may also be applied to the following procedures, such as those shown by Cao et al. (1998) and Porporato and Ridolfi (2001) . The scheme illustrated in Figure 4 will then search the optimal embedding parameters set (d 1 , t 1 , d 2 , t 2 , . . .,
, where i is the number of time series considered.
SCE can also easily deal with chromosomes with dozens of parameters.
APPLICATIONS
The application of the EC-SVM approach is now demonstrated on two daily flow time series: (1) the Tryggevaelde catchment, Denmark; and (2) the Mississippi River at Vicksburg. EC-SVM is also applied to the daily flow difference time series. The results are compared with each other and those originating from traditional chaotic techniques and the naive prediction approach.
Tryggevaelde catchment runoff
The time series used in this study is the daily runoff 
where y i is the observed value, y is the average of the measured values and ŷ i is the predicted value.
Naive forecasting is a simple and yet often potentially effective time series forecasting technique, particularly for short lead times. The forecast at time (t + 1), for example, is assumed to be equal to the observed values at time t, i.e. Phoon et al. (2002) and in their study of the inverse approach used the same data set.
However, they separated the entire data set into three subsets, i.e. training, testing and validation sets. Years ( 2002) and , using an optimal parameters set, for the validation set are 0.369 and 0.361, respectively, which are, as expected, lower than that of the traditional chaotic technique (0.444). It should be noted that the optimal (d, t, k) set resulting from Phoon et al. (2002) and are (3,1,10) and (2,1,11), respectively.
The proposed EC-SVM adopts the same data sets as those used in the study of Phoon et al. (2002) and . Results from the validation set (years 1992-1993) show that the NRMSE is 0.352, which is thus far the best among the various techniques available. The embedding structure resulting from the search yields d = 3 and
The success of the proposed EC-SVM on the original flow time series brings the authors to look at the daily flow difference time series-an attempt to further improve the prediction accuracy. The daily flow difference, or the first difference, dQ(t), is expressed as
The focus is now on predicting the dQ(t) value. Similar to the Q time series, the phase space of the dQ time series is first reconstructed, followed by dynamic reconstruction.
The following function serves as the predictor of dQ(t):
The error prediction, dQ, is first calculated and is then incorporated into Q(t + 1) = Q(t) + dQ(t). EC-SVM on the dQ time series provides the highest prediction accuracy, with a NRMSE value of 0.347. Figure 7 shows the hydrograph comparison between EC-SVM simulated (based on the dQ time series) and that actually observed. Moreover, the training time for the dQ time series is much shorter than that for the Q time series directly (about 4 times faster), as shown in Table 2 and Figure 8 .
The results shown are based on the programme running under Linux on a Pentium II at 333 MHz.
Mississippi River flow
In (1975-1989), test (1990-1991) and validation (1992-1993) sets. reported an NRMSE value of 0.0452, with the optimal parameters set (d, t, k) as (2,1,5), for the validation set (1992) (1993) . Using naive forecasting the NRMSE yields an value of 0.0771. The proposed EC-SVM approach, however, gives an NRMSE of 0.0387, the best thus far among the various techniques.
With the dQ time series, the NRMSE is slightly improved, to 0.0385. model and a 14.3% improvement over the inverse approach with a local model. EC-SVM applying on the dQ time series yields a marginally better prediction performance than that of the Q time series. Figure 9 shows the hydrograph comparison between EC-SVM simulated (with dQ time series analysis) and that actually observed.
Although the improvement using the dQ time series is not spectacular, as shown in Tables 3 and 4 , the application of EC-SVM is still suggested to be applied to the dQ time series since the performance speed, as shown in Table 4 
CONCLUSIONS
The proposed EC-SVM, a forecasting tool SVM operating in the chaos-inspired phase space and optimised with an evolutionary algorithm, has been described and applied to two real daily flow time series, the Mississippi River and runoff from the Tryggevaelde catchment. A recently developed decomposition method has been found to be most suitable in chaos time series analysis since the method is able to deal with large data records, a signature of the chaos technique.
The study shows that the proposed EC-SVM provides a more accurate prediction than the traditional chaos technique and naive forecasting. For the Tryggevaelde catchment runoff, the NRMSE is reduced from 0.444 to 0.347, while for the Mississippi River, the NRMSE is reduced from 0.2064 to 0.0385.
The study further suggests considering the daily flow differences time series instead of the flow time series since the computational speed is significantly faster. 
