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Six good reasons to publish with EPL
We want to work with you to gain recognition for your research through worldwide visibilit y and high cit at ions. As an EPL aut hor, you will benef it fr om: 568,000 Countless systems in Nature exhibit patterns and regularities. Chemistry [1, 2] , biology [3, 4] and neuroscience [5] are just few examples of fields in which a macroscopic order spontaneously emerges from the microscopic interplay between many interacting agents.
A particular subset of processes driving the onset of patterns is represented by reaction-diffusion systems, i.e. systems made of at least two interacting species undergoing spatial diffusion. Introduced in the context of mammals pigmentation by Alan Turing [6] , these systems obey an activator-inhibitor dynamics. Under suitable conditions, the diffusion drives an instability by amplifying a perturbation superposed to a homogeneous stable fixed point. The perturbation grows and, balanced by non-linear interactions, leads to spatially inhomogeneous steady states, termed in the literature Turing patterns.
Although regular lattices define a suitable framework to model physical reaction-diffusion systems, recently the theory has been extended so as to include complex networks [7] , as the underlying medium where species are bound to diffuse. This approach is motivated by the fact that many real-world systems, ranging from ecology [8] to the brain structure [9] , passing through the modeling of social communities [10] , can be easily schematised by invoking the concept of graph [11] . In this context, numerous works have revealed a plethora of interesting phenomena, ascribing to the discrete nature of the embedding support a leading role [12, 13] .
However, the standard approach to network theory is not always able to encode for the high complexity of realworld systems, e.g., the human brain [14] , the transportation network [15, 16] and, in general, systems composed by multiple sub-layers. For this reason, a step forward has been taken in the modeling which led to the introduction of the concept of multiplex networks, i.e., interconnected multi-layered graph [17] . The properties of multiplex networks have been widely addressed in the literature. This includes investigating the non-trivial interplay between structure and dynamics [18] [19] [20] . A general theory for Turing patterns on multiplex networks has been developed in [21, 22] . Interestingly, diffusion among adjacent layers can enhance or suppress the instability [21] .
In this work we analyse further the zoology of phenomena that can emerge from a reaction-diffusion system defined on multiplex networks. In particular, we focus on a new class of instability-driven patterns, veritable attractor of the inspected system, which are homogeneous per layer [23] , as depicted in fig. 1 . These states can turn
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Daniel M. Busiello et al. unstable due to the injection of a non-homogeneous perturbation which may resonate with the intra-layer diffusion terms. Each layer of a multiplex network can be also thought as an individual node of a corresponding network of layers. In this setting, it is tempting to interpret the novel family of fixed points as coarse-grained patterns, which combines different macro-units so as to reflect the complexity of a multi-layers arrangement. We shall also prove that such coarse-grained patterns can be dynamically selected following a Turing-like instability of the global homogeneous equilibrium, the inter-layer diffusivity acting as the key control parameter.
Let us consider for the sake of simplicity a multiplex composed by two layers, but observe that the model can be readily extended to the case of M -independent layers; each layer is constituted by N nodes, and characterised by a N × N adjacency matrix A otherwise. Let us observe that homologous nodes, i.e.,the "same node" belonging to different layers, are, by definition, mutually connected. A two-species reaction-diffusion system can hence be cast in the following form [21] :
assuming K =1 , 2a n dK +1 to be 1 for K = 2. Here u 
refers to the connectivity of node i belonging to layer K (see footnote 1 )a n dδ ij is Kroenecker's delta. The matrix L K ij is nothing but the discrete version of a diffusion operator.
v ) denotes the inter-layer diffusion coefficient associated to species u (respectively, v). Finally, the non-linear functions f (·, ·)a n dg(·, ·) encode for the local (on site) rule of interaction between the two considered species. In the following we shall assume that one species acts as an activator, by autocatalytically enhancing its own production, while the other behaves as an inhibitor, contrasting the activator growth.
The model in eq. (1) admits two classes of fixed points: i) the globally homogeneous (GH) fixed points, i.e. u K i = u and v K i =v for all i =1 ,...,N and for all K,n a m e l y the equilibrium values are independent of the node and the layer; ii) the layer-homogeneous (LH) fixed points, defined as u
..,N.N o t e that we here emphasised the dependence of the equilibrium value on the layer, through the index K.
To be concrete, let us consider a specific case study, the so-called Brusselator model for which the local reaction terms are given by f (u, v)=1− (b +1)u + cu 2 v and g(u, v)=bu − cu 2 v, depending on the parameters b and c. A straightforward computation allows one to determine the GH fixed pointû =1 ,v = b/c. Determining the LH fixed point proves more demanding and, to this end, we rely on numerical methods. In the following, the parameters of the model are assigned so that the corresponding GH fixed point is stable to external homogeneous perturbation. In other words, (b, c) are selected in the region where the a-spatial version of the Brusselator (i.e.,t h e model obtained when setting to zero all diffusion constants in eqs. (1)) returns a stable fixed point.
Note that the GH fixed point depends only on the model parameters b and c, since both the intra-layer and the inter-layer diffusions vanish when all the nodes share the same concentration, independently of the layer that they are bound to occupy. On the other hand, LH fixed points are also functions of the inter-layer diffusion coefficients, D 12 u and D
12
v , but do not depend on the intra-layer diffusion constants, because the species display an identical concentration on each layer, at equilibrium. Importantly, the existence of these two classes of fixed points is independent of the underlying topology of the layers composing the multiplex network.
To study the stability of the above-mentioned fixed points, we perform a standard linear stability analysis and monitor the time evolution of a perturbation assumed homogeneous per layer. In formulae, we shall 1 Notice that k K i does not account for inter-layers links.
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Homogeneous-per-layer patterns in multiplex networks u frozen to a value that makes the crossing to happen where the transition is predicted discontinuous (horizontal, lower dash-dotted line), one obtains the typical bifurcation diagram as displayed in the lower inset of fig. 2 . Conversely, when the transition is continuous (horizontal, upper dash-dotted line) one recovers the usual pitchfork bifurcation, as shown in the upper inset enclosed in fig. 2 . First and second transition lines merge together at a tricritical point, the black circle in fig. 2 .
The bifurcation diagram follows a linear stability analysis. Formally, this implies computing the spectrum of the Jacobian matrix, evaluated at the fixed point. The transition lines correspond to the condition where the largest real part of the computed eigenvalues is found to be identically equal to zero. Since the fixed points belonging to the LH class cannot be expressed in a closed analytical form, the diagonalisation of the Jacobian is performed numerically. The prediction relies hence on analytical techniques, but to finalise the calculation numerical methods are needed. As an important remark, we recall that other families of critical points have been reported in spreading dynamics on multiplex networks [25] [26] [27] .
Given the above scenario several interesting questions arise. When operating in the region where the LH fixed point is shown to be stable, can one seed a diffusiondriven instabilityàl aTuring, triggered by a random nonhomogeneous perturbation? And can one obtain the LH (coarse grained or homogeneous per layer) patterns, as following a symmetry breaking instability of a GH stable equilibrium? These are the questions that we set to answer in the following.
Taking inspiration from [21] , we introduce a small perturbation (δu 
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Daniel M. Busiello et al. v )c, the GH is always unstable. Conversely, LH fixed points turn unstable, upon injection of a non-homogeneous perturbation, for a choice of the relevant parameters that position the examined system above the solid line, as obtained via the linear stability analysis. The dispersion relation, calculated as the largest real part of the eigenvalue of J , evaluated at the LH fixed point is plotted, in the region of LH instability, with an appropriate color code. The patterns obtained upon integration of the system are displayed in the inset: (a) and (b) refer to a choice of the parameters where GH and LH are simultaneously unstable (upper black circle in the main panel). Pattern (a) follows a perturbation imposed on the GH equilibrium, pattern (b) assumes LH as the background equilibrium. Coarse-grained patterns can emerge from a GH fixed point, in the region where LH is stable to external perturbation (panel (c)). The networks employed have size N = 100. They have been generated by using the Watts-Strogatz recipe [24] , with probability of rewiring p =0 .5, and assuming a first nearest-neighbors ring as an underlying skeleton for the upper layer, and a third nearest-neighbors lattice for the lower. The (green and red) circles in the main panel stand for the transition points between different regimes, as found when cutting at R =7.
where use has been made of the compact notation x =( x 
Analogously, for species v. Moreover, we have introduced the 4N × 4N matrix
and, similarly for f v , g u and g v . These additions constitute the main difference with respect to the standard Turing theory. Studying the 4N eigenvalues of the matrix J , we can derive the conditions for the dynamical instability which anticipates the onset of the patterns. In fact, if the real part of at least one eigenvalue is positive, the perturbation grows exponentially in the linear regime. Non-linear effects become eventually important: they compensate for the linear growth and consequently shape the final nonhomogeneous stationary configuration.
From an analytical point of view [21] , one cannot introduce a basis to expand the perturbations which diagonalise the global diffusion operators
We cannot hence simplify the 4N × 4N eigenvalue problem, by projecting it into a reduced subspace, as it is instead possible when the dynamics is hosted on just one isolated layer [7] . Moreover, the spectrum of J cannot be exactly related to the spectra of the homologous operators, obtained for the limiting setting when the two layers are formally decoupled (D Homogeneous-per-layer patterns in multiplex networks horizontal cut of fig. 2 . According to the usual Turing theory, referred to standard mono-layered graphs, the ratio of species' diffusivities matters and ultimately determines the onset of the instability. In analogy, we here intro-
, the diffusivities ratio as measured on layer K. In the following, for the sake of simplicity, we will set R 1 = R 2 = R, still limiting the analysis to the minimal choice K = 2. The parameter R keeps track of the intra-layer diffusion, while the inter-layer diffusion (hence the associated ratio) can be solely adjusted by acting on D fig. 3 , and display similar qualitative traits. Moreover, a diffusion-driven instability of a GH equilibrium can take the system towards the basin of attraction of a stable LH fixed point, as shown in panel (c) of fig. 3 . As anticipated, it is therefore possible to obtain a LH equilibrium as the dynamical outcome of a genuine Turing instability, acting on a GH fixed point. LH equilibria could be hence interpreted as a special class of Turing patterns. Remark that these latter could be radically simplified at the coarse-grained scale, by replacing each layer with a single macro-unit, which bears the very same concentration that happens to be shared by the nodes that define the fine structure of the layer.
The above scenario remains unchanged, when modulating the topological characteristics of the networks associated to the two layers. More precisely, by assuming other topologies for the underlying networks, e.g., heterogeneous connectivities, can quantitatively impact the dispersion relation, the associated bifurcation diagram and the ensuing patterns. The qualitative framework that we have delineated holds however in general, irrespectively of the topological characteristics of the networks to which species happen to be bound. In this respect, it is important to remark again that the LH fixed points are insensitive to the specificity of the networks that compose the multiplex. Similarly, the reaction model can be changed, the Brusselator being just one out of many possible choices, yielding a substantially identical picture (data not shown). The only formal requirement is the existence of a stable homogeneous fixed point, as in the spirit of the Turing analysis.
To discriminate between distinct classes of ensuing patterns we introduce the following indicator:
where Θ(·) is the Heaviside function. This indicator is simply meant to identify the different patterns that can be attained by the system (in the two layers configuration), as following a symmetry breaking instability, seeded by the injection of an external perturbation. By evaluating Γ at large times, i.e., when the system has eventually reached its asymptotic configuration, one obtains in fact three possible outcomes. When the system is confined in a globally homogeneous fixed point, Γ = 0, since both contributions entering the above definition vanish identically. On the contrary, if the system exhibits a disordered pattern, the first term is approximately equal to one, because in general u
, and the second term is equal to 1/2, so yielding Γ ≃ 1/2. Finally, when the system lands in a layer-homogeneous fixed point, i.e., a coarse-grained pattern, Γ = 1, since the second term vanishes, being all the concentrations in the same layer equal. A similar indicator could be introduced to monitor the degree of large-scale organization of the competing species v.
In fig. 4 we report the value of Γ, as a function of the inter-layer diffusion coefficient D Summing up, we have here developed a theory of pattern formation for a two-species reaction diffusion system on a two-layers multiplex network around a novel class of (layer-homogeneous) fixed points. The methodology can be readily generalised to the case of s interacting species upon K-independent layers. Indeed by allowing for more layers opens up several possibilities. Focus, for example, on the case of three adjacent layers. Three distinct LH fixed points can in principle appear. Alternatively, two networks could share an identical value of the concentration and then bifurcate to yield different homogeneous entries, in correspondence of a (second) bifurcation point, associated to a critical diffusion coefficient (as occurs for the logistic map). Interestingly, the layer-homogeneous fixed points can be seen as coarse-grained patterns in a network of networks where each layer is replaced by a virtual supernode, bearing the concentration displayed by individual micro-nodes, belonging to the layer itself. This novel class of patterns can be dynamically selected by perturbing the globally homogeneous fixed point and assigning the coupling strength between different layers, to fall within a specific window, as we have proven with reference to the two-layers case study. The inter-layer diffusion can promote the onset of patterns formation. This scenario has been tested with reference to the Brusselator model, assumed as a paradigmatic representative, but it holds in general, irrespectively of the specific reaction rules implemented (data not shown). Different kinds of patterns co-exist in systems defined on a stratified network and the diffusion act as trigger to resolve hidden microscopic structures. The potential interest of this observation embraces in principle a large set of applications. For example, ecological networks can be pictured as multi-layered graphs, in which the interactions on each layer influence the dynamics of the whole system [29] . Analogously, the complex topology of the brain can be sometimes represented as a multiplex network [30] , the most glaring example being the barrel cortex [31] , in which stratified patterns of activity may possibly take place. Exploring the applied relevance of the coarse-grained patterns here discussed remains however a challenge for future investigations. * * *
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