ABSTRACT
INTRODUCTION
Mobile adhoc network (MANET) consists of collection of wireless nodes that have a significantly lower capacity than wired networks [1] . MANETs are typically used in military applications, law enforcement, disaster recovery, emergency search and rescue operations. Due to its constantly changing environment and bandwidth constraint, supporting Quality of Service (QoS) is a challenging task. QoS routing is the process of providing end-to-end and loop free path to ensure the necessary QoS parameters such as delay, bandwidth, probability of packet loss, delay variance (jitter), etc. Energy conservation is another QoS attribute which is taken into consideration.
One of the key research problems in MANETs is routing. The routing protocols establish an efficient route between two nodes so that messages can be delivered in an effective way. Numerous protocols have been developed for MANETs [2] . Such protocols must deal with the typical limitations of these networks, such as low bandwidth, high power consumption, and high error rates. AODV (Adhoc Ondemand Distance Vector) is a reactive routing protocol for ad hoc and mobile networks [3] [4] that maintains routes only between nodes which need to communicate. The routing messages do not contain information about the whole route paths, but only about the source and the destination. Hence, the size of the routing messages is reduced. It uses destination sequence numbers to specify how fresh a route is, which is used to grant loop freedom.
RELATED WORK
In mobile ad hoc networks, few authors suggested solutions for bandwidth estimation. QoS-AODV [5] estimates available bandwidth per node. To estimate the available bandwidth, the authors calculate a metric called BWER (Bandwidth Efficiency Ratio) which is the ratio between the numbers of transmitted and received packets. In [6] , bandwidth estimation is enhanced by considering collisions and backoff. In this, value of the available bandwidth on a link depends on both channel utilization ratios and the idle period synchronization. Also, the collision probability is estimated and integrated to the available bandwidth estimation. QoS-aware routing protocol [1] incorporates unused bandwidth estimation and an admission control scheme. But there is no measure to predict a route break.
In the protocol AAC (Adaptive Admission Control), each node estimates its local used bandwidth by adding the size of sent and sensed packets over a fixed time period [7] . It solves intra-flow contention problem by estimating the contention count of nodes along a QoS path. In [8] , the authors have considered idle times of both the sender and the receiver to achieve more accuracy. Unfortunately, they have not considered the backoff periods in the estimation technique. Also, more accurate solutions are required to overcome hidden terminal problem. In [9] , they have proposed a cross-layer framework to support QoS multicasting and estimate available bandwidth using the passive listening method. Passive Listening method is an efficient way to estimate available bandwidth with no extra control overhead. In [5] , to improve the accuracy of available bandwidth estimation, they presented a protocol called ABE-AODV (Available Bandwidth Estimation). The main components of this protocol are estimating node's emission capabilities, link's available bandwidth, idle time synchronization between source and destination, evaluating collision probability and backoff mechanism. Then they have estimated the available bandwidth by considering the above components into account. The authors have not considered the overhead due to backoff mechanism.
Since the channel is shared by all the nodes, there is a chance for collision. To reduce collision, backoff algorithm is proposed. In MILD (Multiple Increase and Linear Decrease) [10] , when collision occurs, CW (Contention Window) size is multiplied by 1.5 and decreased by 1 for a successful transmission. MILD performs well when the network load is heavy. In BEB (Binary Exponential Backoff) [11] , nodes use the same CW value regardless of number of nodes. So lot of collisions occur and throughput is reduced. At the beginning of each slot a node transmits if its backoff timer has expired. Otherwise depending on the channel state (idle or busy), the node will count down the backoff counter by 1 or will be frozen at a value. Such an algorithm is embedded in IEEE 802.11 DCF. It has the following drawbacks. First, CW is doubled upon failure regardless of the type of failure and second is after a successful transmission of packet, CW size is reset to CW min , thus forgetting its knowledge of the current congestion level in the network [12] . Exponential Increase Exponential Decrease (EIED) algorithm [13] and LMILD scheme (Linear/Multiplicative Increase Linear Decrease) [14] out-perform BEB and MILD algorithms for a wide range of network sizes.
In DIDD [15] backoff algorithm (Double Increment Double Decrement) CW decreases smoothly after a successful packet transmission. It achieves better performance than BEB. Log based backoff algorithm is introduced in [16] to improve the throughput performance. Pipelining concept is discussed in [17] for scheduling packet transmissions. To reduce the channel idle time and overhead associated with collision, log based pipelined backoff algorithm is proposed. Wireless adhoc networks use a wide range of energy conserving techniques. In DPSM [18] (Dynamic Power Saving Mechanism) scheme, the ATIM (Adhoc Traffic Indication Map) window size is adjusted dynamically based on current network conditions. A NPSM [19] (New Power Saving Mechanism) introduces some parameters indicating amount of data in each station. In (ODPM) (On Demand Power Management) [20] , soft state timers are set or refreshed on-demand based on control messages and data transmission. Nodes that are not involved in data transmission may enter into sleep state to save energy. Energy is saved by integrating routing and MAC layer functionality. The protocol discussed in [21] extends doze time and reduces contention, retransmission and improves channel utilization. It also provides quality of service support. In [22] , number of AM (Active Mode) nodes is reduced based on backbone probability. TITAN (Traffic-Informed Topology-Adaptive Network) improves ODPM in which PS nodes sleep for longer duration and saves energy [23] .
Rcast [24] implements randomized overhearing but not randomized rebroadcast. Dorsey and Siewiorek [25] discussed a fast wakeup mechanism for route discovery to reduce latency. In Randomcast algorithm [26] , sender can specify the desired level of overhearing in order to save energy and reduce redundant rebroadcasts to improve the performance. It is integrated with DSR (Dynamic Source Routing) routing protocol. In DSR, route caches often contain stale route information. It broadcasts more control packets which waste channel capacity and energy. Another cause of excessive energy consumption is redundant rebroadcasting. Redundant rebroadcasts increases network traffic as well as wastes energy resource for transmitting and receiving the broadcasts. To overcome these limitations, AOMDV (Adhoc On demand Multipath Distance Vector) routing protocol is proposed for energy efficient method.
ENERGY EFFICIENT BANDWIDTH CONSTRAINED TECHNIQUE
Bandwidth estimation is a main function needed to provide QoS in MANETs. Since each host has inaccurate knowledge of the network status and dynamic links, it is difficult to estimate the available bandwidth between nodes. Hence, an effective bandwidth estimation scheme is needed.
Available Bandwidth Measurement Algorithm (ABM)
Step1: Evaluate the capacity of a node and estimate the available bandwidth.
Available bandwidth = Channel Capacity -Utilized Bandwidth (1) Here Utilized Bandwidth = N*S*8/T where N-No. of packets, S-Size of packet and T-Time duration
Step 2: Estimate the link's available bandwidth. It depends on channel utilization ratio and idle period synchronization. Let it be E(b(s,r)). It is calculated based on the probability that the medium is free simultaneously at the sender and the receiver side.
Step 3: Estimate collision probability Pm=f(m).P hello (2) where f(m) -Lagrange interpolated polynomial function, P hello -Collision probability estimated based on hello packets. (P hello = (Expected -Recd no. of Hello pkts)/ Expected no. of Hello packets)
Step 4: Collision leads to retransmission of same frames. When collision occurs, log based pipelined backoff algorithm is executed. Backoff algorithm is used to reduce collisions when more than one node tries to access the common channel. This is an additional overhead which affects the available bandwidth.
Bandwidth loss due to this additional overhead K is evaluated as
where DIFS-DCF Inter Frame Spacing, T(m)-time between two consecutive frames and -the average number of slots decremented for a frame.
The above facts are considered and combined to estimate the final available bandwidth.
where E final (b(s,r)) is the available bandwidth on link by monitoring node and link capacities, P is collision probability and K is bandwidth loss due to backoff scheme.
Step 5: Finally this estimated available bandwidth is stored in neighbor nodes with the help of hello messages.
Step 6: Malicious nodes consume bandwidth and increases packet loss. These attackers are identified and blocked using a threshold value set for the node.
Step 7: Routing protocol called enhanced link disjoint AOMDV (Adhoc On demand Multipath Distance Vector) finds the route based on this available bandwidth.
The existing algorithm employs BEB (Binary Exponential Backoff) to reduce collision. The main problem with BEB is that the node with a long backoff value moves outside the transmission range before it accesses the channel. Also, proportion of bandwidth is wasted due to collision and channel idle time. BEB follows serial transmission. Channel idle time and contention overhead is more because of this serial transmission. Nodes go through a channel contention and packet transmission stages sequentially. Channel contention stage consumes channel bandwidth. Thus time spent on channel contention is reduced when probability of collision is less. But it is difficult to achieve because channel contention cannot be started until the current transmission finishes. Also access to a slot is not uniform. Only the winners repeatedly get the chance to access the channel. This leads to channel capture effect. In a heavily contended network, the collision probability increases which degrades the performance. To minimize these drawbacks, log based pipelining technique is applied to backoff procedure to reduce the collision overhead and improve the available bandwidth.
Pipelining concept is applied to channel contention procedure of MAC (Medium Access Control) protocol. When two nodes are sharing the channel, the remaining nodes start the channel contention procedure in parallel for the next packet transmission. Pipelined backoff hides channel idle time and reduces collision probability. It is also used to control number of contending nodes. Log based backoff algorithm uses logarithm of current backoff counter to calculate next backoff. In the existing approach, CW size is doubled on collision and backoff counter depends on this new CW. This increases the chance of losing channel access by a node. When a log value is applied to current backoff counter, the difference between two backoff counters is small. So the waiting time of colliding nodes get reduced which improves the throughput performance. Winning node reduces its contention window size by half. Due to this, channel capture effect is reduced. Stage1 reduces both channel idle time and collision overhead. Stage2 transmits packets and consumes channel bandwidth. Whenever collision occurs or a node looses channel in stage2, there is no need to double the contention window. This approach reduces the number of nodes in stage2. Bandwidth loss due to this backoff is estimated and final available bandwidth is calculated. Final bandwidth is stored in nodes with the help of Hello messages.
Energy efficient method
Energy saving mechanism is important for the efficient operation of the battery powered networks. All the neighboring nodes overhear when a node is transmitting a packet. Hence it is necessary to limit the number of overhearing nodes based on probability. Probability value depends on the number of neighbors. The proposed algorithm controls the number of overhearing nodes. It saves energy consumption without affecting quality of route information. When a node is ready to transmit a frame, check its overhearing level (OL) for broadcast and unicast transmission. Three possibilities such as probability overhearing, no overhearing, and unconditional overhearing are considered while finding the routes. Probability overhearing is defined as that few nodes that satisfies a probability based condition can overhear. No overhearing is one in which only a very minimum number of nodes (sender, receiver and intermediate nodes) can overhear and the others would go to low-power sleep state. Unconditional overhearing is one in which almost all one hop neighbor nodes in a network can overhear. Sender is able to specify the level of overhearing. Sender may choose either no or unconditional or probability overhearing which is specified in ATIM frame control. Unconditional overhearing or probability overhearing is set based on the types of messages that are exchanged. a) Probability overhearing is applied for RREP (Route REPly) and DATA packet. b) RERR (Route ERRor) messages will be assigned unconditional overhearing. The reason is that the link failure should be informed to all the nodes, so that the nodes will not use it for the next time until the path gets ready. c) RREQ (Route REQuest) is a broadcast message and based the probability (P o ) values, probability overhearing is set. Each node receives ATIM and ATIM-ACK during an ATIM window and depending on its subtype, node is either in awake or sleep state.
Step 1 : Check if Destination Address = Broadcast / Unicast
Step 2 : If it is Broadcast, check for whether it is the destination. If so, receive packet.
Step 3 : If it is Unicast, check for the subtype values and decide the level of overhearing.
Step 4 : If the subtype is for conditional overhearing then compare the probability values with the threshold and decide the level of overhearing.
Step 5: Rebroadcasting probability and overhearing probability can be identified
Step 6:Repeat the process 2 to 5.
Probability based overhearing method controls the level of overhearing and forwarding of rebroadcast messages. Node is awakened if unconditional overhearing or probability overhearing is set or if it is a destination node. Each node maintains overhearing probability P o and rebroadcast probability P r .
where c is a constant, n-No. of neighbors and N-Average no of. neighbor's neighbors. Then the energy consumed (E c ) by the nodes is calculated as E c = ∑(I e -R e )/ no. of pkts transmitted (7) where I e is Initial energy and R e is residual energy. If a node's subtype is 1101, it generates a random number between 0 and 1 and compares it with P o . If it is greater than P o , node decides to overhear. If it is greater than P r , node decides to rebroadcast. P o and P r are decided based on number of neighbors. When the number of neighbors is more, redundancy is more.
The main contribution of this part of the work is to limit the number of overhearing nodes based on probability. It reduces energy consumption without affecting quality of route information. This probability based overhearing is incorporated into log based pipelined ABM and integrated with routing protocol.
This modified algorithm is also integrated into a routing protocol called enhanced link disjoint multipath AODV (AOMDV) to find the routes from given source to destination based on available bandwidth. When a link failure occurs, the node upstream of the link detects the failure, invalidates its routing table entry for that destination and unicasts an RERR message towards the source. Once the source node receives the RERR, it switches its primary path to the next best alternate link-disjoint path. It is designed mainly for highly dynamic ad hoc networks when route breaks and link failures occur frequently. This method reduces routing overhead and improves the performance of the network.
PERFORMANCE EVALUATION AND ANALYSIS OF RESULTS
This work focuses on improving the accuracy of available bandwidth and incorporating a QoSaware scheme into the route discovery procedure. It is also important to limit the energy consumed by nodes. Probability based overhearing method is proposed to reduce energy spent on overhearing nodes. The performance of energy efficient method is evaluated in terms of QoS characteristics as metrics and simulated using NS2 version ns-allinone-2.34 [27] .
Performance analysis of energy efficient pipelined ABM is carried out by setting the simulation parameters as per physical layer standard of 802.11. To achieve optimum result, system parameters must be selected according to traffic condition. The simulation time is 200 s with a grid size of 1000×1000 m. Random way point mobility model is used with moving speed of 20 m/s for CBR (Constant Bit Rate) traffic. Carrier sense range is 550m and transmission range is 250m. Packet size is 512 bytes and channel capacity is 2 Mbps.
The parameters considered to evaluate the performance of QoS aware routing protocol are throughput, average end-end delay, Packet Delivery Ratio (PDR), energy consumption, bandwidth consumption and routing overhead. The graphs from Figure 1 to 6 illustrate the performance metrics for a number of nodes. The results are compared with AODV and the proposed methods. Figure 1 shows the throughput performance of pipelined ABM and energy efficient method. There is moderate improvement in throughput which is almost twice than the existing algorithm. The ability to deliver a high percentage of packets to a destination increases the overall utility of the system. Energy efficient method delivers more number of packets successfully under high load. PDR is high because most of the nodes are participated in packet transmission as shown in figure  2 . It is observed that proposed method maintains a significantly high PDR than the existing one. This is because the most active path is selected, which has less probability to fail. And in turn increases the PDR by 8%. Average end-end delay is calculated based on the average time required to transmit packets from the source to destination. Figure 3 shows delay caused by energy efficient method varies up to 0.8 ms whereas in pipelined ABM delay is more. Figure 4 shows bandwidth consumption. Energy efficient method saves bandwidth compared to other methods. Bandwidth consumption is reduced considerably because of pipelined concept applied to backoff scheme. Probability based overhearing method outperforms other algorithms with respect to energy consumption. Energy efficient pipelined ABM shows less energy consumption than pipelined ABM as in figure 5 . By reducing number of overhearing nodes, energy consumption is also reduced. Energy efficient scheme achieves better energy performance under high traffic condition. Performance gap is not dramatic under low traffic condition. Pipelined scheme consumes more energy since nodes keep awake during the entire period of simulation time. In energy efficient scheme, nodes in the range of active communication overhear probabilistically. This is due to the variation of the transmit power between two nodes and also reduction in the number of overhearing nodes. This proposed approach with energy management still reduces the energy consumption. There is not much change in PDR and throughput before and after energy management. Routing overhead depends on the number of hello messages, RREQs, RREPs and RERRs. Due to the incorporation of energy efficient method, routing overhead is comparatively reduced as shown in figure 6 . The consolidated results of the simulation taken for 125 nodes are shown in figure 7 . The results are compared with existing reactive routing protocol (AODV) and proposed methods. With the above simulation analysis, it can be understood that proposed method improves the performance of ad hoc networks in terms of bandwidth and energy consumption. This method efficiently saves network resources and avoids unexpected loss of QoS guarantees due to collision and malicious attacks.
CONCLUSION
The unique characteristics of MANETs make routing a challenging task. Mobility of nodes cause frequent route failure. As a result of these, an effective routing protocol has to adapt to dynamic topology and designed to be bandwidth and energy efficient. Log and pipelined concepts help to reduce the channel idle time and collision overhead. In order to reduce energy consumed by overhearing nodes, probability based method is implemented. Results presented in this article confirmed that the proposed method outperforms the existing method in terms of QoS parameters. Hence, this method improves the available bandwidth and reduces energy consumed by overhearing nodes so that as much as possible bandwidth is available for actual data transmission. 
