The Van Wagner crown scorch model is widely used to estimate crown component necroses in surface fires. The model is based on buoyant plume theory but accounts for crown heat transfer processes using an empirical proportionality factor k. Crown scorch estimates have used k values for foliage, but k varies with heat transfer characteristics, and branch and bud necroses are more relevant to tree mortality. This paper derives and validates a more physically complete model of crown scorch in surface fires (I ≤ 2500 kW·m -1 ). The model links a buoyant plume model with a lumped capacitance heat transfer analysis applicable to branches, buds, and foliage (~1 cm maximum diameter). The lumped capacitance analysis is validated with vegetative-bud heating experiments, and the entire heat transfer model of crown scorch is validated with fireline intensity and foliage necrosis data. The model is more general than the Van Wagner model and is independent of experimental fire data. Predictions require measurements of fireline intensity, residence time, ambient temperature, and five thermophysical properties of crown components. The model predicts differences between bud and foliage necrosis heights, and illustrates why heat transfer processes should be considered in crown scorch models.
Introduction
In 1973, Van Wagner derived an empirical model of crown scorch, which is the heat-induced necrosis of branches, buds, and foliage (crown components) in the convective plume above a surface fire. The model (hereafter the VW model) is based on buoyant plume theory (cf. Thomas 1963) and predicts that crown scorch height z n should scale with the 2/3 power of fireline intensity I where T a is ambient temperature and 60°C is the critical plume temperature assumed to cause necrosis (nomenclature defined in Table 1 ). The VW model is empirical in the sense that a proportionality factor k implicitly accounts for the heat transfer processes linking plume temperatures to crown component temperatures (see Johnson and Miyanishi (2001) for an overview of empirical vs. process-based modeling approaches). Using foliage necrosis data from 4 tree species in 13 experimental fires, validated the predicted 2/3 power scaling relationship (R 2 = 0.98) and provided an estimate of k for foliage. The 2/3 power scaling relationship has also been confirmed in several subsequent studies, although estimates of k have varied (Appendix A).
Because crown scorch can have severe repercussions for tree physiology, the VW model has become a standard predictor in post-fire tree mortality models (Peterson and Ryan 1986; Reinhardt and Ryan 1988; Ryan and Reinhardt 1988) and forest gap-replacement models Axelrod 1984a, 1984b; Keane et al. 1990; Miller and Urban 1999a , 1999b , 1999c , 2000a , 2000b Daly et al. 2000; de Groot et al. 2003) . In these models, crown scorch height is estimated using k values for foliage Burrows et al. 1989; , although vegetative bud (or supporting branch) necrosis is more relevant to tree mortality because buds contain shoot apical meristems, which can regenerate crown components (Peterson and Ryan 1986; . The accuracy and precision of tree mortality and gap-replacement models could certainly be improved with separate estimates of branch, bud, and foliage necroses. Using the VW model, each individual circumstance would require a unique value of k estimated by correlation of experimental fire data, which is both expensive and difficult to obtain. In addition, the generality of the resulting values is uncertain. A crown scorch model that is general and independent of experimental fire data would be clearly advantageous.
This paper derives a heat transfer model of crown scorch in the convective plume above a surface fire (I ≤ 2500 kW·m -1 ). The model links a dimensionally homogeneous line source plume model with a lumped capacitance heat transfer analysis to predict necrosis heights of branches, vegetative buds, or foliage. The lumped capacitance analysis is validated using vegetative buds in convective plume heating experiments, and the entire heat transfer model of crown scorch is validated using fireline intensity and foliage necrosis data. A sensitivity analysis is used to estimate the relative importance of the governing variables. The model can be generally applied to any tree species during any season and is valid for crown components of approximately 1 cm maximum diameter. The model provides for more physiologically relevant predictions and improves our understanding of the causal mechanisms linking fire behaviour and its ecological effect. The model is available as a GUI-based freeware application.
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Theory
Convection heat transfer in branches, buds, and foliage
Objects with a small thermal mass are expected to be thermally thin (i.e., there are no radial temperature gradients) so that the thermal boundary layer poses the primary resistance to heat transfer and internal conduction is relatively insignificant. The relative contributions of conduction and convection heat transfer processes are expressed by the Biot number Bi, which is a measure of thermal similarity given by the ratio of conductive (D/λ) and convective (1/h) thermal resistances of the object [2] Bi = hD λ where h is the average heat transfer coefficient, D is the diameter of the object, and λ is the thermal conductivity of the object (nomenclature defined in Table 1 ). For Bi ≤ 0.2, convective resistance dominates and the object can be considered thermally thin. In tree crowns, this corresponds to maximum diameters of~1 cm (i.e., small branches, vegetative buds, and foliage; Appendix B equates the rate of convective heat transfer to the crown component surface with the rate of internal heat accumulation
where A is the wetted (convective) surface area, T n is the necrosis temperature, T p is the plume temperature, ρ is the crown component mass density, c is the crown component specific heat capacity, V is the crown component volume, and dT/dt is the rate of internal temperature change (cf. Incropera and DeWitt 2002) . Integrating from initial conditions T = T a at t = 0 and rearranging gives
where T a is the ambient temperature and t is time. The excess temperature ratio θ is a measure of plume temperature relative to necrosis and ambient temperatures defined by
Substituting eq. 5 into eq. 4 gives
Equation 6 defines the functional relationship between the excess temperature ratio θ and the five thermophysical properties contained in the dimensionless time (hA/ρcV)t. This logarithmic relationship will be observed for any crown component in any heat plume because the same convection and accumulation processes apply. For necrosis to occur, the excess temperature ratio θ must be between 0 and 1 (i.e., T p > T n ). An excess temperature ratio θ near 0 indicates a low plume temperature and high dimensionless time, while an excess temperature ratio θ near 1 indicates a high plume temperature and low dimensionless time.
A heat transfer model of crown scorch
The heat transfer model of crown scorch links a buoyant line source plume model with the lumped capacitance analysis (eq. 6) to predict branch, bud, and foliage necrosis heights. A similarity analysis of line source plumes in a quiescent atmosphere (no wind) gives the height-dependent maximum mean buoyancy α z as
where C is the plume proportionality constant, z is height, g is gravitational acceleration, I is fireline intensity, ρ a is ambient air density, c p is the specific heat of air at atmospheric pressure, and T a is ambient temperature (cf. Raupach 1990) .
The maximum mean buoyancy α z is a function of the temperature rise above ambient
Substituting eq. 8 into eq. 7 and rearranging gives the height-dependent plume temperature T p as Although the heat transfer model of crown scorch (eq. 10) is mathematically more complex than the VW model (eq. 1), it is advantageous because it identifies several variables that are accounted for empirically using k. Casting eq. 10 in terms of eq. 1 and rearranging gives 
Methods
Validation of the lumped capacitance analysis
The lumped capacitance analysis was validated using vegetative buds of 12 tree species (N tot = 429; Table 2 ). Four species were collected at the Kananaskis Field Stations in the southern Canadian Rocky Mountains of Alberta, Canada, and eight species were collected at the University of Wisconsin -Madison Arboretum in the midwestern United States. Buds were collected in Alberta during April 2003 and in Wisconsin during October 2003, so all buds were at the same phenotypic stage (dormant). To account for morphological and physiological variation within a population of buds in a forest canopy, each bud was collected from a random location within the crown of a different tree.
Validation consisted of heating individual buds in a convective plume in the laboratory and comparing the dimensionless necrosis time (hA/ρcV)t n measured for each bud to the dimensionless necrosis time predicted by eq. 6 (given the excess temperature ratio θ measured during each heating experiment). Measured (hA/ρcV)t n values were then regressed (model I ordinary least-squares (OLS) regression) on predicted values, and one-sample t tests (α = 0.05) were used to compare regression intercepts and slopes to hypothesized values of 0 and 1, respectively.
To measure (hA/ρcV)t n , the average heat transfer coefficient h was calculated as
where Nu is the average Nusselt number, λ a is the thermal conductivity of air (2.37 × 10 -2 W·m -1 ·°C -1 , Vargaftik 1975) , and D is the bud diameter (cf. Incropera and DeWitt 2002) . The Nusselt number is a measure of thermal similarity given by the ratio of conductive (D/λ a ) to convective (1/h) resistance in the thermal boundary layer. For cylinders in crossflow (i.e., leafless buds, Nobel 1974; Landsberg et al. 1974; Hamer 1985; Michaletz and Johnson 2006) 
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where ρ a is the mass density of air, µ a is the dynamic viscosity of air, and ν a is the kinematic viscosity of air. The vertical plume velocity U was measured to the nearest 0.01 m·s -1 using a Florite 700 hot wire anemometer (Bacharach Inc., Pittsburgh, Pennsylvania), bud diameter D was measured to the nearest 0.01 mm using a digital caliper, and the kinematic viscosity of air was taken as ν a = 1.5 × 10 -5 m 2 ·s -1 (Vargaftik 1975 ). The wetted surface area A was measured using 80-100 mesh Porapak ® , which forms a monolayer on the bud surface that can be massed and converted to surface area using a predetermined surface area to mass ratio. Bud volume V was measured by water immersion (ASTM 1993) and mass density ρ was calculated using
where the fresh bud mass m fb was measured to the nearest 0.0001 g using a digital balance. Specific heat capacity c was calculated as the weighted average value based on water and cured bud masses where m cb is the cured bud mass (ovendried at 90°C to constant mass), c cb is the specific heat of cured buds (1902.6 J·kg -1 ·°C -1 , Phillips et al. 1983) , m w is the water mass (m fb -m cb ), and c w is the specific heat of water (4180 J@kg -1 @°C -1 ). Time to necrosis t n (time required to raise bud temperature from T a to T n = 60°C, Rosenberg et al. 1971; Dickinson and Johnson 2004) was measured by suspending buds in the convective plume above a Bosch ® 1943LED heat gun (S-B Can. J. For. Res. Vol. 36, 2006 Species
Acer saccharum
Marsh. Table 2 . Species, collection location, and mean ± SEM thermophysical properties of vegetative buds used for validation of the lumped capacitance analysis.
Power Tool Company, Chicago, Illinois). This model has a variable temperature setting so that plume temperatures could be varied from the necrosis temperature (60°C) to the bud combustion temperature (~300°C). Bud temperature was measured using a 10 gauge type-K chromel-alumel thermocouple positioned at the center of the bud. The excess temperature ratio θ (eq. 5) was measured by two 10 gauge type-K chromel-alumel thermocouples, assuming T n = 60°C (Rosenberg et al. 1971; Dickinson and Johnson 2004) . Plume temperature T p was measured in the convective plume outside of the bud boundary layer and wake stream, and ambient temperature T a was measured outside of the plume. Temperatures were sampled 100 times per second and logged as a time series using a DAQBOOK-216 ® data acquisition system (Omega Engineering Inc., Stamford, Connecticut) and laptop PC. The excess temperature ratio θ was calculated using mean temperatures T p and T a averaged over t n .
Validation of the heat transfer model of crown scorch
The heat transfer model of crown scorch (eq. 10) was validated using foliage necrosis data from the literature (branch and bud necrosis data were not available). Data were available for Pinus banksiana, Pinus resinosa, Pinus strobus, Quercus rubra. (N = 13, Van Wagner 1973), Pinus radiata (N = 30, Burrows et al. 1989) , and Sequoia sempervirens (N = 32, . Data were obtained both by estimation from published figures Burrows et al. 1989 ) and directly from the authors (M.A. . For S. sempervirens data, flame lengths were converted to fireline intensity using the Nelson and Adkins (1986) relationship, and seven fires were excluded because foliage necrosis heights exceeded tree heights (for a total of N = 25, see .
Validation consisted of plotting observed foliage necrosis heights with model predictions (eq. 10) for ambient temperatures T a = 16°C and 32°C, which bound the ambient temperature range observed in the original experiments. A statistical validation comparing observed and predicted necrosis heights was not possible because model predictions require T a data for individual fires that were not available in the literature.
To predict foliage necrosis heights z n (eq. 10), the plume proportionality constant was taken as C = 2.6 (Yuan and Cox 1996) , the gravitational acceleration was taken as g = 9.8 m·s -2 , and fireline intensity I was varied from 0 to 2500 kW·m -1 . The temperature-dependent mass density of air ρ a was calculated using a power function fit to handbook data (R 2 = 1. 
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Critical plume temperatures T c were calculated for foliage using eq. 11, where T n = 60°C and T a was varied from 16 to 32°C (see above). The excess temperature ratio θ was obtained from eq. 6 parameterized using individual needles of Picea glauca (Moench) Voss (N = 30) and Pinus sylvestris L. (N = 30) collected on the University of Calgary campus during March 2005 (Table 3) . Average heat transfer coefficients h were calculated using eq. 13. To account for the increased convective resistance (1/h) caused by the structural arrangement of foliage, Nu was calculated using forced convection regressions for foliated Picea glauca and Pinus contorta Dougl. ex Loud. branches
[20] Nu = BRe n where normalization constants B and scaling exponents n are given in Table 4 (Michaletz and Johnson 2006) . Re was calculated using eq. 15 assuming U = 5.0 m·s -1 and ν a = 1.5 × 10 -5 m 2 ·s -1 (Vargaftik 1975) . Wetted surface area A and volume V were calculated by modeling Picea glauca and P. sylvestris needle geometries as prisms and half-cylinders, respectively. For Picea glauca needles, wetted surface area was modeled as
and volume was modeled as
where height H, length L, and width W were measured for each needle to the nearest 0.01 mm using a digital caliper. For P. sylvestris needles, wetted surface area was modeled as
where the (fascicle) diameter D and length L were measured for each needle to the nearest 0.01 mm using a digital caliper. Specific heat capacity c was calculated using eq. 17, where the specific heat value for cured foliage c cf was calculated using
Here, i is the specific enthalpy required to raise foliage from ambient (T a = 25°C) to necrosis (T n = 60°C) temperature. Calorimetry data for cured Pinus ponderosa Dougl. ex P. & C. Laws needles (Susott 1982) were used to calculate a specific heat value of c cf = 1542.86 J·kg -1 ·°C -1 . Mass density ρ was calculated using eq. 16, and the fireline residence time was taken as t r = 60 s, which is an approximate average residence time for surface fires (C.E. Van Wagner, personal communication, 2005) .
One-sample t tests (α = 0.001) were used to compare critical plume temperatures T c calculated for Picea glauca and P. sylvestris foliage (at T a = 16 and 32°C) to T c = 60°C assumed by the VW model.
Sensitivity analysis of the heat transfer model of crown scorch
We tested the sensitivity of eq. 10 to changes in four parameters. These parameters characterize fire behaviour (fireline intensity I and fireline residence time t r ), atmospheric and heat transfer conditions (ambient temperature T a ), and crown component heat transfer characteristics (inverse thermal time constant hA/ρcV). Model sensitivity to three parameters in eq. 10 was not tested, because gravitational acceleration g is constant, and the mass density ρ a and specific heat c P of air are essentially constant over the small ambient temperature range in which surface fires occur.
To test model sensitivity to I and T a , we estimated the range of values that can be expected in most surface fires. For hA/ρcV, we used the range of values observed above for P. contorta buds and Picea glauca foliage (Table 3 ). The median value of each range was then used as the baseline value, and the parameters were varied across the entire range. To test model sensitivity to t r , we used 60 s as a baseline value (C.E. Van Wagner, personal communication, 2005) and varied t r by ±20%. Model sensitivity was expressed as necrosis height change from baseline value.
Comparison of predicted necrosis heights for vegetative buds and foliage
Bud necrosis heights z n were predicted for Picea glauca and P. contorta using eq. 10 with the plume parameter values used for crown scorch model validation; however, T a for eq. 10 was varied from 15 to 35°C to bound the range of ambient temperatures that can be expected for most surface fires. Mean critical plume temperatures T c were calculated for individual buds using eq. 11, where T n = 60°C and T a was varied from 15 to 35°C.
The excess temperature ratio θ was obtained from eq. 6 parameterized using individual buds of Picea glauca (N = 600) and P. contorta (N = 600) collected from canopy trees in a subalpine forest near the University of Calgary's Kananaskis Field Stations in the southern Canadian Rocky Mountains of Alberta (Table 3) . To account for phenological and physiological variation in hA/ρcV, buds were collected from 7 trees per species on a weekly basis from 18 May 2004 to 5 October 2004. Crowns were accessed using a Swedish cone picking ladder, and branches (length ≈ 10 cm) were excised using a tree pruner and 3.66 m extension pole. To account for morphological and physiological variation within crowns, 3 branches were randomly sampled from the south side of the crown top (high light regime) and 3 branches were randomly sampled from the north side of the crown bottom (low light regime) for a total of 6 buds·tree -1 ·week -1 . Branches were sealed in plastic freezer bags, placed in a cooler under ice, and transported to the laboratory, where they were stored at -18°C. Within 4 days of collection, 1 bud was excised from each branch using a razor blade and the thermophysical properties hA/ρcV were measured using methods described for validation of the lumped capacitance analysis. To account for the increased convective resistance (1/h; eq. 13) caused by the structural arrangement of foliage, Nu was calculated using eq. 20 with normalization constants B and scaling exponents n from forced convection regressions for foliated Picea glauca and P. contorta buds ( was calculated using eq. 15 assuming U = 5.0 m@s -1 and ν a = 1.5 × 10 -5 m 2 ·s -1 (Vargaftik 1975 ). One-sample t tests (α = 0.001) were used to compare critical plume temperatures T c calculated for Picea glauca and P. contorta buds (at T a = 15 and 35°C) to T c = 60°C assumed by the VW model (T c = 60°C).
Foliage necrosis heights z n were predicted for Picea glauca and P. sylvestris using eq. 10 with the plume parameter values used for bud necrosis predictions and the foliage parameter values used for crown scorch model validation (Table 3) .
Results
Validation of the lumped capacitance analysis
The mean ± SEM thermophysical properties of vegetative buds used for validation of lumped capacitance analysis are summarized in Table 2 . Validation of the analysis is shown in Fig. 1 , where the measured dimensionless necrosis time (hA/ρcV)t n is plotted over that predicted by eq. 6. The regression slope is not significantly different from 1 (model I (OLS) regression, t = 1.56, df = 428, p > 0.05) and the yintercept is significantly greater than 0 (model I (OLS) regression, t = 2.06, df = 428, p < 0.05). Thus, the lumped capacitance analysis gives a slight yet consistent underprediction of (hA/ρcV)t n , as shown by the regression intercept (y = 0.074). Residual variation about the regression line is due to error in plume temperature measurement; variation increases with (hA/ρcV)t n (i.e., decreases with θ) because the logarithmic transformation of eq. 6 transforms any slight error in small θ values into large differences between measured and predicted (hA/ρcV)t n .
Validation of the heat transfer model of crown scorch
The mean ± SEM thermophysical properties of foliage used for validation of the heat transfer model of crown scorch are summarized in Table 3 . Validation of the model is shown in Fig. 2 , where foliage necrosis heights for 6 species in 70 experimental fires Burrows et al. 1989; ) are plotted with model predictions for T a = 16 and 32°C. There is generally good agreement between observed and predicted necrosis heights (Fig. 2) , especially considering that predictions (eq. 10) are independent of experimental fire data and that eq. 11 was parameterized using different tree species from those in the original experiments. Possible sources of variation between observed and predicted height of necrosis include methods of calculating and measuring fireline intensity (see Discussion), variation in T a among fire events, and differences in tree physiology, morphology, and form.
Sensitivity analysis of the heat transfer model of crown scorch
Results of the sensitivity analysis are shown in Fig. 3 . The model is most sensitive to fireline intensity I, followed by ambient temperature T a and the inverse thermal time constant hA/ρcV. The model is essentially insensitive to the range of fireline residence times t r considered here. As expected from eqs. 10 and 11, sensitivity to all parameters is strongly nonlinear. In particular, the relationship between hA/ρcV and z n means that very low values of hA/ρcV (i.e., high excess temperature ratios θ) will cause an even greater deviation in necrosis height. It should be noted that the present analysis tests the sensitivity to hA/ρcV by examining the variation between P. contorta buds and Picea glauca foliage. Certainly, the model would exhibit increased sensitivity to crown components with high heat transfer resistances (e.g., from denser foliage structure or larger thermal mass).
Comparison of predicted necrosis heights for vegetative buds and foliage
The mean ± SEM thermophysical properties used to predict bud and foliage necrosis heights (eq. 10) are summa- rized in Table 3 . Predicted necrosis heights for Picea and Pinus species are compared in Fig. 4 . Bud necrosis heights for Picea glauca and P. contorta are considerably lower than foliage necrosis heights for Picea glauca and P. sylvestris, which are indistinguishable. Differences in necrosis heights result from differences in T c (hA/ρcV; eq. 11). Bud necrosis heights are lower because buds have a larger critical plume temperature T c (Table 3) , while foliage necrosis heights are indistinguishable because T c values for Picea glauca and P. sylvestris are nearly identical (Table 3) . Critical plume temperatures T c for foliage (Table 3 ; one sample t test, t P.glauca = 4.31, t P.sylvestris = 5.84, df = 29, p < 0.001) and buds ( 
Discussion
This paper derives and validates a new and more complete model of crown scorch in forest fires. The model links a dimensionally homogeneous line-source plume model with a lumped capacitance heat transfer analysis to predict branch, bud, or foliage necrosis heights during surface fires. The lumped capacitance analysis successfully predicts time to bud necrosis in convective heat plumes (Fig. 1) , and the heat transfer model of crown scorch successfully predicts foliage necrosis heights in experimental surface fires (Fig. 2) . Sensitivity to the heat transfer characteristics of crown components (hA/ρcV; Fig. 3 ) as well as predicted differences between bud and foliage necrosis heights (Fig. 4) illustrates that consideration of crown heat transfer processes provides more accurate and physiologically relevant predictions.
Crown scorch has long been thought to be influenced by variables like fireline residence time, bud size, crown heat resistance, and the presence or absence of foliage (e.g., Mitchell 1914; Byram 1948; Brown and Davis 1973) . showed that fireline intensity I, ambient temperature T a , and plume temperature rise above ambient ∆T were critical because they affected plume temperature distributions. The heat transfer model of crown scorch identifies several other critical crown scorch variables. The dimensionally homogeneous plume model identifies three additional variables important for plume temperature distributions: gravitational acceleration g, mass density of air ρ a , and specific heat capacity of air c P (Raupach 1990 ). These Can. J. For. Res. Vol. 36, 2006 Foliage necrosis height (m) P banksiana P. resinosa P. strobus Q. rubra . , , , and S. sempervirens P. radiata Fig. 2 . Validation of the heat transfer model of crown scorch (eq. 10). Nomenclature is defined in Table 1 . (-) predicted foliage necrosis heights at T a = 16°C (bottom boundary) and T a = 32°C (top boundary) are plotted with experimental foliage necrosis data for P. banksiana, P. resinosa, P. strobus, and Q. rubra (N = 13, Van Wagner 1973), P. radiata (N = 30, Burrows et al. 1989), and S. sempervirens (N = 25, Finney and ). Fig. 3 . Sensitivity of the heat transfer model of crown scorch to variation in governing variables, expressed as necrosis height change from the baseline parameter value. Nomenclature is defined in Table 1 .
Fig. 4.
Comparison of predicted necrosis heights (eq. 10) for vegetative buds (Picea glauca and P. contorta) and foliage (Picea glauca and P. sylvestris) at T a = 15°C (bottom boundary of each area) and T a = 35°C (top boundary of each area). Nomenclature is defined in Table 1. variables must be considered for dimensional reasons (Yuan and Cox 1996) , although as Van Wagner (1973) pointed out they are essentially constant over the range of ambient temperatures in which surface fires occur. The lumped capacitance analysis identifies six variables that govern heat transfer rates into crown components: the heat transfer coefficient h, wetted (convective) surface area A, mass density ρ, specific heat capacity c, volume V, and fireline residence time t r (Incropera and DeWitt 2002) . This understanding will be useful for applied purposes, allowing managers to schedule fire events based on, for example, weather conditions and tree phenology (see the following).
Another advantage of the heat transfer model of crown scorch is that it is more general than the VW model, because the same plume buoyancy and crown heat transfer processes apply to all species, crown components, and seasons. Although Van Wagner (1973) deals only with foliage, the VW model assumes that crown component necrosis will occur when T c = 60°C. However, critical plume temperatures vary among crown components (Table 3) , and the VW model can only account for this variation using the proportionality factor k. By contrast, the heat transfer model of crown scorch can explain this variation in terms of the same heat transfer variables for each case.
Particularly advantageous is the ability to distinguish between crown component necroses. This allows for more relevant predictions because branch, bud, and foliage necroses have different physiological effects. For example, vascular cambium necrosis in branches can cause necrosis of distal buds and foliage (Noel 1970; Gill 1995) , vegetative bud necrosis prevents regeneration of shoots and foliage (Honkanen et al. 1994) , and foliage necrosis alters carbon source-sink relationships, which can cause growth reduction or tree mortality (Honkanen et al. 1994; Sword and Haywood 1999) . Vegetative bud necrosis is the most immediate concern in terms of tree mortality, because buds contain shoot apical meristems that can regenerate crown components (Peterson and Ryan 1986; . In agreement with empirical observations (Peterson and Arbaugh 1986) , the heat transfer model of crown scorch predicts that foliage necrosis heights should be equivalent across species because they have nearly identical critical plume temperatures T c (Table 3 ; Fig. 4 ). However, it should be noted that these predictions are based on foliage from Picea glauca and P. sylvestris only; this pattern will likely differ for species such as Pinus palustris Mill., which have a foliage structure that reduces heat transfer coefficients and thus necrosis heights (Michaletz and Johnson 2006) . The model also confirms observations that foliage necrosis heights exceed bud necrosis heights (Methven 1971; Peterson and Ryan 1986; Finney 1999) and explains this observation in terms of variable heat transfer characteristics T c (Table 3 ; Fig. 4 ). Heat transfer differences between buds and foliage illustrate that the VW model (both the assumed T c = 60°C and a k estimated for foliage) does not successfully predict bud necrosis and that heat transfer processes should be considered. Branches are expected to follow this rule as well, since they will generally have T c values exceeding those of buds.
The model is also general to broadleaf species, although only conifer species are addressed here. The primary difference between broadleaf and conifer species would seem to be the "shielding" effects of foliage (heat transfer coefficient h, Michaletz and Johnson 2006) , because both conifer and broadleaf branches and buds have similar values of wetted area A, mass density ρ, specific heat capacity c, and volume V (e.g., see Table 2 ). To our knowledge, the literature does not contain any forced convection correlations (required to calculate heat transfer coefficients h) for branches and buds "shielded" by broadleaf foliage.
Crown scorch variables are expected to vary with season (via the combined effects of ambient temperature T a and hA/ρcV phenology) and species (via physiology, morphology, and form effects on hA/ρcV). These expectations are confirmed by empirical observations of scorch variation throughout the fire season (Byram 1948; Swezy and Agee 1991; Glitzenstein et al. 1995; Harrington 1987 Harrington , 1993 and among species (Mitchell 1914; Byram 1948; Peterson 1985; Ryan and Reinhardt 1988; Glitzenstein et al. 1995) . Necrosis heights appear to be strongly sensitive to both ambient temperature T a and crown component heat transfer characteristics (hA/ρcV) (Fig. 3) . However, necrosis heights are reduced logarithmically with hA/ρcV (i.e., increased heat resistance; eqs. 10 and 11), so that heat transfer differences among crown components such as buds and foliage outweigh the effects of ambient temperature variation (Table 3 ; Fig. 4 ). In addition, ambient temperature T a and heat transfer characteristics hA/ρcV are correlated via season and phenology. Sensitivity analyses using hA/ρcV time series are required to better illustrate the extent to which ambient temperature and phenology control scorch height variation.
The heat transfer model of crown scorch can also predict how the VW model k is expected to vary with ambient temperature T a and T c (i.e., hA/ρcV). The effects of variation in ambient temperature T a and critical plume temperature T c on k are shown in Fig. 5 , where proportionality factors k are plotted for buds (Picea glauca and P. contorta) and foliage (Picea glauca and P. sylvestris). Note that while hA/ρcV values (from Table 3 at both ambient temperatures, the critical plume temperatures T c vary due to their dependence on T a (eq. 11). This shows that values of k will vary more with the heat transfer characteristics of crown components hA/ρcV than with ambient temperature T a so that k calculated for foliage will not necessarily apply to other species or crown components. This may explain in part the variation in k values for foliage observed among studies (Table A1) .
Although the heat transfer model of crown scorch is mathematically more complex than the VW model, it requires considerably less data and is easier to use in field applications. To estimate proportionality factors k, the VW model correlates fireline intensity and ambient temperature data (collected during an initial experimental fire) with necrosis height data (collected following the fire). Collecting these data is not only expensive but also time-consuming, since necrosis heights must be measured weeks to months following the experimental fire. Additionally, the empirical nature of the VW model means that, strictly speaking, the resulting k value should only be used to describe the original data and not to predict scorch height in other situations. When the VW model must be used in a predictive sense, however, additional measurements of fireline intensity and ambient temperature are required to predict necrosis heights in the new fire event. By contrast, the heat transfer model of crown scorch requires measurement of fireline intensity, residence time, ambient temperature (for eq. 10), and the inverse thermal time constant hA/ρcV, only, for the crown component of interest (for eq. 11). An initial experimental fire is not required because all of the variables can be measured during the fire event, with the exception of hA/ρcV, which could be measured in the stand prior to the fire or in an adjacent stand during the fire. In cases where hA/ρcV cannot be measured, the mean values provided in Table 3 could be used as rough approximations. The model can thus be used to schedule burn events so that important variables (intensity, residence time, ambient temperature, inverse thermal time constant) are controlled to produce a desired necrosis height. Alternatively, measurement of these variables can allow managers to estimate necrosis heights immediately following the fire event rather than having to wait weeks or months to measure necrosis heights.
Model sensitivity to fireline intensity I (Fig. 3) demonstrates that accurate crown scorch predictions require precise, standardized methods for calculating and measuring fireline intensity. Fireline intensity (kW·m -1 ) is defined as the rate of energy release per unit time per unit length of fire front (Byram 1959) . Note that for convective plume work, fireline intensity should be reduced to compensate for radiation heat transfer (Byram 1959; Van Wagner 1972) . Fireline intensity is generally calculated in one of two ways: (1) as the product of linear spread rate (m·s -1 ), low heat of combustion (kJ·kg -1 ), and combusted fuel mass per unit area (kg·m -2 ), or (2) via flame length correlation (Byram 1959; Alexander 1982; Nelson and Adkins 1986) . The use of these two calculation methods is a source of variation, and the variation observed in Fig. 2 and Table A1 would likely be reduced if the same intensity calculation had been used in each study. Another source of variation is measurement of variables used in intensity calculations. We suggest that measurements be matched to the time scale of the effect; in the case of crown scorch, this would be the time the buoyant plume is heating the crown components.
The present derivation ignores any influence of the ambient wind profile on buoyant plume dynamics. In lowvelocity winds with low turbulence intensities (Finnigan 2000 (Finnigan , 2006 , the buoyant plume may be tilted without being distorted. Using a simple trigonometric relationship that assumes a uniform wind profile and neglects increased entrainment of ambient air (Taylor 1961 , Thomas 1964 predicted that low-velocity wind should reduce necrosis heights with the sine of the plume tilt angle. However, experimental data were available only for a narrow velocity range so the theory could not be adequately tested, and for the low velocities that were available, the inclusion of values for wind did not improve the results. The effects of low-velocity wind was therefore not considered here; however, it would simply require multiplying necrosis height z n (eq. 10) with eq. 5 in . In high-velocity winds with high turbulence intensities, the plume may be severely tilted and distorted such that plume dynamics cannot be characterized using the trigonometric relationship. High wind velocities will also increase fireline intensity (Byram 1959) , which could more than compensate for plume tilt and actually increase necrosis height . Progress in this area will require replacement of eq. 9 with linked flame (e.g., Albini 1981) and plume (e.g., Mercer and Weber 1994) models that consider the increased air entrainment resulting from wind. This heat transfer model of crown scorch greatly improves our ability to understand and predict patterns of crown scorch in forest fires. However, linking crown necroses with root and bole necroses to predict tree mortality remains an outstanding challenge in fire ecology. Progress will be made as we move from a reliance on empirical logistic regression models towards physical process models that consider the role of tree form and physiology (S.T. Michaletz and E.A. Johnson, unpublished manuscript) . This model is a first step towards that end. , k is presented here as the mean of all six reported values. For Burrows et al. (1989) , data were estimated from a published figure and k was calculated using the reported mean ambient temperature (T a = 20.66°C). For , data were obtained from authors, seven fires were excluded , intensity was estimated from flame length (Nelson and Adkins 1986) , and k was calculated using the median of reported ambient temperatures (T a = 20°C). for Picea glauca and ρ m = 313.12 kg@m -3 for P. contorta. Average heat transfer coefficients h were calculated using eq. 13, where Nu was calculated using eq. 20 with normalization constants B and scaling exponents n from foliated Picea glauca and P. contorta buds (Table 4 ; Michaletz and Johnson 2006) . Re was calculated using eq. 15 assuming U = 5.0 m·s -1 and ν a = 1.5 × 10 -5 m 2 ·s -1 (Vargaftik 1975) . Biot numbers for Picea glauca and P. contorta branches and buds as a function of diameter are shown in Fig. B1 . From eq. B1, the lumped capacitance analysis is valid for diameters up to 0.79 cm for Picea glauca branches, 0.89 cm for Picea glauca buds, 1.14 cm for P. contorta branches, and 1.47 cm for P. contorta buds. 
