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DIFFERENTIABLES 
L’OBJET DE ce travail est I’etude locale des families d un parametre de courbes planes 
dtJ%rentiables. L’esprit et les methodes sont ceux de ce que l’on appelle la “theorie des 
singularites d’applications dtjGrentiab1e.s”. Se donner une telle famille revient a se donner 
un diagramme d’applications dtflerentiables de la forme 
oti f est une submersion. On a alors des notions d’equivalence topologique et dtjErentiable 
pour de telles families et une topologie assez naturelle. Darts ce travail, nous donnons une 
classtjication generique de ces families de courbes, nous montrons que les notions 
d’dquivalence topologique et differentiable, sont gtnkriquement confondues, entn nous 
caracterisons les families localement stables. 
51. NOTATIONS ET RJkWLTATS 
Dans ce travail “differentiable” voudra toujours dire “de claw C”“. Le symbole 
Cm(M, N) designe l’ensemble des applications differentiables de la varittt differentiable M 
dans la variite differentiable N; on le munit de la topologie de Whitney [l 11. 
Une famille A un paramkre 7 de courbes planes, consiste en la don&e de deux 
intervalles ]a, b[ et ]c, d[ inclus dans R et, pour tout 7 dans ]a, b[, d’une courbe 
yI:]c, d[ -. lR2 
t - rAtI 
11 revient au meme de se donner l’application 
y : ]a, b[ x ]c, d[+R2 
(791) H r,(t); 
nous ferons par la suite l’hypothtse que y est differentiable (de classe Cm). 
Notons bien que les deux variables 7 et t ne jouent pas un role symitrique; c’est cela 
qui distingue l’etude des familles de courbes planes de l’ttude classique des applications 
de R2 dans lui-m&me. Pour des raisons de commoditt de langage, nous gtneralisons cette 
notion de famille de courbes dans la definition suivante. 
D$nition 0. Une famille a un paramdtre de courbes planes, (y, f ), est la donnee d’un 
diagramme d’applications differentiables 
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ou U est un ouvert de R2 et f une submersion. Les “courbes” de la famille sont les 
ensembles y (J-‘(T)) ou 7, le “parametre”, parcourt 54; U est le “domaine de definition” 
de la famille. 
On retrouve la presentation precedente n prenant pour U l’ensemble ]a, b[ x ]c, d[ et 
pour f la projection sur le premier facteur. On pourrait gineraliser ce qui va suivre aux 
cas ou U est une 2-variete quelconque. On peut remarquer que les f -I(7) definissent un 
feuilletage de U et les courbes de la famille sont les images par y des feuilles: etudier une 
famille de courbes, c’est etudier l’image d’un feuilletage par une application differentiable. 
D$inition 1. Soient (y,f) et (Y’J’) deux familles de courbes planes de domaines de 
definition respectifs U et U’. Soient u E U et u’ E U’; on dit que (y,f), au voisinage de u, est 
faiblement Pquivalente (resp. faiblement topologiquement kquivalente) h (y ‘,f’), au voisinage 
de u’, s’il existe des voisinages I/ de u dans U, V’ de u’ dans U et un diffeomorphisme (resp. 
un homeomorphisme) K d’un voisinage de y(V) dans R2 sur un voisinage de y ‘(V’) dans 
UP qui &change les courbes de (y,f) restreinte a V avec celles de (y’,f’) restreinte a V’. 
On impose de plus K(y(u)) = y’(u’). 
Cette definition se traduit par des equations 
w <fiF ‘(7))) = Y ‘(fjr’(cP (7 ))) 
pour tout 7 reel et pour une fonction rp bien choisie (pas forcement continue). 11 revient 
au m&me de dire qu’il existe une application 
H:V,u + V’,U 
avec Koy(z)=y’~H(z);cp ~f(z)=f’oH(z) pour tout z dans V. 
On a done un diagramme commutatif de la forme 
(1.1) 
oh, Li priori, cp et H ne sont pas forcement continues. 
D$inition 2. Avec les memes hypotheses que dans la definition 1, nous dirons que 
(y, f ), au voisinage de u, est iquivalente (resp. topologiquement kquivalente) B (y’, f '), au 
voisinage de u’, s’il existe trois diffeomorphismes (resp. homiomorphismes) locaux 
cp:R, f(u)+&!, f’(u’), H:R’, u-+lR2, u’ et K:lR’, y(u)+R’, y’(u’) avec 
cp of =f’aH 
sur un voisinage de u. 
La definition 1 donne la notion la plus naturelle d’equivalence locale pour deux familles 
de courbes planes. La definition 2 donne une notion d’equivalence techniquement plus 
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maniable; elle revient a dire que l’on a un diagramme commutatif du type (1.1) mais od 
cp et H sent differentiables. C’est la notion habituelle d’equivalence pour des diagrammes 
d’applications differentiables tels que celui que determine (r,f) (voir [4]). L’equivalence 
implique de facon evidente I’iquivalence faible; le theoreme 3 inond plus bas montre que 
l’on a “generiquement” la reciproque. 
Soit u un point du domaine de definition de (r,f). Nous distinguons cinq cas 
particuliers et nous dirons que (r,f), au point u, 
(1) “Est r~gulihe” si u est un point rigulier de y 
(2) “Admet un pli transverse” si u est un point pli[l l] de y, f, restreinte a I’ensemble 
singulier Xy de y, est reguliere et (r,f): U --) [w3 est reguliere en u. 
(3) “Admet un pli tangent” si u est un point pli de y, f, restreinte a Zy, est de Morse 
et (r,f): U + Iw3 est reguliere en u. 
(4) “Admet un parapluie transverse” si u est un point pli de y et (r,f): U + R3 admet 
en u une singularitt “parapluie de Whitney”[l 11, dont la ligne de point double est 
transverse, au point y(u), au plan [w2 x 0 dans IF!‘. 
(5) “Admet une fronce transverse” si u est un point fronce[l 11, de y et (y, f): U + UP 
est reguliire en 24. 
On identifie toute famille (y, f ), de domaine de definition U et I’application U + R3, 
de composantes yetf, qu’elle determine. Alors, l’ensemble des familles a un paramitre de 
courbes planes, de domaine de definition U, s’identifie a un ouvert R de P(U, R3). 
TH&OR&ME 1. L’ensemble des families de courbes planes (y, f) telles que pour tout point 
u du domaine de d$inition U on soit dans l’un des cinq cas hog&s ci-dessus, d&ermine un 
sous-ensemble rksiduel (done dense) dans G? 
En employant le langage habitue& ce theoreme signifie que, pour toute famille (y, f ), 
on est gtneriquement dans l’un des cinq cas ci-dessus en tout point u de U. 
T&O&ME 2. A kquivalence pr&, les mod&es locaux pour les familles ri un paramPtre de 
courbes planes dans les cas 1-5 sont, respectivement, 
y 4+ (x, y) w (x, y): cas rggulier 
x + y c( (x, y) k+ (x, y’): pli transverse 
y+x’cl(x,y)H(~,y~):plitangent 
x + xy + y3 c-l (x, y ) h (x, y ‘): parapluie transverse 
y + g(x, y3 + xy) c--( (x, y) t+ (x, y3 + xy): fronce transverse 
02 g est une fonction d@rentiable arbitraire. 
A cause du dernier cas, la classification donnee par ce thioreme n’est pas finie. Une 
curiositt de cette classification, est qu’elle est valable en C” mais n’est plus vraie en 
analytique: il y a une infinite de parapluies transverses analytiques non equivalents 
analytiquement; on se convainc de cela en utilisant les techniques de Ecalle[9]. Ce resultat 
a deja Ctt annonce en partie dans la littkature[l] mais il n’en existe, a notre connaissance, 
aucune preuve. Le cas difficile est le cas du parapluie transverse qui requiert une technique 
de resolution d’tquations de la for-me 
d’inconnues X et T qui a deja ete utilisie dans la Ref. [5] pour I’etude de diagrammes de 
la forme iw c-l [w” H iw. 
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La figure suivante, donne une idee de l’allure de la famille de courbes dans chacun des 
cinq cas. 
cas regulier 
(feuilletage) 
pli transverse 
(enveloppe rtguliere) 
pli tangent 
(enveloppe reguliere) 
parapluie transverse fronce transverse 
(enveloppe riguliere) (enveloppe cuspid&e) 
TH&OR~ME 3. Soient (y,f) et (y ‘if ‘) deux families de courbes “gPnPriques” en ce sens 
qu’en tout point de leurs domaines de d$inition on est dans l’un des cas 1-5. Alors (y, f ), 
au voisinage de u, 4quivaut h (y’, f ‘), au voisinage de u’, si et seulement si (y, f ), au voisinage 
de u, est faiblement topologiquement iquivalente h (y ‘, f '), au voisinage de u’. 
Ce thtortme signifie que les quatre notions d’equivalence introduites par les definitions 
1 et 2 sont confondues dans le cas gentrique. It est assez evident que si (y, f ), au voisinage 
de u, est faiblement topologiquement Cquivalente a (y ‘, f ‘), au voisinage de u’, alors on 
est simultanement pour les deux familles dans l’un des cas l-4 ou 5. Les cas 1-4 ne posent 
aucun probltme en vertu du theoreme 3. Le cas difficile est le cas des fronces transverses; 
il sera corollaire du fait que tout homeomorphisme de R2 tchangeant deux triplets de 
feuilletages C” et geniriques est un diffeomorphisme. Les grandes lignes de cette preuve 
ont deja ete annoncles dans [6]; ici nous donnons les details d’une preuve plus directe. 
D$nition 3. Soit (y,f) une famille a un parametre de courbes planes et u un point de 
son domaine de definition U. Nous dirons que (y, f) est stable (resp. topologiquement stable, 
faiblement stable, faiblement topologiquement stable) au voisinage de u si pour tout 
voisinage V de u dans I/ il existe un voisinage W de (y,f) dans R tel que, pour tout (y’,f’) 
dans W, il existe u’ dans V avec (y, f ), au voisinage de u, equivalent (resp. topologiquement 
equivalent, faiblement equivalent, faiblement topologiquement equivalent) a (y’,f’), au 
voisinage de u’. 
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THBORBME 4. La famille (y, f) est stable au voisinage de u si et seulement si I’on est, au 
point u, dans les cas rkguliers, ceux des plis transverses ou tangents, ou celui du parapluie 
transverse. Les fronces transverses ne sont me^me pas faiblement topologiquement stables. 
Utilisant le Theoreme 3, on montre que seules les (y, f) glneriques peuvent itre stables 
a l’un des quatre sens introduits par la Definition 3. On en deduit que ces quatre notions 
sont confondues. Ainsi la derniere partie du Theo&me 4 est un corollaire de la premiere 
partie qui, elle, se prouve par des techniques voisines de celles utilisees dans la demonstra- 
tion du Thtoreme 2. 
La Theoreme 4 prouve, entre autres, que la stabiliti topologique locale n’est pas 
glnerique pour les familles a un paramitre de courbes planes. On contredit ainsi une 
conjecture qui avait ete deja faite a ce sujet (par analogie avec ce qui se passe pour les 
applications). 
Le paragraphe suivant sera consacre a la demonstration du Theorime 1; les techniques 
mises en oeuvre la, sont tout a fait classiques. La preuve du Thtoreme 2 occupe les 
paragraphes 3-5; la technique de base utilisee la est la classique methode du chemin, 
toutefois les equations sur lesquelles on tombe ne se r&solvent pas toutes a l’aide du seul 
theoreme de preparation: c’est le cas pour le parapluie transverse qui necessite une 
technique de resolution originale (paragraphe 4). La preuve du Theoreme 3 occupe les 
paragraphes 6 et 7; les resultats du paragraphe 6 constituent peut-etre la partie la plus 
originale de ce travail et ils semblent avoir des applications i d’autres domaines. Enfin, 
le paragraphe 8 donne la demonstration du Thtoreme 4; les techniques y sont relativement 
classiques. 
82. DRMONSTRATION DU THRORRME 1 
On designe par J3(U, rW3), le fibre des 3-jets de fonctions differentiables de U dans [w3; 
ses elements sont de la forme j3(y, f)(u) avec y : U + W et f: U + IF!. On difinit les 
sous ensembles C,, Zb et C, de J3(U, rW3) comme suit: Z, designe l’ensemble desj3(y,f)(u) 
oti y admet un pli en u et f, restreinte a l’ensemble singulier Cy, admet un point critique 
degentre au point u; & dtsigne I’ensemble des j3(y, f)(u) od y admet un pli en u et (y,f) 
est un parapluie de Whitney a ligne de point double non transverse a [w* x (0) c [w3; Z, 
designe I’ensemble des j3(y, f )(u) oti y admet une fronce en u et (r,f) n’est pas reguliere. 
LEMME 1. Les ensembles C,, C, et E, sont des sous-variktks de J3(U, W3) de codimen- 
sion 3. 
Ddmonstration du lemme. Notons P l’espace des polynomes de degre 3 dans les 
variables x et I’; J3(U, R3) s’identifie h U x P3 et les ensembles a etudier sont de la forme 
U x XL, U x XL, U x Xi oh Xi, Xi et C: sont des sous-ensembles de P3 d&finis de man&e 
evidente. Pour prouver le lemme nous choisissonsj3(y,,f,)(0) dans l’un de ces ensembles 
et montrerons que, au voisinage de ce point, les autres points du m&me ensemble sont 
caracterises par trois equations independantes. 
Notons $9: le groupe des 3 jets en 0 de diffeomorphismes locaux h : W, 0 + W, 0. On 
fait agir 9; sur P3 par “changement de variables a la source” et 3: x 9: par “changement 
de variables de la forme (u, v, w) I+ (h,(u, t)), h,(u, v), h,(w)) = (h,, h,) x h3 au but” en 
suivant la mtthode habituelle[l 11. Sous ces actions, les ensembles CL, C; et Z,’ sont 
invariants; cela nous permet de choisirj3(y,, fO)(0) aussi “simple” que possible; par exemple 
pour ttudier Xi et & on prendra pour y. le pli standard (x, y’) et pour itudier Z: on prendra 
pour y. la fronce standard (x, y3 + XL’). 
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Cas de ZA. On note I- l’orbite dej3y0(0) dans P2 pour l’action habituelle de 9: x 9; (a 
la source et au but); c’est une action de groupe de Lie, done il existe un voisinage LI de 
j3yo(0) dans r et une application differentiable 
avec 
et 
a,Jyo(O) = Pjj;o(O) = Id 
(a,, A). v =_ho(0) (2.1) 
pour tout v et en notant (a, j). v le transformi de v E P2 sous l’action de (a, p); aa et pL. 
s’identifient A des applications polynomiales de R2 dans R2 dont les coefficients dependent 
differentiablement de v. De mtme v s’identifie a une application polynomiale de R2 dans 
R2 et (2.1) signifie que l’on a 
/-$~v~a;k~> = (4~‘) + (W,Y), v~(x,Y)) (2.2) 
ou v, et v2 sont 3-plates A l’origine. 
Soit alons (v, u) E P2 x P; si (u, u) est assez proche de j3(yo,fo)(0) et est dans ZA alors 
on a u EU (V est un pli). Par definition de X, il est clair que le 3-jet en 0 de 
(P” ov oa, -‘, u oauml) 
est encore dans C,. Or, tenant compte de (2.2), cela s’ecrit sous la forme 
a7 yx;-” (0) = 0 
qui, quitte a restreindre u, donnent deux equations de la forme 
g(o)+ F, g (O),v = 0 ( > 
g (0) + F2 
> 
= 0. 
Ces deux equations ainsi que l’equation exprimant que u correspond a un pli (de rang 1) 
donnent les trois equations independantes cherchees. 
Cas de EL. On utilise la meme technique que ci-dessus et, si (0, U) est dans Xi assez 
voisin de j3(yo,fo)(0), cela se traduit en disant que le 3-jet en 0 de 
est encore dans XL. Or, tenant compte de (2.2), un calcul Climentaire traduit ceci par les 
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equations 
$(6)=0 O# ( g (0)) 
&(0)$(O)-g(o)&(o)=0 
en notant u’= u oa,:‘. On en dtduit deux equations de la for-me 
$ CO)+ G, ; (0), u = o ( > 
$ (0) + G2 $ (Oh & (O), & (o), $ (01, & (01,s (01, g (01, o 
> 
= o. 
Ces deux equations et celle exprimant que v est un pli, nous donnent les trois equations 
cherchees. 
Cus de Xi. On utilise la meme technique avec y0 = (x, y3 + xy); on peut supposer ici 
aussi l’existence de I’application u H (a,, 8,) telle que le 3-jet de fi, 0 u 0 a;’ est j3y,(0). Si 
alors (v, u) est dans Z: et assez proche de j3(y0,f0)(0), le 3-jet en 0 de 
(B, ov oa, -I, 24 oat:‘) 
est encore dans C:. Cela s’exprime par 
qui nous donne une equation de la forme 
$ (O)+ H g (O),v =o. ( > 
Cette derniere equation et les deux equations qui expriment que u correspond a une fronce 
donnent les trois equations indipendantes cherchtes. Ceci acheve la demonstration du 
lemme. 
Par le thtoreme de transversalite de Thorn [ 1 l] I’ensemble des (y,f) : U + R3 dont les 
3-jets ne rencontrent ni C, ni & ni X:, est rtsiduel. Le theoreme dicoule alors du fait, 
classique[l 11, que y ne prisente comme singularites gentriques que des plis ou des fronces 
et que (y,S): U+R3 ne prisente comme singularites gentriques que des parapluies de 
Whitney. 
$3. MODl?LES LOCAUX POUR LES PLIS 
Ce paragraphe et les deux suivants sont consacres a la demonstration du Thiordme 2. 
Pour simplifier les notations nous travaillerons toujours au voisinage de l’origine en 
supposant y(0) = O,f(O) = 0. 
Examinons d’abord le cas regulier: a changement de coordonnees a la source pres, on 
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et, en utilisant le diffeomorphisme local y -’ au but de y, on arrive au modele local 
Par la suite, nous nous placons dans le cas oti y est un pli et nous pouvons supposer, 
a equivalence p&s, que I’on a 
Dt$nition. Soit g : R” -B Rp; on dit que le diffeomorphisme H : R” + R” est g- 
descendable s’il existe un diffeomorphisme K : I&’ + Rp tel que I’on ait K 0 g = g 0 H. 
LEMME 2. Si y est le pli canonique (x, y) H (x, y’) les dtffiomorphismes y-descendables 
sont ceux qui sont de la forme 
(x, Y) I-+ W(x, Y2>, Y m Y2>). 
On demontre ce lemme de facon elementaire n utilisant le fait que toute application 
differentiable g(x, y) se decompose de man&e unique sous la forme 
oti A et B sont deux applications differentiables (parties “paire” et “impaire” en y de g). 
Pour classifier les diagrammes R L R2 L R2 il suffit de classifier lesf: R*-+R en faisant 
agir les diffeomorphismes de R au but et les diffeomorphismes y-descendables a la source. 
C’est ce que nous faisons par la suite. 
Dans ce paragraphe nous supposerons que (y,f): U + R3 est reguliere en 0. Cela se 
traduit par 
g (0) # 0. 
On Ccrit 
f(X? Y) =flGF Y2> +Yf2b Y2> 
alors le diffeomorphisme y-descendable (x, y) H (x, yf;(x, y’)) nous ramene aux cas 
f(x, Y) = g(x, Y2) + Y. 
La restriction de f a l’ensemble singulier Xy(_v = 0) s’identifie a x H g(x, 0) et l’on a 
2 (0) # 0 
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dans le cas du pli transverse ou 
2 (0) = 0 # g (0) 
dans le cas du pli tangent. Dans le premier cas, le 
(x,Y) -+ (g(x,y*),y) mine a 
.0&Y) = x +y, 
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diffeomorphisme y -descendable 
done au modele cherche pour le pli transverse. Dans le deuxieme cas un diffeomorphisme 
(y-descendable) de la forme (x, y) H (a(x), y) permet de supposer 
g(x, 0) = +x2. 
On peut considirer g(x, t) comme un diploiement de +x2 de paramitre t. La thtorie du 
deploiement verse1[8] affirme alors l’existence de h(x, t) et A(t) avec h(x, 0) = x, 1(O) = 0, 
differentiables et tels que 
g(x, t) = f (4% t)Y + A(t) 
au moins pour x et t proches de 0. On en deduit 
g(x, Y’) = k (h(& Y2))* + G2) 
et le diffeomorphisme y-descendable (x, U) H (h(x, y’), y) mene a 
j-(x, Y) = .Y -t x2 + GJ2). 
Quitte a utiliser les diffeomorphismes w H -w et (x, y) ~--r (x, -y) au but et a la source 
defon peut arriver a 
j-(x, y) = y + x2 + A(?>. 
Pour trouver le modele du pli tangent que prevoit le Thioreme 2, il suffit de montrer 
que l’on peut se ramener a i. = 0. C’est a cela qu’est consacree la suite de ce paragraphe. 
On considere le chemin, t w F,, d’applications de ‘U dans R3 difini par 
on veut prouver l’lquivalence de F, et F, mais avec un diffeomorphisme au but lR3 de la 
forme 
K : (u, t’, w) H (K’(u, v), K2(u, v), K3(w)). (3.1) 
11 est clair que le resultat en decoulera. Pour arriver a nos fins, nous appliquons la mithode 
classique “du chemin”: On construit deux chemins de diffeomorphismes t H H,, t H K,, 
ofi H, est un difieomorphisme local R*, 0 + R*, 0 et K, un diffeomorphisme local lR3, 
0 + R3, 0 de la forme (3.1). de facon que I’on ait 
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pour tout t dans [0, I]. En fait ii suffit, utilisant la connexite de [0, I], de construire pour 
tout t,,~ [0, l] des “bouts” de tels chemins t ~]t~ - E, to + E[ + (H,, K,) avec 
K, 0 F, 0 H; ’ = F,,, (3.2) 
pour tout t dans ]to - L, t, + c[. On obtient de tels chemins en integrant des champs de 
vecteurs convenables et d&pendant de t. C’est-a-dire que l’on impose 
x&G Y> = y 
ax, w,- ‘(x9 y)); Y,(% u, w) = -7&- (K; ‘(u, v, w)). 
Alors (3.2) iquivaut a 
$x,y)= - @t(x, YW,(X, Y > + YiFt(x, Y 1) (3.3) 
pour tout t assez proche de to et (x, y) assez voisine de 0. Pour que K, ait la forme souhaitee 
on doit avoir 
Y-*(4 0, w) = (Yf(u, u), Y:(u, v), YXW))E R3. 
On note Xi et Xf les deux composantes de X,. Alors l’equation 
systeme 
0 = - x:(X, y) + Yj(x, y3 
0 = - 2yX(x, y ) + YZ(X, Y ‘1 
(3.3) se traduit par te 
n(y2) = - ZxXf(x, y) - (1 + fY~~2))~~(X, y) + YQ + x2 + tA(y2))* 
II se ram&e a I’unique equation 
KY2) = (1 + tY~~2))yu~~x, Y2) + 2xK:(x,y3 + z,(y + x2 + tntyq>. 
Remarquons que pour tout g(t, x, y) arbitraire on a 
g(r,x,y) =g’U,x,y2)+(1 ~yt~~2))Yg”(f,x,Yz) 
par une utihsation Ovidente du theoreme de preparation[I 11. On en deduit 
xg(t, X,Y) = xg’(t, X,Y2) + (1 + yt@fy2)lyxg”(t, x, y2); 
le second membre est de Ia forme 
(1 + tYeY2)lYu,(x,Y2) “t- zxV,(x,y2). 
On peut done travailler modulo les termes de la forme xg(t, x, y); i.e. les fonctions nulles 
pour x = 0. I1 suffit done de resoudre notre equation en y faisant x = 0. On obtient alors 
JCv’) = (1 + ytW2)lyv(t, y) + v(t, Y + ta_Y”)); 
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cette equation toujours des solutions locales (par example avec tf = 0), ce qui achive notre 
demonstration. 
#4. MODfiLE LOCAL POUR LE PARAPLUIE TRANSVERSE 
Dans le cas du parapluie transverse on a 
$ (0) = 0 # g (0). 
Premi&e &ape 
Oii l’on se ramene, a diffiomorphisme descendable de la source prb, a 
se, y) = x + xy + v(y) 
avec v(0) = 0. 
Pour arriver a ce resultat on remarque que, quitte a faire operer un diffeomorphisme 
de la forme (x,y)~ (I(x), y), on peut supposer 
avec a(O) = 0. Alors le diffeomorphisme (x, y) H (x + y2b(x, y’), y) nous mine a 
fky)=x +yv(x,y’)=x +axy +/3x2y +yy3+yw(x,y2) 
oti w(x,y2) est 2-plate en 0. 
La condition “parapluie de Whitney” se traduit par 
a #O. 
Alors le diffeomorphisme (x, y) H (x, ay + #Ixy) nous mine a 
f(x,y)=x +xy +YY3+Yw’(x,Y2) 
qui, sous le diffeomorphisme (x, y) I-+ (x + yy2 + w/(x, y2), y), donne 
S(x,y)=x+xy+ay2+u(x,y2) 
od u(x,y2) est 2-plate en 0 et a est un reel arbitraire. 
On considere maintenant le sow-groupe ‘3 des diffeomorphismes K de R3 de la forme 
K : (u, v, w) - (K’(u, v), K2(u, v), w + (A(v)). 
Nous montrons que 4 :kY)+Q&Y2,x +xy +~y2+u(x,y2)) iquivaut a 
F, : (x, y) I-+ (x, y2, x + xy + ay2) sous I’action des diffeomorphismes arbitraires de R2 P la 
source et sous I’action de 99 au but. Pour cela on applique la mithode du chemin avec 
F,:(x,y)H(X,y*,X+Xy +uy2+tu(x,y2)). 
On est alors ramenes a la resolution de l’equation 
4-T Y2> = ( 1 +y + 2: (x,y2) 1 X,(x,y2) 
+ 
( 
x + 2UY + 2fY $ (x9 Y2) 
1 
yYt(x, y’) + z,ti2>, 
TOP Vol. 22. No. LF 
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pour tous (x, y) assez voisines de 0, t voisin de to arbitraire; les inconnues sont les fonctions 
X, Y et Z. En distinguant les parties paires et impaires en y des deux membres, on arrive 
aux deux equations 
0 = X,(x, z) + x Y,(x, z). 
Regroupant ces deux equations, on arrive a l’unique equation 
C’est une equation de la forme 
24(x’, z’, t’) = 
en faisant le changement de variables 
x’Y(t’, x’, z’) + Z(t’, z’) 
x’ = --x 
( 
I+&x,z) 
) ( 
+2z o+rg(x, 
z’=z 
t’ = t. 
2) 
> 
Or une telle equation a toujours des solutions (“lemme de Hadamard”). Enfin, il est clair 
que l’equivalence que l’on vient ainsi de prouver entre F, et F. se traduit par l’existence 
d’un diffeomorphisme descendable t d’une fonction 1 telles que, sous ce diffeomorphisme, 
f se ram&e a 
x + xy + uy* + &J2). 
On acheve ainsi la premiere itape. 
Deudme dupe 
Nous allons donner la reduction definitive de ce cas. Tout d’abord remarquons que la 
condition de transversalite portant sur la ligne de points doubles se traduit par v’(0) # 0 
(voir le calcul de & dans le deuxieme paragraphe). On supposera done 
fk Y I= x + xy + uy2 + A(y) 
avec I l-plate en 0, a # 0. Par des changements lineaires de variables a la source et au 
but on peut se ramener au cas oh a est &gal a 1 et le diffeomorphisme descendable 
(x,y)~(~+y~+~~~),y) mene a 
f(x,y) = x +xy +y'+ya_v2) 
ou A est l-plate en 0. On montre enfin que l’on peut supprimer 1 par la methode du chemin. 
On considere le chemin d’applications defini par 
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Appliquant alors la meme technique que dans la dernibre partie du troisieme paragraphe, 
nous sommes amen& a la r&solution de l’equation 
yi(.y2) = (1 + yW,(x, y2) + (x + 3y2 + M_JJ2))yY,(x, y2) + Z,(x + xy + y’ + fyn(,v*)). 
On prend la nouvelle variable x’ = x + 3y2 + tv(y*) et on arrive a une equation de la forme 
YA(_V2) = (1 + y)X,(x, y’) + xyY,(x, yZ) + Z,(x - 3y2 + xy - 2y3 + t&)) 
Soit g(t, x, y) arbitraire; on a 
xg(t, x, y) = xg’(t, x, y2> + xyg”k x, Y2) 
=(I +y)xg'(t,x,Y2)+xY(g"(t,x,Y2)-g'(t,x,Y2)) 
=(I +Y)~,(x,Y*)+xYy,(x,Y*). 
Ceci nous permet de travailler “modulo x” et nous sommes ramenis B l’kquation 
ynCy*) = (1 + y)X(t, y2) + Z(t, 3y2 + 2y3 + ta(y)> 
ou a est 3-plate en 0. 
Pour achever, nous rappellerons le lemme suivant qui a&me l’existence. de solutions 
pour de telles equations. 
LEMME 3. ([5] page 266). Soient a(x, t) et b(x, t) deux fonctions d@&entiables d$inies 
sur W et qui &riJient les hypothhes suiuuntes: (i) ~(0, 0) # 0. (ii) b(0, t) = (ab/ax)(O, t) = 0 
pour tout t. (a2b/8x2)(0, 0) x (a3b/ax3)(0, 0) # 0. (iii) @/3) ~(0, t)(a3b/ax3)(0, t) 
-(h?x)(O, t)(a2b/8t2)(0, t) # 0 pour tout entier p et tout t dam un voisinage Z de 0 
indipendant de p. Alors, pour toute fonction di&entiable p d@nie sur R*, il existe deux 
fonctions d@&entiables Y et Z dcjinies sur R*, telles que l’on puisse hcrire 
14x, t) =4x, t>Y(x*, t) + Z(b(x, t), t) 
pour tous (x, t) assez voisins de l’origine. 
Remarquons que ce lemme n’a pas d’tquivalent dans le cadre analytique. C’est ce qui 
fait que nos resultats (du moins en ce qui concerne le modile des parapluies transverses) 
sont essentiellement vrais dans le contexte differentiable. 
55. MODELES LOCAUX POUR LES FRONCJB TRANSVERSES 
Dans ce paragraphe, les familles (y, f) seront toujours itudiees au voisinage de l’origine 
et on aura r(O) = 0, f (0) = 0. 
Dkjinition 4. Deux familles (y, f) et (y ‘, f ‘) seront dites fortement Pquivalentes s’il existe 
un diagramme commutatif 
/ Y 
-- 
Zdl r 1H y’ M 
-- 
oti If et K sont des diffeomorphismes locaux R2, 0 + R*, 0. 
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PROPOSITION 1. Si (r,f) admet une fronce transverse en 0 alors elle est fortement 
Pquivalente ti l’un des modiles 
Y +g(x,Y3+XY)~(x,y)~(x,y3+xy) 
oli g : R2, 0 -+ R, 0 est une fonction diffPrentiable arbitraire. 
Cette proposition implique la derniire partie du Theortme 2. 
Dkmonstration de la proposition 1. Soit (y, f) admettant une fronce transverse n 0; a 
equivalence forte pres, nous pouvons supposer que y est la fronce canonique 
(x,y)+-+(x,y3+w). 
La condition de regularite se traduit par 
g (0) # 0; 
alors, quitte a faire des changements de variables lineaires, nous pourrons supposer 
f(x,y)=y+ax+Nx,y)=y+i(x,y) 
ou h est l-plate en 0. 
On considtre alors le chemin d’applications de U dans R3 dtfini par 
F,:(x,Y)++(x,Y3+xY,Y + W,Y)). 
Par la methode du chemin, on va faire disparaitre A en faisant agir a la source les 
diffeomorphismes quelconques de R2 et au but les diffeomorphismes de la forme 
Suivant la procedure habituelle, on est amene a la resolution du systeme d’equations 
o= -X,(X,Y)f U,OY(X,Y) 
0= --YX,(w)-(3Y2+x)Y,(x,y)+ v,or(X,y) 
n(x,y)=ta(x,y)X,(x,y)+(l+tB(x,.~))Y,(x,y)+Z,oy(x,y); 
(5.1) 
(5.2) 
(5.3) 
on dbigne par a et /I les deux derivtes partielles de 1; les diffeomorphismes a la source 
sont obtenus en integrant (X,(x, y), Y,(x, y)); les diffeomorphismes au but sont obtenus en 
integrant (U,(u, v), U,(u, v), Z,(u, 21)). 
LEMME 4. On peut Ccrire 
pour tous (t, x, y) assez voisins de 0; A, B et C sont des fonctions d@krentiables de t, u et 
V. 
C’est une consequence immediate du thtoreme de prCparation[l I]; remarquons que le 
triplet A, B, C n’est pas unique. II est toutefois “formellement” unique en ce sens que les 
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series de Taylor de A, B et C en 0 sont uniquement determinCes par celle de Y (voir lemme 
6 plus loin). 
Le couple d’equations (5.1) et (5.2) se rameme alors a une unique equation de la forme 
que se recrit sous la forme 
On obtient une solution si l’on a 
0 = uA,(u, V) - I/r@, V) + 3vB,(u, v) 
0 = -2uB,(u, u) - U,(u, u) + 3uC,(u, Y) 
o= - ZUC,(U, u) + 344, u) 
au moins pour (t, U, u) proche de I’origine. On voit que l’on peut choisir B et C arbitraires; 
ces trois dernieres equations permettent d’en diduire A, U et V. Portant ceci dans 
l’iquation (5.3) on est rament a 
I1 reste a appliquer le theoreme de preparation pour voir que l’on sait resoudre cette 
equation. 
On dtduit de ceci l’existence d’un diagramme commutatif 
oti I? est de la for-me (1.4, c, w) H (K(u, u), w + g(u, U))E R2 x R. On en deduit que (r,J) 
est fortement equivalente a la famille correspondante au diagramme 
achevant ainsi la demonstration de la proposition 1. 
Y-a-i1 autant de classes d’equivalences de fronces transverses que de fonctions g : lR2, 
0 + IR, O? La proposition 2 ci-dessous va repondre en partie a cette question. 
Auparavant nous allons introduire quelques notations. Le symbole 2 designera la 
fonction 
i:(x.y)!-+y +g 0YG-G.~) 
;’ designe la fronce canonique. On disigne par X l’ensemble singulier de ;’ (dtfini par 
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x = - 3~‘); A designera l’ensemble des (u, u) de R2 tels que 
4u3 + 27~’ < 0, 
c’est l’interieur de la fronce y(C). 
On remarque que chaque point (u, v) de A a trois preimages (u, y,), (u, yl) et (u, y3) par 
y; les yj sont les trois racines de l’tquation 
x3+ux-u =o. 
On remarque enfin que y -‘(A) est a l’interieur de la parabole 
x + ldy’ = 0 (x + 2JJ’ < 0). 
PROPOSITION 2. Les families (y, 2) et (y, 2’) sent fortement Cquivalentes si et seulement 
si 
g[A = g(A. 
Cette proposition entraine, entre autres, que les series de Taylor a l’origine de g et g’ 
sont egales si (y, 2) est fortement Cquivalente a (y, g’). 
DPmonstration de la partie “si”. Nous supposons 
g[A =g;A 
et essayons de construire l’equivalence forte. On doit construire H, y-descendable, avec 
En fait, on montre que l’on peut resoudre cette equation 
que 
Hly- '(A) = z+(A): 
les diffeomorphismes H, : (x, y) H (x + zy’, g(x, y)) et 
avec un diffeomorphisme H tel 
“rectifient” les feuilletages S = C” et 2’ = C”; il reste a voir que H = H;’ o H, convient. 
Pour achever, il faut montrer que H est y-descendable; pour cela, nous utilisons le 
lemme suivant qui est un corollaire immediat du theoreme classique de Glaeser ([lo]). 
LEMME 5. Soit f : R2 + R d&Grentiable telle que f (p) = f (q) chaque fois que y(p) = y(q); 
alors il existe II : R2 + IFi di~~rentiable telle que 
f =Aoy. 
Notons y 0 H(x, y) = (A,(x, y), A,(x, y)). Si l’on a 
Y(P)=y(q) 
avec p different de q; alors p et q sont dans y -‘(A) et 
Y OH(~) = Y(P) = y(q) = Y OH(~). 
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On en dtduit 
et, par Ie lemme 5, 
A,=k,oy 
ou ki (i = 1,2) est differentiable. Notant K I’application de composantes k, et k2 on a 
On aura ache& si l’on prouve que K est un diffeomorphisme local. Or il est immidiat que 
l’on a 
le resultat en dkoule, achevant ainsi da demonstration. 
Par la suite nous n’utiliserons que la partie “si” de cette proposition. La partie 
“seulement si” sera un corollaire de la derniire partie de la dkmonstration de la proposition 
4. 
Remarque. On peut amtliorer un peu la proposition 1 et prouver, par la meme 
technique, que toute fronce transverse est localement equivalente a Pun des modeles 
Y +~g(x,Y3+xY)~(x,y)~*(x,y3+xy). 
Nous ne savons pas si la condition nkessaire et suffisante pour que deux tels mod6les 
soient equivalents est 
&i. EQUIVALENCE DE TRIPLETS DE FEUILLETACES 
Ce paragraphe est consacre a la dkmonstration de la proposition suivante qui sera 
I’outil essentiel de la preuve du thtoreme 3. 
PROPOSITION 3. Soient 9 = (9,, F2, 9,) et 59 = (9,, g2, B,) deux triplets de feuilletages 
dz#iirentiables de codimension 1 de lR2 tels que les si (respectivement les YJ soient deux h 
deux transverses sur un voisinage de l’origine. Si h : BB’, 0 + R2, 0 est un homPomorphisme 
local qui envoie les feuilles de si sur celles de gi, i = 1, 2, 3, alors h est un dzy6omorphisme 
local. 
Gmonstration. Au voisinage de 0 on peut supposer que les feuilles de Fi (resp. Yi) sont 
les courbes de niveau de la fonction diffkrentiable f; (resp. gi) : W2, 0 + !I& 0 pour i = 1, 2, 
3. 
Le couple (f,, f2) forme un systime de coordonnkes locales dans lequel on a 
f;tx~Y)=x,f,(x,Y)=Y~~ 9 a& (0 O)$ (0,O) # 0. 
Les fonctions i : x w (ZJJ/ax) (x, 0) et p : y H (af3/3y) (0, y) sont des diffeomorphismes 
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locaux et, dans le systeme de coordonnees (n(,u), pb)), on a 
f&G Y) = -? f2k Y> = Y, _fxx, 0) = -r, .I@, y ) = Y 
pour x et y assez voisins de 0. Remarquons maintenant que u : t crf3(t, t) admet t H 2t 
comme differentielle a l’origine. On en deduit que u est linearisable[ll?], c’est a dire que 
l’on a un diagramme commutatif 
oti k est un diffeomorphisme local R, 0 + (w, 0. Alors, utilisant le changement de 
coordonnies (x, y ) H (k(x), k (y )), nous pourrons supposer 
fi(x, Y) = x, fi(x, Y) = Y, L(r, 0) = t =_!XO, t), 
JI(t, r) = 2r, (6.1) 
pour tous x,y et t proches de 0. On supposera de meme les coordonnees choisies au but 
de h de facon que l’on ait 
g,(x, Y) = x, g,cT Y) = Y, g&, 0) = t = g&A f), 
gdt, t) = 2t, (6.2) 
pour tous x,y et f proches de 0. 
Supposons done que h : Iw’, 0 + R2, 0 soit un homtomorphisme local qui envoie les 
courbes de niveau def; sur celles de g,, i = 1, 2, 3. On dtduit des premieres lignes de (6.1) 
et (6.2) que h est de la for-me 
Nx, Y) = (k(x), k(y)). 
Comme h tchange les courbes de niveau de fj avec celles de g, on a 
g,(&h k(y)) = k ~Ldx, Y); (6.3) 
et, en particulier, 
2k(t) = k(2t), (6.4) 
en utilisant les deuxiemes lignes de (6.1) et (6.2), pour tous x, y et t assez voisins de 0. 
Pour montrer que h est differentiable il suffit de prouver que k l’est; en fait nous 
prouvons mieux, nous prouvons que k est lineaire en trois points: 
(a) Si k est aI#&entiable en 0, elle es? lidaire 
On a 
k(t) = at + s(t), a ER 
oti c(t) tend vers 0 avec t. De (6.4) on tire 
k ; =;k(t) 
0 
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done 
pour tout t assez proche de 0 et tout entier n; on en deduit 
k(t) = (It 
pour tout t assez proche de 0. 
(b) Si k est a!@Zrentiable en x asset voisin de 0, elle est d.@‘hentiable en 0 
On peut trouver y voisin de 0 tel que fr(x, y) s’annule et on a 
&(k(X + 219 k(Y)) -&(6X), k(y)) = Q.&(x + 2, y)), 
pour z voisin de 0. Or on peut &-ire 
g&w + z), k(Y)) - g,(k(x), k(Y)) = 
[ 
g (k(x), k(Y)) + rl(z) 
1 
Mx + z) - k(x)), 
ou q tend vers zero avec z. L’equation implicite ‘c =f3(x + z, y) admet une solution 
z = P(T) avec ~(0) = 0 pour tout T voisin de 0. On arrive alors a 
k(z) = g (k(x), k(y)) + v’(r) 
1 
(4x + Cc(r)) - k(x)), 
ou q’(t) tend vers zero avec r. Utilisant la differentiabilite de k en x on en diduit 
k(r) = 2 (k(x), k(y)) + ‘I’(T) 1 (b + tl”(7)),47) 
ou q”(r) tend vers zero avec r et b est un reel. Utilisant la differentiabiliti de p en 0 on 
arrive a une relation 
k(r) = a7 + ‘cq’“(~) 
ou I]“‘(T) tend vers 0 avec T et a est un reel. 
(c) L’application k est d@rentiable en x assez voisin de 0 
Comme h est un homeomorphisme local, k est monotone sur un voisinage de 0. Le 
theoreme classique de Lebesgue pet-met d’en deduire qu’elle est presque partout 
differentiable sur ce voisinage de 0. 
On achive ainsi la demonstration de la proposition 3. 
Cette proposition se gineralise de plusieurs facons: entre autres on peut montrer que 
I’on a un resultat analogue en remplacant les triplets de feuilletages de R2 par des p-uplets 
de feuilletages (des “p-webs” dans le langage de [3]) de codimension n dans UP pour p > q. 
Ces generalisations permettent d’etendre les resultats de ce travail a des situations plus 
complexes, par exemple des familles d’hypersurfaces de UP. 
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$7. DEMONSTRATION DU THdORlbfE 3 
11 suffit de prouver que, si (y,f) et (r’,f’) sont deux familles “gCnCriques” qui sont 
faiblement topologiquement kquivalentes au voisinage de l’origine, alors elles sont 
kquivalentes. 
Dans le cas I et contrairement aux autres cas les courbes sont deux g deux disjointes 
sur un voisinage de 0; dans le cas 5 les courbes remplissent out un voisinage de 0, par 
contre dans les cas 2-4 elles ne remplissent qu’une portion du plan limit&e par une courbe 
C qui passe par 0; le cas 2 se distingue du cas 3 en ce sens que dans le cas 2 toutes les 
courbes rencontrent C pour des paramktres assez voisins de 0; le cas 4 se distingue de tous 
les autres car c’est le seul 06 les courbes peuvent avoir des self-intersections au voisinage 
de 0. Ces remarques prouvent que (y,f) et (y/J’) sont simultankment en 0 dans l’un des 
cas l-4 out 5. Si elles sont dans l’un des cas 14 on applique le Thttorkme 2; le seul cas 
dklicat est done le cas 5 car il se subdivise en une infinitk de sous-cas non Cquivalents. Le 
ThCorkme 3 est alors une conskquence de la proposition suivante. 
PROPOSITION 4. Si (y, 2) et (y, 2’) sont faiblement topologiquement Pquivalentes au 
voisinage de 0 (notations du paragraphe 5) aiors elles sont kquivalentes. 
La suite de ce paragraphe sera consacrke ti la dkmonstration de cette proposition. On 
suppose done que l’on a un diagramme commutatif 
oti y est la fronce canonique, K: R2, 0 + R2, 0 est un homkomorphisme, H : V, 0 + V’, 0 
et cp : IR, 0 sont deux applications arbitraires, V et V’ sont des voisinages de l’origine. La 
dkmonstration se fera en quatre points: 
(a) On montre que KIA est de classe C” (au mains au voisinage a% 0) 
Les courbes des familles (y, S) et (y, 2’) dkterrninent dans A (inttrieur de la cuspide 
image critique de y) deux triplets de fkilletages deux g deux transverses ur un voisinage 
de 0. Pour prouver ceci on remarque que, sur A, y admet trois fonctions rkciproques 
diffkrentiables 
ri:(~,v)~(~,6,(u,v)), i=l,2,3, 
oh les 6;(u, u) sont les trois solutions de l’kquation 
Y3+uY-v=o. 
Alors le triplet de feuilletages que d&ermine, par exemple, (y, g) est donnC par 
g 0 Ti = Cre, i = 1,2, 3; 
done par 
6,(u, u) + g(u, v) = C”, i= 1,2,3. 
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Derivant les deux membres de 
[S,(u, u)]’ + uS,(u, 0) - u = 0, i = 1,2,3, 
par rapport a u et t’ on obtient 
2 (U, u)[36,2(u, ) + U] + B&J, u) = 0 
2 (2.4, u)[36;(U, v) + U] - 1 = 0. 
Or 36F(u, v) + u est non nul car, dans A, l’equation Y3 + UY - u = 0 a trois racines 
distinctes. On en diduit 
b,(u9 u, - 6i(u, u, 
= [3&y& u) + U][3S,2(U, u)+ U] # O 
pour i #j. Cela veut dire que les fonctions hi + g sont deux a deux indipendantes et prouve 
que les trois feuilletages qu’elles dtterminent sont deux a deux transverses. 
Comme K ichange les courbes de (y, g) avec celles de (y, g’), il ichange deux a deux 
les feuilletages que determine (y, g) dans A avec ceux que determine (y, 2’). La proposition 
3 prouve alors que K est differentiable dans A (au moins sur le voisinage de 0 ou les trois 
feuilletages ont difinis). 
(b) On montre que H, restreinte au domaine C = ((x,y)13y* + x < 0} est d#t%entiable (au 
moins sur un voisinage de 0) 
On note 6,(u, u) la racine intermidiaire de l’equation Y3 + UY - u = 0. Alors Tz est un 
diffeomorphisme de A sur C et, en restriction a C au voisinage de 0, on a 
Le point b en decoule. 
(c) On montre que cp est di$+entiable sur un voisinage de 0 
Rappelons que H Cchange les courbes de niveau de g avec celles de 2’. La courbe 2 = 0 
est transverse a la courbe critique 3yz+ x = 0; elle penetre done dans le domaine C. 
Choisissons un point p sur cette courbe, dans C, et de facon que H soit differentiable au 
voisinage de p. On peut choisir une courbe T differentiable et transversale en p au 
feuilletage g = C”. Notons p’ = H@), T’ = H(T); alors T’ est transverse au feuilletage 
j’ = C” au point p’ et on a un diagramme commutatif 
Comme & (et g;,,) sont des diffeomorphismes locaux, on en diduit que cp est differentiable 
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sur un voisinage de 0; comme elle admet une inverse qui jouit des mtmes propriites, cp 
est un diffeomorphisme local. 
(d) On se ram&e au cas rp = Id et on applique la proposition 2 
La proposition 1 affirme que (y, cp 0 2) est fortement Cquivalente au voisinage de 0 a 
(“i, g,) pour un g, bien choisi. Pour achever, il suffit de prouver que (y, 2,) Cquivaut a (y, 2’) 
au voisinage de 0. 
Combinant le diagramme (7.1) avec l’equivalence forte entre (y, cp 0 2) et (y, g,), on 
arrive a un diagramme commutatif 
81 ‘i 
-- 
Id 
(7.2) 
oti K, est un homtomorphisme. Soit alors (u, u) dans A et (u’, v’) dans A son image par 
K,. On note y,, y2, y, (respectivement JJ;, y;, y;) les trois racines de l’equation 
Y3+uY-v =0 (respectivement Y3+u’Y-v/=0). 
On a 
pour tout i. Si (u, u) est assez voisin de 0 alors les (u, yi) sont assez voisins de 0 et il resulte 
de la commutativite du deuxitme carre de (7.2) que l’on peut &-ire 
H,(u, yJ = (u’, yj), i = 1,2,3; 
quitte a permuter les y,. La commutativite du premier carrt de (7.2) m&e a 
Yi+gloY(u,Yi)=Yj+g’oY(u’,YI) (7.3) 
pour tout i. On en deduit les equations 
pour tout couple (i,j), qui, combintes a 
menent a 
Yi=Yi 
pour i = 1,2,3. On en deduit (relations entre coefficients et racines d’une equation 
polynomiale) 
(24, u) = (u’, 0’) 
done, revenant a (7.3) on aura 
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Ce qui prouve que g, et g’ sont identiques en restriction a A. La partie “si” de la 
proposition 2 permet d’en deduire que (y, 2,) et (y, g’) sont tquivalentes, ce qui achevera 
notre preuve. 
Remarque 
Le passage du diagramme (7.2) au fait que g, et g’ sont identiques en restriction a A 
donne la preuve de la partie “seulement si” de la proposition 2. 
58. DfiMONSTRATION DU THEOREME 4 
Seules les (JJ,~) gtntriques peuvent Ctre localement stables; il suffit done d’etudier les 
cas l-5. En fait, il suffit d’etudier la stabilitt des modeles canoniques que donne le theoreme 
2. 
(a) Stabilite’ ah cas rdguliers, ah plus et du parapluie 
La stabilitt du cas regulier est ividente. Pour montrer la stabilite du pli transverse 
x + y c-l (x, y) H (x, y2) on remarque que, pour tout (y,S) assez proche, y admet une ligne 
de pli y = g(x) oti g est proche de 0, (af/a x reste proche de 1 et (y,J) est reguliere sur ) 
un voisinage donne de l’origine assez petit. On en diduit que (y,f) admet dans ce voisinage 
une ligne de plis transverses, d’ou le risultat. 
Pour montrer la stabilitt locale des plis tangents, on difinit le sous-ensemble S de 
J3(U, R3) forme des j3(y,f)(u) oti y admet un pli en u et f restreinte a la ligne de pli est 
singuliere en u. Utilisant, par exemple, la meme technique dans la preuve du lemme 1 on 
prouve que S est un sous-variiti de J3(U, W’) de codimension 2. Un calcul Clementaire 
prouve que (y, f) admet un pli tangent en z+, si et seulement si ZJ wj’(y, f)(u) rencontre 
S transversalement en u,,: la stabilitt locale des plis tangents en dtcoule classiquement. 
Pour montrer la stabilitt locale du parapluie transverse x + xy -t y3 c-( (x, y) H (x, y2) 
on remarque que, pour tout (y, f) assez voisin, (y, f) : U H lR3 admet un point u parapluie 
de Whitney sur un voisinage donne de l’origine (stabilite des parapluies de Whitney), sa 
ligne de point double est transverse a R x 0 et y n’admet comme singularitts que des plis 
sur ce voisinage. On en deduit que (y, f) admet un parapluie transverse en u, d’ou le 
resultat. 
(b) ZnstabifitP ah fronces 
Remarquons que, si un diagramme d’applications differentiables est localement stable, 
alors l’aigument classique de transversalite aux orbites prouve que ce diagramme verifie 
localement et a tout ordre fini p les equations de la stabilite infinitisimale[7]. 11 nous suffit 
done de prouver que pour tout diagramme 
il existe au moins un ordre fini p pour lequel on ne puisse pas toujours rtsoudre le systeme 
~,(x,Y)=~(x,y)+ U(x,y3+xy) (8.1) 
(2(-Y, _V) = _rX(x, y) + (x + 3y2) Y(x, y) + V(x, y3 + xy) (8.2) 
c.l(x. ?) = g (x9 _F)X(x,.V) + g (4 y)Y(x,y) + T(f (x, y)) (8.3) 
d’inconnues X. Y, U, V, T. fonctions differentiables. 
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Rappelons (lemme 4) que toute fonction differentiable Z(x, y) se decompose en 
Z(x,y)=Z,oY(x,y)+yZ,~Y(~~,.~)+y2z,~;,(x,y) (8.4) 
au voisinage de l’origine. 
Z2 
LEMMA 6. Dans la dbcomposition (8.4) si Z est (3n + 2)-plate h I’origine alors Z,, Z, et 
sont n-plates h l’origine. 
J. P. DUFOLJR 
DCmonstration 
Pour x = 0, (8.4) devient 
Z(0, y) = Z,(O, y3) + yZ,(O, y3) + yZZ,(O, y3); 
comme cette fonction de y est (3n + 2)-plate en 0 on en deduit que les fonctions 
t H Z,,(O, t), t I-+ Z,(O, t) et t H Z,(O, t) sont n-plates en 0. De la mtme facon on obtient 
+ys (0,y3)+y2 
JY 
 (0, y’) +Y3$ (0,Y3h 
or le raisonnement precedent prouve que les termes (aZ,/~3y)(O, y’) sont 3(n - I)-plates en 
0. A l’ordre 3(n - 1) + 2 on a alors 
et I’on en dlduit que 
t++z (0, t), t -2 (0, t) et t -2 (0, t) 
sont (n - I)-plates en 0. I&ant ce pro&de oin achhe la demonstration. 
Raisonnant par l’absurde, nous supposerons que nous savons resoudre le systeme (8.1), 
(8.2), (8.3) a l’ordre 3n + 2 avec 6,(x, y) = E~(x, y) = 0, c3(x, y) = E(X, y). Par un calcul 
analogue A celui fait dans la dkmonstration de. la proposition 1, le systeme (8.1) se r&it 
o=[v~r(X,y~+XY~~Y~~,Y~+3~3+~Y~~,o~~~~Y~1 
+Y[-~~Y(x,Y)-~~Y,~Y(~,Y)+~~~+~Y)Y~oY(x,Y)I 
+y2~3~,~Y~~,Y~-~~~,~Y~~~Y~1. 
Le lemme 6 permet d’en dtduire que l’on sait rtsoudre a l’ordre n le systkme 
0 = V(u, u) + 2.4 Y&, 0) + 3u Y,(u, u) 
O= -U(u,u)-2uY,(u,u)+3uYz(u,u) 
0 = 3 Y,(u, u) - 2uY,(u, u). 
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Ce systeme permet d’exprimer (a l’ordre n) Y en fonction de Y1 et Y, et U en fonction 
de Y, et Yz. L’equation (8.3) devient (a un certain ordre arbitraire) une equation de la 
forme 
Par (8.4) on la recrit sous la forme 
~o(Y)+~~~(Y)+~Z~2(Y)=~~o(Y)+~~,(Y)+~2~2(Y)1Y,(Y) 
+ PO(Y) + .JMY) + Y%Wl Y*(Y) + ml(r) + J&(Y) + y2fi(rN. 
On ecrit T(w) = r, + T,w + . . . + T.w’+ . . . le diveloppement de Taylor de T A l’origine. 
Alors une nouvelle utilisation du lemme 6 nous permet de remplacer cette equation (a un 
ordre fini) par le systeme (ordre n) 
c,=u;Y,+b;Y,+ i T,go 
I=0 
cl =u;Y,+b;Y,+ f Tg,' 
i=O 
cz=u;Y,+b;Y,+ i Tg,’ 
I=0 
oti a:, 6: et g,” sont des polynbmes donnls, co, E, et t2 sont des polynomes arbitraires. A 
l’ordre 3, ce systeme se decompose en un systeme de 30 equations ne faisant intervenir au 
plus que 24 inconnues. Ce systeme n’admet done pas toujours de solutions, ce qui contredit 
notre hypothese. C’est ce qu’il fallait prouver. 
$9. REMARQUES FINALES 
L’etude que nous avons faite ici est essentiellement locale. La reference [8], partie IV, 
comporte une tentative d’etude de la stabilite globale des diagrammes IF! c U + lQ* ou U est 
une varitte de dimension 2. Malheureusement la caracterisation que l’on donne la (Tht- 
oreme II. 1) de la stabilite pour de tels diagrammes parait fausse: Les conditions annoncees 
sont bien nicessaires, mais rien ne prouve qu’elles soient suffisantes. L’auteur conjecture 
meme que, lorsque U est compacte, il n’y a pas de tels diagrammes globalement stables. 
Une etude tout a fait similaire pourrait itre faite pour les familles a un parametre 
d’hypersurfaces de lR3. La reference [2] est un bon debut d’itude pour les familles a un 
parametre d’hypersurfaces de R”, n quelconque. Grace aux techniques developpees la et a 
une gtneralisation de ce qui a ete fait dans le paragraphe 6, on arrive i montrer que 
l’iquivalence locale topologique s’identifie a l’lquivalence locale differentiable (cf. Tht- 
oreme 3) pour les familles d’hypersurfaces de R” de “type Cl,,” (analogue du type fronce 
transverse ici). 11 semble a l’auteur que ce resultat se ginlralise et que, pour tout diagramme 
de la forme 
414 J. P. DUFOUR 
avecp,+p,+.. . + pq > n, les notions d’kquivalence locale topologique et diffkrentiable 
sont “gintriquement” confondues. 
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