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Résumé – La modélisation statistique du trafic Internet constitue actuellement un outil incontournable pour le dimensionnement des réseaux,
la prévision de leurs comportements et performances, permettant d’assurer la disponibilité, la qualité de service (QoS) ainsi que la sécurité des
réseaux. Nous proposons de modéliser les séries temporelles de trafic par un processus non gaussiens à longue mémoire. Nous montrons que ce
modèle reste pertinent pour un très large continuum de niveaux d’agrégation et pour une large variété de trafic. Nous décrivons les procédures
permettant d’estimer les paramètres de ce modèle ainsi que celles permettant de synthétiser numériquement des réalisations de processus dont
marginales et covariances sont prescrites.
Abstract – Internet traffic statistical modeling has now become a major tool used for network design, performance and behaviour prediction
and hence to ensure disponibility, quality of service (QoS) as well as security to all its end-users. We propos to model Internet time series with
a non Gaussian long range dependent process. We show that this model remains relevant over a large range of aggregation levels and for a wide
variety of different traffics. We describe the procedures used to estimate the corresponding parameters as well as those enabling to numerically
synthetize realisations of such processes with prescribed marginals and covariances.
1 Motivation
La modØlisation statistique des sØries de tØlØtrac informa-
tique, du trac Internet par exemple, constitue dØsormais un
exercice obligatoire de la gestion des rØseaux. Celle-ci, en ef-
fet, se rØvŁle indispensable pour rØaliser des prØvisions de per-
formances pertinentes, amØliorer le fonctionnement du rØseau,
y assurer une certaine qualitØ de service (QoS), en optimiser
la gestion ou dØcider de rŁgles de tarications. Le trac In-
ternet prØsente deux caractØristiques statistiques principales,
unanimement reconnues, et qu’il est essentiel de prendre en
compte pour rØaliser des modØlisations efcaces : il est non
gaussien[1] et à longue mémoire[2, 3, 4, 5]. Souvent, les mo-
dØlisations du trac s’intØressent à l’une ou l’autre de ces ca-
ractØristiques mais n’essaient pas d’atteindre une description
simultanØment pertinente des deux. Souvent, les travaux qui
visent ce double objectif reposent sur une superposition de pro-
cessus de Poisson modulØs par une chaîne de Markov [6], im-
pliquant un grand nombre de paramŁtres à estimer an d’ajuster
et la distribution marginale et la structure de longue mØmoire.
Dans ce travail, nous nous intØressons à une modØlisation
conjointe de la distribution marginale et de la structure de co-
variance de sØries de tØlØtrac informatique, qui capture en
peu de paramŁtres à la fois leur caractŁre non gaussien et leur
longue mØmoire. Nous proposons l’utilisation d’un processus
stochastique non gaussien à longue mØmoire, dont la distribu-
tion marginale est une loi Gamma, Γα,β , et dont la structure de
corrØlation est celle d’un processus FARIMA(φ, d, θ). A partir
de plusieurs jeux de traces cØlŁbres de tØlØtrac informatique,
nous montrons comment ce modŁle à 5 paramŁtres, α, β, d, φ, θ
capture efcacement leurs caractØristiques statistiques de pre-
mier et second ordres. Nous observons notamment que cette
modØlisation reste pertinente pour une trŁs large gamme de ni-
veaux d’agrØgation ∆. Nous proposons ensuite une procØdure
analytique permettant de synthØtiser numØriquement des rØa-
lisations de processus possØdant conjointement les marginale
et covariance choisies a priori pour reproduire celles du tra-
c rØel. Disposer de telles procØdures constitue un enjeu es-
sentiel. D’une part, elles permettent d’Øtudier par simulations
numØriques les performances de les d’attentes et de rØseaux
qui ne pourraient Œtre atteintes par calcul analytique du fait des
propriØtØs statistiques non standards du trac correspondant.
D’autre part, elles fournissent des simulateurs de trac utilisØs
pour nourrir des maquettes de rØseau an d’Øtudier la qualitØ
de leur fonctionnement et la QoS produite.
2 Trafic Internet
Nous avons travaillØ à partir d’une variØtØ de traces de tra-
c informatique collectØes entre 1989 et 2003, correspondant à
des types de trac et de rØseau diffØrents (Local, Metropolitan,
Wide Area Network,. . . , pØriphØrie ou cur de rØseau,. . . ). Ces
traces sont disponibles sur les sites des principaux groupes de
recherches universitaires impliquØs (WAND, Auckland, Nelle-
ZØlande, CAIDA, LBL s, UNC, Etats-Unis, . . . ), le tableau 1
les prØsente en dØtails.
A partir de ces traces, sont extraites des sØries temporelles cor-
Trace Date de départ Durée (s) Liaison # Pkts (106) IAT (ms) Lien
PAUG 1989-08-29(11 :25) 2620 LAN(10BaseT) 1 2.6 ita.ee.lbl.gov/index.html
LBL-TCP-3 1994-01-20(14 :10) 7200 WAN(10BaseT) 1.7 4 ita.ee.lbl.gov/index.html
AuckIV 2001-04-02(13 :00) 10800 WAN(OC3) 9 1.2 wand.cs.waikato.ac.nz/wand/wits
CAIDA 2002-08-14(10 :00) 600 Backbone(OC48) 65 0.01 www.caida.org/analysis/workload/oc48/
UNC 2003-04-06(16 :00) 3600 WAN(xxx) 4.6 0.8 www-dirt.cs.unc.edu/ts/
TAB. 1  Description des traces
respondant par exemple à la suite des nombres de paquets comp-
tØs (ou agrØgØs) dans des boîtes temporelles successives de du-
rØe ∆, notØe X∆(k). Un travail Øquivalent peut Œtre conduit
pour la modØlisation des sØries de nombre d’octets agrØgØs ou
d’inter-arrivØe des paquets.
Une question centrale dans la modØlisation du trac Internet
rØside dans le choix d’un niveau d’agrØgation ∆ pertinent. La
solution de cette dØlicate question dØpend à la fois de l’utilisa-
tion qui sera faite de la modØlisation, de la nature des donnØes
et de contraintes techniques. Il est donc essentiel de proposer
des modŁles qui incorporent naturellement et facilement la pos-
sibilitØ de travailler à diffØrents niveaux d’agrØgation.
3 Modélisation : Processus non gaussiens
à mémoire longue
Pour modØliser les sØries {X∆(k), k ∈ Z}, nous proposons
l’utilisation d’un processus stochastique stationnaire de margi-
nale Γα,β et de covariance FARIMA(φ, d, θ), et ce pour chaque
niveau d’agrØgation indØpendamment.
• Marginale non gaussienne.  La distribution gamma, Γα,β ,
Γα,β(x) =
1
βΓ(α) (
x
β )
α−1 exp(− xβ ), (Γ Øtant la fonction Gamma
standard[7]), est caractØrisØe par deux paramŁtres strictement
positifs : la forme (α), et l’Øchelle (β). Elle fournit des va-
riables alØatoires positives, de moyenne µ = αβ et de variance
σ2 = αβ2 et possŁde la propriØtØ intØressante d’Œtre stable sous
addition et par multiplication par une constante. Enn l’inverse
du paramŁtre de forme, 1/α peut Œtre envisagØ comme un in-
dicateur de distance à la loi Normale de mŒme moyenne et va-
riance.
• Longue mémoire.  Comme cela est dØsormais largement
admis, le trac Internet possŁde une propriØtØ de longue mØ-
moire, mais il possŁde aussi des dØpendances à court terme,
dont la structure dØpend des mØchanismes rØseaux mis en uvre.
C’est pourquoi il est naturel d’utiliser un modŁle de covariance
pouvant rendre compte de ces deux structures : le modŁle FA-
RIMA (Fractionnaly Integrated Auto-regressive Moving Ave-
rage).
Un processus FARIMA est dØni par deux polynômes Φ et Θ
d’ordre respectifP etQ et une intØgration fractionnaire (d’ordre
d ∈ (−1/2, 1/2)) :
Xl =
∑P
p=1 φpXl−p +4−d(²l−
∑Q
q=1 θq²l−q), oø ²l sont des
variables alØatoires indØpendantes, identiquement distribuØes
de moyenne nulle et de variance σ2² et oø 4−d est dØni par
son dØveloppement en sØries entiŁres :
4−d = ∑∞i=0 bi(−d)Bi, B Øtant l’opØrateur de retard B²i =
²i−1, et bi(−d) = Γ(i+ d)/Γ(d)Γ(i+1), i = 1, 2, . . ., Γ Øtant
la fonction Gamma. Le spectre de X prend la forme :
fX(ν) = σ
2
² |1− e−i2piν |−2d
|1−∑Qq=1 θqe−iq2piν |2
|1−∑Pp=1 φpe−ip2piν |2
, (1)
−1/2 < ν < 1/2. Pour d ∈ (0, 1/2), ce processus possŁde
une propriØtØ de longue mØmoire [8]. Les polynômes P et Q,
d’une part, l’ordre d’intØgration d, d’autre part rendent respec-
tivement compte des corrØlations statistiques à court et long
termes. Dans la plupart des cas, nous nous limiterons à des po-
lynômes P et Q d’ordre 1, le nombre de paramŁtres pour la
covariance est alors rØduit à 3 : φ, d, θ.
4 Analyse
Nous dØtaillons maintenant les procØdures d’analyse et d’es-
timation des paramŁtres du modŁle proposØ, utilisØes pour l’Øtude
des sØries X∆, pour chaque ∆ indØpendamment.
• Paramètres de la loi Gamma.  Les paramŁtres α et β sont
estimØs par une procØdure standard correspondant à un esti-
mateur à maximum de vraisemblance pour des donnØes i.i.d..
L’initialisation est rØalisØe à partir des estimateurs standards de
moyenne et variance µˆ et σˆ2, selon βˆ = σˆ2/µˆ et αˆ = µˆ/βˆ.
• Paramètre de la covariance.  L’estimation des paramŁtres
de la covariance du FARIMA(1,d,1) est rØalisØe en deux Øtapes.
Nous procØdons en d’abord à une analyse en ondelettes de la
sØrie X∆, an d’estimer le paramŁtre de longue mØmoire d.
Soient ψj,k(t) = 2−j/2ψ0(2−jt− k) les dilatØes et translatØes
sur la grille dyadique d’une ondelette mŁre de rØfØrence ψ0.
On note dX(j, k) = 〈ψj,k, X∆〉 les coefcients d’ondelettes.
Les coefcients d’ondelettes d’un processus stochastique sta-
tionnaire de spectre fX satisfont :
EdX(j, k)
2 =
∫
fX(ν)2
j |Ψ0(2jν)|2dν, (2)
oø Ψ0 rend compte de la transformØe de Fourier de ψ0 et E
l’espØrance mathØmatique.
Le spectre d’un processus à longue mØmoire se comporte en
une loi de puissance à l’origine : SX(ν) '|ν|→0 C|ν|−2d. On
peut alors montrer que ces coefcients d’ondelettes se com-
portent en :
EdX(j, k)
2 = C2j(2d), (3)
La moyenne temporelle Sj = 1/nj
∑nj
k=1 |dX(j, k)|2 estime
la moyenne d’ensemble EdX(j, k)2. On trace ensuite le dia-
gramme log-Øchelle, log2 Sj en fonction de log2 2j = j, dans
lequel la longue mØmoire se matØrialise par l’apparition d’un
segment de droite dans la limite des grandes Øchelles (j grand).
Une rØgression linØaire pondØrØe permet d’en estimer la pente
donc d. Cette estimation ondelette du paramŁtre de longue mØ-
moire est robuste et efcace [8]. Les donnØes sont ensuite qua-
siment blanchies par intØgration fractionnaire d’ordre −dˆ, cela
a pour effet de gommer la longue mØmoire. On peut ensuite uti-
liser une procØdure classique d’estimation ARMA (procØdure
itØrative reposant sur l’algorithme de Gauss-Newton) pour me-
surer θ et φ.
• Validation et application aux données.  AppliquØes à
des rØalisations synthØtiques de processus Γα,β farima(φ, d, θ),
produits par la procØdure dØcrite à la section suivante, ces pro-
cØdures d’estimation se rØvŁlent prØsenter des performances
statistiques trŁs satisfaisantes.
Ces procØdures sont mises en uvre sur des portions de don-
nØes rØelles jugØes stationnaires. La stationnaritØ est ici vØriØe
expØrimentalement en vØriant la consistance des estimations
des paramŁtres obtenues sur des blocs adjacents sans chevau-
chement.
5 Synthèse
Nous prØsentons maintenant une procØdure de synthŁse per-
mettant de produire des rØalisations d’un processus X possØ-
dant une marginale Γα,β et une covariance de FARIMA(1,d,1),
prescrites a priori pour correspondre à celles des donnØes.
• Principe.  Le principe gØnØral de la synthŁse de processus
non gaussiens de covariance prescrite est dØcrit dans [9]. Nous
l’adaptons au cas de la synthŁse d’un processus X possØdant
une marginale Γα,β et une covariance de farima(1,d,1), pres-
crites a priori pour correspondre à celles des donnØes analysØes
et en dØtaillons les point-clØs.
− On obtient une variable Γα,β en sommant 2α variables alØa-
toires gaussiennes indØpendantes de moyenne nulle et de va-
riance β/2 (en effet, en sommant le carrØ de deux variables
alØatoires gaussiennes i.i.d, on obtient une variable exponen-
tielle ; en sommant α exponentielles, on obtient une gamma) :
X =
i=α∑
i=1
Y 22i + Y
2
2i+1. (4)
− On peut montrer (cf. ci-dessous) que la covariance γX et la
corrØlation ρX = γX/σ2X du processus X(k) sont liØes à ρY
et γY , identiques pour les 2α processus Yi(k), par :
ρY =
√
ρX , γY =
√
γX/(4α). (5)
− On synthØtise les 2α processus gaussiens Yi de covariance
γY par la a mØthode dite circulant embedded matrix (voir,
par exemple, une prØsentation pØdagogique et comparØe dans
[10]), puis on utilise la relation 4.
• Calcul de la covariance.  Pour obtenir l’un et l’autre des rØ-
sultats de la relation 5, il faut faut dØcomposer Yi(t+k) en une
prØdiction et une innovation [11] : Y (t + k) = ρY (k)Y (t) +
Z(t, k). Il est alors aisØ de vØrier que EY (t)Z(t, k) = 0. En
reportant cette dØcomposition dans 4, un calcul lourd mais non
difcile permet d’obtenir le rØsultat souhaitØ.
• Limitations.  Cette procØdure de synthŁse ne fonctionne
que dans le cas oø α est pas entier.
L’Øquation 5 implique aussi que γ(k) soit positive, ce qui im-
pose les restrictions suivante sur φ et θ : φ > 0 et φ > θ.
6 Résultats et Discussion.
Les gures 1 et 2 illustrent les rØsultats obtenus. La gure 1
superposent les marginales empiriques aux lois thØoriques Γαˆ,βˆ
pour les donnØes rØelles et synthØtiques (colonnes de gauche et
droite, respectivement). La gure 2 superposent les diagrammes
log-Øchelle expØrimentaux à ceux calculØs analytiquement en
combinant les relations 1 et 2 pour les donnØes rØelles et syn-
thØtiques (colonnes de gauche et droite, respectivement). Par
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FIG. 1  Analyse et synthèse des marginales. Colonne de
gauche : ajustements par des lois Γα,β des marginales des sØ-
ries X∆ agrØgØes à ∆ = 10, 100, 400 ms (de haut en bas).
Colonne de droite : les mŒmes ajustements pour des processus
synthØtiques dont les paramŁtres ont ØtØ choisis a priori pour
correspondre à ceux de la trace rØelle. DonnØes AUCKIV.
soucis de place, ceux-ci ne seront prØsentØs que sur la trace
AUCKIV. Des conclusions identiques restent nØanmoins va-
lables pour toutes les traces analysØes. Ces gures montrent
que le modŁle Γα,β FARIMA(φ, d, θ) dØcrit de façon trŁs satis-
faisante les marginales et covariance des donnØes de trac X∆
et ce pour une trŁs large gamme de paramŁtres ∆ (pour la trace
considØrØe, 10ms ≤ ∆ ≤ 10s). Ce modŁle offre donc une mo-
dØlisation souple et valide pour un trŁs large continuum de ∆.
Cette adØquation des lois Γα,β aux marginales de X∆ rØsulte
essentiellement du fait que les lois Γα,β constituent une famille
stable sous addition (donc par agrØgation). Le paramŁtre α aug-
mente avec ∆, indiquant que les marginales de X∆ Øvoluent
vers une gaussienne pour les grands ∆ ; ainsi la loi Γα,β four-
nit qualitativement une version adaptØe aux traces agrØgØesX∆
du thØorŁme de la limite centrale.
La forme des diagrammes log-Øchelle de la gure 2 rend
compte de l’existence de longue mØmoire (une droite crois-
sante dans la limite des grandes Øchelles) ainsi que de celle
de corrØlation à court terme (dØcrochement de la droite matØ-
rialisant la longue mØmoire pour les petites Øchelles ). La per-
tinence du modŁle FARIMA(φ, d, θ) se matØrialise par le fait
que dˆ ne varie pas quand ∆ Øvolue, indiquant qu’il rend bien
compte d’une propriØtØ de longue mØmoire prØsente dans les
donnØes et persistante sous-agrØgation. Au contraire, les es-
timØs φˆ et θˆ dØcroissent quand ∆ augmente, matØrialisant le
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FIG. 2  Analyse et synthèse des covariances. Colonne de
gauche : ajustements des diagrammes log-Øchelle des sØries
X∆ agrØgØes à ∆ = 10, 100, 400 ms (de haut en bas) par ceux,
calculØs numØriquement, de processus FARIMA(φˆ, dˆ, θˆ). Co-
lonne de droite : les mŒmes ajustements pour des processus
synthØtiques dont les paramŁtres ont ØtØ choisis a priori pour
correspondre à ceux de la trace rØelle. DonnØes AUCKIV.
fait que les corrØlations à court termes sont, elles, peu à peu
gommØes par le niveau croissant d’agrØgation. La structure de
covariance de X∆ tend alors vers celle d’un processus asymp-
totiquement autosimilaire, bien approximØe par celle d’un FA-
RIMA(0,d,0).
Les colonnes de gauche des gures 1 et 2 illustrent les mŒmes
analyses rØalisØes sur des traces synthØtiques simulØes à partir
de la procØdure dØcrite plus haut pour des paramŁtres corres-
pondants à ceux estimØs sur la trace rØelle de la mŒme ligne.
On note d’une part que la procØdure de synthŁse fournit des
traces qui possŁdent parfaitement les statistiques prescrites et
d’autre part, que la ressemblance entre sØries expØrimentales et
simulØes est trŁs satisfaisante.
7 Conclusion et perspectives
Nous avons ici proposØ l’utilisation d’un processus stochas-
tique non gaussien à longue mØmoire comme modŁle parcimo-
nieux pour les sØries temporelles de trac informatique. Nous
avons mis en Øvidence le fait que ce modŁle Øtait pertinent pour
une trŁs large gamme de niveau d’agrØgation. Nous avons prØ-
sentØ des procØdures d’estimation des paramŁtres du modŁle
ainsi que de synthŁse numØrique pour produire des rØalisations
de ces processus. Des routines MATLAB, dØveloppØes par nos
soins implantent la totalitØ de ces procØdures.
La procØdure de synthŁse de processus dont les statistiques
d’ordre 1 et 2 sont prescrites peut Œtre Øtendue à d’autres types
de marginales (log-normal, exponentiel, chi-2, Pareto, . . . ) et
covariances (celles d’un bruit gaussien fractionnaire, d’un FA-
RIMA(p,d,q),. . . ). Ces calculs et dØveloppements algorithmiques
sont en cours. Par ailleurs, il sera intØressant d’utiliser la pos-
sibilitØ de synthØtiser des traces ressemblant à celles observØes
sur Internet pour nourrir des maquettes de rØseaux Øtudiant
l’Øvolution de la qualitØ de service selon des scØnarios donnØs.
On pourra notamment simuler des traces dont les paramŁtres
s’Øcartent de façon contrôlØe de ceux des traces rØelles pour
Øvaluer l’impact induit sur la qualitØ de service.
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