In this paper we study the chromatic number for graphs with forbidden induced subgraphs. We focus our interest on graph classes (deÿned in terms of forbidden induced subgraphs) for which the question of 3-colourability can be decided in polynomial time and, if so, a proper 3-colouring can be determined also in polynomial time. Note that the 3-colourability decision problem is a well-known NP-complete problem, even for special graph classes, e.g. triangle-free and K1;5-free (Discrete Math. 162 (1-3) (1996) 313). Therefore, it is unlikely that there exists a polynomial algorithm deciding whether there exists a 3-colouring of a given graph in general. We present three di erent approaches to reach our goal. The ÿrst approach is purely a structural analysis of the graph class in consideration; the second one is a structural analysis of only the non-perfect K4-free members of the considered graph class; ÿnally the last approach is based on propositional logic and bounded dominating subgraphs.
Introduction and preliminaries
We consider ÿnite, undirected, simple graphs. For terminology and notation not deÿned here we refer to [4] and, for special terms concerning colouring theory, to [13] . Our research was motivated by the question whether 3-colourability can be decided in polynomial time on graph classes deÿned in terms of forbidden induced subgraphs. The 3-colourability decision problem is a well-known NP-complete problem, even for special graph classes, e.g. for the class of simple, triangle-free and K 1; 5 -free graphs [17] or, as outlined in Section 4, for the class of simple, 4-regular, 2-connected claw-free graphs.
Therefore, it is unlikely that there exists a polynomial algorithm deciding this question in general. However, there exist exponential time algorithms deciding 3-colourability. Consider for instance the well-known elementary algorithm for 3-colouring: for each maximal independent set I of a graph G with n vertices test whether the remaining subgraph G − I is bipartite. Since there are at most 3 n=3 maximal independent sets [19] , it is not di cult to deduce that the algorithm takes time O(1:4422 n ). Signiÿcant improvements O(1:3446 n ) and O(1:398 n ) are due to Beigel and Eppstein [3] and the second author [29] .
The research on graph classes for which 3-colourability can be decided in polynomial time presented here continues previous work of the ÿrst and second author [22] [23] [24] concerning graph classes (deÿned in terms of forbidden induced subgraphs) for which every member is 3-colourable. We summarize these results in the following remarks, where a pair (A; B) of induced subgraphs is called saturated if and only if no other pair (A ; B ) exists with A and B being induced subraphs of A and B , respectively. Remark 1. In [24] we obtained an algorithm to 3-colour in polynomial time all trianglefree graphs with at most two induced cycle lengths.
Remark 2. In [22] (see also [23] ) we characterized all possible pairs (A; B) of connected forbidden induced subgraphs implying 3-colourability. We only mention the saturated pairs:
• (K 4 ; P 4 ), i.e. there exists no complete graph and no induced path each of order four; • (K 3 ; H ), i.e. there exists no triangle and no induced six-vertex graph, which can be drawn like the capital letter H ; • (K 3 ; E), i.e. there exists no triangle and no induced six-vertex graph, which can be drawn like the capital letter E; • (K 3 ; cross), i.e. there exists no triangle and no induced cross graph, which is a K 1; 4 with exactly one edge subdivided.
• ((K 3 ; fork), i.e. there exists no triangle and no induced fork graph, which is a K 1; 4 with exactly two edges subdivided.)
For all above mentioned pairs (A; B), with the exception of (K 3 ; fork), we could determine an algorithm that 3-colours every A-free and B-free graph. For a triangle-free and fork-free graph G, it is an open question, whether G can be 3-coloured.
A related work of MihÃ ok and the second author [18] deals with colouring properties of graphs G with r di erent odd and s di erent even cycle lengths (not necessarily induced). They presented a polynomial time colouring algorithm, called MAXBIP, which recursively constructs maximal bipartite subgraphs. Based on MAXBIP they proved (G) 6 min{2r + 2; 2s + 3}:
In the proofs of our results we will frequently use the following tools. For some subclasses of triangle-free graphs we observed two elementary algorithms for 3-colour or 4-colour graphs [22, 23] :
Three-colour triangle-free graphs: If there exists a vertex v in G such that
is bipartite, then colour the vertices of G with colours 1 and 2, all vertices of N G (v) with 3 and ÿnally v with 1 or 2.
Four-colour triangle-free graphs: If there exists an edge uv in G such that G = G − N G [{u; v}] is bipartite, then colour the vertices of G with colours 1 and 2, all vertices of N G ({u; v}) − {u; v} with 3 and 4 and ÿnally u; v with 1 and 2.
Corollary 3 (Randerath [22, 23] ). Let G be a triangle-free graph. Suppose G is not 3-colourable (4-colourable); then for every vertex v (edge uv) of G; the subgraph
contains an induced odd cycle of length at least 5.
The following easy observation provides another very useful tool. If a graph G contains a pair u; v of non-adjacent vertices with N G (u) ⊆ N G (v), then any proper k-colouring of G − u can easily be extended to a proper k-colouring of G. Therefore we only consider those graphs G having the property ( * ):
If uv ∈ E(G); then there exist two vertices (private neighbours)
Two vertices u and v of a graph G are called similar, if
holds (for short, we also refer to this as N (u)=N (v)-argument). The next well-known observation enables us to reduce a given graph, if its minimal degree is small enough. If the degree of a vertex v of a graph G is less than k, then we can reduce G to G = G − v (for k-colourability) and G is k-colourable if and only if G is k-colourable. If this rule can be applied recursively, then the graph G is called k-degenerate. Note that every graph G is ( (G) + 1)-degenerate and therefore the trivial upper bound (G) 6 (G) + 1 for the chromatic number of a graph G holds. The classical result of Brooks [5] reÿnes this upper bound.
Brooks Theorem. Let the connected graph G be neither a complete graph nor an odd cycle. Then G is (G)-colourable.
An intriguing improvement by bounding the chromatic number of a graph by a convex combination of its clique number ! and its maximum degree plus 1 is given by Reed [27] . Obviously, the clique number !(G) 6 (G) is a lower bound for the chromatic number of a graph G. A graph G is called perfect, if the chromatic number (H ) equals the clique number !(H ) for every induced subgraph H of G. According to the strong perfect graph conjecture due to Berge, perfect graphs are characterized by two inÿnite families of forbidden induced subgraphs: G is a perfect graph if and only if G does not contain an odd hole (i.e. induced cycle) of length at least 5 nor its complement -an odd antihole of length at least 5 -as an induced subgraph. This conjecture is still open. Conversely, it follows from a classical result of Erd os [8] that there are graphs with !(G) = 2 and arbitrarily large girth and chromatic number.
Sumner [30] proved that triangle-free and P 5 -free graphs are 3-colourable. These graphs can easily be 3-coloured by the elementary algorithm 3-colour-triangle-freegraphs as observed in [22] . Sumner has also shown that triangle-free, P 6 -free and C 6 -free graphs are 3-colourable. For triangle-free and P 6 -free graphs this does not hold, one exception is the well-known 4-chromatic Mycielski-Gr otzsch graph MG (cf. Definition 5). With our elementary algorithm 4-colour-triangle-free-graphs we can easily 4-colour these graphs. In the next section we will improve this result. As a substantial extension of Sumners result our main result states that all triangle-free and P 6 -free graphs G are 3-colourable unless G contains the Mycielski-Gr otzsch graph as an induced subgraph and is an induced subgraph of the 4-chromatic Clebsch graph (cf. also Deÿnition 5). Moreover, we present a polynomial time algorithm to 3-colour (or 4-colour, respectively) all triangle-free and P 6 -free graphs G.
The following proposition is due to Sumner [30] . It will be applied in the proof of Theorem 6. Proposition 4. Let G be a triangle-free and P 6 -free graph containing no similar vertices. Then for every vertex x adjacent to exactly two vertices v i ; v j of an induced 6-cycle C = v 0 v 1 : : : v 5 , we have j = (i + 3) mod 6, i.e. x is a crosspoint.
A structural result
": : : Thus, one who wishes to obtain useful results from a graph coloring formulation of his problem must do more than just show that the problem is equivalent to the general problem of coloring a graph. If there is to be any hope, one must also obtain information about the structure of the graphs that need to be colored : : :" (D. S. Johnson [14] ).
Recall that the 3-colourability decision problem remains NP-complete problem even for triangle-free graphs with maximum degree less than or equal to 4 as shown by Ma ray and Preissmann [17] , e.g. for triangle-free and K 1; 5 -free graphs. Therefore, it is unlikely that there exists a polynomial algorithm deciding, whether there exists a 3-colouring of a given triangle-free graph. Thus we have to forbid additional induced subgraphs. In the next theorem we also exclude the induced path P 6 . Thereby, we give an example of a graph class comprising a good structural characterization. This structural information then enable us to obtain statements concerning chromatic aspects.
As introduced by GyÃ arfÃ as [10] , a family G of graphs is called -bound with -binding function f, if (G ) 6 f(!(G )) holds whenever G is an induced subgraph of G ∈ G. Note that this is a relaxation of the concept of perfection. In 1987 GyÃ arfÃ as [11] proved that the family of induced P n -free graphs has the -binding function f(!(G)) = (n − 1) !(G)−1 . This guarantees that every triangle-free and P 6 -free graph is 5-colourable. Our main result extends the theorem of GyÃ arfÃ as in this special case and also extends the already mentioned 3-colourability results due to Sumner. Theorem 6. Let G be a connected triangle-free and P 6 -free graph containing no similar vertices; which is not 3-colourable. Then G contains the Mycielski-Gr otzsch graph MG as induced subgraph and is an induced subgraph of the 16-vertex Clebsch-graph PMG.
Proof. Let G be a connected triangle-free and P 6 -free graph containing no similar vertices, which is not 3-colourable. Then by Brooks' Theorem and the assumptions there exists a vertex v of maximal degree (G) ¿ 4 with G = G − N G [v] being not bipartite. Then K onig's result stating that every non-bipartite graph contains an odd cycle and the (K 3 ; P 6 )-freeness forces the existence of a 5-cycle
The triangle-freeness of G forces that every vertex w ∈ N (v) is not adjacent to two consecutive vertices of the 5-cycle C. Hence every w ∈ N (v) is adjacent to at most two non-adjacent vertices of C. If there exists a vertex w ∈ N (v) being adjacent to exactly one vertex of C, then we can easily ÿnd an induced P 6 , a contradiction. Suppose there exists a vertex w ∈ N (v) not adjacent to any vertex of C and let, say, P = w y 1 : : : y l v 0 be a shortest w and C connecting (induced) path. Again the triangle-freeness forces that y l is not adjacent to, say v 1 and v 2 . But then P 1 = vw y 1 : : : y l v 0 v 1 v 2 or (if v = y 1 , then we obtain l ¿ 2 and) P 1 = w vy 2 : : : y l v 0 v 1 v 2 induces a path of length at least ÿve, a contradiction. Then analogously to the proof of Claim 2 we obtain a contradiction by Proposition 4, because the vertex set {v; w 1 ; v 1 ; v 0 ; v 4 ; w 2 } induces a 6-cycle C * and w is adjacent to exactly two vertices of the 6-cycle and is not a crosspoint of C * . This ÿnally proves Claim 3.
Otherwise, there exists a vertex u adjacent to, say w ∈ N G (v), which is contained in another component of G than C. Since G contains no similar vertices, there exists a vertex w ∈ N G (v) not adjacent to u. Now it is not very di cult to observe with Claims 1 and 3 that there exist two consecutive vertices v ; v of C, such that {u; w ; v; w ; v ; v } induce a P 6 , a contradiction.
Claim 3 suggests to separate the remaining part of the proof into two possible cases. v 4 are adjacent to at most one additional vertex y 1 or y 4 , respectively. If neither y 1 nor y 4 exists, it is trivial to deduce with Claim 4 that G contains only the already mentioned ten vertices and 17 edges and can easily be 3-coloured, a contradiction to the 4-chromaticity of G. If y = y 1 = y 4 , then y is adjacent to exactly two vertices of the 6-cycle and is not a crosspoint of the 6-cycle induced by the vertex set {v 1 ; v 0 ; v 4 ; w 3 ; v; w 2 }, a contradiction by Proposition 4. Suppose y 1 exists and y 4 does not exist. Now y 1 is adjacent to w 4 , because otherwise {y 1 ; v 1 ; v 2 ; v 3 ; w 4 ; v} induces a P 6 , a contradiction. Because y 1 is no crosspoint of the 6-cycle induced by the vertex set {v; w 3 ; v 2 ; v 1 ; v 0 ; w 4 }, we deduce that y 1 is also adjacent to w 3 . Furthermore y 1 is not adjacent to w 2 because of the triangle-freeness of G. Suppose y 1 is adjacent to w 1 , then {w 1 ; y 1 ; v 1 ; w 2 ; v 3 ; v 4 } induces a P 6 , a contradiction. If y 1 is not adjacent to any other vertex and y 4 does not exist, then Claim 4 forces that there exist no further vertex in G. Hence G contains exactly eleven vertices and can easily be 3-coloured, a contradiction to the 4-chromaticity of G. If y 1 is adjacent to another vertex z and y 4 does not exist, then {z; y 1 ; v 1 ; v 2 ; v 3 ; v 4 } induces a P 6 , a contradiction. Thus y 4 has to exist and analogously to y 1 we obtain that y 4 is adjacent to w 1 and w 2 and not adjacent to w 3 and w 4 . Moreover the P 6 -freeness forces that y 1 is adjacent to y 4 .
A closer look reveals that we have discovered a 4-regular, 3-colourable, triangle-free, 12-vertex graph and we could not enlarge this graph. It is noteworthy that there exists a unique 4-regular, 4-chromatic, triangle-free, 12-vertex graph discovered by ChvÃ atal [6] which contains an induced P 6 . This settles the ÿrst case. In conclusion there exists no non-3-colourable member G with (G) = 4.
Case 2: (G) = 5.
W.l.o.g. let N G (v) = {w 0 ; w 1 ; : : : ; w 4 } and by Claims 1-3 let w i be adjacent to v i−1 and v i+1 for i = 0; : : : ; 4 (recall that all indices are taken subscript modulo 5). Consequently, the vertex set N G [v]∪V (C) induces the 4-chromatic Mycielski-Gr otzsch graph MG. If G = MG, i.e. MG is a proper induced subgraph, then Claim 4 forces that there has to be at least one additional vertex being adjacent to a C-vertex. (G) = 5 forces that every C-vertex v i is adjacent to at most one additional vertex y i for i = 0; 1; : : : ; 4. If, say y = y 1 = y 3 , then y is adjacent to exactly two vertices of the 6-cycle C * induced by the vertex set {v 1 ; v 2 ; v 3 ; w 4 ; v; w 0 } and is not a crosspoint, a contradiction to Proposition 4. Hence every additional vertex is adjacent to at most one C-vertex. Easily the P 6 -freeness and Claim 4 forces that every additional vertex has to be adjacent to a C-vertex. This already implies that n(G) 6 16. The P 6 -freeness of G also forces that every additional vertex y i (with i ∈ {0; 1; : : : ; 4}) is adjacent to the vertices w i+2 , w i+3 and y i+2 , if such a vertex exists. Observe that therefore every additional vertex y i (with i ∈ {0; 1; : : : ; 4}) is not adjacent to w i+1 , w i−1 and y i+1 , if such a vertex exists. Finally, because the vertex set {y i ; w i ; v i−1 ; v i+3 ; v i+2 ; w i+1 } does not induce a P 6 , we observe that every additional vertex y i (with i ∈ {0; 1; : : : ; 4}) is also not adjacent to w i . If all ÿve additional vertices y 0 ; : : : ; y 4 exist, then G is isomorphic to the 4-chromatic 16-vertex Clebsch-graph PMG. Otherwise, we deduce that G is an induced subgraph of the 16-vertex Clebsch-graph PMG. This settles the second and ÿnal case.
Note that the proof of our result provides a polynomial algorithm to decide 3-colourability for a triangle-free and P 6 -free graph and also determines an optimal colouring of this graph.
To state the ÿnal conclusion in this context we need a supergraph of the triangle, the paw P, consisting of a triangle and an attached endvertex (P = K 1 + (K 1 ∪ K 2 ) ). Combining our result with a result of Olariu [20] , that every non-triangle-free paw-free graph is complete multipartite, we obtain the following corollary.
Corollary 7. Let G be a paw-free and P 6 -free connected graph. Then one of the following statements holds:
(i) G contains a pair of similar vertices; (ii) G is isomorphic to a complete graph K n ; (iii) G is 4-colourable and G contains the Mycielski-Gr otzsch graph as induced subgraph and is an induced subgraph of the Clebsch-graph; (iv) G is 3-colourable and there exists a polynomial algorithm determining a 3-colouring of G.
Claw-free Graphs
In this section, we turn our attention to the 3-colourability of claw-free graphs. A classical result of Vizing asserts that every simple graph G needs at least (G) colours to be properly edge-coloured and can be edge-coloured by (G) + 1 colours, i.e. the chromatic index (G) ∈ { (G); (G) + 1}. Holyer [12] has shown that edge colourability, the decision problem concerning whether (G) = (G) or (G) = (G) + 1, is an NP-complete problem, even for cubic graphs. In fact, Holyer proved that it is an NP-complete problem to recognize snarks (simple, cubic graphs G without bridges with (G) = 4).
Hence, 3-COLOURABILITY REMAINS NP-COMPLETE FOR THE CLASS OF SIMPLE, 4-REGULAR, 2-CONNECTED CLAW-FREE GRAPHS representing a superclass of line graphs of simple, cubic graphs G without bridges. Therefore, it is unlikely that there exists a polynomial algorithm deciding whether there exists a 3-colouring of a given claw-free graph.
Fouquet [9] proved that the neighbourhood of every vertex in a claw-free graph G either contains an induced C 5 or can be covered by two cliques. Hence, if (G) ¿ 5, then G contains a 5-wheel W 5 (cf. the ÿgure below) or a complete graph K 4 . Therefore, (G) ¿ 5 forces (G) ¿ 4. Moreover, Brooks' Theorem settles the case for graphs with (G) 6 3, since those graphs are 3-colourable. To investigate the 3-colourability of claw-free graphs, it therefore remains to consider graphs having a maximal 7degree equal to 4.
Let v be a vertex of a claw-free graph G with Theorem 8. Let G be a claw-free and H * -free graph. Then the 3-colourability of G can be decided and; if so; a proper 3-colouring can be determined in polynomial time.
Proof. We will proceed by induction on n, the order of the graph G. If n = 5, then G[N [v] ] is isomorphic to W 4 or K 1 + P 4 and is 3-colourable. For n ¿ 6, one of the following situations occurs:
has order smaller than G and G is 3-colourable if and only if G[S ∪ V (H )] is 3-colourable for each component H of G − S; (iv) G can be reduced to a graph G of smaller order such that G is 3-colourable if
and only if G is 3-colourable.
In accordance with (iv), we may assume that (G) ¿ 3. Let N 2 (v) denote the set of all vertices having distance 2 from v ∈ V (G).
We may assume 
We distinguish several cases. (2) we have (2) and (4), there exists a vertex
, then G contains a DD and is thus not 3-colourable. Hence we may assume that 
there is a vertex u 3 ∈ N (u 1 )− N (v) contradicting that G is claw-free. Hence we may assume that u 1 v 1 ; u 3 v 4 ∈ E(G) for two vertices u 1 ; u 3 ∈ N 2 (v): Since G is claw-free and H * -free we deduce 0 6 |E(U )| 6 1 (U = {u 1 ; u 2 ; u 3 }).
If u 1 u 2 ∈ E(G) (or u 2 u 3 ∈ E(G)) then by ( * ) applied to u 1 and v 2 there exists a vertex w 1 ∈ N (u 1 ) − N 2 (v). Since G is claw-free, we have w 1 u 2 ∈ E(G), but then {u 2 ; v 2 ; v 3 ; u 1 ; w 1 } induces a H * , a contradiction. The case when u 2 u 3 ∈ E(G) is symmetric leading to w 1 ∈ N (u 3 ) ∩ N 2 (v). Hence u 1 u 2 ; u 2 u 3 ∈ E(G): Suppose now u 1 u 3 ∈ E(G): By (G) ¿ 3 there exists a vertex w 1 ∈ N (u 1 ) with
respectively v 3 , play the role of v to obtain w 2 u 3 ; w 2 u 1 ∈ E(G): Since G is claw-free we get w 1 w 2 ∈ E(G): But then G contains a K 4 and is thus not 3-colourable.
Hence we may assume E(U ) = ∅. Let G be the graph with V (G ) = R ∪ {x; y} and E(G ) = E(G[R]) ∪ {u 1 x; u 2 x; u 2 y; u 3 y; xy}: Then G is 3-colourable if and only if G is 3-colourable.
Subcase 2.4.2: There are two vertices
If u 1 u 2 ∈ E(G) then G contains a DD and is thus not 3-colourable. If u 1 u 2 ∈ E(G), then let G be the graph with V (G ) = R ∪ {x; y} and E(G ) = E(G[R]) ∪ {u 1 x; u 1 y; u 2 y; u 2 x; xy}: Then G is 3-colourable if and only if G is 3-colourable.
We already mentioned two 4-chromatic claw-free graphs, the 5-wheel W 5 and the K 4 .
Another example of a 4-chromatic claw-free graph is the double diamond DD consisting of an induced 5-cycle C and two additional non-adjacent vertices each adjacent to exactly three consecutive vertices of C and sharing exactly one common C-neighbour.
Based on Theorem 8 and similar structural analysis, we have furthermore proved that every claw-free, P 6 -free, W 5 -free, K 4 -free and DD-free graph G is 3-colourable and furthermore our algorithm determines a 3-colouring of G. Since it can be tested in polynomial time whether a graph contains W 5 , K 4 or DD this implies the following.
Theorem 9. Let G be a claw-free and P 6 -free graph. Then the 3-colourability of G can be decided and; if so; a proper 3-colouring can be determined in polynomial time.
Note that Theorem 9 is included in Theorem 15 below which yields a second approach to prove this result.
The proof of the last result in this section is based on a polynomial time algorithm of Tucker and structural properties of non-perfect K 4 -free graphs. This represents the second approach of this paper and will be sketched below.
In correspondence with the description given in Section 2, the paw can also be denoted by Z 1 = (K 1; 3 + e) and if the pendant edge of the paw is subdivided (i − 1) times the resulting graph is denoted by Z i . Note that the Z 1 -free graphs form a subclass of the H * -free graphs.
Theorem 10. Let G be a claw-free and Z 2 -free graph. Then the 3-colourability of G can be decided and; if so; a proper 3-colouring can be determined in polynomial time.
In 1987 Tucker [31, 32] found a combinatorial polynomial time algorithm for colouring every 3-colourable perfect graph G with (G) colours in time O(|V | 3 ); Hence, it remains to investigate the non-perfect K 4 -free graphs G. By the validity of the strong perfect graph conjecture for K 4 -free graphs [33] , G has to contain an odd hole or an odd antihole. Note that if G contains an antihole, then the K 4 -freeness forces that G contains a 7-antihole. Furthermore the 7-antihole and therefore likewise G is a non-3-colourable graph. Hence all remaining 3-colourable members have to contain an odd hole. Now we investigate the claw-free and Z 2 -free graphs G containing an odd hole. Recalling that we can reduce G for 3-colourability, if (G) 6 2, we may assume that every vertex has at least three neighbours. After testing whether G contains a W 5 or a DD, a case analysis considering the neighbourhood of the hole shows that all remaining graphs are 3-colourable. Furthermore, our structural approach yields a 3-colouring of G.
At the end of this section we summarize and combine di erent chromatic aspects of claw-free graphs. In 1981 Sumner [30] observed that the class of claw-free graphs is -bounded with -binding function f(!) = r(3; !), where r(3; !) denotes the Ramsey number of K 3 versus K ! . Since the ratio of the order and the independence number of a graph provides a (well-known) lower bound for its chromatic number and every graph with an independence number of at most two is obviously also a claw-free graph, it is not di cult to observe (cf. [11] ) that for every -binding function f of the class of claw-free graphs we have f(!) ¿ r(3; ! + 1)=2:
Consequently, by the dependency on the Ramsey number and Kim's famous result [16] , that the Ramsey number r(3; t) has order of magnitude t 2 =log t, the smallest -binding function f * has also this magnitude. Thus, there exists no linear -binding function f for the class of claw-free graphs.
A nice byproduct of this observation is an a rmative answer to a question due to Kierstead. In 1989, Kierstead [15] examined a subclass of claw-free graphs and proved that for each natural number s every claw-free graph G, which does not contain a complete graph K 2s+3 minus an edge as an induced subgraph, satisÿes (G) 6 max{!(G) + s; r(3; 4s − 1)}: Kierstead [15] asked, whether it is possible to drop the dependency on the Ramsey number r(3; 4s − 1) in this upper bound. He also noted that a positive answer would imply that for every claw-free graph G we have (G) 6 3!(G)=2: (This would be a generalization of Shannon's theorem that for every multigraph G its chromatic index is bounded from above by 3=2 times its maximal degree.) But there exists no linear -binding function, in particular (G) 6 3!(G)=2 does not hold and consequently Kierstead's question has a negative answer.
4. An approach based on propositional logic and bounded dominating subgraphs
Three-colourability and propositional logic
The question whether a given graph G = (V; E) is 3-colourable can be reformulated as an instance of the special satisÿability problem 1-IN-3 SAT, which was proved to be NP-complete by Schaefer [28] .
1-IN-3 SAT. Let C be a collection of m clauses over the set V of n Boolean variables such that every clause has exactly three positive literals. Is there a truth assignment satisfying C such that each clause in C has exactly one true variable?
Let V = {1; : : : ; n} be the vertex set of G and e ij correspond to the edge incident with the vertices i and j. Now we introduce 3(n + m) Boolean variables: z (l) ij for every edge e ij and l ∈ {1; : : : ; 3} and x (l) i for every i ∈ {1; : : : ; n} and l ∈ {1 : : : ; 3} with x (l) i = true corresponding to the statement that the vertex i receives the colour l. Now each edge e ij of G is modelled by four clauses: (x
ij ) for l ∈ {1; : : : ; 3} and (z (1) ij ∨z (2) ij ∨z (3) ij ), and each vertex i of G is modelled by the clause (x (1) i ∨ x (2) i ∨ x (3) i ). Now it is not very di cult to check that a satisfying truth assignment of this 1-IN-3 SAT instance corresponds to a 3-colouring of G. Note that this reformulation of the NP-complete 3-colourability problem easily leads to a novel proof of the NP-completeness of the 1-IN-3 SAT problem. Our interest on this reformulation is justiÿed by its 2-SAT impact, if we consider a 3-precoloured dominating set of the graph.
The minimum cardinality of a dominating set of G is denoted by (G).
The following approach for 3-colourability is due to Edwards [7] , who used it in order to prove complexity results of colouring problems of dense graphs. The approach states the following: Let D be a dominating set in a graph G of order n and size m. Then we can test whether a 3-colouring of D can be extended to a 3-colouring of G by constructing a corresponding 2-satisÿability formula with at most 3n variables and 4m clauses. Since 2-satisÿability is solvable in polynomial time, say p(3n), we deduce the next result.
Corollary 12. For a graph G with a dominating set D; we can decide 3-colourability and determine a proper colouring in time 3 |D| p(3n).
Remark 13. Another interesting relation between 3-colourable graphs and logic is due to Read and Wright [26] . They constructed 3-colourable graphs which perform computations, in the sense that the allocation of the 'colours' 0 and 1 (denoting 'false' and 'true') to certain 'input' vertices will, when the graph is coloured with the three colours 0, 1 and 2, force the colours 0 and 1 on certain 'output' vertices. Thus, they can construct small graphs for performing elementary logical operations. These can be combined to produce graphs, which can, for example, simulate a Turing machine, multiply two integers or factorize a given integer. The existence of such graphs leads to a novel proof that 3-colourability is NP-complete.
On bounded dominating subgraphs
In this subsection we summarize previous results on graph classes (subclasses of K 4 -free graphs) for which there exists a ÿxed constant k such that every member has a dominating set of size at most k.
A pioneering work dealing with this topic is due to BacsÃ o and Tuza [1] . In this paper the authors discovered a powerful reduction lemma, which was used for all subsequent 'dominating-substructure' results. A complete subgraph of G is called a dominating clique if the vertices comprise a dominating set. In [2] BacsÃ o and Tuza showed that in every connected graph with no induced P 5 there exists a dominating clique or a dominating P 3 (that is, a dominating set inducing a P 3 ).
Having tested a (connected) P 5 -free graph G for K 4 -freeness, the BacsÃ o and Tuza result gives an upper bound for the domination number of G, i.e. (G) 6 3 and together with Corollary 12 we obtain the following. Theorem 14. Three-colourability can be decided and; if so; a proper 3-colouring can be determined in polynomial time for P 5 -free graphs. Now let us consider another subclass of P 6 -free graphs. To do this we have to extend claw-free graphs to the class of t-spider-free-graphs, where a t-spider H t is obtained by subdividing each edge of K 1;t , t ¿ 3. In 1997, Penrice [21] proved the existence of a dominating set in H t -free and P 6 -free connected graphs inducing a connected graph with clique covering number at most t − 1.
Having tested a (connected) H t -free and P 6 -free graph G for K 4 -freeness, the result of Penrice gives an upper bound for the domination number of G, i.e. (G) 6 3(t − 1) and together with Corollary 12 this implies the following extension of Theorem 9.
Theorem 15. Three-colourability can be decided and; if so; a proper 3-colouring can be determined in polynomial time for P 6 -free and H t -free graphs.
Moreover, Penrice [21] veriÿed the existence of a dominating set on at most f t; k (!) vertices for H t -free and P k -free graphs for any pair t ¿ 3 and k ¿ 6. This result deeply relies on Ramsey-type results. Hence, the statement of Theorem 15 also holds for these classes of graphs, since we are only interested in graphs with ! 6 3.
In order to prove the last contribution of this section we have to combine two methods. For the next theorem we need a supergraph of the 4-cycle, the 4-pan 4P, consisting of a 4-cycle and an attached endvertex.
Theorem 16. Let G be a P 6 -free and 4P-free graph. Then the 3-colourability of G can be decided and; if so; a proper 3-colouring can be determined in polynomial time.
To prove this theorem we ÿrst follow the second approach of this paper described in Section 3. Hence, we try to obtain a 3-colouring with Tucker's already mentioned combinatorial polynomial time algorithm for perfect graphs. Therefore, it remains to investigate the non-perfect K 4 -free graphs G. By the validity of the Strong Perfect Graph Conjecture for K 4 -free graphs [33] , G has to contain an odd hole or an odd antihole. Note that if G contains an antihole, then the K 4 -freeness forces that G contains a 7-antihole. Recall that the 7-antihole and therefore likewise G is a non-3-colourable graph. Hence all remaining 3-colourable members have to contain an odd hole.
If we now investigate the P 6 -free and 4P-free members G, containing an odd hole, we deduce after testing whether G contains a (non 3-colourable) W 5 or DD and a case by case analysis that every remaining graph contains a dominating 5-hole. Now we can apply Corollary 12 in order to test in polynomial time, whether the remaining graphs are 3-colourable. Consequently, the combination of our structural approach and the approach based on propositional logic yields a 3-colouring of G, if this exists.
Conclusion and open problems
In this paper we have investigated the chromatic number for graphs with forbidden induced subgraphs with emphasis on the question of 3-colourability. We have used three di erent approaches to establish results of the type "3-colourability can be decided and, if so, a proper 3-colouring can be determined in polynomial time for A-free (and B-free) graphs". We have also outlined related graph classes for which the 3-colourability decision problem is NP-complete. Especially Corollary 12 motivates the search for other graph classes with bounded dominating sets. An interesting problem is to examine the class of P k -free graphs for a ÿxed k concerning the 3-colourability decision problem, in particular for the class of P 6 -free graphs. Let 3-col(F) denote the 3-colourability problem restricted to the class of all graphs containing no induced subgraph F.
Very recently, the ÿrst and the second author [25] proved that 3-col(P 6 ) is solvable in polynomial time.
Problem 17. Is 3-col(P 7 ) solvable in polynomial time?
Problem 18. Does there exist an integer k ¿ 7 such that 3-col(P k ) remains NPcomplete?
