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ABSTRACT 
A generalized quartic equation of state has been developed for pure simple fluids. 
It is a four parameter perturbed hard sphere equation of state. The four parameters 
of the equation of state for any fluid depend only on three properties of the fluid , 
namely critical temperature, critical volume and the acentric factor. The repulsive 
contribution to the pressure has been modelled using an mathematical approximation 
of a hard-sphere equation of state. An empirical equation is used to model the attractive 
contributions to the pressure. Being a quartic equation of state, it yields four roots when 
solved. One root of the quartic equation is always less than the close packed volume of 
the fluid and hence has no physical meaning. The remaining three roots behave like the 
three roots of a cubic equation of state. Thus, the equation of state has the advantages 
of the cubic equation of state, namely, simplicity and unequivocal identification of the 
roots . The quartic equation of state models the attractive and repulsive contributions 
to the pressure correctly, unlike cubic equations of state. 
The constants in the equation of state have been obtained by performing multi prop­
erty regressions using data for 16 pure fluids. These constants have been generalized 
and are functions of the acentric factor of the fluid. Comparison of the new equation 
of state with the Peng-Robinson and the Kubic's quartic equation of state has been 
presented. Density and thermodynamic properties such as the second virial coefficient 
and residual enthalpy predictions have been compared. The new equation of state is 
more accurate than the Peng-Robinson and the Kubic eqnation of state, particularly, 
in the supercritical region and the compressed liquid region. 
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Mathematical equations that describe the state (phase) of a substance are called 
Equations of State (EOS). These equations can be used to calculate the physical prop­
erties such as pressure and molar volume of substances at different temperatures. Ther­
modynamic properties such as specific heat, isothermal compressibility and enthalpy can 
also be calculated. These equations are widely used in the chemical industry to model 
and predict phase equilibria and in process design calculations. Different equations of 
state predict these properties with different degrees of accuracy. 
The main objective of this research was to develop a simple, yet , accurate equation 
of state. Cubic equations of state model the repulsive forces incorrectly. In order 
to model the repulsive forces accurately an equation of degree greater than three was 
necessary. A quartic equation was chosen as an analytical solution exists. Thus, it could 
be subjected to a mathematical analysis and the behavior of its roots could be studied 
and characterized. This could be useful in formulating rules for the correct identification 
of the roots. Fifth degree polynomial equations cannot be solved analytically. 
A background on the existing equations of state is presented in Chapter 2. The 
focus has been restricted to generalized equation of state, i .e. , those equations that are 
not specific to a particular chemical substance. Particular emphasis has been give to 
cubic equations of state. These have been widely accepted in the chemical industry 
because of their simplicity and reasonable accuracy. A survey of the recent advances 
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in the various mixing rules used in the cubic equations of state has been presented. A 
survey of the applications of cubic equations of state for the prediction of critical points 
of multicomponent mixtures is also presented in chapter 2. 
Chapter 3 contains the methodology used to develop the quartic equation of state. 
The deficiencies of cubic equations of state have been pointed out . The development of 
a simple hard-sphere repulsive term based on reported molecular dynamics simulations 
has been presented. The procedure of finding an attractive term and combining it with 
the repulsive term to form a quartic equation of state is given. Chapter 3 also shows 
the development of the nonlinear regression programs used for estimating the constants 
of the equation of state. Chapter 4 deals with the results of regressions and the final 
forms of the equation of state. Comparison of thermodynamic properties calculated by 
the new equation of state with those from the Peng-Robinson equation of state and 
Kubic's quartic equation of state are presented. Chapter 5 deals with the conclusions 
of this work. Recommendations for future work on extending the equation of state to a 
larger variety of fluids have been given. 
Additional work performed on two topics during the course of this research has 
been presented in the appendices. Appendix E deals with correlating the solubility of 
the antibiotic Penicillin V in supercritical C02• The Peng-Robinson equation of state 
and the Kirkwood-Buff model were used for the correlations. Appendix F deals with 
Monte Carlo simulations in the grand canonical ensemble for dilute supercritical fluid 
mixtures. Simulations were performed to study the clustering behavior of the solvent 
molecules about the solute molecule. Comparison of the results with molecular dynamic 




Pressure explicit equations of state are the most commonly used equations of state. 
In these equations, repulsive and attractive forces between the molecules contribute to 
the pressure. It is desirable to have independent terms describe these contributions to 
the pressure in a fluid. Most equations of state try to model these two contributions 
independently. This chapter provides a background on the various equations of state. 
These include, the cubic, hard-sphere, hard-core equations, and perturbed hard-sphere 
equations. A brief introduction to the perturbation theories of liquids has been given. 
Cubic equations of state are the simplest of all equations of state which work for real 
fluids over a wide range of conditions. 
Equations of state are widely used in the chemical industry to describe the phase 
behavior of mixtures. These equations can be used for mixtures by using 'rules' to 
describe the interactions between molecules of different types. These rules are called 
'Mixing Rules' .  This chapter provides a summary of some of the new types of mixing 
rules , particularly developed for cubic equations of state. 
2.1 Cubic Equations of State 
Cubic equations of state have gained widespread popularity in the chemical indus­
try over the last two decades for predicting phase equilibria of pure compounds and 
mixtures. Van der Waals [1] proposed the first cubic equation of state in 1873, which is 
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given by : 
RT a p = (V- b)- V2 
where 
P is the pressure of the substance, 
T is the temperature of the substance, 
V is the molar volume of the substance, 
R is the universal gas constant , 
a is the attraction parameter, 
b is the van der Waals volume of the substance. 
(2. 1 )  
In most cubic equations of state the contribution to the pressure due to repulsive forces 
between molecules is given by the van der Waals repulsive term 
RT Prep = (V _b) 
where 
Prep is the contribution to the pressure due to the repulsion between 
the molecules. 
(2.2) 
It was based on the assumption that only collisions between a pair of molecules occur 
in dilute gases. As a result , four times the volume of one molecule was not available 
to any other molecule. While this assumption is true for dilute gases, it is no longer 
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valid at higher densities. The Redlich-Kwong equation of state [2] was proposed in 
1949. It was considerably superior to the equations of state available at that time. The 
Redlich-Kwong (RK) equation is given by : 
RT a 
p = (V - b) yT(V + b)V (2.3) 
The RK equation retained the van der Waals Prep term, a practice followed in all the 
popular cubic equations of state. Soave [3] introduced a temperature dependence in a 
parameter of the RK equation and let it be a function of the acentric factor of the fluid. 
Peng and Robinson [4] proposed an equation of state in 1976. The Peng-Robinson (PR) 
equation of state (equation 2.4 ) had improved liquid density predictions as compared 
to the Soave equation of state. 
RT a P = (V - b) (V+b)V+b(V - b) (2.4) 
Presently, the Soave equation and the Peng-Robinson equation are the most popular 
of all the cubic equations of state. These are two-parameter equations of state whose 
parameters, a and b, are determined by assuming an analytical behavior of the equation 
of state at the critical point . Then, a and b are related to the critical pressure and 
temperature of a fluid by applying the conditions 
(2.5) 
(2.6) 
Parameter a is a measure of the attractive forces between molecules and b represents 
the excluded volume of the molecules in the same form as used by van der Waals. 
The two-parameter equations of state predict a fixed critical compressibility for all 
the substances. However, different substances have different critical cornpressibilities . 
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As a result, these two-parameter cubic equations of state perform poorly in the vicin­
ity of the critical point. Abbot [5] showed that the critical compressibility predicted 
by cubic equations had to be greater than the actual compressibility. This was neces­
sary for improved accuracy in predicting the molar volumes, at high pressures, along 
the critical isotherm. Another two-parameter equation of state is the PRSV (Peng­
Robinson-Stryjek-Vera) [6] equation of state. The PRSV equation has the same form 
as the Peng-Robinson equation of state except for a different temperature dependence 
of a. Adachi and Sugie [7, 8] , showed that the heat of vaporization of the substance 
in cubic equations of state depends only on the parameter a. Melhem et al. [9] used 
Adachi 's ideas to determine the temperature dependence of a for the Peng-Robinson 
equation. 
To account for the component-dependent critical compressibility, a third parameter 
used in the equation of state was introduced by Usdin and McAuliffe [ 10] ,  Martin [ 1 1] ,  
Schmidt and Wenzel [12] , Harmens and Knapp [13] ,  Heyen [14] , Patel and Teja [ 15] , 
Kubic [16] and Freze et al. [17] . The Patel-Teja equation of state gave better estimates 
of liquid molar volumes than the Soave and the Peng-Robinson equations of state. 
Yu et al. [18] proposed a three parameter cubic equation of state that had only one 
temperature-dependent parameter. Yu, Lu, and Iwai [19] proposed a cubic equation of 
state that was extended to polar fluids by Iwai, Margerum and Lu [20]. 
Four-parameter cubic equations of state have been proposed by Adachi, Lu, and 
Sugie [21], Guo, Kim, Lin, and Chao [22] and Trebble and Bishnoi [23] . A five-parameter 
cubic equation of state has been proposed by Adachi and Sugie [24] . Justification 
for using five parameters was based on the analysis of the behavior of the attractive 
contribution of the equation of state with the reduced density. In this equation of state, 
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all the parameters were expressed as function& of the reduced temperature and/or the 
acentric factor of the pure fluid. 
Temperature dependence of the b parameter has been incorporated in the Heyen [14] ,  
Watson [25] and Trebble-Bishnoi (TB) [23] equations of state. Trebble and Bishnoi [26] 
performed a critical evaluation of 10 equations of state using pure component data for 
75 fluids. They showed that decreasing b with increasing temperature led to negative 
heat capacity predictions by the Heyen EOS above the critical temperature. Hence, they 
used a value of b which increased with temperature in their four-parameter equation of 
state. Trebble and Salim [27] have recently removed the temperature dependency from 
b completely from the TB equation of state, as it lead to prediction of negative heat 
capacities at reduced temperatures below 0.5. 
Zudkevitch and Joffe [28] , Yarborough [29] , and Morris and Turek [30] allowed the 
parameters a and b to be polynomial functions of temperature. The temperature de­
pendence of a and b was obtained by fitting the Soave equation of state to the pure 
component properties at various temperatures. To obtain temperature-dependent pa­
rameters a and b, Panagiotopoulos and Kumar [31] extended the technique used by 
Zudkevitch and Joffe [28] . The temperature dependence of a and b was independent of 
the nature of the substance. Cisternas [32] proposed a method to determine the pure 
component temperature-dependent parameters of the three parameter Usdin-McAuliffe 
[10] equation of state. 
Martin [ 1 1] showed that a simple translation along the volume axis 
v = v-c  (2.7) 
where 
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v is the translated volume, 
v is the actual volume, 
c is a translation constant. 
can improve the performance of a cubic equation of state. Peneloux et al. [33] showed 
that such a volume translation does not affect the phase equilibria predicted by these 
equations. They also showed that a considerable improvement in the calculated molar 
volumes can be obtained for the Peng-Robinson and Soave equations of state using 
volume translation. Mathias, Naheiri and Oh [34] used this idea to develop a density 
correction for the Peng-Robinson equation of state. They used an empirical additive 
term to correct the liquid molar volumes. Guo, Kim, Lin, and Chao [22] have proposed 
a unique hard-sphere repulsive term which takes into account contributions due to the 
rotational motion of hard chains. Being an cubic equation of state it is called the 
Cubic Chain of Rotators (CCOR) equation of state. Kubic, proposed the first quartic 
equation of state [35) and extended it to mixtures [36) . He used the repulsive term used 
in the CCOR equation of state. It was a three parameter equation of state, with the 
temperature dependence of the parameters based on the temperature dependence of the 
second virial coefficients. Soave [37] has also proposed a quartic equation of state for 
pure fluids. 
Most of the cubic equations of state fail to predict high pressure phase equilibria 
accurately. One of the problems is that the cubic equations of state yield only one 
solution for the compressibility of a mixture at high pressures, even in a two phase 
region. This happens when the psuedocritical temperature of the mixture is exceeded. 
Several techniques [38], [39) , [40] have been proposed to allow the identification of the 
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roots of the cubic equation under such conditions. 
2.2 Other Equations of State 
They are more accurate than the cubic equations of state. A number of these 
equations of state are theoretically more correct . Almost all the other equations of 
state are functionally more complicated than the cubic equations of state. They also 
give rise to multiple solutions and are difficult to use for phase equilibrium calculations. 
This makes these equations of state less attractive for use when compared with the cubic 
equations of state. 
2 . 2 . 1  Hard-Sphere and Hard-Core Equations of State 
It has been pointed out [41] that the van der Waals equation of state is more correct in 
its attractive {h term than in its repulsive (:!'b) term. The Carnahan-Starling [42) 
equation for hard-spheres is in agreement with molecular dynamic and Monte Carlo 
simulations for hard-spheres. The Carnahan-Starling equation is given by, 
(2.8) 
where 
hs represents the hard-sphere contribution, 




p is the density of the fluid, 
d is the hard-sphere diameter, and 
NA is the Avagadro's number. 
Alder et al. [43] performed molecular dynamics simulations of hard spheres at high 
densities. At high densities their results no longer agreed with those predicted by the 
Carnahan-Starling Equation (2.8). Kenneth Hall [44] proposed a hard-sphere equation 
of state which agreed with the results of Alder et al. at high densities. The Carnahan-
Starling Equation (2.8) and the Hall equation differ from each other only at packing 
fractions greater than 0.5. Erpenbeck and Wood [45] have proposed a hard-sphere 
equation of state based on extensive Monte Carlo-molecular dynamic simulations. Zhou 
and Stell (46] have also proposed an hard-sphere equation of state. Both these equations 
are more accurate than the Carnahan-Starling equation as more accurate simulation 
data were used to test and develop these equations. 
Gibbons [47] applied the Scaled Particle Theory (SPT) to pure convex bodies. Later, 
Gibbons (48] showed that it was difficult to extend the SPT to mixtures of convex bodies 
of different shapes. Boublik [49] , [50] presented a hard-core equation of state that could 
be applied to hard convex bodies. Boublik's equation is given by 
(PV) 1 3ay 3a2y2 - a2y3 -R-T he = ( 1 - y) + ( 1 - y )2 + �(
:-'--
1 --y-:-: )3� 
where 
y is the packing fraction of the fluid, 
a is the non-sphericity parameter of the convex molecule, and 
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(2. 10) 
he represents the hard convex body contribution only. 
Nezbeda [51] proposed a similar hard core equation of sate for convex bodies. Nezbeda's 
equation is given by : 
(PV) 1 3ay (a2 + 4o - 2) y2 - (5a2 - 4a) y3 
-R-T he= ( 1 - y) + (1 - y)2 + 
-"---- ---'-(1-- y)
-'-a----'-.;..._ (2.11) 
Boublik and Nezbeda's equations used a non-sphericity parameter a ,  which has a value 
of one for a sphere and greater than one for convex bodies. Monte Carlo simulation 
studies [52] on spherocylinders have shown that both the Nezbeda and Boublik's equa-
tion of state are quite accurate up to a L/D (length to diameter) ratio of 2. Nezbeda 
and Boublik[53] showed the non-equivalence of a variety of hard convex body fluids at 
high densities; that is convex bodies having the same a but different shapes do not 
necessarily obey the same equation of state. Naumann et al. [54] proposed a hard-core 
equation of state with an additional parameter T, which is a measure of the 'needleness' 
characterizing the shape of the convex body. Azevedo and Prausnitz [55] studied the 
effect of molecular size and shape on the thermodynamic properties of binary mixtures. 
The Naumann equation of state was used for their studies. 
2.2.2 Perturbed Hard-Sphere Equations of State 
Based on molecular dynamic studies of a square well fluid, Alder et al. [56] proposed that 
the residual Helmholtz energy for a fluid can be described by a power series of the density 
of the fluid. Chen and Kreglewski [57] combined the Boublik's hard-core Equation (2 .10) 
with the attractive terms of Alder's equation to form an equation of state, called the 
BACK equation (for Boublik-Alder-Chen-Kreglewski) . Equations of state developed 
with a hard-sphere reference pair potential are called Perturbed hard-sphere equations 
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of state. Several perturbed hard-sphere equations of state have been proposed which 
use the Carnahan-Starling (CS) hard-sphere Equation (2.8) to represent the repulsive 
contributions to the pressure. Carnahan and Starling [58] used the attractive term of 
the Redlich-Kwong equation of state and obtained a remarkable improvement in PVT 
and enthalpy predictions at high pressures. 
Beret and Prausnitz [59] proposed the Perturbed Hard Chain Theory (PHCT). An 
unique attraction term was used with a hard-sphere repulsion term, to form a three 
parameter equation of state for hard chains. The third parameter was introduced to 
account for the rotational and vibrational motions of long chained molecules. Donohue 
and Prausnitz [60] extended this equation of state to mixtures. De Santis [61] used 
the Clausius attraction term with the CS hard-sphere term to form a two parameter 
equation of state. Both the parameters were allowed to be temperature dependent. 
Nakamura et al. [62] proposed a perturbed hard-sphere equation of state for polar 
and nonpolar substances. Oellrich et al. [63] proposed a simple perturbed hard-sphere 
equation of state based on the Carnahan-Starling-van der Waals (CSvdW) equation of 
state. Donohue and Vimalchand [64] have reviewed the development and applications 
of PHCT and several equations of state based on PHCT. 
To describe the behavior of simple fluids, Bienkowski et al. [65] combined the 
Carnahan-Starling equation 2.8 with a virial expansion. The hard-core volumes for 
the simple fluids were deduced from isothermal compressibility data and its extrapola­
tion to infinite pressures [66]. Svejda and Kohler [67] used Boublik's hard-core equation 
2 . 10 and the van der Waals equation's attractive term to form an equation of state. 
They treated the molecules as having a temperature independent core surrounded by a 
temperature-dependent hard layer. Marchand et al. [68] analyzed the temperature de-
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pendence of the a parameter of the Carnahan-Starling-Redlich-Kwong (CSRK) equation 
of state for the prediction of vapor pressures of pure substances. 
2 . 2 .3 Perturbation Theories of Liquids 
In the liquid state, the repulsive interactions between molecules play an important role. 
The properties of a hard-sphere fluid have been studied using statistical thermody­
namics and computer simulations. While simple potential models such as hard-spheres 
cannot adequately describe the liquid phase, they could serve as reference potentials, 
and attractive interactions could be treated as perturbations on the reference system. 
Perturbation theories of liquids treat the real fluids as having a reference inter­
molecular potential with a perturbed potential representing the attractive part of the 
intermolecular potential. Thus, the pair potential is divided as 
(2. 12) 
where 
v( r12) is the pair potential of the molecules 1 and 2, 
r12 is the distance between the two molecules, 
v0( r12) is the pair potential of the reference system, and 
w( r12) is the perturbation. 
Several theories use a "soft-core" reference potential, particularly important are that of 
Barker and Henderson (BH) and that of Weeks, Chandler, and Andersen (WCA). In the 
Barker-Henderson theory, the reference system is defined by the part of the Lennard­
Janes potential that is positive ( r < O") , while the perturbation consists of the part that 
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is negative ( r > q ) .  The hard-sphere diameter in the BH treatment can be obtained 
by a analytical expression and is a function of temperature only. The BH perturbation 
theory was the first of its kind capable of yielding accurate results for the liquid state. In 
the WCA method the Lennard-Jones potential is split at the minimum of the potential, 
r = Tm, into its purely repulsive (r < rm) and purely attractive (r > rm) parts. The 
hard-sphere diameter in the WCA treatment depends on the temperature and density 
of the reference system. 
2.3 Equations of State and Mixtures 
Equations of state are widely used in the chemical industry to calculate the phase 
behavior of mixtures. As mentioned earlier, mixing rules are used with an equation of 
state to describe the behavior of mixtures. The performance of the equations of state 
for mixtures depends considerably on the type of mixing rules used. Cubic equations 
of state have been widely used for mixtures because of their simplicity, the unequivocal 
identification of the roots and the ease with which they could be used for increasing 
number of components in the mixture. 
Before the widespread use of equations of state, the behavior of liquid mixtures had 
been successfully described using Excess Gibbs Energy Models. Equations of state with 
conventional mixing rules cannot describe liquid mixtures as accurately as excess Gibbs 
energy models. The next section describes the recent advances made to incorporate the 
knowledge of excess Gibbs energy models into the mixing rules for equations of state. 
This has been done largely with cubic equations of state in an attempt to improve their 
performance for liquid mixtures . 
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2.3.1 Mixing Rules and Excess Gibbs Energy in Cubic Equations of State 
The most commonly used mixing rules with the cubic equation of state are the one-fluid 
van der Waals mixing rules shown below. 
am =I: I: x;x;a;; 
j 
bm = L L x;x ;b;; 
j 
(b·+b·) b;; = 
• 2 J ( 1 - ''Iii) 
where 
Xi is the mole fraction of the component i ,  
a; is  the attractive parameter for component i ,  
b; is the excluded volume parameter for component i ,  
am is the attractive parameter for the mixture, 
bm is the excluded volume parameter for the mixture, 
h;; is an adjustable parameter, 
k;; is an adjustable parameter. 







If 'T/ij is set to zero, Equation (2.16) reduces to 
(2.17) 
Vidal [ 69] showed that the van der Waals constants for a mixture are related to the 
excess Gibbs free energy for the mixture at infinite pressure. Huron and Vidal [70] used 
the NRTL model, assuming that it could be applied at an infinite pressure, to relate 
the parameters of cubic equations of state for polar mixtures. A linear mixing rule was 
used for the volume parameter bm given by Equation (2.17); however, am was given by 
(2. 18) 
where 
9! is the excess Gibbs free energy at infinite pressure. 
They reported a considerable improvement in the prediction of high pressure vapor-
liquid equilibria with polar compounds using the new mixing rule. Won [71] used the 
excess Gibbs free energy at infinite pressure approach with the Soave equation of state. 
The 9! was derived using the NRTL model to explain the solubility of high boiling 
organic solutes in supercritical fluids. 
Soave [72] used the new mixing rule with the van der Waals and Redlich-Kwong 
equations of state. Tochigi et al. [73] , [7 4] and Pandit et al. [75] have applied these rules 
to the Soave, the Peng-Robinson, and the Martin equations of state. The ASOG group 
contribution method was used to obtain the values of excess Gibbs free energy for the 
mixtures. Soave [76] proposed procedures to obtain the activity coefficients at infinite 
pressure from liquid phase activity coefficients .  Mollerup [77] proposed a modified form 
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of Soave's mixing rule. Gupte et al. [78] used the excess Gibbs free energy at infinite 
pressure approach with the van der Waals equation of state. A modified UNIFAC 
group-contribution method [79] was used to predict g�. However, when any of the 
components was supercritical, the NRTL model was used instead of UNIFAC. Stryjek 
[80] used this approach with the PRSV [6) equation of state. Kurihara et al. [81) 
used these mixing rules with the Soave equation of state. To obtain values for g�, 
they used the Redlich-Kister expansion. These mixing rules do not transform to the 
classical quadratic mixing rules at low pressures, thus limiting the accuracy of vapor 
phase calculations at low pressures. However, it has been argued that at low pressures a 
large portion of the non-ideality, in the vapor-liquid calculations, arises from the liquid 
phase and not the vapor phase. 
2 .3.2 Mixing Rules in Other Equations of State 
The behavior of liquid mixtures cannot be described accurately by simple equations 
of state and simple mixing rules. Such behavior can be accurately described by ex­
cess Gibbs energy and activity coefficient models. Using the local-composition concept , 
Mollerup [82) showed that the excess Gibbs energy models and activity coefficient mod­
els could be derived from van der Waals equation of state. The excess Gibbs energy 
models included the van Laar, the Scatchard-Hildebrand, and the Flory-Huggins mod­
els. The activity coefficient models included the NRTL, the Wilson and the UNIQU AC 
models. Based on these concepts Mollerup proposed local-composition versions of the 
van der Waals ,  Soave and the Peng-Robinson equations of state. Whiting and Praus­
nitz [83] developed a local-composition model for van der Waals type equations of state. 
The mixing rules developed by Mollerup [82] and Whiting and Prausnitz incorporated 
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density dependence. Thus, their mixing rules interpolated between the low density limit 
(quadratic behavior with mole fractions) and a high density ( liquid like) limit . 
Lee et al. (84] used statistical-mechanical treatment to show that the local­
composition models could be defined in terms of the pair-correlation functions and 
the potential of mean force. Sandler [85] proposed the theory of the generalized van 
der Waals partition function and showed its relation to the equations of state, their 
mixing rules and excess Gibbs energy models. Lee, Lombardo and Sandler (86] applied 
this theory to square-well fluids to obtain an equation of state. To determine how 
the coordination number varied with temperature and density, they used Monte Carlo 
simulation on square-well fluids. Lee, Sandler and Patel (87] performed Monte Carlo 
simulations for binary mixtures of equal sized molecules of square-well fluids. They pro­
posed new local-composition models for such mixtures. Lee and Sandler [88] proposed 
a new local-composition activity coefficient model based on Monte Carlo simulations 
for binary mixtures of square-well molecules. The molecules were of equal energy but 
different sizes. They also proposed a new density dependent mixing rule for an equation 
of state, which was then used to develop a cubic equation of state. 
Kanchanakpan, Lee and Twu (89] developed an equation of state for non-spherical 
molecules based on distribution function theories. A two-step form of the square-well 
potential was used to describe the behavior of real fluids. Using statistical mechanics, 
Lee (90] reformulated the Scatchard-Hildebrand theory of solubility parameters and 
applied it to polar mixtures . By using the hard-core mixing terms developed by Nezbeda 
and mixing rules given by Boublik [91] , Lee allowed entropic effects to be included. 
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2.4 Multicomponent Phase Equilibria and Critical Points 
The following section only deals with vapor-liquid phase equilibria. Beegle, Mod­
ell and Reid [92] developed a criterion, using Legendre transforms, to determine the 
thermodynamic stability for pure substances and mixtures. Reid and Beegle [93] used 
Legendre transforms to derive a general criterion to determine the critical points for 
multicomponent mixtures. Peng and Robinson [94] used the Gibbs criterion to predict 
the critical properties of multicomponent mixtures, using the Peng-Robinson equation 
of state. A more general procedure to calculate the critical points of multicomponent 
mixtures using a single equation of state was developed by Heidemann and Khalil [95] . 
The Heidemann-Khalil procedure is easier to implement than the Peng-Robinson pro­
cedure. The Heidemann-Khalil procedure only requires the partial derivatives of the 
Helmholtz free energy of the mixture with respect to the mole fractions. The Peng­
Robinson procedure however uses the partial derivatives of the internal energy as well 
as the partial derivatives of the Gibbs free energy with respect to the mole fractions 
of the components. Michelsen and Heidemann [96] suggested an easier procedure to 
implement the Heidemann-Khalil procedure for two-parameter cubic equations of state. 
Hong, Modell and Tester [97] applied the Beegle-Modell-Reid criterion with the 
Peng-Robinson equation of state to predict binary phase equilibria. The binary systems 
studied were supercritical carbon dioxide-naphthalene, carbon dioxide-n-hexadecane 
and ethylene-naphthalene. Palen char, Erickson and Leland [98] studied the predic­
tions of critical properties of binary mixtures using five cubic equations of state. Sadus 
and Young [99] used the Svejda-Kohler [67]73 hard convex body equation of state to 
determine the critical properties of binary mixtures. For binary and ternary mixtures, 
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Mainwaring et al. [100] showed that a hard convex body equation of state does not yield 
significantly better prediction of critical properties as compared to a simple hard-sphere 
equation of state. 
Baker, Pierce and Luks [101] showed why an equation of state can predict incorrect 
phase equilibria. They formulated the tangent-plane criterion, which helps in deciding 
whether the predicted equilibrium is true or false. Michelsen used a modified Gibbs 
tangent-plane criterion to study phase stability in multicomponent mixtures (102] , (103] 
and to calculate phase boundaries in the critical region [104] . Techniques to locate and 
construct phase boundaries in multiphase systems, with special emphasis to two and 
three phase regions using a single equation of state, have been presented [105]. 
This chapter provided a background on the various equations of state and their 
extensions to mixtures. An attempt was made to point out the recent trends and 
advances in equations of states and their applications. There is considerable research 
going on in this field at the present . The information provided in this chapter is only 
representative of the recent trends in this area of research. Before a new equation of 
state is widely accepted by the chemical industry and researchers it has to be tested for 
its ability to describe a large variety of mixtures and the behavior of multiphase systems. 
The cubic equations of state have been widely tested with considerable success in these 
regards. Thus a new equation of state has to outperform cubic equations of state in a 
number of these areas before it will replace cubic equations. 
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CHAPTER 3 
Development of the Equation of State 
Almost all cubic equations of state model the repulsive forces between the molecules 
incorrectly. Other equations of state use the correct hard-sphere equation to model 
the repulsive forces. However, some of them use the wrong hard-sphere volumes and 
hence model the repulsive forces incorrectly. This chapter explains the methodology 
used to develop the new equation of state. The main idea was to use the correct 
hard-sphere equation with the correct hard-sphere volumes to model the repulsive in­
teractions between molecules. An empirical term was developed to model the attractive 
forces between molecules. A quartic equation was chosen because its behavior could 
be analyzed. Rules could be setup based on such an analysis to identify the roots of 
the quartic equation. The unequivocal identification of roots of cubic equations of state 
make them very popular. The quartic equation of state was developed with the idea 
that its roots could be identified unequivocally. 
3.1  Development of the Repulsive Term 
In most cubic equations of state, the contribution to the pressure due to repulsion 
between molecules is given by the van der Waals repulsive term (2.2) . This term does 
not agree closely with Monte Carlo simulations for hard-spheres. The Carnahan-Starling 
Equation (2.8) represents the simulation data for hard-spheres accurately. A common 
misconception about the van der Waals repulsive term, when used in cubic equations of 
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state, is that the volume parameter 'b' is four times the true hard-sphere volume of the 
molecule. Based on this figures such as Figure 3.1 have been drawn, emphasizing the 
invalidity of the van der Waals repulsive term at higher densities. According to Figure 
3.1 the van der Waals type cubic equations of state fail completely beyond packing 
fractions of 0.25. In reality, imposing the critical constraints on the van der Waals type 
cubic equations of state leads to a value of 'b' which is much smaller. As a result, all 
the cubic equations of state work better than would be expected from Figure 3.1 for 
higher densities. Table 3.1 shows the relationship between the hard sphere volumes for 
a simple fluid (argon), determined by various equations of state (at the triple point 
of argon) and the hard-sphere volumes derived from perturbation theory [107] . The 
hard-sphere volume is calculated from the value of Qb by using Equation (3.1). 
(3.1) 
where 
nb = 'Af� is the dimensionless volume parameter calculated at the 
critical temperature of the fluid, 
Vhs is the hard-sphere molar volume predicted by the equation of 
state, 
Pc is the critical pressure of argon , 
Tc is the critical temperature of argon. 
From Table 3 .1 it can he seen that only the CCOR (Cubic Chain of Rotators) equation 
of state, the CS-vdW and the Dohrn-Prausnitz [106] equation of state predict hard-
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Figure 3.1: Hard-sphere compressibility for a van der Waals fluid 
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Table 3. 1: Hard-sphere volume of argon at its triple point temperature (83.78 K) 
Equation Zc nb Vhs 
cm3fmol 
Dohrn-Prausnitz (DP) [106] 0 .298 0 . 18728 12.05 
CS-van der Waals (CS-vdW) 0 .366 0.18730 12.06 
CS-Redlich Kwong (CS-RK) 0 .324 0 .10500 6.75 
CS-Peng Robinson (CS-PR) 0.273 0.09775 6.29 
Redlich Kwong (RK) 0 .327 0.08664 5.58 
Peng-Robinson (PR) 0 .307 0.07780 5.01 
CCOR 0 .298 0.19000 12.23 
Quartic (Kubic) (QK) 0 .333 0.13735 8.84 
Quartic(Soave) (QS) 0.307 0 .09500 6 . 1 1  
Aim-Nezbeda (hBH Perturbation Theory) - - 13.18 
Bondi's volume at 0.0 K - - 16.80 
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in Table 3 .1  is the hard-sphere volume of a substance at 0 K. Bondi [108] developed 
a group contribution technique for estimating the hard-sphere volume of substances at 
0 K.  The volume calculated by this technique is often called 'Bondi's van der Waals 
volume'. This volume will be referred to as 'Bondi's volume' to avoid confusion with 
the van der Waals volume parameter used in cubic equations of state. 
Figure 3.2 shows the calculations of the hard-sphere compressibility (Zhs )  by some 
of the equations of state as a function of density for argon. The Zh6 for the van der 
Waals ( vdW) type equations of state is given by 
1 
Zhs = ( 1 - bp) 
where 
b is the van der Waals volume for argon predicted by the equation 
of state, 
p is the molar density of argon. 
(3.2) 
The Zhs for the Carna.han-Starling type (CS) equations of state is given by Equation 
(2.8) . Figure 3.2 also shows the liquid density of argon at its triple point and also at 
260 K and 1000 MPa. The packing fraction y of argon shown in Figure 3.2 is based on 
the hard-sphere volume of Aim and Nezbeda [107]. It can be clearly seen that the Zhs 
determined by all the van der Waals and the Carnahan-Starling type equations of state 
do not agree at high densities with that determined by perturbation theory. 
The cubic equations of state do a reasonable job of predicting PVT properties of 
real fluids in spite of the incorrect repulsive contribution. It has required a distortion 
in the attractive term in the cubic equations of state to compensate for the deficiencies 
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Figure 3.2 : Hard-sphere compressibility calculations from various equations of state 
as a function of packing fraction and density 
Vertical line marked (a) shows the density of liquid argon at its triple 
point and (b) shows the density at 260 K and 1000 MPa. 
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of the repulsive term. This also explains the fact, that equations of state which used 
the Carnahan-Starling repulsive term along with the Soave attractive term or the Peng-
Robinson attractive term do not perform well. 
Because of their algebraic complexity, the Carnahan-Starling Equation (2.8) or the 
Hall hard-sphere equation [44] could not be used to develop a quartic equation of state. 
As pointed out earlier, the Hall hard-sphere equation of state agreed with the molecular 
dynamic results of Alder et al. [43] at high densities. It was found that a mathematically 
simple term 
p _ RT f3ktRT rep - (V - kof3) + (V - kof3)2 
where 
{3 is the hard-sphere molar volume of the fluid. 
(3.3) 
could be made to fit the molecular dynamics data of Alder et al. [43] closely in the 
packing fraction range of 0.0 to 0.6. Regression was used to determine the constants ko 
and kt. 
The values of ko and k1 so obtained were 1.2864 and 2.8225 respectively. Figure 
3.3 shows the plot of the MD data and the calculated hard-sphere compressibility using 
Equation (3 .3) . It can be seen that Equation (3.3) provides a very good approximation to 
the hard-sphere compressibility data of Alder et al. Because of the algebraic simplicity of 
Equation (3 .3) , it could be used to develop a simple quartic equation of state. Equation 
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Figure 3.3: Hard-sphere compressibility predicted by the proposed equation 
Data source: Alder et al. J. Chern. Phys. ,  33 :1439, 1960. 
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3.2 Development of an Empirical Attractive Term 
The contribution to the pressure due to attractive forces between the molecules has 
been modelled in perturbation theories using series expansions in densities. The alge-
braic complexity of these series expansions in densities prevented them from being used 
with the proposed hard-sphere equation to form a quartic equation of state. Hence, a 
functional form had to be selected for the attractive term of the equation of state. In 
order to determine a functional form which could represent attractive forces, the follow-
ing approach was used. Using real fluid data for argon and hard sphere compressibilities 
calculated using Equation (3.3) ,  plots of Zatt vs p* ( reduced density) were prepared for 
various reduced temperatures. 
where 
Zatt is the attractive contribution to the compressibility, 
Zexp is the experimental compressibility value. 
Zhs is the hard-sphere contribution to the compressibility, and is given by : 
where 
V ktfJV 







( 1  - ko/3* p*)  ( 1  - ko/3* p*)2 
V is the molar volume of argon, 





Pc is the critical molar density of argon, 
(3* = f3Pc is the reduced hard-sphere volume of argon. 
Figure 3.4 shows such a plot for argon for different reduced temperatures. Nonlinear 
regression was used to chose one out of several functional forms that gave the best fit to 
these curves. The functional form was chosen to be dependent on the reduced density 
and reduced temperature only. Only the functional forms that would lead to a quartic 
equation of state, when used with the proposed hard-sphere Equation (3.3) ,  were used. 
The functional form for Zatt given by 
(aV2) cV Zatt = - (V + d)(V + e) (V - kof3) + (V + d)(V + e) 
where 
d and e are substance dependant constants, and 
a and c are substance dependent parameters which are functions of 
the temperature. 
(3.7) 
gave the best fits. During the early stages a, c, d, and e were parameters estimated by 
the nonlinear regression. Thus the equation of state used in the early stages was 
p _ RT (3k1RT _ aVRT cRT 3 8 - (V - kof3) + (V - kof3)2 (V + d) (V + e) (V - kof3) + (V + d) (V + e) ( . ) 
Equation (3 .8) can be written in another, more convenient form 
p = RT + f3k1RT 2 (V - kof3) (V - k0(3) 
aV + kof3 c (3.9) (V + d) (V + e) (V - kof3) 
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Figure 3 .4 :  Attractive compressibility as a function of reduced temperature for argon 
where 
a (a - c) RT 
c = cRT 
Equation (3.9) can be rewritten as a quartic equation in the volume V of the fluid as 
shown below : 
where 
q3 = (-2ko,B + ( d + e) - EJ) 
(RT ) a q2 = p (,8 ( ko - k1 ) - d - e) + ko,B ( ko,B - 2( d + e)) + de + p 
( 2 2 RT ) ko ,8 ( RT ) ql = (d + e) k0,8 + p-,B (ko - kl )  + -p(c - a) - de p- + 2ko,B 
RT 2 2 ( c ) qo = p-,8 (de (ko - kl)) + k0,B de - p 
(3 .10) 
(3. 1 1 ) 
(3 . 12) 
(3 .13) 
(3.14) 
The parameters a, ,8, c, d, and e could be related to the critical properties of a fluid 
by applying the critical point criteria (2 .5) and (2 .6) to Equation (3 .9) and solving the 
resulting equations simultaneously. Hard-sphere volumes of fluids could be obtained 
alternatively from Bondi's volume. Figure 3.5 shows the linear relationship between 
Bondi's volume and the critical volume of some simple and normal fluids. The slope 
of the best line fitted through the data, shown in Figure 3.5, was 0 .181 . Since Bondi's 
volume is the hard-sphere volume at 0 K,  the hard-sphere volume of a fluid was selected 
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Figure 3.5: Plot of Bondi 's volume vs. critical volume. 
Data Source: Daubert, et . al. Physical and Thermodynamic Properties 
of Pure Chemicals. , Vols 1-4, Hemisphere Publishing Corp . ,  1989. 
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of the fluid. That is, the value of /3 at Tr = 1 .0 was fixed to 0 . 165 Vc, where Vc is the 
critical volume of the pure component. 
Fixing the value of /3 left only a, c, d, and e to be determined. As mentioned earlier, 
these parameters could be related to the critical properties of the fluid. There were four 
parameters to be estimated from the Equation (3.9), (2.5) and (2.6) . It was decided to 
leave e as a parameter to be fixed later and obtaining a, c,  and d from the chosen value 
of e .  Applying the critical constraints (2.5) and (2.6) on the proposed quartic Equation 
(3.9) gave the following relations between the various parameters in the equation of 
state. 
3Z� + (nd - 10konf3 - 1)Z� 
+ ( -3kon{3nd + 12kan� + 3kon{3)z; 
+ (3kan�nd - 6k5n� - 3kan�)Zc 
+ ( -k5n� - kokln�)nd + kgn! + (k5 - k6k1 )n� 
ne = --�----(�----------------------�----� ( Zc - ko0!3 )3 - k1 n!3nd - kok1 0�) 
8Z� + (30e + 30d - 12ko0{3 - 3)Z; 
+ ( -3konf3ne - 3kon!3nd + 6kan� + 3kon!3)Zc 
+ ((kon!3 + 1)nd + kan� + klnf3)ne 
+ (kan� + k1n{3)nd - k5n� + (kok1 - ka)n� 






n.a = �:: is the dimensionless hard sphere volume parameter' 
nc = ��f2 is the dimensionless c parameter' c 
na = .R��1 is the dimensionless a parameter, c 
ne = Af� is the dimensionless e parameter, 
nd = �:; is the dimensionless d parameter' 
Zc is the critical compressibility of the fluid, 
f3c ,  ac , and Cc are the values of the parameters f3 , a, and c, respec-
tively, at the critical temperature of the fluid.  
Appendix A describes the general theory of quartic equations and gives an alternative 
and much simpler procedure for deriving Equations (3. 15) through (3.17) .  
3.3 Identification of Roots 
A quartic equation poses the problem of as�igning the roots obtained after solving the 
equation of state. Although an analytical solution can be found for a quartic equation, 
a polynomial root finding routine was used to solve the quartic Equation (3.10) .  It 
was found that the following set of rules could be applied for the assignment of roots 
obtained by solving Equation (3.10) .  
1 .  For subcritical temperatures : 
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(a) The largest root in volume corresponds to the molar volume of the vapor 
phase. 
(b) The smallest root which is positive and greater than .J2 times the hard-sphere 
volume corresponds to the molar volume of the liquid phase. 
2. Critical and Supercritical temperatures : 
The largest root in volume corresponds to the molar volume of the single phase. 
In addition, at all the valid roots to the quartic equation the derivative of pressure with 
respect to volume was required to be negative. It was found that this condition was 
never violated while developing the quartic equation of state (3.9). The above set of 
rules were used in the final nonlinear regression routines. 
A temperature dependence was incorporated in the parameters {3, a, and c. The 
temperature dependence of {3 was chosen to be 
f3 = f3c { exp [ -0.03125 ln (Tr) - 0.0054 �n (Tr )]2] } 3 (3.18) 
where 
f3c is the hard-sphere volume at the critical temperature. 
The temperature dependence used here was very similar to that used by Aim and 
Nezbeda [107] .  Aim and Nezbeda used Equation (3.18) with the triple point of the fluid 
as the reference temperature. The temperature dependence of {3 was assumed to be 
independent of the nature of the fluid. 
The temperature dependence of a and c was to be determined so as to give the best 
calculation of various thermodynamic properties of a pure fluid. Thus for a given pure 
fluid the parameters e and d and the temperature dependence of a and c were to be 
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obtained by regression. Various functional forms for the temperature dependence of a 





2 3] 2 
1 + X 2 ( 1 - ffr) + X 3 ( 1 - ffr) + X 4 ( 1 - ffr) 
for Tr � 1 
[ 
2 3] 2 
1 + X 2 ( 1 - ffr) + X s ( 1 - ffr) + X 6 ( 1 - ffr) 
for Tr > 1 
ac is the value of a at the critical temperature of the fluid, 




(3 .21 )  
The functional form chosen for a (Tr) was such that i t  is continuous at Tr = 1 and 
the first derivative of a (Tr) with respect to temperature is continuous at Tr = 1 .  The 




Cc is the value of c at the critical temperature of the fluid, 
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X 7 is a constant to be determined by nonlinear regression. 
Thus the constants X2, X3, X4 , X5, X6, and X7 had to be determined for various 
fluids. In order to perform the nonlinear regressions two other characteristic properties 
of the fluid had to be specified .  The critical temperature had to be specified to get 
reduced temperatures used in Equations (3.20) and (3.23) .  The critical volume of a 
fluid had to be specified in order to obtain a value for /3. 
3.4 Nonlinear Regressions 
A secant-based nonlinear least squares technique [109] was used in the initial non-
linear regressions. The following objective function was minimized using nonlinear re-
gression 
OBJl = I:  ( ( !1:�i ) 2 + ( �P�i) 2 + (�P.li) 2) + i: (�Pgi ) 2 i=l s1 Ps1 Pll j=l PgJ (3.24) 
where 
N1 is the number of saturation data points in the two phase region, 
N2 is the number of density data points in the single phase (gas) 
region, 
Psi is the saturation pressure, 
Pvi is the vapor density, 
Pli is the liquid density, 
p9j is the gas density, 
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A Psi = ( P;rlc - P!ata) is the error in the saturation pressure, 
APvi = (P�ilc - p�ita) is the error in the vapor density, 
APli = (Pif1c - pfrta) is the error in the liquid density, and 
Ap9j = (P�ilc - p:ita) is the error in the gas density. 
In the two phase region, the saturation pressure, the saturated vapor density and 
the saturated liquid density were obtained by equating the fugacity of the two phases 
to be equal. That is, 
fv = fz (3.25) 
where 
fv is the fugacity of the vapor phase, and 
!I is the fugacity of the liquid phase. 
The saturation pressure at a given temperature was determined by an iterative process 
until the vapor and liquid volumes, obtained on solving the quartic equation of state, 
satisfied Equation (3.25). The Newton-Raphson method was used to determine the 
saturation pressure at a given temperature. The fugacity for the proposed quartic 
equation of state is given by 
RT ln l p
f I = -RT l (V - kof3) + ktf3RT n V (V - ko/3) 
(ad - k0f3c) 1 ( V + d ) + (ko/3 + d) (e - d) n V - k0f3 
( ae - k0f3c) ( V + e ) - (ko/3 + e) (e _ d) ln V _ ko/3 - RT ln Z + RT (Z - 1 ) (3 .26) 
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where 
f is the fugacity of the fluid. 
The objective function (3.24) was not a smooth function of the constants being 
estimated. This was due to the fact that certain values of the constants could result in 
1. Failure to obtain valid root( s) upon solving the quartic equation. That is, two 
valid roots could not be found in the two phase region or one valid root could not 
be found in the single phase region. 
2. Failure to calculate the fugacity or enthalpy for the pure component . This re­
sulted mainly because certain values of constants caused the programs to take the 
logarithm of a negative number. 
3. Failure of the Newton-Raphson procedure to converge in 300 iterations in order 
to satisfy Equation (3.25) in the two-phase region. 
Additionally, it was found that the objective function had a number of local minima 
and the nonlinear least squares routine often converged to one of these local minima. A 
fortran routine was written to implement the Nelder-Mead simplex [1 10, 1 1 1] algorithm 
for the purpose of nonlinear regressions. The Nelder-Mead method is a direct search 
method used for finding the minimum of a function. The method is well suited for 
discontinuous or non-smooth functions. The Nelder-Mead method proved useful to get 
out of a local minimum and move towards a better minimum. However, the method 
had very a very slow rate of convergence and required a very large number of function 
evaluations. Thus, the Nelder-Mead method was used to move outside of the local 
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minima region and the secant-based method used from there on to rapidly converge to 
the final minimum. 
During the early stages of the development of the EOS the critical compressibility of 
a real fluid was set equal to the experimentally observed value. Whereas, good density 
calculations could be obtained, calculations of the second virial coefficient had large 
errors in them. It became obvious that the quartic equation of state was incapable of 
accurately determining density, the second virial coefficient and the critical compress­
ibility of a fluid at the same time. This is also true, to some degree, for the popular 
cubic equations of state. 
The CCOR equation calculates orthobaric liquid densities very well for most fluids. 
The calculations for the two-phase envelope by the CCOR EOS for nitrogen can be 
seen in Figure 3.6. Orthobaric liquid density calculations are very good compared 
to the Peng-Robinson EOS up to the critical point. The CCOR EOS predicts the 
critical compressibility of a fluid exactly. Figure 3. 7 shows the second virial coefficient 
calculations for Nitrogen by the CCOR EOS. It can be seen that the CCOR equation 
of state has the correct functional form needed to accurately determine the critical 
compressibility, orthobaric liquid densities and the second virial coefficients. However, 
density calculations are very poor, particularly, at temperature slightly above the critical 
temperature. Figure 3.8 shows the P - p - T calculations by the CCOR EOS and the 
Peng-Robinson EOS for nitrogen. It appears that the CCOR EOS achieves a remarkable 
performance at the critical point of the fluid at the expense of accuracy at temperatures 
slightly above the critical and high pressures. 
Martin [ 1 1) has shown that the second virial coefficient of a fluid at its critical 
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Figure 3 .8 :  CCOR calculation of second virial coefficient of nitrogen. 




Bvir,c is the second virial coefficient at the critical temperature of 
the fluid. 
He showed that the constant had a value of 0.62 ± 0.1 for 39 different fluids. The 
new quartic EOS was not capable of satisfying equation (3.27) and determine various 
physical and thermodynamic properties accurately. 
It is well known [112] that an analytical equation of state cannot represent the critical 
region of a fluid accurately. Hence, instead of attempting to change the functional form 
of the quartic EOS to satisfy the experimental critical compressibility, the constraints on 
the critical compressibility were completely removed. This implied that the Equations 
(3 .16) ,  (3 .15) ,  and (3. 17) could not be used. Hence, a, c, d, and e were left as parameters 
to be obtained by regressions without any constraints on them. 
Initial parameter estimations were performed using only P-p-T data for pure fluids. 
The results of the parameter estimations showed that the density predictions over the 
entire P and T region were good.  However, second virial coefficient and residual enthalpy 
calculations (particularly at Tr > 3 ) were not very good. The residual enthalpy for the 
quartic EOS is given by Equation (3.28) , and the second virial coefficient by Equation 
(3.29). 
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RT2 (3' ( ko + kt ) (a + c )T k�(3' (3 kt kof3' (3 RT2 - (V - kof3) 
+ (kof3 + e) (kof3 + e) (V - kof3) - (V - k0(3)2 
_ { ( a'T - a) d - ko [ ( c' (3 + c(3') T - cf3] _ T kof3' (ad - ckof3) } 
( e - d) ( kof3 + d) ( e - d) ( k0(3 + d? 
( V + d ) X ln V - kof3 
+ 
{ ( a'T - a) e - ko [( c' (3 + c(3') T - cf3] _ Tk0(3' ( ae - ckof3) } 
(e - d) (kof3 + e) (e - d) (k0(3 + e)2 
( V + e ) x ln V - kof3 
+ (PV - RT) 
a 
Bvir = (ko + kt) (3 - RT 
(3 .28) 
(3.29) 
Second virial coefficient data and high temperature residual enthalpy data were used, 
along with density data for parameter estimation. Second virial coefficient data was 
generated using reported correlations developed for each pure fluid [ 1 13] .  Hence, the 
new objective function to be minimized was given by : 
where 
N3 is the number of Hv data points in the two phase region, 
N4 is the number of residual enthalpy data points, 
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H vk is the enthalpy of vaporization, 
H rl is the residual enthalpy, 
Bvir m is the second virial coefficient, 
D.H rl = ( H�ilc - H!,ata) is the error in the residual enthalpy, 
D.H vk = ( n;r/c - H!�ta) is the error in the vaporization enthalpy, 
D.Bvir m = ( B�i;cm - B�f:':n) is the error in the second virial coeffi-
cient . 
The equation of state had too many constants to be estimated for every fluid. The 
idea was to eventually obtain constants for several simple and normal pure fluids and 
make an attempt to correlate them to some characteristic property of the fluid. The law 
of corresponding states of fluids states that behavior of simple fluids can be completely 
specified by two parameters . These two parameters are the size parameter and the 
energy parameter. The size parameter can be represented by the hard-sphere volume 
of the fluid. The energy parameter is representative of the attractive forces between 
molecules. The critical temperature of the fluid may be used to represent this parameter. 
In order to characterize normal fluids which no longer have a spherical shape, a third 
parameter needs to be specified. Pitzer's acentric factor (w) was chosen as the third 
parameter needed to characterize normal fluids. The acentric factor of a fluid can be 
calculated by the equation 
(Ps ) w = - log10 -Pc T/Tc=0.7 
(3 .31 )  
where 
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P8 is the saturated vapor pressure of the fluid at a reduced temper­
ature of 0.7 .  
The various constants of the equation of state were obtained for a few simple and 
normal fluids. Several conclusions were drawn based on regressions for individual fluids. 
They were 
1 .  The constants were highly cross-correlated. 
2. Two or more different sets of constant estimates were equally good at minimizing 
the objective function. 
3. Some constants became statistically insignificant for some fluids. 
Constants such as X1 often became statistically insignificant for a fluid like n-butane. 
This was due to the fact that density data available for regressions was for temperatures 
less than 1 .5 Tr. It can be seen by looking at Equation (3.20) that the value of X1 would 
not have a significant effect on the value of a. This coupled with the high degree of 
cross-correlation between the constants, made attempts to obtain a correlation between 
an individual constant and the acentric factor of the fluid very difficult . 
To overcome this problem, the estimation of constants for several fluids was un­
dertaken at the same time. The constants X2 through X7 were assumed to be linear 
functions of w as shown in Equation (3.32) .  
Xi = Xit + Xi2 w for i = 2,3,4,5,6 and 7 (3.32) 
The parameter d was assumed to be zero and the reduced parameters an er and Cr were 
assumed to be quadratic functions of w. The parameters a, b and c are related to the 
48 
reduced parameters as follows: 
acPc ar = R Tc 
CePe Cr = R Tc 
er = e Pc 








The hard-sphere volume was fixed to a constant times lfc at the critical temperature 
of the fluid and had a temperature dependency as described in Equation (3 .18) .  Thus, 
multiproperty regression, using physical property data and thermodynamic data of six-
teen simple and normal fluids, was to be used to determine all the constants needed to 
completely specify the equation of state. 
This chapter provided in detail the methodology used to develop the quartic equation 
of state. An algebraically simple term was used to model the repulsive forces between 
molecules . This term modeled the repulsive forces correctly as it used the correct hard-
sphere volumes of the molecules . The attractive forces between molecules were modelled 
using an empirical term. The resulting equation of state was a quartic equation in the 
volume of the fluid. The quartic equation of state had five parameters, one of which 
was eliminated. Three of the remaining four parameters, {3, a and c, were functions 
of temperature. The fourth parameter, e, was independent of temperature. In order 
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to generalize the equation of state to normal fluids, the parameters a, c, and e were 
assumed to be functions of the acentric factor of the fluid. All fluids were assumed to 
have a temperature-dependent spherical hard-core. The temperature-dependency of the 
hard-sphere volume did not depend on the nature of the fluid. Finally, the equation of 
state was set up so that the constants that describe the dependence of the parameters 
a, c, and e on the temperature and the acentric factor of the fluid, could be determined 
using multiproperty regressions. 
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CHAPTER 4 
Results and Discussion 
This chapter deals with the results of multiproperty regressions performed to deter­
mine the various constants used in the generalized equation of state. Pure fluid data 
of sixteen simple and normal fluids was used to obtain the constants. The resulting 
equation of state was tested for three additional fluids. The new equation of state re­
produces P - p - T and thermodynamic properties of simple and normal fluids very 
well. Comparision of the new equation of state was done with the Peng-Robinson and 
Kubic's quartic equation of state. The new equation of state is remarkably superior to 
both the equations of state. 
The various constants of the new equation of state were estimated using P - p - T, 
heat of vaporization, residual enthalpy and second virial coefficient data of sixteen 
pure fluids. Table 4 .1  shows the fluids and the range of data and their sources used 
in obtaining the constants. A detailed table of the different thermodynamic properties 
used in the regressions for each of the fluid can be obtained from Appendix B .  Table 
4.2 shows the pure component properties used during the regressions. Pure component 
properties are taken from Reid et al. [120) .  The final set of constants so obtained 
is presented in Table 4.3. The equation of state is completely specified by the set 
of Equations (3.9), (3.19), (3.20) ,  (3.22) ,  (3.23), (3.18) and Equations (3.32) through 
(3.39). 
Another set of constants for the equation of state gave a remarkable improvement 
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Table 4 . 1 :  Pure component data used in regressions and their sources 
Fluid Temperature Pressure Source 
range (K) range (MPa) 
Argon 84 - 1000 0 - 100 [114) 
Krypton 1 16 - 1000 0 - 100 [1 15] 
Xenon 164 - 1000 0 - 100 [1 15) 
Oxygen 56 - 1000 0 - 100 [115] 
Nitrogen 64 - 1000 0 - 100 [1 16] 
Methane 100 - 600 0 - 100 [1 1 7) 
Ethane 140 - 600 0 - 100 [1 1 7] 
Propane 170 - 600 0 - 100 [1 1 7] 
n-Butane 130 - 600 0 - 70 [1 1 7] 
Carbon Dioxide 220 - 1000 0 - 100 [1 18] 
n-Pentane 299 - 455 [1 19] 
n-Hexane 266 - 494 [1 19] 
n-Octane 277 - 533 [1 19] 
n-Nonane 253 - 573 0 - 20 [1 15] 
n-Decane 263 - 393 0 - 10 [1 15] 
n-Undecane 303 - 573 0 - 100 [1 15] 
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Table 4.2: Pure component physical properties of the fluids used in the regressions [ 120] . 
Fluid Critical Critical Acentric 
Temperature (K) Volume ( dm3 /mol) Factor 
Argon 150.8 0 .0749 0.001 
Krypton 209.4 0.0912 0.005 
Xenon 289.7 0 .1 184 0.008 
Methane 190.4 0.0992 0.0 1 1  
Oxygen 154.6 0 .0734 0.025 
Nitrogen 126.2 0.0898 0.039 
Ethane 305.4 0. 1483 0.099 
Propane 369.8 0 .203 0. 153 
n-Butane 425.2 0.255 0 .199 
Carbon dioxide 304.1 0.0939 0.225 
n-Pentane 469.7 0.304 0.251 
n-Hexane 507.5 0.370 0.299 
n-Octane 568.8 0.492 0.398 
n-Nonane 594.6 0.548 0.445 
n-Decane 617.7 0.603 0.489 
n-Undecane 638.8 0.660 0.535 
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Table 4.3 : Equation of state constants obtained by regressions (Quartic A) 
Parameter Parameter 
aro 1 .84713 X21 0.14988 
arl -0.05218 X22 0.97848 
ar2 1 .06446 X31 -0.32379 
Cro 1 .78336 X32 1 .84591 
Crt -1 .29690 X41 0 . 14833 
Cr2 2.78945 X42 -3.46693 
ero 0.63189 Xst 0 .1 1048 
erl -0.81660 Xs2 0.57743 
€r2 3.25246 X61 0.02581 
x62 -0.02700 
f3; 0.165 Xn -0.77357 
ko 1 .2865 Xn -1 .45342 
k* 1 2.8225 d* 0 .0000 
* These quantities were kept fixed during regressions. 
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in liquid density calculations. This set of constants was obtained when the hard core 
volume to fixed as 0.175 Vc· The values of this second set of constants are given in Ap­
pendix C.l .  The quartic EOS with the first set of constants (Table 4.3) will be referred 
to as Quartic A and the quartic EOS with the second set of constants (Appendix C . l )  
will be  referred to  as Quartic B .  The overall AAD and sum of squares summary for the 
two quartics has been presented in Table 4.4. The overall sum of squares shown in Table 
4.4 is the minimum value of the objective function (3 .30). It can be seen that Quartic 
B is better than Quartic A only as far as liquid density and gas density calculations are 
concerned. Quartic B shows reduced accuracy for all the other properties. 
Comparison between the two EOS's Quartic A and B shows that both of them are 
almost identical in the supercritical region. Figure 4.1 shows the density calculations 
by both the EOS's for Nitrogen. Figure 4.2 shows the two-phase envelope calculations 
for Argon. Quartic B does not perform as well as Quartic A in the critical region. 
As pointed out in the previous chapter, the critical compressibility calculated by the 
quartic EOS was not constrained in any way. Also, pure fluid data near the critical point 
were not used in obtaining the set of constants of the EOS. Hence, the new EOS's do 
not perform particularly well near the critical point of the fluid. Evidently, the critical 
compressibility calculated by Quartic B is larger than that calculated by Quartic A. 
As Quartic B is not as accurate as Quartic A in the critical region, the latter was 
accepted as the new EOS. The figures shown in this chapter are representative of the 
superior performance of the new EOS. The density calculations in the supercritical 
region by Quartic A for Carbon Dioxide can be seen in Figures 4.3. Pressure-density 
diagrams such as Figure 4.3 cannot show the performance of the EOS at low pressures. 
However, log-log plots of pressure versus density such as Figure 4.4 show that the new 
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Table 4 .4 :  Overall sum of squares and AAD summary for the regressions 
Thermodynamic Quartic A Quartic B 
property AAD (%) AAD (%) 
Psat 1 .56 2 .06 
Psv 1 .75 1 .89 
PI 3.46 2.05 
Hvap 2.00 2.47 
Pg 0.61 0.55 
Hr 3.92 4 . 11  
Bvir 5.15 5.44 
Quartic A Quartic B 
Sum of Squares 8 .11  8.35 
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Figure 4 . 1 :  Pressure- density calculations for N itrogen. 
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Table 4.5: Pure component physical properties of fluids used in testing the equation of 
state [120) . 
Fluid Critical Critical Acentric Data 
Temperature (K) Volume dm3 /mol Factor Source 
Carbon 
Monoxide 132.9 0.0932 0.066 [121) 
Ethylene 282.4 0. 1304 0.089 [122) 
Benzene 562.2 0.259 0.212 [123) 
EOS is accurate over a large pressure and density range. 
The two-phase envelope calculations for ethane and n-octane can be seen in Figures 
4.5 and 4.6. Figures 4. 7 and 4.8 show the residual enthalpy calculations for oxygen and 
n-Butane. Figure 4.9 shows the second virial coefficient calculations for various fluids. 
The new EOS (Quartic A) does not reproduce the second virial coefficients with high 
accuracy at subcritical temperatures. Figure 4.10 shows the vapor pressure calculations 
for n-Nonane by EOS Quartic A. The performance of Quartic A is outstanding for all 
the properties except the second virial coefficient at subcritical temperatures. 
The new EOS was tested for three fluids which had not been used in regressing the 
constants : Carbon monoxide, Ethylene and Benzene. Using the three parameters 
of the pure fluids, given in Table 4.5, the new EOS (Quartic A) determined P - p - T 
behavior for these three fluids remarkably well. Figures 4 . 1 1 ,  4 .12 ,  4 .13 and 4. 14 show 
the various density and thermodynamic property calculations for these fluids. 
Table 4.6 shows the critical points of some fluids calculated from Quartic A. These 
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Table 4.6: Calculated critical properties using Quartic A 
Fluid Critical Critical Critical 
Pressure Temperature Density 
MPa % Error K % Error molfdm3 % Error 
Argon 5.278 8.38 152.90 1 .39 12 .42 -6.97 
Methane 5.038 9.52 193. 16 1 .45 9.40 -6.75 
Nitrogen 3.696 9.03 128. 1 7  1 .56 10.38 -6.74 
n-Butane 4.254 1 1 .95 433.71 2.00 3.56 -9.26 
C02 8. 1 70 10 .70 310.20 2.01 9.59 -9.95 
n-Heptane 2.933 7.04 550.58 1 .90 1 .99 - 14.12 
(ccalc - cexp) 
% Error = cexp 100 
where 
cexp is the experimental critical property, 
ccalc is the calculated critical property 
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tions (2.5) and (2.6) .  The critical temperature calculated by the quartic EOS is ap­
proximately 2 % greater than the true critical temperature of the fluid. The proposed 
rules used for the identification of roots (section 3.3) can lead to large errors in the 
temperature range 1 .0 Tr to 1 .03 Tr and density range of 0 .8pc to 1 .2Pc· 
Comparision of the new EOS with the Peng-Robinson equation of state and Kubic's 
quartic equation were made. The performance of the new EOS is substantially better 
than either of them. Both, the PR and Kubic EOS's overpredict densities at high 
pressures and supercritical temperatures. Density calculations for argon at supercritical 
temperatures by all the equations of state can be seen in Figure 4.15.  At temperatures 
above 3Tr all the equations of state seem to perform equally for all fluids. 
At subcritical temperatures, the new EOS performs better particularly for liquid 
density calculations. For argon, the PR equation predicts too high a liquid density at 
lower reduced temperatures as seen in Figure 4.16. For normal hydrocarbons, as the 
chain length of the molecules increases from methane to n-octane, the performance of the 
PR EOS becomes comparable to that of the new EOS for orthobaric liquid densities and 
saturated vapor pressures . Figure 4. 17  compares the two-phase envelope calculations 
for the various equations of state with the data for n-butane. The new EOS outperforms 
the PR and the Kubic's quartic EOS in the compressed liquid region as seen in Figure 
4. 18.  Kubic's EOS shows incorrect orthobaric liquid density calculations at low reduced 
temperatures as shown in Figure 4.19. Figure 4.20 shows the large errors in saturated 
vapor pressure calculations by the Kubic EOS for propane at Tr < 0.5. 
Table 4. 7 shows the AAD summary for various physical and thermodynamic proper­
ties calculated by Quartic A, the Peng-Robinson and Kubic's quartic equation of state. 
The AAD summary was generated using the data of all the sixteen fluids used in the 
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Table 4.7 :  Comparison of physical and thermodynamic property AAD summary 
Thermodynamic Quartic A Peng-Robinson Kubic's Quartic No. of Data 
property AAD (%) AAD (%) AAD (%) points 
Psat 1 .52 1 .31 1 18.3 409 
Psv 2.00 2 .20 130.0 409 
Pt 3.46 6.31 5 .78 581 
Pg 0.60 1 .67 1 .58 2763 
Bvir 6.09 46.46 48.04 537 
Hr 4.03 22.27 13 .18 1204 
regressions. It can be seen from Table 4. 7 that Quartic A is remarkably superior to the 
other two equations of state. The Peng-Robinson equation of state is slightly better 
than quartic A with regards to saturated vapor calculations. Kubic's quartic equation 
shows large AAD's for saturated vapor pressures and saturated vaopr density calcu­
lations.  As pointed out earlier, these large errors arise only at Tr < 0.5. It is not 
surprising to find a large improvement in second virial coefficient and residual enthalpy 
calculations. This is because some second virial coefficient and residual enthalpy data 
was used in the regressions performed to obtain the constants of the new equation of 
state. Thus, on the whole the new equation of state (Quartic A) is more accurate than 
the Peng-Robinson and Kubic's quartic equation of state. 
The EOS (Quartic A) needs w in addition to Tc and Pc·  It might appear that the 
value of the critical pressure, Pc, has to be known. This would be so because the critical 
pressure of a fluid is needed for the calculation of w. The critical density of a substance 
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is much more difficult to measure experimentally than its critical pressure. Hence, the 
critical pressures of a large number of substances have been determined experimentally, 
whereas their critical densities have not been determined. In such cases the quartic 
equation of state can be treated as a Tc , Pc , and w dependent equation of state by 
using the following relationships. 
z; = o.291 - o.ooSw 
V* 
_ z;RTc 
c - Pc 
where 
z; is the calculated fluid compressibility, and 
vc· is the calculated fluid critical volume. 
( 4 . 1 )  
Thus, an approximate value for Vc can be obtained from the value of Pc and w. This 
approximate value of Vc can be used along with Tc and w to calculate thermodynamic 
and physical properties of a fluid. The equation of state that used used the approximate 
value of Vc, with the constants given by those for Quartic A (Table 4.3), will be called 
Quartic C. Appendix D gives an detailed comparisons of the AAD's for various thermo-
dynamic properties by the different equations of state. It can be seen from Appendix D 
that Quartic C is as good as Quartic A. For simple and normal fluids, where Equation 




Conclusions and Recommendations 
The generalized quartic equation of state, developed for pure fluids, is remarkably 
superior to the existing cubic and quartic equations of state. The repulsive interactions 
between molecules were modelled using a mathematically simplified approximation of 
accurate hard sphere equations of state. An empirical term was used to model the 
repulsive interactions. The new equation of state is a general equation and can be used 
for a number of simple non-polar or slightly polar fluids and normal fluids. The equation 
of state requires only three properties of a fluid to determine the various physical and 
thermodynamic properties over a wide temperature and pressure range. These three 
properties are the critical density, the critical temperature and the acentric factor of 
the fluid. Various constants in the equation of state were determined using nonlinear 
regressions and properties of 16 pure fluids. 
The new equation of state is theoretically more correct as it attempts to model 
the attractive and repulsive forces between molecules accurately. One of the roots 
of the quartic equation is always less than the close packed volume of the fluid and 
thus it has no physical meaning. The remaining three roots behave like the roots of a 
cubic equation. Thus, the roots of the new equation of state can be found easily and 
assigned unequivocally. The equation of state assumes a spherical hard core and a fixed 
temperature dependence of the hard core volume for all molecules. 
The quartic equation of state was tested for temperatures up to 1000 K and pressures 
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up to 100 MPa. It was found to be more accurate than the Peng-Robinson and Kubic's 
quartic equation of state, particularly, at high pressures. The performance of the new 
equation of state is not quite so accurate near the critical point of the fluid. This is 
because the predicted critical compressibility of the fluid is about 10 % larger than the 
experimentally observed value. Large errors in density calculations may result in the 
near critical region ( within ±3% of Tc and ± 10% of Pc)· This is a small region in the 
P -p-T space where the equation of state is less accurate. The remarkable performance 
of the equation of state in the remaining P - p - T space makes the equation of state 
attractive for use. 
For an equation of state to calculate accurate thermodynamic and physical properties 
of a fluid it does not have to be mathematically complex. Mathematical approximations 
together with correct interpretation and understanding of physical phenomena can lead 
to a simple, yet accurate equation of state. 
Recommendations 
The recommendations for future work on the quartic equation of state are 
1 .  Test the equation of state for a large number of pure fluids. This would include 
about 30 fluids which are nonpolar or slightly polar. 
2. Extend the equation of state to polar fluids. 
Polar fluids have dipole moments which lead to additional attractive forces be­
tween molecules. The dipole moment could be used as the fourth property in 
addition to the critical volume, critical temperature and acentric factor to charac­
terize polar fluids. The equation of state parameters a and c can be made functions 
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of dipole moments. Regressions with polar fluid data can be used to determine 
the dependence of a and c on the dipole moment. 
3. Extend the equation of state to mixtures. The van der Waals one fluid mixing 
rules may be used readily to test the EOS's performance for mixtures. 
4. Mathematically show that the fourth root of the quartic EOS will have no physical 
meaning for a wide range of fluids, fluid mixtures, pressures, temperatures and 
densities. Fourier and Budan's theorem or Sturm's theorem [124] may be used 
to do this. The exact number of real roots in a given interval can be determined 
using Sturm's theorem. Both the methods rely on the sign and magnitude of the 
coefficients of the quartic polynomial. As the coefficients of the quartic EOS are 
functions of temperature and pressure, it is not an easy task to use these theorems 
over a large range of temperatures and pressures. 
5. The hard core volume of a fluid was fixed to a constant times the critical volume 
of a fluid. The temperature dependence of the hard sphere volume of the fluid 
was assumed to be independent of the nature of the fluid. Dependence of both 
these quantities on the nature of the fluid may present a more realistic approach 
to extending the equation of state to different types of fluids. 
6. Temperature dependence of the parameters a needs to be modified to correct for 
the less accurate second virial coefficient calculations at low reduced temperatures. 
At subcritical temperatures the second virial coefficient becomes more negative 
rapidly as the temperature decreases. The functional form used for a is not capa­
ble of such an rapid decline with decreasing temperatures. A different functional 
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Theory of Quartic Equations 
Several authors [125] , [124] , [126] have discussed and reviewed the properties of a 
quartic equation. Ferrari and Descartes independently proposed techniques to solve 
the quartic equation analytically. Both the techniques lead to the same results. The 
analytical solution of the quartic equation is described below. Consider the quartic 
equation 
lx4 + 4mx3 + 6nx2 + 4ox + p = 0 
Equation (A. 1 )  can be transformed using the substitution z = lx + b to 
z4 + 6H z2 + 4G z + 2 /  I - 3H2 = 0 
where 
H = ln - m2 











J = lnp + 2mno - lo2 - pm2 - n3 (A.7) 
Let 8t , 82 , and 83 be the three roots of Equation (A.6). The solution for z is given by 
where 
z1 = lx1 + m = +Vm2 - In +  J281 + Vm2 - In +  J282 
G 
z2 lx2 + m = - Jm2 - ln + !281 + Jm2 - ln + !282 
+ 
G 
2v'm2 - ln + !281 vm2 - ln + /282 
z3 lx3 + m = + Vm2 - ln + J281 - Jm2 - In +  !282 
+ 
G 
2v'm2 - ln + P81 v'm2 - ln + l282 
Z4 lx4 + m = - Jm2 - ln + l281 - Jm2 - In +  l282 
G 
81 and 82 are any two roots of "reducing cubic" Equation (A.6), 
z1 , z2 , z3 , and Z4 are the four roots of Equation (A.2), and 




(A. l l )  
The roots of the "reducing cubic" can be  easily found analytically. The roots of the 
quartic Equation ( A.l)  satisfy the following relationships also : 
4m 




The nature of the roots obtained on solving depends on the discriminant of the quartic 
equation. The discriminant of a quartic equation is given by 
(A.l4) 
Depending on whether the discriminant is positive, negative, or zero, the following 
conclusions regarding the nature of the roots may be drawn : 
1 .  When � = 0 ,  Equation (A.l )  has equal roots. Four distinct cases may lead to 
this : 
(a) when only two roots are equal, in which case I f. 0 and J i- 0. 
(b) when three roots are equal, in which case I = 0, and J = 0, separately. 
(c) when two pairs of roots are equal, in which case G = 0, and 12 I - 12Jl2 = 0. 
(d) when all the roots are equal, in which case I = 0, J = 0, and II = 0 
separately. 
2. when � < 0 ,  there are two real roots and two complex roots. 
3. when � > 0, the roots are either all real or all imaginary. 
At the critical point of the fluid the quartic equation of state should have at least 
three roots which are equal. In this case condition l (b) must be satisfied, i.e. I and 
J must be equal to zero independently. This provides an alternative set of equations, 
which could be used to correlate the equation of state parameters a, c, d, and e to the 
critical properties of the fluid. Unfortunately, setting I and J equal to zero leads to a 
set of equations which are too complicated to be solved easily. A simple procedure to 
determining the relationship between the equation of state parameters a, c, d, e and the 
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critical properties of the fluid is described below. Assuming that three roots in volume 
are equal at the critical point , the quartic equation can be written as 
(V - Vc)3 (v - v) = 0 
(v3 - 3V2Vc + 3VVC2 - v:n (v - v) = o 
(A.15) 
(A.16) 
Comparison of the coefficients of (A.17) with the quartic equation of state (3 .10) gives 
the following equations : 
q3 = ( -3Vc - v) 
q2 = ( 3Vc2 + 3Vcv) 
qt = (-Vc3 - 3Vc2V) 




(A.21 )  
(A.22) 
Using Equation (A.22) to eliminate V from Equations (A.18) through (A.21)  and solving 
the resulting equations simultaneously gives the same relationships between d, a, e ,  and 
c and the critical properties of the fluid as obtained previously (Equations (3 .15) ,  (3 . 16) 
and (3 .17)) .  Thus, it is not necessary to know the fourth root of the quartic EOS at 
the critical point beforehand. This procedure is simpler and leads to considerable time 
savings when compared with using Equations (2.5) and (2.6) on the quartic EOS (3.9). 
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APPENDIX B 
Detailed description of the pure component data used in regressions 
and their sources 
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Table B .1 :  Detailed description of the pure component data used in regressions and 
their sources 
Fluid Property Temperature Pressure Number of 
Range (K) Range (MPa) Data points 
Argon PIJ 84 - 140 29 
Pllv 84 - 140 29 
/ 
PI 84 - 140 29 
Pg 180 - 1000 0 - 100 344 
Bvir 160 - 740 70 
Hr 400 - 1000 125 
Krypton PIJ 1 16 - 204 44 
Psv 1 16 - 204 44 
PI 1 16 - 204 44 
Pg 250 - 1000 0 - 100 161 
Xenon Ps 164 - 280 30 
Psv 164 - 280 30 
PI 164 - 280 30 
Pg 290 - 800 0 - 100 138 
Bvir 300 - 1000 71 
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Table B . 1  (cont 'd) 
Fluid Property Temperature Pressure Number of 
Range (K) Range (MPa) Data points 
Oxygen Ps 56 - 152 49 / 
Psv 56 - 152 49 
PI 56 - 152 49 
Pg 180 - 1000 0 - 100 225 
Bvir 155 - 1000 91 
Hr 400 - 1000 109 
Nitrogen Ps 64 - 117 54 
Psv 64 - 117 54 
PI 64 - 117 54 
Pg 150 - 1000 0 - 100 330 
Bvir 140 - 720 69 
Hr 200 - 1000 213 
Methane Ps 100 - 180 24 
Psv 100 - 180 24 
PI 100 - 180 24 
Pg 200 - 600 0 - 100 290 
Bvir 200 - 820 58 
Hr 200 - 600 180 
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Table B.l  (cont'd) 
Fluid Property Temperature Pressure Number of 
Range (K) Range (MPa) Data points 
Ethane Ps 140 - 350 18 
Psv 140 - 350 18 
PI 140 - 350 18 
Pg 380 - 600 0 - 100 400 
Bvir 380 - 700 61 
Hr 400 - 600 123 
Propane Ps 170 - 410 22 
Psv 170 - 410 22 
PI 170 - 410 22 
Pg 440 - 600 0 - 70 288 
Bvir 430 - 700 51 
Hr 500 - 600 95 
n-Butane Ps 130 - 300 47 
Psv 130 - 300 47 
PI 130 - 300 47 
Pg 320 - 600 0 - 70 251 
Bvir 310 - 600 49 
Hr 400 - 600 92 
1 10 
Table B . 1  ( cont'd) 
Fluid Property Temperature Pressure Number of 
Range (K) Range (MPa) Data points 
Carbon Pa 220 - 290 36 
Dioxide Psv 220 - 290 36 
PI 220 - 290 36 
Pg 320 - 1000 0 - 100 336 
Bvir 310 - 1000 66 
Hr 320 - 1000 267 
n-Pentane Pa 299 - 455 29 
Psv 299 - 455 29 
PI 299 - 455 69 
n-Hexane Ps 266 - 494 43 
Psv 266 - 494 43 
PI 266 - 494 43 
n-Octane Pa 277 - 533 27 
Psv 277 - 533 27 
PI 277 - 533 27 
n-Nonane PI 303 - 573 0 - 20 42 
Ps 253 - 503 26 
n-Decane PI 313 - 393 0 - 10 48 
Ps 263 - 523 27 
n-Undecane PI 303 - 573 0 - 100 42 
1 1 1  
APPENDIX C 
Equation of State Constants for Quartic B 
1 12 
Table C . 1 :  Equation of state constants obtained by regressions (Quartic B) 
Parameter Parameter 
aro 1.89174 X21 0.13384 
arl 0.10750 X22 0.93831 
ar2 0.36104 X at -0.27418 
Cro 3.83684 Xa2 2.34329 
Crt -1 .52948 X41 0.06054 
Cr2 2.86499 X42 -3.83132 
ero 0.95260 Xst 0.12630 
erl -0.96445 Xs2 0.53155 
er2 2.23649 Xst 0.02886 
d* 0.0000 Xs2 -0.04436 
fl: 0 .175 Xn -0.54554 
k* 0 1 .2865 x12 -0.63484 
ki 2.8225 
* These quantities were kept fixed during regressions. 
The equation of state is completely specified by the set of Equations (3.9), (3.19), (3.20), 
(3.22), (3.23), (3.18) and equations (3.32) through (3.39). 
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APPENDIX D 
Comparison of Average Absolute Deviations of Various Physical and 
Thermodynamic Properties Calculated using Different Equations of 
State 
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Table D.1 :  AAD's calculated using different equations of state 
Quartic A Quartic C Peng-Robinson Kubic 
Fluid Property AAD AAD AAD AAD No. of 
(%)  (% )  (%)  (%)  data pts 
Argon P. 0. 14 0.34 0.51 1.49 29 
Psv 1 .89 1 .55 1 . 14 1 .75 29 
PI 4 .11  4.39 9.68 3.78 29 
Pg 0.39 0.4 1 .55 1 .3 344 
Bvir 6.97 6.78 55.84 52.66 56 
Hr 7.06 7. 1 1  53.91 32.41 125 
Krypton Ps 0.81 0.5 0.57 1 .33 46 
P:w 1 1 .43 2.48 1 .61 46 
PI 4.03 3.72 8 .55 5.05 46 
Pg 0.64 0 .62 2.26 1 .8 161 
Xenon Ps 1 .54 0.73 0.39 1 . 1  30 
Psv 0.84 1 . 16 1 .7  0 .97 30 
PI 3.53 3.17 7.45 4.34 30 
Pg 1 .45 1 . 12 2.7 2.7 138 
Bvir 4.53 4.84 139 
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Table D .1  ( cont 'd) 
Quartic A Quartic C Peng-Robinson Kubic 
Fluid Property AAD AAD AAD AAD No. of 
(%) (%) (%) (%) data pts 
Oxygen p8 1 .38 1 .33 1 .39 1 1 .66 49 
P&v 1 .27 1 .3 2.19 11 .7  49 
PI 6.05 5.99 10.74 6.18 49 
Pg 0.58 0 .58 2.14 1 .23 225 
Bvir 4.64 4 .63 30.8 14.36 91 
Hv 4.4 4.39 32.51 15.87 109 
Nitrogen p8 0.59 1 .72 0.64 1 .23 54 
Psv 1 .42 1 . 14 1 . 14 1 .26 54 
PI 4.39 5.42 10.41 3 .43 54 
Pg 0 .64 0 .72 1 .92 1 .35 330 
Bvir 5.35 5.29 30.07 10.51 69 
Hv 4.85 4.97 39.87 23.54 213 
Methane p8 2.49 2 .17 1 .44 0.45 24 
Psv 2.41 2 .18 3 .46 1 .25 24 
PI 4.54 4.32 9.06 5.43 24 
Pg 0 .63 0 .62 1 .88 1 .59 290 
Bvir 3.4 3.35 49.47 36.07 58 
Hv 4.17 4.29 17.28 6 .52 180 
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Table D.1  ( cont'd) 
Quartic A Quartic C Peng-Robinson Kubic 
Fluid Property AAD AAD AAD AAD No. of 
(%) (%) (%) (%) data pts 
Ethane PIS 1 .35 2.35 1 .34 7.83 18 
PtJv 2.34 2.34 1 .52 8.09 18 
PI 3.47 3.97 6.74 6.04 18 
Pg 0.4 0.44 1 .15 1 .02 400 
Bvir 6.28 6.44 14.38 16.11 61 
Hv 2.83 3.02 8 . 17  4 .07 123 
Propane PIJ 1 .28 2.42 2.67 31.34 23 
Psv 1 .95 2.17 3.4 31 .32 23 
PI 3.44 4.06 5.43 9 23 
Pg 0.86 0.98 2.07 2.73 288 
Bvir 5.47 5.71 12.76 18.09 41 
Hv 2.71 3.02 6.84 6.08 95 
n-Butane Ps 1 .49 1 .62 1 .98 987 47 
Psv 1 .31 1 .31  2.34 1088 47 
PI 3.72 3.72 4.28 17.59 47 
Pg 0.63 0 .63 1 .36 1 .52 251 
Bvir 9.1 9 .1  13.51 17.64 39 
Hv 3.87 3.88 6.07 6.55 92 
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Table D.1  ( cont'd) 
Quartic A Quartic C Peng-Robinson Kubic 
Fluid Property AAD AAD AAD AAD No. of 
(%) (%) (%) (%) data pts 
Carbon Ps 0.44 1.01 0.54 1 .5 36 
Dioxide Psv 3.27 2.54 1 .28 2.21 36 
PI 1 .81 1 .72 2.98 3.99 36 
Po 0.43 0.46 0.85 1 .46 336 
Bvir 5.49 4.77 17.64 178 66 
Hv 2.81 2.9 10 .18 8.33 267 
n-Pentane Ps 4.53 1 .95 0.95 2.07 29 
Psv 2.77 1 .61  1 . 14 1 .41 29 
PI 4.75 3.05 3.56 8.404 69 
n-Hexane Ps 1 .52 1 .16 1 . 12 1 .44 43 
Psv 1 .61 2.35 1 .83 1 .88 43 
PI 3.06 3.02 2.51 4.2 43 
n-Octane Ps 1.5 1 .16 2.09 1 . 18 27 
Psv 3.32 2.35 2.02 1 .42 27 
PI 5.61 3.02 5.59 4.28 27 
n-Nonane PI 2.07 1 .96 2.94 41 .82 42 
n-Decane PI 1 .3 0.57 5.71 27.73 48 
n-Undecane PI 2.39 1 .77 5.27 39.29 42 
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APPENDIX E 
Modelling of Solubility of Pen icillin V in Supercritical C02 
The ,B-lactam antibiotics represent the largest group of commercially available an­
tibiotics. The penicillins are an important class of the ,B-lactam antibiotics. Of the 
large number of penicillins known, Penicillin V (phenoxymethyl penicillin) is used most 
widely. Penicillins are high molecular weight substances characterized by high polarity, 
low volatility, and thermal lability. The classical separation and purification process 
for antibiotics has been a series of solvent extractions, purification steps and finally 
product crystallization. Some of the purification techniques used are ion exchange, 
carbon adsorption and chromatography. These separation and purification processes 
can entail up to 60 processing steps and account for as much as 80 % of the expense 
of an antibiotic production operation. Supercritical fluid extraction could reduce the 
cost of the antibiotic separation and purification process. This could be accomplished 
by extracting the antibiotic from the fermentation broth or by purifying the antibiotic 
once it has been precipitated. The solubility of Penicillin V in supercritical C02 has 
been determined [127] experimentally. The pressures ranged from 7.987 MPa to 28.02 
MPa and the temperatures were 314.85 K, 324.85 K,  and 334.85 K .  The experimental 
solubility data was corrected for the wet gas flow meter correction [128] . The corrected 
solubility of Penicillin V is shown in Table E.l .  
The quartic equation of state developed in this research was not extended and tested 
for mixtures. Hence, it could not be used for modelling the solubility of Penicillin V. The 
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Table E.1 :  Solubility of Penicillin V in C02 
Temperature Pressure Solubility 
(K) (MPa) (mole fraction) 
314.85 8 .076 6.23E - 05 
9.014 9.70E - 05 
1 1 .468 1 . 77E - 04 
14.397 2.13E - 04 
17.299 2.68E - 04 
20.773 3.28E - 04 
24.254 3.73E - 04 
28.045 4.32E - 04 
324.85 7.987 5.87E - 05 
9. 124 9.94E """' 05 
1 1 .578 2.03E - 04 
14.349 2.45E - 04 
17.072 3.08E - 04 
20.814 4.01E - 04 
24. 144 4.37E - 04 
27.962 5.01E - 04 
334.85 8.014 5.45E - 05 
9.172 9 .23E - 05 
11 .743 2.15E - 04 
14.397 3.12E - 04 
17.141 3.91E - 04 
20.780 4 .33E - 04 
24.068 5.20E - 04 
28.017 5.76E - 04 
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solubility of Penicillin V in supercritical C02 was correlated using the Peng-Robinson 
equation of state and the Kirkwood-Buff theory. 
E.l Peng-Robinson Equation of State 
At equilibrium, the fugacities of the individual species in the two phases have to 
be the same. For a solid solute in equilibrium with a fluid (supercritical solvent) ,  the 
fugacity of the solute (2) in the solid phase has to be same as the fugacity of the solute 
in the fluid phase. Similarly, the fugacity of the solvent ( 1 )  has to be the same in the 
supercritical fluid phase and the solid phase. 
Denoting the solid phase by the superscript s and the fluid phase by superscript scf , 
we can write 
fs _ Jscf 2 - 2 
where 
f2 is the fugacity of the solute in the solid phase, 
J;cf is the fugacity of the solute in the fluid phase. 
(E.l)  
It  is  assumed that carbon dioxide has no solubility in the solid phase. Thus, the solid 
phase can be treated as a pure solid and its fugacity is given by 
(E.2) 
where 
n is the fugacity coefficient of the saturated vapor' 
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P.rt is the saturated vapor pressure of the solid, 
v�olid is the molar volume of the solid solute, 
Pis the pressure of the system, 
Tis the temperature of the system. 
The fugacity of the solid in the fluid phase is given by 
(E.3) 
where 
Y2 is the solubility of the solute in the fluid phase, 
</>�cf is the fugacity of the solute in the fluid phase. 
The fugacity of the solid in the fluid phase can be calculated using an equation of state. 
The solubility of the solid can then be calculated by using Equations (E. l )  and (E.2), 
and (E.3), and is given by : 
</>sat psat (lp Vsolid ) 
Y2 = 2 2 exp -2-dP pA..scf p•al RT '1'2 2 (E.4) 
The Peng-Robinson equation of state[94] was used to model the solubility of penicillin V 
in C02• The fugacity of the solute in the fluid phase can be calculated using the Peng-
Robinson equation of state. To use the Peng-Robinson equation of state the critical 
properties (Tc and Pc) and the acentric factor (w) of the solute and the solvent must 
be known. As none of these properties have been reported for Penicillin V, they were 
estimated using known group contribution techniques. The solid molar volume was also 
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Table E.2: Estimated physical properties of Penicillin V 
Physical Estimated Technique of 
property value estimation 
Tc 921.7 K Fedor's method [120] 
Pc 1 .72 MPa Ambrose's method [120] 
Tb 733.8 K Ambrose's method [120] 
w 1 .1676 Lee-Kessler Correlation [120] 
Vs 231.7 cm3fgmo/ Group-contribution method (129] 
Table E.3: Estimated vapor pressure of Penicillin V 
Temperature Psat 
(K) (MPa) 
314.85 5.53E - 11  
324.85 1 .50E - 10 
334.85 3.83E - 10 
calculated using a group contribution technique and was assumed to be constant over 
the temperature range of interest. The vapor pressures of Penicillin V were estimated 
using the modified Clausius-Clapeyron equation. Table E.2 and E.3 give the estimated 
physical properties of Penicillin V. The fugacity coefficient ¢;cf , derived from the Peng-
Robinson equation of state, for the component 2 of a binary mixture is given by 
b2 





m - RT 
Z 
VmP · h ·b·li f h · m = 
RT 
1s t e compress1 1 ty o t e mixture, 
2 2 
am = L L XiXjaij 
j i 
aii = ( 1 - kij ) .,;a;a; 
The compressibility Zm can be calculated by solving the Peng-Robinson equation of 
state using the mixture parameters am and bm . The binary interaction parameter kij 
is obtained by regression of the experimental solubility data to the solubility calculated 
using Equations (E.4) and E.5. The average absolute deviation (AAD) for the mol 
fraction y2 is minimized in the regressions. 
AAD = - L Yi :P
Yi 1 N I exp cal l N i Yi 
where 
Nis the number of data points, 
yfal is the calculated solubility of the solute as mole fraction, 
Y:XP is the experimentally solubility of the solute as mole fraction. 
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(E.6) 
Table E.4: Regressed binary interaction coefficients for the Peng-Robinson 
equation of state for the system Carbon Dioxide ( 1 ) - Penicillin V (2) 
Temperature (K) kt2 SSE a AAD (%) 
314.85 0.173 3.06E - 8 37.85 
324.85 0. 160 5.22E - 8 42.46 
334.85 0. 147 1 .42E - 7 54.38 
a 
Thus, the independent variables are pressure P and temperature T and the dependent 
variable is the mole fraction Y2 . 
The objective function E.6 is a convex function. Hence, a golden section search 
method [130] was used to find kij ·  As kij is a function of temperature, all the three 
isotherms were regressed individually. The results of regression are shown in table E.4. 
Figure E.1 shows the plot of the experimental data and the solubility calculated using 
the Peng-Robinson equation of state. 
E.2 Kirkwood-Buff theory 
The Kirkwood-Buff theory [ 131] is a general statistical mechanical theory of solu­
tions, applicable to solutions with all types of intermolecular interactions. Kirkwood 
and Buff used the theory of the grand canonical ensemble to relate the fluctuations in 
concentrations of the components to the derivatives of their chemical potentials. They 
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Figure E.l: Peng-Robinson calculations for the solubility of Penicillin V in C02 
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functions of the different types of molecular pairs present in the solution. The deriva-
tives of the chemical potential with respect to the concentrations were used to obtain 
the partial molar volumes. The Kirkwood-Buff theory is valid in the bulk phases as well 
as near the critical point. This theory has been applied by O 'Connell [132] to dilute 
solutions. Ben-Naim [133] gives a simplified and detailed explanation of the theory and 
its applications .  The Kirkwood fluctuation integral G12 given by 
00 
G12 = j (912 - 1) 47rr2dr 
0 
where 
912 is the spatial pair correlation function for the interaction between 
the species 1 and 2, 
r is the spatial separation between 1 and 2. 
(E.7) 
The quantity PI G12 represents the average excess number of particles 1 around b relative 
to the bulk phase. Cochran et al.[134, 135, 136] have shown that at infinite dilution 
the isothermal variation in the number density of a solute 1, Pb with pressure, P, in a 
solvent 2 at equilibrium with a pure solid phase is given by 
(E.8) 
where 
kT is the Boltzmann's constant times the temperature, 
G�2 is the solute-solvent Kirkwood fluctuation integral at infinite 
dilution, 
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17} is the partial molecular volume of the solute 1 ,  
Pt  i s  the number density of the solute. 




y1 is the solute mole fraction in the fluid phase, 
pg is the number density of the solvent , 
Gg2 is the solvent-solvent Kirkwood fluctuation integral at infinite 
dilution. 
Gg2 can be obtained from an accurate equation of state for the pure solvent. 
(E.lO) 
where 
xg is the isothermal compressibility of the pure solvent . 
They used a local composition model to derived the expression for the solute solvent 
fluctuation integral as 
0 0 ( bt ) G12 = aG22 + V12 exp bo + T - V12 
where b0, b1 and V12 are adjustable parameters and a is  given by 
a = Vt2 {T:; Vc2 V r:; 
128 
(E. l l )  
(E.12) 
where 
Vc2 is the critical molecular volume of the solvent, 
Tc2 is the critical temperature of the solvent, and 
Tc1 is the critical temperature of the solute. 
Substituting the Equations (E. l l )  and (E.lO) into (E.9) and integrating it, gives the 
resulting solubility expression for the solute in the fluid phase. (psat ) ( � ) ln (yt )  = ln � + ln ( zg) - a ln p��T 
where 
[ solid v; (b b1 v; )] 
(p - prt ) + v1 + 12 exp o + T - 12 kT 
z� is the compressibility of the pure solvent, 
ff is the fugacity of the pure solvent, and 
Prt is the saturated vapor pressure of the solute at the temperature 
T .  
(E.13) 
The advantages of using the Kirkwood-Buff model are that it only needs the vapor 
pressure, the critical temperature and the solid density to correlate the solubility. The 
adjustable parameters b0, b1 and V12 are obtained by regression of the solubility data to 
the solubility calculated using Equation (E.13). The sum of squares of the error (SSE) 
in the experimental and calculated mole fraction y1 • is minimized in the regressions. 





Table E.5: Regressed parameters for the Kirkwood Buff model for the system Carbon 
dioxide ( 1 ) - Penicillin V (2) 
V12 bo bt SSE AAD (%) 
cm3fmol (Kelvin) 
497.7 4.06 -1264 2.26E - 7  44.35 
where 
N is the number of data points, 
yfal is the calculated solubility of the solute as mole fraction, 
yrP is the experimentally solubility of the solute as mole fraction. 
The independent variables are the pressure P and the temperature T. As the ob­
jective function (E. 14) is not a smooth function of the parameters being estimated. 
Hence, a nonlinear least squares [109] method was used to find b0, b1 and V12 • As 
the temperature dependence is built within the model, all the three isotherms were 
regressed simultaneously. The results of regression are shown in Table E.5. Figure E.2 
shows the plot of the experimental data along with the solubility calculated using the 
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APPENDIX F 
Grand Canonical Monte Carlo Simulations 
While many problems in statistical mechanics cannot be solved exactly, introducing 
some approximations may lead to an approximate solutions. Computer simulations can 
essentially provide exact results for problems in statistical mechanics which can only be 
solved approximately using analytical techniques. Molecular simulation is the study of 
the behavior of an assembly of molecules using a computer. Monte Carlo and molecular 
dynamics are the most widely used techniques in molecular simulations. Molecular 
simulations have been widely used to predict the thermodynamic properties of fluids. 
Monte Carlo simulations make extensive use of random number generators, and are 
easier to program on the computer. Molecular dynamics simulations solve the classical 
equations of motion for a set of molecules, but are difficult to program on the computer. 
Monte Carlo simulations are computationally more intensive than Molecular dynamic 
simulations. 
A majority of the reported Monte Carlo simulations have been restricted to either 
the canonical (constant N, V, T) ensemble or the isothermal-isobaric (constant N, P, 
T) ensemble. Simulations in the canonical (NVT) ensemble are the easiest to program; 
however isothermal- isobaric (NPT) ensemble simulations describe more realistic ther­
modynamic systems. Neither of the techniques can be used to determine the Gibbs and 
Helmholtz free energy of the system of molecules. Simulations of two-phase coexistence 
[137] and phase transitions cannot be performed satisfactorily in the NVT and NPT 
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ensembles. Recently simulations in the Gibbs ensemble [138] , [139] , have been reported. 
The Gibbs ensemble simulation method provides a powerful technique to determine 
the two- phase coexistence curves of fluids and fluid mixtures. The grand canonical 
Monte Carlo simulations have the advantage of directly providing the thermodynamic 
properties, such as the Helmholtz free energy of the fluid. The Helmholtz free energy 
can only be obtained by integrations in an NVT or NPT ensemble simulation. Based 
on the observed fluctuations in the energy, pressure, and the number of particles in 
the grand canonical ensemble, a number of thermodynamic properties can be calcu­
lated. These include, isothermal compressibility, the Kirkwood fluctuation integrals, 
and partial molar volumes (in the case of mixtures) . 
Adams [140] reported the first simulations in the grand canonical ensemble. He used 
a hard sphere fluid for his simulations. This technique was extended by Rowley [141] and 
independently, by Adams [142] to a Lennard-Jones fluid. Rowley, Nicholson and Par­
sonage [143, 144] further extended this technique to study the adsorption of argon on a 
solid surface. To determine the thermodynamic properties of the two-phase coexistence 
curve of a Lennard-Jones fluid, Adams [145] used simulations in the grand canonical en­
semble and canonical ensemble. The critical temperature of a pure Lennard- Jones fluid 
was estimated using these simulations [146] . Mezei [147] reported a cavity-based grand 
canonical Monte Carlo technique that allowed the simulations to be extended to higher 
densities. Using grand canonical Monte Carlo simulations, Valleau et al. [148] studied 
the behavior of electrolytes in aqueous solutions. Yao [149] reported grand canonical 
Monte Carlo simulations on pure Lennard-Jones fluids. Recently, grand canonical en­
semble simulations have been performed for mixtures in the near vapor-liquid critical 
region [150] . The solvent is highly compressible in supercritical fluid solutions close to 
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the critical point of the solvent. This can also be characterized by large density fluc­
tuations in the SCF solution. Only simulations in the grand canonical ensemble would 
permit such large fluctuations in density. Hence GCMC simulations of supercritical 
fluid solutions might provide considerable insight into the clustering phenomena. 
F .1 Monte Carlo Simulations 
Computer simulations provide a direct link between the microscopic characteristics 
of a system (the interactions between atoms, molecular geometry, etc) and the macro­
scopic properties of interest ( transport properties, PVT and thermodynamic properties, 
etc) . Computer simulations have been used to study phenomena occurring at high tem­
peratures or pressures which are difficult or impossible to study experimentally. The 
results of computer simulations have been used to test various statistical mechanical 
theories and may also be compared with those of a real experiment. 
The microscopic state of a system at equilibrium can be specified in terms of the 
positions, the momenta and the interactions between the set of particles that constitute 
the system. For Monte Carlo simulations the momenta of the particles need not be 
specified. The interactions between the particles are often characterized by simpler and 
idealized pair potentials . For example the Lennard-Janes 12-6 potential 
where 




f is the characteristic intermolecular potential, 
(f is the characteristic intermolecular distance. 
serves as an idealized pair potential reflecting the essential features of real interactions. 
Computer simulations are usually performed on a small number of particles, between 
10 and 10,000 in a cubical box. In simulations with small number of particles surface 
effects become important and a true comparison of results with a bulk fluid is not 
possible. This problem can be overcome by implementing periodic boundary conditions 
[151] . An infinite lattice is formed by replicating the cubic box throughout the space. As 
particles in the original box move during the course of the simulation, its periodic images 
in each of the neighboring images move exactly in the same manner. As a molecule moves 
out of the central box, its periodic image will enter the central box through the opposite 
face. Thus the central box has no walls at the boundary and therefore no surface effects 
come into play. As the neighboring images are identical to the central box, only the 
particle movement in the central box need to be examined. Figure F.1 shows a two 
dimensional representation of such a periodic boundary condition. As particle 1 leaves 
the central box its periodic image 1 ' enters the central box from the opposite side. 
The properties of such a small, infinitely periodic, system will be the same as the 
macroscopic system it represents, if the particles in the central box are far enough to 
be unable to sense their periodic images. That is, as long as the particles in the central 
box do not interact with their periodic images, this microscopic system represents the 
macroscopic system. For a Lennard- Jones fluid, a box of length L = 6(1 is large 
enough to represent the macroscopic state when the periodic boundary conditions are 
applied to it . For a cube of side L, the periodicity will suppress any density waves 
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Figure F .l :  Two dimensional representation of periodic boundary conditions 
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with a wavelength greater than L. Hence, it would not be possible to simulate a liquid 
close to the gas-liquid critical point, where the range of density fluctuations tend to very 
large. In Monte Carlo simulations, calculation of the potential energy of the microscopic 
system is an important step. Assuming pairwise additivity, the interaction of a particle 
1 with all the remaining N - 1 particles in the simulation box has to be accounted 
for. In principle, interaction between particles 1 and images of other particles in the 
neighboring boxes should be taken into account. By making the molecule 1 the center of 
a region which has the same size and shape as the simulation box, the molecule 1 is then 
said to interact only with particles whose centers lie within this region. This is called the 
'minimum image convention'. Thus by the convention of the minimum image distance, 
one uses the shortest distance between the particle 1 and one of the images of the other 
particles in calculating the potential energy. Figure F .2 shows the minimum image 
convention applied to a two dimensional system. The pairwise additivity of particulate 
interactions involves ! N ( N - 1) terms in order to calculate the potential energy. For 
short- range forces, where the largest contribution to the potential energy comes from 
the neighbors close to the molecule of interest , a spherical cutoff is employed. That is, 
the pair potential v( r) is set to zero for r > r c ,  where r c is the cutoff distance. Long­
range corrections have to applied to the calculated properties such as potential energy 
and the pressure to correct for the spherical cutoff. 
In equilibrium statistical mechanics ensemble averages of any mechanical quantity 
f( x) is obtained by the integral 
(!) = j · . .  j f(x) p(x) dx (F.2) 
where 
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Figure F .2: Two dimensional representation of the 'minimum image convention' 
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p(x) is the ensemble's probability density function, 
x is a m dimensional vector defining the microscopic state of the 
system. 
The Monte Carlo method estimates the average (!} as 
1 n {!} = - L: f [x(t)] p (x(t)) 
n i=I 
where 
x(t) represents a sequence of discrete states with t = 1 ,  . . .  i, j ,  . . . n, 
n is the total number of discrete states over which the average was 
estimated. 
(F.3) 
In Monte Carlo estimation of an average like Equation (F.3), random numbers are 
used to generate the state t = 1 ,  . . . i, j , . . . n. In Monte Carlo simulation of molecular 
systems, the state of the system is synonymous with the configuration of the system. 
Special sampling methods known as importance sampling are used in the statistical-
mechanical applications of Monte Carlo. Importance sampling techniques choose ran-
dom numbers generated from the distribution r (x) , which allows the function evaluation 
to be concentrated in the region of space that make important contributions to the inte-
gral. However, as p(x) is not a known quantity one cannot use the importance sampling 
method directly to calculate the average (F.3). If the successive sample states of a sys-
tern are chosen to form a Markov chain, rather than to be independent samples, only the 
ratios of p(x) for the successive states is needed to evaluate F.3. Any state j generated 
in this procedure depends only on the preceding state i, i .e. the one from which the 
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new state was generated. The transition from state j to i is occurs with a probability 
1rij , which is also called the transition probability. A transition matrix consists of the 
transition probabilities 1rij as its elements. Additionally, 1rij is independent of the state 
j which requires that 
n L: 1rij 1 for all i (F.4) 
j=l 
(F.5) 
For the chain average (!} to be equal to equal to the ensemble average the following 
conditions have to be satisfied : 
1 .  Ergodicity condition: i and j are any two admissible states and there are (say) k 
steps involved in going from i to j ,  then there exists an k-step transition probability 
1rt which is non-zero. Thus every state can eventually be reached from another 
state. 
2. Steady state condition : 
n 
L Pi1rij = Pi 
j=l 
for all j (F.6) 
Thus, the Monte Carlo procedure requires a selection of a transition probability scheme 
(a transition matrix) which satisfies the ergodicity and steady state conditions .  Follow-
ing the selection of such a scheme, the realization of the corresponding Markov chain 
can be used to estimate the average. A transition matrix can be selected such that it 
satisfies the principle of microscopic reversibility : 
(F.7) 
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The most commonly used scheme for Monte Carlo simulations is that of Metropolis et 
al. If i and j are distinct states, the Metropolis solution considers two cases 
.... . .  - 'J 
{ a · ·  
" 'J - p ·  a · · !:..l.. 'J Pi 
1rii = 1 - L 1rii 
i=i 
if Pi � Pi i -:f; j 
if Pi < Pi i "# j 
(F.8) 
(F.9) 
In the case of Monte Carlo simulations, the state of the system is characterized by 
the positions of the particles and its total potential energy (i.e. its configuration) .  The 
original Metropolis method was applied to systems with a constant number of molecules. 
The states i and j differed only in the positions of the molecules . Thus, the transition 
from state i to j resulted by the displacement of a particle. The new state was accepted 
if 
1. The probability density function of the new state Pi was greater than in the 
original state Pi . 
2. A random number generated uniformly in the interval (0 ,1)  is less than � when 
Pi is less than Pi ·  
If  neither of the conditions stated above are satisfied, the transition from state i to j is 
rejected. 
F .2 Simulations in the Grand Canonical Ensemble 
In the grand canonical ensemble, the limiting distribution p is proportional to the 
grand canonical partition function. The transition from state i to j can be either of the 
three types shown below: 
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1 .  a particle is displaced; 
2. a particle selected at random, is destroyed; 
3. a particle is created at a random position in the fluid. 
The particle displacement is handled using the normal Metropolis method shown above. 
The ratios of the probabilities of the two states is given by 
p · _]_ = exp ( -/3 D.Uji) Pi 
where 
D.Uji is the change in the potential energy between state j and i . 
(F. lO) 
If the particle displacement leads to a configuration with a lower potential energy, the 
new configuration is accepted. Alternatively, if the new configuration has a higher 
potential energy, then the new state is accepted with a probability ;- which is given by 
Equation (F.lO).  In this case, a random number is generated uniformly on (0, 1 ) .  If the 
random number is less than F.lO, the move is accepted. This can be summarized by 
saying that the particle displacement is accepted with the probability 
min (l  , exp (-j3 D. Uji )) (F. l l )  
If state j i s  obtained from state i by the destruction of a particle, the probabilities of 
the two states is 
;� = exp ( -/3 D.Uji + ln (:V) )  (F.12) 
where 
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z is the chemical activity of the particle, 
N is the number of particles in the original state i ,  
V is  the volume of the simulation cell. 
The destruction move is accepted with the probability 
min (1  , exp ( -/3 � Uji )) (F.13) 
If state j is obtained from state i by the creation of a particle, the probabilities of the 
two states is 
Pi = exp (-!3 � U · ·  + ln (�)) 
Pi 1' N + 1 
where 
N is the number of particles in the original state i . 
The creation step is accepted with the probability 
min ( 1 , exp ( -/3 �Uji + ln (Nz� 1 ) ) ) 
(F.14) 
(F.15) 
In order to satisfy the condition of microscopic reversibility, the probability of an at-
tempted creation ac must equal the probability of an attempted destruction ad. It is 
common practice to employ 
(F.16) 
a m  is the probability of an attempted move or displacement of a particle. ad is the 
probability of an attempted destruction of a particle. ac is the probability of an at-
tempted creation of a particle. Adams proposed a thermodynamic consistency check 
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fh is the isothermal compressibility of the fluid, 
/V is the thermal pressure coefficient of the fluid, 
ap is the coefficient of thermal expansion of the fluid. 
(F.17) 
must be satisfied. Adams derived the expressions for calculating the isothermal com-
pressibility, the pressure expansivity and the coefficient of thermal expansion from the 
average quantities and their cross moments obtained from a GCMC simulation. 
In the case of a binary mixture the grand canonical partition function is given by 
(F.18) 
where 
=: is the grand canonical ensemble partition function for the binary 
system, 
Vis the volume of the ensemble, 
Tis the temperature of the ensemble, 
Ni is the number of molecules of species i , 
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Jli is the chemical potential of species i , 
Ai is the de Broglie wavelength of species i .  
For performing simulations of a binary mixture in the grand canonical ensemble, the 
Markov chain is generated using a limiting distribution proportional to [ -f3UN + f3NtJlt + f3N2Jl2 + (Nt + N2) ln V l 
exp 
-3Nt ln At - 3N2 ln A2 - ln Nt ! - ln N2! 
(F.19) 
The average number of particles (N1 }  and (N2} depend on the chemical potentials J.Lt 
and Jl2 respectively. The algorithm used to perform GCMC simulations for a binary 
mixture is essentially the same as described above. The type of particle to be created or 
destroyed has to be specified during the creation or destruction moves. When attempting 
to destroy a particle, a particle is picked at random irrespective of its type. This results 
in a destruction probability of a species proportional to the its mole fraction. When 
creating a new particle, it is chosen to be of type 1 or 2 with an probability proportional 
to the mole fraction of the type chosen. This satisfies the condition of microscopic 
reversibility (F. 7) for each of the individual species. The criteria for accepting new 
states are as follows : 
• Particle displacement is accepted with the probability 
min (1  , exp ( -{3 � Uji)) (F.20) 




k is the type of particle being created. 
N k is the number of particles of type k in the original state. 
• Particle destruction is accepted with the probability 
min ( 1 , exp ( -{3 �Uji + ln :�)) (F.22) 
where 
k is the type of particle being destroyed. 
N k is the number of particles of type k in the original state. 
The realization of the Markov chain is achieved by generating a large number of suc­
cessive states starting from an initial state. The new states are generated either by 
displacement, addition or destruction of particle. If the new state is accepted as per the 
conditions stated above, it is called an accepted state and is used in calculation of the 
average quantity. If the transition from state i to j was rejected the original state is 
retained and is also counted as another state in calculating the average . The number 
of accepted states has to be large in order that the MC estimate of (!) has the required 
precision. GCMC simulations for a pure Lennard-Jones fluid have not been reported 
at temperatures slightly above the critical temperature ( kT/E = 1 .40 ) and at reduced 
densities ( p a3 ) of about 0.35. A cubical box to hold a total of 864 particles at a density 
of was chosen as the simulation box. Periodic boundary conditions and the minimum 
image convention were implemented in the simulations. The Lennard-Jones potential 
was cutoff at 6a and appropriate long-range corrections were applied for the potential 
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Table F . 1 :  Summary of the pure fluid simulation and comparison with the Nicholas 
equation of state at k'f' = 1 .40 and p o-3 � 0.33. 
Simulation (P) Nicholas EOS [152] 
p* 0.33 ± 0.03 0.33 
p 0.4061 ± 0.1 0.3727 (7l?f' 
u -1 .5471 ± 0.14 - 1 .6257 (N)kt 
fT -2.5136 -2.5257 
energy and the pressure in the cell. GCMC simulations were performed at kT jE = 1 .40 
and p o-3 � 0.33 to evaluate the thermodynamic consistency of such an simulation. The 
chemical potential of the fluid needed to get the required density had to be obtained 
by trial and error. The Nicholas et al. [152] equation of state for the Lennard-Janes 
fluid predicted a reduced chemical potential ( JL/kT ) of -2.5257 for a reduced temper-
ature of 1 .35 and a reduced density of 0.34. The results of the simulation are shown 
in Table F . l .  A thermodynamic consistency of 1 .011 was obtained which showed that 
simulations could be performed at these conditions. In other simulations of near-critical 
systems with a fixed number of molecules, it has been found that clustering of molecules 
in the simulation box leads to a depletion in the number of molecules at the edges of the 
box. This is clearly seen when the number of excess molecules (above the bulk average) 
surrounding a selected molecule is plotted against the radius within which the excess 
molecules are counted. Figure F.3 shows the number of excess solvent molecules within 
a sphere of radius L from the central molecule for the pure fluid GCMC and a pure 
fluid CEMD [153] simulation. Clearly the GCMC simulation appears to have a more 
























- GCMC Simulation 
� �------�--------�------�------�--------�------� 
0 2 4 5 6 
Figure F.3: Number of excess molecules surrounding a selected molecule 
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Table F.2: Potential Parameters used in the Mixture Simulations 
Pair 0' (A) £/k (K) 
Ne-Ne 2.503 24.5 
Ne-Xe 3.047 65.1 
Xe-Xe 3.591 172.7 
GCMC simulations were performed on binary mixtures. The Lennard-Jones pair 
potential was used to model the interactions between the molecules. The respective 
Lennard- Jones parameters are shown in Table F.2. For the simulation all the parame­
ters were reduced with respect to the size and potential parameter of the larger molecule. 
One of the objectives of performing the simulations was to compare the GCMC results 
with the MD results of Petsche and Debenedetti [153] . Hence, the conditions used in the 
simulation were very close their conditions. The chemical potentials of the molecules 
were determined by trial and error to get the approximate ratio of one solute molecule 
in 863 solvent molecules. 
A cubical box to hold a total of 864 particles at a density of p 0'�2 � 0 .35 was cho­
sen as the simulation box. Subscript 2 denotes Xenon and subscript 1 denotes Neon. 
An equilibriated configuration of 863 solvent molecules (Xenon) and 1 solute molecule 
(Neon) was used as an starting configuration for performing GCMC simulations. Peri­
odic boundary conditions and the minimum image convention were implemented in the 
simulations. The Lennard-Janes potential was cutoff at 60'22 and appropriate long-range 
corrections were applied for the potential energy and the pressure in the cell. Initial 
500,000 accepted configurations were discarded in order to achieve a. steady state. Table 
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Table F.3: Summary of the mixture simulations 
Case T* L* Jl.Ne JLxe nacc neon fig 
Rl 1 .40 13.51 +0.737 -1 .372 5.3 X 106 18.6 X 106 
R2 1 .40 13.51 +0.772 -1 .413 7.1 X 106 24.0 X 106 
R3 1 .40 13.51 +0.799 - 1.533 4.5 X 106 19.8 X 106 
where 
L * is the length of the simulation box, 
nacc is the number of new configurations accepted during the simu-
lation, 
nconfig is the number of new configurations attempted during the 
simulation. 
F.3 gives the summarizes the simulations of dilute solutions of Neon( ! ) in Xenon (2) 
that were performed. 
Table F .4 gives the results of these simulations. Figure F .4 shows the plot of the 
solvent-solute pair correlation function for the GCMC simulation and CEMD simulation. 
The agreement between the two methods is good, however, the pair correlation function 
obtained by the GCMC simulation is more noisier. The Kirkwood fluctuation integrals 
were calculated from fluctuations in the number of molecules in the simulation cell. 
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Figure F.4: Ne-Xe pair correlation function 
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Table F.4: Simulation results for Ne(1 ) in Xe(2) at kT/E22 = 1 .40 
R1 R2 R3 
(NNe} 0.91 ± 0 .13 1 .02 ± 0.15 1 .07 ± 0.16 
(Nxe} 666. ± 58. 836. ± 65. 972. ± 50. 
(p0'�2) 0.27 ± 0.02 0.34 ± 0.03 0 .39 ± 0 .02 
XNe 0.0014 ± 0.0002 0 .0012 ± 0.0002 0.0011  ± 0.0002 
(k)kr -0.62 ± 0 .26 -1 .38 ± 0.28 -1 .25 ± 0 .22 
(}/)kr 0.63 ± 0.03 0.45 ± 0.08 0.51 ± 0 .04 
Table F.5:  Summary of fluctuation integrals calculated from the simulations 
R1 R2 R3 
GNe-Ne -1259 ± 1530 -1076 ± 3074 -1009 ± 440 (7�2 
GNe-Xe 13 ± 13 5 ± 26 1 ± 7  (7�2 
Gxe-Xe 20 ± 29 13 ± 1 1  6.6 ± 1 (7�2 
However, the standard error in the calculated fluctuations was very large, making the 
estimates unreliable. Table F .5 summarizes the results of the fluctuation integral cal-
culations. The standard deviations are based on subaverage of blocks of 5,000,000 
configurations each. Hence, these results cannot be used for the calculation of thermo-
dynamic quantities of interest . Attempts to simulate the dilute, attractive supercritical 
solution of Xenon in Neon in the grand canonical ensemble failed. At kT jE = 1 .40 and 
chemical potentials yielding p 0'3 � 0.35, this system appeared to be in a two phase 
region for compositions near xxe = 0.001. 
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In general it can be concluded that GCMC simulations appear to be better than 
CEMD simulations for pure fluids. In the case of dilute repulsive mixtures, qualitative 
agreement can be found between CEMD simulations and GCMC simulations. However, 
the results of the GCMC simulations are much noisier than the CEMD simulations. Due 
to the large standard error in the calculated fluctuation integrals , they do not appear 
to be of practical value for calculating thermodynamic quantities of mixtures. 
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