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Abstract
This work provides a complete characterization of the solutions of a
linear interpolation problem for vector polynomials. The interpolation
problem consists in finding n scalar polynomials such that an equation
involving a linear combination of them is satisfied for each one of the N
interpolation nodes. The results of this work generalize previous results
on the so-called rational interpolation and have applications to direct
and inverse spectral analysis of band matrices.
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1. Introduction
In this work, we are concerned with the following interpolation problem. Given
a collection of complex numbers z1, . . . , zN , which are called interpolation nodes,
and other collections of complex numbers αk(1), . . . , αk(N), k = 1, . . . , n, such
that
∑n
k=1 |αk(j)| > 0 for every j ∈ {1, 2, . . . , N}, find polynomials Pk, k =
1, . . . , n, which satisfy
n∑
k=1
αk(j)Pk(zj) = 0 ∀j ∈ {1, 2, . . . , N} . (1)
We lay stress on the fact that the interpolation nodes z1, z2, . . . , zN are not required
to be pairwise different (see Remark 2 in Section 4). The results of this paper
give a complete characterization of all solutions of the interpolation problem (1).
The interpolation problem defined above has been studied in [7] and much
earlier in [11] for the particular setting when n = 2. In this case, the theory
developed in [7, 11] allows to treat the problem of finding a rational function
P1(z)/P2(z) which takes the value −α2(j)/α1(j) ∈ C at each interpolation node
zj . This is the so-called rational interpolation problem, or Cauchy-Jacobi problem,
and P1(z)/P2(z) is referred to as the multipoint Pade´ approximant [1, Sec. 7.1].
Noteworthily, although the research in this matter has put particular emphasis
on the numerical aspect of the problem, [7, 11] consider the theoretical prob-
lem of accounting for the structure of all solutions of the rational interpolation
problem. In [7], this is used to deal with the inverse spectral analysis of five-
diagonal unitary matrices (the so called CMV matrices, cf. [6]) and this requires
additional constraints for certain coefficients of the interpolating rational poly-
nomials. Similarly, the spectral analysis of five-diagonal symmetric matrices also
demands additional conditions (see [8]) on the rational interpolation problem. The
description obtained in [7] permits to reduce the rational interpolation problem
with such additional restrictions to a triangular linear system and to answer the
specific question of the existence and uniqueness (or non-uniqueness) of the solu-
tion to the inverse spectral problem. Other approaches to rational interpolation
can be found in [4, 5, 10].
The present work generalizes to any n ∈ N the linear interpolation theory given
in [7, Sec. 2]. The passage from n = 2 to any n ∈ N is not straightforward; many
of the obtained results require differing techniques. Particularly, this becomes
clear in Sections 4 and 5. Similar generalizations of the rational interpolation
problem that also focus on the structure of the set of solutions can be found in
[2, 3, 12, 13].
Our main motivation for studying the interpolation problem given by (1) lies in
its applications to direct and inverse spectral problems of N ×N symmetric band
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matrices with 2n + 1 diagonals, which will be considered in a forthcoming paper
[9]. Notwithstanding the fact that the interpolation theory discussed in this work
was developed with the applications to inverse spectral analysis in mind, we solve
a problem interesting by itself and which may have other applications. It is worth
remarking that, although [2, 3, 12, 13] also deal with the structural properties of
the solution set of the interpolation problem given by (1), our approach differs
in several respects from the ones used in those works. On the one hand, this
permits to tackle the inverse spectral analysis of finite diagonal band matrices [9].
On the other hand, the method developed here allows a new characterization of
the interpolation problem and new results on the structure of the solutions (see
Secition 5 and, in particular, Theorems 5.2 and 5.3).
The exposition is organized as follows. In Section 2 we lay down the notation,
introduce the main concepts, and prove some subsidiary assertions. Section 3
contains auxiliary results related to linear transformations of vector polynomials.
Finally, in Sections 4 and 5, we show that the so-called generators determine the
set of solutions of the interpolation problem given by (1) and provide a complete
characterization of this set.
2. Vector polynomials and their height
Throughout this work we consider the number n ∈ N to be fixed. We begin
this section by fixing the notation and introducing some auxiliary concepts.
Definition 1. Let us denote by P the space of n-dimensional vector polynomials,
viz.,
P :=
p(z) =

P1(z)
P2(z)
...
Pn(z)
 : Pk is a scalar polynomial for k ∈ {1, . . . , n}
 .
Clearly, P is an infinite dimensional linear space and it is a module over the
ring of scalar polynomials, i. e, for any scalar polynomial S,
p ∈ P⇒ Sp = (SP1(z), SP2(z), . . . , SPn(z))
t ∈ P .
Definition 2. Let the function h : P→ N ∪ {0,−∞} be defined by
h(p) :=
{
maxj∈{1,...,n} {n degPj(z) + j − 1} , p 6= 0 ,
−∞, p = 0 ,
(2)
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where it has been assumed that deg 0 = −∞. The number h(p) is called the
height of the vector polynomial p.
Note that for any scalar polynomial S
h(Sp) = h(p) + n deg S. (3)
Lemma 2.1. (a) If h(p) 6= h(q), then h(ap + bq) = max {h(p), h(q)} for all
a, b ∈ C.
(b) If h(p) = h(q) = m, then h(ap + bq) ≤ m for every a, b ∈ C.
(c) If h(p) = h(q) = m, then there exists a c ∈ C such that h(p+ cq) ≤ m− 1
Proof. We only prove (c) since (a) and (b) are proven with the same argumenta-
tion. Let m = nk + l with l ∈ {0, 1, 2, . . . , n− 1} and k ∈ N ∪ {0}, then k and l
are uniquely determined by m and deg(Ql+1(z)) = deg(Pl+1(z)) = k. Therefore,
there is c so that deg(Pl+1 + cQl+1) ≤ k − 1. Also, one has that deg(Pj + cQj) is
not greater than k − 1 for l + 1 ≤ j ≤ n and deg(Pj + cQj) is not greater than k
for 1 ≤ j ≤ l. So,
h(p + cq) = max
j∈{1,...,n}
{n deg(Pj(z) + cQ1(z)) + j − 1}
≤max {nk + l − 1, n(k − 1) + l, n(k − 1) + n− 1}
≤nk + l − 1 = m− 1.
For k = 0, 1, . . . , let us consider the following set of elements in P,
enk+1(z) =

zk
0
0
...
0
 , enk+2(z) =

0
zk
0
...
0
 , . . . , en(k+1)(z) =

0
0
0
...
zk
 . (4)
Clearly, h(ej(z)) = j − 1 for all j ∈ N.
Lemma 2.2. The sequence {ej(z)}
∞
j=1 is a basis of the space P, i. e., for any
p ∈ P with h(p) = m 6= −∞, there exist unique numbers c0, c1, . . . , cm, where
cm 6= 0, such that
p(z) =
m∑
k=0
ckek+1.
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Proof. We prove the assertion by induction. If m = 0, 1, . . . , n − 1, the result is
immediate. As before, let m = nk + l with k ∈ N and l ∈ {0, 1, . . . , n− 1}. Then
one can write Pl+1(z) = az
k +Ql+1(z), where a 6= 0 and degQl+1 ≤ k − 1.
Define q(z) := p(z) − aenk+l+1 = (Q1(z), Q2(z), . . . , Qn(z))
t, i.e. Qj = Pj
for j = {1, 2, . . . , n} \ {l + 1}. Thus, degQj is not greater than k − 1 for all
j = l + 2, l + 3, . . . , n and degQj is not greater than k for every j = 1, 2, . . . , l.
Therefore, one has
h(q) ≤ max {nk + l − 1, n(k − 1) + n− 1} = m− 1 .
In the induction hypothesis we assume q =
∑m−1
k=0 ckek+1. So, one obtains
p = aenk+l+1 + q = aem+1 +
m−1∑
k=0
ckek+1 =
m∑
k=0
c˜kek+1.
The uniqueness of the expansion follows from the linear independence of the se-
quence {ej(z)}
∞
j=1, which is straightforward to verify.
Theorem 2.1. Let {gm}
∞
m=1 be an arbitrary sequence of elements in P such that
h(gm) = m− 1 ∀m ∈ N,
then {gm}
∞
m=1 is a basis of P.
Proof. From Lemma 2.2, it follows that gm+1(z) =
∑m
k=0 cmkek+1(z), where cjj is
different from 0 for all j = 0, . . . , m. So
g1
g2
...
gm+1
 =

c00 0 . . . 0
c10 c11 . . . 0
...
cm0 cm1 . . . cmm


e1
e2
...
em+1
 .
Note that {cjk}j,k∈{0,...,m} is a triangular matrix, thus
e1
e2
...
em+1
 =

c˜00 0 . . . 0
c˜10 c˜11 . . . 0
...
c˜m0 c˜m1 . . . c˜mm


g1
g2
...
gm+1
 .
Since {em}m∈N is a basis, the same is true for {gm}m∈N.
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3. The height under linear transformations on P
Let A = {ajk}j,k∈{1,...,n} be an arbitrary n × n matrix. For any p ∈ P, the
linear transformation generated by A is
Ap(z) =

a11P1(z) + a12P2(z) + · · ·+ a1nPn(z)
a21P1(z) + a22P2(z) + · · ·+ a2nPn(z)
...
an1P1(z) + an2P2(z) + · · ·+ annPn(z)
 ∈ P.
It follows from Definition 2 that
h(Ap) = max
j∈{1,...,n}
{
n deg
(
n∑
k=1
ajkPk(z)
)
+ j − 1
}
. (5)
Lemma 3.1. (a) For any arbitrary n× n matrix A and p ∈ P,
h(Ap) ≤ h(p) + n− 1.
(b) If the n× n matrix A is upper triangular then for any p ∈ P,
h(Ap) ≤ h(p).
(c) If the n × n matrix A is lower triangular, then h(p) ≤ nk + n − 1 implies
h(Ap) ≤ nk + n− 1 for any k ∈ N ∪ {0}.
Proof. (a) Note that, for all j ∈ {1, . . . n} the inequalities below hold
n deg
(
n∑
k=1
ajkPk
)
+ j − 1 ≤ n max
k∈{1,...,n}
{degPk}+ j − 1 ≤ h(p) + j − 1.
Hence h(Ap) ≤ h(p) + n− 1.
(b) Let the matrix A = {ajk}j,k∈{1,...,n} be such that ajk = 0 if j > k. Then,
for the last entry of the vector polynomial Ap, one has
n deg(annPn) + n− 1 ≤ h(p),
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and for the next to last
n deg
(
n∑
k=n−1
an−1,kPk
)
+ n− 2 ≤ n max
k∈{n−1,n}
{degPk}+ n− 2 ≤ h(p).
Analogously, one obtains inequalities for all the entries up to the first one:
n deg(
n∑
j=1
a1kPk) ≤ n max
k∈{1,...,n}
{deg Pk} ≤ h(p).
Therefore, h(Ap) ≤ h(p).
(c) Let A = {ajk}j,k∈{1,...,n} be such that ajk = 0 if j < k. And h(p) ≤ nl+n−1
with l ∈ N ∪ {0}. One verifies that
n degPj + j − 1 ≤ nl + n− 1 ∀j = 1, . . . , n ,
therefore degPj ≤ l +
n−j
n
for all j = 1, . . . , n. This implies that degPj ≤ l for
any j = 1, . . . , n . So by (5), h(Ap) ≤ maxj∈{1,...,n}{nl + j − 1} = nl + n− 1.
Now, we introduce some matrices and state auxiliary results for them. These
results will be useful in the next section.
Let Al = {ajk}j,k∈{1,...n} be such that, for a fixed integer l ∈ {1, . . . , n}, it
satisfies
ajj = 1 ∀j ∈ {1, . . . , n} \ {l} ,
ajk = 0 ∀j 6= k, with j ∈ {1, . . . , n} \ {l} ,
that is, it has the form
Al =

1 0 . . . 0 0 0 . . . 0
0 1 . . . 0 0 0 . . . 0
...
...
. . .
...
...
...
. . .
...
0 0 . . . 1 0 0 . . . 0
al1 al2 . . . al l−1 all al l+1 . . . aln
0 0 . . . 0 0 1 . . . 0
...
...
. . .
...
...
...
. . .
...
0 0 . . . 0 0 0 . . . 1

. (6)
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Also, for any l ∈ {1, . . . , n}, define the matrix function
Tl(z) := diag{tk(z)} , tk(z) :=
{
z if k = l ,
1 otherwise ,
(7)
i. e., Tl(z) is nearly the identity matrix, except that in the l-th entry of the main
diagonal, Tl(z) has the variable z instead of 1.
Lemma 3.2. Fix n ≥ 3 and l ∈ {2, . . . , n− 1}. If p ∈ P is such that h(p) ≤
nk + l − 1 for any k ∈ N ∪ {0}, then h(Alp) ≤ nk + l − 1.
Proof. Let p ∈ P. If h(p) ≤ nk + l − 1, then
degPl ≥ degPi , 1 ≤ i ≤ l − 1 , (8)
degPl > degPi , l + 1 ≤ i ≤ n . (9)
On the other hand,
Alp =
(
P1(z), P2(z), . . . , Pl−1(z),
n∑
i=1
aliPi(z), Pl+1(z), . . . , Pn(z)
)t
.
By (8) and (9) we have
deg
(
n∑
i=1
aliPi(z)
)
≤ max
i∈{1,...,n}
{degPi(z)} ≤ deg Pl(z) .
Hence, by (5),
h(Alp) ≤ h(p) ≤ nk + l − 1.
Lemma 3.3. If p ∈ P and h(p) is not greater than nk + j for k ∈ N ∪ {0} and
j ∈ {0, 1, . . . , n− 1}, then h(Tj+2(z)p) ≤ nk + j + 1, where Tn+1 := T1.
Proof. The assertion follows from (8) and (9) by a reasoning similar to the one
used in the proof of Lemma 3.2.
4. Generators of the interpolation problem
In this section we begin the detailed analysis of the interpolation problem set
forth in the Introduction. Let us first provide an alternative interpretation of the
interpolation problem given by (1).
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Clearly, for all j ∈ {1, . . . , N}, one has∣∣∣∣∣
n∑
k=1
αk(j)Pk(zj)
∣∣∣∣∣
2
=
(
n∑
k=1
αk(j)Pk(zj)
)(
n∑
k=1
αk(j)Pk(zj)
)
= 〈p(zj), σjp(zj)〉 ,
where 〈·, ·〉 is the inner product in Cn with the first argument being anti-linear,
and
σj :=

|α1(j)|
2 α1(j)α2(j) α1(j)α3(j) . . . α1(j)αn(j)
α2(j)α1(j) |α2(j)|
2 α2(j)α3(j) . . . α2(j)αn(j)
α3(j)α1(j) α3(j)α2(j) |α3(j)|
2 . . . α3(j)αn(j)
...
...
...
. . .
...
αn(j)α1(j) αn(j)α2(j) αn(j)α3(j) . . . |αn(j)|
2
 . (10)
Thus, the interpolation problem (1) is equivalent to finding p ∈ P such that
〈p(zj), σjp(zj)〉 = 0 , j = 1, . . . , N. (11)
Remark 1. It follows from (10) that σj is a nonnegative rank-one matrix. More-
over, for every nonnegative rank-one n × n matrix σ, there is a collection of
complex numbers α1, . . . , αn such that
σ =

|α1|
2 α1α2 α1α3 . . . α1αn
α2α1 |α2|
2 α2α3 . . . α2αn
α3α1 α3α2 |α3|
2 . . . α3αn
...
...
...
. . .
...
αnα1 αnα2 αnα3 . . . |αn|
2
 . (12)
Thus, the interpolation problem can be stated as the problem of finding p ∈ P
such that (11) holds for any collection of nonnegative rank-one n × n matrices
{σj}
N
j=1.
Definition 3. Let us denote by S(n,N) = S({σj}
N
j=1, {zj}
N
j=1) the set of all so-
lutions of the interpolation problem (1), where σj is given by (10). We use the
notation S(n,N) when the concrete matrices {σj}
N
j=1 and the interpolation nodes
{zj}
N
j=1 are not relevant.
Note that an interpolation problem is completely determined by the sets
{σj}
N
j=1 and {zj}
N
j=1. Since a solution of (1) is an element of P, one obviously
has S(n,N) ⊂ P. Clearly, in the same way it happens for P, the space S(n,N) is
a module over the ring of scalar polynomials.
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Remark 2. Consider the interpolation problem given by {σj}
N
j=1 and {zj}
N
j=1, if
it turns out that zN = zN−1 and the vectors α(jN ) := (α1(jN ), . . . , αn(jN ))
t and
α(jN−1) are linearly dependent, then
S({σj}
N
j=1, {zj}
N
j=1) = S({σj}
N−1
j=1 , {zj}
N−1
j=1 ) .
For the sake of convenience, we will suppose below that the vectors α for the
coinciding nodes are linearly independent, and in the case they are linearly de-
pendent, the statements of the results should be changed in an evident manner
to the corresponding statements with less nodes.
Let M(r) be the subset of P given by
M(r) := {p ∈ P : p = Sr, r ∈ P, S is an arbitrary scalar polynomial} . (13)
We say that M(r) is the set of vector polynomials generated by r. Note that
M(r) is a linear set and for any nonzero q ∈ M(r) there exists k ∈ N ∪ {0} such
that
h(q) = h(r) + nk . (14)
Thus, all nonzero vector polynomials of M(r) are such that their heights are in
the same equivalence class of Z/nZ.
One of the main goals of this section is to show that S(n,N) has exactly n
generators, that is, there are n vector polynomials r1, . . . , rn such that
M(r1)∔ · · ·∔M(rn) = S(n,N) .
This result is related to a known fact about the set of polynomials being solutions
of the rational interpolation problem in its vector case [12, Thms. 3.1, 3.2] or the
M-Pade´ approximation problem [13, Thm. 3.1].
Definition 4. Let M be an arbitrary subset of P. We define the height ofM by
h(M) := min {h(q) : q ∈M, q 6= 0} . (15)
Lemma 4.1. Let M be a linear subset of S(n,N) and r,p ∈M such that h(r) =
h(p) = h(M), then r = cp with c ∈ C.
Proof. From Lemma 2.1(c), it follows that there exists a complex constant c in C
such that h(r + cp) ≤ h(M)− 1. Since M is linear, r+ cp ∈M, but there is no
element q 6≡ 0 in M such that h(q) ≤ h(M). Hence r + cp ≡ 0.
Definition 5. We say that r in S(n,N) is a first generator of S(n,N) when
h(r) = h(S(n,N)).
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Let us denote by M1 the set M(r) with r being a first generator. Clearly,
Lemma 4.1 implies that M1 does not depend on the choice of the first generator.
Theorem 4.1. If r is a first generator of S(n,N), then h(r) ≤ N for any N ∈ N.
Proof. The goal of this proof is to obtain a constructive algorithm for finding a
solution whose height is not greater than N . Clearly, this implies the assertion of
the theorem since, by definition, the height of the first generator is less than or
equal to the height of any nonzero solution.
Our construction is carried out by induction. For N = 1, we have a solution
p(z) := (C1, C2, 0, . . . , 0)
t , (16)
where C1 = α2(1), C2 = −α1(1), unless α2(1) and α1(1) are both zero, in which
case C1, C2 are any nonzero constants. Indeed, (16) is solution of (11) since
〈p(z1), σ1p(z1)〉 = 0, and h(p) ≤ 1.
Now, we suppose that the assertion holds for a fixed N and let us show that it
also holds for N + 1. We will reduce the interpolation problem with N + 1 nodes
to an interpolation problem with N nodes, which we know how to solve by the
induction hypothesis.
Write N = nk + l with l < n, where, for any fixed n, the integers k and l are
uniquely determined. Suppose that n ≥ 3 and let us first prove the assertion for a
fixed l in {0, 1, . . . , n− 3}. If the matrix (10) satisfies that αl+2(j) = 0 for all j ∈
{1, . . . , N + 1}, then σj = Tl+2(0)σjTl+2(0). So, by putting the vector polynomial
p(z) := el+2(z) (see (4)), it turns out that p is an element of S(n,N +1). Indeed,
since Tl+2(0)p(z) = 0, one has
〈p(zj), σjp(zj)〉 = 〈p(zj), Tl+2(0)σjTl+2(0)p(zj)〉 = 0.
Moreover, h(p) = l + 1 ≤ N + 1. Thus, suppose without loss of generality that
αl+2(N +1) is not equal to zero (otherwise re-enumerate the points z1, . . . , zN+1).
Consider the matrix Al+2 (see (6)), where
al+2,k :=

1
αl+2(N+1)
if k = l + 2 ,
− αk(N+1)
αl+2(N+1)
for k ∈ {1, 2, . . . , n} \ {l + 2} .
With these settings, it is straightforward to verify that
A∗l+2σN+1Al+2 = diag{dk}
n
k=1 , dk :=
{
1 if k = l + 2 ,
0 otherwise ,
(17)
Moreover, since σj is a nonnegative rank-one matrix for every j ∈ {1, . . . , N}, the
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same is true for A∗l+2σjAl+2. Therefore (see Remark 1), for any j ∈ {1, . . . , N},
there are complex numbers β1(j), . . . , βn(j) such that
A∗l+2σjAl+2 =

|β1(j)|
2 β1(j)β2(j) β1(j)β3(j) . . . β1(j)βn(j)
β2(j)β1(j) |β2(j)|
2 β2(j)β3(j) . . . β2(j)βn(j)
β3(j)β1(j) β3(j)β2(j) |β3(j)|
2 . . . β3(j)βn(j)
...
...
...
. . .
...
βn(j)β1(j) βn(j)β1(j) βn(j)β3(j) . . . |βn(j)|
2
 . (18)
Now, for all j ∈ {1, . . . , N}, let
γi(j) :=
{
(zN+1 − zj)βl+2(j) if i = l + 2 ,
βi(j) for i ∈ {1, 2, . . . , n} \ {l + 2} ,
and consider the auxiliary interpolation problem given by {σ˜j}
N
j=1 and {zj}
N
j=1,
where
σ˜j :=

|γ1(j)|
2 γ1(j)γ2(j) γ1(j)γ3(j) . . . γ1(j)γn(j)
γ2(j)γ1(j) |γ2(j)|
2 γ2(j)γ3(j) . . . γ2(j)γn(j)
γ3(j)γ1(j) γ3(j)γ2(j) |γ3(j)|
2 . . . γ3(j)γn(j)
...
...
...
. . .
...
γn(j)γ1(j) γn(j)γ2(j) γn(j)γ3(j) . . . |γn(j)|
2
 .
By the induction hypothesis, there is a vector polynomial q in S({σ˜j}
N
j=1, {zj}
N
j=1)
such that
h(q) ≤ N = nk + l . (19)
Define the vector polynomial
r(z) := Al+2Tl+2(zN+1 − z)q(z). (20)
Then, for all j ∈ {1, . . . , N},
〈r(zj), σjr(zj)〉 =
〈
q(zj), Tl+2 (zN+1 − zj)A
∗
l+2σjAl+2Tl+2(zN+1 − zj)q(zj)
〉
=
〈
q(zj), σ˜jqzj
〉
= 0 . (21)
Also, it follows from (17) that
T ∗l+2(0)A
∗
l+2σN+1Al+2Tl+2(0) = 0 .
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Hence
〈r(zN+1), σN+1r(zN+1)〉 =
〈
q(zN+1), Tl+2(0)A
∗
l+2σN+1Al+2Tl+2(0)q(zN+1)
〉
=0.
This last equality and (21) imply that r is in S({σj}
N+1
j=1 , {zj}
N+1
j=1 ). Moreover, it
follows from (19) and (20), by means of Lemmas 3.2 and 3.3, that
h(r) ≤ nk + l + 1 = N + 1.
Thus, the assertion of the theorem has been proven for n ≥ 3 and l ∈ {0, . . . , n−3}.
For proving the assertion when l = n− 2, consider
r(z) := AnTn(zN+1 − z)q(z)
and, repeating the reasoning above, it is shown that r is in S(n,N+1). Moreover,
since h(q) < nk + n− 2, Lemma 3.3 implies that
h(Tn(zN+1 − z)q) ≤ nk + n− 1 .
Therefore, Lemma 3.1(c) yields h(r) ≤ N + 1.
The case l = n− 1 is treated analogously with
r(z) := A1T1(zN+1 − z)q(z)
being an element of S(n,N + 1). Again, by Lemma 3.3,
h(T1(zN+1 − z)q) ≤ nk + n− 1 .
Thus, it follows from Lemma 3.2(b) that h(r) ≤ N + 1.
It is now clear how to finish the proof when n < 3.
Lemma 4.2. Given an integer m ≥ Nn, there exists a solution p of S(n,N) such
that h(p) = m.
Proof. Let m = (N + k)n + l with k ∈ N ∪ {0} and l ∈ {0, 1, . . . , n− 1}. Let us
construct a solution p ∈ S(n,N) such that h(p) = (N + k)n+ l.
Define p as follows
p(z) := (0, . . . , 0, Pl+1(z), 0, . . . , 0)
t
where Pl+1(z) = z
k
∏N
j=1(z− zj) and z1, . . . , zN are the nodes of the interpolation
problem (1). It is straightforward to verify that p is solution of S(n,N) and
h(p) = n deg P (l+1)(z) + l = (N + k)n+ l.
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Note that Lemma 4.2 and (14) imply that there are n vector polynomials in
S(n,N) whose heights are different elements of the factor space Z/nZ. We will
see later on that there are infinitely many solutions for every equivalence class of
the heights.
Lemma 4.3. Fix a natural number m such that 1 ≤ m < n. If r1, . . . , rm are
arbitrary elements of S(n,N), then S(n,N) \ [M(r1) + · · ·+M(rm)] is not empty
and h (S(n,N) \ [M(r1) + · · ·+M(rm)]) 6= h(rj)+nk for any j ∈ {1, . . . , m} and
k ∈ N ∪ {0}. (In other words, h (S(n,N) \ [M(r1) + · · ·+M(rm)]) and h(rj) are
different elements of the factor space Z/nZ for any j ∈ {1, . . . , m}).
Proof. That S(n,N)\ [M(r1)+ · · ·+M(rm)] is not empty follows from Lemma 4.2
and (14) since m < n. We prove the second assertion by reductio ad absurdum.
Suppose that, for some k0 ∈ N ∪ {0} and j0 ∈ {1, . . . , m},
h(S(n,N) \ [M(r1) + · · ·+M(rm)]) = h(rj0) + nk0 .
Hence, there is q ∈ S(n,N)\ [M(r1)+ · · ·+M(rm)] for which h(q) = h(rj0)+nk0.
Let p ∈ M(rj0) such that h(p) = h(rj0) + nk0. Then, by Lemma 2.1(c), there
is c ∈ C such that h(q + cp) ≤ h(q) − 1. Clearly, q + cp ∈ S(n,N) but not in
M(r1) + · · ·+M(rm). This contradicts the fact that q is an element of minimal
height in S(n,N) \ [M(r1) + · · ·+M(rm)].
Definition 6. Taking into account Definition 5 and Lemma 4.3, for 1 < j ≤ n,
one defines recursively the j-th generator of S(n,N) as the vector polynomial rj
in S(n,N) \ [M1 ∔ · · ·∔Mj−1] such that
h(rj) = h(S(n,N) \ [M1 ∔ · · ·∔Mj−1])
and Mj := M(rj).
In this definition we have used direct sum (∔) since Mk ∩Ml = {0} for k 6= l.
This follows from the fact that the nonzero vector polynomials in Mk and Ml have
different heights as a consequence of (14) and Lemma 4.3. Clearly, each iteration
of this definition, up to j = n, makes sense as a consequence of Lemma 4.3. Note
also that M1 ∔ · · · ∔ Mj does not depend on the choice of the j-th generator.
Indeed, if, along with rj, the vector polynomial q is a j-th generator and q is not
in M1 ∔ · · ·∔Mj, then, taking into account that h(S \ [M1 ∔ · · ·∔Mj−1]) is not
greater than h(S\ [M1∔ · · ·∔Mj ]), it is straightforward to verify that Lemma 4.3
yields a contradiction.
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5. Characterization of the solutions
This section deals with the properties of the generators of the interpolation
problem given in (1). By elucidating the generators’ properties, we are able to
give a complete description of all solution of the interpolation problem.
Remark 3. Due to Lemma 4.3, and Definitions 5 and 6, one immediately obtains
that
Z/nZ = {h(r1), . . . , h(rn)}.
The following simple assertion is used to prove Theorem 5.1 which gives esti-
mates for the sum of the heights of generators.
Lemma 5.1. Let n > 1. For j ∈ {1, . . . , n}, let rj be the j-th generator of
S(n,N). Then, there are infinitely many complex numbers z such that the vectors
r1(z), . . . , rn(z) in C
n are linearly independent.
Proof. We shall prove the lemma by reductio ad absurdum. By continuity, if
the vectors r1(z), . . . , rn(z) are linearly dependent everywhere but a finite set of
points, then they are linearly dependent everywhere. Suppose, k ∈ {2, . . . , n} is
the number for which the vector rk(z) is a linear combination of r1(z), . . . , rk−1(z)
for every z, but r1(z0), . . . , rk−1(z0) are still linearly independent for a certain z0.
The latter means that
rank (r1(z0) . . . rk−1(z0)) = k − 1 .
By continuity, this rank also equals k − 1 in some neighborhood of z0. Also, by
the hypothesis, for any z ∈ C,
rk(z) =
k−1∑
l=1
Fl(z)rl(z) .
Solving this linear system for the unknown Fl(z), the rank of the matrix being
equal to k − 1, we see that for any l ∈ {1, . . . , k − 1}, Fl is a rational function of
z. Therefore there are scalar polynomials S0, . . . , Sk−1 such that
S0(z)rk(z) =
k−1∑
l=1
Sl(z)rl(z) .
By Definition 6, taking into account (14) and Lemma 4.3, one concludes that all
Slrl (l ∈ {1, . . . , k − 1}) have different heights. Hence, by Lemma 2.1(a) there is
l0 ∈ {1, . . . , k − 1} such that
h(S0rk) = h(Sl0rl0) , (22)
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but according to (14) and Lemma 4.3 the r. h. s and the l. h. s of (22) are different
elements of Z/nZ. This contradiction finishes the proof.
Theorem 5.1. Let n > 1. For l ∈ {1, . . . , n}, let rl be the l-th generator of
S(n,N). Then, for any m ∈ {1, . . . , n},
m∑
l=1
h(rl) ≤ Nm+
m(m− 1)
2
.
In particular, when m = n, this gives an estimate of the sum of all generators.
Proof. The proof is carried out inductively with respect to m. For m = 1, the
assertion has already been proven in Theorem 4.1.
Step 1. (m = 1 m = 2)
Let N1 be an integer such that
0 ≤ N1 ≤ N and h(r1) = N −N1 . (23)
Since r1 is a solution of minimal height of the interpolation problem given by
{σj}
N
j=1 and {zj}
N
j=1, it turns out that r1(z˜) does not vanish for any z˜ 6= z1, . . . , zN .
Indeed, otherwise r1(z)/(z − z˜) would be a solution of the interpolation problem
whose height is less than h(r1). Thus, choose the numbers zN+1, . . . , zN+N1+1 each
one of which is not equal to z1, . . . , zN , and consider the interpolation problem
{σj}
N+N1+1
j=1 and {zj}
N+N1+1
j=1 , where the new matrices σj are given by
σj :=

|R1(zj)|
2 R1(zj)R2(zj) R1(zj)R3(zj) . . . R1(zj)Rn(zj)
R2(zj)R1(zj) |R2(zj)|
2 R2(zj)R3(zj) . . . R2(zj)Rn(zj)
R3(zj)R1(zj) R3(zj)R2(zj) |R3(zj)|
2 . . . R3(zj)Rn(zj)
...
...
...
. . .
...
Rn(zj)R1(zj) Rn(zj)R2(zj) Rn(zj)R3(zj) . . . |Rn(zj)|
2
 (24)
for j = N +1, . . . , N +N1+1. Here the notation r1(z) = (R1(z), . . . , Rn(z))
t has
been used. According to Theorem 4.1, there is r in S({σj}
N+N1+1
j=1 , {zj}
N+N1+1
j=1 )
such that
h(r) ≤ N +N1 + 1 . (25)
Let us show that r 6∈ M1. To this end, suppose on the contrary that r(z) =
S(z)r1(z) for some nonzero scalar polynomial S. Taking into account (24), it is
straightforward to verify that, for j = N + 1 . . . , N +N1 + 1, one has
〈S(zj)r1(zj), σjS(zj)r1(zj)〉 = |S(zj)|
2 (|R1(zj)|2 + · · ·+ |Rn(zj)|2)2 .
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Therefore, by the way the nodes {zj}
N+N1+1
j=N+1 have been chosen, the following
should hold
S(zN+1) = · · · = S(zN+N1+1) = 0 .
Thus, deg S ≥ N1 + 1. This inequality together with (3) and (23) imply that
h(r) ≥ N −N1 + n(N1 + 1) which contradicts (25). Finally, observe that r is in
S({σj}
N
j=1, {zj}
N
j=1).
Step 2. (m > 1 m+ 1 ≤ n)
Since the assertion is assumed to be proven for m > 1, one can define recur-
sively the numbers N1, . . . , Nm such that for any l ∈ {1, . . . , m}, the following
holds
h(rl) = N + (l − 1) +Nl−1 −Nl , (26)
where it is assumed that N0 = 0. We shall prove that there is a vector polynomial
r in S({σj}
N
j=1, {zj}
N
j=1) such that
h(r) ≤ N +m+Nm and r 6∈M1 ∔ · · ·∔Mm .
From this, the assertion of the theorem clearly will follow.
Consider set I := {N + 1, . . . , N +m+Nm} and the sets
I1 : = {N + 1, . . . , N + L1 + 1} ,
I2 : = {N + L1 + 2, . . . , N + L2 + 2} ,
...
...
Im : = {N + Lm−1 +m, . . . , N +m+Nm} ,
where
Lk :=
k∑
j=1
⌊
m− j + 1 +Nm +Nj −Nj−1
n
⌋
.
Here ⌊·⌋ is the floor function and it is again assumed that N0 = 0. Thus, {Ij}
m
j=1
is a partition of I, i. e.,
I =
m⋃
j=1
Ij and j 6= l =⇒ Ij ∩ Il = ∅ .
Let z0 ∈ C be such that the vectors r1(z0), . . . , rm(z0) are linearly independent.
The existence of such number is provided by Lemma 5.1. Since the entries of each
of those vectors are polynomials, the vectors r1(z), . . . , rm(z) are also linearly
independent for any z in a neighborhood of z0. Take the points zN+1, . . . , zN+m+Nm
16
in this neighborhood such that
{zN+1, . . . , zN+m+Nm} ∩ {z1, . . . , zN} = ∅ ,
and define the vectors α(j) = (α1(j), . . . , αn(j))
t in such a way that, for each
l ∈ {1, . . . , m},
〈α(j), rl(zj)〉 6= 0 and 〈α(j), rk(zj)〉 = 0 (27)
for k in {1, . . . , m} \ {l} and j ∈ Il. Note that the linear independence of the
vectors rl(zj) for any l in {1, . . . , m} and j ∈ I guarantees the existence of α(j),
j ∈ I, with the required properties.
For j ∈ I, define the matrices σj using (10) with the numbers αk(j) given above
and consider the interpolation problem given by {σj}
N+m+Nm
j=1 and {zj}
N+m+Nm
j=1 .
By Theorem 4.1, there is r in S({σj}
N+m+Nm
j=1 , {zj}
N+m+Nm
j=1 ) such that h(r) is not
greater than N +m+Nm. It turns out that r is not in M1 ∔ · · ·∔Mm, because
if one assumes
r(z) =
m∑
k=1
Sk(z)rk(z) (28)
with Sk(z) being a scalar polynomial (k ∈ {1, . . . , m}), a contradiction will follow.
Indeed, one verifies from (27) and (28) that
〈r(zj), σjr(zj)〉 = 0 for j ∈ I ,
implies that
either Sl ≡ 0 or deg Sl ≥ Ll − Ll−1 + 1 (L0 = 0) (29)
for l ∈ {1, . . . , m− 1} and
either Sm ≡ 0 or deg Sm ≥ Nm − Lm−1 + 1 .
On the other hand, taking into account (3), Lemma 2.1(a), and Lemma 4.3, one
obtains after straightforward calculations that
deg Sl ≤ Ll − Ll−1 for l ∈ {1, . . . , m} . (30)
It follows from (29) and (30) that
S1(z) ≡ · · · ≡ Sm−1(z) ≡ 0 .
Analogously, to prove that Sm ≡ 0, one shows that deg Sm ≥ Nm − Lm + 1 is
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incompatible with (30) for l = m. This is done by verifying that
Nm − Lm + 1 > 0 . (31)
In view of (26) and Lemma 4.3, the numbers m − j + 1 + Nm + Nj − Nj−1, for
j ∈ {1, . . . , m}, are different elements of the space Z/nZ. Therefore there exists
a permutation {a1, . . . , an} of {0, . . . , n− 1}, such that⌊
m− j + 1 +Nm +Nj −Nj−1
n
⌋
=
m− j + 1 +Nm +Nj −Nj−1 − aj
n
.
There is at most one j in {1, . . . , m} such that aj = 0. Moreover,
m∑
j=1
aj ≥
m∑
j=1
(j − 1) .
Thus, the l. h. s. of the inequality (31) can be rewritten as follows
Nm −
m∑
j=1
m− j + 1 +Nm +Nj −Nj−1 − aj
n
+ 1 .
Since
m∑
j=1
(m− j + 1− aj) ≤ m,
one has
Nm−
m∑
j=1
m− j + 1 +Nm +Nj −Nj−1 − aj
n
+ 1
≥ Nm −
m∑
j=1
m+Nm +Nj −Nj−1
n
+ 1
≥ Nm −
m+ (m+ 1)Nm
n
+ 1 > 0 .
In the last inequality, it has been used that m+ 1 ≤ n.
Theorem 5.2. Let rj be the j-th generator of S(n,N). It holds true that
n∑
j=1
h(rj) = Nn +
n(n− 1)
2
.
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Proof. Because of Theorem 5.1, it suffices to show that
n∑
j=1
h(rj) ≥ Nn +
n(n− 1)
2
. (32)
Suppose that this is not true and define
Q(z) := det (r1(z) . . . rn(z)) ,
where (r1(z) . . . rn(z)) is the square matrix with columns given by the vectors
r1(z), . . . , rn(z). For the entries of the generators, we use the notation
rj(z) =
(
R
(j)
1 , . . . , R
(j)
n
)t
∀j ∈ {1, . . . , n} .
It follows from Definition 2, that for any j in {1, . . . , n}, there is l(j) ∈ {1, . . . , n}
such that
h(rj) = n degR
(j)
l(j) + l(j)− 1 .
Moreover, by Lemma 4.3, when j runs through the set {1, . . . , n}, l(j) also runs
through {1, . . . , n}. Therefore,
n∑
j=1
h(rj) = n
n∑
j=1
degR
(j)
l(j) +
n∑
j=1
(j − 1) .
Thus the negation of (32) imply that
n∑
j=1
degR
(j)
l(j) < N . (33)
On the other hand, since the interchanging of two columns of a matrix leads to
multiplying the corresponding determinant by −1, it is clear that for calculating
the degree of the polynomial Q, one could use any arrangement of the vectors rj,
j ∈ {1, . . . , n}. Thus,
degQ(z) = deg det
(
rl−1(1)(z) . . . rl−1(n)(z)
)
.
Note that in this arrangement of the columns the diagonal elements of the matrix
are the polynomials that determine the height of the generators. Hence, it is
straightforward to verify that degQ is the sum of the degree of the diagonal
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elements of
(
rl−1(1)(z) . . . rl−1(n)(z)
)
, that is,
degQ(z) =
n∑
j=1
degR
(j)
l(j) , (34)
and, by (33), this is < N .
Now, fix a node of interpolation zl0 and observe that, since rj is in S(n,N) for
all j ∈ {1, . . . , n}, one has
n∑
k=1
αk(l0)R
(j)
k (zl0) = 0, j ∈ {1, . . . , n} .
By construction, this system has a solution, that is, the determinant of the sys-
tem vanishes, so Q(zl0) = 0. Since the interpolation node zl0 was arbitrary, one
concludes that
Q(z1) = · · · = Q(zN) = 0 .
These equalities, together with (33) and (34), imply that Q(z) ≡ 0 which contra-
dicts Lemma 5.1.
Theorem 5.3. Let n ≥ 2. Any element p of S(n,N), can be written in the form
p =
n∑
j=1
Sjrj ,
where Sj is a scalar polynomial and rj is the j-th generator of the interpolation
problem (j ∈ {1, . . . , n}).
Proof. For j ∈ {2, . . . , n}, consider the sets
Bj := {m ∈ N : m = h(rk) + nl + 1, where k < j and l ∈ N ∪ {0}} ,
A1 := {1, 2, . . . , h(r1)} ,
Aj := {h(rj−1) + 1, . . . , h(rj)} \ Bj .
(35)
Now, define the sequence {gk}k∈N as follows
gk(z) :=
{
ek(z) for k ∈ ∪
n
j=1Aj ,
zlrj(z) for k = h(rj) + nl + 1 ,
where ek is given in (4). Note that h(gk) = k− 1. Therefore, by Theorem 2.1, we
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have that {gk}k∈N is a basis in P. So, any p ∈ S(n,N) can be written as
p =
∑
j∈N
cjgj
=
n∑
j=1
∑
k∈Aj
ckek +
n∑
j=1
Sjrj , (36)
where Sj is a scalar polynomial. Since p and
∑n−1
j=0 Sjrj are in S(n,N), one has
that
n∑
j=1
∑
k∈Aj
ckek (37)
is in S(n,N).
Let us show that (37) is a trivial solution. Suppose on the contrary that (37)
is nontrivial, i. e., there is k ∈ ∪nj=1Aj such that ck 6= 0. Let
k0 := max
1≤j≤n
{k ∈ Aj : ck 6= 0}
and Aj0 be such that k0 ∈ Aj0. By Lemma 2.1(a) the height of (37) is equal to
k0 − 1. Therefore, by (35),
h
 n∑
j=1
∑
k∈Aj
ckek
 < h(rj0)
and, by construction,
n∑
j=1
∑
k∈Aj
ckek 6∈ M1 ∔ · · ·∔Mj0−1
which contradicts Lemma 4.3.
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