INTRODUCTION
One of the major, and generally unstudied, problems in the theory of oscillation of nonlinear equations, is the problem of maintaining oscillations under the effect of a forcing term. Namely, and more generally, we study here the oscillation problem of even order equations of the form dn) + P(t, x, x',..., x-1)) = Q(t, x, x',..., x(-l)),
where it is not assumed that xi[P(t, xi ,..., XJ -Q(t, xi ,..., CC,)] 2 0 for every xi f 0. Problems of this type have already been studied for secondorder equations by several authors. For example, Bhatia [l], Kiguradge [8], the author [4, 51, Legatos and the author [9] , and Bobisud [2] have studied the oscillation of solutions of equations X" + P(t) G(x) = 0,
where xG(x) > 0 for x # 0, and P(t) is not necessarily positive for all large t. Moreover, Bobisud [3] has given sufficient conditions for the oscillation of all solutions of XI + up, x, x')x' + f(t, x, x') = 0 us) with a small damping a(t, x, x'), while the author has given some results in [7] for even order equations of the type (*). It should be mentioned, however, that only the results of the author in [7] contain as a special case the equation
under conditions different or more restrictive than the ones considered in this paper.
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KARTSATOS
Let us first show that the oscillation of all solutions of the equation
is not generally maintained if one considers the "forced" equation bv the term Q(t), which is small in the sense that J 1 ' t"-l ; Q(t)1 r/t Me, adding 22 In fact, consider the equation
(1)
Here we have P(t) Y-0 and p7 f3P(1) dt = c a, which (according to Theorem 2 of [6]) shows the oscillation ot all solutions of ,yL'(.lJ j-(sin
but x(2) :: (sin t -r 2)te5 is a solution of (1) which is nonoscillatory, and not even monotonic for all large t.
The above example is instruct& in that it suggests that we must impose more on the function Q(t) in (I .), m order to ensure oscillation of all solutions. This is done here for equations of the form (x I) with .r,P(t, x1 ,..., x,) > 0 for .Y~ y-0. Moreover, we stud:y the effect of conditions of the form j--' t"'P(t, u, ad,..., ~9'~ I)) dt + CC (m integer, 0 m ::: n -2) on the bounded solutions (if any) of (). 0 ur results are. in some cases, extensions of or related to several results in the references.
In what follows, all functions considered are continuous on their domains (although this assumption can be dropped in some cases), and the functions P, Q in (x) will be assumed smooth enough to ensure the extendability of solutions on rays of the form [7',,, , -4-a) (T,. -5 2, (to fixed) and depending on the particular solution .x(f)). Let .F be the family of all such extended solutions. A solution .Y E .F is said to be oscillatory if it has an unbounded set of zeros on [7;. , -tso), and it is said to be hounded if / x(t)/ :s< K for everv t E [7', , -t-co), where K is a positive constant. All theorems are given for n =~ even. The case N odd is covered by the remarks at the end of the paper. (ii) Q : I x R'" -+ R;
dt == +a (-m) for every u E Cn[t,, , + co) which is bounded between two positive (negative) constants for all large t, and for some integer m such that 0 < m < n -2.
Then, if x E .F is bounded, it satisfies lim inf,,,, j x(t)i = 0.
Proof. Suppose that x(t) is a bounded solution of (*) which does not oscillate. Then it must be of one sign for all large t. Let 0 < L < 1 x(t)/ :< M for all large t (L, M constants). Without any loss of generality, we assume that there exists t, 3 T, such that 0 < L z< x(t) < M for every t E (tl , +a). The case of an eventually negative x(t) can be carried out in a similar way. Now, bv differentiation of the function t"'x("-l)(t), t E [tr , + c~), we obtain
If 111 = 0, then integration of (3) gives lim,,,,
x('l-l)(t) -= -C/I), a contradiction to the positivity of .x(t). Assume that nr 23 I ; then integration of (3) gives
We show that (6) is impossible. In fact, let us consider the three possible cases:
Case I. q(t) q'(t) > 0 for all large t. t--,+x both implying a contradiction to the boundedness of x(t). Thus, our assertion is true.
COROLLARY.
Suppose that P = PO(t) G(x, x',..., x(~~-~)), where xlG(xl ,..., x,) > 0 for x1 f 0, and G is bounded between two positive or negative constants whenever the first variable is bounded in the same way. Moreover, s +" tm[pf'o"(t) + P,-(t)] dt = +a for every p > 0, t, and s +m t"Qo(t) dt -c +a, t,, where Pof(t) = max{P,(t), 0} andP;(t) = min(P,,(t), 0}, and / Q(t, x1 ,..., x,)/ < Qo(t) for every t E [t, , + a). Then for every bounded solution x E 9 we have lim inft+im 1 x(t)[ = 0. 
An analogous situation appears if a(t) is bounded between two negative constants.
2. This section is devoted to equations of the form (*) with x,P(t, x1 ,...) x,) > 0 for every (t, x1 ,..., x,) ~1 x R" with x1 # 0, and Q E Q(t). Theorem 2 concerns itself with the bounded solutions of (*), and Theorem 3 ensures the oscillation of all solutions of (F) by further restricting the functions P, Q. (ii) Q : I -R, and for some R : I -+ R with R'")(t) = Q(t), we have hm R(',)(t) = 0, k = 0, 1) 2,.. .) n -1 ; then the condition i +'C t"-lP,(t) = fc0, i= I,2 'II is suficient for all bounded x E 9 to oscillate OY satisfy lim,, to, / x(t)1 = 0.
Proof.
Suppose that x(t) is a solution of (**) with the property 0 < x(t) < 111 for every t E [tr , +a), t, >, t, . Then the function u(t) = x(t) -R(t), t >, t, is bounded, u E P[t, , +co), and satisfies dn' + P(t, 24 + R(t), 24' + R'(t),..., u(+l) + R("-l)(t)) = 0.
We shall show that (17) cannot have bounded solutions u(t) such that u(t) + R(t) > 0, t E [tl , +a~) unless u(t) < 0, t E [tl , +oo). In fact, if u + R > 0, then from (17) we obtain dn)(t) < 0, t E [tl , +co), which implies (-1)" dk)(t) < 0 for k = 1, 2,..., n -1 and u(t) >( 0 for every t 3 2, . Assume now u(t) > 0 and lim,,+, u(t) = a > 0. Then, given a positive E < G, (Lu, 0, O,..., 0) , there exists t, 2 t, such that
by use of which we get (as in [6, Theorem I])
This, by use of (ii), implies
and the desired contradiction follows as in Theorem 1 in [6]. Thus u(t) < 0, i.e., x(t) < R(t) for all large t. A similar proof holds in the case --M < x(t) < 0 (M = a positive constant) and our theorem is true. then thcr-e exist t, -: t, and 6 -. 0 such that u(t) > 0, and 0 s.1 u(t) -~ t -:< /d(t) ri(t) for cvcry I /, Consequently, Case II. For some integer n -22' (n -22' 2 2), we have u(n-zi)(t) > 0, (-1)" u(n-k)(t) > 0 for iz = 1, 2,..., 22' -1. This case can be carried out in the same way as in the above-mentioned theorem with attention to the use of Riemann-Stieltjes integrals. Thus, our theorem is true.
COROLLARY. If, in addition to the assumptions made in Theorem 2 (Theorem 3), R(t) is oscillatory, then every bounded solution (every solution) of (*) is oscillatory.
The proof is obvious, since for a positive (negative) solution of (+) we cannot have x < R (X > R) for all large t.
Remarks. It is evident that analogous results hold in the case n = odd. In fact, Theorem 1 and its corollary hold as they are stated, while in Theorems 2 and 3 one should conclude that every solution considered oscillates or tends monotonically to zero. One could also show that the integral condition on the Pi's in Theorem 3 is necessary for the theorem to hold. In fact, it suffices to show that the equation 26'1) $-P(t, u + R(t),..., d-1) + R'"-')(t)) = 0 with P as in Theorem 3 has a solution u(t), such that lim,,,., u(t) = R (0 f k < + rj), provided that St'," P-rP(t) dt < i-x, and this can be done by use of a functional analytic method of Svec [I 11 employed there for odd order equations. One could also extend Theorems 2 and 3 to the cases considered by Ryder and Wend in [lo] .
It remains an open question whether one could state a result like Theorem 1 for all solutions of (*). It can be shown (by working with the function F(t) = t -~ ?' lx'Y~-l)(t)jG(x(t))) that there are no positive (negative) solutions of (*) such that x'(t) > 0, xtn--l)(t) $ 0 (x'(t) < 0, x(+l)(t)
-(i 0) for all large t, provided that P 3 P,,(t) G(x) with xG(r) :f 0, increasing, s:" [G(s)]-l ds < +co, j?r [G(s)]-' ds < +CC, and St'," t+l[P(t) -) Q/G(.v(t))i] dt = +a for every x(t) + 0. This also suggests the study of the condition p" t"-+P+(t) + P-(t)] dt =: + cm, which is not included in (iii) of Theorem 1.
