Our research is focused on simulation of agentsanimates. The architecture of these agents is mainly inspired by nature; therefore they are sometimes called artificial creatures. The main contribution of this paper is the description of designed simulation environment architecture for the Artificial Life (ALife) domain. It was named the World of Artificial Life (WAL). Our platform incorporates also results of research in domain of hybrid agent architectures. Based on these results it focuses to the proposal and implementation of the simulation environment for them. First, we present the alternatives for our simulation environment which we evaluated and considered to use. Since we did not selected any of them further in the text we will formulate the problem we were solving and its important goals, followed by presentation of our proposal for such simulator and overview of achieved results.
STATE OF THE ART
This chapter is separated into two parts. First part describes the Artificial Life (ALife) field in general and discusses the current trends and streams. The second part is focused on the simulation environments for Artificial Life simulation.
Artificial Life
The trend in artificial intelligence leans towards communities of robots-agents. These structures appears in nature in all types of complexity starting from genes, cells, multi-cell structures, through plants, animals, groups of animals up to their societies. Similarly to the Nature also in robotics it is obvious that one superintelligent robot (and therefore expensive) is with its abilities far behind a swarm of small, simple and less intelligent but also the less expensive robots. It is believed, that the power lies in quantity and simplicity. Also the range of possible types of tasks implemented on community of mutual cooperative robots is much wider than in case of one super-robot. Therefore approaches from Artificial Life are more often applied for control of community of robots. ALife approach (biological model) of implementation of intelligent behavior is inspired mostly by nature phenomena, instead of classical artificial intelligence (rational approach) which is more concerned about logic, rationality and just partially on algorithms inspired by nature. Another significant difference between AI and ALife approach is in the object of interest. Artificial intelligence is focused on complex thinking for example chess playing, text understanding, disease diagnostic etc. ALife if on the other hand focused on basic elements of natural behavior with strong stress on survival in environment. The most of existing ALife approaches are based on algorithms, which enables robots as artificially created creatures, to evolve and adapt [Kadlecek, 2001] . Biological systems have inspired the development of a large number of artificial intelligence techniques such as neural network architectures, genetic and evolutionary programming, robotic and multi-agent systems. Each biological system brings a large amount of evolutionary baggage unnecessary to support intelligent behavior, but focusing not on content but on principles, the study of animal behavior can provide a lot of models that can be successfully implemented within a robotic or agent system. Due to the inherent complexity of these systems, a multi-level analysis approach supported with a lot of experiments and simulations is required. Animals, in contrast to the majority of agent applications, in which agents are highly specialized in terms of behavior, deployment environment, learning capabilities etc., incorporate broad set of behaviors and high level of adaptability, mobility, social capabilities, proactivity, reactivity, and are employing various learning methods in one system [Wooldridge and Jennings, 1995] . They have to provide wide set of behaviors such as predator avoidance, nesting, fighting, eating, exploring, sleeping, reproduction and others. With computational power of computers we have reached the point when we can imitate Mother Nature. ALife tries to model "the world as it is" or "the world as it could be". ALife gives us chance to test our comprehension of intelligence, adaptation for living conditions and evolution [Kadlecek and Nahodil, 2001] . The philosophy of classical MAS has been reversed in Artificial Life. ALife draws inspiration from many science disciplines such as biology, ethology, sociology, psychology, mathematics (grammars) and physics. ALife is often being connected with emergence. By mutual local cooperation of primitives a new phenomenon on global level arises. This is called emergence and is achieved without any central control. The principle of superposition of primitives is not valid -nonlinear behavior of elemental primitives. Tools for evolution towards more complex and more perfect structures are self-reproduction, mutation and selection.
Simulation Environments
There is a lot of a freely available application or simulators for ALife domain available on the Internet. The issue with these is that almost all of them are focused on one phenomenon or one particular problem. There are not much general frameworks that would give wide range of possibilities. We are searching for a simulation environment that would give us enough freedom to program mind of the agent while the virtual world (including not only the graphical representation but also the functionality in terms of provision of sensoric input) are provided by the application. There are just few such applications available. We will mention here two of them that in our opinion were close enough to be used. First of them is StarLogoTNG which is being developed at Media Laboratory, MIT, Cambridge, Massachusetts [StarLogoTNG, 2008] . Creators describe this project as programmable modeling environment for exploring the workings of decentralized systems. With StarLogoTNG, you can model many real-life phenomena, such as bird flocks, traffic jams, ant colonies, and market economies. This application is the closest one for our requirements hence we will go in the detail of description. It is fairly new it was published only last year. The main goal of this application is to lower the barrier to entry for programming by making programming easier. This means that it provides graphical programming language (block building) and also powerful and editable 3D environment. This gives wide area of possibilities but for our purposes it was not wide enough. We would need to use some programming constructions that are not part of the provided set. Another simulation environment widely recognized is Swarm [Swarm, 2008] . It is a software package for multi-agent simulation of complex systems, originally developed at the Santa Fe Institute. The basic architecture is the simulation of collection of concurrently interacting agents. It allows the researcher to describe agent behaviors one by one, agent by agent, context by context, all while keeping an exact notion of time and concurrency in the world. Swarm also makes it possible to compose or decompose hierarchies of agents. Swarm Code is Object-Oriented. The swarm libraries are written in a computer language called "Objective-C", a superset of the C language. Objective-C adds the ability to create software "classes" from which individual instances can be created. These instances are self-contained entities, and the terminology of objectoriented programming turns out to be very well suited to discussions of agent-based models. Most swarm applications have a structure that roughly goes like this. First, a top level often called the "observer swarm" is created. That layer creates screen displays and it also creates the level below it, which is called the "model swarm". The model swarm in turn creates the individual agents, schedules their activities, collects information about them and relays that information when the observer swarm needs it. This terminology is not required by Swarm, but its use does facilitate it. Swarm libraries provide a number of convenient pieces of code that will facilitate the design of an agent-based model. These tools facilitate the management of memory, the maintenance of lists, scheduling of actions, and many other chores.
REQUIREMENTS AND GOALS
The main goal of our effort was to develop a simulator on a high modularity level and simple enough to be usable by anyone interested in the ALife research. Our simulator helped us to focus on the studied topic while abstracting from implementation details of the environment itself. Special care has been applied to possibilities of analysis, either during the simulation or after the simulation from saved data. Visualization modules are covering not only displaying the simulated agent world in 3D, but are targeted on efficient analysis of agents' behavior. Visualization can provide both simplified and attractive view in order to present the simulation either to broader or non-technical audience. Together with scientific views with various statistics and value details of the agent world, in or to satisfy needs of scientists for detailed analysis of behavior of the simulated system. 
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Platform -Engine
The core part of the simulation environment will be referred to as the engine or platform. It is the base unit and it controls run of the simulation on a program level. This means it synchronizes the whole applicationgives impulses on start and end of each step. It contains an interface for modules and it contains and maintains its parts. There are two components of the environment the layers and agents. In one simulation step engine asks all layers to evaluate actions of all agents and environmental changes according to these actions. The distribution of evaluation to layers means distribution of simulation control so that each layer can run in different computation thread (on multiprocessor unit they also might run on different processors). The main data structure where parameters of all layers and agents are stored is maintained by engine. This data can be view or modified by agent actions or even by external modules. It is important to distinguish between the control part of the engine, which interacts mostly with the operating system (graphical interface, loading and saving configuration, user interaction etc.) and the part providing and simulating the virtual world for agents. The first is done by above described engine. The second function is described further in the text and is handled by layers. 
Engine Interfaces
Simulated World in Layers
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VISUALIZATION CASE STUDY
We would like to proof usefulness of external modules for simulation analysis on a case study performed while redesigning the agent to WAL environment. The simulation scenario concludes a single agent which was intended to move an object between two places. The agent had enough food and water to satisfy its needs. Figure 6 shows the visualized data from this simulation. On the left there is a 3D mesh; on the right is a detail of values in the 60th step. Even a very first look at the 3D mesh could advise that there is something wrong with the simulation. Almost all of parameters are zero (the mesh is flat) [Řehor, 2003] . This means that the agent is neither hungry nor thirsty; it is neither tired nor sleepy. The reason for this could be a data export failure, a mistake in implementation of the inner agent vegetative block or a bad initial configuration of an agent. Because we run the simulation previously and export of data and the vegetative block were working properly, there is no problem with implementation itself. Brief check of the configuration showed that -there was to high value set to the time function for the chemical increasing/decreasing. Figure 7 shows the mesh after the configuration mistake correction. 
RESULTS DISCUSSION
It is very difficult to provide comparison of simulation environments. However the usefulness and applicability of the platform needs to be measured somehow in order to evaluate which parameters are better in our proposition from other works. The main difficulty is that there are two components to run the simulation. First of them is the hereby described environment, second is the control of the agent itself (agent mind). Comparing just the environments without agents would limit us just to naming the programming tools, used 3D engines and maybe reaction time of the application itself. This would not be enough to compare from the ALife simulation point of view. If we place an agent into such environment that it is again hard to distinguish between the qualities of an agent and qualities of the environment. The scientific way to solve this situation would be to create a reference agent and place it into multiple environments and then compare. This approach unfortunately faces technical difficulties in terms of modularity of compared applications, different implementation languages etc. This would lead to the abstracted comparison where we would need to define just qualities of the agent and implement these agents separately. Another objection might be raised here for objectivity of such approach. Different implementations would skew or results. Each programming language used for that has its strengths and weaknesses. To avoid these we would really need a very simple abstract agent. Would this agent test the qualities of the simulation environment? We believe not. This whole discussion leads us to conclusion that on the field of simulators especially from the Artificial life point of view we still do not have a comparison method. Also this topic will be in the scope of our further research. We would like to briefly introduce two architectures which are powered by WAL simulation environment and has been published lately.
Architectures Using WAL
One of the first architectures using the WAL environment was anticipatory agent architecture named Lemming [Foltyn, 2005] . It uses the algorithms known from Artificial Intelligence for agent's learning and offers an alternative to genetic programming and the artificial neural networks commonly used in ALife domain. This model ensures agent's survival in unknown dynamically changing environment. As you can se on the Figure 8 the visualization of the world changed but the engine is powered by the WAL architecture. Architecture is ACS proposed by M. Mach [Mach, 2005] . It uses successfully the Hidden Markov models combined by a reinforcement learning method.
