During numerical time integration, the accuracy of the numerical solution obtained with a given step size often proves unsatisfactory. In this case one usually reduces the step size and repeats the computation, while the results obtained for the coarser grid are not used. However, we can also combine the two solutions and obtain a better result. This idea is based on the Richardson extrapolation, a general technique for increasing the order of an approximation method. This technique also allows us to estimate the absolute error of the underlying method. In this paper we apply Richardson extrapolation to the sequential splitting, and investigate the performance of the resulting scheme on several test examples.
τ 1 , and -being unsatisfied with the result -we solve the problem with a smaller step size, then it is worthwhile to combine the two solutions rather than using the results of the second computation alone. (Of course to do so we have to store the values of the first computation at each time step, which may be computationally expensive.) Moreover, the combination of the two methods in this way allows us to estimate approximately the error of the underlying method [22] .
The above idea can be applied to any time discretization method, so it can be used to increase the order of a splitting method as well. The application of operator splitting is a necessary step during the solution of many real-life problems. If the required accuracy is high, then even if we use a higher-order numerical method for solving the sub-problems, we need to use a higher-order splitting scheme as well [10] . Traditional higher-order splittings require the solution of more sub-problems per time step, and therefore are expensive. If the result is unsatisfactory, we can repeat the computation with a smaller step size, but throwing away our previous computations increases the costs of these methods. All this motivates the application of Richardson extrapolation.
The Richardson extrapolation has been successfully applied to the second-order Marchuk-Strang (MS) splitting [8, 23] . Since reducing the step size often considerably increases the CPU time, in this paper we apply this method to the simplest operator splitting, the first-order sequential splitting. We expect that the Richardson-extrapolated version will be competitive with the second-order Marchuk-Strang splitting and the symmetrically weighted sequential (SWS) splitting.
The structure of the paper is as follows. In Section 2 we present the basic idea of the Richardson extrapolation for increasing the order of a numerical method. In Section 3 the Richardson-extrapolated sequential splitting is introduced. In Section 4 numerical experiments are given for checking the theoretically derived convergence order. We present numerical results for a stiff reaction-diffusion problem as well as for the nonlinear chemical sub-model of UNI-DEM with 56 compounds.
Increasing the order
Consider the Cauchy problem du(t) dt = Au(t), t ∈ (0, T ] u(0) = u 0 (1) where X is a Banach space, u : [0, T ] → X is the unknown function, A is a linear operator X → X , and u 0 ∈ X is a given initial function.
Assume that we apply some convergent numerical method of order p to solving the problem (1). Let y τ (t * ) denote the numerical solution at time level t * on a mesh with step size τ . Then we have
Here the Landau symbol should be understood as follows. Denote by K (0) a vicinity of zero. Assume that f : K (0) → X is a function for which there exist a positive integerp and a positive constant C such that
Denote by p the biggest numberp for which (3) is valid. Then we use the notation f = O(τ p ). On the meshes with step sizes τ 1 < τ and τ 2 < τ the equalities
and
hold, respectively. Our aim is to get a mesh function with accuracy O(τ p+1 ). For the intersection of the above two meshes we define a mesh function y comb (t * ) as follows:
Let us substitute (4) and (5) into (6). Then we get
From (7) one can see that a necessary condition for the combined method to be convergent is that the relation
holds. Moreover, we will only have a convergence order higher than p if
The solution of system (8) and (9) is
If the original method is convergent (as we assumed), then y comb is also convergent, which implies stability according to Lax's equivalence theorem.
In the following we compute the values of the coefficients c 1 , c 2 for two important special cases, when we halve the time intervals. Clearly, in this case the common mesh is the coarser mesh.
(1) Assume that p = 1. Then from (10) we get
Hence, the approximation
has second order of accuracy.
(2) Assume that p = 2. Then from (10) we get
has third order (cf. [17] , p. 331).
Increase by two orders
Clearly, we can extend our method if we use more numerical approximations. As a simple example, we consider the case where we have three numerical results on three different meshes with step sizes τ m (m = 1, 2, 3). Due to the relation
on the mesh with step size τ m ≤ τ we have
Let us denote the common mesh points of the above three meshes by ω τ , and define a mesh function y comb (t * ) as follows:
By substitution into the above relations, for the unknown coefficients c 1 , c 2 and c 3 we obtain the conditions
The solution of system (18)- (20) yields the values of the coefficients in the approximation (17) . For example, if τ 3 = 
Adaptivity
The application of the same method by using two different time steps allows us to estimate the global error of the underlying method, see e.g. [22] , p. 513. Let us assume that both τ 1 and τ 2 are of O(τ ). Formulas (4) and (5) allow us to determine the coefficient α(t * ) approximately. Let us subtract (4) from (5). Then we get
The second term on the right-hand side is O(τ ), so the ratioα(t
approximates α(t * ) to the first order in τ . Then the absolute errors of the methods (4) and (5) can be approximated by the expressionsα(t * )τ 
Richardson-extrapolated splittings
The Richardson extrapolation can be used for any time discretization method, i.e., also for splitting methods. Operator splitting is widely used for solving complex time-dependent models, where the stationary (elliptic) part consists of a sum of several structurally simpler sub-operators. During operator splitting, the problems corresponding to these sub-operators are solved successively in time. This allows us to lead the solution of the original problem back to the solution of a sequence of simpler problems.
The idea of operator splitting, which was first formulated for the sequential splitting, dates back to the 1950s. It was probably in 1957 that this method was first used in the solution of partial differential equations [2] . The classical splitting methods include the sequential splitting, the Marchuk-Strang (MS) splitting [9, 28, 12] and the recently re-developed symmetrically weighted sequential (SWS) splitting [27, 6] . Further, newly constructed schemes include the first-order additive splitting and the iterative splitting [13] .
In this paper we will investigate the Richardson-extrapolated version of the sequential splitting in comparison with other methods.
The Richardson-extrapolated sequential splitting
Assume that the operator of problem (1) is decomposed into a sum A 1 + A 2 . Denote by S 1 (t n , τ ) the solution operator belonging to the sub-problem defined by A 1 on [t n , t n + τ ], and by S 2 (t n , τ ) that defined by A 2 on [t n , t n + τ ]. We remark that S 1 (t n , τ ) and S 2 (t n , τ ) may be the exact solution operators of the sub-problems in the splitting [3, 12] as well as their numerical solution operators if the sub-problems are solved numerically [7] . If y seq (t n ) denotes the solution obtained by the sequential splitting at time level t n , then the solution at time t n+1 reads
The operators S 1 (t n , τ ) and S 2 (t n , τ ) can also act in a reverse order. This order change usually affects the solution.
Since the sequential splitting is a first-order time discretization method, therefore by the choice c 1 = −1 and c 2 = 2 (see Example 1) the Richardson-extrapolated splitting method
will have second order.
Here we also introduce briefly the MS, SWS and additive splittings, since we will refer to them in the following. The MS splitting is defined as
and the SWS splitting as
These methods are of interest to us because they both have second order, therefore they will be a good base of comparison for the Richardson-extrapolated sequential splitting.
The additive splitting can be given as
where I is the identity operator.
Combining different splittings
The Richardson extrapolation, described in Section 2 is based on the observation that the pth-order terms are different in (4) and (5) due to the difference between the time steps τ 1 and τ 2 . That is why by proper averaging the pth-order error term can be eliminated. The situation is similar if different pth-order methods are combined, while the same time steps are used. Let t * = nτ be denoted by t n . Then for the first method we have
and for the second one
with some coefficients α(t n ) and β(t n ), which are now different. This is what the so-called embedded Runge-Kutta methods are based on [19] . Then
from which it is seen that the convergence has order p + 1 if
Let us apply this idea to splitting methods.
(1) It is natural to combine two sequential splittings with different operator sequences, i.e.,
where t n = nτ . Computing the operator product under (26) gives
Since the exact solution at t n is
therefore
where (21) with (30), we get
and by an index change
Consequently, condition (25) reads as
holds for all u 0 iff c 1 = c 2 , which, together with condition (24), yields
So, the resulting method is exactly the SWS splitting, introduced in the previous sub-section.
(2) We can also combine the sequential splitting and the additive spitting. Then y 1 (t n ) and α(t n ) are the same as in Case 1, and y 2 (t n ) has the form
Consequently,
Then (25) implies the condition
which holds for all u 0 iff
So, in this case the condition of second-order accuracy depends on the sub-operators A 1 and A 2 . Therefore we cannot define such universal coefficients by which the combined method will always have second order. In general, we can only find appropriate weights if A 2 A 1 = λA 1 A 2 , where λ ∈ C. An easy computation shows that for an arbitrary λ ∈ C
Let us look at some special cases:
• If λ = 1, i.e., A 2 A 1 = A 1 A 2 (commutativity), then c 1 = 1 and c 2 = 0, which is not surprising, since in the commutative case the sequential splitting itself is exact.
• If λ = −1, i.e., A 2 A 1 = −A 1 A 2 (anticommutativity), then c 1 = 0 and c 2 = 1, which is also obvious, because in the anticommutative case the additive splitting itself has second order [13] .
Richardson-extrapolated sequential splitting with operator swap
It is also possible to use the Richardson extrapolation by changing both the step size and the splitting method. This is the case if we apply the extrapolated sequential splitting in such a way that during the calculation with the halved time step we swap the sub-operators:
Note that (33) is not a special case of (6), where y τ 1 and y τ 2 belong to the same method, because changing the ordering of the sub-operators usually changes the splitting method. If in general for the first method we have
, (34) and for the second one, with time step τ 2 < τ 1
then the combined method
has a convergence order higher than p if
In the case of the Richardson-extrapolated sequential splitting with operator swap, we have τ 1 = τ and τ 2 = τ /2, and then
The solution of the sequential splitting with a reverse operator sequence will be
i.e.,
Condition (37) has the form
which holds for all u 0 iff c 1 = c 2 /2, which, together with condition (36), implies the coefficients
We emphasize that the coefficients c 1 = 1/3 and c 2 = 2/3 may not provide second order of accuracy if the sub-problems are solved numerically. Particularly, we examined the conditions of second-order accuracy for the cases where the subproblems are solved by (i) the explicit Euler method and (ii) the implicit Euler method. In the first case we obtained the general conditions
while in the second case
These equations express rather strict conditions for the coefficients c 1 and c 2 . In each case the second condition can only be satisfied in some very special cases. For example, if A 1 and A 2 commute, then c 1 = −1 and c 2 = 2 for both methods.
However, in the commutative case the operator swap does not change the method, therefore the result of (11) directly applies, and there is no need for the above derivation. In more complicated cases the above equations have no solution, and so the Richardson-extrapolated sequential splitting with operator swap cannot be used to increase the order.
Numerical experiments
The performance of the Richardson-extrapolated sequential splitting has been successfully tested on simple matrix examples in [14] . In this section we test the method on some more realistic model problems. We will examine the convergence order of the Richardson-extrapolated sequential splitting in a stiff reaction-diffusion problem as well as in the chemical sub-model of UNI-DEM, containing 56 species. We will compare the results to the solutions obtained by other second-order splitting methods: the MS and SWS splittings.
Order analysis in a stiff diffusion-reaction problem
First we investigate the Richardson-extrapolated sequential splitting on a diffusion-reaction problem, studied in [18, 13] . In this series of experiments we investigate the effect of stiffness on the accuracy of the Richardson-extrapolated sequential splitting. This issue is of importance because (i) stiff problems are typical in physical applications and (ii) stiffness has been shown to reduce the order of the MS splitting from two to one [16, 25, 26, 29] , which also gives rise to the question of how to obtain stiff convergence of order two with a splitting method [25] .
Consider the diffusion-reaction equations
where u and v are the unknown concentrations of two species, 0 < x < 1 and 0 < t ≤ T = 1 2 , and the initial and boundary conditions are defined as follows:
We used the following parameter values:
• diffusion coefficients:
• source terms:
The reference solution for the discretized problem was computed by Matlab's ODE45 solver. We solved problem (38) and (39) by the Richardson-extrapolated sequential splitting, the SWS splitting and the MS splitting. The differential operator defined by the right-hand side was split into the sum D + R, where D contained the discretized diffusion and the inhomogeneous boundary conditions, and R the reaction and source terms. The spatial discretization of the diffusion terms by a spatial step size of ∆x = 0.01 and the big difference in the magnitude of the reaction rates give rise to stiffness, also indicated by the big operator norms D ≈ 4.03e + 3 and R ≈ 1.41e + 4.
We emphasize on the fact that here both sub-operators are stiff, while most studies are restricted to the case where one of the operators is stiff, the other is non-stiff. For example, in [29] it is shown that in this case the ordering of the sub-operators in the sequential and MS splittings can affect the accuracy considerably, and moreover, always the stiff operator should be put to the end. In our example, however, two stiff operators are present, so both sequences D-R and R-D should be tested for the Richardson-extrapolated sequential splitting and both D-R-D and R-D-R for the MS splitting. (Obviously, the SWS splitting does not require ordering considerations.)
The sub-problems were solved by two different time-integration methods: (1) the implicit Euler method, and (2) the twostep DIRK method. Tables 1 and 2 show the maximum norms of the errors at the end of the time interval for methods (1) and (2) . Note that the time steps were halved in these experiments, therefore a factor around 2 (in parentheses) corresponds to first-order convergence, while a factor around 4 would correspond to second-order convergence.
For the implicit Euler method the Richardson-extrapolated sequential splitting does not show the expected second-order convergence in either of the operator sequences R-D and D-R (order reduction). The errors obtained in the sequence D-R are one magnitude higher than that in the other sequence. First-order convergence is obtained for the other methods, the SWS and MS splittings as well, which is not surprising, since a first-order numerical method was used. Among all the methods, the worst results were produced by the Richardson-extrapolated sequential splitting in the sequence D-R. For the MS splitting we only give the errors for the sequence D-R-D, which generally produced better results. The winner is the Richardsonextrapolated R-D method. Table 2 illustrates that it is not worthwhile to combine the Richardson-extrapolated sequential splitting with a secondorder numerical method. The theoretically derived consistency order is still only two, furthermore, for the sequence R-D the obtained errors are bigger than that for the first-order implicit Euler method. Note that the order of the SWS and MS splittings did not increase to two. This is again the result of order reduction caused by stiffness. The numerical method was the first-order implicit Euler method. N T stands for the number of time steps.
Experiments with UNI-DEM
In the second group of experiments we used a more complex chemical model. The chemical scheme chosen is one of the chemical schemes used in UNI-DEM. (UNI-DEM is fully described in [30] , the results obtained by this model have been reported in [15, 1] .) Similar chemical schemes are used in several other large-scale environmental models, as, for example, in the EMEP models (see, EMEP Home Web-page [11] ). It contains all important chemical species (sulphur compounds, nitrogen compounds, ozone, ammonia-ammonium compounds, several radicals and many hydro-carbons). The total number of chemical species in this scheme is q = 56.
To apply operator splitting, we separated the species that react with ozone and those that do not. If F 1 describes the reactions of the ozone-related compounds and F 2 the remaining reactions, then we used the order F 1 −F 2 for the Richardsonextrapolated sequential splitting and F 1 − F 2 − F 1 for the MS splitting.
To be able to compare the performance of the Richardson-extrapolated sequential splitting combined with several numerical methods with other splitting methods, we ran the model by using six numerical methods and seven splitting methods (including here the case of no splitting). The time-integration period was 42 h, beginning at 06:00 on the starting day and ending at 24:00 on the next day.
The accuracy was evaluated by using a reference solution computed by a very small time step (i.e., with a number of time steps N T = 1572 864). A relative error estimate over all species was used to calculate the global error Table 4 shows what is the best combination of a numerical method and a splitting procedure when the prescribed accuracy is 0.001. In this table WMS stands for the weighted sequential splitting, where the MS splitting is applied both in the order F 1 − F 2 − F 1 and F 2 − F 1 − F 2 , and the solutions are weighted symmetrically. We should add that the results will in general depend (a) on the problem solved and (b) on the accuracy required. If a two-or three-dimensional system of PDEs is solved, then it might become impossible to handle the problem when no splitting is used (and, thus, the RK5 method, which is the clear winner in the above comparison, will not be applicable). Also if the accuracy demand is higher, say 1.0e−5 instead of 1.0e−3, then the results might change.
Conclusions
We applied Richardson extrapolation for increasing the convergence order of a time discretization method to splitting schemes. It consists in a proper combination of two splitting solutions by using different time step sizes.
If the above idea is applied to the sequential splitting, we get the so-called Richardson-extrapolated sequential splitting, which was the main subject of our numerical investigations. Our earlier computer experiments with matrix examples had confirmed the theoretically derived second-order convergence of the method. The Richardson-extrapolated splitting proved to be competitive both with the Marchuk-Strang (MS) splitting and the symmetrically weighted sequential (SWS) splitting. Moreover, when combined with a first-order numerical method, it keeps the second-order accuracy, which is not true for the other two splitting schemes.
In this paper the Richardson-extrapolated sequential splitting was first tested on a fully stiff diffusion-reaction system. The splitting in the sequence R-D was competitive with the other second-order splitting methods, however, similarly to those schemes, it suffered from order reduction due to stiffness. In the second series of experiments the chemical submodel of UNI-DEM with 56 species was used. The results show that the Richardson-extrapolated sequential splitting is the best to combine with low-order numerical methods. With a proper combination (e.g., with the backward Euler method) it is possible to achieve second-order convergence.
