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Abstract
We show that Polchinski equations in the D–dimensional matrix scalar field theory can be
reduced at large N to the Hamiltonian equations in a (D+1)-dimensional theory. In the
subsector of the Trφl (for all l) operators we find the exact form of the corresponding
Hamiltonian. The relation to the Holographic renormalization group is discussed.
1. Introduction. Wilsonian renormalization group [1] appears to be a useful tool in
the study of various phenomena in QFT and statistical physics. A convenient form of the
Wilsonian renormalization group is given by the Polchinski equations [2]. Usually these
equations are formulated in the scalar field theory.
Some time ago, after the discovery of the AdS/CFT–correspondence [3], it was recognized
[4] that renormalization group equations on the CFT side are represented by classical equations
of motion on the AdS side. The idea was further developed in [5]–[12]. And it became clear
that the holography is the general phenomenon for the proper formulation of the Wilsonian
renormalization group at large N [11], [12].
In this picture an exact, simple and easy testable statement was missing. The goal of this
note is to provide such a statement. We show that Polchinski equations in the D–dimensional
matrix scalar field theory can be reduced at large N to the Hamiltonian equations in a
(D+1)-dimensional theory. In the subsector of the Trφl (for all l) operators we find the exact
form of the corresponding Hamiltonian. In concluding section the relation to the Holographic
renormalization group is discussed.
2. From renormalization group to the Hamiltonian flow. In this section we consider
Euclidian D-dimensional matrix scalar field theory:
S[φ] = −
N
2
∫
p
Tr
[
φ(p) (p2 +m2) K−1Λ (p
2)φ(−p)
]
+NSI [φ], (1)
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whose action is written here in the Fourier transformed form. Here φ = ||φij||, i, j = 1, . . . , N
is the Hermitian matrix; the function KΛ is:
KΛ(x) =
{
1, when x < Λ2;
0, when x > Λ2,
(2)
and is quickly changing near the point x = Λ2, i.e. Λ is an UV cutoff in our theory; SI is the
interaction part of the action, which includes sources as well. In this note we take:
SI [φ] =
∞∑
l=0
∫
k1...kl
Tr
[
φ(k1) . . . φ(kl)
]
Jl(−k1 − . . .− kl), (3)
which is just the Fourier transform of
∑∞
l=0
∫
Jl(x)Trφ
l(x) representing the subspace of the
complete OPE basis of the theory. The crucial observation for our further considerations is that
in the Fourier transformed form Jl depends only on the sum of k’s — arguments of φ’s under the
traces. If we were considering operators containing derivatives (e.g. Tr
[
(∂µφ) φ
l (∂νφ) φ
n−l
]
),
then the corresponding Fourier transformed sources (e.g. Jnµν(−
∑
k) kµ1 k
ν
l+2) in general would
depend on all k’s separately.
The Polchinski equation for the theory in question is given in the Appendix (see eq. (19)).
Taking the quantum average of it, we arrive at:
〈
Λ
dSI [φ]
dΛ
〉
= −
1
2
∫
p
1
p2 +m2
Λ
dKΛ(p
2)
dΛ
〈[
N−1
δ2SI [φ]
δφij(−p)δφji(p)
+
δSI [φ]
δφij(p)
δSI [φ]
δφji(−p)
]〉
.
(4)
The average is taken over the high–momentum modes only. It means that one should represent
φ(p) as the sum of the high–momentum and low–momentum modes φ(p) = φ0(p) + ϕ(p) and
integrate out the field ϕ(p) [1]. Here φ0(p) is the solution of the equations of motion following
from the action (1). As we will see below, taking the expectation value in (4) is necessary to
close the system of equations for the sources [12].
It is easy to verify the following relations:
Tr
[
δSI
δφ(p)
δSI
δφ(−p)
]
=
∞∑
n,l=0
∫
p1...pnk1...kl
(n · l)Tr
[
φ(p1) . . . φ(pn) φ(k1) . . . φ(kl)
]
×
×Jκ(−p− p1 − . . .− pn) Jκ(p− k1 − . . .− kl);
(5)
Tr
[
δ2SI
δφ(p)δφ(−p)
]
=
∞∑
n=0
∫
p1...pn
n
n∑
m=0
Tr
[
φ(p1) . . . φ(pm)
]
Tr
[
φ(pm+1) . . . φ(pn)
]
×
×Jκ(−p1 − . . .− pn).
Now one should calculate the quantum average of these traces. As usual this is a complicated
problem, but there is a way to simplify the final expressions.
First, let us introduce the following notations:
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∫
p(n)
:=
∫
p1...pn
;
Tn(p1, . . . , pn) := Tr
[
φ0(p1) . . . φ0(pn)
]
; (6)
Jl(−k(l)) := Jl(−k1 − . . .− kl).
In these notations the action (3) takes a short form SI [φ0] =
∑∞
l=0
∫
k(l)
Tl(k1, . . . , kl) Jl(−k(l)).
The quantum average of the trace Tr [(φ01 + ϕ1) . . . (φ0n + ϕn)] over the high–momentum
modes can be reduced to the action of some operator on Tl(k1, . . . , kl):
〈∫
p(n)
Tr
[
(φ0(p1) + ϕ(p1)) . . . (φ0(pn) + ϕ(pn))
]〉
≡
≡
∫
p(n)
∫
Dϕ eS0 Tr
[
(φ0(p1) + ϕ(p1)) . . . (φ0(pn) + ϕ(pn))
]
=
=
∫
p(n)
∫
D ϕ eS0 exp
[∫
p
ϕp
δ
δφ0(p)
]
Tr
[
φ0(p1) . . . φ0(pn)
]
=
= Wˆ
{∫
p(n)
Tr
[
φ01 . . . φ0n
]}
= Wˆ
[∫
p(n)
Tn(p1, . . . , pn)
]
,
where S0 = −
N
2
∫
p
Tr[φ(p)(p2 +m2)K−1Λ (p
2)φ(−p)] and
Wˆ = exp
(
1
2N
∫
p
Tr
[
δ
δφ0p
δ
δφ0−p
]
GΛ(p)
)
(7)
with GΛ(p) = KΛ(p
2)/(p2 +m2) being the free propagator1.
We work in the large N limit, where the following factorization property is in effect:〈∏
n
TrOn
〉
=
∏
n
〈TrOn〉. (8)
Using this property and the notation T˜ = Wˆ T , we can write
1Using the equation (see e.g. [13])
Tr
[
δ
δφ0p
δ
δφ0−p
]
=
∫
k(n)
∞∑
l,m=1
(l ·m)Tl+m−2({kl−1}, {qm−1})
δ2
δTl({kl−1}, p)δTm({qm−1},−p)
+
+
∫
k(l−2)
∞∑
l=2
l
l−2∑
m=0
Tm({k})Tl−m−2({k})
δ
δTl({kl−2}, p,−p)
the operator Wˆ can be written in terms of derivatives with respect to the natural variables Tn(k1, . . . , kn)
Which makes it obvious that such actions as (3) (with single–trace operators only) give raise to multi–
trace operators in the Polchinski equation.
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Wˆ [Tl(k1, . . . , kl) Tn(p1, . . . , pn)] = Wˆ [Tl(k1, . . . , kl)] Wˆ [Tn(p1, . . . , pn)] =
= T˜l(k1, . . . , kl) T˜n(p1, . . . , pn) (9)
and the Polchinski equation for the theory (1) acquires the form:
∞∑
l=1
∫
k(l)
T˜l({kl})J˙l(−k(l)) =
−
1
2
∫
p
1
p2 +m2
K˙Λ(p
2)
[
N−1
∞∑
a=1
a−1∑
s=0
∫
k(a−1)
(a+ 1)T˜a−s−1({ks+1}) T˜s({ks}) Ja+1(−k(a+1))
+
∞∑
l,j=1
∫
q(j−1)k(l−1)
(l · j) T˜l+j−2({kl−1}, {qj−1})Jl(−k(l−1) − p)Jj(−q(j−1) + p)
]
,(10)
where the overdot means the differentiation with respect to d/d log Λ. Note that T˜ depends
on Λ, because the Wˆ operator does depend on the cut–off.
It will become clear in a moment that the structure of the theory in question suggests to
introduce the momentum conjugate to Jl(k) as follows:
Πl(k) = N
−1
∫
k(l)
δ(D)
[
k − k(l)
]
T˜l(k1, . . . , kl). (11)
This definition reflects the fact that our sources depend only on the sum of the arguments of
T˜ ’s. And the factor of N was included to make the sources Jl and the canonical momenta Πl
to be of the same order as N →∞. In these variables eq. (10) reduces to:
∫
q
∞∑
l=0
Πl(q)J˙l(−q) = −
1
2
∫
p
K˙Λ(p
2)
p2 +m2
[∫
q1q2
∞∑
l,s=0
(l + s+ 2)Πl(q1)Πs(q2)Jl+s+2(−q1 − q2)+
+
∫
q1q2
∞∑
f,h=1
(f · h)Πf+h−2(q1 + q2)Jf(−q1)Jh(−q2)
]
.(12)
Then the corresponding equations for the sources and for the momenta can be represented in
the form of the Hamiltonian equations:
d Jl(−q)
dT
=
δH
δΠl(q)
dΠl(q)
dT
= −
δH
δJl(−q)
,
(13)
where the “time” dT = d log Λ
∫
p
K˙Λ(p
2)
p2+m2
is related to the cutoff scale. The first equation in (13)
follows from the Polchinski equation2 (12). Recall that this equation imposes the condition
2Note that to make the transformation from (12) to the first equation in (13) legal one has to
extend the collection of couplings Jl Trφ
l to the full OPE basis in the theory, then perform the same
transformations as we did to arrive at (13) [12]. At the end one has to put all the additional sources to
zero to obtain (13) in its present form.
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that the functional integral of the theory in question is independent of the cutoff. The second
equation in (13) similarly follows from the derivation of the VEV 〈Trφl(x)〉 with respect to
Λ. Or it may be obtained via the variation of the Polchinski equation with respect to Jk(−q).
The easiest way to see the latter fact is to recall that the effective actions expressed through
the sources and through the VEV’s are related to each other via the Legendre (functional
Fourier) transformation [12].
The Hamiltonian can be calculated exactly and has a remarkably simple form:
H = −
1
2
∫
q1q2
∞∑
l,s=0
[
(l + s+ 2)Πl(q1)Πs(q2)Jl+s+2(−q1 − q2) +
+ (l + 1)(s+ 1)Πl+s(q1 + q2)Jl+1(−q1)Js+1(−q2)
]
.
(14)
We emphasize that the momentum Πl(q) contains all powers of the traces since it is the result
of the action of the Wˆ operator on Tl(k).
The trivial observation here is that the summation over s and l in the Hamiltonian in
question can be converted into the integration over the new artificial coordinate σ ∈ [0, pi].
Such a conversion obviously could have been done in the original action (1)–(3).
3. Discussion and acknowledgments. Thus, we have managed to rewrite the Polchinski
equations for the matrix scalar field theory at large N as the Hamiltonian equations. The
configuration space of the obtained D + 1–dimensional theory consists of the single trace
operators of the original D–dimensional theory. Our result does not depend on whether the
theory in question is renormalizable or not, or even whether it is UV divergent or not.
Why such a relation is important? First of all, it clearly shows that if one keeps all sources
for a subsector of the full OPE basis, then the renormalization group becomes holographic.
Indeed, knowing the values of J ’s and Π’s at some energy scale, one can find them, through
the Hamiltonian equations, at any other scale.
Furthermore, despite the fact that we average over the Gaussian quadratic part of the
action in the transformation from (4) to (13)-(14) we still have the complete knowledge of
the renormalization group flow in the subsector of the theory in question. In particular, if one
would like to know e.g. where does the UV theory
S[φ] = −
N
2
∫
p
Tr
[
φ(p) (p2 +m2) K−1Λ (p
2)φ(−p)
]
−
−g N
∫
k1,...,k4
δ
(
4∑
i=1
ki
)
Tr [φ(k1)φ(k2)φ(k3)φ(k4)] , (15)
(g = const) flow under the renormalization group, he just has to solve the Hamiltonian
equations (13) with the initial conditions J4 = g and Jn = 0 for all n 6= 4 as Λ →∞.
Fortunately enough the subsector of the OPE basis, which we are considering in this note,
factors (at large N) under the renormalization group flow from the rest of the OPE basis.
So far we did not find the closed form Hamiltonian if the other parts of the OPE basis are
included into the renormalization group dynamics. This remains to be a challenge for the
future work. As well it would have been interesting to reconcile our observations with the
information theory interpretation of the renormalization group flow [14].
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Appendix. Here we derive Polchinski equation [2] in the case of the D–dimensional
matrix scalar field theory (1). In Wilsonian renormalization group one integrates out the
high–momentum modes in φ so that the energy scale is reduced from the cutoff to a much
lower scale ΛR — the scale, where we are probing our physics [1]. We assume that m
2 ≪ Λ2R.
Consider generating functional for the theory (1):
Z =
∫
Dφ eS[φ,Λ,{J}]. (16)
Obviously one has to impose the condition that physics shouldn’t depend on the cutoff:
Λ
dZ
dΛ
= 0. (17)
The result of the differentiation is:
Λ
dZ
dΛ
=
∫
DφeS[φ,Λ,{J}]Tr
[∫
p
φ(−p)(p2 +m2)φ(p)Λ
dK−1Λ (p
2)
dΛ
+ Λ
dSI
dΛ
]
. (18)
It is easy to verify that the expression under the integral on the RHS of (18) becomes full
functional derivative if
Λ
dSI
dΛ
= −
1
2
∫
p
1
p2 +m2
Λ
dKΛ(p
2)
dΛ
(
δ2SI
δφij(−p)δφji(p)
+
δSI
δφij(p)
δSI
δφji(−p)
)
. (19)
Indeed substituting (19) into (18) we obtain
Λ
dZ
dΛ
=
∫
p
Λ
dKΛ(p
2)
dΛ
∫
DφTr
δ
δφ
[(
φ(p)K−1Λ (p
2) +
1
2
(p2 +m2)−1
δ
δφ
)
eS[φ,Λ,{J}]
]
.
(20)
It is straightforward to see that (20) and (18) are equivalent because:
δeS[φ,Λ]
δφ(−p)
=
(
−φ(p)(p2 +m2)K−1Λ (p
2) +
δSI
δφ
)
eS[φ,Λ,{J}];
δ2eS[φ,Λ]
δφ(−p)δφ(p)
=
[
−(p2 +m2)K−1Λ (p
2) +
SI
δφ(−p)δφ(p)
+ (21)
+
(
−φ(p2 +m2)K−1Λ (p
2) +
δSI
δφ
)2]
eS[φ,Λ,{J}].
Eq. (19) is referred to as the Polchinski equation.
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