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Chapter 1
Introduction
Statistical mechanical systems undergoing a continuous (or second order) phase tran-
sition are called critical, and are characterized by the divergence of the correlation
length, which leads to scaling invariance. Thanks to the Polyakov theorem, which
states that local field theories that are scaling invariant are also conformally invari-
ant, the behaviour of these systems can be described by conformal field theories
(CFT), i.e. quantum field theories that are invariant under conformal symmetry.
The microscopic dynamics may vary considerably from one statistical system to
another, but the scaling behavior near a second order phase transition falls into
universality classes, each of which is described by a CFT.
In a generic space-time dimension d the conformal group possesses (d+1)(d+2)/2
free parameters, while if the space-time is two-dimensional this group enlarges to
an infinite set of transformations, and this makes it possible to exactly solve the
dynamics of critical systems. All correlators, in fact, can be computed assuming
conformal invariance and the existence of an algebra of scaling fields defined by a
short-distance operator product expansion (OPE) for the fields.
In a critical system with boundary, conformal transformations must map the
boundary onto itself and preserve the boundary conditions (BC), with the conse-
quence that only half of the conformal generators remain. In two-dimensions, the
prototype of a system with boundary is the upper half plane; in this case it is possi-
ble to study exactly the surface critical behaviour, i.e. to determine the correlation
functions near the boundary when the bulk is critical, because the n-point corre-
lators can be expressed in terms of the 2n-point ones on the infinite plane. The
underlying technique, called method of images, entails in a natural way the exis-
tence of scaling fields living on the boundary, which appear in the OPE between
a bulk scaling field close to the boundary and its mirror image. The insertion of
these boundary fields at a certain point has the effect of changing the BC, which
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are explicitly related the bulk operator content of the theory.
We have performed an explicit calculation of some two-point correlation func-
tions in the presence of boundary in a class of CFT called minimal models (MM),
characterized by the possibility of organizing the operators in a finite number of
families. These correlators are expressed in terms of hypergeometric functions, and
can be completely fixed.
Dynamics in the vicinity of second order phase transitions can be described by
CFT perturbed by the addition of operators that break the conformal symmetry
and introduce a mass scale in the system. For opportune choices of the perturbing
operator the off-critical massive field theory can be integrable, i.e. it can possess
an infinite set of commuting integrals of motion. In this case, the corresponding
scattering theory is purely elastic and the n-particle S-matrix is factorized into
a product of n(n − 1)/2 two-particles S-matrices. In two dimensions, these two-
particles scattering amplitudes satisfy a number of constraints which are restrictive
enough to calculate them exactly, up to the so-called CDD-ambiguity. In the case of
distinguishable particles, these constraints are expressed by unitarity, crossing and
bootstrap equations. The bootstrap approach consists in identifying the S-matrix
bound states with some of the particles appearing as asymptotic states, so that the
spectrum of the theory is encoded in the analytic structure of the S-matrix. In
two-dimensional elastic scattering, since there’s only one independent Mandelstam
variable, it is convenient to introduce a parametrization of the momenta in terms of
the so-called rapidity variable θ:
p0 = m cosh θ , p1 = m sinh θ .
The S-matrix expressed in this variable has just pole singularities. Simple poles
are naturally identified with the bound states which appear in the intermediate
channels, while higher order poles demand an explanation in terms of elementary
collision processes. It can be shown that odd-order poles provide a new mechanism
to produce bound states, while even-order poles correspond to multiple scattering
processes without the creation of new intermediate bound states (Coleman-Thun
mechanism).
Another class of integrable quantum field theories, in addition to perturbed CFT,
is given by the so-called affine Toda field theories (ATFT), which are defined by a
Lagrangian built up from some characteristic quantities of an affine Lie algebra gˆ.
The corresponding scattering theory contains a number of particles equal to the
rank of gˆ, and the S-matrix, depending on the choice of gˆ, coincides with the one
of a specific perturbed minimal model “dressed” with some CDD-factors (related
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to the ambiguity mentioned above), which depend on the coupling constant present
in the Lagrangian. Since the CDD-factors don’t introduce new poles with physical
meaning, the ATFT and the corresponding perturbed MM share the same spectrum
of bound states.
In the presence of a boundary, assuming that the BC are compatible with in-
tegrability, the scattering theory is still elastic and factorized, meaning that every
process can be expressed in terms of two-particles bulk scattering amplitudes and
single-particle boundary reflection factors. There is a set of equations, analogous to
the unitarity, crossing and bootstrap equations of the bulk, which relate the reflec-
tion matrix to the bulk S-matrix. Hence, if the bulk scattering theory of a system is
solved, it is possible to investigate which are the compatible reflection amplitudes,
expecting as many different solutions as the number of possible integrable boundary
conditions, related one to the other by CDD-factors due to an ambiguity of the same
kind as the bulk one. The analytic structure of the reflection matrix encodes the
boundary spectrum of the theory, in the light of a bootstrap approach analogous
to the bulk one. In fact, the boundary can exist in several stable states, and the
presence of poles in the reflection amplitude of a particle indicates the possibility
for this particle to excite it.
A complete analysis of the boundary scattering for many systems as in the bulk
case has not jet been performed, and many aspects of the corresponding bound
states structure are still obscure.
Starting from two kinds of known reflection amplitudes, we have performed a
detailed study of the boundary bound states structure for the three ATFT related
to the exceptional affine Lie algebras E6, E7 and E8 and for the corresponding per-
turbed MM, which describe the universality classes of particularly important statis-
tical systems, respectively the thermal tricritical 3-state Potts model, the thermal
tricritical Ising model and the Ising model in a magnetic field. A typical feature of
these systems is a very rich analytical structure of the S-matrix, and it is equally
interesting the structure of the reflection amplitudes. In the bulk case, in order to
iterate consistently the bootstrap procedure, one considers all odd-order poles with
positive residue, which correspond to bound states in the direct intermediate chan-
nel. In the presence of a boundary, however, it is sometimes possible to describe also
odd-order poles with pure multiple scattering processes, without involving any new
bound state. The existence of these generalized Coleman-Thun mechanisms leads
to the possibility of excluding the creation of some excited boundary states, and in
the case of perturbed MM this is essential in order to avoid an infinite cascade of
such states. In fact, the “dressing” CDD-factors, relating the reflection matrix of
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ATFT to the one of perturbed MM, as in the bulk case don’t introduce physical
poles, but now can change the residue’s sign of the existing ones. This leads to the
presence of a number of odd-order poles with positive residue much smaller in the
ATFT reflection matrices then in the perturbed MM ones, with the consequence
that the number of boundary states is finite just in the first case. The condition
of having a finite number of bound states, essential for the consistence of the boot-
strap procedure, can be recovered in the case of perturbed MM only admitting an
intensive use of generalized Coleman-Thun mechanisms, with the hypothesis that
their existence excludes the boundary excitation process. In the case of the Potts
model, however, neither with this mechanisms was it possible to obtain a consistent
bootstrap; this is an indication that the two analyzed reflection amplitudes don’t
have a physical meaning, i.e. they don’t correspond to any integrable BC. Using
the CDD-ambiguity mentioned, we have then constructed another reflection matrix
which gives rise to a finite number of boundary bound states.
The described on-shell techniques allow a detailed analysis of the boundary states
structure of various systems, even if they leave many problems unsolved, most of
all the one of associating the reflection amplitudes to the corresponding BC. In
order to face these problems it will be necessary to adopt off-shell methods, such as
the thermodynamic Bethe ansatz and the form factors approach, which are already
known and widely applied in the bulk case but still require improvement in the
presence of a boundary.
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Chapter 2
Conformal invariance
2.1 Critical phenomena
A statistical mechanical system is said to be critical when its correlation length
ξ, defined as the typical distance over which the order parameters are statistically
correlated, increases infinitely (ξ → ∞). Correspondingly, length scales lose their
relevance, and scale invariance emerges. This is peculiar of the continuous (or second
order) phase transitions, which consist in a sudden change of the macroscopic prop-
erties of the system as some parameters (e.g. the temperature) are varied, without
finite jumps in the energy (characteristic of first order transitions).
A remarkable property of these systems is that the fine details of their micro-
scopic structure become unimportant, and the various possible critical behaviours
are organized in universality classes, which depend only on the space dimensionality
and on the underlying symmetry. This allows a description of the order parameter
fluctuations in the language of a field theory, which is invariant under the global
scale transformations
xµ → x′ µ = λxµ , (2.1.1)
provided that the fields transform as
Φ(x)→ Φ′(x′) = λ−∆Φ(x) , (2.1.2)
where ∆ is called the scaling dimension of the field Φ.
The use of conformal invariance to describe statistical mechanical systems at
criticality is motivated by a theorem, due to Polyakov, which states that local field
theories which are scaling invariant are also conformally invariant ([1]). Hence, every
universality class of critical behaviour can be identified with a conformal field theory
(CFT), i.e. a quantum field theory that is invariant under conformal symmetry.
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This way of studying critical systems started with a pioneering paper by Belavin,
Polyakov and Zamolodchikov ([2]), and is now systematically presented in many
review articles and text books (see for instance [3],[4],[5]).
2.2 The conformal group
An infinitesimal coordinate transformation xµ → xµ+ ξµ(x) is called conformal if it
leaves the metric tensor gµν invariant up to a local scale factor, i.e.
gµν(x)→ ̺(x)gµν(x). (2.2.3)
In particular, these transformations preserve the angle between two vectors. The
definition implies the following condition:
∂µξν + ∂νξµ =
2
d
ηµν(∂ · ξ), (2.2.4)
where d is the dimension of space-time.
The finite version of these transformations is given by:
x′i = Λikxk + bi Poincare´ transformations (2.2.5)
x′i = λxi Dilatations (2.2.6)
x′i
(x′)2
=
xi
(x)2
+ ai Special transformations (2.2.7)
and constitutes the SO(d+ 1, 1) group, with (d+ 1)(d+ 2)/2 free parameters.
Conformal invariance in quantum field theory
A spinless field φ(x) is called quasi-primary if, under a conformal transformation
x→ x′, transforms as
φ(x)→ φ′(x′) =
∣∣∣∣∣∂x′∂x
∣∣∣∣∣
−∆/d
φ(x), (2.2.8)
where ∆ is the scaling dimension of the field, and the Jacobian of the conformal
transformation is related to the scale factor of eq. (2.2.3) by∣∣∣∣∣∂x′∂x
∣∣∣∣∣ = ̺(x)−d/2. (2.2.9)
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Conformal invariance fixes the form of the correlators of two and three quasi-
primary fields up to a multiplicative constant:
〈φ1(x1)φ2(x2)〉 =

C12
x
2∆1
12
if ∆1 = ∆2
0 if ∆1 6= ∆2
, (2.2.10)
〈φ1(x1)φ2(x2)φ3(x3)〉 = C123
x∆1+∆2−∆312 x
∆2+∆3−∆1
23 x
∆3+∆1−∆2
13
, (2.2.11)
where xij = |xi − xj |.
Higher correlators cannot be fixed by analogous considerations, because with
four points (or more) it is possible to construct some conformal invariants, called
anharmonic ratios, as for instance:
x12x34
x13x24
,
x12x34
x23x14
. (2.2.12)
The n-point functions may have an arbitrary dependence on these ratios; in partic-
ular, the four-point function may take the form
〈φ1(x1)φ2(x2)φ3(x3)φ4(x4)〉 = f
(
x12x34
x13x24
,
x12x34
x23x14
) 4∏
i<j
x
∆/3−∆i−∆j
ij , (2.2.13)
where ∆ =
∑4
i=1∆i.
2.3 Two-dimensional conformal field theory
In two dimensions, since the conformal group enlarges to an infinite set of transfor-
mations, it is possible to solve exactly the dynamics of a critical system, assuming
conformal invariance and a short-distance operator product expansion (OPE) for
the fluctuating fields.
2.3.1 Conformal coordinate transformations
In euclidean two-dimensional space-time, eq.(2.2.4) specializes to the Cauchy-Riemann
equations for holomorphic functions. This motivates the use of complex coordinates
z and z¯, with
z = x0 + ix1 z¯ = x0 − ix1 (2.3.14)
∂ =
1
2
(∂0 − i∂1) ∂¯ = 1
2
(∂0 + i∂1) (2.3.15)
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With this notation, solutions of eq.(2.2.4) are holomorphic or anti-holomorphic
transformations, z → f(z) and z¯ → f¯(z¯), such that ∂¯f = ∂f¯ = 0. These functions
admit the Laurent expansion
f(z) =
∞∑
n=−∞
anz
n+1 f¯(z¯) =
∞∑
n=−∞
a′nz¯
n+1 (2.3.16)
which has an infinite number of parameters. In this way, the conformal group
enlarges to an infinite set of transformations, even if the only invertible mappings
of the whole complex plane into itself are the so-called Moebious transformations,
defined as
z → w(z) = az + b
cz + d
, with ad− bc = 1 . (2.3.17)
These are the global conformal transformations under which the theory is invariant,
while a generic holomorphic or antiholomorphic transformation will have anomalies
encoded in the so-called Ward identities.
Given an holomorphic infinitesimal transformation
z → z + ǫ(z) ǫ(z) =
∞∑
n=−∞
cnz
n+1, (2.3.18)
and its antiholomorphic counterpart, the corresponding generators
ℓn = −zn+1∂z ℓ¯n = −z¯n+1∂z¯ (2.3.19)
obey the following commutation relations:
[ℓn, ℓm] = (n−m)ℓn+m (2.3.20)
[ℓ¯n, ℓ¯m] = (n−m)ℓ¯n+m (2.3.21)
[ℓn, ℓ¯m] = 0 (2.3.22)
Thus the conformal algebra is a direct sum of two infinite-dimensional algebras, one
in the holomorphic and the other in the antiholomorphic sector, and this makes
it convenient to regard z and z¯ as independent variables, remembering that the
physical surface is given by the condition z¯ = z∗.
Each of these two algebras contains a finite subalgebra generated by ℓ−1, ℓ0
and ℓ1, obtained demanding regularity of the transformations on the whole complex
plane, and associated to the global conformal group. In particular, ℓ0+ ℓ¯0 generates
dilatations on the real surface and i(ℓ0 − ℓ¯0) generates rotations.
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2.3.2 Primary fields and their correlators
In two dimensions the concept of quasi-primary field can be extended to fields with
spin s generally non zero ([2]), defining the holomorphic and antiholomorphic com-
formal dimensions h and h¯ as
h =
1
2
(∆ + s) h¯ =
1
2
(∆− s), (2.3.23)
where ∆ is the scaling dimension. Under a global conformal transformation (2.3.17),
a quasi-primary field transforms as
φ′(w, w¯) =
(
dw
dz
)−h (
dw¯
dz¯
)−h¯
φ(z, z¯). (2.3.24)
If the same is true under any local conformal transformation z → f(z), the field is
called primary.
Conformal invariance forces the two- and three-point functions of quasi primary
fields to have the following form:
〈φ1(z1, z¯1)φ2(z2, z¯2)〉 =

C12
z2h
12
z¯2h¯
12
if h1 = h2 = h and h¯1 = h¯2 = h¯
0 otherwise
, (2.3.25)
〈φ1(z1, z¯1)φ2(z2, z¯2)φ3(z3, z¯3)〉 = C123 1
zh1+h2−h312 z
h2+h3−h1
23 z
h3+h1−h2
13
(2.3.26)
× 1
z¯h¯1+h¯2−h¯312 z¯
h¯2+h¯3−h¯1
23 z¯
h¯3+h¯1−h¯2
13
,
where zij = zi − zj and z¯ij = z¯i − z¯j.
As in generic dimension, higher correlators cannot be fixed because of the exis-
tence of anharmonic ratios, but now the number of independent ratios is reduced,
since the four points are forced to lie in the same plane, and we have:
η =
z12z34
z13z24
1− η = z14z23
z13z24
η
1− η =
z12z34
z23z14
(2.3.27)
The four-point function may then have the form:
〈φ1(z1, z¯1)φ2(z2, z¯2)φ3(z3, z¯3)φ4(z4, z¯4)〉 = G (η, η¯)
4∏
i<j
z
h/3−hi−hj
ij z¯
h¯/3−h¯i−h¯j
ij , (2.3.28)
where h =
∑4
i=1 hi and h¯ =
∑4
i=1 h¯i.
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2.3.3 Stress-energy tensor and conformal Ward identity
In a two-dimensional field theory, the variation of the action under a transformation
of coordinates xµ → xµ + ǫµ(x) is given by
δS = − 1
2π
∫
d2xT µν(x)∂µǫν , (2.3.29)
where T µν is the stress-energy tensor. Conformal invariance is equivalent to the
vanishing of this quantity under the condition (2.2.4), and it is guaranteed by the
tracelessness of the stress-energy tensor. Together with translation and rotation
invariance (∂µT
µν = 0), the condition T µµ = 0 is expressed in complex coordinates
as
∂¯T = 0 and ∂T¯ = 0, (2.3.30)
where T (z) = T11−T22+2iT12 and T¯ (z¯) = T11−T22−2iT12. Thus the stress-energy
tensor splits into a holomorphic and an antiholomorphic part ([2]).
It is possible to deduce the following Ward identity for the variation of a cor-
relator of n primary fields 〈X〉 = 〈φ1(z1, z¯1)...φn(zn, z¯n)〉 under a local conformal
transformation z → z + ǫ(z), z¯ → z¯ + ǫ¯(z¯):
1
2πi
∮
C dz ǫ(z)
∑n
i=1
[
hi
(z−zi)2 +
1
z−zi∂i
]
〈X〉 − 1
2πi
∮
C dz¯ ǫ¯(z¯)
∑n
i=1
[
h¯i
(z¯−z¯i)2 +
1
z¯−z¯i ∂¯i
]
〈X〉 =
= − δǫ,ǫ¯〈X〉 = 1
2πi
∮
C
dz ǫ(z)〈T (z)X〉 − 1
2πi
∮
C
dz¯ ǫ¯(z¯)〈T¯ (z¯)X〉 (2.3.31)
C is a counterclockwise contour that includes all the positions (zi, z¯i) of the fields
contained in X .
2.3.4 Operator product expansion
It is typical of correlation functions to have singularities when the positions of two or
more fields coincide. The operator product expansion (OPE) is the representation
of a product of operators (at positions x and y in a d-dimensional space-time) by a
sum of terms involving single operators multiplied by functions of x and y, possibly
diverging as x→ y. This expansion has a weak sense, being valid within correlation
functions, and leads to the construction of an algebra of scaling fields defined by
Ai(x)Aj(y) =
∑
k
Cˆkij(x, y)Ak(y), (2.3.32)
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where Cˆkij(x, y) are the structure constants. Translation and scaling invariance forces
these functions to have the following form:
Cˆkij(x, y) =
Cjij
|x− y|∆i+∆j−∆k , (2.3.33)
where Cjij are exactly the undetermined multiplicative constants of the tree-point
correlators (see eq.(2.2.11)).
In two dimensions, from the Ward identity (2.3.31), since ǫ and ǫ¯ are arbitrary it
is possible to deduce the following OPE for the stress-energy tensor and a primary
field of dimension (h, h¯):
T (z)φ(w, w¯) =
h
(z − w)2φ(w, w¯) +
1
z − w∂wφ(w, w¯) + regular terms , (2.3.34)
T¯ (z¯)φ(w, w¯) =
h¯
(z¯ − w¯)2φ(w, w¯) +
1
z¯ − w¯ ∂w¯φ(w, w¯) + regular terms . (2.3.35)
2.3.5 Central charge and Virasoro algebra
It is possible to show that the OPE of the stress-energy tensor with itself has the
form:
T (z)T (w) =
c/2
(z − w)4 +
2
(z − w)2T (w) +
1
z − w∂T (w) + regular terms , (2.3.36)
where the constant c, called central charge, depends on the specific model. A similar
expression holds for the antiholomorphic component, and from now on, when its form
is obvious, we will write explicitly just the holomorphic part.
The conformal Ward identity (2.3.31) with X = T implies the following expres-
sion for the infinitesimal variation of the stress-energy tensor ([2]):
δǫT (w) = − (2∂ǫ(w) + ǫ(w)∂) T (w)− c
12
∂3ǫ(w). (2.3.37)
In the case of a finite transformation of the form (2.3.17), this corresponds to
T ′(w) =
(
dw
dz
)−2 [
T (z)− c
12
{w; z}
]
, (2.3.38)
where {w; z}, called Schwarzian derivative, is defined as
{w; z} = w
′′′
w′
− 3
2
(
w′′
w′
)2
(2.3.39)
(with the ‘prime’ symbol we mean d/dz).
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It is straightforward to verify that the Schwarzian derivative of a global conformal
map (2.3.17) vanishes, hence the stress-energy tensor is a quasi-primary field, even
if it is not primary.
An immediate application of the transformation property (2.3.38) shows the
physical meaning of c, as a measure of the response of the system to the introduction
of a macroscopic scale ([6],[7]). In fact, if we map the complex plane to an infinite
cylinder of circumference L by
z → w(z) = L
2π
ln z , (2.3.40)
we get
Tcyl.(w) =
(
2π
L
)2 [
Tpl.(z)z
2 − c
24
]
. (2.3.41)
If we assume that the vacuum energy density 〈Tpl.〉 vanishes on the plane, we see
that it is non zero on the cylinder:
〈Tcyl.〉 = − cπ
2
6L2
. (2.3.42)
The central charge is then proportional to the Casimir energy, which naturally goes
to zero as the macroscopic scale L goes to infinity.
The holomorphic and antiholomorphic components of the stress-energy tensor
can be expanded in Laurent series respectively on modes Ln and L¯n, which are the
quantum generators of the local conformal transformations:
T (z) =
∞∑
n=−∞
Ln
zn+2
T¯ (z¯) =
∞∑
n=−∞
L¯n
z¯n+2
(2.3.43)
These generators obey the Virasoro algebra
[Ln, Lm] = (n−m)Ln+m + c
12
n(n2 − 1)δn+m,0 (2.3.44)
[L¯n, L¯m] = (n−m)L¯n+m + c
12
n(n2 − 1)δn+m,0 (2.3.45)
[Ln, L¯m] = 0 (2.3.46)
Comparing definition (2.3.43) with the OPE (2.3.34), we can deduce the action of
some generators on a primary field:
(L0φ) (z) = hφ(z) (2.3.47)
(L−1φ) (z) = ∂φ(z) (2.3.48)
(Lnφ) (z) = 0 if n ≥ 1 (2.3.49)
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The relation [L0, Ln] = −nLn leads to the interpretation of generators Ln with n > 0
as destruction operators and with n < 0 as creation operators. Hence primary fields
define highest weight representations of the Virasoro algebra, being annihilated by
all destruction operators. The action of creation operators on these fields is encoded
in the regular part of the OPE (2.3.34), and defines the so-called descendant fields
φ(n1,n2,...,nk) = (L−n1L−n2...L−nk)φ , (2.3.50)
which are again eigenvectors of L0:
L0
[
φ(n1,n2,...,nk)
]
=
(
h+
k∑
i=1
ni
)
φ(n1,n2,...,nk) . (2.3.51)
The number N =
∑k
i=1 ni is called level of the descendant. As an example, the
stress-energy tensor is a level two descendant of the identity (T = L−21). The
set [φ] constituted by all the descendant fields of a primary operator φ is called
conformal family ([2]).
It is possible to show that every correlation function involving descendant fields
can be computed acting with a linear differential operator on the correlation function
of the corresponding primary fields. In fact, given n primary fields φi of dimensions
hi, the following relation holds for k ≥ 2:
〈φ1(w1)...φn−1(wn−1) (L−kφn) (z)〉 = L−k〈φ1(w1)...φn−1(wn−1)φn(z)〉, (2.3.52)
where
L−k = −
n−1∑
i=1
[
(1− k)hi
(wi − z)k +
1
(wi − z)k−1∂wi
]
. (2.3.53)
This means that, if we indicate by φ{k}p a level k descendant of a primary field φp,
we can write the OPE of two primary fields in the following way
φi(z1)φj(z2) =
∑
p,k
C
{k}
ijp (z1 − z2)hp−hi−hj+kφ{k}p , (2.3.54)
and the structure constants C
{k}
ijp can be determined algebraically from the structure
constant Cijp of the primary field φp.
2.4 Minimal models
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2.4.1 Verma modules
In order to construct the Hilbert space of a conformal field theory, we define the
vacuum state |0〉 by the requirement:
Ln|0〉 = L¯n|0〉 = 0 for n ≥ −1 (2.4.55)
In particular, this condition implies invariance of the vacuum under global conformal
transformations.
On the infinite plane, it is convenient to adopt the so-called radial quantization,
which consists in choosing the space direction along concentric cycles centered at
the origin, and the time direction orthogonal to space. This choice looks natural
if we initially consider our theory defined on an infinite cylinder with canonical
quantization, i.e. with time t going to −∞ to +∞ along the flat direction of the
cylinder, and space being compactified with a coordinate x going from 0 to L. In the
Euclidean space, the cylinder is described by a single complex coordinate w = t+ ix,
and if we map it onto the infinite plane by the inverse of transformation (2.3.40), the
remote past (t→ −∞) is situated at the origin z = 0, the remote future (t→∞) lies
on the point at infinity on the Riemann sphere, and equal time surfaces (t=const)
are mapped onto concentric circumferences constituted by complex numbers of equal
modulus.
The asymptotic “in” states are then obtained acting on the vacuum by operators
situated at z = 0. Primary fields create the so-called highest weight states
|h〉 ≡ φ(0)|0〉, (2.4.56)
which satisfy
L0|h〉 = h|h〉 and Ln|h〉 = 0 if n > 0 . (2.4.57)
Acting on |h〉 with the creation operators, we obtain the descendant states, whose
set
V (c, h) = {L−n1 ...L−nk |h〉 : ni ≥ 0} (2.4.58)
is called Verma module and is a subset of the Hilbert space invariant under the
Virasoro algebra.
The same construction holds for the antiholomorphic states |h¯〉 ≡ φ(0¯)|0〉 and
their descendants, obtained acting on them with the generators L¯−n and constituting
the Verma module V¯ (c, h¯). The total Hilbert space is then the direct sum
H =∑
h,h¯
V (c, h)⊗ V¯ (c, h¯), (2.4.59)
where h, h¯ run over all conformal dimensions occurring in the theory.
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The structure of a Verma module is encoded in the associated Virasoro character,
defined as
χc,h(q) = Tr q
L0−c/24 =
∞∑
N=0
dim(N)qh+N−c/24 , (2.4.60)
where dim(N) is the number of linearly independent descendant states at level N
and q is a complex variable. The characters are generating functions for the level
degeneracy dim(N).
2.4.2 The Kac determinant
To every Verma module it is possible to associate the Gram matrix M(c, h) of inner
products between all basis states. This matrix is block diagonal, and a generic
element of the block M (N)(c, h) (corresponding to states of level N) is
〈h|Lm1 · · ·LmlL−n1 · · ·L−nk |h〉 , ni, mi ≥ 0,
k∑
i=1
ni =
l∑
i=1
mi = N (2.4.61)
(we have defined the Hermitian conjugate L†n = L−n).
States with negative norm are present in a Verma module if and only if M(c, h)
has one or more negative eigenvalues. The requirement for a representation of the
Virasoro algebra to be unitary, equivalent to the absence of negative norm states,
imposes then some constraints on the parameters c and h. It is easy to verify that
all representations with c < 0 or h < 0 are non unitary.
Presence of null vectors with zero norm (equivalent to the existence of zero eigen-
values) indicates instead that the representation is reducible, and irreducible repre-
sentations can be constructed quotienting out of V (c, h) the submodules generated
by these vectors.
There is a general formula for the determinant of the Gram matrix, called Kac
determinant:
detM (N)(c, h) = αN
∏
rs≤N
(h− hr,s(c))p(N−rs) (2.4.62)
where r, s ≥ 1, p(N − rs) is the number of partitions of the integer N − rs, and αN
is a positive constant independent of h or c. The functions hr,s can be parametrized
as
hr,s(m) =
[(m+ 1)r −ms]2 − 1
4m(m+ 1)
with m = −1
2
± 1
2
√
25− c
1− c . (2.4.63)
Using this explicit expression, it is possible to show that all representations with
c ≥ 1 and h ≥ 0 are unitary. For 0 < c < 1, instead, only a discrete set of possible
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unitary theories exists, characterized by a central charge of the form
c = 1− 6
m(m+ 1)
with m = 3, 4, ... (2.4.64)
and by conformal dimensions parametrized by (2.4.63) with 1 ≤ r < m, 1 ≤ s ≤
r. These theories, called unitary minimal models, possess only a finite number of
primary fields.
2.4.3 Minimal models
In general, the presence of null vectors in a Verma module imposes constraints on
the three point functions and then on the operator algebra. An example of null
vector at level 2 is
|χ〉 =
[
L−2 − 3
2(2h+ 1)
L2−1
]
|h〉 with h = 1
16
{
5− c±
√
(c− 1)(c− 25)
}
.
(2.4.65)
Another possible parametrization of the functions hr,s in (2.4.62) is
hr,s(c) = h0 +
1
4
(rα+ + sα−)
2 (2.4.66)
h0 =
1
24
(c− 1) (2.4.67)
α± =
√
1− c±√25− c√
24
(2.4.68)
In this notation the above null vector corresponds to h = h1,2 or h = h2,1. It follows
from (2.3.52) that every correlator involving the primary field φ associated to |h〉
satisfies the following differential equation:{
L−2 − 3
2(2h+ 1)
L2−1
}
〈φ(z)X〉 = 0 . (2.4.69)
Parametrizing the conformal dimensions as h(α) ≡ h0 + 14α2, it is easy to see that
the three point correlators 〈φ(z)φ1(z1)φ2(z2)〉 vanish unless
α2 = α1 ± α+ (h = h2,1) (2.4.70)
α2 = α1 ± α− (h = h1,2) (2.4.71)
It then follows that the corresponding operator algebra will assume the symbolic
form
φ(2,1) × φ(α) = φ(α−α+) + φ(α+α+) (2.4.72)
φ(1,2) × φ(α) = φ(α−α−) + φ(α+α−) (2.4.73)
19
which means that the OPE of fields belonging to the families
[
φ(2,1)
]
and
[
φ(α)
]
may
contain terms belonging only to the conformal families
[
φ(α−α+)
]
and
[
φ(α+α+)
]
.
The implicit coefficient multiplying the families are the structure constants of the
algebra, and they may vanish. The conditions under which a conformal family occurs
in the OPE of two conformal fields are called the fusion rules of the theory, and are
represented as
φi × φj =
∑
k
N kij φk with N kij ∈ {0, 1}. (2.4.74)
A minimal modelM(p, p′) is a conformal theory defined by the existence of two
coprime integers p and p′ such that
p α− + p′ α+ = 0 , (2.4.75)
implying the periodicity property
hr,s = hr+p′,s+p . (2.4.76)
In terms of these two integers, the central charge and the Kac formula become
c = 1− 6(p− p
′)2
p p′
(2.4.77)
hr,s =
(p r − p′ s)2 − (p− p′)2
4p p′
(2.4.78)
In this case, in every Verma module Vr,s there is an infinite number of null vectors,
whose effect is a truncation of the operator algebra, yielding a finite set of conformal
families with hr,s delimited by
1 ≤ r < p′ and 1 ≤ s < p . (2.4.79)
These conformal dimensions are organized in a rectangle in the (r, s) plane, called
Kac table. The symmetry hr,s = hp′−r,p−s makes half of this rectangle redundant,
and the number of distinct fields is (p− 1)(p′ − 1)/2.
It can be shown that minimal models are unitary only if |p− p′| = 1, and their
list coincides with the one of unitary representations given in (2.4.64), fixing p′ = m
and p = m+ 1.
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2.4.4 Examples
If not differently specified, we will always assume that the considered fields have no
spin, hence their holomorphic and antiholomorphic dimensions are equal (h = h¯).
M(5, 2): the Yang-Lee model
This minimal model, studied by Cardy in [8], is non unitary, has central charge
c = −22
5
and contains only two primary fields: φ(1,1) of dimension h1,1 = 0 (the
identity operator, present in all models) and φ(1,2) of dimension h1,2 = −15 .
M(4, 3): the Ising model
This model, which has central charge c = 1
2
, has been analyzed in [2]. The Kac table
is
✲
✻
· · ·
· · ·
s
r
1 2 3
1
2
1 σ ε
1σε
This field theory is in the same universality class as the lattice Ising model,
defined by the usual configuration energy
E[σ] = −J ∑
〈i,j〉
σiσj − h
∑
i
σi σi ∈ {−1, 1} . (2.4.80)
The operator φ1,2 = σ, with conformal dimension hσ =
1
16
, is the continuum version
of the lattice spin σi, while φ1,3 = ε, with hε =
1
2
, corresponds to the interaction
energy σiσi+1. The fusion rules are
σ × σ = 1 + ε (2.4.81)
σ × ε = σ (2.4.82)
ε× ε = 1 (2.4.83)
and are compatible with the Z2 symmetry σi → −σi of the Ising model.
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M(5, 4): the tricritical Ising model (TIM)
The Kac table of this model, which has central charge c = 7
10
, is
✲
✻
· · · ·
· · · ·
· · · ·
s
r
1 2 3 4
1
2
3
1 ε t ε′′
σ′ σ σ σ′
1εtε′′
It was recognized in [9] that the lattice model associated with this conformal
field theory is the dilute Ising model at its tricritical fixed point, defined by
E[σ, t] = −J ∑
〈i,j〉
σiσjtitj − µ
∑
i
(ti − 1) σi ∈ {−1, 1}, ti ∈ {0, 1} , (2.4.84)
where µ is the chemical potential and ti is the vacancy variable. The corresponding
phase diagrams is drawn in Figure 2.1, where I and II denote respectively a first
and second order phase transition, and the point (JI , 0) represents the Ising model,
with all lattice’s site occupied.
✲
✻
J
µ−1
❩
❩
❩
❩
❩
❩
❩
❩
❩
❩
❩
I
II
•
(Jc, µ
−1
c )
•(JI , 0)
Figure 2.1: Phase diagram of the TIM
The field φ1,2 = ε, with hε =
1
10
, corresponds to the energy density, while φ1,3 = t,
with ht =
6
10
, is the vacancy (or subleading energy) operator. The leading and
subleading magnetization fields are respectively φ2,2 = σ and φ2,1 = σ
′, with hσ = 380
and hσ′ =
7
16
. The remaining field φ1,4 = ε
′′ has conformal dimension hε′′ = 32 .
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Dividing the operators in even and odd with respect to the Z2 symmetry of the
model, we can list the fusion rules in the following way ([10]):
even × even even × odd odd× odd
ε× ε = 1 + t ε× σ = σ + σ′ σ × σ = 1 + ε+ t+ ε′′
ε× t = ε+ ε′′ ε× σ′ = σ σ × σ′ = ε+ t
ε× ε′′ = t t× σ = σ + σ′ σ′ × σ′ = 1 + ε′′
t× t = 1 + t t× σ′ = σ
t× ε′′ = ε ε′′ × σ = σ
ε′′ × ε′′ = 1 ε′′ × σ′ = σ′
M(6, 5): the three-state Potts model
The Q-state Potts model is defined in terms of a spin variable σi taking Q different
values:
E[σ] = −∑
〈i,j〉
δσiσj . (2.4.85)
The case Q = 2 is equivalent to the Ising model, while for Q = 3 Dotsenko has shown
([11]) that the critical point is described by a subset of the ten scaling fields contained
in the M(6, 5) minimal model, with central charge c = 4
5
. The combination of the
holomorphic and antiholomorphic parts can now give some fields with non zero spin,
i.e. with h 6= h¯.
The tricritical version of this model, defined by the possibility of having empty
sites in the lattice realization, is described by a subset of the scaling fields contained
in the M(7, 6) minimal model.
2.4.5 Four-point correlation functions
In a minimal model, the presence of null vectors implies certain differential equations
for the four point functions (2.3.28). We will focus our attention on the case where
one of the fields is φ1,2, referring to the parametrization (2.4.66). Global conformal
invariance makes it possible to fix the positions of three of the four points to be
0, 1,∞; we will call z the remaining free coordinate.
The function G(z) in the correlator
〈φr1,s1(0)φ1,2(z)φr3,s3(1)φr4,s4(∞)〉 = zh/3−hr1,s1−h1,2(1− z)h/3−h1,2−hr3,s3G (z)
(2.4.86)
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satisfies an ordinary hypergeometric differential equation, and the same holds for the
antiholomorphic part. Employing the so-called Coulomb-gas formalism, developed
by Dotsenko and Fateev ([12],[13]), it is possible to show that the general solution
is
G(z, z¯) =
∑
i,j=1,2
XijIi(z)Ij(z) , (2.4.87)
where I1,2 are expressed in terms of the hypergeometric function F (λ, µ, ν; z) as
I1(a, b, c; z) =
Γ(−a− b− c− 1)Γ(b+ 1)
Γ(−a− c) F (−c,−a− b− c− 1,−a− c; z)
I2(a, b, c; z) = z
1+a+c Γ(a+ 1)Γ(c+ 1)
Γ(a+ c+ 2)
F (−b, a + 1, a+ c+ 2; z) (2.4.88)
and the parameters are defined by
a = 2α−αr1,s1 b = 2α−αr3,s3 c = 2α−α1,2 (2.4.89)
with
αr,s =
1
2
(1− r)α+ + 1
2
(1− s)α− . (2.4.90)
The coefficients Xij are determined by enforcing the monodromy invariance of
the function G, due to the fact that a physical correlator must not be affected by
analytical continuation along contours surrounding singular points. Up to an overall
normalization the examined correlator is then
〈φr1,s1(0)φ1,2(z)φr3,s3(1)φr4,s4(∞)〉 ∼ (2.4.91)
|z|4α1,2αr1,s1 |1− z|4α1,2αr3,s3
[
s(b)s(a + b+ c)
s(a+ c)
|I1(z)|2 + s(a)s(c)
s(a+ c)
|I2(z)|2
]
where s(x) = sin(πx).
From the explicit expressions of four-point correlators it is possible to recover
the structure constants of the theory, inserting the operator product expansions of
two couples of fields in the opportune limits, and comparing the coefficients of the
singular terms. The standard normalization is C1,1r,s;r,s = 1, which corresponds to
normalizing to one the two-point functions.
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2.5 Modular invariance
The requirement of modular invariance in conformal field theory was first analyzed
by Cardy ([14]), who studied the minimal models in a finite geometry and derived
constraints on their possible operator content. The decoupling of the holomorphic
and antiholomorphic sectors exists only in the infinite plane, while physical con-
straints on the left-right content of the theory are imposed by the geometry of the
space in which it is defined.
Let us consider a torus with complex periods ω1 and ω2, calling modular param-
eter their ratio τ = ω2
ω1
. The partition function of the system is
Z(ω1, ω2) = Tr e
−{H Imω2−iP Reω2} , (2.5.92)
where H and P are respectively the hamiltonian and the total momentum of the
theory. It can be shown that the canonical quantization procedure on a cylinder of
circumference L (discussed in section 2.4.1) leads to the following expression for the
hamiltonian and the momentum in terms of the Virasoro generators:
H =
2π
L
(
L0 + L¯0 − c
12
)
P =
2πi
L
(
L0 − L¯0
)
(2.5.93)
The torus can be regarded as a cylinder with periodic conditions at its ends, and
this corresponds to the choice ω1 = L. In this way, defining the parameters q = e
2πiτ
and q¯ = e−2πiτ¯ , the partition function takes the form
Z(τ) = Tr
(
qL0−
c
24 q¯L¯0−
c
24
)
, (2.5.94)
which depends on the periods ω1,2 only through their ratio τ . From the definition
(2.4.60) it follows that
Z(τ) =
∑
h,h¯
Nh,h¯ χc,h(τ)χ¯c,h¯(τ¯ ) , (2.5.95)
where Nh,h¯ is the multiplicity of occurrence of V (c, h)⊗V¯ (c, h¯) inH (see eq.(2.4.59)).
The requirement of modular invariance consists in imposing that the partition
function is independent of the choice of periods ω1,2 for a given torus, i.e. it doesn’t
vary defining new periods as integer combinations of ω1 and ω2. This translates in
transformations of the modular parameter of the form
τ → aτ + b
cτ + d
with a, b, c, d ∈ Z , ad− bc = 1 (2.5.96)
which constitute the modular group SL(2, Z)/Z2 (the signs of all parameters may
be simultaneously changed without affecting the transformation).
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It can be proved that the two transformations
T : τ → τ + 1 and S : τ → −1
τ
(2.5.97)
generate the whole modular group.
In a minimal model, it is possible to show that the matrix elements of these
transformations on the basis of minimal characters, defined as
χr,s(τ + 1) =
∑
(̺,σ)
Trs;̺σχ̺,σ(τ) and χr,s(−1
τ
) =
∑
(̺,σ)
Srs;̺σχ̺,σ(τ) (2.5.98)
have the form:
Trs;̺σ = δr̺δsσe2πi(hr,s− c24) (2.5.99)
Srs;̺σ = 2
√
2
p p′
(−1)1+s̺+rσ sin
(
π
p
p′
r̺
)
sin
(
π
p′
p
sσ
)
(2.5.100)
The classification of modular invariant partition functions for minimal models
was performed by Cappelli, Itzykson and Zuber in [15]. One of the main features
is that, except for p or p′ = 2, 4, there is always more than one modular-invariant
theory at a given value of the central charge c = 1− 6(p− p′)2/p p′, i.e. one can find
different operator algebras, closed under OPE, built out of the same set of primary
fields.
The simplest possibility is a diagonal theory, where each field of the Kac table
appears in the partition function exactly once and in a spinless left-right combina-
tion:
Zdiag =
∑
(r,s)
|χr,s|2 . (2.5.101)
An example of non diagonal theory is the already mentioned three-state Potts
model, whose (left or right) field content is a subset of theM(6, 5) minimal model.
The partition function is
ZPotts 3 =
∑
r=1,2
{
|χr,1 + χr,5|2 + 2|χr,3|2
}
. (2.5.102)
The multiplicity 2 of the operators φr,3 is reflected in a non trivial structure of
the fusion rules, and the asymmetric left-right combinations φr,1 ⊗ φ¯r,5 (with their
complex conjugates) have a non vanishing spin ±(2r − 5).
Finally, we present a remarkable result, called Verlinde formula ([16]), which
relates the fusion number N klrs,mn of the minimal theories (see eq.(2.4.74)) to the S
matrix elements (2.5.100):
N klrs,mn =
∑
(i,j)
Srs,ijSmn,ijSij,kl
S11,ij . (2.5.103)
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Chapter 3
Critical systems with boundary
In a two-dimensional system with a boundary, the study of the surface critical
behaviour is the determination of correlation functions near the boundary when the
bulk is critical. If the model has to preserve some form of conformal symmetry
at criticality, conformal transformations must map the boundary onto itself and
preserve the boundary conditions. This has the consequence that holomorphic and
antiholomorphic fields no longer decouple, and only half of the conformal generators
remain.
The main applications of conformal invariance to systems with boundary are
due to Cardy, who discussed in [17],[18] surface critical behaviour and the relation
between boundary conditions and the operator content of a theory.
3.1 Method of images
The prototype of a two-dimensional system with boundary is the upper half plane.
Infinitesimal local conformal transformations of the form z → z + ǫ(z) map the real
axis onto itself if and only if ǫ(z¯) = ǫ¯(z), i.e. ǫ is real on the real axis. This constraint
eliminates half of the conformal generators.
Conformal invariance implies that the boundary conditions must be homoge-
neous, as for instance:
φ|B = 0 , φ|B =∞ , ∂φ
∂n
|B = 0 (3.1.1)
due to the fact that the transformations laws of the primary fields are multiplicative.
The condition φ|B = 0 is called “free” boundary condition, and a critical system
obeying such a boundary condition is said to undergo an ordinary transition. On
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the other hand the condition φ|B =∞ refers to the extraordinary transition, when
the boundary orders before the bulk.
The bulk Ward identity (2.3.31) is in fact a pair of identities giving the indepen-
dent variations δǫ〈X〉 and δǫ¯〈X〉, because the infinitesimal variations ǫ(z) and ǫ¯(z¯)
are independent.
On the upper half-plane this identity is still applicable, except that the integra-
tion contour C must lie entirely in the upper half plane, and the coordinate variation
ǫ¯ is the complex conjugate of ǫ: we no longer have a decoupling into holomorphic
and antiholomorphic identities.
To proceed further, we can regard the dependence of the correlators on anti-
holomorphic coordinates z¯i on the upper half-plane as a dependence on holomorphic
coordinates z∗i = z¯i on the lower half-plane. We thus introduce a mirror image of
the system, and we extend the definition of T (z) into the lower half-plane according
to the following relation:
T (z∗) = T (z). (3.1.2)
Such an extension is compatible with the boundary conditions, because
T |B = T |B, (3.1.3)
which in cartesian coordinates means
Txy|B = 0 (3.1.4)
i.e. there is no energy or momentum flux across the surface.
We now have
δǫ,ǫ∗〈X〉 = − 1
2πi
∮
C
dz ǫ(z)〈T (z)X ′〉 − 1
2πi
∮
C¯
dz ǫ(z)〈T (z)X ′〉, (3.1.5)
where C¯ is the mirror image of the contour C in the lower half-plane, and
X ′ = φh1(z1)φ¯h¯1(z
∗
1) . . . φhn(zn)φ¯h¯n(z
∗
n) . (3.1.6)
✲
✛
·z1
·z2
·z∗1
·z∗2
C
C¯
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Since T = T on the real axis, the two disjoint contours may be fused into one,
their horizontal parts canceling each other, and we end up with a single contour
circling around twice the number of points:
δǫ〈X〉 = − 1
2πi
∮
C
dzǫ(z)〈T (z)X ′〉. (3.1.7)
We thus conclude that the correlator 〈X〉 on the upper half-plane, as a function
of the 2n variables z1, z¯1, ..., zn, z¯n, satisfies the same differential equation as the
correlator 〈X ′〉 on the entire plane, regarded as a function of the 2n holomorphic
variables z1, ..., z2n where zn+i = z
∗
i . We have effectively converted the antiholo-
morphic degrees of freedom on the upper half-plane into holomorphic ones on the
lower half-plane. A n-point function on the upper half-plane is replaced here by a
2n-point function on the infinite plane. The role of the boundary is simulated by
the interaction between mirror images of the same holomorphic field.
The simplest application of the method of images consists in the determination of
the order parameter profile near the boundary. Assume that in the bulk 〈φ(z)〉 = 0.
The one point function 〈φ(z, z¯)〉 in the upper half-plane is given by the two point
function on the infinite plane 〈φ(z)φ(z∗)〉 = (z − z∗)−2h. Thus, if y is the distance
from the real axis, the order parameter profile is
〈φ(y)〉α = Aαφ
1
2y2h
, (3.1.8)
where α labels the boundary condition and Aαφ is a universal amplitude.
3.2 Boundary operators
The existence of scaling fields living on the boundary appears naturally within the
method of images. If we bring a bulk scaling field φ(z) on the upper half-plane closer
and closer to the boundary (the real axis), it interacts with its mirror image φ(z∗),
and can be replaced by the OPE with its image:
φ(x, y) ∼ φ(z)φ(z∗) ∼∑
i
(z − z∗)hi−2hCαφψiψi(x) , (3.2.9)
where x = (z+ z∗)/2. The ψi(x) are boundary operators with scaling dimension hi,
normalized so that 〈ψi(x)ψi(0)〉α = x−2hi (note that this boundary scaling dimension
is half of the corresponding one for a bulk spinless field).
The bulk-boundary structure constants Cαφψi depend on the type of boundary
condition and on the bulk and boundary operators. Taking the expectation values
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of both sides of eq.(3.2.9) we can see that the coupling of any field to the bound-
ary identity operator is exactly the amplitude of eq.(3.1.8) (Cαφ1 = A
α
φ), and that
Cαφψi〈ψi〉α = 0 for ψi 6= 1.
As we shall see, the boundary fields, when inserted at a point on the boundary,
have the effect of changing the boundary conditions.
α
β
T
L
Hαβ ✸
t
|α〉
| β〉
H
✻
t
Figure 3.1: Two different quantization schemes
Let us consider a conformal field theory defined on a finite cylinder of circumfer-
ence T and length L, with boundary conditions α and β imposed on the two edges.
There are two equivalent quantization schemes, one in which time flows around the
cylinder, another one in which it flows along the cylinder. In the first scheme, the
hamiltonian Hαβ depends on the boundary conditions on the edges, while in the
second one the boundary conditions are embodied in initial and final states |α〉 and
|β〉 and the hamiltonian H is obtained directly from the whole complex plane. In
this second scheme, Cardy and Lewellen have shown ([19]) that the amplitude in
eq.(3.1.8) is given by
Aαφ =
〈φ|α〉
〈0|α〉 , (3.2.10)
where |0〉 is the ground state of H .
In the first scheme the partition function is
Zαβ(q) = Tr q
Hαβ with q = e2πiτ , τ =
iT
2L
. (3.2.11)
Local conformal invariance implies that the spectrum of Hαβ falls into irreducible
representations of the Virasoro algebra:
Zαβ(q) =
∑
i
niαβχi(q) , (3.2.12)
where niαβ is the number of copies of the representation labeled i occurring in the
spectrum. This is a linear, and not bilinear, combination of characters because the
full theory resides on the holomorphic sector only.
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In a minimal model, under a modular transformation τ → −1/τ the holomorphic
characters transform as follows (see (2.5.100)):
χi(q) =
∑
i
Sijχj(q˜) q˜ ≡ e−2πi/τ , (3.2.13)
hence
Zαβ(q) =
∑
i
niαβSijχj(q˜) . (3.2.14)
Such a modular transformation interchanges the roles of L and T , i.e. it interchanges
the two quantization schemes.
In the second scheme the partition function is expressed as
Zαβ(q) = 〈α|eLH |β〉 = 〈α|
(
q˜1/2
)L0+L¯0− c12 |β〉 , (3.2.15)
where the last equality is due to the bulk hamiltonian expression (2.5.93).
For all boundary conditions we must have
Tcyl.(0, t) = T cyl.(0, t) and Tcyl.(L, t) = T cyl.(L, t) (3.2.16)
In terms of the Virasoro generators acting on the boundary state |α〉, this constraint
becomes (
Ln − L¯−n
)
|α〉 = 0 , (3.2.17)
whose solutions are the so-called Ishibashi states
|j〉〉 ≡∑
N
|j;N〉 ⊗ U |j;N〉 , (3.2.18)
where |j;N〉 is a holomorphic state belonging to the irreducible quotient of the
Verma module j, |j;N〉 is the corresponding antiholomorphic state, and U is an
antiunitary operator such that
U |j; 0〉 = |j; 0〉∗ UL¯n = L¯nU . (3.2.19)
The boundary states |α〉 and |β〉 will then be linear combinations of Ishibashi states
associated with different Verma modules. Assuming that the states |j〉〉 have been
normalized, we may write
Zαβ(q) =
∑
i,j
〈α|i〉〉〈〈i|
(
q˜1/2
)L0+L¯0− c12 |j〉〉〈〈j|β〉 . (3.2.20)
If the theory is diagonal, this can be rewritten as
Zαβ(q) =
∑
j
〈α|j〉〉〈〈j|β〉χj(q˜) , (3.2.21)
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and comparing the above result with eq.(3.2.14) leads to the relation
∑
i
Sijn
i
αβ = 〈α|j〉〉〈〈j|β〉 . (3.2.22)
It follows from this equation that a boundary state |0˜〉 such that the only repre-
sentation occurring in the hamiltonian H0˜0˜ is the identity
(
ni
0˜0˜
= δi0
)
has to satisfy
|〈0˜|j〉|2 = S0j . In a unitary model S0j can be shown to be positive, and therefore
this state exists and can be taken as
|0˜〉 =∑
j
√
S0j |j〉〉 . (3.2.23)
Likewise, we define a state
|l˜〉 =∑
j
Slj√
S0j
|j〉〉 , (3.2.24)
such that ni
0˜l˜
= δil : only the representation l propagates in H0˜l˜. With this identifica-
tion we have a 1:1 correspondence between physical boundary states (i.e. conformal
boundary conditions) and the primary operators of the bulk theory. Furthermore,
we have ∑
i
Sijn
i
k˜l˜
= 〈k˜|j〉〉〈〈j|l˜〉 = SkiSlj
S0j
, (3.2.25)
and from the Verlinde formula (2.5.103) we conclude that
ni
k˜l˜
= N ikl , (3.2.26)
i.e. the number of times representation i occurs in the Hamiltonian Hk˜l˜ is precisely
the fusion coefficient N ikl. This result warrants the interpretation that boundary
conditions may be changed by inserting a local operator on the boundary.
Using the explicit form (3.2.24) for the boundary states, eq.(3.2.10) gives the
remarkable result
Ak˜φ =
Skφ
Sk0
√
S00
S0φ
. (3.2.27)
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3.3 An explicit calculation
We will now explicitly calculate two-point functions involving the field φ1,2 in mini-
mal models with boundary, which can be expressed in terms of the bulk holomorphic
four-point functions as
〈φn,m (z1, z1)φ1,2 (z2, z2)〉α = 〈φn,m (z1)φ1,2 (z2)φ1,2 (z∗2)φn,m (z∗1)〉 (3.3.28)
Defining
z1 = x1 + iy1 z2 = x2 + iy2
z4 = x1 − iy1 z3 = x2 − iy2
and following the parametrization (2.4.66),(2.4.90), we have
〈φn,m (z1)φ1,2 (z2)φ1,2 (z3)φn,m (z4)〉 =
∏
i<j
z
γij
ij
 η2αn,mα1,2−γ12 (1− η)2α21,2−γ23 Y (η)
(3.3.29)
where η = z12z34
z13z24
, γij =
1
3
(
∑
k hk)− hi − hj , and Y (η) is a linear combination of the
functions I1 (a, b, c, η) and I2 (a, b, c, η) defined in (2.4.88):
Y (η) = AI1 (a, b, c, η) +BI2 (a, b, c, η) . (3.3.30)
This combination in linear (and not bilinear) because we are left with just the holo-
morphic sector of the theory, and the coefficients A and B are no more determined
enforcing monodromy invariance, but imposing the correct behaviour of the corre-
lator in certain limits.
x12 →∞ limit
·z1
·z2
·z4 ·z3✲✛
x12
We start considering the limit in which the two fields are very far from each
other, in comparison to their distance from the boundary. The expected behaviour
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of the correlator is
〈φn,m (z1, z1)φ1,2 (z2, z2)〉α → 〈φn,m (z1, z1)〉α〈φ1,2 (z2, z2)〉α (3.3.31)
= AαnmA
α
12 (2y1)
−2hnm (2y2)
−2h12 (3.3.32)
where the constants Aαnm have the form (3.2.27).
Being
η =
x212 + (y1 − y2)2
x212 + (y1 + y2)
2 1− η =
4y1y2
x212 + (y1 + y2)
2 , (3.3.33)
this limit corresponds to η → 1. In order to extract the corresponding behaviour
of I1,2 using the property F (λ, µ, ν; 0) = 1 of the hypergeometric function, we write
these functions in the 1− η basis:
I1 (a, b, c, η) =
s(a)
s(b+ c)
I˜1 (b, a, c, 1− η)− s(c)
s(b+ c)
I˜2 (b, a, c, 1− η) (3.3.34)
I2 (a, b, c, η) = −s(a + b+ c)
s(b+ c)
I˜1 (b, a, c, 1− η)− s(b)
s(b+ c)
I˜2 (b, a, c, 1− η)
where s (x) = sin (πx). In this way we obtain
Y (η)→ [As(2α−αnm)−Bs(2α−αnm−2α2−)]Γ(2α2−−2α−αnm−1)Γ(2α−αnm+1)
s(−2α2
−
)Γ(2α2
−
)
− (A+B) s
(
α2−
)
s (2α2−)
Γ2
(
1− α2−
)
Γ (2− 2α2−)
[
(4y1y2)x
−2
12
]1−2α2
−
(3.3.35)
The prefactor which multiplies Y (η) in eq.(3.3.29) goes like
i−
1
6 [(n2−1)α2++(m2+2)α2−−2nm]x
2−4α2
−
12 (2y1)
1
2
α2
−
+2h12+2hnm (2y2)
1
2
α2
− (3.3.36)
The corresponding phase i−
1
6 [(n2−1)α2++(m2+2)α2−−2nm] can be fixed equal to zero by
multiplying the whole correlator by an opportune constant λ. However, it is possible
to see that it simplifies in the calculation of the bulk-boundary structure constants.
The exponent 2− 4α2− is negative for −2 < c < 7, hence we have the condition
A+B = −s
(
2α2−
)
s (α2−)
Γ
(
2− 2α2−
)
Γ2 (1− α2−)
AαnmA
α
12 (3.3.37)
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| z1 − z2 |≪ y1, y2 limit
·z1
·z2
·z4 ·z3
We consider the limit in which | z1 − z2 |→ 0 and y1 → y2 ≡ y, so that the
operators are placed deep in the bulk, far from the boundary, and we can use their
bulk OPE’s.
The bulk expansion
φn,m (z1, z1)φ1,2 (z2, z2) ∼
Cn,m−1nm,12 φn,m−1 (z2, z2)
| z1 − z2 |2(hnm+h12−hn,m−1) +
Cn,m+1nm,12 φn,m+1 (z2, z2)
| z1 − z2 |2(hnm+h12−hn,m+1)
(3.3.38)
forces the correlator to have the behaviour:
〈φn,m (z1, z1)φ1,2 (z2, z2)〉α → Aαn,m−1Cn,m−1nm,12 | z1−z2 |−2(hnm+h12−hn,m−1) (2y)−2hn,m−1 +
+ Aαn,m+1C
n,m+1
nm,12 | z1 − z2 |−2(hnm+h12−hn,m+1) (2y)−2hn,m+1 (3.3.39)
Since η = |z1−z2|
2
4y2
, this limit correspond to η → 0, and we have
Y (η)→ AΓ
(
2α2− − 2α−αnm − 1
)
Γ
(
1− α2−
)
Γ (α2− − 2α−αnm)
+ (3.3.40)
+B
Γ (2α−αnm + 1)Γ
(
1− α2−
)
Γ (2 + 2α−αnm − α2−)
[
| z1 − z2 | (2y)−1
]2+4α−αnm−2α2−
The prefactor goes like
i−
1
6 [(n
2−1)α2++(m2+2)α2−−2nm] | z1 − z2 |−2α−αnm (2y)2α−αnm−2h12−2hnm (3.3.41)
and comparing the two channels, we get the conditions
A =
Γ
(
1− n+mα2−
)
Γ (−n + (1 +m)α2−) Γ (1− α2−)
Cn,m+1nm,12 A
α
n,m+1 (3.3.42)
B =
Γ
(
1 + n−mα2−
)
Γ (n+ (1−m)α2−) Γ (1− α2−)
Cn,m−1nm,12 A
α
n,m−1 (3.3.43)
As a check, we have to verify if this values are compatible with the one previously
found for A+B.
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Back to the x12 →∞ limit
In this limit (| z1 − z2 |≫ y1, y2) we can use the expansion (3.2.9), which implies the
behaviour
〈φn,m (z1, z1)φ1,2 (z2, z2)〉α → (3.3.44)∑
i
(2y1)
hi−2hnm (2y2)
hi−2h12
[
Cα(n,m)ψi
] [
Cα(1,2)ψi
]
(x1 − x2)−2hi
where the sum runs over the operators common to the expansions φ1,2 × φ1,2 and
φn,m × φn,m, i.e. it cannot involve other boundary operators in addition to ψ1,1 and
ψ1,3 (see (2.4.73)). As in the other limit, comparing the two channels we have the
relations
[
Cα(n,m)ψ1,1
] [
Cα(1,2)ψ1,1
]
= − s
(
α2−
)
s (2α2−)
Γ2
(
1− α2−
)
Γ (2− 2α2−)
(A+B) = Aαn,mA
α
1,2 (3.3.45)
and
[
Cα(n,m)ψ1,3
] [
Cα(1,2)ψ1,3
]
=
Γ
(
−n + (1 +m)α2−
)
Γ
(
n + (1−m)α2−
)
Γ (2α2−)
×
×
As
(
n− 1 + (1−m)α2−
)
− Bs
(
n− 1− (1 +m)α2−
)
s (−2α2−)
=
=
s
(
n− 1 + (1−m)α2−
)
s (−2α2−)
Γ
(
n+ (1−m)α2−
)
Γ
(
1− n+mα2−
)
Γ (2α2−) Γ (1− α2−)
Cn,m+1nm,12 A
α
n,m+1 +
−
s
(
n− 1− (1 +m)α2−
)
s (−2α2−)
Γ
(
−n + (1 +m)α2−
)
Γ
(
1 + n−mα2−
)
Γ (2α2−) Γ (1− α2−)
Cn,m−1nm,12 A
α
n,m−1
Note that if we had kept the phase in (3.3.36), it would have simplified in these
last identities. The result obtained for Cα(n,m)ψ1,1 is exactly what we expected from
(3.2.9).
The described procedure can be repeated in the computation of the correlator
〈φn,m (z1, z1)φ2,1 (z2, z2)〉α = 〈φn,m (z1)φ2,1 (z2)φ2,1 (z∗2)φn,m (z∗1)〉 , (3.3.46)
with α− replaced by α+, and the roles of n and m interchanged. In this way it is
possible to determine also the bulk-boundary structure constants Cα(n,m)ψ3,1 .
The explicit values of the constants A, B and the bulk-boundary structure con-
stants Cα(n,m)ψ1,1 , C
α
(n,m)ψ1,3
and Cα(n,m)ψ3,1 are listed in appendix A for the Ising model
and the tricritical Ising model.
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Chapter 4
Off-critical systems
Dynamics in the vicinity of second order phase transitions can be described by CFT
perturbed by the addition of operators that break the conformal symmetry and
introduce a mass scale in the system. A complete review of this subject can be
found in ([20]).
4.1 Scaling region near the critical points
The specific values of the parameters for which a statistical system is critical are
associated to fixed points of the renormalization group (RG) flow. A RG trajectory
flowing away from a fixed point is obtained by combinations of the relevant scalar
operators Φi present in the corresponding CFT, which have anomalous dimensions
xi = 2hi < 2. The corresponding off-critical action is given by
A = ACFT +
∑
i
λi
∫
Φi(x)d
2x. (4.1.1)
The coupling constants λi, having mass dimension 2 (1− hi), introduce a charac-
teristic length in the system. It is then possible to have non vanishing vacuum
expectation values of the fields, proportional to λ
2h
2(1−hi) . The relevant operators
don’t affect the behavior of the system at short distances (they are of superrenor-
malizable type with respect to the ultraviolet divergences), but they do change it
at large distance scales. The RG trajectories can reach another critical point (as an
example, the minimal model Mp,p−1 perturbed by φ(1,3) flows to Mp−1,p−2) or end
at a non-critical fixed point, corresponding to a massive quantum field theory. We
will restrict our attention on this second case, described by a relativistic scattering
theory that is completely defined specifying the S-matrix. The CFT data contain
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the information about the short distance (UV) properties of the field theory, while
the S-matrix data display the information about the long distance (IR) behaviour.
The main result of this approach is the Zamolodchikov c-theorem ([21]), which
states that, for quantum field theories which possess rotational invariance, reflection
positivity and conservation of the stress-energy tensor, there is a function C (λi) of
the coupling constants λi which is non-increasing along the RG trajectories and is
stationary only at the fixed points, where it coincides with the central charge c of
the corresponding CFT.
Thus, if two critical points are linked by a RG trajectory, then the values c0 and
c1 of the central charge in the conformal theories obey the inequality c0 > c1, and
this makes it possible to give a RG meaning to the “ordering” of the CFT solutions
by the magnitude of the central charge c.
In the simplest case of a deformation of CFT achieved by perturbing only with
one relevant field Φ, Cardy ([22]) established the following sum rule for the total
change in c from short to large distances:
∆c = 3πλ2 (2− 2h)2
∫
d2x |x|2〈Φ(x)Φ(0)〉 . (4.1.2)
4.2 Conservation laws and integrable models
An integrable model is characterized by the presence of an infinite set of conserved
currents, which in two-dimensional systems satisfy the equations
∂zJz,z,... + ∂zJz,z,... = 0 . (4.2.3)
In CFT, any operator in the conformal family of the stress-energy tensor, being an
analytic function, trivially satisfies these equations, while in the deformed theory
this is generally destroyed. However, Zamolodchikov ([23]) discovered the so-called
integrable deformations of CFT, with a corresponding QFT that possesses an infinite
set of conserved charges Ps in involution, which permit to solve the theory non-
perturbatively. This theories are called Minimal Integrable Models (MIM).
For integrable models originating from a perturbation of a CFT, the integrals of
motion can be interpreted as deformations of the conformal conservation laws. Let
Ts+1 be the quasi-primary descendants of the stress-energy tensor, with spin s + 1.
The conformal conservation laws are
∂zTs+1 = 0 , (4.2.4)
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and the problem is to find the spins s and the local fields Θs−1 such that we have
the off-critical conservation laws
∂zTs+1 = ∂zΘs−1 , (4.2.5)
which give rise to the conserved charges
Ps =
∫
(Ts+1 dz −Θs−1 dz) . (4.2.6)
We will now show which are the conditions under which it is possible to write
eq.(4.2.5). Let Cs(z) be a conserved current with spin s in the conformal minimal
model Mp,p′, local with respect to the perturbing field Φlk (z, z) = φlk (z)φlk (z):
Cs(z)Φlk (w,w) =
m∑
n=2
d
(n)
lk
(z − w)nΦ
(n)
lk (w,w) +
1
z − wBlk (w,w) + ... (4.2.7)
(n is an integer, Φ
(n)
lk and Blk are descendants of Φlk and d
(n)
lk are some constants).
Referring to the action (4.1.1), the deformed Ward identities for Cs(z, z) can be
written in terms of the conformal ones as
〈Cs (z, z) · · ·〉 = 〈Cs (z) · · ·〉0 + λ
∫
dw dw 〈Cs (z) Φlk (w,w) · · ·〉0 +O
(
λ2
)
. (4.2.8)
These relations, together with the identity
∂z
1
z − w + iε = δ (z − w) δ (z − w) , (4.2.9)
lead to the following equation, valid to the first order in λ:
∂zCs (z, z) = λ
[
Blk (z, z)− d(2)lk ∂zΦ(2)lk (z, z)
]
. (4.2.10)
Hence, the existence of the off-critical conservation law depends on whether Blk is
a total derivative with respect to z.
The simplest example is the energy-momentum conservation: Cs = T . In this
case we have
∂zT (z, z) = −1
4
∂zΘ, (4.2.11)
where Θ = 4Tzz = −4λ (1− h)Φlk (z, z) is the trace component of T µν in terms of
the perturbation Φlk. The corresponding conserved charge, present for every choice
of the perturbation, is the momentum:
C1 ≡ P =
∫ (
Tdz +
1
4
Θdz
)
. (4.2.12)
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An interesting example, involving higher integrals of motion, is given by the QFT
defined by a Φ13 deformation of the minimal modelMp,p+1. Let Cs = T4 =: T 2 : be
the quasi-primary field of spin 4 in the conformal family of the identity operator.
We have
B13 = λ(h− 1)
[
2L−1L−2 − 2L−3 + 1
6
(h− 3)L3−1
]
Φ13 (z, z) . (4.2.13)
The second term may spoil the existence of the conservation law, but the field Φ13
satisfies the third-level null-vector equation(
L−3 − 2
h+ 2
L−1L−2 +
1
(h+ 1)(h+ 2)
L3−1
)
Φ1,3 = 0 , (4.2.14)
and consequently there exist a conserved charge with spin 3:
P3 =
∫
(T4dz +Θ2dz) , (4.2.15)
where
Θ2 = λ
h− 1
h+ 2
(
2hL−2 +
(h− 2) (h− 1) (h+ 3)
6 (h+ 1)
L2−1
)
Φ1,3 . (4.2.16)
4.3 Counting argument
The counting argument, introduced by Zamolodchikov ([23]), is a sufficient criterion
for the existence of non-trivial conservation laws. We restrict to the case of conserved
currents originated from the conformal family of the identity operator.
Let us consider the space of linearly independent descendants of the identity
operator at level s + 1, i.e. the factor space
Tˆs+1 = Ts+1/∂zTs , (4.3.17)
and the analogous factor space at level s for the perturbing field Φ:
Φˆs = Φs/∂zΦs−1 . (4.3.18)
If the mapping
∂z : Tˆs+1 → λΦˆs (4.3.19)
has a non vanishing kernel, i.e. if
dim Tˆs+1 > dim Φˆs , (4.3.20)
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then there are some fields Ts+1 (z, z) ∈ Tˆs+1 and Φs−1 (z, z) ∈ Φˆs−1 such that
∂zTs+1 (z, z) = λ∂zΦs−1 (z, z) , (4.3.21)
i.e. there is a conserved charge with spin s.
The condition (4.3.20) can be checked using the character formulae (see (2.4.60)):
∞∑
s=0
qsdimTˆs = (1− q) χ˜1,1(q) + q (4.3.22)
and ∞∑
s=0
qsdim
(
Φˆk,l
)
s
= (1− q) χ˜k,l(q) , (4.3.23)
where
χ˜r,s(q) = q
c/24−hr,sχr,s(q) . (4.3.24)
In the case of minimal models, these relations immediately give the values of the
lowest conserved spins, because the characters can be explicitly expanded in power
series.
With this technique Zamolodchikov has proved that the operators Φ1,3, Φ1,2 and
Φ2,1 always define an integrable deformation of the conformal minimal models.
In the case of the Φ1,3 perturbation, for example, thanks to the third-level null-
vector equation (4.2.14) we have
dim
(
Φˆ1,3
)
3
= 0 , (4.3.25)
and the mapping
∂z : Tˆ4 → λΦˆ3 (4.3.26)
has a non vanishing kernel. In a similar way, it is possible to see that ∂z has non
vanishing kernels also for the next few odd s, and it is natural to conjecture that
the perturbed QFT possesses conserved charges at each odd value of s.
4.4 Scattering theory
4.4.1 Elasticity and factorization
In the case of deformations which give rise to massive integrable models, the cor-
responding scattering theory is purely elastic and factorized ([24]). In fact, the
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presence of an infinite number of conserved charges Ps (with spin s) implies the con-
servation of all the s powers of the momenta, and this is equivalent to the absence
of particle production and the equality of the sets of initial and final momenta. If
the mass spectrum is not degenerate, the S-matrix is completely diagonal, while, if
the system presents multiplets of degenerate particles, there can be a redistribution
of the momenta among the particles with the same masses.
Furthermore, an arbitrary n-particle collision process becomes factorized into
the product of n(n− 1)/2 elastic pair collisions.
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Figure 4.1: Factorization
This corresponds to the commutativity of the processes shown in Figure 4.1,
where the lines drawn are exactly the physical lines of the particles in the two-
dimensional space-time, and can be explained by a particle-displacement argu-
ment. In fact, using the conserved charges Ps, we can define the operators Ts(a) =
exp (iaPs). T1 is constructed with the momentum operator and, applied to any state
of the system, only produces a uniform translation in space-time. But applying any
other operator Ts to the wave packets that describe the particles, we can move
them by an amount which depends on their momentum. Hence, with a fine-tuning
combination of these operators, we can arbitrarily shift the points of interaction in
any scattering process, obtaining the same amplitude because the conserved charges
commute with the Hamiltonian.
Hence the n-particle S-matrix factorizes into a product of n(n−1)/2 elastic two-
particle S-matrices, which satisfy, in addition to the usual requirements of unitarity
and crossing symmetry, the star-triangle (or Yang-Baxter) equations, and are linked
among themselves by the bootstrap equations.
The two-particle S-matrix elements are defined by
|Ai (p1)Aj (p2)〉in = Sklij |Ak (p3)Al (p4)〉out , (4.4.27)
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where Ai (p1) and Aj (p2) denote the incoming particles (with 2-momenta p
µ
1 and
pµ2 ), and Ak (p3) and Al (p4) the outgoing states.
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Figure 4.2: Two-particle S-matrix
Lorentz invariance fixes the two body S-matrix to be a function of the Man-
delstam variables s = (p1 + p2)
2, t = (p1 − p3)2 and u = (p1 − p4)2, which satisfy
the relation s + t + u =
∑4
i=1m
2
i . Since in (1+1) dimensions and for elastic scat-
tering only one of these variables is independent, it is convenient to introduce a
parametrization of the momenta in terms of the so-called rapidity variable θ:
p0i = mi cosh θi , p
1
i = mi sinh θi , (4.4.28)
which corresponds to the following expression for the Mandelstam variable s:
s(θ) = (p1 + p2)
2 = m2i +m
2
j + 2mimj cosh θij , (4.4.29)
with θij = θi−θj . The functions Sklij will then depend only on the rapidity difference
of the involved particles:
|Ai (θ1)Aj (θ2)〉in = Sklij (θ12) |Ak (θ2)Al (θ1)〉out . (4.4.30)
The elastic S-matrices are analytic functions in the complex plane of s, with
square branch cut singularities at (mi −mj)2 and (mi +mj)2. From (4.4.29) it
follows that the functions Sklij (θ) are meromorphic in θ, and real at Re(θ) = 0. The
physical sheet of the s plane is mapped into the strip 0 ≤ Im(θ) ≤ π, and the
S-matrix poles are mapped into the imaginary axis. The structure in the θ plane
repeats with periodicity 2πi.
The functions Sklij (θ) satisfy the unitarity equations∑
n,m
Snmij (θ)S
kl
nm (−θ) = δki δlj , (4.4.31)
and the crossing symmetry is expressed by
Sljik (θ) = S
kl
ij (iπ − θ) , (4.4.32)
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because the analytic continuation from the s-channel to the t-channel corresponds
to the substitution θ → iπ − θ.
The two-particle amplitudes have also to satisfy the star-triangle or Yang-Baxter
equations:
Sk1k2i1i2 (θ12)S
j1j3
k1k3
(θ13)S
j2k3
k2i3
(θ23) = S
k1k3
i1i3 (θ13)S
j1j2
k1k2
(θ12)S
k2j3
i2k3
(θ23) , (4.4.33)
with an implicit sum on the intermediate indices.
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Figure 4.3: Yang-Baxter equations
These equations correspond to the commutativity of the processes shown in figure
4.3, and can be justified by a particle-displacement argument analogous to the one
described for the factorization property.
The system of equations (4.4.31), (4.4.32) and (4.4.33) for the two-particle S-
matrix is in many cases sufficient to determine a consistent solution, up to a so-called
CDD ambiguity, which consists in multiplying a given solution by factors that alone
satisfy the same equations (we will comment on the role of these factors at the end
of section 4.4.3).
4.4.2 Analytic structure of the S-matrix
The bound states of a theory correspond to singularities of the S-matrix. The
bootstrap approach consists in identifying the bound states with some of the particles
appearing as asymptotic states, so that the spectrum of the theory is encoded in
the analytic structure of the S-matrix. Stable bound states are usually associated
to simple poles with positive residues which lie on the imaginary axis of the physical
strip, but this assumption may be generalized to the case of poles with negative
residues (in massive theories obtained perturbing non-unitary CFT) and to the case
of odd higher order poles.
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If an S-matrix with initial particle states Ai and Aj has a simple pole in the
s-channel at θ = iunij (An is the associated intermediate bound state), in the vicinity
of this singularity we have
Sklij (θ) ∼
iRnij(
θ − iunij
) , (4.4.34)
and the residue Rnij is related to the on mass-shell coupling constants of the under-
lying quantum field theory by Rnij = f
n
ijf
n
kl.
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Figure 4.4: First-order pole
Remembering that the corresponding singularity in the s variable is of the form
(s−m2n)−1 and using relation (4.4.29), we get the following expression for the mass
of the bound state:
m2n = m
2
i +m
2
j + 2mimj cosu
n
ij. (4.4.35)
This formula describes a triangle with sides of lengthsmi, mj and mn. The existence
of a non-zero coupling constant fnij implies a pole singularity in the amplitudes Sin
and Sjn as well, due to the intermediate bound states Aj and Ai, respectively. Hence,
the location of the three poles is restricted by the identity
unij + u
j
in + u
i
jn = 2π. (4.4.36)
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Figure 4.5: Mass triangle, with u¯kij = π − ukij.
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4.4.3 Distinguishable particles case
In the case when the system has all distinguishable particles, the S-matrix is diag-
onal and the Yang-Baxter equations are trivially satisfied. This can happen when
the mass spectrum is non degenerate or when particles of the same mass can be
distinguished by their higher charge eigenvalues.
The unitarity and crossing equations become
Sab (θ)Sab (−θ) = 1, Sab (iπ − θ) = Sa¯b (θ) . (4.4.37)
These equations imply that the Sab(θ) are 2πi-periodic functions of θ, and their most
general solution in the space of 2πi-periodic meromorphic functions is of the form
Sab(θ) =
∏
{x} sx(θ), with
sx(θ) =
sinh
[
1
2
(θ + iπx)
]
sinh
[
1
2
(θ − iπx)
] . (4.4.38)
Due to the 2πi-periodicity, it is possible to choose the parameters x in the range
−1 ≤ x ≤ 1. These functions have a simple pole at θ = iπx and a simple zero at
θ = −iπx in the range −π ≤ Im θ ≤ π, and they satisfy the following properties:
sx(θ)sx(−θ) = sx(θ)s−x(θ) = 1 , (4.4.39)
sx(θ) = sx+2(θ) , (4.4.40)
s0(θ) = −s1(θ) = 1 , (4.4.41)
sx(iπ − θ) = −s1−x(θ) . (4.4.42)
If all the particles are self-conjugate, the general solution becomes
Sab(θ) =
∏
{x}
fx(θ) =
∏
{x}
sx(θ)sx(iπ − θ) =
∏
{x}
tanh
[
1
2
(θ + iπx)
]
tanh
[
1
2
(θ − iπx)
] . (4.4.43)
The simple poles of these functions are located at the crossing symmetric points
θ = iπx and θ = iπ(1 − x), and the zeros at θ = −iπx and θ = −iπ(1 − x).
Important properties of fx(θ) are
fx(θ) = fx(iπ − θ) = f1−x(θ), fx(−θ) = f−x(θ) = 1/fx(θ). (4.4.44)
In this way the kinematic problem is solved. In order to determine the dynamics
of the system, i.e. to find the values of the parameters {x}, we have to implement
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the bootstrap principle, which leads to the so-called bootstrap equations ([23])
Sil¯(θ) = Sij(θ + iu¯
k
jl)Sik(θ − iu¯jlk) . (4.4.45)
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Figure 4.6: Bootstrap equations
These equations are justified by a particle displacement argument analogous
to the one previously mentioned. To solve them, it is often necessary to find an
ansatz for the two-particles bootstrap “fusions” of some minimal subset of particles
(called “fundamental”), which should be consistent with the conservation laws and
the symmetries of the model. Usually the “fundamental” particle is the one with
the lightest mass, and its S-matrix will have a minimal pole structure, whereas
the S-matrices of the other particles will present higher order poles, supporting the
interpretation of the mass of a particle as a dynamical parameter related to the
complexity of its interactions.
The CDD ambiguity consists in multiplying a given solution by factors which
satisfy equations (4.4.37) and (4.4.45), and don’t have poles in the physical strip
0 ≤ Im θ ≤ π, hence they don’t change the spectrum of the theory. These factors give
the possibility to link S-matrices related to different models which share the same
symmetry and the same IR properties, but have different UV behaviours. However,
some aspects of the role of CDD factors have still to be clarified. For example,
an important consequence of their insertion can be a change from a fermionic to a
bosonic-type S-matrix, where these properties refer to the sign of the two-particle
amplitudes Saa evaluated at zero rapidity difference (an S-matrix is said to be of
fermionic-type if Saa(0) = −1 and of bosonic-type if Saa(0) = 1). At the moment,
only fermionic-type scattering theories are clearly understood. The bosonic situation
was firstly faced in [29], where it was shown that the corresponding UV behaviour
is characterized by the divergence of the central charge, which can be explained by
the presence of a certain set of irrelevant perturbing operators.
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4.4.4 Bootstrap consistency equations
From the bootstrap principle, knowing the S-matrix of a theory it is possible to
derive a system of consistency equations for the eigenvalues of the conserved charges
Ps, and to find a restriction on the possible values of their spin s ([23]).
Choosing the asymptotic states | Aa(θ)〉 as eigenstates of Ps,
Ps | Aa(θ)〉 = ωas (θ) | Aa(θ)〉 , (4.4.46)
Lorentz invariance fixes the functional form of the corresponding eigenvalues to be
ωas (θ) = χ
a
se
sθ , (4.4.47)
where χas are constants, and χ
a
1 = ma. Locality implies
Ps | Aa1(θ1) · · ·Aak(θk)〉 = (ωa1s (θ1) + . . .+ ωaks (θk)) | Aa1(θ1) · · ·Aak(θk)〉. (4.4.48)
If uc¯ab is the imaginary value of the rapidity at which particles a and b “fuse”
together and create the bound state c¯, we have:
lim
ε→0
ε | Aa
(
θ + iu¯bac −
1
2
ε
)
Ab
(
θ − iu¯abc +
1
2
ε
)
〉 =| Ac¯ (θ)〉. (4.4.49)
Applying Ps to both sides of this equation we get the following infinite system of
linear equations for the χass:
χas exp
(
isu¯bac
)
+ χbs exp (−isu¯abc) = χc¯s. (4.4.50)
Non-trivial solutions of these equations are obtained for special sets of resonance
angles ucab and for specific values of the spin s. For example, if a = b and χ
a
s 6= 0,
they reduce to
2 cos (su¯aac) = χ
c¯
s/χ
a
s . (4.4.51)
In the case a = b = c, the above equation has an unique solution
u¯aaa =
1
3
π, s = 1, 5 (mod 6). (4.4.52)
The corresponding S-matrix presents the so-called Φ3 property, i.e. the particle Aa
appears as bound state of itself.
We will now consider the following examples, involving two different particles:
(i) Aa ×Aa → Ab , Ab × Ab → Aa , (4.4.53)
(ii) Aa ×Aa → Aa + Ab , Ab ×Ab → Aa . (4.4.54)
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The consistency conditions for the process (i) are
2χas cos (su¯
a
ab) = χ
b
s , 2χ
b
s cos
(
su¯bab
)
= χas , (4.4.55)
and for χa,bs 6= 0 they reduce to
cos (su¯aab) cos
(
su¯bab
)
=
1
4
. (4.4.56)
This equation admits two solutions:
u¯aab =
1
12
π , u¯bab =
5
12
π , s = 1, 4, 5, 7, 8, 11 (mod 12) , (4.4.57)
u¯aab =
1
5
π , u¯bab =
2
5
π , s = 1, 3, 7, 9 (mod 10) . (4.4.58)
For self-conjugate particles the even spins do not exist, and in the first solution we
have s = 1, 5, 7, 11 (mod 12).
For the process (ii), we have to take for the spin s the common solution of the
process (i) and Aa × Aa → Aa. For instance, in the case of the second solution of
(i) we have
s = 1, 7, 11, 13, 17, 19, 23, 29 (mod 30) . (4.4.59)
4.4.5 Higher-order poles
The multiple pole structure of the S-matrices is an unavoidable consequence of
the iterative application of the bootstrap equations. The simple poles naturally
correspond to the bound states which appear in the intermediate channels, while
higher-order poles are a peculiar feature of (1+1)-dimensional systems (in four di-
mensions, these anomalous threshold singularities would be branch cuts). As we
will see, odd-order poles provide a new mechanism to produce bound states, while
even-order poles describe purely multiple scattering processes without the creation
of intermediate bound states. Consequently, all odd-order poles must be taken into
account to iterate consistently the bootstrap procedure by means of eq.(4.4.45).
A complete analysis of higher order pole singularities has been performed in [36],
[38], [39]; here, we will just explain the basic ideas in the case of double and triple
poles.
Let us start with second-order poles, firstly analyzed by Coleman and Thun in
the sine-Gordon model ([25]). It can be shown that an order p singularity of the
S-matrix, which has the form
SAB(θ) ∼ g
2pRp
(θ − θ0)p , (4.4.60)
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originates from a Feynman diagram with P propagators and L loops, with the
condition p = P −2L. Hence, a second order pole can be described by the following
on-shell diagram:
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Figure 4.7: Second-order pole
The diagram can be drawn if there are particles a, b and c with the opportune
values of the resonance angles ukij, which are exactly the angles in the figure. The
double pole of SAB is located at
θAB = u
b
Bc + u
a
Ac − π , (4.4.61)
and Sab has to be regular at
θab = π − uAac − uBbc . (4.4.62)
From this discussion it follows that the scattering amplitude S11 of the lightest
particle cannot have higher order poles, because the resonance angles of two heavier
particles with it are greater than π/2 and therefore it is impossible to draw this
diagram with A = B = 1.
If we now assume that θab is a simple pole for Sab, the order of the diagram
becomes three, and we have an intermediate propagator:
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Figure 4.8: Third-order pole
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These are the basic mechanisms involved in the explanation of higher order
singularities. In fact, fourth-order poles arises when Sab has a double pole at θab,
fifth-order ones when the pole is triple, and so on.
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In the light of these considerations, it is possible to classify all massive integrable
systems taking the bootstrap equations as basic entities, restricted only by the
consistency equations of the conserved spins and by a multi-scattering interpretation
of higher order poles. Any odd-order pole is assumed to be in correspondence with a
bound state, and the whole set of bound states should form a complete set of states
which describes the asymptotic particles as well.
4.5 Elastic S-matrices of perturbed minimal mod-
els
Knowing the first spins of the conserved currents away from criticality, on the basis
of symmetry and analyticity arguments alone it is possible to fix the minimal form
of the S-matrix of a system, i.e. the solution of equations (4.4.37) and (4.4.45) with
the minimum number of poles and zeroes in the physical strip.
4.5.1 The Yang-Lee model perturbed by φ1,2
The S-matrix of this model has been found by Cardy and Mussardo in [26]. Using
the counting argument it is possible to establish the existence of conserved currents
with spins
s = 1, 5, 7, 11, 13, 17, 19, 23 . (4.5.63)
It is then natural to conjecture property (4.4.52), which allows the existence of a
particle A that appears as a bound state of itself, with a corresponding s-channel
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pole at θ = i2
3
π and a related t-channel pole at θ = i1
3
π. The minimal solution of
the bootstrap equation
SAA(θ) = SAA
(
θ − i1
3
π
)
SAA
(
θ + i
1
3
π
)
(4.5.64)
is given by SAA(θ) = f2/3(θ), hence A is the only particle present in the theory.
It is interesting to note that the residue at the pole θ = i2
3
π has negative sign,
meaning that the S-matrix is unitary in the sense of eq.(4.4.31), i.e. it preserves the
probability, but it is not one-particle unitary.
4.5.2 The magnetic perturbation of the Ising model
The S-matrix of the Ising model perturbed by the magnetic operator φ1,2 = σ has
been found by Fateev and Zamolodchikov in [27]. Applying the counting argument,
it is possible to see that the lowest conserved spins are
s = 1, 7, 11, 13, 17, 19 . (4.5.65)
The absence of multiples of 3 can be explained by the existence of a fundamental
particle A1 with the Φ
3 property (see (4.4.52)), while the absence of multiples of 5
by the existence of a second particle A2 that gives rise to the bootstrap fusions (see
(4.4.59)):
A1 × A1 → A1 + A2 , A2 ×A2 → A1 . (4.5.66)
Correspondingly, the scattering amplitude S11 has poles with positive residue at
the resonance angles u111 = i
2
3
π and u211 = i
2
5
π (see (4.4.58)). However, since it is
impossible to satisfy the bootstrap equation
S11(θ) = S11
(
θ − i1
3
π
)
S11
(
θ + i
1
3
π
)
(4.5.67)
with only these poles, Zamolodchikov ([23]) conjectured the following minimal S-
matrix for the fundamental particle:
S11(θ) = f1/3(θ)f2/5(θ)f1/15(θ) . (4.5.68)
The bootstrap generated by this amplitude closes within eight particles, whose mass
ratios can be determined by equations (4.4.50) with s = 1.
As we will see in section 4.6, the values of the conserved spins are related to
an underlying Lie algebraic symmetry of the theory; in fact, they are exactly the
exponents of the Lie algebra E8, and it is natural to conjecture that their infinite
set is given by
s = 1, 7, 11, 13, 17, 19, 23, 29 (mod 30) , (4.5.69)
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where 30 is the dual Coxeter number of E8 (for the definitions of these quantities,
see section 4.6.1). The S-matrix of this model coincides with the minimal part of the
S-matrix of the E8 affine Toda field theory, whose elements are listed in appendix C.
Also the number of particles and the mass ratios of the two theories are the same.
4.5.3 The thermal perturbation of the tricritical Ising model
The scaling region of the tricritical Ising model has been studied in [10]. The S-
matrix of this model perturbed by the energy operator φ1,2 = ε has been found in
[27] and [36]. In this case, applying the counting argument it is possible to see that
the lowest conserved spins are
s = 1, 5, 7, 9, 11, 13, 17 . (4.5.70)
The presence of the spin s = 9 forbids the Φ3 property for the fundamental particle,
and arguments analogous to the ones described for the other systems lead to a
bootstrap closing on seven particles.
The conserved spins coincide with the exponents of the Lie algebra E7, whose
dual Coxeter number is 18. The natural conjecture is then
s = 1, 5, 7, 9, 11, 13, 17 (mod 18) , (4.5.71)
and the S-matrix is equal to the minimal part of the one of the E7 affine Toda field
theory, presented in appendix C.
4.5.4 The thermal perturbation of the tricritical three-state
Potts model
The S-matrix of the tricritical three-state Potts model perturbed by the energy
operator φ1,2 = ε, with conformal weight (h, h¯) =
(
1
7
, 1
7
)
, has been found by Sotkov
and Zhu in [28]. The lowest conserved spins coincide with the exponents of the Lie
algebra E6, so that it is natural to conjecture that their infinite set will be given by
s = 1, 4, 5, 7, 8, 11 (mod 12) . (4.5.72)
The complete S-matrix is listed in appendix C, as the minimal part of the one of
the E6 affine Toda field theory. The bootstrap closes on six particles, two of which
are neutral, while the other four are organized in two couples (a, a¯) of conjugate
particles with degenerate mass.
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4.6 Affine Toda field theories (ATFT)
Affine Toda field theories (ATFT) are integrable massive field theories defined by
a Lagrangian built up from some characteristic quantities of an affine Lie algebra
gˆ. The corresponding scattering theory contains a number of particles equal to the
rank of gˆ, and the S-matrix, depending on the choice of gˆ, coincides with the one of a
specific perturbed minimal model “dressed” with some CDD-factors which depend
on the coupling constant present in the Lagrangian. The main results on this subject
have been found in [35], [36], [37], [38] and [39].
4.6.1 Preliminaries on Lie algebras
For a general reference on this subject, see [30].
Simple Lie algebras
A Lie algebra g is a vector space equipped with an antisymmetric binary operation
[ , ], called a commutator, mapping g × g into g, and constrained to satisfy the
Jacobi identity
[X, [Y, Z]] + [Z, [X, Y ]] + [Y, [Z,X ]] = 0 forX, Y, Z ∈ g . (4.6.73)
A Lie algebra can be specified by a set of generators {Ja}, whose number is the
dimension of the algebra, and their commutation relations
[Ja, J b] =
∑
c
ifabc J
c , (4.6.74)
where fabc are the structure constants. A Lie algebra is simple if it contains no proper
subset of generators {La} such that [La, J b] ∈ {La} for any J b.
A representation of an algebra is the association of every element of g to a linear
operator acting on some vector space V , which respects the commutation relations
of the algebra. The dimension of V is the dimension of the representation. Relative
to a given basis, each element of g can thus be represented by a square matrix, and
the commutator correspond to the usual matrix commutation. A representation is
said to be irreducible if the matrices representing the elements of g cannot all be
brought in a block-diagonal form by a change of basis. The adjoint representation
is the one in which the Lie algebra itself serves as the vector space on which the
generators act. A matrix realization of this representation in the basis {Ja} is given
by (Ja)bc = −ifabc.
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In order to construct the so-called Cartan-Weyl basis, we first identify the max-
imal set of commuting Hermitian generators H i, i = 1, .., r (r is the rank of the
algebra):
[H i, Hj] = 0 . (4.6.75)
This set of generators forms the Cartan subalgebra. The remaining generators are
chosen to be particular combinations of the Ja’s that satisfy the eigenvalue equation:
[H i, Eα] = αiEα , (4.6.76)
where α = (α1, ..., αr) is called a root, and ∆ denotes the set of all roots.
In order to define a scalar product for a Lie algebra, one defines the Killing form
K(X, Y ) =
1
2h
Tr(adX adY ) , (4.6.77)
where h is a constant called the dual Coxeter number of the algebra. The standard
basis {Ja} and the Cartan subalgebra are orthonormal with respect to K:
K
(
Ja, J b
)
= δab , K
(
H i, Hj
)
= δij . (4.6.78)
The Killing form defines a scalar product in the root space:
(α, β) = K
(
Hβ, Hα
)
, (4.6.79)
with Hα = α ·H = ∑i αiH i; we will use the notation (α, α) = |α|2.
It can be shown that in the set of roots of a simple Lie algebra, at most two
lengths (long and short) are possible, and the standard normalization convention is
to set the square length of the long roots equal to two. When all the roots have the
same length, the algebra is said to be simply laced.
In the adjoint representation, the eigenvalues of the Cartan generators are the
roots. For an arbitrary representation, a basis {|λ〉} can always be found such that
H i|λ〉 = λi|λ〉, (4.6.80)
and the vector λ = (λ1, ..., λr) is called a weight. Scalar product between weights
is fixed by the Killing form. Eq.(4.6.76) shows that Eα changes the eigenvalue of a
state by α:
H iEα|λ〉 =
(
λi + αi
)
Eα|λ〉 (4.6.81)
so that Eα|λ〉, if nonzero, must be proportional to a state |λ+ α〉, and Eα is called
ladder operator. The triplet of generators Eα, E−α and α · H/|α|2 forms a su(2)
subalgebra.
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Fixing a basis {β1, ..., βr} in the r-dimensional space of roots, any root can be
expanded as
α =
r∑
i=1
kiβi. (4.6.82)
A root α is said to be positive (α ∈ ∆+) if the first nonzero number in the sequence
(k1, ..., kr) is positive. The set of negative roots ∆− is defined in the analogous way.
A root αi is called simple if it cannot be written as a sum of two positive roots.
There are necessarily r simple roots, and their set {α1, ..., αr} provides the most
convenient basis for the space of roots.
The scalar product of simple roots define the Cartan matrix:
Aij =
2 (αi, αj)
|αj|2 . (4.6.83)
The entries of this matrix, which is not in general symmetric, are necessarily integers.
The diagonal elements are all equal to 2, while the off-diagonal ones can only be
0,−1,−2 or −3.
The Cartan matrix can be written in the compact form
Aij =
(
αi, α
∨
j
)
, (4.6.84)
where α∨i = 2αi/|αi|2 is the coroot associated with the root αi.
The highest root θ is the unique root for which, in the expansion
∑
kiαi, the sum∑
ki is maximized. The standard normalization is fixed by setting |θ|2 = 2. The
coefficients of the decomposition of θ in the bases {αi} and {α∨i } are called marks
(mi ∈ N) and comarks (ni ∈ N):
θ =
r∑
i=1
miαi =
r∑
i=1
niα
∨
i , (4.6.85)
and are related by
mi = ni
2
|αi|2 . (4.6.86)
The dual Coxeter number is defined as
h =
r∑
i=1
ni + 1 . (4.6.87)
All the information on the structure of the algebra g is contained in the Cartan
matrix and can be encoded in a simple planar diagram, the so-called Dynkin dia-
gram, constructed associating a node to every simple root αi and joining the nodes
i and j with AijAji lines. The classification of simple Lie algebras reduces then to
a classification of Dynkin diagrams.
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The convenient basis for weights is the one dual to the simple coroot basis, i.e.
the set {ωi} such that (
ωi, α
∨
j
)
= δij . (4.6.88)
The ωi are called fundamental weights. The expansion coefficient λi of a weight λ
in the fundamental weight basis are called Dynkin labels:
λ =
r∑
i=1
λiωi ⇐⇒ λi =
(
λ, α∨j
)
. (4.6.89)
The Dynkin labels of weights in finite-dimensional irreducible representations are
always integers. The elements of the Cartan matrix are the Dynkin labels of the
simple roots:
αi =
r∑
j=1
Aijωj . (4.6.90)
The Weyl vector is defined as the weight for which all Dynkin labels are unity:
ρ =
r∑
i=1
ωi = (1, 1, ..., 1) , (4.6.91)
and it can be shown that
ρ =
1
2
∑
α∈∆+
α . (4.6.92)
Any finite-dimensional representation has a unique highest-weight state |λ〉, for
which the sum of the coefficient expansion in the basis of simple roots is maximal
(the highest weight of the adjoint representation is θ). It follows that, for any α > 0,
λ+ α cannot be a weight in the representation, hence
Eα|λ〉 = 0 ∀α > 0 . (4.6.93)
Representations are often specified by their highest weights.
Starting from the highest weight |λ〉, all the states in the representation space
(or irreducible module) Lλ can be obtained by the action of the lowering operators
of g as
E−βE−γ · · ·E−η|λ〉 for β, γ, ..., η ∈ ∆+ . (4.6.94)
The set of eigenvalues of all the states in Lλ is the weight system Ωλ. Any weight
λ′ ∈ Ωλ is such that λ − λ′ ∈ ∆+. Hence λ′ is necessarily of the form λ −∑ kiαi,
with ki ∈ Z+, and ∑ ki is called the level of the weight λ′ in the representation λ.
Casimir operators are defined by their commutativity with all the generators of
the algebra g. If {Ja} is an orthonormal basis, a quadratic Casimir operator is
Q =∑
a
JaJa . (4.6.95)
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In the case of su(2) this is the only possible Casimir operator, but for higher-rank
algebras there are Casimir operators of higher degree. Their degrees minus one are
called the exponents of the algebra.
For simply laced Lie algebras, the exponents can also be defined through the
adjacency matrix Gij = 2δij − Aij , whose eigenvalues are of the form 2 cos(kiπ/h),
where the ki’s are the exponents.
Affine Lie algebras
To every (finite) Lie algebra g, we associate an affine extension gˆ by adding to the
Dynkin diagram of g an extra node, related to the highest root θ. As a result of this
insertion, highest-weight representations of the algebra become infinite dimensional,
and are organized in terms of a new parameter, called the level. The level of a
weight is the sum of all its Dynkin labels, that are now r+1, each multiplied by the
corresponding comark.
We start considering the so-called loop algebra g˜,
g˜ = g ⊗ C
[
t, t−1
]
, (4.6.96)
i.e. the generalization of g in which the elements of the algebra are also Laurent
polynomials in some variable t, with generators Jan ≡ Ja ⊗ tn such that
[Jan, J
b
m] =
∑
c
ifabc J
c
n+m + kˆnδabδn+m,0 , (4.6.97)
where kˆ is a central element which commutes with all Ja’s:
[Jan, kˆ] = 0 . (4.6.98)
The set of generators
{
H10 , ..., H
r
0 , kˆ
}
is abelian, but it is not a maximal abelian
subalgebra; hence, it must be augmented by the addition of a new grading operator
L0, defined as
L0 = −t d
dt
, (4.6.99)
and such that
[L0, J
a
n] = −nJan . (4.6.100)
The maximal Cartan subalgebra is generated by
{
H10 , ..., H
r
0 , kˆ, L0
}
, and the other
generators Eαn (for any n) and H
i
n (for n 6= 0) play the role of ladder operators. The
resulting affine Lie algebra is
gˆ = g˜ ⊕ Ckˆ ⊕ CL0 , (4.6.101)
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which is infinite dimensional (g will be referred as the corresponding finite algebra).
Extending the definition of the Killing form from g to gˆ we get
K
(
Jan, J
b
m
)
= δabδn+m,0 , (4.6.102)
K
(
Jan , kˆ
)
= 0 and K
(
kˆ, kˆ
)
= 0 , (4.6.103)
K (Jan , L0) = 0 and K
(
L0, kˆ
)
= −1 , (4.6.104)
and by convention we choose
K (L0, L0) = 0 . (4.6.105)
Let the components of the vector λˆ be the eigenvalues of a state that is a simulta-
neous eigenvector of all the generators of the Cartan subalgebra:
λˆ =
(
λˆ(H10), λˆ(H
2
0 ), ..., λˆ(H
r
0); λˆ(kˆ); λˆ(−L0)
)
= (λ; kλ;nλ) (4.6.106)
(λˆ is called an affine weight). The scalar product induced by the extended Killing
form is
(λˆ, µˆ) = (λ, µ) + kλnµ + kµnλ. (4.6.107)
Weights in the adjoint representation are called roots; since kˆ commutes with all the
generators of gˆ, its eigenvalue on the states of the adjoint representation is equal to
zero. Hence, affine roots are of the form
βˆ = (β; 0;n) , (4.6.108)
and their scalar product is exactly the same as in the finite case
(βˆ, αˆ) = (β, α) . (4.6.109)
If we define
α ≡ (α; 0; 0) and δ = (0; 0; 1) , (4.6.110)
the roots can be reexpressed as αˆ = α + nδ.
A basis of simple roots for the affine Lie algebra must contain r + 1 elements, r
of which are necessarily the finite simple roots αi. The extra simple root is
α0 ≡ (−θ; 0; 1) = −θ + δ . (4.6.111)
The extended Cartan matrix is defined as
Âij =
(
αi, α
∨
j
)
0 ≤ i, j ≤ r , (4.6.112)
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where affine coroots are given by
αˆ∨ =
(
α∨; 0;
2
|α|2n
)
. (4.6.113)
Compared to the finite Cartan matrix, Âij contains an extra row and column, and
these additional entries are easily calculated as
(
α0, α
∨
j
)
= −
(
θ, α∨j
)
= −
r∑
i=1
mi
(
αi, α
∨
j
)
. (4.6.114)
The extended Dynkin diagram is obtained from that of g by the addition of
an extra node, representing α0, linked to the αi-nodes by Â0iÂi0 lines. Extended
Dynkin diagrams obviously have more symmetry than their finite version.
The zeroth mark m0 is defined to be 1, and since |α0|2 = 2, the zeroth comark
is also 1. The dual Coxeter number then reads
h =
r∑
i=0
ni . (4.6.115)
As in the finite case, the fundamental weights {ωˆi}, 0 ≤ i ≤ r, are defined to
be the elements of the basis dual to the simple coroots, and now are assumed to be
eigenstates of L0 with zero eigenvalue:
ωˆi = (ωi;ni; 0) (i 6= 0) , (4.6.116)
ωˆ0 = (0; 1; 0) (basic fundamental weight) . (4.6.117)
With ωi ≡ (ωi; 0; 0), we have
ωˆi = niωˆ0 + ωi. (4.6.118)
Affine weights can thus be expanded in terms of the affine fundamental weights and
δ as
λˆ =
r∑
i=0
λiωˆi + ℓδ ℓ ∈ R. (4.6.119)
Since each fundamental weight contributes to the kˆ eigenvalue by a factor ni, we
have
k ≡ λˆ(kˆ) =
r∑
i=0
niλi, (4.6.120)
and k is called the level. It follows from this relation that the zeroth Dynkin label
λ0 is related to the finite Dynkin labels and the level by
λ0 = k −
r∑
i=1
niλi = k − (λ, θ) . (4.6.121)
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Affine weights are generally given in terms of Dynkin labels under the form
λˆ = [λ0, λ1, ..., λr], (4.6.122)
and for simple roots these are the rows of the affine Cartan matrix:
αi = [Âio, Âi1, ..., Âir]. (4.6.123)
Highest-weight representations are characterized by a unique highest weight state
|λˆ〉 annihilated by the ladder operators:
Eα0 |λˆ〉 = E±αn |λˆ〉 = H in|λˆ〉 = 0 for n > 0, α > 0 . (4.6.124)
A representation is called integrable if it decompose into finite irreducible repre-
sentations of su(2) and can further be written as a direct sum of finite dimensional
weight spaces. This requires in particular that
λ0 = k − (λ, θ) ∈ Z+ . (4.6.125)
The adjoint representation, although not a highest-weight representation, is inte-
grable.
4.6.2 WZW models and coset construction
Without entering the technical details, we will give the basic ideas of the general
discussion presented in [5].
A conformal field theory with Lie-algebraic symmetry can be formulated in terms
of the so-called Wess-Zumino-Witten action
AWZW = k
16π
∫
d2xTr
(
∂µg−1∂µg
)
+ kΓ , (4.6.126)
where g(x) is a matrix bosonic field living on the group manifold G associated to
the Lie algebra g, k is a positive integer, and Γ is a topological term necessary to
preserve conformal invariance at quantum level.
The study of conformal aspects of WZW models was initiated by Knizhnik and
Zamolodchikov in [31]. Starting from the conserved currents
J = −k∂zg g−1 J¯ = k g−1∂z¯g , (4.6.127)
one defines the quantities Ja and J¯a as
J =
∑
a
Jata J¯ =
∑
a
J¯ata , (4.6.128)
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where ta are the Lie algebra generators; introducing the modes Jan and J¯
a
n from the
Laurent expansions
Ja(z) =
∑
n∈Z
z−n−1Jan J¯
a(z) =
∑
n∈Z
z¯−n−1J¯an , (4.6.129)
it is possible to show that they generate two independent copies of the so-called
current algebra, with the commutation relations (4.6.97) characteristic of the affine
Lie algebra gˆ at level k.
In the so-called Sugawara construction, the stress-energy tensor is defined as
T (z) =
1
2(k + h)
∑
a
: JaJa : (z) , (4.6.130)
where : : stands for the normal ordering, and h is the dual Coxeter number (4.6.115).
The multiplicative constant is fixed requiring the correct form for the OPE of T with
itself, and the corresponding central charge is
c ≡ c (gˆk) = k dimg
k + h
≥ 1 . (4.6.131)
The stress-energy tensor modes can be shown to be given by
Ln =
1
2(k + h)
∑
a
∑
m
: JamJ
a
n−m : , (4.6.132)
and the complete affine Lie and Virasoro algebra is
[Ln, Lm] = (n−m)Ln+m + c
12
(n3 − n)δn+m,0 (4.6.133)
[Ln, J
a
m] = −mJan+m (4.6.134)
[Jan , J
b
m] =
∑
c
ifabc J
c
n+m + knδabδn+m,0 (4.6.135)
In the case of a direct sum of Lie algebras g = ⊕igi, the stress-energy tensor is
the sum of the Sugawara stress-energy tensors associated to each gi. Since all these
tensors commute, the total central charge is the sum of the central charges of the
contributing pieces.
A field is said to be WZW primary if it transforms covariantly with respect to
some representation specified by a highest weight λ in the holomorphic sector and
by a highest weight µ in the antiholomorphic one; it can be characterized by the
OPE
Ja(z)φλ,µ(w, w¯) ∼ −t
a
λφλ,µ(w, w¯)
z − w (4.6.136)
J¯a(z¯)φλ,µ(w, w¯) ∼
φλ,µ(w, w¯)t
a
µ
z¯ − w¯ (4.6.137)
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where taλ and t
a
µ are the matrix t
a in the representations λ and µ, respectively. In
terms of the modes and concentrating on the holomorphic sector, this translates into
Ja0 |φλ〉 = −taλ|φλ〉 (4.6.138)
Jan|φλ〉 = 0 for n > 0 (4.6.139)
It follows from (4.6.132) that WZW primary fields are also Virasoro primary
fields with conformal weight
hλ =
(λ, λ+ 2ρ)
2(k + h)
, (4.6.140)
but the inverse is not true.
A coset gˆ/pˆ is a quotient of two WZW models, related to affine Lie algebras gˆ
and pˆ, with pˆ subalgebra of gˆ. If the level of gˆ is k, that of pˆ is given by xek, with
xe (the so-called embedding index) given by
xe =
|Pθg|2
|θp|2 , (4.6.141)
where θg and θp are respectively the highest roots of g and p, and P gives the
projection of every weight of g onto a weight of p.
The stress-energy tensor modes
L(g/p)m ≡ L(g)m − L(p)m (4.6.142)
satisfy the Virasoro algebra with central charge given by the difference of the central
charges of the WZW components:
c (gˆk/pˆxek) =
k dimg
k + hq
− xek dimp
xek + hp
. (4.6.143)
Hence, models with central charge lower than one may be represented by the coset
construction.
In diagonal cosets, which are of the form
gˆk1 ⊕ gˆk2
gˆk1+k2
, (4.6.144)
the embedding index is equal to 1, and the central charge is
c = dimg
(
k1
k1 + h
+
k2
k2 + h
− k1 + k2
k1 + k2 + h
)
. (4.6.145)
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In this case, it can be shown that the field identifications take a simple form. In fact,
primary fields are specified by three weights {λˆ, µˆ; νˆ}, which are integrable highest
weights at respective levels k1, k2 and k1 + k2, selected by the condition
λ+ µ− ν ∈ Q , (4.6.146)
where Q is the so-called root lattice of g, i.e. the set of all points whose expansion
coefficients on the basis of simple roots of g are integers: Q = Zα1+ ...+Zαr. The
fractional part of the corresponding conformal weight h{λˆ,µˆ;νˆ} is given by hλ+hµ−hν
(see (4.6.140)).
Furthermore, if we consider the group O(gˆ) of outer automorphisms of gˆ, i.e.
the set of symmetry transformations of the Dynkin diagram of gˆ which are not sym-
metry transformations of the Dynkin diagram of g, the primary fields are identified
according to
{λˆ, µˆ; νˆ} ∼ {Aλˆ, Aµˆ;Aνˆ} ∀A ∈ O(gˆ) . (4.6.147)
It can be shown that the diagonal coset
ŝu(2)k ⊕ ŝu(2)1
ŝu(2)k+1
(4.6.148)
describes the series of unitary minimal models (2.4.64) with k + 2 = m ≥ 3. As
an immediate check, remembering that dim(su(2)) = 3 and h = 2, we can easily
compute the corresponding central charge:
c =
3k
k + 2
+ 1− 3(k + 1)
k + 3
= 1− 6
(k + 2)(k + 3)
. (4.6.149)
Other very interesting realizations are given by the cosets
(Ên)1 ⊕ (Ên)1
(Ên)2
n = 6, 7, 8 . (4.6.150)
The properties of the corresponding Lie algebras are listed in appendix B. These
three theories describe respectively the tricritical three-state Potts model (n = 6),
the tricritical Ising model (n = 7) and the Ising model (n = 8).
For example, in the case of E7 we easily see that the central charge is c = 7/10.
At level 1, the only two integrable representations are given by ωˆ0 and ωˆ6, and the
corresponding primary operators have conformal weights hωˆ0 = 0 and hωˆ6 =
3
4
. At
level 2 the integrable representations are 2ωˆ0, ωˆ0+ωˆ6, ωˆ1 (the adjoint representation),
ωˆ5 and ωˆ7, with weights h2ωˆ0 = 0, hωˆ0+ωˆ6 =
57
80
, hωˆ1 =
9
10
, hωˆ5 =
7
5
and hωˆ7 =
21
16
. The
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coset fields determined by the rule (4.6.146) are exactly the ones of the tricritical
Ising model, and are associated to the integrable representations in the following
way:
(ωˆ0)1 × (ωˆ0)1 = (1)TIM × (2ωˆ0)2 + (ε)TIM × (ωˆ1)2 + (t)TIM × (ωˆ5)2
(ωˆ0)1 × (ωˆ6)1 = (σ)TIM × (ωˆ0 + ωˆ6)2 + (σ′)TIM × (ωˆ7)2
(ωˆ6)1 × (ωˆ6)1 = (ε′′)TIM × (2ωˆ0)2 + (t)TIM × (ωˆ1)2 + (ε)TIM × (ωˆ5)2
Note the identification of t and ε in the third row with the ones in the first, by
means of the Z2 outer automorphism of the extended Dynkin diagram.
4.6.3 Away from criticality
The possibility of describing a perturbed CFT by a Lagrangian theory related to an
affine Lie algebra gˆ of rank r was analyzed in [32] and [33].
The idea is to start with a CFT described by a coset gˆk ⊕ gˆ1/gˆk+1 and identify
as the perturbing field Φ the one with conformal weight hΦ =
k+1
k+1+h
. It is possible
to see that the conserved currents of this theory have spins given by the exponents
of g modulo the dual Coxeter number h (the lowest values can be checked using the
counting argument).
The affine Toda field theory related to the affine Lie algebra gˆ is defined by the
Lagrangian:
L = 1
2
r∑
j=1
(
∂µφ
j
)2 − A
β2
[
r∑
i=1
eβαi·φ + eβα0·φ
]
− B , (4.6.151)
where {φ1, ..., φr} are r free bosonic fields, {α0, ..., αr} are the simple roots of gˆ,
and A,B, β ∈ R. This Lagrangian presents a minimum at the point φ0, defined by
αi · φ0 = 1β ln(niN), with N =
∏r
k=1 n
−nk/h
k (ni are the comarks of gˆ). If we redefine
the set of bosonic fields as shifted from this minimum (φ→ φ−φ0), the Lagrangian
becomes
L = 1
2
r∑
j=1
(
∂µφ
j
)2 − m2
β2
r∑
i=0
ni
[
eβαi·φ − 1
]
, (4.6.152)
where m is a real parameter which sets the mass scale of the system. The classically
conserved currents of this theory have spins given by the exponents of g modulo the
dual Coxeter number h, which are exactly the degrees of the conserved currents in
the gˆk⊕ gˆ1/gˆk+1 coset perturbed by Φ, and this is at the basis of the correspondence
between the two theories.
The formalism of this correspondence is given by the so-called Feigin-Fuchs con-
struction, which consists in representing the coset fields in terms of the r free bosonic
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fields {φ1, ..., φr} by means of vertex operators. The basic difference between affine
Toda field theories and perturbed minimal models is that the first ones are usual
Lagrangian theories with real coupling constants, while the second ones have imag-
inary coupling constants, which imply some difficulties in the Lagrangian approach.
The rigorous way to treat this problem is given by the so-called quantum group
reduction, whose details are beyond our interests and have been studied in [34].
Expanding the potential in the Lagrangian (4.6.152) in a power series, we have
V (φ) = m2
1
2
r∑
i=0
niα
a
iα
b
iφ
aφb +m2β
1
6
r∑
i=0
niα
a
i α
b
iα
c
iφ
aφbφc + ... (4.6.153)
The quadratic term corresponds to the mass matrix
M2ab = m
2
r∑
i=0
niα
a
iα
b
i , (4.6.154)
whose eigenvalues {m21, ..., m2r} give the classical mass spectrum. In the case of
simply laced theories the masses can be organized in a vector m = (m1, ..., mr),
which is the so-called Perron-Frobenius eigenvector of g, i.e. the only eigenvector
of the adjacency matrix of g whose entries are all positive. In this way we have a
correspondence between the particle with mass mi and the relative representation
of g. In appendix C we list the mass spectra for the affine Toda field theories
related to the En affine Lie algebras, associating each mass to the corresponding
node of the Dynkin diagram. The mass spectrum is degenerate whether the group
of automorphisms of the non-affine Dynkin diagram is non trivial. This is the case of
E6, whose non-affine diagram possesses a Z2 symmetry. The corresponding theory
presents two couples of degenerate particles, which however are distinguishable,
because they have different eigenvalues with respect to the Z3 symmetry of the
extended diagram.
The three particle couplings are given by
fabc = m2β
r∑
i=0
niα
a
iα
b
iα
c
i , (4.6.155)
and, when different from zero, are proportional to the area Aabc of the triangle
constructed with the values of the masses ma, mb and mc. If g is simply laced we
have
|fabc| = 4β√
h
Aabc . (4.6.156)
The scattering theory of affine Toda field theories based on simply laced Lie al-
gebras presents universal properties which lead to a unified description. In this case,
66
the known classical masses, three-particle couplings and “fusing angles” provide a
solution to the bootstrap equations for the S-matrix of the quantized theory, which
has the form
Sab(θ, β) = S
min
ab (θ)Zab(θ, b(β)) . (4.6.157)
The minimal part Sminab (θ) only depends on the “fusing angles” u
c
ab (it is independent
of the coupling constant β) and encodes the information on the mass spectrum,
having all the poles necessary to identify the physical bound states. The term Zab
is a CDD factor which depends on the coupling constant β through the function
b(β) =
(
1
2πh
)
β2
1 + β2/4π
. (4.6.158)
The full Sab-matrix (4.6.157) must have the same pole structure of S
min
ab in the
physical strip, hence Zab cannot have poles with 0 ≤ Im(θ) ≤ π. Furthermore, Zab
has to satisfy unitarity, crossing and bootstrap equations, and in the limit β → 0 it
must reduce to the inverse of the minimal part
Zab(θ, b(0)) =
[
Sminab (θ)
]−1
, (4.6.159)
because the full S-matrix reduces to the identity operator.
Defining B = hb, it has been found that the S-matrix elements of all simply
laced ATFT have the form Sab =
∏
x{x}θ, with
{x}θ =
sx+1
h
(θ)sx−1
h
(θ)
sx+1−B
h
(θ)sx−1+B
h
(θ)
, sα(θ) =
sinh
[
1
2
(θ + iπα)
]
sinh
[
1
2
(θ − iπα)
] . (4.6.160)
The parameter B varies in [0, 2] as β varies in [0,∞], and these functions present
the so-called strong-weak duality
Sab(B) = Sab(2−B) ⇐⇒ Sab(β) = Sab(4π/β) . (4.6.161)
Starting from a Toda S-matrix of the form (4.6.160), where B is real and varies
in [0, 2], we can recover its minimal part performing the so-called “roaming limit”,
which consists in taking B = 1 + iC and sending the real quantity C to infinity.
The specific values of the parameters x for the ATFT related to the affine Lie
algebras En are listed in appendix C. The minimal parts of these S-matrices exactly
correspond to the S matrices, respectively, of the tricritical three-state Potts model
perturbed by ε (n = 6), the tricritical Ising model perturbed by ε (n = 7) and the
Ising model perturbed by σ (n = 8).
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Chapter 5
Scattering off the boundary
As we have seen, the presence of an infinite set of conserved currents makes it possible
to determine the exact S-matrix of many two-dimensional quantum field theories. In
the presence of a boundary, the knowledge of the bulk scattering amplitudes allows
us to find exact expressions also for the boundary reflection factors. However, a
complete analysis of the boundary scattering for many systems as in the bulk case
has not jet been performed, and many aspects of the corresponding bound states
structure are still obscure.
In [56], starting from two kinds of known reflection amplitudes, we have per-
formed a detailed study of the boundary bound states structure for the three ATFT
related to the affine Lie algebras E6, E7 and E8 and for the corresponding perturbed
minimal models.
5.1 General principles
A two-dimensional quantum field theory with boundary can be basically defined in
two ways ([40]). Let us consider the semi-infinite euclidean plane, x ∈ (−∞, 0], y ∈
(−∞,∞), where the y-axis represents the boundary. In the Lagrangian approach
one writes the action in the form
A =
∫ ∞
−∞
dy
∫ 0
−∞
dx a (ϕ, ∂µϕ) +
∫ ∞
−∞
dy b
(
ϕB,
d
dy
ϕB
)
, (5.1.1)
where a and b are local functions respectively of the bulk and boundary “fundamental
fields” ϕ, ϕB (ϕB(y) = ϕ(x, y)|x=0). In the “perturbed conformal field theory”
approach one writes the symbolic action
A = ACFT+CBC +
∫ ∞
−∞
dy
∫ 0
−∞
dx Φ(x, y) +
∫ ∞
−∞
dy ΦB(y), (5.1.2)
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where ACFT+CBC is the action of a conformal field theory (CFT) on the semi-infinite
plane with certain conformal boundary conditions (CBC), and Φ,ΦB are specific
bulk and boundary relevant fields.
As we have seen, if a “bulk” theory is integrable the scattering processes are
purely elastic, and the S-matrix factorizes into two-particle amplitudes. This can
be generalized to the case with boundary defining, in addition to the bulk S-matrix,
an opportune boundary reflection matrix. Assuming that the effect of the boundary
is to reverse the momentum and preserve the energy of a particle which scatters
off it, we define the reflection amplitude K(θ) as the proportionality factor which
relates a single-particle ‘out’ state to the ‘in’ state with reversed momentum:
|a, θ〉out = Ka (θ) |a,−θ〉in. (5.1.3)
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Figure 5.1: Scattering off the boundary
With this definition we restrict our attention to theories with distinguishable
particles, otherwise the reflection factor Ka should be a matrix to allow for a mixing
of states.
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Figure 5.2: Boundary factorization
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Factorization means now that the reflection matrix can always be decomposed
into products of two-particle bulk scattering amplitudes and single-particle boundary
reflection amplitudes.
In every integrable boundary field theory we expect to find a certain number
of different reflection matrices, corresponding to the various boundary conditions
compatible with integrability.
In the bulk case, the two-particle scattering amplitudes can be exactly calculated
(up to the so-called “CDD ambiguity”) as solutions of a number of constraints,
which are expressed by unitarity, crossing, Yang-Baxter and bootstrap equations. In
the presence of a boundary, the reflection amplitudes are constrained by analogous
equations, which relate them to the bulk S-matrix. In this way, starting from a
theory whose bulk scattering matrix is known, one can investigate which are the
possible reflection amplitudes.
In the “perturbed conformal field theory” approach the integrable boundary con-
ditions must be associated in the ultraviolet limit to some of the possible conformal
ones, which, in the case of Virasoro minimal models, are in one-to-one correspon-
dence with the primary fields of the examined CFT (see eq.(3.2.24)). Hence, if the
examined theory is a perturbed minimal model, we know explicitly from the pri-
mary fields content of the corresponding CFT which are the conformal boundary
conditions that we have to recover in the UV limit.
On the contrary, the affine Toda field theory related to an algebra g of rank r
has in general a Lagrangian description given by (4.6.152). We can now define a
boundary field theory with Lagrangian
LB = θ(−x)L − δ(x)B(φ) (5.1.4)
and investigate which reflection amplitudes are compatible with the bulk S-matrix.
Restrictions on the boundary interaction B(φ) due to the integrability requirement
have been discussed in [45],[46]. Also this theory can be seen as a perturbation of
a certain CFT, which has however a spectrum of primary operators generally much
richer than in minimal models. Furthermore, this CFT possesses a larger symmetry
than just conformal invariance, and in this case the structure of the boundary states
for a boundary condition that is only conformally invariant is not yet known.
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The main equations for the reflection amplitudes have been derived in [40] and
discussed in [41]-[44],[47]. The unitarity condition
Ka (θ)Ka (−θ) = 1 (5.1.5)
is a straightforward generalization of the bulk one, while the boundary crossing
equation
Ka (θ)Ka¯ (θ + iπ) = Saa (2θ) (5.1.6)
required more attention, and will be of great importance in our considerations.
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Figure 5.3: The boundary crossing-unitarity relation
In the case of distinguishable particles the Yang-Baxter equations
Ka (θa)Sab (θb + θa)Kb (θb)Sab (θb − θa) = Sab (θb − θa)Kb (θb)Sab (θb + θa)Ka (θa)
(5.1.7)
are trivially satisfied.
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Figure 5.4: The boundary Yang-Baxter equation
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On the contrary, a strong constraint is given by the bootstrap equations
Kc (θ) = Ka(θ − iu¯bac)Sab(2θ − iu¯bac + iu¯abc)Kb(θ + iu¯abc) , (5.1.8)
with u¯cab ≡ π − ucab, where ucab are the bulk “fusing angles”.
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Figure 5.5: The boundary bootstrap equation
As noticed in [40], the boundary can exist in several stable states, and the pres-
ence of poles inKa(θ) indicates the possibility for particle a to excite it. For reflection
amplitudes, the physical strip is the region 0 ≤ Im θ ≤ π
2
of the complex θ-plane.
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Figure 5.6: Boundary excitation
We will call ηβaα the “fusing angle” related to an odd-order pole with positive
residue at θa = iη
β
aα in the reflection amplitude K
α
a of particle a on the bound-
ary state α, creating the state β. The corresponding bootstrap equation for the
boundary bound states is
Kβb (θ) = Sab
(
θ + iηβaα
)
Kαb (θ)Sab
(
θ − iηβaα
)
, (5.1.9)
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and the energies of the two states |α〉 and |β〉 are related by
Eβ = Eα +ma cos
(
ηβaα
)
. (5.1.10)
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Figure 5.7: The boundary bound state bootstrap equation
5.2 Boundary affine Toda field theories
Fring and Koberle ([42]) have demonstrated that in affine Toda field theories, where
the S-matrix elements are always of the form (4.6.160), the boundary crossing equa-
tion (5.1.6) has factorized solutions of the form
Ka(θ) =
∏
x
Kx(θ), Kx(θ) =
s 1−x−h
2h
(θ)s−1−x−h
2h
(θ)
s 1−x−B−h
2h
(θ)s−1−x+B−h
2h
(θ)
(5.2.11)
where the blocks Kx(θ) are in one-to-one correspondence to the blocks {x}2θ in Saa¯
up to a shift of 2h in x. In order to determine which of the blocks are shifted by 2h
and which are not, one has to write a bootstrap equation (5.1.8) involving only one
particular Ka(θ), find its most general solution, and then compute the other Kb(θ)
consistently.
Given a solution Ka(θ) of the equations (5.1.5)-(5.1.8), a function of the form
Ka(θ)ψa(θ) (5.2.12)
is again a solution if ψa satisfies the homogeneous equations
ψa¯(θ + i
π
2
)ψa(θ − iπ
2
) = 1, (5.2.13)
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ψc(θ) = ψa(θ − iu¯bac)ψb(θ + iu¯abc). (5.2.14)
Some possible choices of these functions (which are CDD-factors and have been
analyzed in [44]) are
1. ψa(θ) =
Ka(θ+iπ)
Ka(θ)
Every block ψx(θ) =
Kx(θ+iπ)
Kx(θ) =
Kx+2h(θ)
Kx(θ) satisfies eq. (5.2.13) and (5.2.14), so
that the new solution can be obtained from the first one by shifting all the x’s
by 2h.
2. ψa(θ) = (Sab(θ))
±1, ∀b
3. ψa(θ) =
∏
b Sab(θ)
What we expect is that these CDD-factors relate different sets of reflection ampli-
tudes corresponding to the various boundary conditions compatible with integrabil-
ity.
In [56], for the theories in exam we have analyzed the two solutions of the form
(5.2.11)Ka(θ) andKa(θ+iπ), related by the first kind of CDD-ambiguity mentioned,
calling “minimal” the one with the minimum number of poles in the physical strip.
The blocks Kx(θ) have poles at
θ± =
±1 − x− h
2h
iπ (mod 2πi) and θB± =
±B ∓ 1 + x+ h
2h
iπ (mod 2πi)
(5.2.15)
and zeroes at
0θ± =
±1 + x+ h
2h
iπ (mod 2πi) and 0θB± =
±1 ∓B − x− h
2h
iπ (mod 2πi).
(5.2.16)
Only shifted blocks can give θ± poles and 0θB± zeroes in the physical strip. Contrary
to the case of the bulk S-matrix, the coupling constant dependent θB± poles of the
unshifted blocks can move inside the strip 0 ≤ Im θ ≤ π, but they are confined
inside the interval π
2
≤ Im θ ≤ π (they can reach the value iπ
2
only in the trivial
cases B = 0, 2); the 0θ± zeroes of unshifted blocks are also located in π2 ≤ Im θ ≤ π.
Fring and Koberle have demonstrated in [43] that every excited state reflection
amplitude obtained from (5.2.11) iterating eq.(5.1.9) can be expressed in terms of
the ground state one as
Kµa (θ) =
(∏
b
Sab (θ)
)
K0a (θ) , (5.2.17)
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and the corresponding energy levels are related by
Eµ = E0 +
1
2
∑
b
mb. (5.2.18)
The important feature of expression (5.2.17) is that all the b’s are of the same colour
with respect to the bicolouration of the Dynkin diagram of g. Bicolouration consists
in assigning a colour (black or white) to every node in the Dynkin diagram, such
that two nodes linked to each other are differently coloured (for the En case, see
appendix C).
5.2.1 E6 affine Toda field theory
A complete analysis of the “minimal” solution was performed in [43]. The bootstrap
closes on eight boundary bound states, and there are six different energy levels, two
of which are degenerate.
Labeling the particles with the conventions of appendix C and omitting the θ-
dependence, the “minimal” set of reflection amplitudes is:
K1 = K5K35 (5.2.19)
K2 = K1K7K11K29 (5.2.20)
K3 = K3K5K7K11K29K33 (5.2.21)
K4 = K1K3K25K7K29K27K29K231K35 (5.2.22)
with K6 = K1 and K5 = K3.
Fixing E0 = 0, the energy levels are:
Eα = 0.796m =
m2
2
Eβ = 1.087m =
m3
2
Eγ = 1.884m =
m2+m3
2
Eδ = 2.175m =
m3+m5
2
Eε = 2.971m =
m2+m3+m5
2
where the mass parameter m is defined by m21 =
(
3−√3
)
m2. Levels β and γ are
degenerate, due to the equality m3 = m5; they correspond respectively to the states
β1, β2 and γ1, γ2, with
Kβ1b (θ) = Sb3(θ)K
0
b (θ) K
γ1
b (θ) = Sb2(θ)Sb5(θ)K
0
b (θ)
Kβ2b (θ) = Sb5(θ)K
0
b (θ) K
γ2
b (θ) = Sb2(θ)Sb3(θ)K
0
b (θ)
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We list the “fusing angles” following the conventions of [43]:
a \ µ 0 α β1 β2 γ1 γ2 δ ε
1 1β1 1γ25β1 3γ1 1δ 1ε5δ3
2 4α 2δ6α 4γ23 6
β1 4γ13 6
β2 6γ13 6
γ2
3 4
ε
56
δ
3 6
ε
5
3 2γ14β2 4γ13 2
ε
34
δ
3 6
β1
3 6
γ2
5 4
ε
5
4 1ε3δ35
α 3ε5 5
γ2
5 5
γ1
5 5
ε
9
5 2γ24β1 4γ23 6
β2
3 2
ε
34
δ
3 4
ε
5 6
γ1
5
6 1β2 1γ15β2 1δ 3γ2 1ε5δ3
Each entry in the table indicates a fusing angle as a multiple of iπ
12
; the left column
refers to the particle type which scatters off the boundary in the state indicated in
the first row. The superscript refers to the state the boundary is changing into, and
the subscript refers to the order of the pole, if multiple. As in all the other cases
we will examine, the residues have always the same sign as B varies in [0, 2], they
vanish at the extremes of the interval and sometimes also in B = 1.
The second solution gives the same number of boundary bound states, with
energies
Eα = 0.563m =
m1
2
Eβ = 1.126m =
m1+m6
2
Eγ = 1.538m =
m4
2
Eδ = 2.101m =
m1+m4
2
Eε = 2.664m =
m1+m4+m6
2
Levels α and δ are degenerate, with
Kα1b (θ) = Sb6(θ)K
0
b (θ) K
δ1
b (θ) = Sb4(θ)Sb1(θ)K
0
b (θ)
Kα2b (θ) = Sb1(θ)K
0
b (θ) K
δ2
b (θ) = Sb4(θ)Sb6(θ)K
0
b (θ)
The “fusing angles” are:
a \ µ 0 α1 α2 β γ δ1 δ2 ε
1 4α1 6α2 2γ4β 2δ2 4δ23 4
ε
3 6
δ1
3
2 1γ3β60 1δ26α1 1δ16α2 1ε5γ36
β 3ε36
γ 6δ1 6δ2 6ε
3 1δ15α2 1ε5β3 3
δ2
3 5
δ1
5 5
ε
7
4 2ε34
γ
36
0 4δ25 6
α1
3 4
δ1
5 6
α2
3 4
ε
76
β
5 6
γ
7 6
δ1
9 6
δ2
9 6
ε
11
5 1δ25α1 3δ13 1
ε5β3 5
δ2
5 5
ε
7
6 4α2 2γ4β 6α1 2δ1 4δ13 6
δ2
3 4
ε
3
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The two solutions have different behaviours with respect to the Z3 symmetry of
the extended Dynkin diagram. In fact, the boundary bound states obtained from
the “minimal” solution also enjoy this symmetry, while the ones obtained from the
second solution don’t. This is an indication that the “minimal” solution should
correspond to the free boundary condition or to another boundary condition which
preserves the Z3 symmetry, while in the second case an operator which breaks this
symmetry lives on the boundary.
5.2.2 E7 affine Toda field theory
Labeling the particles with the conventions of appendix C and omitting the θ-
dependence, the “minimal” set of reflection amplitudes is:
K1 = K1K9K17
K2 = K1K7K11K53
K3 = K1K5K7K9K47K13K17
K4 = K1K3K7K9K45K11K15K53
K5 = K1K3K5K7K43K29K11K47K13K51K17
K6 = K1K3K25K7K43K29K45K11K47K213K51K17
K7 = K1K23K25K41K37K43K29K245K311K47K13K249K215K53
Fixing E0 = 0 and definingM the mass of the lightest particle, the corresponding
energy levels are:
Eα = 1.266M =
m5
2
Eε = 2.706 M =
m1+m3+m5
2
Eβ = 1.440M =
m1+m3
2
Eσ = 3.206M =
m1+m5+m6
2
Eγ = 1.940M =
m1+m6
2
Eτ = 3.645M =
m3+m5+m6
2
Eδ = 2.380M =
m3+m6
2
We list now the “fusing angles” as multiples of iπ
18
:
a \ µ 0+ α+ β− γ+ δ+ ε− σ+ τ+
1− 8β 2δ6γ 4ε 2τ6σ3
2+ 1α 3δ9α 1ε9β 1σ7δ39
γ 1τ5σ39
δ
3 9
ε
3 7
τ
59
σ
3 9
τ
5
3− 4β 4ε3 2
σ6δ3 8
ε
5 6
τ
5
4+ 1γ5α 1σ7γ39
α 5ε39
β
3 3
τ
35
σ
39
γ
5 5
τ
59
δ 9ε5 9
σ
7 9
τ
7
5+ 2δ4γ6α 2τ34
σ
3 6
ε
5 6
σ
78
δ
5 6
τ
7 8
τ
9
6− 2ε6β 6ε5 4
τ
58
γ
5 8
σ
9
7+ 1τ3σ35
δ
37
α 5τ79
α
5 7
ε
79
β
5 7
σ
99
γ
7 7
τ
119
δ
9 9
ε
11 9
σ
13 9
τ
15
77
The signs refer to the Z2 symmetry of the extended Dynkin diagram, choosing the
convention in which the boundary ground state is even. All the poles in the reflection
amplitudes are consistent with the change of parity induced in the boundary by
the particles which create the bound states, so that this solution corresponds to a
boundary condition which preserves parity.
Starting from the second solution, we obtain the same number of boundary
bound states, and energy levels:
Eα = 0.643M =
m2
2
Eε = 2.494M =
m2+m7
2
Eβ = 0.985M =
m4
2
Eσ = 2.836M =
m4+m7
2
Eγ = 1.627M =
m2+m4
2
Eτ = 3.478M =
m2+m4+m7
2
Eδ = 1.851M =
m7
2
The “fusing angles” are:
a \ µ 0 α β γ δ ε σ τ
1− 1β5α90 1γ7β9α 3δ5γ9β3 3
ε9γ3 1
σ5ε39
δ
3 1
τ7σ39
ε
3 5
τ
39
σ
5 9
τ
5
2+ 4β6α90 2δ4γ9α 6γ39
β 2σ8δ39
γ 4σ36
ε
39
δ 4τ39
ε 6τ59
σ 9τ
3− 1δ3γ7α90 1ε5δ9α3 1
σ7γ39
β
3 1
τ5σ59
γ
5 3
τ
37
ε
59
δ
5 9
ε
7 7
τ
79
σ
7 9
τ
9
4+ 2δ6β90 2ε6γ38
β
39
α 2σ34
ε
39
β 2τ39
γ 6σ59
δ 6τ78
σ
79
ε 9σ 9τ
5+ 1ε5γ39
0 3σ39
α
3 1
τ7δ59
β
3 7
ε
79
γ
5 9
δ
7 9
ε
9 9
σ
9 9
τ
11
6− 1σ3ε35
δ
37
β
39
0 1τ5ε57
γ
59
α
3 3
τ
55
σ
59
β
5 5
τ
79
γ
7 7
σ
99
δ
7 7
τ
119
ε
9 9
σ
11 9
τ
13
7+ 2τ34
σ
56
δ
58
α
39
0 4τ76
ε
79
α 6σ98
γ
79
β 6τ119
γ 8ε119
δ 9ε 8τ159
σ 9τ
In this case the boundary bound states don’t have a definite parity, and this again
signals the presence on the boundary of an operator which breaks this symmetry.
5.2.3 E8 affine Toda field theory
Labeling the particles with the conventions of appendix C and omitting the θ-
dependence, the “minimal” set of reflection amplitudes is
K1 = K1K11K19K89
K2 = K1K7K11K13K77K19K23K89
K3 = K1K3K9K11K71K13K17K19K79K21K87K29
K4 = K1K5K7K9K11K71K13K15K75K17K19K79K21K83K25K29
K5 = K1K3K5K7K9K69K211K71K13K73K215K17K77K219K79K21K81
×K23K85K27K89
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K6 = K1K3K5K7K67K29K211K71K213K73K15K75K217K77K19K279K221
×K23K83K25K87K29
K7 = K1K3K25K27K67K29K69K211K271K313K73K215K275K317K77K219K279
×K221K81K23K283K225K87K29
K8 = K1K23K25K65K37K67K39K269K411K271K313K373K415K275K317K377K419
×K279K221K381K323K83K25K285K227K89
Fixing E0 = 0 and definingM the mass of the lightest particle, the corresponding
energy levels are:
Eα = 0.9945M =
m3
2
Eν = 3.1480M =
m4+m7
2
Eβ = 1.2024M =
m4
2
Eρ = 3.5547M =
m6+m7
2
Eγ = 1.6092M =
m6
2
Eσ = 3.8061M =
m3+m4+m6
2
Eδ = 1.9456M =
m7
2
Eτ = 4.1425M =
m3+m4+m7
2
Eε = 2.1969M =
m3+m4
2
Eψ = 4.5493M =
m3+m6+m7
2
Eκ = 2.6037M =
m3+m6
2
Eω = 4.7572M =
m4+m6+m7
2
Eλ = 2.8116M =
m4+m6
2
Eφ = 5.7517M =
m3+m4+m6+m7
2
Eµ = 2.9401M =
m3+m7
2
We list now the “fusing angles” as multiples of iπ
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:
a \ µ 0 α β γ
1 1α 3δ13β 1ε7δ11γ15β 1κ9ε15γ
2 1γ7β 1κ7ε39
δ15α 1λ5κ15β 3ν7λ313
δ
315
γ
3 2δ6γ10α 2µ34
λ6κ12γ314
β 2ν6λ310
ε
3 2
ρ8µ310
κ
3
4 4ε6δ8γ10β 6µ38
κ
310
ε
3 2
ρ6ν38
λ
312
δ
3 4
σ
36
ρ
310
λ
5
5 1µ3λ7ε11β 3σ35
ρ
311
ε
513
γ
315
α 1τ9µ515
β
3 1
ψ7σ511
λ
515
γ
5
6 2ν4µ6κ310
γ12α 2τ8ν510
κ
3 4
τ
36
σ
510
λ
512
ε
5 2
ω
3 4
ψ
3 12
κ
714
δ
5
7 2σ4ρ36
ν
38
κ
310
δ
312
β 4ψ5 6
τ
510
µ
712
ε
5 4
ω
5 8
σ
710
ν
714
γ
5 6
ω
7 10
ρ
912
λ
7
8 1ω3ψ3 5
τ
57
ρ
59
λ
511
δ
313
α 1φ7ψ9 9
σ
911
µ
715
α
5 3
φ7ω9 11
ν
913
ε
715
β
5 5
φ
911
ρ
1113
κ
915
γ
7
79
a \ µ δ ε κ λ µ
1 1µ5λ15δ 3ν7µ11κ315
ε 3ρ13λ315
κ 1σ7ρ315
λ
3 5
σ13ν315
µ
2 1ρ7ν311
κ
315
δ
3 1
σ9ν315
ε
3 3
τ7σ59
ρ
315
κ
3 13
ν
515
λ
3 1
ψ7τ515
µ
5
3 6ρ310
µ
5 2
τ
36
σ
312
λ
5 2
ψ
3 14
λ
5 2
ω8τ510
σ
5 4
ω
3 6
ψ
3 12
ρ
714
ν
5
4 4τ38
ρ
510
ν
514
ε
5 2
ψ6τ58
σ
512
µ
5 6
ψ
5 10
σ
7 6
ω
5 12
ρ
7 8
ψ
7 10
τ
7
5 3ω3 7
τ
511
ν
715
δ
5 5
ω
5 13
λ
715
ε
5 11
σ
915
κ
7 1
φ9ψ9 15
λ
9 3
φ
511
τ
1113
ρ
915
µ
7
6 6ψ7 10
ρ
712
µ
7 10
σ
7 2
φ
38
ω
9 14
µ
9 4
φ
512
σ
1114
ν
9 10
ψ
9
7 2φ38
ψ
9 12
ν
9 4
φ
710
τ
1114
κ
9 6
φ
910
ψ
1312
σ
11 10
ω
13 12
τ
13
8 9ω1313
µ
1115
δ
9 7
φ
1311
τ
1315
ε
11 11
ψ
1515
κ
13 11
ω
1713
σ
1515
λ
13 9
φ
1715
µ
15
a \ µ ν ρ σ τ ψ ω φ
1 1τ11ρ315
ν
3 1
ψ9τ315
ρ
3 3
ω7ψ3 15
σ
3 11
ψ
5 15
τ
3 13
ω
5 15
ψ
3 1
φ15ω5 15
φ
5
2 1ω5ψ3 11
σ
515
ν
5 7
ω
5 15
ρ
5 9
ω
5 13
τ
715
σ
5 1
φ15τ7 7
φ
715
ψ
7 15
ω
7 15
φ
9
3 6ω5 10
τ
7 10
ψ
7 2
φ
3 6
φ
512
ω
9 14
ω
9 10
φ
9
4 8ω7 4
φ
510
ω
9 14
σ
9 6
φ
712
ψ
9 8
φ
9 10
φ
9
5 15ν9 7
φ
911
ω
1115
ρ
11 15
σ
11 13
ω
1315
τ
11 11
φ
1515
ψ
13 15
ω
15 15
φ
17
6 6φ910
ω
1112
τ
11 12
ψ
13 14
τ
13 10
φ
13 12
φ
17
7 8φ1314
ρ
13 12
ω
15 10
φ
17 14
ψ
17 12
φ
19
8 13τ1715
ν
15 13
ψ
1915
ρ
17 11
φ
2115
σ
19 15
τ
21 15
ψ
23 13
φ
2515
ω
23 15
φ
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Starting from the second solution, we obtain the same number of boundary
bound states, and energy levels:
Eα = 0.5000M =
m1
2
Eν = 2.8917M =
m1+m8
2
Eβ = 0.8090M =
m2
2
Eρ = 3.2007M =
m2+m8
2
Eγ = 1.3090M =
m1+m2
2
Eσ = 3.7007M =
m1+m2+m8
2
Eδ = 1.4781M =
m5
2
Eτ = 3.8698M =
m5+m8
2
Eε = 1.9781M =
m1+m5
2
Eψ = 4.3698M =
m1+m5+m8
2
Eκ = 2.2872M =
m2+m5
2
Eω = 4.6789M =
m2+m5+m8
2
Eλ = 2.3917M =
m8
2
Eφ = 5.1789M =
m1+m2+m5+m8
2
Eµ = 2.7872M =
m1+m2+m5
2
The “fusing angles” are:
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a \ µ 0 α β
1 6β10α150 2δ6γ12β15α 8δ10γ15β
2 4δ6γ10β12α150 4ε10γ15α 2λ4κ12γ315
β
3 1ε7δ11β150 3λ7ε11γ315
α 1µ7κ39
ε
315
β
3
4 1λ3κ13α150 1ν3µ7κ311
δ
315
α
3 1
ρ5ν313
γ
315
β
3
5 2ν6λ38
ε
310
δ
315
0 4ρ36
ν
310
ε
514
β
315
α 2σ6ρ58
µ
510
κ
515
β
6 1ρ5µ37
λ
311
γ
315
0 1σ7ν59
λ
515
α
3 3
τ
37
ρ
513
δ
515
β
3
7 1τ3σ37
ν
59
κ
513
β
315
0 1ψ5τ59
µ
713
γ
515
α
3 1
ω7σ711
λ
715
β
5
8 2ω3 4
ψ
5 6
τ
78
ρ
710
λ
712
δ
514
α
315
0 2φ36
ψ
9 8
σ
910
ν
912
ε
715
α 4φ76
ω
9 10
ρ
1112
κ
914
γ
715
β
a \ µ γ δ ε κ
1 2κ8ε15γ 4λ6κ10ε315
δ 4ν6µ12κ315
ε 4ρ10µ314
λ
315
κ
2 2ν4µ8λ314
δ
315
γ 6µ310
κ
312
ε
315
δ 10µ315
ε 2τ12µ515
κ
3 3ρ7µ315
γ
3 5
ρ
311
κ
515
δ
3 3
τ
35
σ
311
µ
713
λ
515
ε
3 15
κ
5
4 1σ11κ515
γ
5 1
τ9ν513
ε
515
δ
5 1
ψ15ε7 1
ω5ψ5 9
σ
713
µ
715
κ
7
5 6σ510
µ
715
γ 2ψ3 6
τ
512
λ
715
δ 4ω5 6
ψ
5 12
ν
914
κ
715
ε 2φ36
ω
7 12
ρ
915
κ
6 3ψ3 7
σ
79
ρ
713
ε
715
γ
5 1
ω7τ711
µ
715
δ
7 1
φ7ψ9 9
τ
915
ε
9 7
ω
9 15
κ
9
7 1φ5ω7 11
ν
915
γ
7 3
φ
57
ψ
9 13
κ
915
δ
7 13
µ
1115
ε
9 7
φ
1111
τ
1315
κ
11
8 6φ1110
σ
1312
µ
1115
γ 8ω1310
τ
1314
ε
1115
δ 8φ1510
ψ
1515
ε 10ω1714
µ
1515
κ
a \ µ λ µ ν ρ
1 6ρ310
ν
315
λ 4σ14ν315
µ 2τ6σ312
ρ
315
ν 8τ310
σ
315
ρ
2 4τ36
σ
310
ρ
512
ν
515
λ 2ψ8τ515
µ 4ψ3 10
σ
515
ν 4ω3 12
σ
715
ρ
3 1ψ7τ511
ρ
515
λ
7 3
ω
3 13
ρ
715
µ
5 7
ψ
5 11
σ
715
ν
7 1
φ7ω7 9
ψ
7 15
ρ
9
4 3ω3 13
ν
715
λ
7 1
φ15µ9 3
φ
37
ω
7 11
τ
915
ν
9 13
σ
915
ρ
9
5 8ψ9 10
τ
915
λ 6φ712
σ
1115
µ 10ψ1114
ρ
1115
ν 8φ1110
ω
1115
ρ
6 5φ711
σ
1115
λ
9 7
φ
119
ω
1115
µ
11 15
ν
11 13
τ
1315
ρ
11
7 9ω1313
ρ
1315
λ
11 11
ψ
1515
µ
13 9
φ
1513
σ
1515
ν
13 15
ρ
15
8 12τ1714
ν
1515
λ 10φ1915
µ 12ψ1915
ν 12ω2115
ρ
a \ µ σ τ ψ ω φ
1 2ω8ψ3 15
σ 6ω3 10
ψ
5 15
τ 6φ312
ω
5 15
ψ 10φ515
ω 15φ
2 4φ314
τ
715
σ 6φ510
ω
7 12
ψ
7 15
τ 10φ715
ψ 12φ915
ω 15φ
3 7φ715
σ
9 11
ω
9 15
τ
9 11
φ
1115
ψ
9 15
ω
11 15
φ
11
4 11ω1115
σ
11 13
ψ
1115
τ
11 15
ψ
13 13
φ
1315
ω
13 15
φ
15
5 10φ1315
σ 15τ 14ω1515
ψ 15ω 15φ
6 13ψ1515
σ
13 11
φ
1515
τ
15 15
ψ
17 15
ω
17 15
φ
19
7 15σ17 13
ω
1915
τ
17 13
φ
2115
ψ
19 15
ω
21 15
φ
23
8 12φ2315
σ 14ψ2315
τ 15ψ 14φ2715
ω 15φ
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5.3 Pole interpretation
In the procedure of applying the bootstrap equation (5.1.9) we have considered all
the odd order poles with positive residue. This property, however, is necessary but
not sufficient for the creation of a boundary bound state. In fact, Dorey, Tateo and
Watts ([48]) have proposed two kinds of mechanisms which can describe some of the
poles without involving new boundary bound states.
The first one is a ‘u-channel’ mechanism, and it is invoked when an excited state
reflection factor Kβa has a pole at the same place θa = iη
β
aα as the pole in K
α
a which
generated β.
s-channel
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
❆
❆
❆
❆❆
✁
✁
✁
✁✁
α
β
α
a
a
u-channel
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
☞
☞
☞
☞
☞
☞
▲
▲
▲
▲
▲
▲
β
α
β
a
a
Figure 5.8: First mechanism
The pole in exam doesn’t excite the boundary to a new bound state, but simply
corresponds to going back from β to α. This rule, reasonable but non properly
founded, has a clear explanation in the case of a theory with defect ([49]), where
not just reflection but also transmission is allowed. In that case it is shown with
an explicit example how a pole at θ = iη with this property can be neglected,
because, although it has positive residue in the reflection amplitude, its residue in
the transmission one is negative. At the same time, both amplitudes have a positive
residue pole at θ = i(π−η), which exactly corresponds to going back to the original
boundary state. Unfortunately, integrable defect theories seem to apply only to
quasi-free systems.
The other possibility is a boundary generalization of the Coleman-Thun mech-
anism: in some cases a pole can be described by on-shell diagrams, different from
the one in Figure 5.6, which correspond to multiple rescattering processes. These
methods have also been applied in [50] and [51], with the hypothesis that, if an
alternative diagram can be drawn, then the pole in exam doesn’t correspond to the
creation of a boundary bound state.
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In general, the order of a certain diagram is given by P − 2L, where P and
L are respectively the number of propagators and loops. When dealing with a
boundary, however, vertex factors can also be given by reflection amplitudes. If
these amplitudes have poles (or zeroes) at the rapidities dictated by the on-shell
condition, then their effect will be to raise (or lower) the order of the diagram.
As we have seen, the reflection amplitudes of the form (5.2.11) never have
coupling-independent zeroes in the physical strip, hence the order of a given di-
agram could only be raised by their insertions. In this case, the only two diagrams
which can describe a first order pole are:
Type 1
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
❏
❏
❏
❏
✡
✡
✡
✡
b
a
a
Type 2
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
❍❍
❍❍
❍❍
✟✟✟✟✟✟
❏
❏
❏
❏
✡
✡
✡
✡
c
a
a
b
b
Figure 5.9: First order diagrams
If we call ηa the pole we are interested in, we can see that it is possible to
draw Type 1 diagram (already introduced in [40]) if there is a particle b such that
iuaab = ηa + i
π
2
and such that the corresponding reflection amplitude Kb(θ) has an
odd order pole with positive residue at θ = iπ
2
. Type 2 diagram can be drawn if
there are two particles b and c such that uabc <
π
2
and ηa = i (u
a
bc + u
c
ab − π); the
amplitude Kb(θ) has to be evaluated at ηb = iu
a
bc.
A second order diagram, which will describe third or higher order poles of Kαa ,
is:
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
▲
▲
▲▲
☞
☞
☞☞
✡
✡
❏
❏
PP
PP
✏✏✏✏
β
α
α
a
a
b
b
c
c
Figure 5.10: Type 3 (second order)
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This diagram can be drawn if there are b and c such that Kβc has a pole at
ηc = iu
b
ac − ηa creating the boundary bound state α or, if Im (ηc) > π2 , such that
Kαc has a pole at iπ − ηc creating β. The amplitude Kβb has to be evaluated at
ηb = iu
c
ab + ηa − iπ.
A third order diagram, with 13 propagators and 5 loops, is:
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
β
α
α
❏
❏
❏
❏
❏❏
✡
✡
✡
✡
✡✡
✏✏
PP
❏
❏
❏
✁
✁
✁✁
✡
✡
✡
❆
❆
❆❆
PP
P
✏✏✏
a
a
b
c
d
f
f
e
b
d
Figure 5.11: Type 4 (third order)
This diagram can be drawn if there are all the opportune bulk fusing angles, and
one has to evaluate the two amplitudes Kβb and K
β
d at the rapidities dictated by the
on-shell condition.
We will now investigate if some of our poles can be described by these mecha-
nisms. In none of the examined reflection amplitudes ‘u-channel’ diagrams can ex-
plain any pole. However, many generalized Coleman-Thun diagrams can be drawn,
with interesting consequences.
5.3.1 Analysis of the E7 pole structure
“Minimal” solution
We start considering the reflection matrix in the ground state. Type 1 diagram can
never be drawn (none of the seven particles couples to the boundary at θ = iπ
2
). If
a = 1, 2, neither can type 2, lacking b and c such that uabc <
π
2
.
However, many poles of the remaining amplitudes can be explained by this di-
agram; we list all the possible corresponding choices of b and c in the following
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table:
a 3 4 5 6 7
ηa 4
β 1γ 2δ 4γ 2ε 6β 1τ 3σ3 5
δ
3
(b, c) (2, 1) (1, 1) (1, 3) (3, 1) (1, 5) (5, 1) (1, 6) (6, 1) (6, 3)
(4, 1) (2, 5) (3, 6)
(2, 3)
The two triple poles of K07 are described by this diagram because, in the case
(b, c) = (6, 1), K06 has a double pole at η6 = iu
7
16 = i
4
18
π, and in the other two cases
the fusing angle u736 corresponds to a triple pole of the S-matrix, so that the correct
diagram to be drawn is:
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
◗
◗
◗◗
✑
✑
✑✑
PP
✑
✑
✏✏
◗
◗
❏
❏
❏
❏
✡
✡
✡
✡
c
a
a
b
b
Figure 5.12: Third order diagram
In this way, excluding the excitation diagrams, the only boundary bound state
that we can get from the ground state is α. If we repeat the above procedure for the
Kαb amplitudes, we can exclude the creation of other boundary bound states. Here
we list which poles are explained by the three kinds of diagram seen:
a 1 2 3 4 5 6 7
ηa 8
β 3δ 4ε3 1
σ 7γ3 2
τ
3 4
σ
3 6
ε
5 5
τ
7
Type 1 1 2 2 3 2 2 2 3
(b, c) (4) (2) (2, 1) (1, 1) (4, 4) (1, 3) (3, 1) (5, 1) (7, 5)
All the type 3 diagrams mentioned have α as external boundary state, and
the ground state as intermediate one. Poles of high order can be described by
many different diagrams, but we have listed just one of the possible choices. As an
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example, the triple pole at η5 = i
2
18
π admits also a description in terms of type 3
diagram with (b, c) = (7, 2). The order seven for the pole at η7 = i
5
18
π is due to the
facts that K07 has a simple pole at η7 = i
1
18
π, and u557 corresponds to a fifth-order
pole of the S-matrix.
Second solution
As we will see, in this case the above mechanisms cannot explain a number of poles
sufficient to exclude the existence of some boundary bound states.
Let’s start from the ground state. Type 1 diagram cannot be drawn, because
there are not the appropriate bulk fusing angles. If a = 1, 2, we already know that
neither can type 2, but for the remaining particles it explains the following poles:
a 3 5 6 7
ηa 3
γ 1ε 5γ3 1
σ 3ε3 2
τ
3 4
σ
5
(b, c) (1, 2) (2, 2) (4, 2) (1, 4) (3, 2) (4, 4) (5, 4)
In this way, from the ground state we get the excited stated α, β, δ. It is now
easy to see that in the corresponding amplitudes there are simple poles which cannot
be explained with alternative diagrams, and which excite the boundary to all the
other bound states γ, ε, σ, τ . These are
Kµa K
α
1 K
α
3 K
δ
1 K
ε
1
ηa 1
γ 1ε 1σ 1τ
5.3.2 The same analysis for E6 and E8
In these cases, none of the four solutions admits a reduction of the boundary bound
states number by means of generalized Coleman-Thun diagrams.
In the E6 case, this can be easily seen if we notice that particles 1, 2 and 6, for
which Type 2 diagram is not allowed, have simple poles at rapidities which forbid
also Type 1 diagram, and are able to generate the whole set of boundary bound
states.
An analogous mechanism works in the E8 case, because Type 2 diagram, when
applied to light particles, describes a narrow range of possible poles.
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5.4 Perturbed Minimal Models
It is now interesting to see if the results obtained for affine Toda field theories can
be extended to minimal models perturbations.
As we have seen, the minimal parts of the Toda S-matrices correspond to the
scattering amplitudes of certain perturbed conformal field theories. The E6, E7 and
E8 Toda theories are related respectively to the thermal perturbation of the tricritical
3-state Potts model, the thermal perturbation of the tricritical Ising model and the
magnetic perturbation of the Ising model.
In the bulk theory, “dressing” a minimal S-matrix with coupling constant-
dependent CDD-factors doesn’t induce any change in the bound states spectrum.
These factors, in fact, don’t introduce new poles in the physical strip, and don’t
alter the sign of the existing ones’ residues.
Starting from a Toda S-matrix of the form (4.6.160), where B is real and varies
in [0, 2], we can recover its minimal part performing the so-called “roaming limit”,
which consists in taking B = 1 + iC and sending the real quantity C to infinity.
In general, the residue of a given pole is a real function of C which preserves the
same sign it had for real B; its limit as C tends to infinity is the value dictated by
the minimal S-matrix.
Reflection matrices of the form (5.2.11) are manifestly factorized in a minimal
part, which satisfies equations (5.1.5)-(5.1.8) with the minimal S-matrix, and a set
of coupling constant-dependent factors, which admit a “roaming limit” of the same
form as for the {x}θ blocks. We already know from (5.2.15) that these factors don’t
introduce new poles in the physical strip 0 ≤ Imθ ≤ π
2
.
As we have seen in eq.(5.2.17), a general reflection amplitude is a product of
the two kinds of blocks {x}θ and Ky(θ). Let us assume that Ky(θ) has a pole at
θ0 = i
π
h
η; the CDD-factors of the block {x}θ, evaluated at that rapidity, give:
1
sx+1−B
h
(θ0)sx−1+B
h
(θ0)
=
sin
[
π
2h
(η − x− 1 +B)
]
sin
[
π
2h
(η − x+ 1− B)
]
sin
[
π
2h
(η + x+ 1− B)
]
sin
[
π
2h
(η + x− 1 +B)
] . (5.4.23)
If η 6= x, this quantity is always positive, while if η = x we have
1
sx+1−B
h
(θ0)sx−1+B
h
(θ0)
= −
sin2
[
π
2h
(1− B)
]
sin
[
π
2h
(2x+ 1−B)
]
sin
[
π
2h
(2x− 1 +B)
] , (5.4.24)
which is always negative as B varies in [0, 2], and vanishes in B = 1. If we now
parameterize B = 1 + iC, as a function of C we have
1
sx+1−B
h
(θ0)sx−1+B
h
(θ0)
=
cos
[
π
h
(η − x)
]
− cosh
(
π
h
C
)
cos
[
π
h
(η + x)
]
− cosh
(
π
h
C
) , (5.4.25)
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which is a positive quantity for every C, and if η = x vanishes in C = 0. This means
that, in the presence of a block {η}, the corresponding pole can have different signs
whether we are considering the minimal or the Toda reflection amplitude.
This phenomenon is not present in the bulk theory, because S-matrix poles are
always located at positions shifted by ±1 with respect to the blocks parameters x.
An analogous behaviour is produced by the CDD-factors of a block Ky(θ), eval-
uated at θ0 = i
π
h
η with η = 3h−y
2
. This, however, never happens for the En series
elements, because all the parameters y are odd, but the poles are always located at
entire multiples of iπ
h
.
From this analysis we can conclude that a reflection amplitude pole located at
θ0 = i
π
h
η will have a residue with different sign in the minimal and in the Toda
theory if this reflection amplitude has an odd number of {η} blocks.
If we think to the bulk situation this new possibility seems problematic. We
have to remember, however, that the two integrable field theories defined by a Toda
Lagrangian and a minimal model perturbation correspond in the UV limit to com-
pletely different conformal field theories. Hence, although they share the minimal
part of the S-matrix, they could be governed by very different integrable boundary
conditions, and this might become manifest in distinct bound states structures of
the corresponding reflection amplitudes.
We will now study this phenomenon in the three examined theories.
5.4.1 The Tricritical Ising Model
Analyzing the “minimal” solution, we find many situations of the type described
above, always corresponding to poles with negative residue in the Toda theory, and
positive in the minimal one. We list the additional “fusing angles” with the usual
conventions:
a \ µ 0 α β γ δ ε σ τ
1
2
3 3 3 3 3
4 4 4 4 4
5 1, 3, 5 3 3, 5 5 1, 5 1 1, 3
6 3 1 1 3 1, 3 1, 3
7 43 43 43 43
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This poles create twenty new different boundary bound states, with reflection
amplitudes of the form
Kµa (θ) =
(∏
b
S±1ab (θ)
)
K0a (θ) , (5.4.26)
where the b’s can now have different colours with respect of the bicolouration of the
Dynkin diagram, and the corresponding energy levels are related by
Eµ = E0 +
1
2
∑
b
(±mb) . (5.4.27)
If we analyze the reflection amplitudes on this new boundary states, we can see
that their poles generate a cascade of other bound states, with the possibility to
have
Kµa (θ) =
(∏
b
S±nab (θ)
)
K0a (θ) , Eµ = E0 +
1
2
∑
b
(±nmb) , (5.4.28)
with n = 1, 2, ... .
This seems an indication that in this case the bootstrap doesn’t close on a finite
number of boundary states.
For the states examined we have checked that the mentioned ‘u-channel’ mech-
anism cannot be applied to any new pole. However, if we consider the generalized
Coleman-Thun diagrams we can explain all the new poles introduced on the eight
Toda states by the “roaming” limit. This seems an amazing coincidence, because
we can always use Type 2 diagram, and exactly particles 1 and 2, for which this
diagram can’t be drawn, don’t produce any new pole. In this way we are also left
with the two possibilities of a bootstrap closing on two or eight boundary bound
states.
Essentially the same situation arises with the second solution: the “roaming”
limit introduces many new positive residue poles in a similar way, and again Coleman-
Thun diagrams can describe all of them. This time also particles 1 and 2 generate
new states, but we can use both Type 1 and Type 2 diagrams.
5.4.2 The same analysis for E6 and E8
Also in the E8 case the “roaming” limit produces many additional positive residue
poles, which seem to indicate a non-closing bootstrap, but again we have an almost
incredible coincidence between the new poles and the ones we can explain with
Coleman-Thun diagrams, so that for both solutions these mechanisms allow the
bootstrap to close on sixteen states.
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In the E6 case the situation is more delicate. As before, the “roaming” limit
introduces many new poles, and again the bootstrap presumably doesn’t close. The
problem is that now the Coleman-Thun diagrams can describe almost all these
poles, but in both solutions four of them remain unexplained. For the “minimal”
solution these are simple poles located at θ = i 3
12
π in Kµ2 with µ = β1, β2, γ1, γ2, and
they generate a cascade of states. In the second solution case these poles, located
at θ = i 3
12
π in Kµ4 with µ = α1, α2, δ1, δ2, are triple, so that it is more difficult
to conclude that they don’t admit alternative diagrams. However, we have tried
to explain them with all kinds of diagram mentioned (including Type 4), but we
haven’t succeeded.
This seems to indicate that both the solutions analyzed don’t have a physi-
cal meaning for the minimal model. At this point, in order to confirm the whole
construction, we need to find at least one physical reflection matrix, using the CDD-
ambiguity mentioned.
5.5 CDD-Ambiguity: the E6 case
We start considering the “minimal” reflection matrix (5.2.19)-(5.2.22). The problem
with the poles θ = i 3
12
π in Kµ2 (µ = β1, β2, γ1, γ2) is that they generate states
characterized by a mixing of the Dynkin diagram colourations, because
Sb2
(
θ + i
3
12
π
)
Sb2
(
θ − i 3
12
π
)
= Sb1 (θ)Sb6 (θ) . (5.5.29)
Their appearance is due to the fact that every minimal block {x} evaluated at
θ = ix
h
π is a negative quantity, hence it changes the residue sign as it enters the
reflection amplitude expression at some excited state. This doesn’t happen in the
Toda theory because another compensating negative sign arises from the coupling-
dependent factors. It is then clear that, adding a S-matrix factor to the initial
reflection amplitude, we will hardly overcome this problem, because we will get a
more complicated pole structure and presumably we will recover most of the previous
boundary bound states.
The best strategy seems then to divide the reflection amplitude by an opportune
S-matrix element. The Dynkin colour which characterize the boundary bootstrap
for the “minimal” solution is the one of particles 2, 3 and 5, and we will start with
the simplest choice, i.e. the self-conjugate particle 2. We then define:
K˜0a(θ) = S
−1
a2 (θ)K
0
a(θ) (5.5.30)
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The “fusing angles” are
a \ µ 0 δ
1 1β1 (3)1
2 (2)1 6
δ
3 (3)2 (1)2(23)2(3)2
4 3δ
5 (3)2 (1)2(23)2(3)2
6 1β2 (3)1
where the brackets mean that the corresponding pole can be explained by Coleman-
Thun diagrams, of the type indicated by the external subscript. We have kept the
same letters for the boundary states, because the relation between the excited state
reflection amplitudes and the ground state ones is the same as in the case of the
initial solution (5.2.19)-(5.2.22).
The poles at 1β1,2 in K01,6 deserve a separate discussion. They would create again
states on which the reflection amplitude of particle 2 has a change of sign from
negative to positive in the residue of the pole at i 3
12
π, due to the appearance of the
block {3}. We already know that Type 1 diagram cannot be used, and there are
not b and c such that u2bc <
π
2
. However, we know that if a scattering amplitude
Sbc(θ) has a pole at θ = iu
a
bc, then the amplitude Sb¯c(θ) will have a corresponding
“crossed-channel” pole at θ = i(π − uabc). In this way, we could try to draw a
“crossed” version of Type 2 diagram, represented by:
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
❍❍
❍
❍❍❍❥
✟✟✟✟✙✟✟
✻
❏
❏
❏❪
❏❏
✡✡
✡
✡
✡✣
c
a
a
b¯
b¯
Figure 5.13: Crossed version of Type 2 diagram
We will indicate the “modified fusing angles” of this diagram by a tilde; these
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are related to the direct-channel ones in the following way:
u˜abc = π − uabc
u˜bac = u
b
ac
u˜cab = u
c
ab + (u
a
bc − u˜abc) = ucab + (2uabc − π)
η˜a = i(u˜
a
bc + u˜
c
ab − π) = i(uabc + ucab − π)
The boundary crossing equation (5.1.6) implies that the antiparticle reflection
amplitude to be evaluated at η˜b = u˜
a
bc is
Kb¯(θ + iπ) =
Sbb(2θ)
Kb(θ)
. (5.5.31)
This diagram can effectively explain the two poles in exam, with (a, b, c) =
(1, 6, 3) and (a, b, c) = (6, 1, 5).
The same idea can be applied to Type 3 diagram, when the version to be used
is the one with Im (ηc) >
π
2
, which again requires b and c such that uabc <
π
2
. The
“modified fusing angles” are defined as before, and the process is represented by:
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
✁
✁
✁☛
✁
✁
❆
❆
❆❯
❆
❆
P✐P
✏✏✶✏
◗◗❦
◗
✑✑✸
✑
β
α
α
a
a
b¯
b¯
c
c
Figure 5.14: Crossed version of Type 3 diagram
Also this crossed diagram, although of second order, has an immediate applica-
tion to the two simple poles mentioned, because now the reflection amplitudes can
have zeroes in the physical strip, due to the S−1a2 term. If we choose (a, b, c) = (1, 5, 4)
(and (a, b, c) = (6, 3, 4)), α = 0 and β = δ, we can describe the poles at η˜a = i
1
12
π,
because particle 4 couples to the ground state at iπ− η˜c = i 312π and S55(2θ)Kδ
5
(θ)
= S33(2θ)
Kδ
3
(θ)
has a simple zero in η˜b = i
2
12
π.
In this way, we have a bootstrap closing on the two states 0 and δ: the fact that
we have skipped states β1,2 and γ1,2 let us conclude that the same situation arises
in the Toda theory and in the minimal model.
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5.6 Consequences of “crossed diagrams”
It is now interesting to see what happens if we extend the use of “crossed diagrams”,
fundamental in the last discussion, also to the other sets of reflection amplitudes
examined.
First of all we summarize the various possibilities given by the application of the
direct-channel diagrams, listing in the following table the number of states on which
the boundary bootstrap closes (or presumably doesn’t, if we indicate “∞”) in the
various systems analyzed:
E
(1)
6 E
(2)
6 E
(1)
7 E
(2)
7 E
(1)
8 E
(2)
8
Toda Field Theory 8 8 8 8 16 16
Toda+Coleman-Thun 8 8 2 8 16 16
Minimal Model (MM) ∞ ∞ ∞ ∞ ∞ ∞
MM+Coleman-Thun ∞ ∞ 2/8 8 16 16
The first column refers to the kind of theory: the voices “Toda Field Theory”
and “Minimal Model ” discriminate between “dressed” and minimal scattering ma-
trices, with a bootstrap carried on all odd-order poles with positive residue, while
with “+Coleman-Thun” we mean the exclusion of boundary bound state creations
if alternative diagrams can be drawn. The first row indicates the six solutions exam-
ined (two for each algebra), with (1) and (2) referring respectively to the “minimal”
solution and to the one shifted by iπ.
Obviously the new diagrams increase the number of explicable poles, most of all
for light particles, but the principal novelty is that their order can also be lowered,
because in general the “crossed” reflection amplitudes (5.5.31) can have zeroes in
the physical strip, even if this is impossible for the “direct-channel” ones. However,
this is true only if we are on excited states, because on the ground state (5.5.31)
exactly corresponds to going from the “minimal” solution to the shifted one or vice
versa.
This implies that if a simple pole of K0b cannot be explained by Coleman-Thun
(normal or crossed) Type 1 or Type 2 diagrams, then we can conclude that it creates
a boundary bound state, but this argument is not valid on excited states. On these
states, in fact, even if we don’t find an opportune diagram to describe a certain pole
(simple or multiple), we cannot conclude that this pole corresponds to a boundary
excitation, because we cannot check all possible order diagrams with the opportune
zeroes insertions.
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We will now describe the combined effect of “normal” and “crossed” diagrams
on the various amplitudes considered.
Let’s start with the E6 “minimal” solution. In the Toda case we are able to
reduce the number of boundary states from 8 to 4, getting a bootstrap which closes
on 0, α, β1, β2. This doesn’t solve the minimal model problem, because it seems
again that the poles at θ = i 3
12
π in K
β1,2
2 generate an infinite cascade of boundary
states; we couldn’t find opportune crossed diagrams to describe this simple poles,
but as we have explained we could not investigate all the possibilities.
As it regards the second solution, from the ground state we are sure to obtain
states β and γ, skipping α1,2, but we cannot exclude the subsequent creation of δ1,2
and ε. Hence for the Toda theory we can conclude that the bootstrap closes on
a number of states between 3 and 6, while we have not a definite answer for the
minimal model.
For the other two algebras we already know that the use of standard Coleman-
Thun diagrams gives the same boundary states spectrum in the Toda theory and in
the perturbed minimal model.
The bootstrap generated by the E7 “minimal” solution remains unchanged on
the two states 0 and α. With the second solution we certainly have the δ creation
from the ground state (without α, β and γ), but we cannot decide what happens
with the following states ε, σ and τ ; the bootstrap will then close on a number of
states between 2 and 5.
The E8 case, finally, is very similar. The “minimal” solution generates states
α, β, γ, δ, ε from the ground state, hence the bootstrap will close on a number of
states between 6 and all the 16. With the second solution, instead, we are sure to
get states δ and λ avoiding α, β and γ, so that the uncertainty is between 3 and 13
states.
We summarize these results in the following table, with the same conventions as
described before:
E
(1)
6 E
(2)
6 E
(3)
6 E
(1)
7 E
(2)
7 E
(1)
8 E
(2)
8
Toda 4 3-6 2 2 2-5 6-16 3-13
MM 4-∞ 3-∞ 2 2 2-5 6-16 3-13
Every entry of the form “n−m” means that we cannot decide on how many states
the bootstrap closes, but this number should lie between n and m. The additional
solution indicated by E
(3)
6 is the one with ground state amplitudes (5.5.30).
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5.7 Discussion
We have performed a detailed analysis of the boundary states structures arising
from the reflection amplitudes found by Fring and Koberle, showing how general-
ized Coleman-Thun mechanisms can have interesting consequences compared with
a blind iteration of the bootstrap on all odd-order poles with positive residue. How-
ever, these on-shell methods are not sufficient to outline a clear and definitive picture
of the phenomenon. We are in fact left with various kinds of problems.
The first one is to understand if the possibility of drawing generalized Coleman-
Thun diagrams really excludes the creation of a boundary bound state. This seems
reasonable in cases where the bootstrap closes only under this assumption, as for
perturbed minimal models, but we have seen that, for the “minimal” solution in
the E7 Toda theory, the alternative is between two closing bootstraps, one on eight
states, and the other on two. Another eventuality is that the same ground state
reflection amplitudes correspond to distinct boundary conditions, whose different
physical properties become manifest in the interpretation of certain poles. This phe-
nomenon was recognized in [48] in the case of the scaling Lee-Yang model, knowing
independently the different spectra from a boundary generalization of the truncated
conformal space approach.
The direct strategy to face this problem would be to calculate the residues of the
various diagrams and compare them with the actual residue of the corresponding
pole in the reflection amplitude, but it is not known how to treat this perturbative
calculations in the presence of a boundary.
Another delicate point is the use of crossed diagrams, which are so important in
the E6 case; again it would be necessary to calculate their contribute to the residues.
Furthermore, the possibility of inserting in these diagrams crossed reflection ampli-
tudes with zeroes in the physical strip makes it very difficult to conclude something
about many poles, and alternative methods are essential to check the existence of
the related boundary states.
Finally, in this context we have no way to understand which is the boundary
condition related to a certain reflection matrix, and the best we can do is just to
notice whether an eventual symmetry of the systems is preserved or not by the corre-
sponding excited boundary states structure. This is a particularly delicate problem,
especially in the light of the difference between the bound states spectra displayed
by the minimal and the Toda reflection amplitudes. It could be, in fact, that the
two basic solutions analyzed in the E6 case are related to boundary conditions that
in the UV limit correspond to conformal boundary conditions present in the CFT
associated to the Toda Lagrangian but not in the tricritical 3-state Potts model.
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To solve these problems, we intend to proceed in the future work performing in-
direct checks on certain properties of the theory, using thermodynamic Bethe ansatz
(TBA) equations ([52],[53]) and analyzing one-point function behaviours ([54]). The
basic idea is to perform the UV limit in order to calculate the so-called ground state
degeneracy g given by a certain set of reflection amplitudes. This quantity, intro-
duced by Affleck and Ludwig in [55] and related to a conformal boundary state |A〉,
is defined as
gA = 〈0|A〉, (5.7.32)
where |0〉 is the ground state of the bulk Hamiltonian. If the state |A〉 is of the form
(3.2.24), g has the generally noninteger value
gA =
SA0√
S00
. (5.7.33)
The various possible choices of excited boundary states should produce different
values of g, which in the case of minimal models can be compared to the ones given
by the primary operators present in the CFT using eq.(5.7.33). In this way it should
be possible to identify the physical meaning of the reflection matrices, associating
them to specific boundary conditions, and to deduce which of the initial boundary
bound states are really involved in the bootstrap.
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Appendix A
Conformal correlators with
boundary
A.1 Ising model
Boundary fields
|1˜〉 = 1√
2
|1〉+ 1√
2
|ε〉+ 1
4
√
2
|σ〉
|ε˜〉 = 1√
2
|1〉+ 1√
2
|ε〉 − 1
4
√
2
|σ〉
|σ˜〉 = |1〉 − |ε〉
Bulk structure constants
Cεσσ = C
σ
σε =
1
2
Correlator 〈σσ〉α
α A B Cασ,ψ1,1 C
α
σ,ψ1,3
1˜, ε˜
√
π
Γ2( 14)
√
π
Γ2( 14)
2
1
4 0
σ˜ −
√
π
Γ2( 14)
√
π
Γ2( 14)
0 2−
1
4
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Correlator 〈εσ〉α
α A B Cαεψ1,1
1˜ 0 2
3
4
√
π
Γ2( 14)
1
ε˜ 0 − 2
3
4
√
π
Γ2( 14)
−1
σ˜ 0 0 0
In the case of the correlator 〈σσ〉α, with φn,m = φ1,2 = σ, there are both channels
(m + 1) and (m − 1), hence it is possible to determine A and B independently.
Furthermore, due to the corresponding bulk OPE’s, there are both channels also in
the expansion with bulk-boundary structure constants.
However, for the correlator 〈εσ〉α, with φn,m = φ1,3 = ε, there is only the (m−1)
channel, hence we can determine just B, and we have to deduce the value of A from
the result for A + B. As expected, we always find A = 0, as a consequence of the
truncation of the OPE σ×ε = σ, related to the fact that one of the two independent
solutions of the differential equation for the correlator decouples. As a check, we can
consider the same operator in the representation φ2,1. Now we find just the (m+1)
channel, and we have the same situation with the roles of A e B interchanged. This
interchange is a general fact, consequence of the substitution αnm → 2α0 − αnm,
with α0 = (α+ + α−)/2. In fact, making this replacement, nothing changes in the
correlator if we consider the limit η → 1, and so we obtain the same value for A+B
and the same bulk-boundary structure constants. On the contrary, in the limit η →
0, in the prefactor emerges a multiplicative term proportional to η, with exponent
4α0α1,2 − 4αn,mα1,2, which gives exactly the behaviour |z1 − z2|−2(hn,m+1−hn,m−1),
needed to interchange the two channels and hence the values of A and B. As a
consequence of the corresponding bulk OPE, in the expansion with bulk-boundary
structure constants we have just the identity channel, hence we can fix only Cα(n,m)ψ1,1 .
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A.2 Tricritical Ising model
Boundary fields
|1˜〉 =
[
1
5
(
5−√5
)] 1
4
2
3
4
(|1〉+ |ε′′〉) +
[
1
5
(
5 +
√
5
)] 1
4
2
3
4
(|ε〉+ | t〉) +
+
[
1
5
(
5 +
√
5
)] 1
4
√
2
|σ〉+
[
1
5
(
5−√5
)] 1
4
√
2
|σ′〉
|ε˜′′〉 =
[
1
5
(
5−√5
)] 1
4
2
3
4
(|1〉+ |ε′′〉) +
[
1
5
(
5 +
√
5
)] 1
4
2
3
4
(|ε〉+ |t〉) +
−
[
1
5
(
5 +
√
5
)] 1
4
√
2
|σ〉 −
[
1
5
(
5−√5
)] 1
4
√
2
|σ′〉
|ε˜〉 =
√
5 +
√
5
2
3
4
[
5
(
5−√5
)] 1
4
(|1〉+ |ε′′〉)−
√
5−√5
2
3
4
[
5
(
5 +
√
5
)] 1
4
(|ε〉+ |t〉) +
+
√
5−√5
√
2
[
5
(
5 +
√
5
)] 1
4
|σ〉 −
√
5 +
√
5
√
2
[
5
(
5−√5
)] 1
4
|σ′〉
|t˜〉 =
√
5 +
√
5
2
3
4
[
5
(
5−√5
)] 1
4
(|1〉+ |ε′′〉)−
√
5−√5
2
3
4
[
5
(
5 +
√
5
)] 1
4
(|ε〉+ |t〉) +
−
√
5−√5
√
2
[
5
(
5 +
√
5
)] 1
4
|σ〉+
√
5 +
√
5
√
2
[
5
(
5−√5
)] 1
4
|σ′〉
|σ˜〉 =
√
5 +
√
5[
10
(
5−√5
)] 1
4
(|1〉 − |ε′′〉) +
√
5−√5[
10
(
5 +
√
5
)] 1
4
(|ε〉 − |t〉)
|σ˜′〉 =
(
5−√5
) 1
4
10
1
4
(|1〉 − |ε′′〉)−
(
5 +
√
5
) 1
4
10
1
4
(|ε〉 − |t〉)
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Bulk structure constants ([10])
Cn,m−1nm,12 C
n,m+1
nm,12 C
n−1,m
nm,21 C
n+1,m
nm,21
C1ε,ε = 1 C
t
ε,ε =
2
3
√
Γ( 45)Γ3(
2
5)
Γ( 15)Γ3(
3
5)
Cσε,σ′ =
1
2
Cεt,ε =
2
3
√
Γ( 45)Γ3(
2
5)
Γ( 15)Γ3(
3
5)
Cε
′′
t,ε =
3
7
Cσt,σ′ =
3
4
Ctε′′,ε =
3
7
Cσ
′
ε′′,σ′ =
7
8
Cσσ,ε =
√
Γ( 45)Γ3(
2
5)
Γ( 15)Γ3(
3
5)
Cσ
′
σ,ε =
1
2
Ctσ,σ′ =
3
4
Cεσ,σ′ =
1
2
Cσσ′,ε =
1
2
Cε
′′
σ′,σ′ =
7
8
C1σ′,σ′ = 1
In the cases of correlators for which only one of the two channels is present, we
can repeat the same considerations seen for the Ising model.
Correlator 〈εε〉α
α A B Cαε,ψ1,1 C
α
ε,ψ1,3
1˜, ε˜′′
√
5+
√
5
5−√5
Γ( 25)
Γ2( 15)
Γ( 25)
Γ2( 15)
(
5+
√
5
5−√5
) 1
4 0
σ˜′
√
5+
√
5
5−√5
Γ( 25)
Γ2( 15)
Γ( 25)
Γ2( 15)
−
(
5+
√
5
5−√5
) 1
4 0
ε˜, t˜ −
√
5−√5
5+
√
5
Γ( 25)
Γ2( 15)
Γ( 25)
Γ2( 15)
−
(
5−√5
5+
√
5
) 3
4
√
10
5+
√
5
√
Γ( 25)Γ(
7
5)
Γ( 15)Γ(
8
5)
σ˜ −
√
5−√5
5+
√
5
Γ( 25)
Γ2( 15)
Γ( 25)
Γ2( 15)
(
5−√5
5+
√
5
) 3
4
√
10
5+
√
5
√
Γ( 25)Γ(
7
5)
Γ( 15)Γ(
8
5)
Correlator 〈tε〉α
α A B Cαt,ψ1,1 C
α
t,ψ1,3
1˜, ε˜′′
Γ( 25)
Γ2( 15)
√
5+
√
5
5−√5
Γ( 25)
Γ2( 15)
(
5+
√
5
5−√5
) 1
4 0
σ˜′ − Γ(
2
5)
Γ2( 15)
−
√
5+
√
5
5−√5
Γ( 25)
Γ2( 15)
(
5+
√
5
5−√5
) 1
4 0
ε˜, t˜
Γ( 25)
Γ2( 15)
−
√
5−√5
5+
√
5
Γ( 25)
Γ2( 15)
−
(
5−√5
5+
√
5
) 3
4 −
√
10
5+
√
5
√
Γ( 25)Γ(
7
5)
Γ( 15)Γ(
8
5)
σ˜ − Γ(
2
5)
Γ2( 15)
√
5−√5
5+
√
5
Γ( 25)
Γ2( 15)
−
(
5−√5
5+
√
5
) 3
4
√
10
5+
√
5
√
Γ( 25)Γ(
7
5)
Γ( 15)Γ(
8
5)
In the case α = 1˜, ε˜′′, σ˜′, it was not possible to deduce the value of Cαt,ψ1,3 directly
from the product
[
Cαε,ψ1,3
] [
Cαt,ψ1,3
]
, because this last quantity is equal to zero, as
Cαε,ψ1,3. However, since the vanishing of this structure constant is a special feature
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of the model M(5, 4), we have computed the ratio C
α
t,ψ1,3
Cα
ε,ψ1,3
Cα
ε,ψ1,3
keeping p arbitrary,
and then we have taken the limit p → 5. The same procedure has been used in all
the other analogous situations.
Correlator 〈σε〉α
α A B Cασ,ψ1,1 C
α
σ,ψ1,3
1˜
Γ( 75)
2
3
4 Γ( 15)Γ(
6
5)
√
5+
√
5
5−√5
Γ( 75)
2
3
4 Γ( 15)Γ(
6
5)
2
1
4
(
5+
√
5
5−√5
) 1
4 0
ε˜′′ − Γ(
7
5)
2
3
4 Γ( 15)Γ(
6
5)
−
√
5+
√
5
5−√5
Γ( 75)
2
3
4 Γ( 15)Γ(
6
5)
−2 14
(
5+
√
5
5−√5
) 1
4 0
ε˜ − Γ(
7
5)
2
3
4 Γ( 15)Γ(
6
5)
√
5−√5
5+
√
5
Γ( 75)
2
3
4 Γ( 15)Γ(
6
5)
2
1
4
(
5−√5
5+
√
5
) 3
4 1
2
3
4
√
10
5+
√
5
√
Γ( 25)Γ(
7
5)
Γ( 15)Γ(
8
5)
t˜
Γ( 75)
2
3
4 Γ( 15)Γ(
6
5)
−
√
5−√5
5+
√
5
Γ( 75)
2
3
4 Γ( 15)Γ(
6
5)
−2 14
(
5−√5
5+
√
5
) 3
4 − 1
2
3
4
√
10
5+
√
5
√
Γ( 25)Γ(
7
5)
Γ( 15)Γ(
8
5)
σ˜, σ˜′ 0 0 0 0
Correlator 〈ε′′ε〉α
α A B Cαε′′,ψ1,1
1˜, ε˜′′ 0
(
5+
√
5
5−√5
) 3
4 Γ( 25)
Γ2( 15)
1
σ˜′ 0
(
5+
√
5
5−√5
) 3
4 Γ( 25)
Γ2( 15)
−1
ε˜, t˜ 0 −
(
5−√5
5+
√
5
) 1
4 Γ( 25)
Γ2( 15)
1
σ˜ 0 −
(
5−√5
5+
√
5
) 1
4 Γ( 25)
Γ2( 15)
−1
Correlator 〈σ′ε〉α
α A B Cασ′,ψ1,1
1˜ 0 2
1
4
(
5+
√
5
5−√5
) 3
4 Γ( 25)
Γ2( 15)
2
1
4
ε˜′′ 0 −2 14
(
5+
√
5
5−√5
) 3
4 Γ( 25)
Γ2( 15)
−2 14
ε˜ 0 2
1
4
(
5−√5
5+
√
5
) 1
4 Γ( 25)
Γ2( 15)
−2 14
t˜ 0 −2 14
(
5−√5
5+
√
5
) 1
4 Γ( 25)
Γ2( 15)
2
1
4
σ˜, σ˜′ 0 0 0
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Correlator 〈σ′σ′〉α
α A B Cασ′,ψ1,1 C
α
σ′,ψ3,1
1˜, t˜ −
√
π
8Γ2( 34)
−
√
π
8Γ2( 34)
2
1
4 0
ε˜′′, ε˜ −
√
π
8Γ2( 34)
−
√
π
8Γ2( 34)
−2 14 0
σ˜, σ˜′ −
√
π
8Γ2( 34)
√
π
8Γ2( 34)
0 7
1
22−
5
4
Correlator 〈σσ′〉α
α A B Cασ,ψ1,1 C
α
σ,ψ3,1
1˜ −
(
5+
√
5
5−√5
) 1
4
√
π
8Γ2( 34)
−
(
5+
√
5
5−√5
) 1
4
√
π
8Γ2( 34)
2
1
4
(
5+
√
5
5−√5
) 1
4 0
ε˜′′ −
(
5+
√
5
5−√5
) 1
4
√
π
8Γ2( 34)
−
(
5+
√
5
5−√5
) 1
4
√
π
8Γ2( 34)
−2 14
(
5+
√
5
5−√5
) 1
4 0
σ˜′
(
5+
√
5
5−√5
) 1
4
√
π
8Γ2( 34)
−
(
5+
√
5
5−√5
) 1
4
√
π
8Γ2( 34)
0 −7− 122− 54
(
5+
√
5
5−√5
) 1
4
ε˜
(
5−√5
5+
√
5
) 3
4
√
π
8Γ2( 34)
(
5−√5
5+
√
5
) 3
4
√
π
8Γ2( 34)
2
1
4
(
5−√5
5+
√
5
) 3
4 0
t˜
(
5−√5
5+
√
5
) 3
4
√
π
8Γ2( 34)
(
5−√5
5+
√
5
) 3
4
√
π
8Γ2( 34)
−2 14
(
5−√5
5+
√
5
) 3
4 0
σ˜ −
(
5−√5
5+
√
5
) 3
4
√
π
8Γ2( 34)
(
5−√5
5+
√
5
) 3
4
√
π
8Γ2( 34)
0 7−
1
22−
5
4
(
5−√5
5+
√
5
) 3
4
Correlator 〈εσ′〉α
α A B Cαε,ψ1,1
1˜ −2 14
(
5+
√
5
5−√5
) 1
4 Γ( 14)
8
√
πΓ( 34)
0
(
5+
√
5
5−√5
) 1
4
ε˜′′ 2
1
4
(
5+
√
5
5−√5
) 1
4 Γ( 14)
8
√
πΓ( 34)
0
(
5+
√
5
5−√5
) 1
4
σ˜′ 0 0 −
(
5+
√
5
5−√5
) 1
4
ε˜ −2 14
(
5−√5
5+
√
5
) 3
4 Γ( 14)
8
√
πΓ( 34)
0 −
(
5−√5
5+
√
5
) 3
4
t˜ 2
1
4
(
5−√5
5+
√
5
) 3
4 Γ( 14)
8
√
πΓ( 34)
0 −
(
5−√5
5+
√
5
) 3
4
σ˜ 0 0
(
5−√5
5+
√
5
) 3
4
These results perfectly agree with the correlator 〈σ′ε〉α previously found, because
the different values obtained for A give the same overall constant when multiplied by
the two different factors
Γ(2α2−−2)Γ(1−α2−)
Γ(α2
−
−1) (in the case 〈φ21φ12〉α) and
Γ(2α2+−2)Γ(1−α2+)
Γ(α2+−1)
(in the case 〈φ12φ21〉α).
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Correlator 〈tσ′〉α
α A B Cαt,ψ1,1
1˜ −2 14
(
5+
√
5
5−√5
) 1
4 Γ( 14)
8
√
πΓ( 34)
0
(
5+
√
5
5−√5
) 1
4
ε˜′′ 2
1
4
(
5+
√
5
5−√5
) 1
4 Γ( 14)
8
√
πΓ( 34)
0
(
5+
√
5
5−√5
) 1
4
σ˜′ 0 0
(
5+
√
5
5−√5
) 1
4
ε˜ −2 14
(
5−√5
5+
√
5
) 3
4 Γ( 14)
8
√
πΓ( 34)
0 −
(
5−√5
5+
√
5
) 3
4
t˜ 2
1
4
(
5−√5
5+
√
5
) 3
4 Γ( 14)
8
√
πΓ( 34)
0 −
(
5−√5
5+
√
5
) 3
4
σ˜ 0 0 −
(
5−√5
5+
√
5
) 3
4
Correlator 〈ε′′σ′〉α
α A B Cαε′′,ψ1,1
1˜, t˜ −2 14 Γ(
1
4)
8
√
πΓ( 34)
0 1
ε˜′′, ε˜ 2
1
4
Γ( 14)
8
√
πΓ( 34)
0 1
σ˜, σ˜′ 0 0 −1
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Appendix B
Properties of Lie algebras
The following summaries list the essential information for all simple Lie algebras
that are simply laced, which can be classified as Ar, Dr (with r equal to the rank)
or En (with n = 6, 7 or 8 equal to the rank). For each algebra, we give the extended
Dynkin diagram and the finite Cartan matrix. The numbers appearing beside the
nodes of the Dynkin diagrams give the numbering of the corresponding simple roots
and their comarks; black dots refer to the affine extension of the diagrams. The
list of properties includes the dimension of the algebra, the dual Coxeter number h,
the highest root θ (in Dynkin label notation), the exponents, and the group O(gˆ) of
outer automorphisms of gˆ, with the action of its generators on an arbitrary weight
(in Dynkin label notation).
Ar≥2(su(r + 1))
✏✏
✏✏
✏✏
✏✏
PP
PP
PP
PP•
◦ ◦ ◦ ◦
(1; 1) (2; 1) (3; 1) (r; 1)
(0; 1)
Aij =

2 −1 0 · · · 0 0
−1 2 −1 · · · 0 0
0 −1 2 · · · 0 0
...
...
...
...
...
...
0 0 0 · · · 2 −1
0 0 0 · · · −1 2

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dimAr = r
2 + 2r
h = r + 1
θ = (1, 0, ..., 1)
exponents = 1, 2, ..., r
O(Aˆr) = Zr+1 : a[λ0, λ1, ..., λr−1λr] = [λr, λ0, ..., λr−2λr−1]
Dr≥4(so(2r))
❏
❏
✡
✡
•
◦
◦ ◦ ◦✡
✡
❏
❏
◦
◦
(2; 2)
(0; 1)
(1; 1)
(3; 2)
(r − 2; 2)
(r; 1)
(r − 1; 1)
Aij =

2 −1 0 · · · 0 0 0
−1 2 −1 · · · 0 0 0
0 −1 2 · · · 0 0 0
...
...
...
...
...
...
...
0 0 0 · · · 2 −1 −1
0 0 0 · · · −1 2 0
0 0 0 · · · −1 0 2

dimDr = 2r
2 − r
h = 2r − 2
θ = (0, 1, ..., 0)
exponents = 1, 3, ..., 2r − 3, r − 1
O(Dˆ2ℓ) = Z2 × Z2 : a[λ0, λ1, λ2, ..., λr−1, λr] = [λ1, λ0, λ2, ..., λr, λr−1]
a˜[λ0, λ1, λ2, ..., λr−1, λr] = [λr, λr−1, λr−2, ..., λ1, λ0]
O( ˆD2ℓ+1) = Z4 : a[λ0, λ1, λ2, ..., λr−1, λr] = [λr−1, λr, λr−2, ..., λ1, λ0]
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E6
◦ ◦ ◦ ◦ ◦
◦
•
(1; 1) (2; 2) (3; 3) (4; 2) (5; 1)
(6; 2)
(0; 1)
Aij =

2 −1 0 0 0 0
−1 2 −1 0 0 0
0 −1 2 −1 0 −1
0 0 −1 2 −1 0
0 0 0 −1 2 0
0 0 −1 0 0 2

dimE6 = 78
h = 12
θ = (0, 0, ..., 1)
exponents = 1, 4, 5, 7, 8, 11
O(Eˆ6) = Z3 : a[λ0, λ1, ..., λ6] = [λ1, λ5, λ4, λ3, λ6, λ0, λ2]
E7
• ◦ ◦ ◦ ◦ ◦
◦
◦
(0; 1) (1; 2) (2; 3) (3; 4) (4; 3) (5; 2) (6; 1)
(7; 2)
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Aij =

2 −1 0 0 0 0 0
−1 2 −1 0 0 0 0
0 −1 2 −1 0 0 −1
0 0 −1 2 −1 0 0
0 0 0 −1 2 −1 0
0 0 0 0 −1 2 0
0 0 −1 0 0 0 2

dimE7 = 133
h = 18
θ = (1, 0, ..., 0)
exponents = 1, 5, 7, 9, 11, 13, 17
O(Eˆ7) = Z2 : a[λ0, λ1, ..., λ7] = [λ6, λ5, λ4, λ3, λ2, λ1, λ0, λ7]
E8
• ◦ ◦ ◦ ◦ ◦ ◦
◦
◦
(0; 1) (1; 2) (2; 3) (3; 4) (4; 5) (5; 6) (6; 4) (7; 2)
(8; 3)
Aij =

2 −1 0 0 0 0 0 0
−1 2 −1 0 0 0 0 0
0 −1 2 −1 0 0 0 0
0 0 −1 2 −1 0 0 0
0 0 0 −1 2 −1 0 −1
0 0 0 0 −1 2 −1 0
0 0 0 0 0 −1 2 0
0 0 0 0 −1 0 0 2

dimE8 = 248
h = 30
θ = (1, 0, ..., 0)
exponents = 1, 7, 11, 13, 17, 19, 23, 29
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Appendix C
En affine Toda field theories
In this appendix, we list the basic properties of the three affine Toda field theories
related to the affine Lie algebras E6, E7 and E8. The S-matrix elements are given
in the block form Sab =
∏
x{x}θ, with
{x}θ =
sx+1
h
(θ)sx−1
h
(θ)
sx+1−B
h
(θ)sx−1+B
h
(θ)
, sα(θ) =
sinh
[
1
2
(θ + iπα)
]
sinh
[
1
2
(θ − iπα)
] .
C.1 E6 affine Toda field theory
Masses are associated to the Dynkin diagram in the following way:
◦ •
•
◦ • ◦
m1 m3 m4 m5 m6
m2
The two couples of particles (1,6) and (3,5) are mass degenerate and related by
charge conjugation: 6 = 1¯ and 5 = 3¯. The mass spectrum is:
m1 = M 1
m2 = M
√
2 1.41421
m3 = M (
√
3 + 1)/
√
2 1.93185
m4 = M (
√
3 + 1) 2.73205
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Each entry in the following table indicates the fusing angle ucab as a multiple of
iπ
12
; the subscript refers to the order of the corresponding S-matrix pole, if multiple.
ab \ c 1 2 3 4 5 6 ab \ c 1 2 3 4 5 6
1 1 2 8
1 2 9 5 2 2 8 2
1 3 9 3 2 3 10
1 4 10 2 4 11 73
1 5 7 11 2 5 10
1 6 6 2 6 5 9
ab \ c 1 2 3 4 5 6 ab \ c 1 2 3 4 5 6
3 3 10 83
3 4 93 11 4 4 103 85
3 5 63 4 5 11 93
3 6 11 7 4 6 10
ab \ c 1 2 3 4 5 6 ab \ c 1 2 3 4 5 6
5 5 83 10
5 6 9 3 6 6 8 2
The S-matrix elements are:
S11 = {1}{7} S22 = {1}{5}{7}{11}
S12 = {4}{8} S23 = {3}{5}{7}{9}
S13 = {2}{6}{8} S24 = {2}{4}{6}2{8}{10}
S14 = {3}{5}{7}{9} S33 = {1}{3}{5}{7}2{9}
S15 = {4}{6}{10} S34 = {2}{4}2{6}2{8}2{10}
S16 = {5}{11} S35 = {3}{5}2{7}{9}{11}
S44 = {1}{3}2{5}3{7}3{9}2{11}
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C.2 E7 affine Toda field theory
Masses are associated to the Dynkin diagram in the following way:
◦ •
•
◦ • ◦ •
m1m2 m5 m7 m6 m4
m3
The mass spectrum is presented in the following table, where the parity assigned
to each particle refers to the Z2 symmetry of the extended Dynkin diagram:
m1 = M 1 odd
m2 = 2M cos(
5π
18
) 1.28557 even
m3 = 2M cos(
2π
18
) 1.87938 odd
m4 = 2M cos(
π
18
) 1.96961 even
m5 = 4M cos(
π
18
) cos(5π
18
) 2.53208 even
m6 = 4M cos(
2π
18
) cos(4π
18
) 2.87938 odd
m7 = 4M cos(
π
18
) cos(2π
18
) 3.70166 even
Each entry in the table indicates the fusing angle ucab as a multiple of
iπ
18
; the
subscript refers to the order of the corresponding S-matrix pole, if multiple.
ab \ c 1 2 3 4 5 6 7
1 1 10 2
1 2 13 7
1 3 14 10 6
1 4 17 11 3
1 5 14 8
1 6 16 12 4
1 7 15
2 2 12 8 2
2 3 15 11 5
2 4 14 8
2 5 17 13 3
2 6 15
2 7 16 103
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ab \ c 1 2 3 4 5 6 7
3 3 14 2
3 4 15
3 5 16 103
3 6 16 123 83
3 7 17 133
4 4 12 103 4
4 5 15 133 73
4 6 17 113
4 7 16 143
5 5 123
5 6 16 143
5 7 17 153 115
6 6 143 105
6 7 17 153 135
7 7 163 145 127
If we define x := {x}{h− x}, the S-matrix elements are:
S11 = 1 {9}
S12 = 6 S22 = 1 7
S13 = 5 {9} S23 = 4 8 S33 = 1 5 7 {9}
S14 = 2 8 S24 = 5 7 S34 = 4 6 8 S44 = 1 3 7 9
S15 = 5 7 S25 = 2 6 8 S35 = 3 5 7 9 S45 = 4 6
2 8
S16 = 3 7 {9} S26 = 4 6 8 S36 = 3 5 72 {9} S46 = 2 4 6 82
S17 = 4 6 8 S27 = 3 5 7 9 S37 = 2 4 6
2 82 S47 = 3 5
2 72 9
S55 = 1 3 5 7
2 9
S56 = 3 5
2 72 9 S66 = 1 3 5
2 72 9 {9}
S57 = 2 4
2 62 83 S67 = 2 4
2 63 83 S77 = 1 3
2 53 74 92
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C.3 E8 affine Toda field theory
Masses are associated to the Dynkin diagram in the following way:
◦ •
•
◦ • ◦ •
m3
◦
m1m2 m6 m8 m7 m5
m4
The mass spectrum is:
m1 = M 1
m2 = 2M cos(
6π
30
) 1.61803
m3 = 2M cos(
π
30
) 1.98904
m4 = 4M cos(
6π
30
) cos(7π
30
) 2.40487
m5 = 4M cos(
4π
30
) cos(6π
30
) 2.95629
m6 = 4M cos(
π
30
) cos(6π
30
) 3.21834
m7 = 8M cos
2(6π
30
) cos(7π
30
) 3.89116
m8 = 8M cos(
4π
30
) cos2(6π
30
) 4.78339
Each entry in the table indicates the fusing angle ucab as a multiple of
iπ
30
; the
subscript refers to the order of the corresponding S-matrix pole, if multiple.
ab \ c 1 2 3 4 5 6 7 8
1 1 20 12 2
1 2 24 18 14 8
1 3 29 21 13 3
1 4 25 21 17 11 7
1 5 28 22 16 4
1 6 25 19 9
1 7 27 23 5
1 8 26 163
2 2 24 20 14 8 2
2 3 25 19 9
2 4 27 23 5
2 5 26 163
2 6 29 25 193 133 3
2 7 27 213 173 113
2 8 28 223
112
ab \ c 1 2 3 4 5 6 7 8
3 3 22 203 14 123 4
3 4 26 163
3 5 29 23 213 133 5
3 6 26 243 183 83
3 7 28 223
3 8 27 253 175
4 4 26 203 163 123 2
4 5 27 233 193 93
4 6 28 223
4 7 28 243 185 145
4 8 29 253 215
5 5 223 205 125
5 6 27 253 175
5 7 29 253 215
5 8 28 263 245 187
6 6 243 205 145
6 7 28 263 225 167
6 8 29 273 235 217
7 7 263 245 207
7 8 29 273 255 237 199
8 8 283 265 247 229 2011
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If we define x := {x}{h− x}, the S-matrix elements are:
S11 = 1 11
S12 = 7 13 S22 = 1 7 11 13
S13 = 2 10 12 S23 = 6 8 12 14 S33 = 1 3 9 11
2 13
S14 = 6 10 14 S24 = 4 8 10 12 14 S34 = 5 7 9 11 13 15
S15 = 3 9 11 13 S25 = 5 7 9 11 13 15 S35 = 2 4 8 10
2 122 14
S16 = 6 8 12 14 S26 = 2 6 8 10 12
2 14 S36 = 5 7
2 9 11 132 15
S17 = 4 8 10 12 14 S27 = 4 6 8 10
2 12 142 S37 = 3 5 7 9
2 112 132 15
S18 = 5 7 9 11 13 15 S28 = 3 5 7 9
2 112 132 15 S38 = 4 6
2 82 102 122 143
S44 = 1 5 7 9 11
2 13 15
S45 = 4 6 8
2 10 122 142 S55 = 1 3 5 7 9
2 113 132 15
S46 = 3 5 7 9
2 112 132 15 S56 = 4 6
2 82 102 122 143
S47 = 3 5 7
2 92 112 133 15 S57 = 2 4 6
2 82 103 123 143
S48 = 2 4 6
2 82 103 123 143 S58 = 3 5
2 73 93 113 134 152
S66 = 1 3 5 7
2 92 113 133 15 S77 = 1 3 5
2 73 93 114 134 152
S67 = 3 5
2 72 93 113 133 152 S78 = 2 4
2 63 84 104 125 145
S68 = 2 4
2 62 83 104 124 144 S88 = 1 3
2 53 74 95 116 136 153
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