Determining subcellular localization of proteins is considered as an important step towards understanding their functions. Previous studies have mainly focused solely on Gene Ontology (GO) as the main feature to tackle this problem.
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INTRODUCTION
The functioning of a protein depends on its location in the cell. In fact, it just functions properly in one or a few locations in the cell. Knowing those locations can provide important information about functioning of the proteins and how they interact with other micro-molecules. Therefore, determining protein sub-5 cellular localization is considered as an important step towards understanding its functioning [1, 2] .
Of all proteins, bacterial proteins are the most important proteins to determine their functions because of their biological aspects which are both harmful and useful [3] . Some bacteria can cause a wide range of diseases while some 10 others play the role of catalyst in biological interactions. Some bacteria are also widely used to produce antibiotics. Bacteria are categorized as a kind of prokaryotic microorganism that can be divided in two groups, Gram-positive and Gram-negative [4] . Gram-positive bacteria are those that are stained dark blue or violet by Gram-staining while Gram-negative bacteria cannot retain the 15 stain, instead taking up the counter-stain and appearing red or pink [3] . As pointed in a recent review [33] , in the last decade or so, a number of webservers were also developed for predicting the subcellular localization of proteins with both single site and multiple sites based on their sequences information alone. They can be roughly classified into two series [34] . One is the PLoc series and the other is iLoc series. The PLoc series contains the six web-servers [4] , iloc-Gpos (predictor) [3] , iloc-plant (predictor) [42] , iloc-virus (predictor) [44] .
Huang and Yuan used AAC, evolution information and PseACC with backward 50 propagation (BP) and radial basis function (RBF) neural network to predict both single and multi-site subcellular proteins.
Many of those studies that have mentioned earlier relied on Gene Ontology as their feature to tackle this problem [45, 46, 47, 48, 49] . Despite promising results achieved using GO, it is hard or even for some cases impossible to use 55 these features with new proteins with unknown GO. Therefore, there is an A C C E P T E D M A N U S C R I P T emphasis on proposing methods that rely on features directly extracted from protein sequence without using any other extra information or meta data that are available for just known proteins.
Early studies have focused on using features that are extracted from the oc-60 currence of amino acids from the protein sequence [50, 45, 51] . Later studies try to incorporate physicochemical based features to enhance the prediction performance [52] . However, the protein subcellular localization prediction problem remained limited using these sources of features.
More recent studies have started using evolutionary information to tackle 65 this problem [2, 53, 54, 5, 7, 55, 6] . Using these features they demonstrated significant enhancement and even achieved comparable performance compared to use of GO as input feature. In fact, application of evolutionary based features have demonstrated its superiority over using occurrence or physicochemical based features in many similar studies found in the literature [56, 57, 58, prediction problems, a well designed method that is tailored for that specific task (either Gram-positive or Gram-negative) has a better chance to achieve more promising results.
To develop a really useful sequence-based statistical predictor for a biological system as reported in a series of recent publications [20, 21, 22, 23, 24, 33, 80 12, 62, 63, 64, 65, 66], one should observe the Chou's 5-step rule [67] ; i.e., making the following five steps very clear: (i) how to construct or select a valid benchmark dataset to train and test the predictor; (ii) how to formulate the biological sequence samples with an effective mathematical expression that can truly reflect their intrinsic correlation with the target to be predicted; (iii) 85 how to introduce or develop a powerful algorithm (or engine) to operate the prediction; (iv) how to properly perform cross-validation tests to objectively A C C E P T E D M A N U S C R I P T evaluate the anticipated accuracy of the predictor; (v) how to establish a userfriendly web-server for the predictor that is accessible to the public. Below, we are to describe how to deal with these steps one-by-one.
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To address these problems, here we propose EvoStruct-Sub which in addition to evolutionary information uses predicted structural information to specifically predict Gram-positive subcellular localization. To do this, we first extract evolutionary information from Position Specific Scoring Matrix (PSSM) [68] and predicted secondary structure using SPDER 2.0 [69, 70] . We then extract 95 global and local discriminatory information using segmentation technique for our classification task [71, 72] . We finally use Support Vector Machine (SVM) to our extracted features to build EvoStruct-Sub. By applying EvoStruct-Sub to Gram-positive subcellular localization, we achieve up to 95.4% prediction accuracy for this task. In addition, we achieve to over 90.0% prediction accuracy 100 for this problem when we use our method for multi-label samples. These results are over 5.0% better than previously reported results found in the literature [73, 5, 6].
MATERIALS AND METHODS
In this section, we describe the materials and methods required to develop 105 EvoStruct-Sub.
Benchmark Dataset
In this research we use a dataset which have been used widely in literature for Gram-positive subcellular localization [74] , [75] , [76] , [77] , [78] . The benchmark that we use in this study was introduced in [74] , [75] , [76] , [77] . This bench- Table 1 . This dataset is available at: http://www.csbio.sjtu.edu.cn/bioinf/Gpos-multi. is an accurate method that predict different aspects of local structure such as secondary structure, torsion angle, and Accessible Surface Area (ASA), simultaneously [70, 69] . As an output it produces a L × 8 matrix that include three 130 columns of the probability of contribution of amino acids to each of the secondary structure elements (α-helix, β-strand, coil), one column for ASA, and four columns for the torsion angles (φ, ψ, θ, τ ) [79, 80] . For the rest of this paper, we will refer to this matrix as SPD3 for simplicity. SPD3 has been recently used in many different fields and demonstrated promising results [81, 82, 83, 84] .
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Here we have extracted a wide range of features based on different concepts that have been investigate in the literature both for PSSM and SPD3. As a
result the combination of 6 feature groups attained the best result for our task.
This might be due to the consistency of these sets of features with each other.
However, further investigations in future can potentially provide better under-
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standing of available discriminatory information in these feature groups and consequently provide further prediction enhancement. These 6 feature groups are explained in detail in the following sections. given below:
Here N is the corresponding matrix, L is the protein length and j is the respective column. The dimensionality of this feature vector is 20. Algorithm for extracting composition feature is shown in Algorithm 1. 
PSSM-SD Feature
This method is specifically proposed to add more local discriminatory information about how the amino acids, based on their substitution probabilities (extracted from PSSM), are distributed along the protein sequence [88] . This method is explained in detail in [71] [5].
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Algorithm for extracting PSSM-SD feature is shown in Algorithm 2.
As shown in [5] using F p = 25 gives the best result for this method. As a result, in our final experiment we have adopted F p = 25 which produces 80
2 L ← Length of the Protein;
3 C ← Number of matrix column;
4 V ← Empty array of size C;
5 for j = 0; j < C; j = j + 1 do 6 sum ← 0;
11 end
PSSM-SAC Feature
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This feature was introduced in [5, 89, 86] . It was shown that information about the interaction of neighboring amino acids along the protein sequence can play an important role in providing significant local discriminatory information and enhancing protein subcellular localization prediction accuracy [6, 87] . To extract this information, the concept of auto covariance has been used for different 170 segments of proteins. This is done to enforce local discriminatory information extracted from PSSM. We use the similar approach that was adopted and explained in [5] . We also use the distance factor of 10 as it was also shown in this study as the most effective parameter to extract features for protein subcellular localization. 
Auto Covariance of Predicted Secondary Structure
A correlation factor coupling adjacent residues along the protein sequence is known as Auto covariance (AC) [59, 90, 72] . It is also known as a kind of variant
4 Fp ← Desired value of Fp, e.g 5, 10, 25;
5 V ← Empty array of size (100 ÷ Fp) × C; 
widely applied in various fields of bioinformatics [92] , [93] , [94] , [95] , [96] , [97] .
Auto Covariance variables are able to avoid producing too many variants. The equation for this feature is given below:
.., 20 and k = 1...DF ) (2) where DF is the distance factor. Different values have been tested to find out the effective value of DF which gives the highest accuracy rate of prediction. In this research we have tested total 15 values for DF (DF = 1,2,3,4,.......,12,13,14,15) and took only one value which is DF = 10. We have observed that DF = 10
gives the highest accuracy rate for this task. So, the effective value of DF is 190 used as 10 for the employed benchmark. The dimensionality of this feature vector will be (N umber of columns) × DF . Since we are using this method to extract features based on the predicted secondary structure which consists of three columns in SPD3, we will have 30 features in total. Algorithm for extracting auto covariance feature is shown at Algorithm 3. 
Here N is the corresponding matrix, L is the protein length and j is the respective column. The dimensionality of this feature vector will be (N umber of columns)
which is four for our case corresponding to four torsion angles. Algorithm for 5 C ← Number of matrix column;
We extract this feature based on the Bi-gram concept that have been previously used in [87, 60, 6] . Accessible Surface Area (ASA) can provide important information on the locality of neighboring amino acids in the proteins 3D struc-210 ture [98] . We adopt this method to extract one-lead Bi-gram for the ASA.
Algorithm for extracting one-lead Bi-gram feature is shown in Algorithm 5.
The equation for this feature is given below:
The dimensionality of this feature vector will be:
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(N umber of columns) × (N umber of columns).
With the explosive growth of biological sequences in the post-genomic era, 5 for j = 0; j < C; j = j + 1 do 6 sum ← 0;
11 end one of the most important but also most difficult problems in computational biology is how to express a biological sequence with a discrete model or a vector, yet still keep considerable sequence-order information or key pattern charac- Chou's special PseAAC; while the 3rd one for those of Chou's general PseAAC [67] , including not only all the special modes of feature vectors for proteins but also the higher level feature vectors such as "Functional Domain" mode, "Gene Ontology" mode, and "Sequential Evolution" or "PSSM" mode [67] .
A C C E P T E D M A N U S C R I P T
Algorithm 5: One-Lead Bi-gram Feature Extraction 1 N ← Matrix from which feature will be extracted;
4 V ← Empty array of size C × C; protein/peptide and DNA/RNA sequences according to users' need or defined by users' own. In the current study, we are to use the six features extracted from the PSSM and SPIDER to formulate the protein sequences for predicting their subcellular localization.
Support Vector Machine
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SVM is considered to be one of the best pattern recognition techniques [103] .
It is also widely used in Bioinformatics and has outperformed other classifiers the input data to higher dimensions using the kernel function to be able to find support vectors (for non linear cases). The classification of some known points in input space x i is y i which is defined to be either −1 or +1. If x is a point in input space with unknown classification then:
where y is the predicted class of point x . The function K() is the kernel function, n is the number of support vectors and a i are adjustable weights and b is the bias. In this study, the SVM classifier is implemented with the LIBSVM toolbox using the Radial Basis Function (RBF) as its kernel [104] . RBF kernel is adopted in our experiments due to its better performance than other kernels functions (e.g. polynomial kernel, linear kernel, and sigmoid). RBF kernel is defined as follows:
where γ is the regularization parameter, x i and x j are input feature vectors. In 255 this study, the γ in addition to the cost parameter C (also called the soft margin parameter) are optimized using grid search algorithm which is also implemented in the LIBSVM package. Despite its simplicity, grid search has been shown to be an effective method to optimize these parameters. We tuned those parameter using grid search implemented in LIBSVM. As a result we used Cost parameter 260 (C) = 3000, and γ = 0.005.
VALIDATION METHOD
For our experiment we have adopted two types of validation method namely, 10-fold cross validation and jackknife (also known as leave-one-out) cross validation. 
A C C E P T E D
Specif icity = T N T N + F P × 100 (7)
where T P is the number of correctly identified (true positive) samples, F N is the number of incorrectly rejected samples (false negative), T N is the number of 
RESULTS AND DISCUSSION
In this section, we present the results of the experiments that were carried in this study. All the methods were implemented in Python. Each of the experiments were carried 10 times and only the average is reported as results.
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The general architecture of our method is shown in Figure 1 . 
Single Label Classification
In this paper we first calculate the single label classification results. For single label classification we calculate two types of accuracy, one is overall accuracy and another one is average accuracy. To calculate overall accuracy we use sensitivity and to calculate average accuracy we use average accuracy.
A C C E P T E D M A N U S C R I P T
Average accuracy is computed as follows:
where n is the number of classes in the dataset. A comparison of single label classification result is shown in Table 2 .
As it is shown in here, EvoStruct-Sub achieves to over 90% for overall and 330 95.0% average prediction accuracy. In overall, EvoStruct-Sub achieves 91.01% prediction accuracy which is 6.29% better than the best result reported in the literature for this task.
Multi Label Classification
Since our employed benchmark contains multi labeled proteins, besides single 335 label classification, we also perform multi-label classification. For calculating multi-label classification result, we use overall locative accuracy and overall absolute accuracy. The overall locative accuracy and overall absolute accuracy are defined as follows: result reported in the literature [6] is shown in Table 3 .
As shown in this table, EvoStruct-Sub achieves to over 90% prediction accuracy for locative and absolute methods. EvoStruct-Sub achieves 91.71% and 90.4% prediction accuracies which are over 6.91% and 5.78% better than those reported in [6] , respectively. 
Investigating the Impact of Proposed Features on the Achieved Results
Here we investigate the impact of each individual feature group that we proposed in this study in two steps. We first combine features extracted from the PSSM one by one and record the results. We then combine features extracted from SPD3 one by one and again record the results. We finally add the fea-
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tures extracted from SPD3 one by one to the features extracted from PSSM. In this way, we can investigate the impact of our extracted features based on their sources and how they impact on the prediction performance. This comparison is shown in Table 4 . As it is shown in Table 4 , in general, features extracted We then investigate the impact of each of our proposed feature groups indi-365 vidually on the achieved results. To do this, we exclude each of feature group from the combination of features one at the time. In other words, we exclude each one of our feature groups which leave us with the combination of 5 remaining feature groups. The result for this experiments are demonstrated in Table   5 . As it is shown in Table 5 , we still can achieve very good results using the 370 combination of 5 feature groups. However, none of those combinations achieve to the results of using all 6 feature groups at the time. In other words, incorporation of all 6 proposed feature groups is vital to enhance protein subcellular localization prediction problem.
A C C E P T E D M A N U S C R I P T
A C C E P T E D M
A N U S C R I P T As pointed out in [119] and demonstrated in a series of recent publications (see, e.g., [116, 117] ), user-friendly and publicly accessible web-servers represent 390 the future direction for developing practically more useful prediction methods and computational tools. Actually, many practically useful web-servers have
A C C E P T E D M A N U S C R I P T
increasing impacts on medical science, driving medicinal chemistry into an unprecedented revolution [99] , we shall make efforts in our future work to provide a web-server for the prediction method presented in this paper. 
