Abstract-Pac-Man is a well-known, real-time computer game that provides a n interesting platform for research. This paper describes a n initial approach to developing a n artificial agent that replaces the buman to play a simplified version of Pac-Man. The agent is specified as a simple finite state machine and ruleset, with parameters that control the probability of movement by the agent given the constraints of the maze at some instant of time. In contrast to previous approaches, the agent represents a dynamic strategy for playing Pac-Man, r a t h e r than a pre-programmed maze-solving method. T h e agent adaptively "learns" through the application of population-based incremental learning (PBIL) to adjust the agents' parameters. Experimental results a r e presented that give insight into some of the complexities of the game, as well as highlighting the limitations a n d difficulties of the representation of the agent.
Introduction
Pac-Man is a well-known, real-time arcade computer game originally developed by Toru lwatani for the Namco Company in 198 I. Different versions of the game have been developed subsequently for a large number of home computer, game-console, and hand-held systems.
The typical version of Pac-Man is a one-player game where the human player maneuvers the Pac-Man character around a maze, attempting to avoid four "ghost" characters while eating dots initially distributed throughout the maze.
If Pac-Man collides with a ghost, he loses one of his three lives and play resumes with the ghosts reassigned to their initial starting location (the "$host cage" in the centre of the maze). Four "power pills" are initially positioned near each corner of a maze: when Pac-Man eats a power pill he is able to turn the tables and eat the ghosts for a few seconds of time. The game ends when Pac-Man has lost all (usually 3) of his lives. Figure I shows a screen-shot of the starting position of the first maze in the game. Pac-Man is a real-time computer game that resembles a simplified version of many modern first-person environment computer games. That is, the game is centered around navigating the player character around a semi-structured world. accumulating points. avoiding and (when appropriate) attacking non-player game characters'. This kind of game requires dynamic control of the game agent by the human player and involves task prioritization, planning, and risk assessment. While il is relatively easy for a human to learn a basic strategy for Pac-Man, the game hascomplex aspects that allow the possihility of developing more intelligent strategies (in conjunction with other skills such as hand-eye coordination). It is also a challenge for a person to describe precisely their Pac-Man-playing strategy, or to represent such a strategy formally (e.g., as a set of rules).
This paper describes an initial approach to developing an artificial agent that replaces the human playing Pac-Man.
For this work. the game bas heen significantly simplified to having only a single ghost, dots and the Pac-Man agent present in the mazes. The agent is specified as a simple finite state machine and ruleset, with parameters that specify the state transition and the probabilities of movement according to each rule. Section 2 provides an overview of previous work relevant to Pac-Man and AI game playing, 'Alternatively. other game characters might be controlled by other human players in a multi-player setting.
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Artificial Intelligence Approaches to PacMan
A relatively small amount of previous research has been done toward the application of artificial intelligence to PacMan or similar games. Koza [7] and Rosca [9] use Pac-Man as an example problem domain to study the effectiveness of genetic programming for task prioritization. Their approach relies on a set of predefined control primitives for perception. action and program control (e.g., advance the agent on the shortest path to the nearest uneaten power pill). The programs produced represent procedures that solve mazes of a given structure. resulting in a sequence of primitives that are followed. Genetic Programming has also been applied to the computer game Tron [3], where coevolution was used to produce agents that learn strategies by playing human opponents over the internet.
Gugler [ 5 ] describes "Pac-Tape", a project which attempted to produce a self-playing Pac-Man based on the original Pac-Man arcade game emulated on a desktop PC.
The approach appears to he based on brute force search, hut is not 'described or tested. Lawrence [SI builds on the Pac-Tape work, hut applies a genetic algorithm to evolve a string of directions (north. south. east, west) to traverse a maze. The aim was to evolve interesting patterns for solving particular mazes. Unfortunately, success was limited, perhaps due to unfavourable interactions between the genetic operators (esp. crossover) and the representation used. Kalyanpur and Simon [6] use a genetic algorithm to try to improve the strategy of the ghosts in a Pdc-Man-like game. Here the solution produced is also a list of directions to he traversed. A neural network is used to determine suitahle crossover and mutation rates from experimental data. Finally. De Bonet and Stauffer [ 2 ] describe a project using reinforcement learning to develop strategies simultaneously for Pac-Man and the ghosts, by starting with a small, simple maze structure and gradually adding complexity.
The aim of our research is to investigate techniques to develop an adaptive agent that learns inductively to play Pac-Man. Our approach is aimed at producing agents that can learn based only on the information that is availahle to a human playing the game (or quantities that a human could conceivably estimate in real-time). In particular, the agent should not he able to exploit internal knowledge about the game (e.& the programmed behaviour of the ghosts) -the (software) agent should he considered external from the game software. Furthermore, this agent should learn generalizable strategies for good game play, based not on the exact structure of a given maze hut rather on more general principles of good strategies to play Pac-Man.
Designing an Artificially Intelligent Agent that learns to play Pac-Man Inductively
Pac-Man is a simple game to describe and play. Human players have little difficulty in learning the basics of game play, which are to obtain as many points as possible (by clearing mazes of dots and eating power pills and ghosts), whilst avoiding the ghosts. However there is not obviously one correct way of specifying such a strategy precisely, perhaps because it is largely based on perception of the visual presentation of the game and its dynamics in time.
Moving heyond this basic approach makes clear the full complexity of the game domain. A large point incentive is provided for eating power pills, followed by eating ghosts in the few seconds that the power pill remainseffective. hut the ghosts generally try to retreat from Pac-Man in this time to avoid heing eaten. Thus an effective strategy might involve attracting ghosts to the area of the maze near a power pill hefore eating it. The ghosts movements are dependent on each other and typically contain an element of randomness, making it difficult to predict their behaviour and plan around it.
Our approach here is to initially remove much of the complexity from thc game to see if it is possible to produce an effective agent in a simplitied Pac-Man environment. In the experiments discussed below, only the dots and a single ghost are present in a maze with Pac-Man. While this clearly removes several interesting aspects of game-play, we believe that what remains (learning to avoid the ghost and perhaps to include random exploration) is still a fundamental aspect of the full Pac-Man game.
We were motivated to begin by using a simple. transparent representation for the agent. A representation that was potentially capable of capturing the general aspects of a basic human strategy provides a good platform on which to test the feasibility of using an evolutionary approach to learning, as well as serving as a benchmark for comparing future work. It was also interesting to test if the evolutionary algorithm would generate an agent with an obvious strategy. These considerations lead to the agent heing represented as a two-state finite state machine, with a set of probabilistic rules for each state that control the movement of the agent.
At any given time. the state of the agent is determined by the distance between Pac-Man and the ghost. If this distance is greater than some given value, p l , the agent is in the Explore state, while if the distance is less than p l , the agent switches to the Retreat state.
A human player is able to see the entire maze during game play, hut dynamically is usually focusing their atten-tion primarily on the immediate area of the maze where Pac-Man is currently located. Planning a long sequence of moves in advance would not only he very difficult for a human, hut also ineffective, since the dynamics of the game would he likely to make such a strategy poor and irrelevant. Our initial approach for an artificial Pac-Man agent is therefore to view play as a small number of possible turn types, together with basic global information such as the position and movement of the ghost. Figure 2 categorizes the entire maze in terms of turn types, including straight corridors. Note that the representation used below considers turn types from the current orientation of Pac-Man, so that the "true" orientation of a turn type does not need to be directly considered (e.g.. vertical versus horizontal corridors). At each time step (tick) of the game. the agent is located in an instance of a certain turn-type, and needs to produce an output that becomes the current direction of movement for Pac-Man. Depending on the turn-type of the current position (corridor, L-turn, T-junction, intersection), there are a number of different feasible directions to move. including maintaining the current direction (but excluding running directly into wails). In the Explore state, a probabilistic decision is made to choose one of the feasible directions depending on the turn type. As a result, Pac-Man is ahle to explore the maze in a pseudo-random fashion. Exploration does not use any other game information to determine the agent's output. In the Retreat state, the agent additionally considers the location of the ghost to determine the output. This results in the need to consider a number of possible turn-type and ghost position combinations. We classified the ghost's position as being either forward, hack, left, right, forward-left, forward-right, back-left, or hack-right relative Note also that, for example. back-left is equivalent to lefthack as indicated in the above. Unfortunately, having eight classes for the position of the ghost for each turn-type means that the ruleset (and the numher of parameters) also gets larger. Hence in our implementation. eight classes were used to classify the ghost's position for intersections, with only the first four classes used for other turn-types. Pseudocode for the agent's strategy is shown in Figure 3 . Implementation of the agent based on the specifications above leads to a total of 85 adjustable parameters. collected into a parameter vector P = ( P I , . . . and (in retreat mode) the ghost's location. Parameter p l is the distance value at which the agent shifts from Explore to Retreat (and vice-versa), calculated as the direct (i.e., ignoring maze walls) Manhattan distance between Pac-Man and the ghost. All other parameters of P are probability values, 0 5 p; 5 1, i = 2 , . . . ,85. Table I gives a complete specification of these values.
Simulation Methodology

Fitness Function
For our simplified Pac-Man game, a fitness function was developed based primarily on the score obtained by PacMan. The only way tn score points in this simplified game is to eat dots from the mare, and since there is a fixed initial number of dots in a maze. the maximum possible score for each maze is known a priori. It was considered that the time Pac-Man manages to survive should also be a factor in the fitness function. Note however that there also exists a possibility that Pac-Man may successfully avoid the ghost indefinitely, hut fail to clear the maze of dots. Because of this a term was added to reward the time survived by PacMan. but imposing a pre-chosen limit on this factor. The fitness function used is: The score and time factors in the fitness function are normalized by their maximum (respectively, known and chosen) values for each level. Hence, the maximum fitness for each level is 2.
The movement of the ghost in the game has a small amount of randomness, and the agent developed above clearly produces stochastic movement for Pac-Man. As a consequence, the fitness value of each game given a fixed P will also he stochastic. In such a situation it is typical to conduct repeated evaluations of the fitness function with a given parameter set, and produce an average fitness value to be used by the evolutionary algorithm. In the simulations below, I O games were played per average fitness evaluation.
Recall that Pac-Man has three lives in a,game, meaning that Pac-Man "runs" in the maze 30 times for each fitness evaluation used in the EA.
Algorithm
The algorithm used tn learn the parameters of an agent is an implementation of population-based incremental learning (PBIL) for continuous search spaces [ I , IO, I I] . PBIL replaces the conventional genetic operators of mutation and recombination with a probability vector, which is used to generate each population and is updated via a learning rule based on the single best individual in the current population. Each component of the probability vector represents the mean of a Gaussian distribution. The probability vector was initialized with p l = 15
-this value pl chosen such that the agent initially spent roughly equal amounts of time in the Explore and Retreat states. pl was allowed to evolve as a continuous value, although the Manhattan distance between Pac-Man and the ghost is integer-valued. The remaining parameters represented probabilities for subsets of variables. so they were initialized with uniform probability for each feasible output direction of the agent (e.g. p2--3 = 0.5. pls-ls = 0.25).
These parameters were re-normalized after being updated at each generation by the PBIL learning rule. Note that PBIL evolves a probabilistic model of the search space which converges towards a locally or globally optimal value. In this paper we interpret the probability vector learnt by the algorithm as the realization of our evolved "agent", and a population-based search is used to perform this task.
Results
Hand-coded Agent Parameters
A feature of the agent implementation described above is that it is transparent: each parameter has a clear function in the control of the output of the agent. It is therefore possible to experiment with an agent of hand-coded parameters. The rule sets allow for basic explore and retreat behaviour only, so the hand-coded parameters were chosen to try and produce an agent with the ability to explore the maze widely in the "Explore" state. and to retreat from the ghost to avoid being eaten in the "Retreat" state. Results for the different hand-coded parameter vectors tested are shown in Table 2 . Consider firstly an agent. P h l . with equal probabilities assigned to each parameter in each relevant subset of values. The behaviour of this agent was observed to he highly erratic, because equal probabilities mean that Pac-Man is just as likely to reverse his direction at any point in time as he is to choose any other feasible direction. As a result, the movement of Pac-Man is dominated by oscillations (e.g., forwards-backwards in a corridor) around the current point. This is reflected in the low fitness values observed for agent P h l in Table 2 .
For the next parameter vector tested (&). in the Explore state a lower probability was assigned to reversing the current direction, with probabilities for all other feasible di-rections assigned uniformly (e.g. for a corridor to move forwards and backwards respectively,pz = 0 . 8 ,~~ = 0.2; for an intersection to move forwards, backwards. left and right respectively p1~,17,18 = 0.3,p10 = 0.1). For the Retreat state, zero probability was assigned to the direction that led to the ghost, with all other feasible options given uniform probability. This agent had reduced oscillations in its movement and was observed to have some ability to retreat from the ghost over "chase" sequences of turns (see Table 2 for results). However, the agent only occasionally comes close to clearing a maze (surviving long enough to d o so) and still contains a harmful degree of oscillation in its output.
Finally. a parameter vector (&) was tested that refined p h 2 by having very low probability values for reversing the current direction. For example, for a corridor to move forwards and backwards respectively. p~ = 0 . 9 9 ,~~ = 0.01;
for an inteisection to move forwards. backwards, left and right respectively p l s ,~, ,~~ = 0.33,ple = 0.01). This agent produced improved behaviour ( Table 2 ) , typically coming close to clearing the maze and occasionally doing so (6 out of the 50 trials produced fitness values above 2.0). More importantly (since the Explore state for the agent does not have any knowledge of the dots in the maze), the agent is able to evade the ghost for long periods of time, due to the Retreat state. Nevertheless, the limitations of the agent became clear from observing the performance of this agent.
The ruleset decides the move direction based on the current location only. In retreat mode, the position of the ghost is considered but only crudely measured. As an example, consider a situation where Pac-Man is located at one of the extreme corners of the maze (ref. Figure I or Figure 2 ). For say, the top-right corner, the ghost will usually br moving towards Pac-Man from a below-left position. Because of the limited way that the agent considers the position of the ghost, moving left is undesirable because the ghost is to the left, but moving downward is also undesirable because the ghost is also downward. Oscillation results, until the ghost becomes very close to Pac-Man. Other situations allow the agent to be captured by the ghost because equiprobable alternatives for retreating can lead to oscillatory behaviour. Figure 4 shows the result of the PBIL algorithm evolving a Pac-Man agent parameter vector. in terms of the minimum, mean, and maximum fitness values in the population distribution. Although the game code was modified to make play as fast as possible, 250 games are played in each generation of the algorithm (population of 25. I O games per fitness evaluation), meaning several days of simulation time.
PBIL-evolved Agent
For this experiment, a standard deviation of 0.01 was used for all parameters except p l , which used a value of 1 .O, and the learning rate was a = 0.05. The mean of the population shows a smooth learning curve compared to other standard deviationllearning rate values that we experimented with. After 122 generations the population mean is around 0.8. which is better than our hand-coded parameter sets Pl and Pi but below the performance of P3. We were interested in the influence of the PBIL learning rate on the results of the algorithm. Figure 5 shows the result of a different experiment. with a = 1.0 (note that less generations have been performed). This is equivalent to a (1,25)-evolution strategy. It is evident that this algorithm is able to initially provide more rapid improvement in fitness. but after approximately 100 generations progress is much more noisy than that of Figure 4 . In preliminary experiments we observed that a larger standard deviation value had a similar effect.
The results suggest that a kind o f annealing scheme for either of these parameters may allow the algorithm to converge more reliably. Overall the performance of the algorithms with different learning rates is similar in terms of the kind of fitness values obtained during learning. The probability vectors produced by the the two algorithms in the experiments above were examined manually. Many o f the parameters appeared to be converging towards values similar to the hand-coded strategy Ph3 above. It is clear from the results shown in Figures 4 and 5 that the probability vector is still subject to significant perturbation, making it difficult to interpret without extending the experiment over more generations.
Discussion
This paper has developed an approach to constructing an artificial agent that learns to play a simplified version of Pac-Man. The agent is specified as a simple state machine and parameterized ruleset, with the PBIL algorithm used to learn suitable values for these parameters. Hand-coded parameters were also tested.
The results highlight the limitations of the representation used as well as some of the complexities of the game, even in the highly simplified form considered in these experiments. The ruleset could certainly be improved given the difficulties observed in our simulations. For example, considering 8 classifications for the ghost's position for each turn type (Section 3 should reduce the problems observed in Section 5.1. This would however necessarily result in a larger ruleset. The representation also has redundancies in the way that probability values are represented (e.g. replace p3 by (1 -p z ) . Nevertheless, the representation seems to have serious limitations for scaling up the "intelligence" of the agent. This may result in a very high dimensional optimization problem which would require a large amount of computation time to allow enough generations for the algorithm to produce a good result. Given the complexities of the full game compared to the version considered here, it seems that extending on a ruleset-based representation may he difficult and impractical.
The methodology used in this paper is a first attempt at this problem and there are several factors that might be improved. Firstly, it is clear that the different strategies (handcoded and learned) used in this paper do not come close to capturing the variety of possible effective strategies used by humans in the full Pac-Man game. We hypothesize that the basic explorehetreat approach is likely to have a role in an effective strategy for the full Pac-Man game, but this has not been verified. Secondly, our decision to use an agent that can consider only "localized information of the game is a factor that deserves further consideration. Finally, the fitness function used is based on both score achieved and time taken. The impact of the time factor on our results is not clear and it may he possible to remove this from the fitness function with no adverse effects.
Nevertheless. we believe that the approach taken here could be useful as a benchmark in considering different representations and approaches to evolving a Pac-Man playing agent. It is expected that future work would need to he able to improve on the performance (fitness) of the agent. However it will also he interesting to compare the complexity (dimensionality, interpretability, computational requirements) of alternative approaches, to the rule-based approach developed above. Finally, we conjecture that general aspects of the approach taken here to developing an adaptive agent for Pac-Man may eventually lead to techniques that can be applied successfully to other real-time computer games.
