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The overall goal of this research is to develop methods and algorithms to investigate the 
severity of Traumatic brain injury (TBI) and to estimate the intracranial pressure (ICP) 
level non-invasively. Brain x-ray computed tomography (CT) images and artificial 
intelligence methods are employed to estimate the level of ICP. Fully anisotropic 
complex wavelet transform features are proposed to extract directional textural features 
from brain images. Different feature selection and classification methods are tested to 
find the optimal feature vector and estimate the ICP using support vector regression. By 
using systematic feature extraction, selection and classification, promising results on ICP 
estimation are achieved. The results also indicate the reliability of the proposed 
algorithm. In the following, case-based finite element (FE) models are extracted from CT 
images using Matlab, Solidworks, and Ansys software tools. The ICP estimation obtained 
14 
 
from image analysis is used as an input to the FE modeling to obtain stress/strain 
distribution over the tissue. Three in-plane modeling approaches are proposed to 
investigate the effect of ICP elevation on brain tissue stress/strain distribution. Moreover, 
the effect of intracranial bleeding on ICP elevation is studied in 2-D modeling. A 
mathematical relationship between the intracranial pressure and the maximum 
strain/stress over the brain tissue is obtained using linear regression method. In the 
following, a 3-D model is constructed using 3 slices of brain CT images. The effect of 
increased ICP on the tissue deformation is studied. The results show the proposed 
framework can accurately simulate the injury and provides an accurate ICP estimation 
non-invasively. The results from this study may be used as a base for developing a non-
invasive procedure for evaluating ICP using FE methods. 
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CHAPTER 1 Introduction 
It is estimated that about 1.4 million people in the United States sustain a Traumatic 
Brain Injury (TBI), of which 50000 will not survive and many others will be left 
permanently disabled  [1]. TBI occurs when a sudden event damages the brain, such as a 
blow or jolt to the head. 50% of those who die do so within the first two hours after injury 
[2]. Speed of diagnosis is therefore vital, and so Computed Tomography (CT) imaging, 
which is faster and much less costly than other medical scan, e.g., magnetic resonance 
(MRI) scan, is still the gold standard for initial TBI assessment [3]. A CT scan can also 
clearly reveal any severe abnormalities such as fractures or hematomas. Figure 1- 0-1 
shows a brain MR image and an axial CT slice image. CT scans can provide good details 
about bony structures and fractures. Also, they usually can be completed within 5 
minutes while MRI is typically completed in about 30 minutes. Moreover, they usually 
cost less than MRIs.  
When the brain is injured, swelling occurs in many cases and fluid builds up inside the 
skull. Since brain is a closed system and there is no space for swollen tissues to expand 
and no adjoining tissues to absorb the fluid this is considered a very serious condition. 
The higher pressure caused by the swelling of the brain inside the skull is referred to as 
increased Intracranial Pressure (ICP). Increased ICP is a significant cause of mortality 
and long-term functional damage in TBI. 
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Figure 1-‎0-1 (A) A sample CT scan, (B) A sample MRI.  The soft tissue of brain is much more 
defined by the MRI (Taken from www.neurology.com) 
 
1.1 Invasive ICP monitoring 
Currently, the only established technique for measuring the ICP is invasive direct 
measurement methods. They have also been well established in the protocols standard for 
managing patients with TBI in Intensive Care Units. Associated with this invasive 
procedure are risks of infection and brain tissue damage that makes it infeasible in some 
cases. There are four major invasive techniques to monitor ICP in the skull. These 
methods are briefly introduced below and are illustrated in Figure 1- 0-1. 
 
1.1.1 Intraventricular catheter 
The intraventricular catheter is thought to be the most accurate method. A burr hole is 
drilled through the skull and an intraventricular catheter is inserted. The catheter is 
inserted through the brain into the lateral ventricle. This area usually contains 
A B 
17 
 
cerebrospinal fluid (CSF) that protects the brain and spinal cord. One of the advantages 
of this method is that the ICP also can be lowered by draining cerebral spinal fluid (CSF) 
out through the catheter. However, the catheter may be hard to get into place when the 
intracranial pressure is high. 
1.1.2 Subdural screw 
This method is used if the patient needs to be monitored right away. A subdural screw or 
bolt is a hollow screw that is inserted through a hole drilled in the skull. It is placed 
through the dura mater. It allows the sensor to record from inside the subdural space. 
1.1.3 Epidural sensor 
If an epidural sensor is used, it is inserted between the skull and dural tissue. The epidural 
sensor is placed through a burr hole drilled in the skull. This procedure is less invasive 
than the other methods but, comparing to Intraventricular catheter, it cannot remove 
excess CSF. 
1.1.4 Fiberoptic catheter 
The Fiberoptic intraparenchymal cerebral pressure monitor measures changes in the 
amount of light reflected off a pressure-sensitive diaphragm located at the tip of a narrow 
fiberoptic catheter. These changes in light intensity are interpreted in terms of pressure. 
The fiberoptic can be damaged by restless patients or if it is bent acutely. This fragility is 
a practical problem and is one that limits the usefulness of the method. 
18 
 
 
Figure 1-‎0-2 Invasive ICP monitoring techniques (Taken from: www.flylib.com) 
 
1.2 Noninvasive ICP monitoring 
While there are benefits to having ICP data on hand, researchers are proposing new 
noninvasive methods to estimate ICP by measuring other variables. Thus, usage of CT 
images in non-invasive medical diagnosis techniques has increased dramatically over the 
last two decades in many countries. CT produces a volume of data to demonstrate various 
bodily structures based on their ability to block the x-ray beam. CT imaging does not 
have a high resolution on brain tissue such as MRI to differentiate dozens of brain 
structures clearly; in CT slices the brain structures are not clearly separated and 
represented. However, some regularity or pattern, even though scattered, may still present 
inside CT slices. Furthermore, with the increase of ICP, the density of the brain tissue 
may increase because of the compression, which may result in the change of 
appearance/texture in CT images. All these motivate the texture analysis on CT images as 
noninvasive methods to estimate ICP. A CT scan is usually taken soon after TBI in 
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emergency setting to show clinical features such as shifting of the tissue or a significant 
change in the size of the lateral ventricles, which assists physicians to evaluate the 
severity of TBI. However, these estimations are not capable of incorporating details that 
are not perceivable by visual inspection such as variations in textures in CT scan. Figure 
1- 0-3 shows sample CT slices of patients with normal and elevated ICP. In order to 
improve the accuracy and speed of diagnosis, automated process of ICP estimation is 
desired. This dissertation proposes methods to estimate the ICP and obtain stress and 
strain distribution over the brain tissue using image analysis and finite element methods. 
Chapter 2 discusses the previous studies on intracranial pressure estimation and finite 
element modeling of brain. 
 
 
Figure 1-‎0-3 Typical CT images of brain scans:  (A) Mild TBI (ICP<15) and (B) Severe TBI (ICP>15) 
(Taken fromCarolinas Hospital database, courtesy of Dr. Najarian) 
 
20 
 
 
CHAPTER 2 Review of literature 
 
 
The studies of Schmidt et al [4, 5] are the first that used a black box model to estimate the 
ICP and have shown good results. However, the ICP level had to be calculated before and 
after the test, which in practice makes it a major drawback for the algorithm. Sheih et al 
[6] estimated the ICP using an Artificial Neural Network (ANN). In their work, the 
database contained the information from six patients from which three were used to train 
and three to test the models. Their model used four input data: the Mean Arterial Pressure 
(MAP), the Heart Rate (HR), the End-tidal carbon dioxide (EtCO2), and a monitoring of 
regional oxygenation (rSo2). This was a very simple clinical model with too many 
simplifications. Mahmoud-Ghoneim et al [7] proposed a new three-dimensional texture 
analysis method using co-occurrence matrix of brain MRI to classify tumor parts. Their 
proposed method was applicable to MRI images and provided a tool for tumor grading. 
Zhang et al [8] used four groups of image features to discriminate abnormal brain CT 
images from normal ones. They used gray scale features, shape features, textural features, 
and symmetrical features, and ANN as their classifiers to compare different classification 
accuracies. Their work showed good classification accuracy for their experimental data 
set but it was very vulnerable to any noisy data. El-Dahshan et al [9] proposed an 
algorithm for MRI brain image classification into two groups of normal and abnormal. 
They used Low-Low (LL) sub-band coefficients of Discrete Wavelet Transform (DWT) 
as their features. Due to the large number of features, they used principal component 
analysis (PCA) to reduce the dimensionality of the features. Also, two classifiers of 
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ANN, and SVM were employed to discriminate the normal images from diseased ones. 
They showed that their method is useful in the classification of the brain magnetic 
resonance images. Ji et al [10] studied a predictive decision making system for traumatic 
brain injury (TBI) using machine-learning algorithms. Their system predicted patient 
survival, and home/rehabilitation outcomes. In a conventional method, the ICP was 
predicted assuming a linear relationship among arterial blood pressure (ABP), ICP, and 
flow velocity. Xu et al [11] improved the conventional method of ICP prediction using 
nonlinear kernel regression. Although they reduced the mean ICP prediction error to 6.0 
mmHg compared to 6.7 mmHg of the original approach it is still very high. 
There are also many image analysis based approaches to tackle the ICP estimation issue. 
By using Dual Tree Complex Wavelet Transform (DT-CWT) of an image it is possible to 
extract texture features that are rotation variant and rotation invariant. These rotation 
variant texture image features are very useful when estimating the dominant orientation 
of a field. There are various ways to extract features from DT-CWT. The very first 
studies were done by Kingsbury [12] and other researchers such as Aydogan et al [13] 
are proposing new methods to extract features from DT-CWT. As a recent attempt to 
classify brain CT images using DT-CWT features, Chen et al [14] developed textural 
features extracted from Dual-Tree Complex Wavelet Transform (DT-CWT), Fourier 
Transform, Gray Level Run Length Matrix (GLRLM), Discrete Wavelet Packet 
Transform (DWPT), and histogram analysis to categorize brain CT images into two 
groups of mild and severe TBI. The average classification accuracy rate obtained was 
81.79%.  
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Neupauer et al [15] and Watkins et al [16] have proposed the use of complex wavelet 
transforms to identify dominant orientations in porous media. They used the 
transformation to find the dominant orientations of permeability anisotropy. Recently, 
Chen et al [14, 17] developed textural features extracted from Fourier Transform, 
GLRLM, DWPT, DT-CWT, and histogram analysis are used to categorize brain CT 
images into two groups.  The average classification accuracy rate obtained was 81.79%. 
The complex wavelets analysis used in their study can provide basic information about 
the local textural orientation. 
In all these studies, ICP level of patients are estimated; however, the ICP value is not 
obtained. Also, depending on the features used in these studies, the classification 
accuracy rate varies to around 82%. In the image analysis part of this thesis, a novel 
approach is proposed to increase the classification accuracy rate. It uses the energy of 
different sub-band images of 2-D fully-anisotropic Morlet wavelet transformation as 
informative features of patients‟ brain CT images. The proposed features are capable of 
distinguishing the dominant orientations in the texture of brain tissue. Due to the large 
number of features extracted, different feature space reduction methods were 
investigated. Also, K-nearest Neighbor (KNN) and Support Vector Machines (SVM) 
classifiers were employed to classify the brain CT images in mild and severe TBI groups. 
In the following, the ICP values are also estimated using the proposed features and 
support vector regression. 
Besides the image analysis-based approaches, recently numerical modeling and Finite 
element (FE) methods have appeared in brain research to simulate the brain tissue 
deformations. Most of these works are in the context of image-guided neurosurgery as a 
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tool for the prediction of tissue motion during brain surgical intervention [18]. The 
simplest technique to model soft tissue deformations is a mass-spring model in which 
tissue is represented by a mesh of springs, with point masses placed at the connecting 
nodes [19]. A significant drawback of these models is that their parameters have no 
physical analogue [20], and so the constitutive laws cannot be incorporated into this 
framework in a straightforward way. The earliest finite element approaches to model the 
brain were developed for modeling trauma [21]. Ferrant et al [22] used a linear elastic 
finite element model to infer a volumetric deformation field from surface deformations 
using MR images. Clats et al [23] used a linear elastic model to predict the gravity-
induced deformation of brain tissue based on the cerebral spinal fluid levels during long 
procedures to treat Parkinson‟s disease but they did not present any quantitative results. 
Hagemann et al [24] improved the purely elastic models by coupling elastic and fluid 
models to describe the mechanical behavior of solid tissue and cerebrospinal fluid. Many 
researchers [25, 26] have proposed other modeling techniques such as porous media 
models to address the sponge-like behavior of the brain. Miller et al [27] described a 
porous media model valid for finite deformations. Most of the current literature in 
biomechanical modeling of traumatic brain injury is concerned with hyperelastic or finite 
viscoelastic models, accounting for small perturbations away from thermodynamic 
equilibrium [28, 29]. Nonetheless, some constitutive models are proposed that can 
include plasticity, hysteresis, and biphasic (fluid-solid) behavior of soft tissues. El Sayed 
et al [30, 31] have proposed a brain model which is able to reproduce the permanent 
brain tissue damage in the form of plastic sliding between brain layers. Their model 
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includes time-dependant viscous deformations and large perturbations of the material 
from thermodynamic equilibrium via an exact finite viscoelasticity theory. 
In most of these works, the finite element modeling is used to study the intraoperative 
behavior of brain tissue. In this work, image analysis based estimated ICP values are 
employed as input to the finite element model of brain to study the mechanical 
deformations of tissue. By using this technique extra information about the tissue 
condition is obtained. In the next chapter, ICP classes are estimated using optimal 
selection of image features and classification. In the following, the ICP value estimated 
using image analysis is applied to the FE modeling as an external uniform pressure to 
obtain stress/strain distribution over the tissue providing a more accurate understanding 
of the severity of the injury. 
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CHAPTER 3 ICP level estimation 
 
 
3.1 Introduction 
Hematoma and edema are two common pathological features in traumatic brain injury, 
e.g., in the case of brain contusion. Because of the swelling effect from hematoma or 
edema, the brain structure may twist or shift to the opposite side of the swelling location. 
This change to the normal structure of brain can be measured using informative features. 
One of the mostly used groups of informative features in biomedical image processing 
and pattern recognition is textual features. Biomedical images exhibit textures in their 
structures and, therefore, textural features have been widely used in biomedical image 
processing mostly for segmentation of anatomical regions and tissue classification. Image 
textures do not have an accurate mathematical definition. As such, they are usually 
regarded as visual patterns composed of sub-patterns or entities with characteristic shape 
and brightness. Most of the parameters attributed as textural descriptors try to quantify 
either the gray-level intensity properties or the spatial arrangements of texture primitives 
inside a window. This is based on the fact that textures possess statistical and geometrical 
regularities. These properties of textures are the basis for the major texture analysis 
classes. Textural analysis can be divided into four groups based on: 1) texture‟s statistical 
properties, 2) texture‟s geometrical properties, 3) mathematical models describing 
textures, 4) signal processing methods that try to analyze texture in other domains using 
transforms such as Fourier, Gabor, and wavelet transform.  
In this chapter a novel approach to ICP level estimation is introduced. It proposes novel 
textural features from complex wavelets transform, and uses a combination of principal 
component analysis (PCA), support vector machines (SVM), k-nearest neighbors (KNN), 
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and genetic algorithms (GA) for optimum feature selection from texture images. In the 
area of ICP level estimation using brain CT images, the novelty presented in this chapter 
can be summarized as the using an effective anisotropic complex wavelet transform-
based textural feature extraction method in ICP class estimation that provides directional 
information about the brain texture images.   
The rest of this chapter is organized as follows. A brief introduction to the theory of 
methods used in this study is given in section 3.2. Then, the results and discussion are 
presented in section 3.3. 
 
3.2 Theory 
3.2.1 Wavelet Transform 
Wavelet analysis is a very powerful tool in signal and image processing. A wavelet 
transform is an integral transform in which the kernel is a function (wavelet) that has 
compact support, indicating that the function is non-zero over a finite interval and zero 
elsewhere. Due to this feature, wavelet analysis can identify local characteristics of a 
random field. The method comes in two versions: Continuous Wavelet Transform 
(CWT), where all values of translation and dilation (scale) parameters are considered, and 
Discrete Wavelet Transform (DWT), where only a discrete set of parameters is used. 
Recently, wavelet packets (WPs) have been widely used by many researchers to analyze 
biomedical signals and images. There are many outstanding properties of wavelet 
packets, which encourage researchers to employ them in widespread fields. It has been 
shown that sparsity of coefficients‟ matrix, computational efficiency and time-frequency 
analysis can be useful in dealing with many engineering problems. The most important, 
multiresolution property of WPs is helpful in biomedical signal and image analysis. 
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The hierarchical WP transform uses a family of wavelet functions and their associated 
scaling functions to decompose the original signal or image into subsequent sub-bands. 
The decomposition process is recursively applied to both the low and high frequency sub-
bands to generate the next level of the hierarchy. WPs can be described by the following 
collection of basis functions: 
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where p is scale index, l the translation index, h the low-pass filter and g the high-pass 
filter with 
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the WP coefficients at different scales and positions of a discrete signal can be computed 
as follows: 
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3.2.2 Anisotropic complex 2-D wavelet transforms 
The 2-D extension of the DWT is often appropriate in medical diagnosis considering that 
the idea of multiresolution analysis lies at the heart of human vision. As in 1-D, this 
DWT has a close relationship with numerical filters and related techniques of signal 
processing such as sub-band coding. CWT, on the other hand, may also be extended to 
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two dimensions. Given a 2-D signal (an image) s, its WT with respect to the analyzing 
wavelet of ψ is: 
 
 
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     (7) 
Where the hat sign denotes a Fourier transform and b, a, and   are translation, dilation, 
and rotation angle ( r   is the rotation matrix) of the analyzing wavelet ψ, respectively. 
Therefore, CWT of an image is a function of four variables: two position variables bx, by , 
a dilation parameter a and a rotation angle  . This explains the efficiency of the CWT in 
treating singularities, since it unfolds them from two to four dimensions. Also, contrary to 
DWT, the wavelet ψ in the equation above is largely arbitrary and is not determined by 
the multiresolution scheme. The wavelet can be any function with highly non-restrictive 
properties that decays reasonably fast such that it is non-zero only over a small region. 
One such function is the complex Morlet wavelet defined as: 
0 0 0. 1/ 2( . )1/ 2( . ) 1/ 2( . )( )
TT Tik x k B Bkx A Ax x A Ax
x e e e e
 
     (8) 
where 0k is a wave vector, A is an anisotropy matrix, 
1B A , and the superscript T 
denotes the matrix transpose. Kumar [32] controlled the orientation of the wavelet by 
defining the wave vector as 0 0 0( cos , sin )k k k  with 0 5.5k  to obtain a wavelet that 
can be rotated through an angle  . 
The Morlet wavelet is directional and can identify dominant orientations in random 
fields. The Morlet wavelet, presented by Kumar [32], has directionally dependent real 
and imaginary parts. However, it is isotropic in magnitude and does not take advantage of 
the anisotropy of random fields. A modified fully anisotropic Morlet wavelet has been 
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proposed by Neupauer et al [15] that, in addition to having directional dependence in the 
real and imaginary parts, is also anisotropic in magnitude. In order to identify dominant 
orientations in anisotropic random fields, it is necessary to use an anisotropic Morlet 
wavelet that is elongated along the same orientation as the parallel structures. In this 
wavelet both the elliptical envelope and the wave vector are rotated through an angle 
defined by the orientation parameter  . This wavelet is defined by [15]: 
0 1/ 2( . )( , ) ,
Tik Cx Cx A ACx
x e e 

        (9) 
with 0 0(0, )k k , 0 5.5k  , ( ,1)A diag L . L is the anisotropy ratio, defined as the ratio of 
the scaling factor in the direction perpendicular to   to the scaling factor in the   
direction. Also, C is a linear transformation matrix given by 
cos sin
sin cos
C
 
 
 
   
         (10) 
Using this linear transformation the entire wavelet rotates through an angle   defined as 
positive in the counterclockwise direction. Figure  3-1 illustrates the real parts of basic, 
shifted, and scaled Morlet wavelet, and anisotropic wavelet. 
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Figure ‎3-1 (A) Mother wavelet. (B) Shifted wavelet (b=(1,-2)). (C) Scaled wavelet (a=2). (D) Rotated 
wavelet (θ=15). (E) Anisotropic wavelet (θ=0, L=0.5). (F) Anisotropic wavelet (θ=15, L=0.5). Black 
rings represent envelope that contains most energy of wavelet [15]. 
 
There are many criteria for selecting the dominant orientations such as wavelet variance, 
and coefficients‟ energy. In this study we are interested in finding informative features 
that are capable of differentiating brain CT images corresponding to mild or severe 
traumatic brain injury cases based on the directional textural features. In order to obtain 
powerful textural features of brain texture images, the energy of wavelet coefficients for 
each transformation is calculated using the equation below: 
2
, , , , , ,y x
y x
a L a L b b
b b
Energy C         (11) 
Thus, we will have one feature for each wavelet transformation with a certain dilation, 
angle, and anisotropy ratio (L). The energy of this transformation quantifies the 
similarities between the directional mother wavelet and the texture image. Therefore, the 
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selected image features are capable of distinguishing the changes in brain texture 
orientation caused by compression or rotation of tissue. 
 
3.2.3 Davies-Bouldin Index 
One of the widely used methods in feature selection is Davies-Bouldin (DB) index. The 
Davies-Bouldin criterion has been proven to be effective in many biomedical applications 
when used to evaluate the classification ability of feature space [15]. Khadivi et al [33] 
have shown the usefulness of DB index in the selection of voice signal features to 
classify vocal disorders and in this chapter the same technique is applied to classify the 
features from brain CT images. The DB index (DBI), or cluster separation index (CSI) is 
based on the scatter matrices of the data and is usually used to estimate class separability. 
It requires the computation of cluster-to-cluster similarity: 
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where iiD and jjD are the dispersions of the i
th
 and j
th
 clusters, respectively, and ijD is the 
distance between their mean values. iiD and ijD are given by: 
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and 
ij i jD m m            (14)      
where iN is the number of members in cluster i, yn  is the n
th
 sample vector of cluster i, 
and mi is the mean vector of the cluster i. DBI is obtained through determining the worst 
case of separation for each cluster and averaging these values as follows: 
32 
 
1
1
DB max
K
ij
i j
i
R
K 
             (15) 
where K is the total number of clusters. Herein, K is two and DBI assesses the 
separability of two classes: mild TBI, and severe TBI. Lower values of the DB indices 
indicate higher degrees of cluster separability. As such, when choosing features using 
DBI, features with the lowest DB indices are selected. 
 
3.2.4 T-Test 
Among the widely used existing feature selection algorithms is the T-test. This test 
investigates whether the means of two classes are statistically different from each other 
by the calculation of a ratio between the difference of the two class means and the 
variability of the two classes. Three basic factors help determine whether an apparent 
difference between two groups is a true difference or just an error: 
The larger sample, the less likely that the difference is due to the sampling errors or 
chance. 
The larger the difference between the two means, the less likely the difference is due to 
sampling error. 
The smaller the variance among the participants, the less likely that sampling errors 
created the difference. 
 
In this study, the absolute value two-sample T-test with pooled variance estimate was 
employed to rank the features obtained. Based on the individually ranked features, we 
can select the first n features to obtain a feature vector of length n.  
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3.2.5 Principal Component Analysis (PCA) 
PCA method has been widely used in data compression and feature extraction for 
transforming the existing input features into a new lower-dimension feature space. The 
basic idea of PCA is to reduce the dimensionality of a dataset, by extracting the smallest 
number of components that account for most of the variation in the original multivariate 
data. In this study we are concentrating on the feature selection application of that. In that 
sense, given a large number of features, it is desired to select a shorter number of features 
or a transformation of features into a lower dimension. Mathematically, PCA is defined 
as an orthogonal linear transformation that transforms the data (features) to a new 
coordinate system such that the greatest variance by any projection of the data comes to 
lie on the first coordinate (first principal component), and the second greatest lies on the 
second coordinate, and so on. In other words, the first principal component accounts for 
as much of the variability in the data as possible, and each succeeding component 
accounts for as much of the remaining variability as possible. Thus, the computation of 
components is straightforward: Firstly, the average of samples is computed as: 
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where ,N and i  are the number of samples, and the ith sample respectively. Next the 
difference ( ) of each sample from the average is computed as: 
i i              (17) 
Then, the covariance matrix is estimated by: 
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where 
1 2[ , ,..., ]NA    . The eigenspace can now be defined by computing the 
eigencevtors ( )iU of C. 
Now, we can keep a smaller number of eigenvectors corresponding to the largest 
eigenvalues as our new feature vector containing smaller number of features. In other 
words, by keeping the first n eigenvectors with highest eigenvalues a feature vector of 
length n is constructed. 
 
3.2.6 K-Nearest Neighbor classifier (KNN) 
The K-Nearest Neighbor (KNN) method, proposed by Cover and Hart [34, 35], is a very 
computationally efficient non-parametric approach for classification purposes. Partly 
because of its perfect mathematical theory, the KNN method has been developed into 
several variations. Since given an infinite sample points, the density estimates converge 
to the actual density function, the KNN classifier becomes the Bayesian classifier if a 
large-scale sample set is provided. But in practice, given a small sample, the Bayesian 
classifier usually fails in estimating the Bayes error, especially in a high-dimensional 
space, which is called the “curse of dimensionality”. Therefore, KNN is only efficient 
when the sample space is large enough. In this project, the number of features is above 
1000, which makes the KNN method desirable. 
Given the training set 1 1 2 2{( , ),( , ), , ( , )}m mT x y x y x y , the class of the input vector x 
can be determined by its k-nearest neighbor class labels. The most specific case of KNN 
is the 1NN method, which just searches for the nearest neighbor: 
arg min , 1, ,i
i
j x x i m          (19) 
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where ix x is the Euclidean distance of vector x from training sample vector xi . Then, 
( , )jx y  is the solution of the classification of the input vector x. 
An obvious extension of the NN method is the k-nearest neighbor rule. As one would 
conclude from the name, this rule classifies x by assigning it the label most frequently 
represented among the k-nearest samples; In other words, a decision is made by 
examining the labels on the k nearest neighbors and then taking a vote [36]. In this study, 
KNN classifiers with k=1, 2, 3, 4, and 5 were used to classify the CT images. Including 
more neighbors in the calculations make the process more time consuming and 
computationally expensive. 
 
3.2.7 Support Vector Machines 
Support vector machines (SVM), is a useful technique in the field of statistical learning 
theory and was proposed by Vapinik [37]. It is based on the structural risk minimization 
(SRM) principle, in which two main objectives are pursued. The first is to control the 
empirical risk on the training data set. The second is to control the capacity of the 
decision to obtain the risk value [37]. It is a method of training polynomials, radial basis 
functions and multi-layer perception classifiers in which the weights of the network are 
found by solving a quadratic programming (QP) problem, with linear inequality and 
equality constraints. The main idea is explicitly described below. 
3.2.7.1 Optimal Separating Hyperplanes 
Let 1( , )i i i Nx y    be a set of training examples, each example
d
ix R , d being the 
dimension of the input space, belonging to a class labeled by  1,1iy   . The aim is to 
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define a hyperplane, which divides the set of examples so that all the points with the 
same label are on the same side of the hyperplane. This amounts to finding w and b so 
that ( . ) 0 1, ,i iy w x b i N        (20) 
If there exists a hyperplane satisfying (20), the set is said to be linearly separable. In this 
case, it is possible to rescale w and b so that                                                                                                     
1
min ( . ) 1, 1, ,i i
i N
y w x b i N
 
          (21) 
i.e., the distance from the closest point to the hyperplane is
1
w
. Then, (21) becomes: 
( . ) 1i iy w x b           (22)  
Among the separating hyperplane, the one with the maximal distance to the closest point 
is called optimal separating hyperplane (OSH). Since the distance to the closest point 
is
1
w
, finding the OSH amounts to minimizing 
2
w under constraints (22). 
The quantity
2
w
 is called the margin, and thus the OSH is the separating hyperplane 
which minimizes the margin. The margin can be seen as the generalization ability: the 
larger the margin, the better the generalization is expected to be [37]. 
Since
2
w is convex, minimizing it under linear constraints (22) can be achieved with 
Lagrange multipliers. If we denote by 1( , , )N    the N non negative Lagrange 
multipliers associated with constraints (22), the optimization problem amounts to 
maximizing  
1 , 1
1
( ) .
2
N N
i i j i j i j
i i j
W y y x x  
 
          (23) 
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with 0i   and under constrain 1 0
N
i ii
y

 . This can be achieved by using the 
standard quadratic programming method. 
Once the vector 
1
0 0 0( , , )
N
    solution of the maximization problem (23) has been 
found, the OSH 
0 0( , )w b  has the following expansion: 
0
0
1
( ) sgn ( . )
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i i i
i
f x y X X b

         (24) 
3.2.7.2 Linearly Nonseparable Case 
When the data is not linearly separable, we introduce slack variables 1( , , )N  with 
0i   [38] so that  
( . ) 1 1, ,y w x b i N
i i i
            (25) 
to allow the possibility of examples that violate (22). The purpose of the variables i  is to 
allow misclassified points, which have their corresponding 1
i
 . Therefore
i
  is an 
upper bound on the number of training errors. The generalized OSH is then regarded as 
the solution of the following problem: minimize 
1
.
2 1
N
w w C
i
i
 

          (26) 
subject to constraints (25) and 0i  . The first term is minimized to control the learning 
capacity as in the separable case; the purpose of the second term is to control the 
misclassified points. 
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3.2.7.3 Nonlinear Support Vector Machines 
The input data is mapped into a high-dimensional feature space through some nonlinear 
mapping chosen a priori. In this feature space, the OSH is constructed. By replacing x by 
its mapping in the feature space ( )x , (23) becomes 
1 , 1
1
( ) ( ). ( )
2
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i i j i j i j
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W y y x x    
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If we have ( , ) ( ). ( )i j i jK x x x x  , the only K is needed in the training algorithm and 
mapping   is never explicitly used. Conversely, given a symmetric positive kernel 
K(x,y), Mercer‟s theorem, indicates us that there exists a mapping   so that  
( , ) ( ). ( )K x y x y           (28) 
Once a kernel K satisfying Mercer‟s condition has been chosen, the training algorithm 
consists of minimizing  
1 , 1
1
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and the decision function becomes  
1
( ) sgn( ( . ) )
N
i i i
i
f x y K x x b

         (30) 
In this research, linear, quadratic and Radial Basis functions have been used as kernel 
function with fixed parameters of 32768C   and 0.125  . The search method used to 
find the separating hyperplane is quadratic programming. 
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3.2.8 Genetic algorithm 
Genetic algorithms, introduced by Holland, are based on the idea to engender new 
solutions from parent solutions, employing mechanisms inspired by genetics [39]. The 
best offspring of the parent solutions are selected for the next series of mating; thereby 
proceeding in an evolutionary fashion that encourages the survival of the fittest, 
according to Darwin's theory. In a genetic algorithm a population of solutions is 
maintained and allowed to evolve through successive generations [40]. To create the next 
generation, either merging two solutions from the current solution via a crossover 
operator, or modifying an individual solution via a mutation operator forms new 
solutions. The solutions to be included in the next generation are then probabilistically 
selected according to their fitness value from the set comprising the current generation 
and the newly formed solutions. After a given number of generations, the process is 
stopped and the best solution is exhibited. 
The main advantages of this search procedure are the following: 
1) It allows an effective exploration of the solution space by sampling different regions of 
the space in parallel. 
2) It makes use of information extracted from the solution space already visited. 
3) It is not based on gradient information and has, therefore, no requirements on the 
continuity or convexity of the solution space. 
The basic element processed by a genetic algorithm is the bit or real valued string that is 
called chromosome. The algorithm only needs to evaluate the objective function for each 
string to guide its search. Each chromosome can be evaluated by a fitness function. High 
fitness corresponds to good chromosome performances. A new generation will evolve 
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from the current generation by applying genetic operators like the crossover and mutation 
operators. 
In this work, bit string genetic algorithm with parameters as shown in Table 1 has been 
employed in CT images feature selection phase to select the best set of features according 
to their mild/severe TBI classification ability. The algorithm is performed using Genetic 
Algorithm toolbox of Matlab. 
Table 1 SGA Parameters 
 
SGA Parameter Value 
Number of generations 4000 
Population size 32 
Elite count 8 
Reproduction method Rank 
Crossover method Scattered 
Mutation method Gaussian 
Selection Stochastic uniform 
 
3.3 Data preparation 
A database consisting of 59 brain CT images and their corresponding ICP values from 
Carolinas Healthcare System (CHS) is used in this study. The patients have consented to 
the use of the information for research purpose and the IRB has granted the approval to 
engage in research using these data. For each patient, the ICP value is recorded every 
hour at any given day. To associate the ICP value with each CT scan, the two closest 
measurements of ICP to the time of CT scan acquisition (both within an hour) are 
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averaged and assigned as the ICP value at the time of the CT scan. Then, CT images are 
categorized into severe (ICP>15) and mild (ICP<15) TBI groups according to their 
corresponding measured ICP. With this method to threshold ICP levels of images, there 
are 31 cases of mild and 25 cases of severe TBI. 
 
3.4 Approach 1 
3.4.1 Structure of approach 
For each CT image, four square sub-image regions are selected manually such that they 
contain brain tissue areas while avoiding blood and ventricles in regions as shown in 
Figure  3-2 . The features corresponding to each image are the average of features at sub-
images. Figure  3-3 illustrates the flowchart for image analysis and feature extraction 
process. Features are extracted from each region using continuous wavelet transform with 
the mother wavelet of anisotropic Morlet wavelet and averaged for each CT image. The 
inherent directional properties of anisotropic Morlet wavelet provide directional features 
from image texture. Different feature selection methods are used to rank features with 
respect to their abilities to differentiate the two lasses of mild and severe TBI. Due to the 
large number of features (i.e. 1024), three different methods of feature selection (DBI, 
PCA, and T-Test) are employed to evaluate the effectiveness of the methods. First, DBI 
method was performed to rank the features. With the feature ranks on hand, one can 
easily construct the feature vector of length n by considering the first n features with the 
highest ranks. All the possible lengths (1-1024) have been considered in the study to 
investigate the influence of number of features included in the feature vectors. Next, the 
effectiveness of feature vectors was investigated based on the classification accuracy rate 
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of two different classifiers (KNN and SVM) with different kernel functions. Also, in 
order to avoid overfitting, 10 fold cross validation is done as follows: 
1. The data is split into 10 folds randomly. 
2. One fold is left aside as the test data and the algorithm is applied to each of the 9 
training data. 
3. The method is evaluated on the left 1 fold testing data. 
4. The testing results are averaged as the final evaluation.  
Finally, the classification accuracy rates are obtained for feature vectors and the results 
are compared. 
 
Figure ‎3-2 Selection of regions of interest in a sample brain CT image 
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Figure ‎3-3 Flowchart of the Classification Process for Estimating the TBI Severity using ICP 
3.4.2 Numerical simulations and results 
Figure  3-4 shows the classification accuracy rates for different feature vector lengths and 
K-Nearest-Neighbor classifiers with K=1, 2, 3, 4, and 5. Features in the feature vectors 
were chosen according to their DB values. In other words, a feature vector of length n 
contains top n features with least DB values (i.e. highest class separability). As can be 
seen, KNN classifiers (K=5, 3 and 4) have relatively better performances for the short 
feature vectors. However, by including more features, their performance decreases 
steadily. Moreover, the highest classification accuracy rate of 76.1 percent was obtained 
by KNN classifier K=3 and the feature vector length of 252. Also, when using features 
chosen by DBI, this classifier has a generally good performance for feature vectors of 
length 200-300. 
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Figure ‎3-4 Classification accuracy rates for features selected from DBI and KNN classifiers 
In Figure  3-5, DBI ranked features are classified using SVM classifiers with different 
kernel functions. As can be seen, SVM classifiers with the linear kernel function had the 
best performance for all feature vector lengths, reaching the highest accuracy rate of 80.1 
percent for the feature vector of length 215. SVM classifiers with radial basis function 
(RBF) and quadratic function tended to reach the highest classification accuracy rates of 
65.1 and 64.8 percent, respectively. 
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Figure ‎3-5 Classification accuracy rates for features selected from DBI and SVM classifiers 
 
Figure  3-6 and Figure  3-7 illustrate the classification accuracy rates for different feature 
vector lengths chosen based on the Principle Component Analysis (PCA). As can be 
seen, KNN classifiers K=3 and K=4 chose the best numbers of nearest neighbors. 
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Figure ‎3-6 Classification accuracy rates for features selected using PCA and KNN classifiers 
 
 
Figure ‎3-7 Classification accuracy rates for features selected using PCA and SVM classifiers 
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Also, it can be concluded that the quadratic and radial basis functions were the best 
kernel functions among the SVM classifiers. However, the accuracy rates obtained from 
PCA feature selection method did not exceed 65%. 
In Figure  3-8 and Figure  3-9, features chosen based on the T-Test criterion are presented. 
KNN with K=1 and 2 slightly over performed other KNN classifiers for long feature 
vectors, and K=5 are better results for relatively short feature vectors. The performance 
trends of different KNN classifiers on features selected using T-Test showed high 
similarity to the ones obtained using DBI (Figure  3-4). Also, it can be concluded that the 
linear kernel function provides the best classification accuracy rate of 83.8% when using 
the feature vector of length 126 selected according to T-Test criterion. Moreover, Figure 
 3-9 shows that by increasing the number of features in the feature vector, the 
classification accuracy rates for all kernel functions tend to converge to 65%. 
The performance of the best feature vector obtained was evaluated in terms of the mean 
and standard deviation of sensitivity, specificity, and classification accuracy.  The three 
terms are defined as follows: 
Sensitivity is the probability that a diagnostic test is positive, given that the person has the 
disease, 
;
TP
Sensitivity
TP FN


        (31) 
Specificity is the probability that a diagnostic test is negative, given that the person does 
not have the disease, 
;
TN
Specificity
TN FP


        (32) 
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Figure ‎3-8 Classification accuracy rates for features selected using T-Test and KNN classifiers 
 
 
Figure ‎3-9 Classification accuracy rates for features selected using T-Test and SVM classifiers 
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Accuracy is the probability that a diagnostic test is correctly performed, 
,
TP TN
Accuracy
TP TN FP FN


  
       (33) 
where, 
TP is True Positives, 
TN is True Negatives, 
FP is False Positives, and 
FN is False Negatives. 
 
The classification accuracy for feature vector selection is presented in Table 2. It can be 
seen from Table 2 that best feature vector classification accuracy is around 83.8% with a 
sensitivity of 88.4% and specificity of 82.7%.  
Table 2 Classification rates for the best feature vector (%) 
Sensitivity Specificity Accuracy 
88.4 3.1  82.7 5.6  83.8 4.8  
 
Table 3 presents the classification accuracy rates of different combination of methods 
used in this study. As can be seen from Table 3, from various combinations of methods 
investigated, the T-test-SVM method has highest classification accuracy (83.8%) and 
PCA-KNN method has the lowest classification accuracy (61.9%). This finding is based 
on extensive parametric studies, which are summarized in Table 3. 
 
 
Table 3 Overall classification accuracy rates (%) 
DBI-KNN DBI-SVM PCA-KNN PCA-SVM T-test KNN T-test-SVM 
76.1  80.1 61.9  64.8  77.3  83.8  
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3.5 Approach 2 
3.5.1 Structure of approach 
In the second approach, features are extracted using the same method used in the first 
approach. The process flowchart is depicted in Figure  3-10. Continuous anisotropic 
Morlet wavelet based transformation is carried out and the energy of coefficients is 
calculated to construct textural features from brain CT images. In the second approach, 
genetic algorithm is employed to select the optimal feature set. For each individual (i.e. 
feature vector), SVM, and KNN classifiers are used in the wrapper for the classification 
measurement of feature sets. As such, the classification accuracy rate of a feature vector 
is calculated as its corresponding GA fitness function. The feature vector length has been 
set to be constant during each evaluation. Also, the role of different kernel functions for 
SVM (i.e. linear, quadratic, and RBF) and KNN (i.e. K=1, 2, 3, 4, and 5) has been 
examined. Moreover, 10 fold cross validation was performed 10 times with random split 
of data to avoid overfitting. Figure  3-11 shows the GA optimization convergence over 
4000 generations.  
Figure ‎3-10 Flowchart of approach 2. 
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Figure ‎3-11 GA optimization process in Matlab 
 
3.5.2 Numerical simulations and results 
Figure  3-12 shows the classification accuracy rates for feature vectors of lengths 5, 10, 
and 15 obtained from GA optimization with KNN classification accuracy rate as its 
fitness function and classifier. As can be seen by increasing the number of features in the 
feature vector the accuracy increases. However, by considering more neighbors in KNN 
the accuracy tends to decrease. 
Figure  3-13 illustrates the classification accuracy rates for feature vectors of the same 
lengths as above obtained from GA optimization with SVM classification accuracy rate 
as its fitness function and classifier. As can be seen in Figure  3-13, an increase in the 
number of features in the optimal feature vector results in an increase in the classification 
accuracy rate. Also, linear kernel functions have better performances when dealing with 
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longer feature vectors. The highest classification accuracy rate of 94.43 percent is 
achieved using optimal feature vector of length 15 and linear kernel function. 
 
 
Figure ‎3-12 Classification accuracy rates for GA optimization with KNN fitness function. 
 
Figure ‎3-13 Classification accuracy rates for GA optimization with SVM fitness function 
53 
 
In order to minimize overfitting, nested cross-validation is employed to avoid using any 
data for both feature selection and classification methods. Also, DBI method is employed 
as the GA cost function. More details of the method can be found in [17]. The 
classification results are shown in Figure  3-14. As can be seen the maximum 
classification accuracy rate of 86.5% is obtained. 
 
Figure ‎3-14 Classification accuracy rates for nested CV with GA-DBI fitness function 
 
3.6 Discussion 
In this chapter, a non-invasive method is proposed to estimate the ICP class level of 
patients using brain CT images and fully anisotropic features from 2-D complex wavelet 
analysis. The energy of wavelet coefficients at each sub-band of 2-D complex wavelet 
transform with mother wavelet of anisotropic Morlet wavelet was used as the informative 
feature. Being a function of four independent variables, the proposed complex wavelet 
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transform features have more information redundancy compared to conventional 
isotropic transform, which makes it an outstanding candidate for brain CT image feature 
extraction. In order to reduce the dimensionality of big feature space, two approaches are 
taken. In the first approach, T-Test, PCA, and DBI methods were employed to rank the 
features and select the best features. Also, two different classifiers of KNN and SVM 
were used to classify the images. From various combinations of methods investigated, the 
T-test-SVM method was found to possess the highest classification accuracy rate (83.8%) 
for TBI severity level estimation. In the second approach, optimal feature vectors with 
varying lengths are obtained using GA with the fitness functions of SVM and KNN 
classification accuracy rates. The results show that the proposed method can offer a 
reasonable lead to a good TBI severity class estimation of 94.43 percent. 
The overall classification results from two approaches show that the proposed textural 
features from anisotropic Morlet wavelet transform are capable of detecting certain 
textural characteristics of brain CT images and can be used for further studies of TBI 
severity estimation. It is shown that the proposed algorithm can classify the given brain 
CT images into two class of mild and severe cases with an overall 94.43 percent success 
rate. 
The classification of mild/severe TBI is very helpful when dealing with real emergency 
situations. However, obtaining more accurate estimation of ICP is desired as well. In the 
following, we will expand the work to estimate the ICP values using the textural features 
obtained from this work.  
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CHAPTER 4 ICP prediction 
 
 
4.1 Introduction 
In the previous chapter, ICP level (below/over 15 mmHg) of the brain CT images was 
estimated using features from anisotropic complex wavelet transform and pattern 
recognition techniques. In this chapter, we will concentrate on the estimation of the ICP 
value using the informative wavelet features and support vector regression.  
Many previous works are proposed to predict the ICP signal using time series prediction 
methods [41-46]. For instance, in a conventional method, the ICP was predicted 
assuming a linear relationship among arterial blood pressure (ABP), ICP, and flow 
velocity. Xu et al [46] improved their conventional method of ICP prediction using 
nonlinear kernel regression. They reduced the mean ICP prediction error to 6.0 mmHg 
compared to 6.7 mmHg of the original approach. However, it should be emphasized that 
the goal of this chapter is to estimate the average of ICP signal of patients with TBI using 
one slice of their brain CT images and computational methods.  
One of the important tools in directional image texture analyses is Dual-Tree Complex 
Wavelet Transform (DT-CWT). By using DT-CWT it is possible to extract texture 
features that are rotation variant and rotation invariant. These rotation variant features are 
very useful when estimating the dominant orientations of a texture. There are various 
ways to extract features from DT-CWT. The very first studies were done by Kingsbury 
[47] and many researchers such as [48] are proposing new methods to extract features 
from DT-CWT. DT-CWT features are also used in brain CT image analysis. As a recent 
attempt to classify brain CT images using DT-CWT features, Chen et al [17, 49] 
developed textural features extracted from Dual-Tree Complex Wavelet Transform (DT-
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CWT), Fourier Transform, Gray Level Run Length Matrix (GLRLM), Discrete Wavelet 
Packet Transform (DWPT), and histogram analysis to categorize brain CT images into 
two groups of mild and severe TBI. The average classification accuracy rate obtained was 
81.79%.  
In this work, features obtained from fully anisotropic Morlet wavelet transform are 
compared to the features obtained from DT-CWT. The approach used to find the optimal 
set of features is similar to the one used in the previous section. Genetic algorithm is 
employed in a wrapper to select the best feature vector. Support vector regression (SVR) 
is used to estimate the ICP. The rest of chapter is organized as follows: The theory of 
methods used is presented in the next section. In the following the data preparation and 
the proposed procedure is discussed. Finally, simulation results are given and discussed. 
 
4.2 Theory 
4.2.1 Dual-Tree complex wavelet transform (DT-CWT) 
Kingsbury [50] introduced a new kind of wavelet transform, called the dual-tree complex 
wavelet transform (DT-CWT) to overcome some shortcomings when applying Discrete 
Wavelet Transform (DWT) in higher dimension such as oscillations, shift variance and 
lack of directionality. Discrete wavelet transform is not shift invariant because of the 
decimation operation during the transform. Therefore, a small shift in the input signal can 
cause very different output wavelet coefficients. This is the main limitation of discrete 
wavelet transform in pattern recognition. In image processing applications, DT-CWT is 
known to be free of checkerboard artifact and to provide 6 directional wavelets that is 
165 , 135 , 105 , 75 , 45 , 15 . It exhibits approximate shift invariant property and 
improves angular resolution. The success of the transform is because of the use of filters 
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in two trees, a and b . Kingsbury proposed a simple delay of one sample between the 
level 1 filters in each tree, and then the use of alternate odd-length and even-length linear-
phase filters.  
Since DT-CWT is composed of two parallel wavelet transforms, according to the wavelet 
theory, the wavelet coefficients Re ( )ld k and scaling coefficients 
Re ( )jc k  of the upper tree 
can be computed via inner products: 
Re /2( ) 2 ( ) (2 ) , 1,...,l ll hd k x t t k dt l j


        (34) 
Re /2( ) 2 ( ) (2 )j jj hc k x t t k dt


         (35) 
Where l is the scale factor and j is the maximum scale. Similarly, the coefficients of the 
lower tree can be computed as: 
Im /2( ) 2 ( ) (2 ) , 1,...,l ll gd k x t t k dt l j


        (36) 
Im /2( ) 2 ( ) (2 )j jj gc k x t t k dt


         (37) 
The wavelet and the scaling of the DT-CWT coefficients can then be expressed by 
combining the output of the dual tree as follows: 
Re Im( ) ( ) ( ), 1,...,Cl l ld k d k jd k l j         (38) 
Re Im( ) ( ) ( )Cj j jc k c k jc k          (39) 
The real and imaginary parts of DT-CWT in the 6 directional sub-bands are illustrated in 
Figure  4-1. Also, Figure  4-2 illustrates a comparison between the DT-CWT of a sample 
wooden texture and a sample brain CT image texture. Finding a dominant orientation is 
much easier in a wooden simple texture with visible vertical textures. 
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15  45  75  105  135  165  
(a) 
      
15  45  75  105  135  165  
(b) 
Figure ‎4-1 (a) The real and (b) imaginary parts of the impulse responses of 2-D DT-CWT filters 
under six directional sub-bands [50]. 
 
Orientation Sample wooden texture Brain CT image texture 
Original 
  
15  
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45  
  
75  
  
105  
  
135  
  
165  
  
Figure ‎4-2 DT-CWTs of a sample wooden texture and a brain CT image 
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In this application, the energies calculated from coefficients of the high-pass sub-band of 
each level are used as textural features. Therefore, 6 directional features are extracted at 
each decomposition level to construct three feature vectors each of length 6.  
 
4.2.2. Support vector regression (SVR): 
 
Support vector regression‟s aim, as any other regression algorithm, is to find the optimal 
model parameters, w  and b , in the sense of an objective function. The objective 
function is defined as the error between the estimations ( , ) = Ti if bx w w x  and the 
target values iy  for the data points { , }i iyx . Different regression methods use different 
error functions. The error function associated with the SVR algorithm is called risk 
function and encompasses two terms,  
2
=1
1
= | ( , ) |
2
n
i i
i
R C y f  w x w        (40) 
The two terms in the risk function form a balance between generalizability and accuracy 
of the model. Generalizability is represented by the first term, which ensures the 
smoothness of the model, while the second term represents the accuracy of the model by 
minimizing the error and the number of data points that lie outside the tube. The balance 
between the two is controlled by the parameter C . The cost function in the second term, 
| ( , ) |i iy f  x w , is called “Vapnik lose function” and is defined as  
| ( , ) | | ( , ) |
| ( , ) | =
0 | ( , ) | .
i i i i
i i
i i
y f y f
y f
y f

 

   
 
 
x w x w
x w
x w
    (41) 
In order to form an optimization problem to minimize the SVR risk function, the slack 
variables   and *  are defined as follows: 
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| ( , ) | =i iy f   x w  (for data points „above‟ the tube)    (42) 
*| ( , ) | =i iy f   x w (for data points „below‟ the tube)    (43) 
 Substituting   and *  into the risk function R , one would form the following 
optimization problem with the risk function in terms of w ,   and * , 
2 *
*, ,
=1 =1
1
= ( )
2
n n
i i
i i
R C
 
   
w
w        (44) 
subjected to the constraints: 
, =1..Ti i iy b i n    w x        (45) 
*, =1..T i i ib y i n    w x        (46) 
*0, 0, =1..i i i n           (47) 
The dual Lagrangian of the above optimization problem is 
2 * * *
1 1
1
* *
1
1
( ) ( )
2
( )
( )
n n
i i i i i i
i i
n
T
i i i i
i
n
T
i i i i
i
L C
y b
y b
     
  
  
 


    
    
    
 


w
w x
w x
      (48) 
while i , 
*
i , i  and 
*
i  are the Lagrange multipliers, subject to the following constrains 
0i  , 
* 0i  , 0i   and 
* 0i  .        (49) 
It turns out that there is no duality gap between the primal and dual problems. As a result, 
the maximum of the dual problem is the minimum of the primal problem. Maximizing 
the dual problem will lead to the following partial derivatives of the Lagrangian with 
respect to the primal variables. 
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*
1
( ) 0
n
i i
i
L
b
 


  

          (50) 
*
1
( ) 0
n
i i i
i
L
 


   

w x
w
        (51) 
0i i
L
C  


   

         (52) 
* *
*
0i i
L
C  


   

        (53) 
Substituting (50), (51), (52) and (53) into (48) will result in a standard quadratic 
optimization problem in terms of the dual Lagrangian multipliers and the input data, 
* * * *
. 1 1 1
1
max ( )( ) ( ) ( )
2
n n n
i i j j i j i i i i i
i j i i
y        
  
        x x    (54) 
subjected to *
1
( ) 0
n
i i
i
 

   and *0 ,i i C   .     (55) 
Using (51), the vector w  is therefore *
1
( )
n
i i i
i
 

 w x  and finally: 
*
1
( , ) = ( )
n
T
i i i
i
f b 

 x w x x         (56) 
One can build a non-linear SVR model by replacing the inner product T
ix x  with the 
kernel function ( , )iK x x . This is called the kernel trick. The non-linear model is built by 
transforming the data into a higher dimensional feature space ( ) x  and performing a 
linear regression in that space, which is equivalent to a non-linear regression in the 
original space. SVR takes advantage of the kernel trick [51] which allows the algorithm 
to build a non-linear regression model without transforming the data into the feature 
space, which is often complex and computationally expensive. It turns out that the input 
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data appears only in the form of inner products T
ix x . As a result, the input data only 
appears in the form of ( ) ( )Ti x x  in the feature space, which could be replaced by the 
kernel function ( , )iK x x . The kernel function performs the inner product of the 
transformed data points in the original space and with a much lower computational 
complexity.  
 
4.3 Data preparation 
The database consisting of 59 brain CT images from Carolinas Healthcare System and 
their corresponding ICP values was used in this chapter. For each patient, the ICP signal 
is recorded every hour at any given day. To associate the ICP value with each CT scan, 
the two closest measurements of ICP to the time of CT scan acquisition (both with an 
hour) are averaged and assigned as the ICP value at the time of the CT scan. In this 
chapter, the threshold of 15 mmHg is not applied to classify them as mild/severe TBI. 
Instead, the ICP values are kept for estimation using support vector regression. Four 
square image regions of size 128 128  are selected in each CT image manually such that 
they contain brain tissue areas while avoiding blood and ventricles in regions.  
 
4.4 ICP estimation procedure 
An overview of the process is presented in a flowchart in Figure  4-3. Firstly, images are 
decomposed up to three levels using dual-tree complex wavelet transform (DT-CWT). 
Then, the energies of coefficients have been extracted from high-pass sub-bands of DT-
CWT at each decomposition level. Six directional features at each decomposition level 
are used to build the feature vector at the corresponding level. In the following, these 
three sets of features are used to predict the patients‟ ICP values using SVR.  
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Figure ‎4-3 Flowchart of the ICP estimation process 
 
In order to study the effect of kernel functions, three different types of kernels (i.e. linear, 
quadratic, and RBF) are examined. In the following, the next sets of features are 
extracted from each region using continuous wavelet transform with the mother wavelet 
of anisotropic Morlet wavelet. In order to optimally select the features with highest 
classification rates genetic algorithm is employed. For each individual (i.e. feature 
vector), SVM is used in the wrapper for the classification measurement of feature sets. As 
such, the classification accuracy rate of a feature vector is calculated as its corresponding 
GA fitness function. The feature vector length has been set to be constant during each 
evaluation. Also, different kernel functions for SVM (i.e. linear, quadratic, and RBF) 
have been tested. Moreover, 10 fold cross-validation with random split of data is done to 
avoid overfitting. Firstly, the data is split into 10 folds randomly. Then, the algorithm is 
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applied to each one of 9 folds and then the left aside fold as testing data evaluates the 
method. The average of results is considered as the final evaluation. 
 
4.5 Numerical simulations and results 
Figure  4-4, Figure  4-5, and Figure  4-6 depict the prediction error rates for linear, 
quadratic, and RBF kernel functions of SVR with DT-CWT features. In order to better 
observe the classification rates of severe cases the final results are plotted separately. 
However, it should be emphasized that only one SVR method is employed for both data 
group. As can be seen in Figure  4-4, when using a linear kernel function the best 
prediction rates for the average of severe and mild cases are obtained using the first level 
features as 6.16 mmHg. However, for severe TBI cases the best accuracy rate of 5.30 
mmHg is achieved using the third level features. The accuracy of prediction for patients 
with high ICP is important because of the higher risk of their disease.  
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Figure ‎4-4 I ICP prediction mean absolute error and standard deviation for DT-CWT features and 
SVR with linear kernel function 
 
According to Figure  4-5 the highest accuracy rate of prediction of severe TBI cases 
belongs to the first level features with the average error of 6.31 mmHg while the average 
prediction error for both cases using the third level is 5.08.  
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Figure ‎4-5 ICP prediction mean absolute error and standard deviation for DT-CWT features and 
SVR with quadratic kernel function 
 
According to Figure  4-6, SVR method with RBF kernel functions does not show a good 
improvement in the performance of the algorithm. For instance, although the features 
from the third level of decomposition have the average prediction error of 5.07 they 
present a relatively high prediction error of 7.41 for severe TBI cases. 
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Figure ‎4-6 ICP prediction mean absolute error and standard deviation for DT-CWT features and 
SVR with RBF kernel 
 
Figure  4-7 illustrates the classification accuracy rates for feature vectors of lengths 5, 10, 
and 15 obtained from GA optimization with SVM classification accuracy rate as its 
fitness function and classifier.  
As can be seen in Figure  4-7, the highest classification accuracy rate of 94.43 percent is 
achieved using optimal feature vector of length 15 and linear kernel function, which 
outperforms other existing methods such as [8, 14]. The selected features in feature 
vectors are presented in Table 4. Having on hand 9 optimal feature vectors, the ICP 
values have been predicted using SVR method with the same kernel functions. The SVR 
parameters obtained using 10 fold cross-validation is given in Table 5. 
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Table 4 Anisotropic continuous wavelet transform features 
Feature Number 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 
Vector 1 
L  0.2 0.2 0.2 0.3 0.5           
(deg)  20 30 150 40 10           
a  5 5 4 6 3           
Vector 2 
L  0.2 0.2 0.3 0.3 0.3 0.3 0.4 0.5 0.5 0.6      
(deg)  30 140 40 50 140 170 30 10 150 110      
a  5 5 6 6 5 3 6 3 4 5      
Vector 3 
L  0.2 0.2 0.2 0.2 0.2 0.3 0.3 0.3 0.3 0.4 0.4 0.5 0.5 0.5 0.6 
(deg)  20 30 30 50 150 10 40 40 160 30 30 10 10 150 110 
a  5 5 4 5 4 3 6 5 3 7 6 3 6 4 5 
 
 
Figure ‎4-7 Classification accuracy rates for GA optimization with SVM fitness 
function. 
 
 
70 
 
 
Table 5 SVR Parameters and values used in the simulation 
Kernel function Feature vector length C K ε 
Linear 
5 0.01 1 0.3 
10 1 1 0.2 
15 0.1 1 0.2 
Quadratic 
5 0.01 2 0.001 
10 0.01 2 0.005 
15 0.01 2 0.4 
RBF 
5 1000 0.01 0.01 
10 2 2 0.001 
15 5 1 0.001 
 
Figure  4-8 shows the mean absolute error and standard deviation of predictions using 
SVR with linear kernel function. As can be seen, similar to the previous feature sets the 
error rates obtained are lower for mild TBI cases with ICP values below 15. Also, by 
including more features in the feature vector the prediction error for severe cases 
decreases while the standard deviation does not change significantly. Using linear SVR 
method, the lowest ICP prediction error obtained for severe TBI cases is 6.176 mmHg. 
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Figure ‎4-8 ICP prediction mean absolute error and standard deviation for anisotropic continuous 
wavelet transform features and SVR with linear kernel function 
 
As can be seen in Figure  4-9, increasing the feature vector length has a negative influence 
on the prediction accuracy for both mild and severe TBI cases. Therefore, by using 
quadratic kernel function, the lowest prediction error obtained for severe TBI cases is 
7.423 and the average rate for both mild and severe cases is 4.958.  
Figure  4-10 illustrates the results obtained using SVR method with RBF. Contrary to the 
case with linear kernel function, by increasing the feature vector length the prediction 
error rate increases for severe TBI cases.  
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Figure ‎4-9 ICP prediction mean absolute error and standard deviation for anisotropic continuous 
wavelet transform features and SVR with quadratic kernel function 
 
 
Figure ‎4-10 ICP prediction mean absolute error and standard deviation for anisotropic continuous 
wavelet transform features and SVR with RBF kernel function 
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Finally, considering all kernel functions, it can be concluded that the best prediction 
results are obtained using SVR with RBF. The lowest ICP prediction error for cases with 
severe TBI is 4.59 mmHg and the average for both mild and severe TBI cases is as low as 
4.25 mmHg. This shows an improvement to the results obtained using DT-CWT features 
with the lowest prediction error of 5.83 for severe TBI and 5.48 for both cases. Also, this 
shows a remarkable improvement in ICP prediction using noninvasive methods compared 
to other works such as the work done by Xu et al [46] with the absolute mean error of 6.0 
mmHg. 
4.6 Conclusion 
In this chapter, a non-invasive method is proposed to estimate the ICP values of patients 
with TBI using 2-D anisotropic continuous wavelet features, genetic algorithm-based 
optimal feature selection, and support vector regression methods. The information 
redundancy obtained from anisotropic complex continuous wavelet transform makes it an 
outstanding candidate for biomedical image feature extraction. The energy of wavelet 
coefficients at each sub-band of wavelet transform of brain CT images is computed to 
construct our features. Then, nine optimal feature vectors with varying lengths are 
obtained using GA with the fitness functions of SVM mild/severe TBI classification 
accuracy rates. In the following, the ICP values have been estimated using SVR. The 
results are compared to the results obtained from DT-CWT features. It shows that the 
proposed method can offer a reasonable lead to a good ICP assessment with the mean 
absolute error of 4.25 mmHg for both mild and severe cases. The ICP values of mild and 
severe TBI cases can be predicted with mean absolute errors of 4.09, and 4.59 mmHg, 
respectively. 
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CHAPTER 5 TBI severity estimation using finite element 
modeling 
 
 
5.1 Introduction 
In chapters 3 and 4, image-based algorithms have been proposed to estimate the ICP level 
and mean ICP values for patients with traumatic brain injury. In this chapter, firstly, the 
severity of TBI is investigated using intracranial pressure and finite element (FE) 
modeling. Then the effect of intracranial bleeding is investigated using FE modeling.  
Numerical modeling and Finite element (FE) methods have recently appeared in brain 
researches to simulate the brain tissue deformations. Most of these works are in the 
context of image-guided neurosurgery as a tool for the prediction of tissue motion during 
brain surgical intervention [52]. The simplest technique to model soft tissue deformations 
is a mass-spring model in which tissue is represented by a mesh of springs, with point 
masses placed at the connecting nodes [53]. A significant drawback of these models is 
that their parameters have no physical analogue [54], and so the constitutive laws cannot 
be incorporated into this framework in a straightforward way. The earliest finite element 
approaches to model the brain were developed for modeling trauma [55]. Ferrant et al 
[56] used a linear elastic finite element model to infer a volumetric deformation field 
from surface deformations using MR images. Clats et al [57] used a linear elastic model 
to predict the gravity-induced deformation of brain tissue based on the cerebral spinal 
fluid levels during long procedures to treat Parkinson‟s disease but they did not present 
any quantitative results. Hagemann et al [58] improved the purely elastic models by 
coupling elastic and fluid models to describe the mechanical behavior of solid tissue and 
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cerebrospinal fluid. Many researchers [59, 60] have proposed porous media models to 
address the sponge-like behavior of the brain. Miller et al [61] described a porous media 
model valid for finite deformations. Most of the current literature in biomechanical 
modeling of traumatic brain injury is concerned with hyperelastic or finite viscoelastic 
models, accounting for small perturbations away from thermodynamic equilibrium [62, 
63]. Nonetheless, some constitutive models are proposed that can include plasticity, 
hysteresis, and biphasic (fluid-solid) behavior of soft tissues. El Sayed et al [64, 65] have 
proposed a brain model that is able to reproduce the permanent brain tissue damage in the 
form of plastic sliding between brain layers. Their model includes time-dependant 
viscous deformations and large perturbations of the material from thermodynamic 
equilibrium via an exact finite viscoelasticity theory. 
In this work, a linear elastic finite element model is developed using a slice of patient‟s 
brain CT image. Two modeling approaches were studied: The first model is a thin finite 
element model of the brain tissue constructed using one slice of brain CT images with in-
plane boundary conditions and displacements. In the second approach, a finite element 
model of brain tissue is constructed using 3 slices of brain CT images. Also, two groups 
of patients with traumatic brain injuries (TBI) are investigated. The first group includes 
TBI cases with no blood in their brain CT images and the second group includes cases 
with intracranial bleeding (hemorrhage) in their images.  
The rest of this chapter is organized as follows: In section  5.2 a brief overview of the 
modeling methods and materials is provided. In sections  5.3, in-plane and out-of plane 
finite element modeling of TBI cases are studied. In section  5.4, the effect of intracranial 
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hemorrhage on the mechanical condition of brain tissue is investigated. Finally, 
conclusions are drawn in section  5.5. 
 
5.2 Biomechanical modeling of brain 
The finite element (FE) method is a technique that produces solutions to PDEs describing 
complex systems. It has been widely used in engineering fields and has become very 
popular in biomedical applications. By applying the FE strategy, the brain system is 
divided into an interconnected set of sub-regions/elements that fill the volume of interest. 
Allowing complicated geometries and tissue heterogeneities in a simple structure, 
discrete approximations to the partial differential equations (PDEs) are developed on 
each element, which can have its own local properties. The finite element solution to the 
PDE converges to its analytical continuum when the principles of consistency and 
stability are satisfied. Therefore, having on hand a high resolution of the geometry of 
system, finite element method produces a highly accurate solution to the problem under 
realistic conditions.  
 
5.3 TBI assessment using FE modeling and image analysis  
In this section, the goal is to assess the severity of TBI using finite element method and 
brain CT image analysis. The flowchart of the process is depicted in Figure  5-1. Two 
approaches of in-plane modeling using 1 slice of brain CT images, which allows only in-
plane displacements, and modeling using 3 slices of CT images are presented. 
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Figure  5-1 The flowchart of the strain/stress assessment using image analysis and FE 
modeling 
 
5.3.1 Data preparation 
Used in this chapter are the brain CT images of patients with TBI along with their 
measured ICP values from Carolinas Healthcare System (CHS), courtesy of Dr. Najarian. 
Three cases are studied before and after treatment. The ICP of each patient is also 
obtained from image analysis as described in the previous chapters. Three cases with 
severe TBI conditions have been studied. Their brain CT images and their corresponding 
ICP values before and after treatment are provided in the database. 
 
5.3.2 In-plane modeling 
A thin layer finite element model of brain tissue is constructed using one slice of brain 
CT images. Firstly, the CT image is partitioned into multiple segments in Matlab and 
three iso-intensity regions are selected. Then, the thin layer model is constructed in 
Solidworks using the segmented image. In the following, the model is imported into 
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Ansys for FE analysis as shown in Figure  5-2. Three methods are employed to model the 
in-plane behavior of one thin slice of brain tissue.  
 
Figure ‎5-2 2-D model of brain tissue with different regions 
 
In the first method, a narrow cylinder with the radius of  mm is cut in the ventricle and the 
in-plane pressure (ICP) is applied over the inner surface of the cylinder. The outer area of 
model is fixed and symmetric boundary conditions with no out-of-plane displacements 
are applied on the top and bottom surfaces of the model. Figure  5-3 illustrates the method 
1 in brain tissue modeling. 
In the second method, the ventricle is cropped from the image and ICP is applied over the 
inner surface of ventricle. Similar to method 1, the top and bottom surfaces in method 2 
are constrained to have zero out of plane displacements and the outer surface of model is 
fixed. A model with method 2 boundary conditions is shown in Figure  5-4. 
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Figure ‎5-3 Method 1: pressure is applied inside a cylinder 
 
Figure ‎5-4 Method 2: pressure is applied inside the ventricles 
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In the third model, ICP is applied as a constant pressure over the outer surface of model 
around the brain tissue and the top and bottom surfaces are constrained as the previous 
two methods. 
Three material types are considered in the tissue model. These regions are segmented 
based on the iso-intensity contours of 50, 100, and 256. The brain‟s main tissue 
properties are obtained from literature, given in Table 6. The properties of the other two 
regions are obtained by assuming a linear relationship between the intensity of image 
pixels, which in this case of CT imaging represents the density, and the Young‟s modulus 
of tissues. Therefore, a region within the contour of 50 will have the Young‟s modulus of 
50/256 times the Young‟s modulus of brain main tissue. The material properties used in 
2-D simulation is provided in Table 7. 
Table 6 Material properties of human head components [66, 67, 68] 
 Young‟s Modulus 
(MPa) 
Bulk Modulus 
(MPa) 
Poisson‟s 
Ratio 
Mass Density 
(kg/m
3
) 
Skull 6650.0 - 0.220 2080 
Brain 0.5581 2190 0.485 1040 
CSF 0.1485 2190 0.499 1040 
 
Solid45 elements in Ansys library were used for the modeling of the tissues. This element 
is defined by eight nodes having three degrees of freedom at each node. This element is 
capable of plastic deformation, creep, swelling, stress stiffening, large deflection, and 
large strains [69]. A schematic of element is shown in Figure  5-5. The element is defined 
by eight nodes and the orthotropic material properties. 
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Table 7 Material properties used in 2-D simulation 
 Pixel intensity 
contour 
Young‟s 
Modulus (MPa) 
Bulk Modulus 
(MPa) 
Poisson‟s Ratio 
Region 1 256 0.5581 2190 0.485 
Region 2 100 0.2180 2190 0.485 
Region 3 50 0.1090 2190 0.485 
 
 
Figure ‎5-5 Solid45 element geometry [69] 
 
Three cases are studied with ICP values before and after treatment. The meshing 
parameters and numbers of elements and nodes in each FE model is provided in Table 8. 
These three methods are applied to case study 1 with the ICP = 10 mmHg. Figure  5-6,  
Figure  5-7, and Figure  5-8 illustrate the displacements of the model for all three methods. 
As can be seen, the displacement distribution in methods 1 and 2 are very similar. Also 
due to the soft tissue properties of ventricular region, we can see very large displacements 
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at that area when using methods 1 and 2. A side view of the model is depicted in Figure 
 5-9. As can be seen, the top and bottom surfaces have zero deformation in the 
perpendicular direction (Y) experiencing only in-plane displacements. Also, the 
displacement profile remains constant for any given point along Y direction, which 
highlights the 2-D in-plane modeling assumptions. 
 
Table 8 In-plane model meshing parameters 
CT images/ICP Models 
Number of elements 
(Number of nodes) 
  
ICP=10             ICP=40 
 
Model 1: ICP=10 
27105 (53774) 
  
ICP=8.5             ICP=22.6 
 
Model 2: ICP=8.5 
24758 (49559) 
  
ICP=10.7            ICP=25.2 
 
Model 3: ICP=10.7 
29055 (57500) 
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Figure  5-10, Figure  5-11, and Figure  5-12 show the Von Mises stress distribution over 
the brain tissue for modeling methods 1-3. As we can see in all images, the softer regions 
of brain do not experience high stress values compared to other regions with higher 
Young‟s moduli. Moreover, the stress concentration is higher in regions close to 
ventricles. Figure  5-13 illustrates the side view of the case 1. Stress distribution shows in-
plane behavior and stays constant for points along the Y axis. 
Figure  5-14, Figure  5-15, and Figure  5-16 illustrate the strain distribution for these 
methods. The large displacements are visible when using the first two methods. Also, the 
softer tissue, which overlaps the ventricular region in brain, has the highest strain values 
using each method. It can be seen that method 3 can better represent the tissue behavior 
compared to the first two methods. Therefore, the rest of the cases are studied using 
method 3. 
Figure  5-17,Figure  5-18, Figure  5-19 show the results for case 1 before treatment with 
ICP=40 mmHg. Figure  5-20 -Figure  5-25 depict the displacement, stress, and strain 
distribution for case study 2, before and after treatment. Figure  5-26 - Figure  5-31 
illustrate the results of simulation for case 3. 
Finally, different relationships (linear, polynomial, exponential) are examined between 
the maximum in-plane Von Mises stress on the brain tissue and ICP using curve fitting 
and a quadratic relation is obtained as shown in Figure  5-32: 
2
2
0.263 10.67 80.86
0.981
ICP ICP
R
   

       (57) 
Also, a quadratic relationship is obtained between the maximum in-plane strain and ICP 
as shown in Figure  5-33: 
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6 2 5
2
(4 10 ) (6 10 ) 0.001
0.983
ICP ICP
R
      

      (58) 
 
Figure ‎5-6 Displacement distribution for case 1, (ICP=10 mmHg), method 1 
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Figure ‎5-7 Displacement distribution for case 1, (ICP=10 mmHg), method 2 
 
Figure ‎5-8 Displacement distribution for case 1, (ICP=10 mmHg), method 3 
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Figure ‎5-9 Side view of displacement distribution for case 1, (ICP=10 mmHg), method 3  
 
Figure ‎5-10 Von Mises Stress distribution for case 1, (ICP=10 mmHg), method 1 
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Figure ‎5-11 Von Mises Stress distribution for case 1, (ICP=10 mmHg), method 2 
 
Figure ‎5-12 Von Mises Stress distribution for case 1, (ICP=10 mmHg), method 3 
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Figure ‎5-13 Side view of Von Mises Stress distribution for case 1, (ICP=10 mmHg), method 3 
 
 
Figure ‎5-14 Strain distribution for case 1, (ICP=10 mmHg), method 1 
89 
 
 
Figure ‎5-15 Strain distribution for case 1, (ICP=10 mmHg), method 2 
 
Figure ‎5-16 Strain distribution for case 1, (ICP=10 mmHg), method 3 
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Figure ‎5-17 Displacement distribution for case 1, (ICP=40 mmHg), method 3 
 
Figure ‎5-18 Von Mises stress distribution for case 1, (ICP=40 mmHg), method 3 
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Figure ‎5-19 Strain distribution for case 1, (ICP=40 mmHg), method 3 
 
 
Figure ‎5-20 Displacement distribution for case 2, (ICP=8.5 mmHg), method 3 
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Figure ‎5-21 Von Mises stress distribution for case 2, (ICP=8.5 mmHg), method 3 
 
Figure ‎5-22 Strain distribution for case 2, (ICP=8.5 mmHg), method 3 
93 
 
 
Figure ‎5-23 Displacement distribution for case 2, (ICP=22.6 mmHg), method 3 
 
Figure ‎5-24 Von Mises stress distribution for case 2, (ICP=22.6 mmHg), method 3 
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Figure ‎5-25 Strain distribution for case 2, (ICP=22.6 mmHg), method 3 
 
Figure ‎5-26 Displacement distribution for case 3, (ICP=10.7 mmHg), method 3 
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Figure ‎5-27 Von Mises stress distribution for case 3, (ICP=10.7 mmHg), method 3 
 
Figure ‎5-28 Strain distribution for case 3, (ICP=10.7 mmHg), method 3 
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Figure ‎5-29 Displacement distribution for case 3, (ICP=25.2 mmHg), method 3 
 
Figure ‎5-30 Von Mises stress distribution for case 3, (ICP=25.2), method 3 
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Figure ‎5-31 Strain distribution for case 3, (ICP=25.2), method 3 
 
Figure ‎5-32 Maximum in-plane stress for various ICP values 
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Figure ‎5-33 Maximum in-plane strain for various ICP values 
 
5.3.3 Out-of plane modeling 
A realistic physical model of the head can be constructed from the medical CT images 
using medical image processing software. In this study, a 3-D model of brain tissue has 
been constructed using 3 slices of brain CT images. In each slice, three different regions 
of brain are segmented using iso-intensity contours in Matlab. Then, overlapping regions 
are selected manually and projected to all slices. The distance between two consecutive 
layers is equal to 5 mm. Mechanical properties of materials are assigned using the linear 
correlation assumption between the pixel intensity (density) and elasticity (Young‟s 
modulus). Two boundary conditions are applied: in the first method, roller boundary 
conditions are used for top and bottom surfaces and the pressure is applied on the surface 
around the model. In the second method, the top and bottom surfaces are not constrained 
allowing the movement in the perpendicular direction and the pressure is applied on the 
surface around the model.  
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Two cases with ICP values of 40, and 13 mmHg are considered which belong to a patient 
before and after treatment. 
Figure  5-34 illustrates the three CT scans of brain tissue layers, and the constructed FE 
model for the case ICP=13. 
  
 
  
  
Figure ‎5-34 brain CT images and their iso-intensity contours and FE model (ICP=13 mmHg) 
 
Figure  5-35 and Figure  5-36 illustrate the stress and strain distributions with roller top 
and bottom boundary condition (boundary condition 1). As can be seen, areas close to 
material variation boundaries experience maximum strain and stress. 
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Figure ‎5-35 Von Mises stress distribution with boundary condition 1 (ICP=13 mmHg) 
 
Figure ‎5-36 Strain distribution with boundary condition 1 (ICP=13 mmHg) 
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Similar results can be observed when using the boundary condition 2 allowing free 
movements on top and bottom and applying the uniform pressure around the model. 
 
Figure ‎5-37 Von Mises stress distribution with boundary condition 2 (ICP=13 mmHg) 
 
Figure ‎5-38 Strain distribution with boundary condition 2 (ICP=13 mmHg) 
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A finite element model is obtained for the case of ICP=40 mmHg using three slices of CT 
images as shown in Figure  5-39. Figure  5-40 and Figure  5-41 show the stress and strain 
distributions for ICP=40 mmHg when applying roller boundary conditions on the top and 
bottom surfaces of the model (boundary condition 1).   
  
 
  
  
Figure ‎5-39 brain CT images and their iso-intensity contours and FE model (ICP=40 mmHg) 
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Figure ‎5-40 Von Mises stress distribution with boundary condition 1 (ICP=40 mmHg) 
 
Figure ‎5-41 Strain distribution with boundary condition 1 (ICP=40 mmHg) 
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5.4 FE modeling of intracranial hemorrhage 
Intracranial hemorrhage, or bleeding, occurs when a blood vessel within the skull is 
ruptured or leaks. This buildup of blood within the skull can increase the intracranial 
pressure and cause potentially fatal herniation syndromes. Since the skull is a closed 
system, this bleeding causes an increase in the ICP. In this section, the effect of 
intracranial bleeding on ICP elevation is studied using FE modeling. To do so, in-plane 
and out-of plane modeling procedures are proposed in the next two sections. 
Similar to the method used in the section 5.3.2, a thin layer finite element model of brain 
tissue is constructed using one slice of brain CT images. The CT image is partitioned into 
multiple segments in Matlab and three iso-intensity regions are selected. Then, the thin 
layer model is constructed in Solidworks using the segmented image and is imported into 
Ansys for finite element analysis. Two methods are employed to model the in-plane 
behavior of the model as shown in Figure  5-42. Firstly, the top and bottom surfaces of the 
thin layer are constrained to have zero displacements in the direction perpendicular to the 
surface. Then, similar to the method used in 5.3.2, the ICP is applied as an external 
pressure around the model as shown in Figure  5-42A. In the following, in order to 
investigate the effect of bleeding, a displacement boundary condition equal to the 
thickness of blood area is applied to the injured region as shown in Figure  5-42B. In this 
section, a brain CT image of a case with ICP=38.7 mmHg (5160 Pa) is studied. Figure 
 5-43 illustrates the displacement distribution over the tissue when the blood is not taken 
into account (method A).  
In order to make a better comparison between methods A and B, the figures are re-plotted 
in similar scales for both methods in Figure  5-44 and Figure  5-45. The stress distribution 
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over the tissue can be observed in Figure  5-46 and Figure  5-47. As can be seen, due to the 
bleeding the maximum Von Mises stress is increased from 762.43 Pa to 1689 Pa. 
However, the stress distribution is not changed significantly.  
Figure  5-48 and Figure  5-49 illustrate the strain distribution over the tissue. As can be 
seen, despite the increase in maximum strain (from 0.0027 to 0.0032), the strain 
distribution is not significantly changed and the soft tissue containing the ventricular area 
has the highest strain values in both simulations. 
 
 
Figure ‎5-42 Hemorrhage modeling A) with no blood B) with blood 
 
106 
 
 
Figure ‎5-43 Displacement distribution using method A 
 
Figure ‎5-44 Displacement distribution in method A 
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Figure ‎5-45 Displacement distribution in method B 
 
Figure ‎5-46 Von Mises stress distribution in method A 
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Figure ‎5-47 Von Mises stress distribution in method B 
 
Figure ‎5-48 Strain distribution in method A 
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Figure ‎5-49 Strain distribution in method B 
 
5.5 Conclusion 
In this chapter, a novel approach of brain tissue modeling is proposed to investigate the 
severity of TBI cases with intracranial hemorrhage using brain CT images and finite 
element (FE) methods. The intracranial bleeding and its effect on intracranial pressure 
elevation is modeled using finite element method. A 2-D finite element model of the 
brain tissue was constructed from a brain computed tomography slice using Matlab, 
SolidWorks, and Ansys software tools. Also, a simple 3-D model was constructed using 
three CT scan slices of brain. 
Using the in-plane modeling, stress and strain distributions are obtained for the given 2-D 
model. It has been shown that although bleeding causes increases of maximum stress and 
strain on the model, the distribution contours are not changed significantly and its effect 
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is locally. Therefore, based on the location of hemorrhage the maximum stress/strain can 
be identified locally while the whole distribution is changed slightly. 
The results show the proposed finite element modeling procedures can accurately 
simulate the injury and provide an estimation of the effect of bleeding on the ICP 
elevation non-invasively. 
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CHAPTER 6 Conclusions and recommendations 
 
 
6.1 Conclusions 
The following conclusions can be made from the results obtained from chapter 3:  
6.1.1 The Intracranial pressure (ICP) level estimation 
 
 Fully anisotropic complex wavelet energy features are capable of extracting 
directional texture information from brain CT images. 
 Genetic algorithm based feature selection method provides the optimal set of 
features in TBI severity classification with highest accuracy rate. 
 In most cases, by increasing the number of neighbors considered in KNN 
algorithm the accuracy rates tend to decrease resulting in K=1 as the best choice. 
 Increasing the feature vector length over 15 does not influence the accuracy rates 
significantly. 
 Overall, support vector machines (SVM) provide better classification accuracy 
rates compared to K-nearest neighbors. 
 A very good classification accuracy rate of 94.43% is achieved using SVM and 
GA methods with a feature vector of length 15. 
 Using a nested cross-validation method the classification accuracy rate of 86.5 % 
is achieved. 
 
The following conclusions can be made from the results obtained from chapter 4: 
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6.1.2 The Intracranial pressure (ICP) prediction 
 
 The ICP of mild TBI cases can be estimated more accurately compared to those of 
severe cases. 
 Support vector regression method with radial basis functions achieve highest 
estimation accuracy compared to linear and quadratic kernel functions. 
 Increasing the feature vector length over 15 does not influence the accuracy rates 
significantly. 
 The highest accuracy rate is obtained when using a feature vector of length 5 with 
RBF kernel function. 
 The proposed noninvasive method with the mean ICP estimation error of 4.254 
mmHg for both cases and 4.596 mmHg for severe cases is reasonably promising 
compared to invasive methods with the error of 2 mmHg. 
 
The following conclusions can be made from the results obtained from chapter 5: 
 
6.1.3 TBI assessment using finite element modeling 
 Three in-plane FE modeling procedures are proposed to obtain strain and stress 
distribution over a 2-D brain model. 
 The ICP obtained is applied to FE model of brain as an external uniform pressure 
to obtain an estimation of mechanical condition of the brain tissue. 
 The results show the proposed integration of image analysis and FE modeling can 
accurately simulate the injury and provide the mechanical distribution of 
strain/stress over the brain tissue. 
 A quadratic relation between the maximum stress/strain and ICP is proposed. 
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6.1.4 The finite element (FE) modeling of hemorrhage 
 The 2-D simulation results show that by applying FE modeling of bleeding the 
maximum strain and stress is increased while the distribution pattern is not 
changed significantly. 
 The simulation results show that intracranial bleeding has a significantly higher 
influence on maximum stress over brain tissue (121.5%  increase) compared to 
maximum strain (17.9 % increase).  
 The FE based ICP estimation results for hemorrhage cases show that the effect of 
bleeding on mechanical condition of brain tissue is local. 
 
6.2 Scientific Contributions 
This research indicates the beginning of the new field in traumatic brain injury 
assessment by combining advances in finite element simulation and image analysis 
techniques with clinical applications. The information from the research will bridge a gap 
between various disciplines in engineering and clinical applications. Physicians will 
better understand mechanical condition of brain tissue, and estimate the intracranial 
pressure (ICP) in patients with traumatic brain injury (TBI).  
The research is a state-of-the-art since there has never been a study of finite element 
analysis and its combination with image analysis to assess the severity of TBI non-
invasively. The finite element simulation that incorporates the finite element modeling 
and the material properties information obtained from textural image analysis will 
provide a computational framework for other studies of biomedical condition monitoring 
non-invasively.  The proposed fully anisotropic image textural features are very useful 
for studying directional variations in image textures for many applications ranging from 
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industrial corrosion detection to biomedical texture classification. The textural directional 
features for other fields can be extracted and the optimal set can be selected by 
implementing the same algorithm. In addition, the finite element model can illustrate how 
strain/stress levels from elevated intracranial pressure distribute in brain tissue and 
demonstrate the importance of modeling approach. The clinicians can use this useful 
information to appropriately estimate the severity of traumatic brain injury. 
 
6.3 Recommendations 
The integrated image analysis and finite element modeling framework developed in this 
research shows the feasibility of the method for the investigation of traumatic brain 
injury. However, the finite element model was developed with some assumptions. In 
order to increase the accuracy of intracranial pressure estimation and stress/strain 
distribution in the brain tissue further studies are needed. The recommended future work 
is as follows: 
 Future work can focus on the extraction of other features, such as features from 
demographical information and midline shift. 
 Other prediction techniques for ICP estimation such as artificial neural networks 
can be studied and optimized to obtain better ICP estimation results 
 The finite element model was based on idealized elastic models of solid materials. 
The more realistic model is recommended in order to obtain more accurate fluid 
characteristics and fluid-solid interaction effects during the injury simulation. 
 The Young‟s moduli of elasticity for brain tissue materials were assumed to be 
constant. Further study is needed to investigate the effect of nonlinear material 
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properties on the mechanical characteristics and tissue stress/strain after the 
injury. 
 A full 3-D model of brain can be studied using more number of brain CT scans to 
construct more realistic model. 
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