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ABSTRACT
The aim of the KArlsruhe TRItium Neutrino (KATRIN) experiment is to measure the effective
neutrino mass with a sensitivity of 0.2 eV (90 % C.L.). In order to achieve that, high precision
beta spectroscopy from tritium beta decay is performed close to the endpoint of tritium. This
requires a high luminosity source. To reach the sensitivity goal, the systematic uncertainties of
the experiment, such as the stability of the beta Source, have to be known and kept at a low
level. One component to monitor the source stability is the Forward Beam Monitor (FBM). The
monitoring is done with two silicon p-i-n-diodes detecting the beta electrons from the Source.
The goal of this thesis is to simulate the expected detector signal of the FBM and compare
against first measurements performed with the KATRIN experiment in summer 2018. In order
to simulate the Forward Beam Monitor detector signal, a response matrix approach is utilized.
Thus, the simulated beta emission spectrum is split into energy and polar angle bins. Each set of
events is propagated separately through the experiment. As a beta electron is bent by magnetic
fields and undergoes different scattering processes its polar angle and energy can be changed.
This leads to a certain probability of beta electrons from an initial energy and polar angle bin
to be distributed into different energy and polar angle bins. Probabilities are calculated for the
propagation through each component of the experiment, which is essential for the simulation of
the FBM detector signal.
The results of the rate simulation and the detected rate of beta electrons agree. The spec-
tral shape and intensity of the beta electrons above 8 keV are also comparable. Additionally,
the FBM is able to scan the transversal beta flux distribution on a two-dimensional plane.
Therefore, the radial dependency of the rate is simulated, which also agrees with the measured
rate.
In this thesis, the different steps that need to be taken in order to simulate the FBM detector
spectrum are presented as well the simulation challenges. A new approach into simulating the
scattered beta spectrum of the source, which can be utilized in future for neutrino mass analyses
and source models, is also presented.
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ZUSAMMENFASSUNG
Das Ziel des KArlsruhe TRItium Neutrino (KATRIN) Experiments ist es, die Neutrinomas-
se mit seiner Sensitivita¨t von 0.2 eV (90 % C.L.) zu messen. Dies entspricht einer um eine
Gro¨ßenordnung erho¨hten Sensitivita¨t im Vergleich zu den Vorga¨ngerexperimenten in Mainz und
Troitsk. Fu¨r dieses Vorhaben wird eine radioaktive Quelle mit einer hohen Aktivita¨t beno¨tigt,
deren, aus dem Betazerfall, emittierte Elektronen spektroskopiert werden.
Ein mo¨gliches gasfo¨rmiges Isotop mit einem relativ niedrigen Endpunkt (ca. 18.6 keV) ist Tri-
tium. In Karlsruhe, am KIT, steht das Tritium Labor Karlsruhe (TLK) zur Verfu¨gung. Lediglich
das TLK besitzt eine Lizenz fu¨r die erforderliche Menge Tritium in Deutschland und die Exper-
tise.
Das Tritium wird in eine Quelle mit der Form eines Zylinders geleitet, der am vorderen und
hinteren Ende offen ist. An beiden offenen Ausga¨ngen der Quelle sind Turbomolekularpumpen
installiert, die das Tritium, das in der Mitte der Quelle eingelassen wird, wieder herauspumpen.
Die Tritiummoleku¨le bewegen sich durch Diffusion, von der Quellmitte zu den Pumpen. Das
Tritium kann in der Quelle aufgrund des Betazerfalls ein Elektron emittieren, welches spektro-
skopiert werden kann. Hierzu wird das Elektron mittels Magnetfeldern aus der Quelle gefu¨hrt
und gelangt durch die Transportsektion in die Spektrometer (Vor- und Hauptspektrometer) und
schließlich zum Hauptdetektor.
Eine Hauptkomponente von KATRIN ist der sogenannte MAC-E Filter (Magnetic-Adiabatic-
Collimation with an Electrostatic filter), der fu¨r die Spektroskopie verantwortlich ist und auch
die Sensitivita¨t des Experiments auf die Elektronenenergie definiert. Hierzu wird das Elektron
aus einem starken Magnetfeld (ca. 6 T) in ein schwaches Magnetfeld (ca. 3 G) u¨berfu¨hrt. Dabei
a¨ndert sich die transversale Komponente des Elektronenimpulses und wird in die longitudi-
nale Komponente u¨berfu¨hrt. Hierdurch kann durch Anlegen eines elektrostatischen Potentials
Elektronenfilterung durchgefu¨hrt werden. Elektronen, die die Filterbarriere u¨berwinden, werden
mittels eines Siliziumdetektors geza¨hlt. Der Einfluss einer nicht-verschwindenden Neutrinomasse
ist in der Na¨he des Endpunktes von Tritium am signifikantesten. Daher wird die Spektroskopie
in der Na¨he des Tritium-Endpunkts durchgefu¨hrt.
Um die anvisierte Sensitivita¨t von KATRIN zu erreichen, muss die Aktivita¨t der Quelle sta-
bil sein und der emittierte Fluss u¨berwacht werden. Hierzu gibt es verschiedenste Systeme, eines
davon ist der Forward Beam Monitor (FBM). Der FBM ist in der Transportsektion positioniert
und kann mittels zweier Siliziumdetektoren den Elektronenstrom aus der Quelle u¨berwachen und
somit Ru¨ckschlu¨sse auf deren Stabilita¨t geben. Die erforderliche Pra¨zision fu¨r die Flussmessung
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betra¨gt 0.1 %. Dies erfordert 106 detektierte Elektronen fu¨r die statistische Unsicherheit und
soll in der Gro¨ssenordnung von einer Minute erfolgen. Der erwartete Elektronenfluss am Ort
des FBM betra¨gt ca. 106 Elektronen pro Quadratmillimeter und Sekunde. Da die fu¨r den FBM
entwickelte Datenaufnahmelektronik diese Raten nicht verarbeiten kann, werden Dioden mit
einer Gro¨sse von ungefa¨hr 0.1 mm2 verwendet. Der FBM kann mit diesen Dioden jede Position
im Elektronstrom erreichen und somit vermessen.
Die Intention dieser Arbeit ist es, das zu erwartende Detektorsignal des FBM zu simulieren,
um den Detektor und die einzelnen KATRIN-Komponenten zu verstehen sowie diese Simulati-
onsdaten mit der ersten Messphase im Sommer 2018 zu vergleichen.
Um dies zu erreichen, muss jede Komponente, welche die Elektronen zum FBM fu¨hrt, un-
tersucht und simuliert werden. Die Elektronen streuen sowohl an den Tritiummoleku¨len in der
Quelle als auch an der Ru¨ckwand des Experiments. Ferner werden sie von unterschiedlich star-
ken Magnetfeldern zum FBM Detektor gefu¨hrt. Diese Effekte ko¨nnen den Polarwinkel und die
Energie des Elektrons vera¨ndern und dementsprechend auch das detektierte Signal modifizieren.
In dieser Dissertation wird die Interaktion der Elektronen in der Quelle mit den Tritium-
moleku¨len simuliert. Dies wird mittels Monte-Carlo Simulationen auf Grafikkarten realisiert.
Desweiteren muss die sogenannte Rear-Section, sprich der hintere Teil des Experiments, si-
muliert werden. Am hinteren Ende befindet sich eine goldene Ru¨ckwand, die es den Elektro-
nen ermo¨glicht an ihr zuru¨ckzustreuen und durch die Quelle in Richtung FBM transmittiert
zu werden. In der Transportsektion ko¨nnen Elektronen durch die starken Magnetfelder auch
zuru¨ckgestreut werden. Ist dies der Fall erreichen sie dementsprechend den FBM nicht. Elektro-
nen, die am FBM ankommen, mu¨ssen die Totschicht des Siliziumdetektors passieren bevor sie
im sensitiven Volumen detektiert werden. All diese Effekte werden in dieser Arbeit kombiniert
und mit den gemessenen Daten aus der Messphase 2018 verglichen.
Die gro¨ßte Unsicherheit in der Simulation stammt vom Detektor. Die sensitive Fla¨che des De-
tektors ist nicht homogen und vera¨ndert das detektierte Spektrum je na¨her Elektronen der
(Dioden-)Randfla¨che kommen. Deswegen muss fu¨r das Detektorsignal ein numerisches, auf Mes-
sungen aufbauendes, Modell verwendet werden. Gleichwohl stimmen die simulierten Raten im
Rahmen der Messgenauigkeit mit den gemessen Daten u¨berein, auch die radiale Abha¨ngigkeit
der Rate kann reproduziert werden. Desweiteren kann das detektierte Elektronenspektrum ab
8 keV gut reproduziert werden.
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INTRODUCTION
The KATRIN (KArlsruhe TRItium Neutrino) experiment aims to measure the neutrino mass
with a sensitivity of 0.2 eV [KAT05]. In order to improve predecessor experiments by a fac-
tor of 10 in sensitivity, a 100 times increase in number of events is required. Therefore, a
high luminosity source is used inducing minimal systematic uncertainties, which is combined
with a good energy resolution of the experiment. The latter one is performed by a Magnetic-
Adiabatic-Collimation with an Electrostatic filter (MAC-E). It achieves an energy resolution of
approximately 1 eV at an acceptance angle of about 50.7°. In order to fit the neutrino mass, the
electrostatic filter is set to potentials close to the endpoint of tritium, which is the beta decay
gas of the experiment. The electrons passing the electrostatic filter are counted by a silicon
detector, the Focal Plane Detector (FPD).
As stated, the high luminosity source needs to induce small uncertainties onto the neutrino
mass analysis of the experiment. Therefore, it is monitored continuously. One of the monitor-
ing devices is the Forward Beam Monitor (FBM), initially developed at KIT and finalized and
commissioned by the Wuppertal group.
The FBM is connected to a pump port in the transport section of the experiment. The transport
section removes the tritium from the experiment, so it does not decay at later stages where it
would induce background events. The FBM is made of an approximately 2 m long vacuum ma-
nipulator, which enables the FBM to be inserted and removed from the beam-line. Additionally,
a rotary movement allows the FBM to move on a two-dimensional plane, allowing it to scan any
position in the xy-plane of the electron flux, as the electrons are guided from the source to the
FPD. The FBM can be positioned with a relative precision of approximately 0.1 mm
The FBM detector board is equipped with two silicon p-i-n-diodes to measure the beta rate
and the tritium beta spectrum. Additionally, it has a temperature sensor and a Hall-sensor
to monitor the magnetic field and the board temperature respectively. The Hall-sensor is also
utilized to find the relative position of the FBM to the magnetic field and for comparison to
simulation data of the FBM plane.
The goal of this work is to simulate the FBM detector signal for KATRIN tritium operation. In
order to do so, the entire experiment from the beta decay in the source to the FBM diodes has
to be simulated. The response matrix method is used to do so. The properties of the electron
from beta decay, i.e. its energy and polar angle, are transferred bin wise step-by-step through
the experiment. That means for instance: electrons from beta decay with an energy close to the
endpoint and a large transverse momentum component have a certain probability of scattering
off the tritium molecules in the source. If the electron scatters and thereby loses energy and
1
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changes its polar angle it is transferred to a different energy and polar angle bin at the exit of
the source. The method is explained in detail in chapter 3. The probabilities of an electron
changing its properties is simulated for each section of the experiment leading up to the FBM.
One of the largest efforts for this thesis was to simulate the electron distribution after leav-
ing the Source of KATRIN. While there is an analytical model close to the tritium endpoint for
electrons leaving the source available, deep into the spectrum (on the order of several hundred
eV to keV away from the tritium endpoint) no model exists. To model the beta spectrum a
Monte Carlo approach is utilized in this work. In order to perform these simulations, GPUs
(Graphics Processing Units) are used as they speed up the simulation significantly. This model
can also be used for neutrino mass analysis and comparisons against analytical models. The
method is presented in chapter 4.
The source of KATRIN is shaped like a tube, and electrons leaving the source in the forward
direction, are guided through the Transport-Section to the FBM. Thereby, they undergo dif-
ferent magnetic field strengths defining the transmission probability of the electron through the
source and also its polar angle at the position of the FBM. The electrons reaching the FBM
detector still need to pass the dead-layer of the diode before entering the sensitive volume where
they are finally detected.
Electrons, leaving the source in the rear direction have non-negligible probability to scatter
off the golden Rear-Wall, and return to the source to be transmitted towards the FBM. The
Rear-Wall is the rear-end for electrons in the experiment.
All these different stages need to be considered for the simulation of the FBM signal. In this
thesis, all the stages are presented, as well as the expected FBM signal in chapter 5 and its
combination in chapter 6.
In summer 2018, the first tritium was injected into the source and the FBM was able to demon-
strate its stability and measurement capabilities. The tritium data is analyzed and compared
against the simulated rate and spectrum in this work in chapter 7.
2
CHAPTER 1
NEUTRINOS
Neutrinos have been puzzling scientists for more than a century to date. And still, many
questions about their nature are not answered which makes neutrino physics one of the most
exciting fields in current research. One open question is the absolute mass of the neutrino, which
the KArlsruhe TRItium Neutrino (KATRIN) experiment is attempting to answer.
Further open questions remain: is the neutrino a Dirac or Majorana particle? How did the
neutrino influence the structure formation in the early universe?
This chapter is just a summary of the many interesting fields of neutrino physics. It gives a
short introduction into a few fields of neutrino physics to the reader to understand the motiva-
tion for the KATRIN experiment.
This chapter starts with a brief overview of the history of neutrinos in section 1.1, proceeds
with the neutrino in Standard model in section 1.2, the oscillation of neutrinos in section 1.3
and finishes with the hunt for the neutrino mass in section 1.4.
1.1. Brief history
Towards the end of the 19th century radio activity of matter was discovered [Bec01]. This
was followed by the discovery in 1903 that radium has three different types of radiation [DSc03],
namely the α-, β- and γ-rays, which “differ widely in their power of penetrating matter” [Bec01].
For the β-decay Chadwick and Scott discovered a continuous β-ray spectrum [Cha14; Sco35].
The spectrum measured by Scott is visualized in figure 1.1.
The continuous shape of the spectrum in contrast to the expected mono-energetic shape in the
case of two-body decay could not be understood. In 1930 Pauli suggested a third particle, which
he initially called “neutron” [Pau30] in an open letter to a group of in Tu¨bingen. The particle
is electrically neutral, as the name suggests, and has a spin of 1/2. He also estimated that the
particle could have mass on the same order as the electron. Pauli was not overly confident in
this theory so he he did not want to publicize his idea immediately. He expected the particle
should have been found already if it existed [Pau30].
Nevertheless, the neutron as we know it today was discovered in 1932 [Cha32]. Therefore,
Fermi, who picked up Pauli’s idea, developed a coherent theory of the nuclear β-decay and called
the missing particle “neutrino” [Fer34].
A
ZX → AZ+1Y + e− + νe (1.1)
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Figure 1.1.: “Energy distribution curve of the beta-rays” [Sco35] of radium. Here, N denotes
the amount of entries per voltage bin V. Figure taken from [Sco35].
This theory can be seen as the groundwork of the KATRIN experiment. There, X denotes the
mother nuclei, Y the daughter nuclei, and νe the anti-neutrino emitted in β
− decay.
It took more than twenty years before the neutrino was discovered by the Poltergeist exper-
iment in 1956. It utilized the “anti-neutrino-induced inversion of neutron decay” [Rei+60]:
νe + p→ β+ + n. (1.2)
During that time it was not known that the neutrino has more than one flavor. The experiment
was located at the Savannah River Plant and anti-neutrinos, fission products of a reactor, hit wa-
ter targets to create a positron and neutron. Both products give gammas in further interactions
with a delayed coincidence in the detector. The cross section of this process for anti-neutrinos
was found to be σ ≈ 10−43 cm2, which is in agreement with the theoretically expected value.
A few years later, in 1962 evidence for the muon neutrino was found at the Brookhaven
Alternating Gradient Synchrotron (AGS). The considered neutrinos were involved in muon pro-
duction and not electron production “and hence are very likely different from the neutrinos
involved in β-decay” [Dan+62]. The tau-neutrino was discovered more recently in this century
(in 2001) by the DONUT collaboration at Fermi-lab [Kod+01]. It was originally postulated
in 1975 after the discovery of the tauon. Having found three generations of neutrinos agrees
with the result found in [Dec+90] with the “number of light neutrino families” [Dec+90] being
Nν = 3.01± 0.15(exp.)± 0.05(theor.).
1.2. Standard model
The Standard Model (SM) of particle physics describes all known elementary particles and the
strong-, weak-, and electromagnetic interactions between them. The particles are grouped into
quarks and leptons, and the gauge bosons which are the force carriers. An overview is given in
figure 1.2. The fermions, consisting of quarks and leptons, are split into three generations each.
Neutrinos are neutral leptons and do not have electrical or color charge and hence only interact
weakly, mediated by the Z and W bosons. The helicity of a particle is the projection of the spin
onto the direction of the momentum. In 1957 Goldhaber showed that the helicity of neutrinos
is negative or “left-handed” [GGS58] and it is “right-handed” for anti-neutrinos.
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Figure 1.2.: Visualization of the Standard Model of particle physics. In blue are the different
quarks visualized and in green the leptons. The first three columns represent the
fermion generations. In red the corresponding gauge bosons are visualized and
in yellow the Higgs boson. Figure taken from [Kle14].
Therefore, neutrinos are massless in the Standard Model of particle physics. However, neutrino
oscillations have since been discovered. In order for a neutrino to change its flavor, it needs to
experience time and therefore a non-zero mass is required as it would travel at the speed of light
otherwise.
1.3. Neutrino oscillation
The discovery of neutrino oscillations, or in other words the transition of one neutrino flavor
to another one after some propagation of the neutrino, requires a non-vanishing neutrino mass.
In the SM neutrinos do not have mass and therefore neutrino oscillations can be considered as
physics beyond the SM. One of the earliest hints towards neutrino oscillations was the solar
neutrino problem, which is discussed in the next section.
1.3.1. Solar neutrino problem
An experiment to investigate the solar neutrino flux was the Homestake experiment placed in
the Homestake mine. It was built from 1965 to 1967 and the goal was to measure the total
neutrino flux above an energy of 0.814 MeV by the inverse beta process:
37Cl + ν → e− +37 Ar (1.3)
The experiment started in 1970 with a tank of 615 t of perchloroethylene. The resulting argon
from inverse beta decay had to be extracted by helium purging and decayed by electron capture
with a 35 d half-life which was detected in a gas proportional counter [Dav94] [Bah64]. The
experiment found a lack of approximately 2/3 of the expected neutrino flux. Therefore, in 1994,
Raymond Davis states: “It is well known that the Homestake average neutrino capture rate is
a factor of approximately three below the standard model value”.
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The Homestake experiment was superseded by SAGE [Abd+02] and Gallex [Ham+99], which
themselves was succeeded by GNO [Alt+05]. These experiments are based on Gallium detec-
tors and confirmed the Homestake results. A complementary measurement was performed at
Kamiokande [Fuk+96] which is based on water as the target material and the neutrino electron
scattering is observed. They could confirm that the neutrinos originate from the Sun, but also
found the disappearance of atmospheric neutrinos travelling through the Earth and therefore
claimed to have found neutrino oscillations [Fuk+98].
Since the deficit of solar neutrinos was discovered in all experiments theories emerged explaining
the measured signal. One of those theories was the oscillation of neutrinos already predicted in
1967 by Pontecorvo [Pon68]. It assumes that neutrinos can change their flavor and therefore as
predecessor experiments were only sensitive to electron neutrinos the flux of neutrinos predicted
by the model of the Sun could still be correct.
The confirmation of neutrino oscillations and therefore also the predicted neutrino flux from
the Sun was done by the Sudbury neutrino observatory (SNO) in 2001 [Bog+00] [Ahm+02].
The experiment is made of a water Cherenkov detector utilizing 1 kt of heavy water D2O as a
detection medium in a spherical volume. The emitted Cherenkov light, from the emerged parti-
cle (e.g. electron) which is traveling faster than the speed of light in the medium, is detected by
photo-multiplier tubes (PMT). The advantage of SNO is its sensitivity to all neutrino flavors,
by not only being sensitive to the charged current (CC) interaction (gauge boson W±), but also
elastic scattering (ES) and neutral current (NC) (gauge boson Z) interactions:
νx + e
− → νx + e− (ES) (1.4)
νe + d → e− + p+ p (CC) (1.5)
νx + d → νx + n+ p (NC) (1.6)
The obtained results were consistent with the expected flux of neutrinos from the Sun and
therefore confirmed neutrino oscillations [Aha+05].
1.3.2. Theory of neutrino oscillations
The interested reader can find a detailed description of the neutrino oscillation theory in [Sue15]
and [Jun15]. This section is a short summary of the theory presented in the latter one. The
idea of neutrino oscillation was already discussed in the 1960s/1970s [Pon68; BP78]. The dif-
ferent flavor states of a neutrino |να〉 (α = e, µ, τ) can be expressed as a mixture of their mass
eigenstates |νi〉 (i = 1, 2, 3) by the Pontecorvo-Maki-Nakagawa-Sakata (PMNS) unitary mixing
matrix U :
|να〉 =
∑
i
U∗α,i |νi〉 (1.7)
which can be written as:
U =
1 0 00 c23 s23
0 −s23 c23
 c13 0 s13e−iδ0 1 0
−s13eiδ 0 c13
 c12 s12 0−s12 c12 0
0 0 1
 (1.8)
with cij = cos θij and sij = sin θij . The angles θij represent the mixing angles while δ represents
the CP violation phase. This matrix can be extended by diag(1, e−i
α21
2 , ei
α31
2 ) with α21 and α31
being the Majorana CP violation phases in the case that the neutrino is a Majorana particle,
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Figure 1.3.: Visualization of the transition probability of να to νβ. The amplitude of the
transition is assumed to be one. The figure is split into three regions to indicate
the influence of L/E. Figure inspired from [Zub04].
i.e. if the neutrino is its own anti-particle [Tan+18]. If we assume a neutrino in the flavor state
α, which is produced at the time t = 0 and propagates as a free particle in vacuum it can be
described by:
|να(t, L)〉 =
∑
i
U∗α,ie
−i(Eit−pL) |νi〉 (1.9)
with t and L being the travelled time and distance. If the mass eigenstates propagate with the
same momentum at relativistic energies, this equation can be re-written as:
|να(t, L)〉 =
∑
i
U∗α,ie
−im
2
i
2E
L |νi〉 (1.10)
which shows, that the mass eigenstates evolve independently of one another. The probability to
observe a neutrino from the initial flavor α in a different flavor β after some travel distance can
be calculated as follows:
P (α→ β) = |〈νβ|να(L)〉|2 =
∑
i
∣∣Uα,iU∗β,i∣∣2 + 2 Re
∑
i>j
Uα,iU
∗
β,iU
∗
α,jUβ,je
−i∆m
2
i,j
2E L
 (1.11)
with the mass squared difference ∆m2i,j = m
2
j − m2i . Hence, experiments observing neutrino
oscillation can only measure the mass squared differences of the mass states and the mixing
angles, not the absolute mass.
Simplification with two flavors
A simplified version of neutrino oscillation can be found by considering only the two flavor
scenario. The mixing of two flavors and their eigenstates can be described as:(
να
νβ
)
=
(
cos θ sin θ
− sin θ cos θ
)(
ν1
ν2
)
(1.12)
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Figure 1.4.: Visualization of the flavor fraction of the three neutrino mass eigenstates and
the cosine of δ - the CP violating phase. Figure taken from [Par08].
and consequently the transition or oscillation probability simplifies to:
P (να → νβ) = sin2 (2θ) sin2
(
∆m2L
4E
)
. (1.13)
Since neutrino oscillations occur, the mixing angle and the mass difference must not vanish. The
transition probability depends on the distance to the source of the neutrino:
L
E
≥ 4
∆m2
(1.14)
A visualization of the transition probability is shown in figure 1.3.
MSW effect
So far, only neutrino oscillations in vacuum are considered. Depending on the position of the
Sun, neutrinos have to pass the Sun first and then the Earth in order to investigate the solar
neutrino flux. Electron-neutrinos travelling through matter may forward-scatter via charged
current interactions. This is called the Mikheyev-Smirnov-Wolfenstein (MSW) effect [MS87]
[Wol78]. Since this interaction is not possible for muon- or tauon-neutrinos, the MSW effect
modifies the oscillation probability and therefore has to be considered in oscillation experiments.
Measurements
In total there are six free parameters, which can be measured from oscillation experiments.
There are three mixing angles θ12, θ23, θ13, the squared mass differences ∆m
2
21, ∆m
2
32 and the
CP violating phase. The various experiments need to be tuned/initially built to measure the re-
spective neutrino oscillation parameters. The current measurement results are listed in table 1.1.
Measurements of the mixing angle θ12 and the mass difference ∆m
2
21 are usually performed
with solar neutrinos and these parameters are also often referred to as solar parameters as they
can be measured by solar neutrino oscillations. However, these parameters can also measured
by long baseline reactor-neutrinos.
The parameters θ23 and ∆m
2
32 are called atmospheric parameters as these can be determined
by atmospheric neutrinos. These are produced by cosmic ray interacting with the atmosphere
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parameter value
sin2 θ12 0.307
+0.013
−0.012
∆m221 (7.53± 0.18) · 10−5 eV2
sin2 θ23 0.421
+0.033
−0.025
∆m232 (2.51± 0.05) · 10−3 eV2; (−2.56± 0.04) · 10−3 eV2
sin2 θ13 (2.12± 0.08) · 10−2
δ 0 to 2pi
Table 1.1.: The current measurements of the six neutrino oscillation parameters. If two num-
bers are stated, the first one refers to normal mass ordering and the second to
inverse mass ordering. A visualization of the mass ordering is shown in figure
1.4. Data taken from [Tan+18].
of the Earth which creates pions and kaons. The charged pions usually decay into (anti-) muons
and (anti-) muon-neutrinos. The (anti-) muons decay further to (anti-) electron-neutrinos and
(anti-) muon-neutrinos. The ratio of νµ : νe is about 2:1. Observing the various baselines of
up- and down-going neutrinos of the muon-neutrino flux, can be interpreted as a disappearance
of νµ → ντ , the parameters can be derived, because no excess of νe is observed. This method
works for a detector that can identify the flavor and reconstruct the direction. Measurements
are also done at accelerators creating a muon neutrino beam and measuring the νµ disappearance.
Measurements of the mixing angle θ13 has been proven rather difficult because it is the smallest
angle in PMNS. It can be measured by long baseline experiments looking for the νe appearance
channel. This method undergoes several ambiguities: the CP violating phase, the mass order-
ing/unknown sign of ∆m232 and also matter effects in the Earth. Latest reactor experiments use
the νe flux to look for the disappearance of νe to assess θ13.
Although the squared mass differences can be assessed with neutrino oscillation experiments,
their ordering is still unknown. There are three possible mass hierarchies:
1. Normal mass ordering: m1 < m2  m3 where ∆m232 > 0
2. Inverted mass ordering: m3 < m1  m2 where ∆m232 < 0
3. Quasi-degenerate mass ordering: m1 ≈ m2 ≈ m3
A visualization of the first two orderings, which are preferred due to the mass splittings and
limits on the absolute neutrino mass, is given in figure 1.4. Measurements of the absolute
neutrino mass are explained in the next section.
1.4. Neutrino mass
As stated in section 1.2 concerning the Standard Model, neutrinos were previously assumed
to be massless. However, neutrino oscillation requires at least two neutrino mass eigenstates
to have mass. There are different mechanisms to extend the Standard Model in order for the
neutrino to have mass. One of the simplest models is to add a right-handed neutrino to the
model, which would allow mass creation through the Higgs-mechanism [Jun15]. The interested
reader can find detailed information on the different mass creation mechanisms in [Bil10].
This section gives an overview of neutrino mass measurements and focuses on measurements
of the neutrino mass with a cosmological approach, neutrino-less double beta decay, and utilizing
single beta decay, for example in the KATRIN experiment.
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1.4.1. Cosmology
The Λ-CDM model, also called the Standard Model of cosmology, describes the evolution of the
universe from a hot Big Bang to the cold universe we live in today. It is dominated by cold
dark-matter (CDM) and dark energy (Λ). The model of the Big Bang predicts a background of
photons still existent today which is measured to be Tγ = (2.7255± 0.0006) K [Tan+18]. Besides
that, the model predicts a flux of neutrinos of [KZ97]:
Nν =
3
11
Nγ (1.15)
with a temperature of the cosmic neutrino background of:
Tν =
(
4
11
)1/3
Tγ . (1.16)
Utilizing the temperature given above and a density of CMB photons of Nγ = (410± 3) cm−3
[Tan+18] leads to Nν = 112 cm
−3 for each flavor at a temperature of Tν = 1.95 K. Nevertheless,
due to the small interaction probability of such low energetic neutrinos, the cosmic neutrino
background has not been measured so far. The neutrino is the second most abundant particle
in the universe after the photon and could be a hot dark matter candidate.
The Planck experiment observes the cosmic microwave background anisotropy of the universe
with high precision. By fitting the Λ-CDM model to the data and including external data from
various experiments, a summed neutrino mass can be derived [Agh+18]:∑
mν < 0.12 eV (95 % C.L.) (1.17)
This result is highly model-dependent.
1.4.2. Neutrino-less double beta decay
This section gives a brief summary of neutrino less double beta decay. It is based on reference
[Rod11] where the interested reader can find additional information.
The ordinary double beta decay (2νββ) is a transition of a nucleus into another nucleus with an
increase on the proton number by two, the emission of two electrons and electron anti-neutrinos.
A
ZX → AZ+2Y + 2e− + 2νe (1.18)
The half-life of this process is in the order of 1019 to 1021 years and the process is allowed in the
Standard Model in the cases in which single beta decay is energetically forbidden. The nucleus,
compared to its mother nucleus with an increased atomic number by one, needs to have a smaller
binding energy to prevent single beta decay. The nucleus with an increased atomic number by
two needs to have a larger binding energy. Some nuclei, which can be used for double beta
decay experiments, are for instance 48Ca, 76Ge, and 136Ge. In this process the spectrum of the
two emitted electrons is continuous as the anti-neutrinos also carry away part of the decay energy.
Neutrino-less double beta decay works analogously to the normal beta decay. The initial nucleus
transitions into a nucleus with an atomic number increased by two and two electrons.
A
ZX → AZ+2Y + 2e− (1.19)
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Figure 1.5.: In the left figure (a) the full tritium spectrum with an endpoint of 18.575 keV
and zero neutrino mass is visualized. In the right figure (b) the same spectrum
close to the endpoint and an additional spectrum with a neutrino mass of 1 eV
is visualized.
However the lepton number conservation is violated as it is increased by two by creating no elec-
tron anti-neutrinos. This process can occur if a Majorana neutrino is exchanged at the vertex,
i.e. the neutrino is its own anti-particle and the helicity flips. In this decay chain, the electrons
carry away all the decay energy Q and instead of a continuous spectrum, a sharp line should be
detectable.
So far no neutrino-less double beta decay has been observed. However, limits on the neutrino
mass can be set utilizing the half-life of neutrino-less double beta decay [Ago+16]:(
T 0ν1/2
)−1
= G0ν(Qββ , Z)
∣∣M0ν∣∣2 〈mee〉2 (1.20)
with the phase-space G0ν(Qββ , Z), atomic number Z, and M
0ν the nuclear matrix element. The
effective Majorana mass 〈mee〉 is given as:
〈mee〉 =
∣∣∣∣∣
3∑
i=1
U2eimi
∣∣∣∣∣ . (1.21)
Currently, Gerda [Ago+18] and KamLAND-Zen [Gan+16] set the best limits on the effective
Majorana mass with (90 % C.L.):
120 meV < 〈mee〉 < 260 meV (Gerda)
61 meV < 〈mee〉 < 165 meV (KamLAND− Zen)
1.4.3. Single beta decay
Single beta decay is based on Fermi’s theory stated in section 1.1. It is a three-body decay with
a mother nucleus decaying into the daughter nucleus under emission of an electron/positron and
anti-neutrino/neutrino. The electron spectrum for tritium beta decay, following Fermi’s golden
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rule, is given as [KAT05]:
dN
dE
= C · F (Z,E)p(E +me)(E0 − E)
√
(E0 − E)2 −m2ν ·Θ(E0 − E −mν) (1.22)
where E is the kinetic energy, me the mass and p the momentum of the electron. The endpoint
energy E0 refers to the endpoint energy with a zero neutrino mass. The term F (Z,E) denotes
the Fermi function which takes the Coulomb interaction into account and is independent of the
neutrino mass. Additionally, the term C is also independent of the neutrino mass (an explanation
and derivation of the specific formula for tritium can be found in [Dre+13b] and [OW08]), it is
given as :
C =
G2F
2pi3
cos2 θC |M |2 (1.23)
with GF as the Fermi constant, θC the Cabbibo angle and the nuclear matrix element M . The
Heaviside function Θ ensures energy conservation. A visualization of the tritium beta spectrum
with an endpoint energy of 18.575 keV is given in figure 1.5. On the left side the entire spec-
trum with a zero neutrino mass is visualized. On the right side, the spectrum is zoomed to the
endpoint, with a comparison of the zero neutrino mass spectrum and the spectrum with 1 eV
neutrino mass. From a fit of the endpoint and amplitude, the neutrino mass can be derived.
In the experiment one additional fit parameter has to be taken into account which is the back-
ground. In tritium beta decay experiments only the endpoint region is investigated because the
distortion of the spectrum is statistically the most significant in that region.
The ansatz of single beta decay is referred to as model independent as the kinematics of beta
decay are well known and the absolute mass is independent of the neutrino being a Dirac or
Majorana particle. Given the KATRIN experiment energy resolution, the mass splittings are
too small to be observed, and the neutrino mass squared as the incoherent sum of the mass
eigenstates is measured:
m2νe =
∑
i
|Uei|2m2i (1.24)
weighted by the PMNS matrix elements. The KATRIN experiment utilizes the single beta
decay to derive the absolute neutrino mass or to set a new limit of mν = 0.2 eV (90 % C.L.).
Predecessor experiments in Mainz [Kra+05] and Troitsk [Ase+11] set the current best limits on
the neutrino mass with (95 % C.L) from direct detection:
mν ≤ 2.3 eV (Mainz) (1.25)
mν ≤ 2.2 eV (Troitsk). (1.26)
In order to improve the sensitivity to a neutrino mass lower by a factor of ten, a one-hundred
times larger amount of detected events is required for KATRIN compared to its predecessors.
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THE KATRIN EXPERIMENT
Predecessor experiments to KATRIN in Mainz and Troitsk have set an upper limit of the neu-
trino mass in the order of 2 eV [Kra+05; Ase+11]. The goal of the KArlsruhe TRItium Neutrino
(KATRIN) experiment is to enhance the sensitivity to the neutrino mass by one order of mag-
nitude down to 0.2 eV [KAT05] with a 90 % confidence level or with the discovery potential to
a neutrino mass of approximately 0.35 eV [KAT05]. In order to achieve that, the statistics of
data taking needs to be increased by a factor of 100 while keeping the systematic uncertainties
of the experiment at a low level.
The experiment is based in Karlsruhe at the former ”Forschungszentrum”, today called the
”Karlsruhe Institute of Technology” (KIT). The location in Karlsruhe has many advantages. It
is close to Mainz where one of the predecessor experiments was located and a lot of expertise in
such kind of experiments exists. Additionally, the Tritium Laboratory Karlsruhe (TLK) is part
of KIT and is capable of handling the amount of tritium required to achieve the sensitivity goal
of KATRIN in a short measurement time (5 yr).
This chapter gives an introduction to the essential hardware components and the physics of
the KATRIN experiment. An overview over the approximately 70 m long beam-line is given in
figure 2.1. The interested reader can find more information about the single components given in
the references of each section and generally in the references [KAT05; Dre+13a] and [Are+18].
2.1. Measurement principle
As stated in the previous chapter, single beta decay experiments focus on the shape of the beta
spectrum close to the endpoint as the impact of a non-vanishing neutrino mass is statistically
most significant in that region. However, on the downside, detecting beta electrons in the end-
point region is the least likely as electrons need to carry almost all of the decay energy. The
probability to detect and electron close to the endpoint is on the order of ≈ 10−13 for a single
tritium atom and therefore a Source with a strong luminosity is essential. Additionally, the
acceptance or detection probability of the experiment should be large and ideally all isotropi-
cally emitted electrons should be detected. A large acceptance of beta electrons is achieved if a
Magnetic-Adiabatic-Collimation with an Electrostatic filter (MAC-E) is utilized.
In order to measure the neutrino mass, beta spectroscopy is performed. The basic principle
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Figure 2.1.: Visualization of the KATRIN beam-line and its main components. The com-
ponents: the Rear-Section (RS) (a), the Windowless Gaseous Tritium Source
(WGTS) (b), the Differential Pumping Section (DPS) (c), the Cryogenic Pump-
ing Section (CPS) (d) with the attached Forward Beam Monitor (FBM) (e),
followed by the two spectrometers (f) and (g) indicating the Pre- and Main-
Spectrometer (PS/MS). Attached to the MS is the Focal Plane Detector (FPD).
The former Mainz setup is now utilized as the Monitor-Spectrometer, (MoS) (h).
is as follows (refer to figure 2.1): electrons emitted by the beta decay of tritium in the WGTS
are magnetically guided through the Source and Transport-Section (TS). The TS consists of
two main components, namely the DPS and CPS. As the WGTS is not blocking tritium from
leaving the Source, the tritium is also moving towards the main detector and could therefore
decay anywhere in the experiment, even in the spectrometers. This is prevented in the TS as
the tritium is pumped from the system. Afterwards, electrons are spectroscopically analyzed
by the MAC-E (PS and MS) filter and only electrons that overcome an electrostatic barrier
are finally detected at the Focal Plane Detector (FPD). The MAC-E filter defines the energy
resolution of the experiment and the FPD counts the emitted betas close to the endpoint of
tritium. Therefore, by shifting the electrostatic barrier, the KATRIN experiment measures the
integrated beta spectrum close to the tritium endpoint. The MAC-E filter principle is explained
in the next section.
2.2. MAC-E filter
The KATRIN experiment consists of three MAC-E filters in total. One is the Pre-Spectrometer
(PS) and removes beta electrons with an energy lower than 18.3 keV to reduce background in the
Main-Spectrometer (MS). The MS serves as the essential component for beta spectroscopy with
high precision. An electrostatic barrier is shifted in the MS to scan through the beta spectrum.
Additionally, the third MAC-E filter is utilized in the Monitor-Spectrometer (MoS). The MoS
was situated in Mainz and was used to measure the neutrino mass limit set by the Mainz group.
The MoS is used in KATRIN to monitor the stability of the electrostatic barrier in the MS.
The MAC-E filter principle started its development in the 1970s and was refined over the years
([HH76; BPT80; KR83]) before finally being used in the experiments that set the current upper
limit on the neutrino mass in Troitsk [LS85] and Mainz [Pic+92].
A visualization of the MAC-E filter principle is given in figure 2.2. In this figure, the elec-
trons enter the spectrometer from the left, originating from the Source. The electrons follow
their respective magnetic field lines if they are guided adiabatically. That means, electrons enter-
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Figure 2.2.: Visualization of the MAC-E filter principle. Electrons follow their respective
magnetic field line on a cyclotron orbit. The transverse momentum component
decreases while the longitudinal component increases accordingly. In the ana-
lyzing plane, the maximum electric field is applied where almost all momentum
of the electron is transferred to the longitudinal component. Figure taken from
[Hug08].
ing from the left undergo a large magnetic field BS
1, which drops along the travel of the electron
to the analyzing plane where the magnetic field is at its minimum. The maximum magnetic
field in nominal KATRIN settings is 6 T and the minimum field is 3 G (3 · 10−4 T). The MAC-E
filter principle only works if the gradient of the magnetic field is small for one cyclotron motion
of the electron. The magnetic moment of the electron is constant:
µ =
E⊥
B
= const. (2.1)
and therefore the electron travels adiabatically. While the electron travels towards the ana-
lyzing plane, the transverse momentum component decreases and the longitudinal component
increases. In the analyzing plane, the electron has transferred almost all of its momentum into
its longitudinal component of the momentum and at this stage the maximum electrostatic poten-
tial is applied to perform filtering. Electrons overcoming the electrostatic barrier travel towards
the detector as visualized on the right side of the figure, the others are reflected in front of the
maximum magnetic field Bmax and travel back towards the Source. For a symmetric setting
of the magnetic field, i.e. BS = Bmax all electrons that overcome the electrostatic barrier are
guided towards the detector. If Bmax > BS still some of those electrons can be reflected by the
so-called magnetic mirroring effect:
sin θmax =
√
BS
Bmax
(2.2)
1It is called Bmax in the figure. The magnetic field strength is not necessarily equal for both super-conducting
magnets as stated in the figure, therefore the magnet at the entrance is called BS in this section and Bmax at
the detector side.
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for θ being the polar or also called pitch angle of the electron. This effect increases the transverse
momentum of the electron for an increasing magnetic field until it flips in longitudinal direction
and returns towards its origin. For KATRIN the so-called acceptance angle is θmax = 50.77°,
which is calculated by comparing the magnetic field in the Source of KATRIN and the maxi-
mum magnetic field along the beam-line. In other words, out of the polar angle range in forward
direction, 0° to 90°, for electrons in the Source about 1/3 can be detected. Electrons with larger
polar angle are excluded from data taking because they have a larger systematic uncertainty and
lose more energy due to synchrotron radiation while also having a larger scattering probability.
As stated before, not all of the transverse component of the momentum can be transferred
to the longitudinal component, this induces some uncertainty on the resolution of the energy of
the electron. This effect defines the energy resolution of the MAC-E filter. In case of KATRIN
and the MS it is:
∆E =
Bmin
Bmax
· E0 = 0.93 eV (2.3)
for nominal KATRIN settings, i.e. Bmax = 6 T and Bmin = 3.6 T, and an electron energy of
E0 = 18.6 keV. The energy resolution also defines the sharpness of the transmission function of
the spectrometer, which is given by:
T (E, qU) =

0 E − qU < 0
1−
√
1−E−qU
E
· Bs
Bmin
1−
√
1−∆E
E
· Bs
Bmin
0 ≤ E − qU ≤ ∆E
1 E − qU > ∆E
(2.4)
with the energy E of the electron, q the charge of the electron and U the retarding potential.
2.3. Main components
Detailed information on all the components can be found in the design report of KATRIN
[KAT05]. This section focuses on components of KATRIN which are essential for this thesis.
The goal of this work at hand aims to simulate the electron flux and also the beta spectrum
measured with the Forward Beam Monitor. The FBM is located in the Transport-Section, right
before the energy filtering components (the spectrometers), and utilizes p-i-n-diodes to measure
the electron flux from the Source and to monitor its stability. All components required for a good
understanding of the different chapters of this thesis and the simulation of the FBM detector
signal are introduced in this section.
2.3.1. WGTS
The main body of the Windowless Gaseous Tritium Source (WGTS) consists of a cylindrical tube
of 10 m length with radius of 90 mm. Tritium is injected in the center through 250 capillaries,
each with 2 mm diameter. The tritium moves by diffusion towards the pumping ports, where
it gets pumped out by 12 turbomolecular pumps. This is extended by the pumping sections:
the Differential Pumping Section stage 1 which increases the length of the WGTS to 16 m with
a total gas flow reduction factor of about 102 [Ho¨t12]. The pumped-out gas is collected and
re-injected. This concept is advantageous as no windows are blocking the electrons from leaving
the Source. A window would induce uncertainties on the electron energy due to their energy
loss by penetrating the window.
Since the tritium moves by diffusion a larger density at the point of injection is expected
compared to that at the pumping ports. This has to be taken into account as electrons have a
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Figure 2.3.: Visualization of the Source of the KATRIN experiment. The tritium is injected
in the center of the Source and moves by diffusion to the DPS, connected to the
right side, and to the RS on the left. Figure taken from [Kuc16].
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Figure 2.4.: Example of the tritium density distribution along the z-axis.
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larger probability to stem from tritium close to the injection point compared to the pumping
ports. Therefore, the probability of electrons from the center to interact with the gas inside of
the Source is larger as they have to travel a further distance to reach the exit of the Source. An
example density distribution is given in figure 2.4.
It is essential to have a stable column density ρd, which is defined as tritium molecule den-
sity integrated along the longitudinal axis z. For KATRIN the nominal value is 5 · 1021 m−2 and
it must not fluctuate by more than a factor of 2 · 10−3 [KAT05].
The total luminosity Ltot. of the Source can be calculated utilizing the half-life of tritium which
is (4500± 8) d [LP00], and the tritium purity T, which is 95 % in the nominal KATRIN config-
uration, as follows:
Ltot. = T · 2ρd · λtritium ·Aeff = T · 2ρd · ln(2)
T1/2(tritium)
·Aeff = 1.1 · 1011 s−1 (2.5)
with the effective area Aeff . The factor of 2 arises because the column density refers to the
amount of particles (molecules) in the Source and the tritium molecule consists of two tritium
atoms. The emitted electrons are guided by their respective magnetic field lines towards the
exit of the Source into the Differential Pumping Section (DPS) or Rear-Section (RS).
Even though the column density might be stable on the required level, it is essential to monitor
the tritium purity. This is done using a LAser RAman measurement system (LARA) [Sch+11].
As the FBM is supposed to measure the Source stability both input parameters are directly
proportional to the measured rate and are therefore essential to understand the measured rate
and spectrum.
2.3.2. Transport- and Rear-Section
The guided electrons enter either the Rear-Section in rear direction of the experiment or the
Transport-Section in forward direction. The Transport-Section consists of the DPS and CPS,
both are required to reduce the tritium flux in the experiment while the electrons are magneti-
cally guided through these sections. In the Rear-Section, the electrons are guided until they hit
the Rear-Wall, the rear-end of the experiment for beta electrons. Both sections play a crucial
role in the analysis/interpretation of FBM measurements and are introduced in this section.
2.3.2.1. Rear-Section
The interested reader can find detailed information about the Rear-Section in [Bab14]. If not
stated differently, this section is based on that reference.
In figure 2.5 the Rear-Section components are visualized. Its main components are the RS
electron-gun, the Rear-Section magnet (RSCM) and the Rear-Wall. Electrons leaving the Source
towards the Rear-Section impinge on the Rear-Wall. This offers an ideal possibility to install
a detector system to monitor the Source activity. It is realized with a beta-induced X-ray
spectroscopy detector (BIXS) detecting bremsstrahlung and X-rays. The detector is situated
close to the gold plated Rear-Wall (which has a large atomic number Z). Additionally, the Rear-
Wall can be used to set the plasma potential in the Source and can be irradiated with UV light
to produce low-energy electrons to neutralize positive ions in the Source. This method was also
used for first light measurement of the experiment as the electrons were guided through the
entire KATRIN setup [Hac17].
18
Chapter 2. The KATRIN experiment
Figure 2.5.: CAD drawing of KATRIN’s Rear-Section. To the right side, the WGTS is con-
nected. Figure taken from [Bab14].
The Rear-Wall is supposed to terminate the electron and ion flux from the Source, however
electrons may scatter off the Rear-Wall and travel again through the Source into the Transport-
Section. Although, this process is unlikely to occur for electrons close to the tritium endpoint -
which are of of interest for neutrino mass fitting - they cannot be neglected for the simulation
of the FBM rate and spectrum.
If this thesis refers to the Rear-Section it usually also includes the rear part of the Source
called Differential Pumping Section 1 Rear, which is visualized in figure 2.3 on the left side.
This is done in order to differentiate between the tritium beta decay section and the electron
transporting sections of the experiment. A visualization of the magnetic field in the Rear-Section
and the components is shown in appendix A.II. This work focuses on data measured during the
First Tritium measurement phase. During that phase the Rear-Section magnet was not turned
on and the valve V0 was closed and therefore defined the rear-end of KATRIN, it is right in front
of the Rear-Wall as shown in appendix A.III. Hence, electrons scatter of the valve instead of the
Rear-Wall and the low magnetic field due to the turned off magnet decreases the probability of
electrons re-entering the Source.
2.3.2.2. Transport section
The Transport-Section consists of the Differential Pumping Section (DPS) (also referred to as
Differential Pumping Section 2 Forward), the Cryogenic Pumping Section (CPS), and as defined
in this thesis at hand, the forward component of the Source called Differential Pumping Section
1 Forward (refer to figure 2.3). The purpose of the Transport-Section is to reduce the tritium
and ion flux in the system since neither one of these must enter the spectrometers. Otherwise it
would increase the background rate of the experiment and therefore decrease the sensitivity of
KATRIN on the neutrino mass. In order to achieve that, the flux of tritium at the entry of the
spectrometers has to be reduced by 14 orders of magnitude in the Transport-Section [Dre+13a].
A detailed overview of the components is given in [Hac17].
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(a) Differential Pumping Section. (b) Cryogenic Pumping Section.
Figure 2.6.: (a) Visualization of the beam-tube and magnets of the DPS. (b) Visualization
of the CPS and its gold coated inner surface. Figures taken from [Hac17].
The DPS consists of four turbomolecular pumps in order to remove the tritium. Addition-
ally, five magnets provide the magnetic field to guide electrons adiabatically through a chicane.
The neutral tritium gas does not follow the magnetic field lines and therefore the chicane serves
as a barrier for the neutral gas as no direct path is available towards the spectrometers. The
DPS is visualized in figure 2.6 (a) from the side view. The CPS has a similar chicane as the
DPS visualized in figure 2.6 (b).
The beam-tube elements of the CPS (2 to 3) are cooled down to 3 K and a thin layer of argon
frost is prepared on the gold coated surface to cryosorb the tritium [Hac17]. The CPS also has
a chicane in order to achieve the desired tritium flux reduction of > 3 · 107 [Dre+13a]. In pump
port 2, located between beam-tube M6 and M7, of the CPS. The Condensed Krypton Source
(CKrS) can be inserted into the upper part of the port. The FBM is inserted in the horizontal
direction at the same pump port. The FBM and the Condensed Krypton Source cannot be
inserted at the same time into the CPS.
As stated before, ions must not enter the spectrometers as they induce background. They fol-
low the magnetic field lines and cannot be pumped out. Therefore, ring electrodes are installed
in the Transport-Section. These remove the ions by ~E × ~B drift as they hit the surface of the
Transport-Section where they are neutralized.
Throughout the Transport-Section the magnetic field strength varies. This defines if electrons
can reach the FBM, as well as the pitch angle of electrons at the FBM which influences the
reflection probability off the FBM detector. Therefore, it is essential for this work to investigate
the radial dependent magnetic field strengths as well as the field strength at the location of the
FBM. Additionally, the Transport-Section defines the mapping of the FBM detector location
to the Source.
2.3.3. Focal Plane Detector
The FBM is able to scan the electron flux (refer to next section) and therefore needs to be
moved to different positions throughout the flux tube. Thus, at the same time the FBM blocks
electrons from reaching the FPD, which is the final component of the KATRIN experiment
to measure beta electrons, and a shadow of the FBM can be seen on the FPD. This can be
used during commissioning and calibration to estimate the relative position of the two detectors.
The pixel-wise structure creates a shadow like structure on the FPD detector if components
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Figure 2.7.: Visualization of the Forward Beam Monitor front end located in the outer rim
of the magnetic flux tube. Figure adapted from [Are+18].
are blocking the electron flux from the Source. The FPD consists of 148 silicon p-i-n-diode
pixel, each with a size of 44 mm2. The total diameter of the FPD is 90 mm [Ams+15]. The FPD
is attached to the end of the Main-Spectrometer, therefore electrons that are able to pass the
electrostatic filter are guided to the FPD where they have to be counted. Hence, the FPD needs
a high detection efficiency. The measured detection efficiency is in the order of 95 % [Ams+15].
2.3.4. Forward Beam Monitor
The task of the Forward Beam Monitor (FBM) is to verify the Source stability in order to per-
form neutrino mass analysis with the FPD with high sensitivity. Therefore, it needs to achieve
1 precision in approximately 1 min measurement time. To achieve this statistical precision,
106 events have to be detected. During nominal KATRIN operation approximately 106 electrons
per second and square millimeter are expected at the location of the FBM (compare section 5.3.2
and 7.1). Therefore, theoretically, one second integration time is sufficient to achieve the preci-
sion with a 1 mm2 detector.
Since it is of interest to also measure deeper into the tritium beta spectrum to observe Source
effects, p-i-n-diodes were chosen with an energy resolution of about 2.5 keV FWHM. The data
acquisition can handle an electron rate of approximately 104 to 105 events per second without
being dominated by pile-up events. Pile-up occurs if two, or more, electrons hit the detector at
the same time, that is within the integration time of the detector for one event. Those electrons
are counted as a higher energetic event. Therefore, in nominal KATRIN configuration, smaller
p-i-n-diodes need to be used with an effective size of about 0.1 mm2. During First Tritium,
the tritium purity was 0.5 % and therefore larger diodes with an effective size of approximately
1.1 mm2 were used.
The FBM is equipped with two p-i-n-diodes, which are supposed to be situated in the outer-rim.
This area is in between the 229 T cm2 and 191 T cm2 magnetic flux at nominal KATRIN settings
with 100 % magnetic field setup. The latter one maps the Source onto the FPD and must not
be covered by the FBM. The magnetic flux Φ is defined as:
Φ =
∫
BdA = const. (2.6)
where B denotes the magnetic field and A the area. The flux, mapping the Source to the FPD
with 191 T cm2, covers almost all of the Source, except for the mentioned outer-rim of ≈ 4 mm,
which translates to 7 mm at the location of the FBM as visualized in figure 2.7. Nevertheless,
during the past measurement phases it appears that the outer-rim is smaller than expected,
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probably due to collisions of the flux in the Transport-Section with the beam-tube wall. There-
fore, the existence of the rim needs to be verified with electron gun measurements to find the
optimal position of the FBM.
A detailed description of the FBM hardware can be found in [Ell19]. The hardware consists of a
2 m long vacuum manipulator that allows the FBM to move to the inside of the CPS. It is able
to scan the entire flux by moving in horizontal x and vertical y directions. The movement along
the horizontal axis is done utilizing the mentioned vacuum manipulator. The vertical movement
is in fact a rotary movement indicated by the FBM front-end (compare figure 2.7). A rod con-
nected to the rear-end of the FBM can perform longitudinal movement which is translated - by
a toothed bar and wheel - into a rotary movement. Therefore, the horizontal x position is also
changed by the rotary movement which has to be taken into account. The relative positioning
of the overall system is better than 0.1 mm.
The FBM detector board is made of kapton and equipped with two p-i-n-diodes at the tip
of the board, a temperature sensor, and a Hall-sensor. The Hall-sensor enables continuous mon-
itoring of the magnetic field on the one hand, but it also allows relative positioning of the FBM to
the magnetic field and the verification of the predicted magnetic field by simulations. The entire
board is covered by stainless steel in order to prevent electrons hitting the electronic compo-
nents of the board. Only two holes are drilled into it to allow electrons to reach the p-i-n-diodes.
For this thesis, the horizontal movement capability of the FBM is essential in order to cal-
culate the radially expected electron rate at the FBM location as it allows scanning through the
electron flux. The magnetic field changes radially, which directly impacts to the count rate.
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CONCEPT OF THE RESPONSE MATRIX
In order to simulate the FBM detector signal, all components in which electrons from the initial
tritium beta decay, have to be simulated. For example the Source, the Transport-Sections, as
well as the diodes have to be simulated. A full Monte-Carlo simulation requires non-feasible
calculation time on available CPU (Central Processing Unit) clusters and would have to be
performed for all signal related parameters and their respective uncertainties. Just for the
simulation of the Source at one parameter setting, the calculation time is in the order of 20
CPU years. Therefore, to simulate the FBM detector signal, all components are simulated
separately (Source, Transport-Section, diodes, etc.). To combine the influence of the various
components in KATRIN onto the detector response signal, the response matrix method is used,
which parameterizes these influences. A comparable approach is utilized to look for sterile
neutrinos with the KATRIN experiment [SL18a]. The response matrix ansatz for the FBM is
explained in this chapter.
3.1. One dimensional
The basic concept of the response matrix ansatz is to bin all parameters (e.g. energy and polar
angle of the particle) in order to simulate the expected detector signal, and therefore to perform
a simulation of all components individually. A simple example to understand the concept of
a matrix representation is a mono-energetic Source (e.g. electron-gun) emitting electrons into
a gas (e.g. tritium) with a certain gas density. The electrons will undergo scattering and the
initial mono-energetic particle spectrum smears out.
Therefore, we have a transformation of the initial binned energy spectrum ~E:
~˜E =
n∑
i=1
Ei · ~Ri (3.1)
where each energy bin Ei is transformed by its own response-vector ~Ri. The response-vector ~˜E
has the same dimension n as the energy spectrum ~E. Therefore, the total response for all bins
in ~E requires a number of n× n response indices.
For simulating the response-vector for the initial bin Ei, the energy within the boundaries of
the bin is assumed to be distributed uniformly to get a good representation of the bin. The
resulting spectrum ~˜E has to be investigated after the scattering process. The higher the initial
number of electrons in bin Ei is, the more statistically reliable the calculated response-vector.
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(b) Final energy distribution ~˜E.
Figure 3.1.: Simulation of an electron-gun emitting electrons with a fixed kinetic energy of
20 keV, starting at the rear-end of the KATRIN Source, with a polar angle of 0°
to the magnetic field. While travelling through the Source, the electrons have a
certain probability to scatter off the tritium gas molecules inside the Source and
thereby the energy spectrum transforms from the energy spectrum ~E shown in
(a) to the energy spectrum ~˜E shown in (b).
An example is given in figure 3.1. Each entry in the response-vector ~Ri can be calculated as:
~Ri =
n∑
j=1
E˜j
Ei
· ~ej (3.2)
where ~ej denotes the unit vector which is 1 at index j and 0 for all other indices. This equation
only holds for Ei 6= 0. Although the FBM is only capable of recording energy histograms
with its data acquisition, it is essential to know all properties of the particle and experimental
setup as they influence the energy distribution. Of particular importance are the kinetic energy,
the polar angle of the particle and properties of the experimental setup. For example, radial
or azimuthal inhomogeneities of the magnetic field influence the measured detector signal by
changing the particle properties. To account for all these parameters of the particles an extension
of the response-vector to a response matrix (energy and polar angle) is necessary. The response
matrix transforms into multi-dimensional arrays to include more parameters (energy, polar angle,
radius/azimuth). In the next section the two dimensional matrix case, extended by the polar
angle of the particle, is explained.
3.2. Two dimensional
The basic case of a one-dimensional energy distribution is extended by the polar angle distri-
bution of the particle. The polar angle distribution needs to be known in order to simulate the
diode response for the particle. To retrieve the response matrix, the initial distribution matrix
A, which includes the initial polar angle and energy distribution of the particle, needs to be
considered:
A = (aij) =

θ1 θ2 . . . θn
E1 a11 a12 . . . a1n
E2 a21 a22 . . . a2n
...
...
...
. . .
...
Em am1 am2 . . . amn
 (3.3)
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Figure 3.2.: An initial distribution of the particle energy 500 eV to 18 600 eV and polar angle
of 0° to 180° visualized as a two-dimensional histogram with 15 bins per axis.
The energy distribution follows the β decay theory for tritium [KAT05] while the
polar angle follows the cosine distribution. This example consists of 50 million
particles in total.
Here aij indicates the amount of entries or the weight for each bin (Ei, θj). An example of
such a matrix representation is illustrated in figure 3.2 in the form of a histogram.
Performing a Monte-Carlo simulation with a large amount of events > 106 in the Source of
KATRIN of a single scalar, e.g. bin amn, with a particle energy close to the tritium endpoint
and a polar angle of e.g. 90◦, with a large transverse momentum, has a high probability of scat-
tering and will therefore distribute events over all energy and polar angle bins in the resulting
matrix A˜.
A˜ = (a˜ij) =

θ1 θ2 . . . θn
E1 a˜11 a˜12 . . . a˜1n
E2 a˜21 a˜22 . . . a˜2n
...
...
...
. . .
...
Em a˜m1 a˜m2 . . . a˜mn
 (3.4)
The response matrix R for single bin amn can be calculated similarly to equation 3.2:
R =
A˜
amn
(3.5)
Thus, a single bin is represented by a two-dimensional response matrix and the entire initial dis-
tribution matrix requires a four-dimensional response to calculate the resulting two-dimensional
distribution matrix as follows:
A˜ = (a˜kl) =
∑
i,j
aij · rijkl
 (3.6)
This work uses the term response matrix and response synonymously, meaning the four-dimensional
array rijkl is referred to as the response matrix.
In the Transport-Section of the KATRIN experiment, i.e. between Source and Rear-Wall as
well as Source to FBM detector, higher dimensions of the response matrix are required. The
25
Chapter 3. Concept of the Response Matrix
particles undergo various magnetic field strengths and therefore have different reflection proba-
bilities depending on their radial or azimuthal position. For the other components of KATRIN,
the two-dimensional case for single bins is sufficient. Considering the Transport-Section only the
radial dependence is investigated while the experiment is assumed to be symmetric in azimuth.
3.3. Uncertainty Estimation
Using the method of the response matrix induces an uncertainty, which is given by the bin
width. In order to calculate the response of the experiment in one bin, a uniform energy dis-
tribution in this bin has to be assumed, but the actual distribution is not uniform. In other
words, the smaller the bin-width, the smaller the induced error by this method, but the more
computationally expensive it becomes. An upper bound can be estimated by looking at the bin
with the largest gradient between the bin edges and performing the response matrix method in
that bin multiple times with increasingly smaller binning in the energy distribution of the initial
bin.
Additional uncertainties arise from uncertainties in the scattering cross-sections on tritium in
the Source or from the energy-loss-functions. These should ideally be propagated in the sim-
ulation by performing the experiment and therefore the response matrix calculations multiple
times while varying the settings (e.g. cross-section) within their uncertainties. This approach
is not feasible with the response matrix approach as it is computationally too expensive. A
conservative approach is to vary the corresponding setting with the uncertainty of 1σ and to
propagate it further. Afterwards, the mean of the energy and angular distribution is compared.
This method is used to estimate the uncertainties of the simulation.
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TRACKING OF PARTICLES IN THE SOURCE
To study the response of the entire KATRIN experiment and specifically the FBM, different
simulation frameworks for the different components of KATRIN need to be used. The standard
simulation tool for KATRIN is its own simulation framework called Kassiopeia [Fur+17]. It is
used to perform particle tracking in complex electromagnetic environments. For this thesis, Kas-
siopeia is mainly used to study the Rear-Section and the Transport-Section of the experiment. It
is also able to perform Monte-Carlo simulations of electrons interacting with tritium molecules
in the Source of the KATRIN experiment. However, tracking of particles with Kassiopeia can
only be performed on CPUs (Central Processing Unit), which is comparably slow (see section
4.4).
The calculation of response matrices of the Source from Monte-Carlo simulations is an essen-
tial part of this thesis. Therefore, a fine energy binning and a large number of events is required.
Hence, the simulation code of Kassiopeia was rewritten and optimized to run on GPUs (Graph-
ics Processing Unit).
This chapter focuses on the implementation of physical processes into the technical construct
of Monte-Carlo simulations running on GPUs. Firstly, the physical conditions in the Source
are explained in section 4.1, followed by a simple Source model to motivate the utilization of
GPUs in section 4.2. The workflow of the simulation is described in section 4.3. Afterwards, the
GPU Monte-Carlo simulation speed results are compared with the standard KATRIN simulation
framework in section 4.4.
The full Source simulation model on GPUs, which could also be used for a comparison of
existing analytical models and for neutrino mass analyses, can be simplified even further for
the FBM. This leads to a significant speed-up, which is explained in section 4.5. Finally, the
physical results of the frameworks are compared and checked whether they provide identical
simulation results in section 4.6.
4.1. Source simulation
Electrons, originating from tritium beta decay in the Source, are distributed according to the gas
density profile. An example is visualized in figure 2.4. The electrons are emitted isotropically
from the tritium molecule and have an energy distribution according to Fermi’s theory of tritium
beta decay (compare equation 1.22). The emitted electrons are guided by a magnetic field
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Figure 4.1.: The performance of particle tracking on a single CPU versus a single GPU. On
the x-axis the number of simulated electrons is shown while on the y-axis the
required tracking time for this number of events is visualized.
longitudinally towards the two exits at the front and rear-side of the Source. Thereby, they have
a certain probability to interact with the gas molecules in the Source, which can change the
polar angle and kinetic energy of the electron. To fit the neutrino mass in KATRIN, the shape
of the tritium beta electron spectrum close to the tritium endpoint has to be well understood.
Therefore, dedicated analytical models are used in the KATRIN experiment for the endpoint
region [Kle+18].
In contrast to the main detector, the Focal Plane Detector (FPD), the FBM is capable of
measuring deep into the beta electron spectrum (towards lower electron energies) and therefore
it is important to understand the spectrum far from the tritium beta endpoint. Additionally, a
future upgrade of KATRIN will search for sterile neutrinos, which increases the need to under-
stand and describe the complete spectrum.
For this thesis, the Monte-Carlo approach for determination of the response matrix in the Source
is used. In order to track electrons in parallel, the computational power of GPUs is utilized.
The technical challenges are presented in the following sections.
4.2. Source simulation on GPU
The paths of electrons, which follow their magnetic field line through the KATRIN Source,
are independent and do not interfere with each other. On a standard CPU based approach
the particles are therefore tracked one after another. GPUs offer the flexibility of tracking
independent particles in parallel on thousands of cores on a single (GPU-) device. This approach
is called General-Purpose GPU (GPGPU) computing.
For scientific purposes special GPUs with a high performance on 64-bit calculations were
developed. One example is the NVIDIA Tesla series (reference [NVI19]) which is used for this
work.
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Simplified first model
To test the usage of GPUs to track particles in magnetic fields a simple model of the Source is
used. A tube of 10 m length is generated which is about the length of the KATRIN Source. It is
oriented coaxial to the applied magnetic field of 3.6 T in z-direction. All particles have identical
starting properties with a polar angle of 45° and a kinetic energy of 18.6 keV. The electrons are
generated at the rear-side exit surface of the tube at z = 0 m and terminated at the front-side
surface at z = 10 m. To track the electrons, the Lorentz-equation:
d~p
dt
= q
(
~E +
~p× ~B
γm
)
(4.1)
is solved numerically using the Runge-Kutta-8 integrator [Ver78]. The required simulation time
per number of events is visualized in figure 4.1.
In order to find programming errors and have a comparison of execution time on CPU and
GPU, the code development started off as standard C++ CPU code and was translated to GPU
Cuda code afterwards. For this reason, two CPU references are given in figure 4.1. One for the
developed CPU code for this thesis and the other one for the Kassiopeia simulation. The speed
improvement compared to the Kassiopeia framework is negligible with approximately 30 %. This
is mainly caused by simplifications in the calculation of the electron path, because the particle
does not interact and therefore its properties (e.g. Lorentz factor) do not need to be recalculated
at each step of the electron on its path through the Source.
As expected on the CPU based code, the required calculation time is directly proportional
to the number of simulated events. The GPU behaves differently as a plateau like structure
develops for a small amount of events on the order of 1000 and below. The GPU code tracks
electrons in parallel and can handle 2048 electrons at once. Hence, 2048 particles are always
tracked at the same time on a single GPU. For more than 2048 events, the required simulation
time behaves linearly to the multiple of 2048 particles.
On one hand, the speed result presented in figure 4.1 hints towards a speed improvement of
factor 720 that can be achieved using GPUs. On the other hand, the simulation configuration
is highly-optimized for GPUs.
In other words, only a small amount of data is transferred from host (CPU) do device (GPU)
and all electrons have identical starting conditions, which is a perfect configuration for simula-
tions on GPUs.
One goal of this thesis is to enhance the required simulation time of Kassiopeia Monte-Carlo
simulations of the Source on a single CPU by - at least - a factor of 100 for the same simulation
on a single GPU. This is required to calculate the response of the source for electrons with a
kinetic energy far away from the tritium endpoint and appears to be achievable considering the
speed improvement in the simplified model.
4.3. Simulation workflow
An overview of the GPU based simulation workflow is given in figure 4.2. The blue boxes repre-
sent steps performed on a single CPU while in red the simulation steps performed on the GPU
are visualized. Although it may seem that most of the simulation workload is handled by the
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Figure 4.2.: Schematic of the simulation workflow describing the different steps performed on
CPUs (host) and GPUs (device) for the simulation.
CPU, the computationally expensive calculations are performed on the GPU device. Addition-
ally, some parts of the code are kept on the host to utilize existing interfaces, e.g. to the Source
density calculation framework.
In order to use different configurations of the Source, i.e. Source temperatures and column
densities that change the density profile in the Source, an interface to SSC (Source and Spec-
trum Calculation) [Ho¨t12; Kuc+18a] is established. It is able calculate the density profile for
different Source configurations. The profile is provided by SSC as an array of gas densities in
the Source and is fit with a ninth order polynomial for a normalized root-mean-square-deviation
of approximately 10−5. The fit is performed to avoid lookup tables on the GPU. The fit result
is taken as input for the simulation.
The generation of particle properties is also done on the CPU. This includes the position
of the electron within the Source, the direction according to an isotropic distribution, and the
initial kinetic energy. All these steps could also be performed on the GPU in parallel, but in
order to perform FSD (Final State Distribution) and Doppler broadening calculations an in-
terconnection to the CPU based SSC is required. These effects are crucial close to the tritium
electron endpoint energy in order to determine the neutrino mass.
The amount of electrons generated at once is determined by the storage space on the GPU.
All properties need to be transferred onto the device and each particle is created by its own
particle class. Thereby, 107 particles require ≈ 3.6 GB of memory on the device. This memory
space is occupied by the initial particles generated on the host and additional space is allocated
for secondary electrons. The secondaries are generated due to the ionization of the gas molecules
by (primary) electron interactions. The limited amount of space on the device for secondaries
enforces an energy threshold of ≈ 500 eV. Below this threshold, more secondary electrons are
generated than memory space is available on the device for 107 particles. This energy threshold
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in the simulation is sufficient as the energy threshold of the Forward Beam Monitor detector is
approximately 5 keV.
Tracking of particles
After the properties of the electrons are transferred onto the device and the generation of the
initial electrons on the device succeeded, the electrons are tracked adiabatically according to
their initial position and momentum. Thus, their radius ~rc and momentum ~p can be calculated
according to the following equations [Gro15]:
d~rc
dt
=
p‖
mγ
·
~Bc
Bc
(4.2)
dp‖
dt
= − p
2
⊥
2γmBc
(
~∇Bc + q ~Ec
)
·
~Bc
Bc
(4.3)
dp⊥
dt
=
p⊥p‖
2γmBc
~∇Bc ·
~Bc
Bc
(4.4)
This tracking method splits the momentum into its longitudinal and transversal component and
propagates them independently. It allows larger step sizes than the exact integration of the
Lorentz-equation presented in section 4.2, especially with a longitudinally constant magnetic
field as utilized in this GPU based simulation, which is a good approximation of the field in the
Source of KATRIN. Additionally, synchrotron losses are included into the simulation, which
adds an additional term to the transverse momentum [Fur15]:
dp⊥
dt
= − µ0
6pic
q4
m3
~B2cp⊥γ (4.5)
The particles are tracked until they reach the rear- or front-exit of the 10 m long Source, which
is equivalent to the bottom or top surface of the tube in the simplified model. If they fall below
the energy threshold by interactions with the gas molecules the tracking is also stopped. If a
particle is terminated by one of these two conditions, the device automatically continues with
the next primary particle. It depends on the hardware of the device how many particles can be
tracked in parallel and the code has to adapted for the different GPU hardware models.
A few percent of particles have a track length of hundreds of meters in the 10 m long Source,
because they have a large transversal momentum compared to its longitudinal component or
undergo many interactions with the gas in the Source and scatter back and forth. To be more
time efficient with particles that are stored in the Source for a long time, a maximum number
of steps is set, which a particle can undergo, see figure 4.3. The cut is set to 85 000 steps, which
covers ≈ 91 % of particles that left the Source or fell below the energy threshold before they
reach the maximum number of steps. These particles, terminated by the maximum number of
steps, are not lost in the particle simulation. After all initial primary particles were tracked, the
remaining particles, which are not terminated by the energy threshold or by leaving the Source,
are re-injected into the simulation procedure with their properties at their termination. Among
those re-injected particles are also secondary electrons from ionization of the gas in the Source.
With this method the full capacity of the GPU is utilized. After the tracking of all remaining
particles is finished, all particles are transferred back to the host and stored into ROOT trees
[BR97] (compare figure 4.2). Within these trees, only the initial and final track information of
the particle is stored, but no information about the step level or interactions on the step level.
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Figure 4.3.: Simulation result of the tracking of 107 electrons through the Source. On the x-
axis the number of steps for particles to fall below the energy threshold of 500 eV
and hence being terminated or before leaving the Source is shown. On the y-axis
the number of particles per x-bin is given. The red dashed line indicates the cut
at 85 000 steps.
Particle interactions
While particles travel through the Source, which has an average density of approximately 5 · 1020
molecules per cubic meter in the nominal configuration, their probability of interacting with the
gas depends on the individual cross-sections of the different interaction processes. These are
adapted from the implementation in Kassiopeia and the cross-sections are visualized in figure
4.4. A more detailed discussion about the implementation into Kassiopeia can be found in the
references [Hei15] and [Wan13]. In order to avoid overhead on the GPU, interactions below
500 eV electron energy are not considered, although these are implemented into the Kassiopeia
interaction model. As the energy threshold of the FBM detector is in the range of a few keV
(usually 4 keV to 5 keV), these are not crucial for the simulation of the detector signal.
However, the cross-section is one of the biggest uncertainties in the simulation and has to be ex-
trapolated from above 1 keV to the endpoint as no data is available (compare figure 4.4). Close to
the endpoint of tritium at 18.6 keV, the measured total cross-section is (3.40± 0.07) · 10−18 cm2
[Ase+00] and the extrapolated value in Kassiopeia is 3.62 · 10−18 cm2 differ by approximately
6 %. Another model integrated into Kassiopeia for simulating the endpoint uses a fixed cross-
section. The cross-section can be set individually by the user. The GPU code uses the extrap-
olated Kassiopeia cross-section model to have an energy range from 500 eV to 18 600 eV. The
energy loss calculation is also identical to the implementation in Kassiopeia. A discussion can
be found in [Ase+00].
4.4. Speed results
The achieved speed improvement of a Monte-Carlo Source simulation on a GPU versus a CPU
on a similar code basis and an additional comparison to Kassiopeia is shown in figure 4.5. With
highly optimized code for the purpose of tracking electrons through the the Source of KATRIN,
the produced CPU code outperforms Kassiopeia by a factor of three. This is mainly due to
optimizations applied because of the neglected electric field and magnetic field gradients. The
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Figure 4.4.: Cross-sections for electrons on hydrogen molecules. In Kassiopeia, the cross-
sections were extrapolated to fit higher energy regimes. Figure taken from
[Taw+90].
100 101 102 103 104 105 106
number of primaries
101
102
103
104
105
106
ti
m
e
/
s
3x
10
8x
Tesla K20c (GPU)
Xeon E5-2660 (CPU)
Xeon E5-2660: Kassiopeia (CPU)
Figure 4.5.: The required calculation time (y-axis) for the simulated the number of primary
events (x-axis). The simulation includes secondary particles.
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equivalent GPU code is 108 times faster than the optimized CPU code. That means, for the
complete simulation of the response matrices, five Tesla K20c GPUs are used. Hence, this
represents an equivalent of 540 Xeon E5-2660 CPU cores.
Comparing figure 4.1 and 4.5, the latter does not show the characteristic plateau in the
required simulation time for a small number of primary particles on the GPU as can be seen
in figure 4.1. In the final simulation code, only the created particles are tracked and the GPU
is not filled to its maximum capacity if the number of electrons is lower. The required time
depends on the initial properties of the electron.
4.5. Simplifications for Response Matrix
To simulate 312 ·36 response matrices with 5 · 106 events per bin as used in this thesis, the GPU
code did undergo further simplifications. Assuming a constant magnetic field and a symmetric
density distribution in the Source, the density can also be assumed to be constant in the Source
[SL18b]. The electrons are generated laterally uniform in the Source. In the normal (not
simplified) model, the probability of interactions of the particle with the gas is calculated at each
step. In contrast, utilizing a constant density in the Source, the point of the next interaction can
be calculated. The step sizes are defined by the time of the next interaction of the particle. The
equations can be found in the reference [Fur+17]. Additionally, FSD and Doppler broadening
are removed as they have no effect on the uniform energy distribution within each bin of the
response matrix. Synchrotron radiation has a non-detectable effect for the FBM and is also not
considered in the Source simulation, but an upper estimate is given in section 5.1.2. With all
these simplifications applied, the complete simulation of the response matrices takes about 10
days on five Tesla K20c cards.
For this number of events, the full particle information cannot be stored as this method
requires too much storage space. Therefore, the response matrices for each bin are directly
calculated in the simulation code and stored.
4.6. Comparison of simulation results
In order to verify the simulation code on GPUs, a virtual electron-gun is placed at the rear-side
of the Source. It emits 107 electrons with an initial energy of 18.6 keV, which are uniformly
distributed in cos(θ) with θ ranging from 0° to 45° in forward direction. The magnetic field is
set to 70 % (2.52 T) of the nominal field as stated in the KATRIN design report1.
The electrons leaving the front-exit of the Source are used for the analysis shown in figure
4.6. Their final kinetic energy is subtracted from their initial kinetic energy resulting in the
energy loss of the particle. The equivalent method is used for the angular change of the particle.
A model with a variable step size and a constant density as well as the model with the fixed
step size and real density distribution including synchrotron radiation are compared against the
Kassiopeia model. Both models agree well with the Kassiopeia reference. Hence, for this work,
the variable step size with a fixed density can be utilized.
1This configuration was used during First Tritium campaign.
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Figure 4.6.: The energy loss (a) and angular change (b) of electrons is shown with an initial
kinetic energy of 18.6 keV travelling through the Source at a magnetic field of
2.52 T. In the figures at the top the energy loss and changes of the pitch angle
using three different MC (Monte-Carlo) generators are shown. Kassiopeia rep-
resents the standard KATRIN simulation framework. The fixed step size refers
to section 4.2 while the variable step size includes all model simplifications de-
scribed in the same section. In the bottom figures, the residuals normalized to
the Kassiopeia simulation are shown.
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CHAPTER 5
TOWARDS THE SIMULATION OF THE FBM RESPONSE
As stated in the previous chapter, Kassiopeia is used for tracking particles through the com-
ponents of the KATRIN experiment. Kassiopeia is part of the KASPER (KATRIN analysis
and simulation package) framework. The geometry of the KATRIN experiment and the magnet
configuration are implemented in this framework.
Other than that, for the complete simulation of the KATRIN experiment, the reflection of
electrons on the Rear-Wall needs to be simulated. For this purpose, the GEANT4 (GEometry
ANd Tracking) toolkit is used [Ago+03]. It can simulate different kinds of particles and their
interactions passing through matter. This is discussed in section 5.2.
The GEANT4 toolkit is also used to simulate the influence of the cover on the detector board
in section 5.4. The cover protects the electronics on the FBM detector board.
The response of the FBM p-i-n-diodes is simulated utilizing the KESS (KATRIN Electron
Scattering in Silicon code) framework [Ren11]. It is used to simulate dead-layer thicknesses and
the deposited energy of each electron in the sensitive volume. In contrast to GEANT4, it is
optimized for low energetic electrons in silicon. The simulation of the diode response can be
found in section 5.5.
In this chapter all the challenges of the simulation of individual KATRIN components and the
simulation results leading to the respective response matrices are presented. The combination
of these matrices and the final response is shown in chapter 6.
5.1. Source Response Matrix
Calculation of a single response matrix for the Source section is not sufficient. The Source
response is split into six different responses by the design of the Source, depending on the
positions of the particles and their directions.
Two of them emanate directly from tritium decay itself. Tritium is injected in the central
part of the Source and it travels by diffusion towards the rear- and front-side of the Source.
Electrons, emanating from tritium beta decay, are guided by a magnetic field and can leave the
Source at the front- and at the rear-end. The exit probabilities for electrons being distributed
in different angle and energy bins are represented by two distinct response matrices.
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Figure 5.1.: Schematic of a cut through the xz plane of the WGTS. The green blocks indicate
the super-conducting magnets while the beam tube walls are colored in black.
The red colored lines show the magnetic field lines within the Source. They stop
before they enter the differential pumping sections. The simulation of the Source
response matrices is performed in the volume shown by the magnetic field lines.
Additionally, electrons that leave the Source towards the Transport- or Rear-Section are partially
reflected back into the Source. Therefore two additional response matrices describe electrons,
entering the Source on one side, and leaving the Source at the opposite side, or the side of their
initial entrance. As reflected electrons enter the Source either from the rear-side or front-side
this adds up to four additional response matrices in total.
Utilizing the simplifications described in section 4.2, the Source is assumed to be symmetrical,
i.e. only three response matrices are required. For example, electrons, from beta decay, leav-
ing the Source at the front side have the identical response matrix to electrons leaving on the
rear-side. Thereby, only the angular distribution is shifted by 180° (or flipped) while the energy
distribution remains unchanged. Hence, for electrons from tritium beta decay leaving the Win-
dowless Gaseous Tritium Source only one response matrix simulation is sufficient. Electrons,
reflected in the Rear-Section or Transport-Section can be described by the same set of response
matrices, only flipped on the polar angle axis, for transmission and reflection. The setup of the
Source and their magnetic field lines can be seen in figure 5.1.
5.1.1. Results from beta decay
To model the response of the Source for tritium beta decay, the energy spectrum is split into
50 eV bins ranging from 3000 eV to 18 600 eV and the polar angle is split into 5° bins, ranging
from 0° to 180° making a total of 11 232 matrix indices. However, each matrix index needs to
be represented by an individual response matrix with the same amount of indices of 11 232.
These matrices are simulated using a uniform electron distribution in energy and in cos(θ)
within a single bin. That means, they can be applied to different shapes of the initial tritium elec-
tron spectrum and the goodness of the representation is the better, for smaller bin widths. The
initial beta electron distribution is simulated assuming a tritium endpoint energy of 18 575 eV
and a neutrino mass of 0 eV. The angular distribution is created by a random number generator,
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Figure 5.2.: The energy distribution (a) and angular distribution (b). The initial distribution
is shown in red and the distribution at the front-exit of the WGTS in blue.
The y-axis denotes the probability of a single tritium atom to decay into the
corresponding bin per second and travel towards the Source exit. The distribution
in figure (c) is the combination of the final distribution from figures (a) and (b).
which is uniform in cos(θ). The magnetic field in the Source is set to ~Bᵀ = (0, 0,−2.52 T) .
An example distribution of electrons at the front-exit of the Source is shown in figure 5.2.
In figure (a) the initial energy distribution integrated over all spherical directions is shown. Ap-
proximately 45.9 % of particles reach the front-exit of the Source, shown as the final distribution.
As the Source is assumed to be symmetrical, the same number of electrons reach the rear-exit of
the Source. The missing particles (8.2 %), not leaving the Source, have a kinetic energy below
the energy threshold of 3 keV due to interactions with the gas molecules and are not tracked to
the Source exit in the simulation.
In figure (b) an overview of the polar angle distribution at the time of the tritium decay and
after leaving the front-exit of the Source is given. The cut for the plot is set to 90°, because
electrons leaving the Source in forward direction have - by definition - a polar angle of θ ≤ 90°.
Nevertheless, electrons with a larger initial polar angle can leave the Source in forward direction
through interactions with the tritium molecules which change their polar angle. Electrons with
39
Chapter 5. Towards the simulation of the FBM Response
a large pitch angles have the tendency to scatter to lower angles so they are able to leave the
Source. The figure is not symmetric for electrons leaving the Source at the opposite side. The
spectrum is flipped along the polar angle axis for a range of 90° to 180°
In figure (c) the combination of the final distributions shown in (a) and (b), which represents
the probability P (E, θ, t) for a single tritium atom to emit an electron that falls into the 50 eV
energy and 5° polar angle bin per second and to reach the front-exit of the Source.
5.1.2. Uncertainty estimation
The accuracy of the response estimation is influenced by several factors. Some are induced by
the method itself, i.e. by binning the simulation results, others are systematic uncertainties.
Examples are the density or the tritium cross-section for electrons. In this section an overview
of the propagated uncertainties is given that represent the uncertainties of the simulation results
in the Source.
 Binning: The response matrices are calculated using a uniform electron energy distri-
bution inside 50 eV energy bins. Binning is only an approximation of the real shape in
that energy range and the smaller the bin width - the smaller is the induced error by this
method. An estimation can be derived by looking at the largest gradient of a real tritium
beta decay spectrum and comparing it to a uniform distribution. For a tritium endpoint
energy of 18 575 eV and a zero neutrino mass, the largest gradient is in between the bin
edges of 8850 eV to 8900 eV with a slope of 8. Both distributions are simulated in this
energy range with 108 events and a uniform distribution in cos(θ) between 45° to 50°.
The weighted mean of the two energy distributions are compared at the front-exit of the
Source. The energy threshold for electrons is set to 3 keV.
The mean energy for the beta decay spectrum in this bin is Eβ = 8778.93 eV and Euni =
8778.96 eV with a difference of 0.03 eV (3 · 10−4 %). This effect is negligible compared to
the energy resolution and uncertainty of the FBM detector (section 5.5).
The distribution for pitch angle bins follow the same isotropic distribution as without
binning. Hence, no error is induced by binning the polar angle of the electrons in the
Source initially.
 Cross-section and density: One of the largest uncertainties in the Source is the cross-
section of electron scattering off tritium. It is assumed to be 6 % at the tritium endpoint
as shown in the particle interactions discussion in section 4.2. Other than that, one of the
KATRIN requirements is a stable Source column density on the per mille level [KAT05].
The probability P (t) of a particle interaction with a gas molecules in the simulation per
time t is calculated by [Fur+17]:
P (t) = 1− exp
(
t · v
λ
)
(5.1)
with the mean free path λ = (n · σ)−1, n being the target number density and σ the
summed cross-section of all interactions of the target and v the velocity of the particle.
From this equation one can read that relative uncertainties of the density and cross-section
have an identical effect on the interaction probability. Therefore, both effects are combined
to a total (conservative) 7 % relative uncertainty. This also includes fluctuations of the
magnetic field as they can be represented as fluctuations of the column density which are
on the per mille level ([KAT05]) as well. The uncertainty estimation is performed using
107 particles with identical starting conditions. They are distributed uniformly in the
40
Chapter 5. Towards the simulation of the FBM Response
Source with an isotropic momentum direction vector, or uniformly in cos(θ). The kinetic
energy of the electron is set to the lowest energy bin between 3000 eV to 3050 eV, because
at these energies the electron has the largest interaction probability. After the particles
propagate to the Source exit, the weighted mean of the energy spectrum at the front-exit
of the Source is compared against the same spectrum at nominal Source conditions. Since
the initial electron energy is close to the nominal energy threshold in the simulation (of
3 keV), the threshold is set to 500 eV in this uncertainty estimation. The results are as
follows:
E = 2574.30 eV for λ−1 = 1.00 · λ−1nominal
E = 2590.80 eV for λ−1 = 0.93 · λ−1nominal
E = 2559.41 eV for λ−1 = 1.07 · λ−1nominal
As expected for larger densities/cross-sections, the probability of interactions with the gas
molecules increases and therefore the mean energy is lowered by approximately 14.89 eV.
This is a 6 effect. This also accounts for lowering the interaction probability by a larger
mean energy of approximately 16.50 eV which is also a 6 effect.
The amount of interactions with the gas molecules also influences the final pitch angle
distribution. The weighted mean of the final pitch angle is about (50.3± 0.3)° (6) in
both directions and, as expected from figure 5.2, the more particle interactions, the more
likely there is a smaller mean pitch angle at the exit of the Source.
Besides the influence on the polar angle and energy distribution, different densities/cross-
sections also influence the probability of electrons being able to leave the Source. The
difference for 7 % shifts induces a change of the probability and therefore the rate by
1.5 %. For an increasing density or cross-section, the probability decreases and increases
for a smaller density or cross-section. This does not account for additional electrons
emanated at a higher tritium density.
 Cyclotron radiation: To simplify the event-by-event simulation, the cyclotron radiation
is removed from the simulation. An upper limit can be calculated by using equation 4.5.
In the non-relativistic case (the Lorentz factor is about γ = 1.04 for a kinetic energy of
18 575 eV) and by replacing the transversal momentum by the energy E⊥ results in:
∆E⊥
∆t
= − µ0
3pic
e4
m3e
~B2 · E⊥ ≈ −0.4 · ~B2 · E⊥. (5.2)
The minus sign denotes that the energy is radiated away from the particle. Assuming a
magnetic field of Bz = 2.52 T and a pitch angle of 90° at the endpoint energy of 18 575 eV,
results in an energy loss of 457 meV for particles that spent 10 µs in the Source. Thereby,
10 µs is a conservative estimate for particles with kinetic energies larger than 3 keV.
5.1.3. Particles entering sideways
Electrons, that are magnetically reflected in the Transport-Section or backscattered from the
Rear-Wall are entering the Source sideways (front-/rear-side). As the Source is assumed to be
symmetric, the response of electrons entering from the front- or rear-side is identical, but flipped
on the polar angle axis. Hence, only response matrices for electrons entering from one side, in
this case the rear-side, are calculated. The electrons will be transmitted to the front or back-
reflected to the rear-side of the Source. The results for three of the 312 energy bins is shown
in figure 5.3. In figure (a), the summed transmission probability over the initial pitch angle is
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Figure 5.3.: The transmission probability (a) and average energy loss (b) of electrons entering
the Source from the rear-side and traveling to the front-side in their respective
energy bin over all pitch angles 0° to 90°. The transmission probability is given
as the summed probability over all energy bins 3 keV to 18.6 keV at the front-exit
of the Source.
shown. The x-axis is split into 18 polar angle bins with a 5° bin width. For an initial energy of
18 000 eV to 18 050 eV, i.e. bin 18 025 eV, the transmission probability is close to 100 % up to a
pitch angle of 70°. The transmission probability is defined as the summed probability over all
energy bins from 3000 eV to 18 600 eV at the front-side.
At larger pitch angles, above 70°, the transmission probability drops. The utilized energy bin
at 18 025 eV has a surplus of 15 keV to the energy threshold and most electrons above 70° are
reflected and leave the Source at the rear-side, but are not stopped in the Source.
Electrons, in the energy bin of 9025 eV, have a larger interaction probability than electrons
in bin 18 025 eV as the cross-section for interaction in the Source increases. Therefore, less par-
ticles are transmitted to the front-side and more are reflected to the rear-side compared to the
higher energy bin.
In contrast, the bin representing an electron energy of 4025 eV is close to the threshold of
3000 eV at which the particle is terminated. Additionally, the cross-section is compared to that
of electrons in bin 9025 eV. Therefore, at low pitch angles, the transmission probability is only
≈ 90 % and drops down to ≈ 10 % for pitch angles at 85° to 90°. The total reflection probability
is largest for bin 9025 eV with a 3000 eV energy threshold compared to bin 4025 eV and 18 025 eV.
In figure 5.3 (b), the averaged lost energy for transmitted electrons over their respective ini-
tial pitch angles is shown. This is calculated by weighting the center of each energy bin with its
individual response and calculating the mean which gives the average energy of electrons leaving
the Source in front-direction. The average energy is subtracted from the initial energy, which
results in the energy loss at different pitch angles.
As expected, the average energy loss increases for larger pitch angles. It is the largest for
electrons in the energy bin 4025 eV. In comparison to the higher energy bins, the energy loss
flattens out towards larger pitch angles of > 70°, because electrons at these angles are likely to
fall below the energy threshold of 3000 eV and therefore are terminated in the Source. Other
than that, the average energy loss for electrons in the energy bin 9025 eV is larger than for
electrons in bin 18 025 eV as the interaction probability is larger.
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5.2. Rear-Section
The Rear-Section of the KATRIN experiment guides electrons from the Source to the Rear-Wall.
These electrons leave the Source at the rear-end with a pitch angle of 90° to 180°. In this section,
the effect of magnetic field guidance and the scattering off of the Rear-Wall onto the electrons
is presented.
The two effects are expressed as response matrices for the scattering at the Rear-Wall process
and as an analytical transmission function for the magnetic field guidance in the Rear-Section.
Electrons, guided by magnetic field lines, undergo changes of their pitch angle depending on
the magnetic field they experience. This angular change is described by the following equation
[KAT05]:
sin θ1
sin θ2
=
√
B1
B2
. (5.3)
The maximum magnetic field the electrons experience during their travel defines the acceptance
angle θaccept. If the magnetic field increases, the pitch angle of the electron increases as well.
As soon as the pitch angle reaches 90°, the electron is reflected backwards. For this scenario
equation 5.3 can be expressed as:
θaccept = arcsin
√
BS
Bmax
(5.4)
with an initial magnetic field of BS that allows the electrons to pass the maximum magnetic
field Bmax. The angle θaccept is defined as the acceptance angle in the starting magnetic field BS
and is equivalent to 90° at Bmax.
This section is split into two parts. In one part the influence of the Rear-Section and wall
in nominal KATRIN configuration is discussed. The second part discusses the settings during
the First Tritium campaign as the Rear-Section magnet was off and the valve V0 was closed.
For simulating the magnetic field lines and synchrotron radiation losses the Kassiopeia frame-
work is used. The scattering simulations are performed with the GEANT41 toolkit.
To avoid confusion in the upcoming sections, all angles are always referring to the z-axis.
That means electrons travelling towards the rear side of KATRIN have pitch angles in the range
of 180° to 90° and 0° to 90° when travelling towards the front side. This scheme is also applied
to the inclination and acceptance angles of the electrons. The inclination angle is defined as the
angle of the magnetic field line to the z-axis while entering the Rear-Wall or valve V0.
5.2.1. Nominal KATRIN operation
In nominal KATRIN operation, electrons leaving the Source in rear-direction, are guided to the
gold-plated Rear-Wall [Sch16] through the Rear-Section. A visualization of this component and
the magnetic field lines is given in figure A.II.
An overview of the properties of the Rear-Section magnetic field is given in table 5.1. In this
table, the radial dependency for electrons passing this section is given. Their initial magnetic
field and maximum magnetic field are radially independent which leads to an acceptance angle
of 92.53°. It is independent of the radius rS and is equivalent to almost full transmission.
The final magnetic field Bfinal at the Rear-Wall is almost identical at all given radii, which
results in a pitch angle for electrons of ≈ 128° at each radial position. This is the maximum pitch
1Release 10.04 including patch 02.
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rS / mm BS / T Bmax / T θaccept /
◦ Bfinal / T θpitch / ◦ θinc / ◦
0 2.522 2.527 92.527 1.588 127.562 179.905
5 2.522 2.527 92.527 1.587 127.569 178.667
10 2.522 2.527 92.527 1.586 127.601 177.357
15 2.522 2.527 92.527 1.584 127.646 176.038
20 2.522 2.527 92.527 1.581 127.729 174.708
25 2.522 2.527 92.527 1.577 127.820 173.366
30 2.522 2.527 92.527 1.571 127.945 172.005
35 2.522 2.527 92.527 1.565 128.081 170.623
40 2.522 2.527 92.527 1.558 128.255 169.215
45 2.522 2.527 92.528 1.550 128.449 167.778
Table 5.1.: Overview of the properties of the Rear-Section in nominal KATRIN configura-
tion at 70 % magnetic field. The radius rS indicates the radial starting po-
sition of the electron in the center of the Source. The initial magnetic field
strength in the Source is given by BS, and the maximum field strength Bmax,
which the electron experiences during its travel towards the Rear-Wall. The ac-
ceptance angle θ′accept can be calculated from equation 5.4. Since only electrons
traveling to the Rear-Wall are considered, the reduced acceptance angle is given.
That means, in KATRIN coordinates, the polar angle to the z-axis is given by
θaccept = 180
◦ − θ′accept. The angular distribution ranges from 180° to θaccept. To
estimate the scattering probabilities on the Rear-Wall, the inclination angle to the
normal of the Rear-Wall plane needs to be known. The maximum angle due to
the field change can be derived from Bfinal and is given by the reduced θpitch. Ad-
ditionally, the magnetic field lines are not always perpendicular to the Rear-Wall
plane. This is expressed by θinc. An angle of 180° is anti-parallel to the normal.
A complete list of properties can be found in the appendix A.I.
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bin edge Source 180° 175° 170° 165° 160° 155° 150° 145° 140°
bin edge Rear-Wall 180° 176° 172° 168° 164° 160° 157° 153° 149°
bin edge Source 135° 130° 125° 120° 115° 110° 105° 100° 95° 90°
bin edge Rear-Wall 146° 143° 140° 137° 134° 132° 130° 129° 128° -
Table 5.2.: Representation of the bin polar angle edges at the position of the Rear-Wall. The
angles are always rounded to integer values and the magnetic field in the Source
is assumed to be 2.52 T and at the Rear-Wall 1.58 T. The bin edges are radially
dependent as the magnetic field strength varies at the Rear-Wall.
angle electrons can reach at the Rear-Wall. It is limited by the acceptance angle and magnetic
field at the Rear-Wall. The angle for each polar angle bin is calculated using equation 5.3.
The inclination angle, which is defined as the polar angle between the z-axis and the incom-
ing magnetic field line, varies from 168° to 180°. This means an inclination angle of 180° is
perpendicular to the Rear-Wall plane or anti-parallel to its normal. Hence, the transmission
of electrons, leaving the Source in rear direction, can be described in a radially independent
way, but the inclination angle on the Rear-Wall and therefore the scattering probability differs
at each radius. The complete list of Rear-Section properties can be found in table A.I in the
appendix.
The polar angle in the Source section is distributed within 18 bins with 5° bin width each. The
bin edges are also changing while undergoing different magnetic field strengths. An overview of
the final distribution is given in table 5.2. From this table one can read that the polar angle
distribution is compressed due to the low magnetic field at the Rear-Wall compared to the
Source. In addition to the magnetic field change, the inclination angle of the magnetic field line
onto the rear- wall plane also changes. The actual incoming angle onto the Rear-Wall is given by
a uniform distribution in between θinc±θbin, with θbin describing the bin edges at the Rear-Wall
shifted by 180°. That means the bin edge 176° is translated to a variation of the incoming angle
of θinc±4°. Having two bin edges, always the maximum variation is considered. This is a simple
model of the real angular distribution.
Both, the bin edge and the inclination angle are radially dependent. The 90° bin edge in the
Source is not transmitted to the Rear-Wall, because of the larger acceptance angle of 92.527°.
Therefore, only a fraction (≈ 50 %) of electrons in that polar angle bin are transmitted.
Electrons, reaching the Rear-Wall, are either transmitted or reflected. The reflection can be
modelled by a response matrix which is explained in section 5.2.1.2. The reflected particles can
travel through the Rear-Section into the Source again. The initial magnetic field of ≈ 1.58 T
and the maximum magnetic field of 2.527 T result in an acceptance angle for electrons to go
back towards the Source of 52.25°. Electrons, with a smaller pitch angle, will be transmitted
back to the Source while the remaining are magnetically reflected and hit the Rear-Wall again.
5.2.1.1. Uncertainty estimation during the transport
During their travel from the Source exit towards the Rear-Wall, or valve V0 respectively, elec-
trons lose energy due to synchrotron radiation. The amount of radiated energy depends on the
pitch angle, kinetic energy and magnetic field. One example is given in figure 5.4. The energy
loss is simulated at all radii rS, stated in table 5.1, and the radius having the largest amount
of radiated energy is chosen as a conservative estimate for synchrotron losses of all electrons in
the Rear-Section. The simulation provides the expected behavior, the smaller the transverse
component of the momentum - the smaller the radiated energy.
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Figure 5.4.: The synchrotron energy losses of electrons leaving the Source in backward di-
rection until they reach the Rear-Wall at an initial radius inside the Source of
45 mm. The electrons have an initial energy of 18 575 eV.
In order to simulate the synchrotron radiation for the properties, given in table 5.1, the electrons
are created in the center of the Source and tracked towards the Rear-Wall. The energy, these
particles lose during their travel inside of the Source, is added afterwards again to calculate the
energy losses in the Rear-Section. This induces a small uncertainty as the particle does not have
its initial energy while leaving the Source. This effect is less than a per mille on the energy and
therefore not considered. This approach is used to simulate the radiation losses at the correct
radial position according to table 5.1.
The electron can also interact with residual gas inside of the Rear-Section and thereby lose
energy, change the pitch angle, or get stuck in varying magnetic fields. This is not considered
in the uncertainty estimation. Additionally, super-conducting magnets might change their ex-
pected position slightly during cooling. These uncertainties in their absolute positioning are not
considered. The effects are presumed to be negligible, but should be investigated in more detail
in future.
5.2.1.2. Rear-Wall Response Matrix
To simulate the response matrices for the gold-plated Rear-Wall, the GEANT4 toolkit is used.
The energy and polar angle binning for the Rear-Section response matrices calculation is kept
identical to that of the Source section, although, table 5.2 suggests to go to a finer binning of the
polar angle in the order of 1°. This would infer five times more bins, which also requires at least
five times the amount of initial events for the same precision per bin. This is computationally
too expensive considering the gain achieved in simulating the FBM response.
A simplification to previous simulations is the smaller polar angle range from 180° to 90°. For
the simulation process, a cuboid shaped volume out of gold is used and 106 electrons are shot
onto it at each angle and energy bin. The scattering probability thereby depends strongly on
the incoming angle as well as the energy. The simulation result is shown in figure 5.5. It shows
that electrons with increasing kinetic energies are more likely to scatter. The larger the polar
angle is, the smaller the probability of electrons to scatter off the Rear-Wall. This is because
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Figure 5.5.: The probability of an electron to backscatter from the gold-plated Rear-Wall at
different inclination angles. The angle of 180° is perpendicular to the plate while
90° is parallel. The data in this figure is simulated using an isotropic distribution
within an angular bin and a uniform distribution within an energy bin.
the larger the angle - the smaller the parallel component of the momentum towards the gold plate.
In order to simulate the response matrices for the Rear-Wall, the Penelope physics package is
used [SFS06]. It is embedded in GEANT4 specifically for low-energetic electrons and positrons
[All+16]. The error is assumed to be 10 % on the cross-section [PAC15]. In GEANT4 the
interaction probability P (l) is calculated in a similar way compared to the Source interaction
probabilities [Ago+03]:
P (l) = exp (−nλ) = exp
(
−
∫ l
0
dl/λ(l)
)
. (5.5)
Therefore, instead of varying the cross-section, the density of the target material is varied by
10 %. The variation is also done for the backscattering simulation shown in figure 5.5. It affects
the backscattering probability by less than 0.5 % and is therefore not considered. Besides the
backscattering probability, it also affects the mean energy of the backscattered electrons:
E = 17 580 eV for λ−1 = 1.0 · λ−1nominal
E = 17 597 eV for λ−1 = 0.9 · λ−1nominal
E = 17 567 eV for λ−1 = 1.1 · λ−1nominal
The initial electron energy ranges from 18 550 eV to 18 600 eV. For higher densities, the interac-
tion probability is larger and therefore the electron loses more energy on average and vice versa
for lower densities. The relative difference is therefore below 0.2 % in energy, and 0.6 % for the
mean reflected angle.
To evaluate the error made by the rather large binning of 5° for the response matrix calcu-
lations, the bin of 125° to 130° is compared to a 1° degree binning from 128° to 129° according
to table 5.2. This bin is chosen, because the probability of scattering is the largest while the
bin width is the smallest. The electron energy ranges from 18 550 eV to 18 600 eV, because the
probability of scattering increases with larger electron energies (compare figure 5.5). While the
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rS / mm BS / T Bmax / T θaccept /
◦ Bfinal / T θpitch / ◦ θinc / ◦
0 2.522 2.526 92.487 0.246 161.807 179.617
5 2.522 2.526 92.487 0.245 161.840 176.308
10 2.522 2.526 92.487 0.243 161.938 172.543
15 2.522 2.526 92.487 0.238 162.105 168.713
20 2.522 2.526 92.488 0.233 162.342 164.790
25 2.522 2.526 92.488 0.224 162.660 160.740
30 2.522 2.526 92.488 0.214 163.065 156.530
35 2.522 2.526 92.488 0.202 163.565 152.119
40 2.522 2.526 92.488 0.188 164.175 147.467
45 2.522 2.526 92.488 0.171 164.913 142.523
Table 5.3.: Overview of the individual properties in the Rear-Section during First Tritium. A
detailed explanation is given in table 5.1. In this configuration the Rear-Section
magnet is off and valve V0 is closed. Therefore, the magnetic field strength at
V0 is small compared to nominal KATRIN operation, which leads to a large pitch
angle, but a small inclination angle towards the z-axis.
effect is less than half a percent on the mean reflected polar angle and energy bin, it still shifts
the mean reflected energy by one bin. For the normal binning the mean reflected energy is
15 345 eV and for the smaller binning 15 294 eV.
5.2.2. First Tritium operation
During First Tritium operation valve V0 in the Source was closed and the Rear-Section magnet
was turned off. An overview of the setup is given in the appendix A.III. Therefore, the properties
of the transmission in the Rear-Section change compared to nominal KATRIN operation. Addi-
tionally, the backscattering probability at valve V0, which is made of stainless steel, is different
to the Rear-Wall and the scattering response matrices need to be simulated.
An overview of the transmission properties is given in table 5.3. The values are comparable
to table 5.1. The maximum magnetic field is slightly lower by 1 mT compared to the nominal
configuration, therefore the acceptance angle decreases slightly while the amount of transmitted
electrons is increased. The magnetic field at V0 is only at ≈ 200 mT, hence the pitch angle θpitch
is larger with more than 160° at all radii compared to the nominal configuration.
As the Rear-Section magnet is switched-off, the magnetic field at V0 diverges. While the incli-
nation angle θinc is almost 180° and can be considered anti-parallel to the V0-plane normal in the
center, it changes to 143° at the maximum radius rS. As explained in the previous section, the
actual polar angle of the incoming electron onto valve V0 is simulated by a uniform distribution
in θinc ± θbin with θbin being the bin edges represented by the magnetic field at valve V0, and
shifted by 180°. Due to the low magnetic field at V0, the pitch angles are large (> 160°) and the
bin edges originating from the Source are compacted into a polar angle range of 180° to 160° as
given in table 5.4. Therefore, all electrons, originating from the Source, are compressed within
four polar angle bins for simulating the valve V0 response matrices. This low magnetic field
at V0 also causes back-reflected electrons from valve V0, which have a polar angle larger than
16.76°, to be magnetically reflected back to V0 and not to be transmitted to the Source.
On their travel towards valve V0, electrons also radiate synchrotron radiation. As the mag-
netic field is slightly lower than in nominal KATRIN operation (compare section 5.2.1.2) and
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bin edge Source 180° 175° 170° 165° 160° 155° 150° 145° 140°
bin edge V0 180° 178.5° 177.1° 175.7° 174.3° 173.0° 171.7° 170.5° 169.3°
bin edge Source 135° 130° 125° 120° 115° 110° 105° 100° 95°
bin edge V0 168.2° 167.2° 166.3° 165.5° 164.8° 164.3° 163.8° 163.5° 163.3°
Table 5.4.: Representation of the bin edges at the position of V0 of the Source bin edges.
The angles are always rounded to the first decimal place and the magnetic field in
the Source is assumed to be 2.52 T and 0.21 T at V0. The bin edges are radially
dependent as the magnetic field strength varies at V0. The bin edge of 90° in the
Source is not considered as it is below the acceptance angle.
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Figure 5.6.: The probability of an electron to backscatter from valve V0 at different inclination
angles. The angle of 180° is perpendicular to the valve while 90° is parallel. The
figure is simulated using a uniform distribution in cos(θ) within an angular bin
and a uniform distribution within an energy bin.
the travel distance of the electron is smaller, the estimate given in figure 5.4 also holds for the
First Tritium measurement phase.
5.2.2.1. Valve V0 Response Matrix
In contrast to the Rear-Wall, valve V0 (VAT-valve 10848-CE24 [Stu18]) is made out of the
stainless steel alloy AISI 316L [VAT18]. This alloy is implemented into GEANT4 for this work
using the material list from reference [Mat18].
In order to simulate the response matrices, the energy and polar angle binning is kept identical
to the binning used in the Source. To resolve the different scattering behaviors for all bin
edge representations, given in table 5.4, the polar angle bin width needs to be 0.1°. This is
computationally too expensive to simulate. Therefore, keeping identical polar angle binning,
all interactions are represented by four angular bins, but the simulation needs to be performed
from 90° to 180° as reflected electrons (with a polar angle range of 0° to 90°) may have large
polar angles up to 90°. These are magnetically reflected and hit valve V0 again.
To simulate the interaction of electrons with the valve, the Penelope physics package is used.
The probability of scattering at different incoming polar angles of the lowest, as well as the
highest energy bin is shown in figure 5.6. The trend of the figure is comparable to that of
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rS / mm BS / T Bmax / T θaccept /
◦ Bfinal / T θpitch / ◦ θinc / ◦
0 2.522 3.976 52.781 0.879 28.053 0.071
5 2.522 3.976 52.781 0.878 28.031 0.075
10 2.522 3.976 52.781 0.875 27.974 0.079
15 2.522 3.977 52.781 0.870 27.882 0.082
20 2.522 3.977 52.780 0.862 27.755 0.087
25 2.522 3.977 52.780 0.853 27.592 0.089
30 2.522 3.979 52.759 0.842 27.385 0.091
35 2.522 3.982 52.725 0.829 27.136 0.094
40 2.522 3.987 52.685 0.813 26.848 0.094
45 2.522 3.991 52.641 0.796 26.518 0.090
Table 5.5.: Overview of the properties of the setup for electrons traveling from the Source
to the FBM. A detailed description of the properties is given in table 5.1. The
difference is that electrons travel along the z-direction upstream towards the FBM
which leads into polar angles smaller than 90°. They experience a larger maximum
magnetic field and therefore more electrons get reflected back to the Source as
compared to the Rear-Section. Additionally, the magnetic field lines are almost
parallel to the FBM plane normal and therefore the inclination angle is negligible
compared to the pitch angle. The complete table can be found in the appendix
A.III.
figure 5.5, the higher the incident kinetic energy - the larger is the scattering probability. With
decreasing polar angle, the probability of scattering increases to more than 80 %. However, the
general probability of reflection is smaller than for the Rear-Wall.
For a radius of rS = 0 mm and an inclination angle of almost 180°, the incoming polar angle
is between 163° to 180° and therefore the reflection probability is low with less than 30 % for
all energy bins. The reflection probability increases with larger radii due to the decreasing
inclination angle of the magnetic field line.
To estimate the error, the density of the stainless steel target is shifted by 10 % according to
equation 5.5. The effect on the backscattering probability is less than 0.5 %. The mean reflected
energy is:
E = 17 514 eV for λ−1 = 1.0 · λ−1nominal
E = 17 530 eV for λ−1 = 0.9 · λ−1nominal
E = 17 498 eV for λ−1 = 1.1 · λ−1nominal
considering the bin with the largest scattering probability - which is the largest energy bin of
18 575 eV and the smallest polar angle bin of 92.5°. It is shifted on the per mille level. The same
holds for the mean reflected polar angle. To investigate the effect of angular bin widths, the bin
with a polar angle of 165° to 160° is compared to the bin with an angle of 163.3° to 163.5° at the
highest electron energy of 18 575 eV, which has the largest probability of backscattering. The
mean energy of backscattered electrons with the nominal binning is 13 210 eV and 13 192 eV for
the small binning. The mean reflected angle differs on the per mille level.
5.3. Transport-Section
Electrons leaving the Source in forward direction of the experiment, i.e. along the z-axis with a
polar angle of ≤ 90°, travel through the Transport-Section, namely through the DPS and CPS,
50
Chapter 5. Towards the simulation of the FBM Response
bin edge Source 0° 5° 10° 15° 20°
bin edge FBM 0° 3° 6° 9° 11°
bin edge Source 25° 30° 35° 40° 45° 50°
bin edge FBM 14° 17° 19° 22° 24° 26°
Table 5.6.: Representation of the polar angle bin edges at the position of FBM of the initial
Source bin edges. The angles are always rounded to integer values and the mag-
netic field in the Source is assumed to be 2.52 T while at the FBM 0.84 T. The bin
edges are radially dependent as the magnetic field strength varies at the position
of the FBM. The bin edges of above 50° in the Source are not considered as these
are larger than the acceptance angle.
until they arrive at the position of the FBM in pump-port 2 of the CPS at z ≈ −18.3 m.
An overview of the Transport-Section is given in the appendix A.IV. Some electrons, travelling
through the Transport-Section, will hit the FBM detector while others travel along towards the
spectrometer side and leave the Transport-Section.
The properties of the Transport-Section for electrons can be seen in table 5.5. Electrons, origi-
nating from different radii in the center of the Source are stated with their initial magnetic field
BS which is identical for all radii in the referenced table. On their travel through the Transport-
Section they experience different maximum magnetic fields Bmax. The maximum difference of
the field is 0.5 %. According to equation 5.4, the acceptance angle θaccept can be calculated.
In contrast to the previous section, the electrons travel in forward-direction, which means that
all electrons leaving the Source with a polar angle of approximately 0° to 52.7° are transmitted
through the Transport-Section and can reach the FBM or the spectrometers.
Since pump-port 2 is not surrounded by a super-conducting magnet at the FBM location, the
magnetic field drops, and due to the conservation of the magnetic flux (compare equation 5.6),
the effective magnetic flux area expands. Hence, the radial offset of the incoming magnetic field
line guiding the electrons also expands. The drop in magnetic field at the position of the FBM
compared to field in the Source results in a small pitch angle θpitch. Electrons arriving from the
Source are distributed in a small angular window of approximately 0° to 28°. The distribution
for each bin edge can be seen in table 5.6.
As the FBM detector board is centered in pump-port 2, the magnetic field lines are aligned
almost perfectly anti-parallel to the FBM plane with an inclination angle of the magnetic field
line of < 0.1° (compare table 5.5), because it is in between two coaxially aligned magnets.
Therefore the inclination angle can be neglected for further simulations and electrons are only
distributed in their angular bin according to table 5.6.
Due to the small acceptance angle of ≈ 52.7° many electrons leaving the Source in the for-
ward direction are magnetically reflected back to the Source. That means 61 % of electrons are
reflected before they reach the FBM considering an isotropic distribution of electrons between
0° to 90° in the Source.
Nevertheless, these electrons travelling through the Source with an initial pitch angle above
the acceptance angle, might scatter at the gas molecules and leave the Source in forward direc-
tion, but with a smaller pitch angle and still reach the FBM detector.
Electrons, backscattering from the FBM diodes, have pitch angles in the range of 180° to 90°
while the magnetic field at the FBM is comparably small with 0.8 T. Hence, many of those
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Figure 5.7.: The synchrotron radiation of electrons leaving the Source in the forward direction
until they reach the FBM detector at an initial radius of 45 mm inside of the
Source. The electrons have an initial energy of 18 575 eV.
electrons are magnetically reflected in the Transport-Section again and return to the FBM. The
acceptance angle for this case is 153.36°. Therefore, electrons backscattered from the FBM with
an angle of 180° to 153.36° are transmitted to the Source (11 %), while 89 % of the remaining
particles hit the FBM again for an assumed isotropic pitch angle distribution in 90° to 180° for
the backscattered electrons from the diode in this calculation.
5.3.1. Uncertainty estimation
During their travel from the Source to the FBM, the electrons emit synchrotron radiation. The
amount of radiated energy depends on the pitch angle of the electron, its kinetic energy and
the magnetic field it experiences. An example is shown in figure 5.7. It shows the amount of
radiated energy from particles leaving the Source at different pitch angles. This simulation is
done for all initial radii in the Source and as an upper estimate the track with largest emitted
radiation is chosen. It has a starting radius rS in the Source of 45 mm.
In order to simulate the emitted radiation, electrons are started in the center of the Source
at an energy of 18 575 eV and tracked along their respective magnetic field lines to the FBM.
As discussed in section 5.1.2, the radiation the particle lost during its travel to the exit of the
Source is added again. This means that the initial kinetic energy at the exit is slightly lower
than 18 575 eV. However, this effect is negligible. The electrons are generated in the center of
the Source and not at the exit because the magnetic field lines are diverging at the Source exit
as a pump-port is attached and therefore no guiding super-conducting magnet.
Looking at the absolute scale of radiated energy in figure 5.7 one expects it to be larger than for
the Rear-Section given in figure 5.4, because the track length is longer and the electron undergoes
larger magnetic fields. However, the acceptance angle is much smaller in the Transport-Section
which leads to smaller pitch angles at which electrons can arrive at the FBM. A pitch angle in
the Transport-Section of 50° is equivalent to a pitch angle of 130° in the Rear-Section and the
radiated energy is about three times larger in the Transport-Section than in the Rear-Section.
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Figure 5.8.: The number of tritium atoms the FBM observes per 1 mm2 at various radii. The
gradient is proportional to the magnetic field drop at the position of the FBM.
5.3.2. Effective amount of tritium atoms
In order to calculate the electron rate at the FBM at different positions, the number of tritium
atoms in their corresponding Source volume needs to be known. The Source has a column
density of 5 · 1021 m−2 [KAT05]. This is equivalent to 9.5 · 1015 tritium atoms in the Source
per 1 mm2 at a tritium purity of T = 0.95. The effective amount of tritium atoms the FBM
detector observes depends on the magnetic field at the FBM position due to the conservation of
magnetic flux:
Φ =
∫
BdA (5.6)
Therefore, the effective area AS the FBM detector observes in the Source can be calculated as:
AS =
Bfinal
BS
·Adiode (5.7)
according to table 5.5. For an effective diode size of 1 mm2 this results in the radial dependency
of the amount of tritium atoms given in figure 5.8. Therefore, the rate drops with increasing radii
during tritium measurements. The error on the rate in this calculation is, according to equation
5.7, proportional to the variation of the magnetic field at the FBM position and anti-proportional
to the variation of the magnetic field in the Source.
During First Tritium measurements the tritium purity was T ≈ 0.005 = 0.5 %. Therefore the
effective amount of tritium atoms needs to be corrected for that value.
5.4. Forward Beam Monitor cover
To protect the FBM detector board from the electron beam, the electronics are enclosed by a
stainless steel cover. It is made from AISI 316LN and fully covers the front and the sides of
the detector board. Five holes are drilled into the front, two of them for fixing the board with
screws, one for a LED located on the board and two for the p-i-n-diodes. For this section, only
the two holes utilized by the diodes are of interest and their impact onto the measured detector
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(a) Cover (left) and diode (right). (b) Simulation of 100 electrons.
Figure 5.9.: GEANT4 setup.
signal. All information, given in this section about the geometrical setup of the cover and the
material is derived from its corresponding CAD drawings [Ell18].
Electrons, reaching the FBM, experience a magnetic field of approximately 0.8 T in the First
Tritium configuration. They follow their magnetic field lines and therefore perform cyclotron
motion. Hence, they can interact with the stainless steel cover, lose energy, produce secondaries,
or change the momentum direction of the electron. To investigate this effect, the GEANT4
toolkit is used and the setup is modelled in that toolkit. The holes in the FBM cover, for the
diodes, have a diameter of 2 mm and the thickness of the cover is 1 mm. The distance of the
diode to the cover is set to 6 mm.
5.4.1. Simulation model
A simple model is created with the GEANT4 toolkit and the experimental configuration is vi-
sualized in figure 5.9. The cover is simplified and replaced by a tube with a total diameter of
6 mm and a hole of 2 mm in diameter. The dimensions are appropriate for the size of the diodes
and expected Larmor radius. It has a thickness of 1 mm.
The detector is colored in yellow and blue in figure 5.9, with blue denoting the dead-layer
and yellow the sensitive volume of the diode. For simplicity in this simulation, the full detector
response is not simulated, but only the transmission through the hole as well as the energy and
coordinates at transmission point of the particle. This is done to investigate the effect of the
cover rather than that of the detector response.
The FBM detector board can be equipped with differently sized diodes. During First Tri-
tium measurements in KATRIN the largest diode Hamamatsu S5971 was used. The largest
diode can also be used as a conservative ansatz to estimate the effect of scattered electrons, or
of secondaries hitting the detector. This diode has an effective size, according to Hamamatsu
of 1.1 mm2 [Ham11], but the measured visible detector size is (1.35± 0.05) mm2. The latter
is utilized in the simulation. Measurements with an electron-gun in the KATRIN setup also
indicate a larger effective diode size (compare to figure 5.12).
Besides investigating the perfectly aligned diode to the hole (i.e. perfectly centered), it might
happen that during the assembly of the board, the diode has an offset in position. To compen-
sate for that, the diode is moved off-center to different position in the simulation. In order to
not redo the simulation at each position of the diode, the diode is extruded so that all electrons
passing the hole of the cover are stored into ROOT trees. The detector dimensions are applied
afterwards in the analysis of the simulation. This also allows the simulation to be performed
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with a larger number of initial electrons.
The initial electrons are generated in different energy bins, i.e. 18 575 eV, 9025 eV, and 3025 eV
and are uniformly distributed in their 50 eV bin as described in the previous sections. The
pitch angle is distributed isotropically from 0° to 30° and the electrons follow the 0.8 T strong
magnetic field as shown in figure 5.9 (b).
To investigate effects of the interaction with the cover, the origin of electrons is uniformly
generated in a circular plane with a radius of 2 mm, which is a factor of two larger than the
actual hole. To generate a sufficient number of events, 5 · 107 electrons are generated in this
plane. For the interaction model the Penelope physics package is used.
5.4.2. Simulation results
The results of the simulation are shown in figure 5.10. At first, the virtual diode is perfectly
centered to the hole in the cover, which is denoted with an offset of 0 mm in all sub-figures. It
is shifted along the x-axis in 0.1 mm steps to place the diode at different offsets.
In figure 5.10 (a) the fractions of primary particles that are lost by not perfectly aligning the
diode to the cover are shown. The number of particles that reach the perfectly centered detector
are set as the normalization factor to calculate the fraction of particles that reach the detector
at different detector positions. This simulation is done for various energy bins as the Larmor
radius depends on the transverse component of the momentum and the interactions with the
stainless steel cover differ at different kinetic energies.
In figure 5.10 (a), all energy bins show a similar behavior and an offset of up to 0.5 mm still
allows more than 80 % of primaries to reach the detector. The Larmor radius for electrons with
18.6 keV in a magnetic field of 0.8 T and with a polar angle of 30° is approximately 0.3 mm.
Therefore, the loss of primaries is caused by electrons hitting the cover due to their cyclotron
motion. As expected, the fraction of primaries drops down to 0 % after the diode is fully covered
with an offset larger than 1.5 mm.
In figure 5.10 (b) the fractions of the primary electrons, that reach the detector shown in figure
(a), but scattered at the cover are shown. The lowest energy bin of 3025 eV is not shown in
figure (b) to (d), because the threshold for this simulation is set to 3000 eV and electrons that
scatter off the cover, or produce secondaries, are likely to fall below the given threshold.
Furthermore, the fraction of scattered primaries is 1 % for the 18 575 eV bin and 0 % for the
9025 eV bin up to 0.4 mm. At 1 mm offset the fraction is in the order of 4 %.
In figure 5.10 (c) the fraction of secondaries normalized to the number of primaries in the
respective offset bin is given. Secondaries can originate from e.g. ionization of the atoms in the
cover or Bremsstrahlung. The total fraction of secondaries is negligible for the overall detector
response as the fraction is below 0.3 % at all offsets. The drop in fraction at 1.8 mm offset
is caused by a low number of events reaching the detector. In this particular bin, only one
secondary is detected. This is reasonable as only photons are able to reach the position of the
diode at such a large offset in position.
In figure 5.10 (d) the relative number of photons to the total number of secondaries reaching
the detector is given. Therefore, at small offsets, the fraction of photons is rather large with up
to 33 %. Secondary electrons follow their respective magnetic field line while photons are able
to hit a centered diode. At an offset from 0.5 mm to 1.3 mm the secondaries are dominated by
electrons. At larger offsets the board is covered and electrons are not able to reach the detector,
therefore these are dominated by photons. The two largest offset bins contain only one event.
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Figure 5.10.: The probability for electrons to reach the FBM detector through the cover at
different positions (offsets). Figure (a) shows the fraction of initial primary
particles reaching the detector, where the fraction is normalized to the number
of particles reaching the detector when it is perfectly centered at an offset of
0 mm. While figure (a) shows the integrated sum of primaries, figure (b) gives
the number of primaries that reach the detector, but do interact with the cover
and thereby lose energy. These are normalized to their corresponding offset bin
in figure (a). Electrons interacting with the cover might produce secondaries.
Their fraction, normalized to the number of primaries, with the same offset is
given in figure (c). Not only electrons are produced as secondaries, but photons
as well. Their fraction, normalized to the total number of secondaries, is given
in figure (d).
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Backscattered electrons
As will be discussed in the next section 5.5, electrons may scatter off the diode and the polar
angle of the reflected electron is therefore in the range of 90° to 180°. According to reference
[Ren11], the mean reflected polar angle for an incident polar angle of 30° is 135°. This is equiv-
alent to a Larmor radius of about 0.4 mm and therefore only one tenth of a millimeter larger
than for incoming electrons.
Electrons might be reflected at almost 90°. This is equivalent to a Larmor radius of approxi-
mately 0.6 mm. These electrons are likely to scatter at the cover, if their origin is close at the
rim of the diode. They might return to the diode with an altered kinetic energy and polar angle
or leave the enclosed FBM board. As the probability of backscattering for electrons is on the
order of 20 % and large transverse momenta of the reflected electrons are suppressed (compare
[Ren11]), a few percent of the reflected electrons have a larger transverse momentum than the
incoming electrons. Additionally, the origin of electrons needs to be in the outer rim of the
diode, therefore all reflected electrons are assumed to be transmitted through the hole in the
cover.
5.4.3. Conclusion
In this section the necessity to center the diodes as well as possible was shown. A maximum
offset of 0.5 mm is the precision that should be achieved with the largest diodes of 1.35 mm2
effective size. For future tritium measurement campaigns smaller diodes will be used as the
electron rate will be higher. The required precision of centering the diode will therefore be
smaller. This GEANT4 simulation can be seen as an upper estimate of the effects caused by
the cover, the pitch angle in the simulation is 2° larger than in the actual setup, and for future
measurements smaller diodes are used.
In this work, the diodes are assumed to be centered with a precision better than 0.5 mm and
response matrices are not utilized for the cover. But this section shows that for Hamamatsu
S5971 diodes it is reasonable to increase the diameter of the cover hole. Otherwise, the influence
on the rate and energy resolution is not negligible if the diode is not perfectly centered.
5.5. p-i-n-diode response
Electrons, that pass the cover and hit the diode in its sensitive area, have to surpass the dead-
layer to get into the sensitive volume in order to be detected. While travelling through the dead-
layer they lose energy depending on their initial energy and inclination angle. The KATRIN
collaboration developed the KATRIN Electron Scattering in Silicon code (KESS) framework to
simulate the response of diodes. For this purpose the GEANT4 toolkit can also be used, but
it did not achieve the required precision in the past [Ren11]. Further improvements in the low
energy regime (keV range) were implemented into GEANT4. Comparisons between GEANT4
and KESS were done in the course of this work and the results using the Livermore or Penelope
package were comparable to KESS.
Nevertheless, at electron energies below 5 keV, the probability of electron reflection in the
silicon differs between both of them. Additionally, the KESS code performance exceeds GEANT4
for the same number of events which cannot be underestimated in order to simulate the response
matrices.
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Figure 5.11.: An electron-gun measurement during the STSIIIa phase of KATRIN. Addi-
tionally, the expected detector response with an energy resolution of 2.5 keV
at different dead-layer depths is shown and the fitted peak position is shown
additionally in the legend.
5.5.1. Simulation model
Measurements with an electron-gun have shown that the utilized Hamamatsu diodes have a
dead-layer on the order of 330 nm [Ell19]. However, these values vary for each diode. In order
to make up for that fluctuation, the diode response is simulated with a dead-layer of 300 nm,
325 nm, and 350 nm.
As discussed in previous sections, the energy is varied in 50 eV steps from 3 keV to 18.6 keV.
To fit the requirements of the FBM detector in pump-port 2 of the CPS, the KESS code was
edited in the course of this thesis. Electrons, reflected off the detector with a pitch angle larger
than the acceptance angle, for transmission to the Source, are magnetically reflected back onto
the detector. As simulations have shown, the reflection occurs in less than 1 µs and therefore the
electron is accounted as being within the same event as the initial energy deposition of the same
primary electron. Hence, the deposited energy of the reflected electron counts as the same event
in the detector. This changes the shape of the detected signal and also the detection efficiency.
Electrons with smaller pitch angles than the acceptance angle are transmitted to the Source.
In the simulation the pitch angle of the incoming electron is varied from 0° to 30° in 5° steps.
Electrons that scatter off the diode with a pitch angle larger than the acceptance angle are
accounted for in the KESS simulation already and therefore no response matrices have to be
calculated above a polar angle of 30°.
During the STSIIIa measurement phase of KATRIN in September 2018, electrons were emit-
ted from an electron-gun with an initial energy of 18.6 keV onto the FBM. The data and
different dead-layer simulations are shown in figure 5.11. The mean of the peak with µmeasured =
17.933 keV is best represented by a dead-layer of 325 nm with µsimulated = 17.958 keV which is
set as the nominal value. Utilizing a dead-layer of either 300 nm, or 350 nm respectively leads
to a shift in the mean energy of approximately one bin at 18.6 keV at a bin width of 50 eV.
KESS itself stores data in ROOT trees so that each event can be accessed. This is not useful
for simulating response matrices for each bin. The code had to be changed in order to create
response matrices. Electrons, which are reflected are stored in a two dimensional histogram (re-
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Figure 5.12.: The numerical model used in this thesis to describe the response of the diodes is
shown. In figure (a) the applied correction to describe the measured rubidium
spectrum with the p-i-n-diode S5971 is shown. This is motivated by figure (b)
in which a scan of the diode in 0.1 mm steps is visualized. The most-inner
ring visualizes the expected size of 1.1 mm2 and the outer ring the actual ring
size where electrons are detected. The outer part of the detector leads to an
increased plateau-like structure. Figures taken and more information about the
model to be found in reference [Ell19].
flected energy and polar angle bin) as already used in previous sections. The second histogram,
representing the deposited energy is one dimensional, because information about the polar an-
gle is lost in the diode. The polar angle is still represented by differently deposited energies of
the electron. The histogram represents the fraction of electrons depositing their energy in the
sensitive volume per energy bin.
The BetheFano interaction model, implemented in KESS, is used in the simulation and electrons
are tracked until they reach a minimum energy of 110 eV before they deposit their remaining
energy locally. Each energy and polar angle bin is simulated with 106 initial electrons.
There are different methods to model the dead-layer. In this work, electrons depositing energy
in the dead-layer have no effect on the detected signal. Hence, there is a hard cut between the
dead-layer and sensitive volume. For the FPD (Focal Plane Detector) wafer, a different ansatz
was used. The dead-layer is assumed larger than measurements indicate for a hard cut between
dead-layer and sensitive volume. In this method 46 % of the energy deposited in the dead-layer
actually contributes to the detected signal [Wal+14].
This ansatz for the FBM has proven to underestimate plateaus of rubidium spectra taken
with the FBM detector and to overestimate the plateau of the electron-gun peak. However, a
numerical model was developed in [Ell19] to perform a correction of the underestimation that is
also apparent in the hard cut model. This is discussed in the following section.
5.5.2. Modelling of the rim
This section is based on the work presented in [Ell19]. The Rubidium spectra measured with
the Hamamastu S5971 diode could not be simulated in KESS to get the correct response. This
can be seen in figure 5.12 (a). The simulation, normalized to the 30 keV peak, underestimates
the plateaus each peak creates. The idea of the model is that peaks at lower energies are placed
on top of the plateau and are therefore lifted. These plateaus are created by higher energy
electrons. A numerical model is introduced based on 5.12 (b), which is a scan of the diode with
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Figure 5.13.: Overview of the detection probability of electrons in a certain energy bin (a),
and the mean deposited energy for each bin (b) at different dead-layer thick-
nesses.
an electron-gun spot in 0.1 mm steps. Each dot represents the count rate at that position. The
inner ring thereby represents the diameter of the sensitive area stated by Hamamatsu [Ham11],
but electron counts are still detected beyond the sensitive area. In that rim, the electrons are
only partially collected which creates a plateau like structure emphasizing the numerical model.
The idea of the model is that each bin contributes with a certain fraction to the plateau like
structure. The factor for KESS simulations is 1.19 · 10−3 [Ell19] added to the energy distribution
created by KESS of each energy bin. In other words, each bin adds a plateau of its amount
of entries times the factor at each energy bin which is lower than the current energy bin. The
model gives a good representation of the data down to approximately 8 keV.
This model is a representation for the entire diode. Comparing it to figure 5.11, the plateau
is over-estimated for the electron-gun spot, which is centered on the diode, without rim effects.
5.5.3. Simulation results
The expected diode efficiency to detect electrons at different energy bins and the corresponding
mean deposited energy is shown in figure 5.13. These figures are based on the response matrices
of pitch angles up to 30°. The total energy response of the highest energy bin is shown in figure
5.14. The detection efficiency drops for larger pitch angles as the virtual dead-layer depth, the
electron has to overcome, increases while also the probability of backscattering increases. A
detailed discussion can be found in reference [Ren11].
In this simulation the detection limit in the simulation is set to an energy threshold of 3 keV.
Therefore, the detection efficiency starts to increase at an initial electron energy of 5 keV shown
in figure (a) and rises to more than 80 % at the highest energy bin. The remaining electrons
are backscattered, lose all of their energy in the dead-layer, or deposit less than 3 keV in the
sensitive volume. In both sub-figures the simulation for the different dead-layer thicknesses of
(300 nm, 325 nm and 350 nm) is shown.
As a 325 nm dead-layer thickness is set as the nominal value, the others can be interpreted
as the error band. The maximum difference is 4.7 % in the detection efficiency, which leads to
a rate uncertainty of the same factor. Figure 5.13 (b) shows the mean deposited energy over
its initial energy for the different dead-layer thicknesses. It can be seen that even the high-
est energy electrons lose 2.5 keV on average in the dead-layer. The uncertainty is determined
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by the various dead-layers and the maximum difference in the average deposited energy is 153 eV.
From these simulation results one can see that the largest uncertainties in this entire chapter
originate from the uncertainties of the diode dead-layer thickness. These can cause uncertainties
up to 4.7 % in the detection efficiency for single bins and an energy shift of more than 3 bins
with a bin width of 50 eV. In the error estimation of the combined response the uncertainty for
each bin is treated separately. A more detailed discussion about the diodes used in the FBM
can be found in [Ell19].
5.6. Simulation of the data acquisition system
After electrons deposit their energy in the sensitive volume of the diode, the measured charge has
to be read-out. This is done by Amptek DP5/PX5 devices. The signal undergoes pulse shaping
and the resolution depends on various factors as, for instance, shaping time, noise, pile-up, and
the DC offset. Optimized settings are used for each diode and use case.
The signal, especially for high rates, detected by the data acquisition can be simulated with
a Monte-Carlo ansatz. The simulation code is available in the KASPER framework. Another
tool is discussed in [Bab10].
All these tools depend on the expected count rate. During First Tritium measurements, the
amount of tritium atoms was low (approximately 0.5 % tritium purity) and pile-up effects were
negligible. Hence, in this work, a simple ansatz of a convolution with a Gaussian distribution
of 2.5 keV FWHM is sufficient. This value is derived from the the electron-gun data during
STSIIIa measurements of the 18.6 keV peak, see figure 5.11. The result of a convolution with
the response at the largest energy bin is given in figure 5.14. In order to perform the full con-
volution, the energy range of the simulation is extended to 22.5 keV leading to a total number
of 390 bins as the convolution also shifts events to higher energy bins.
Since the detection probability below 5 keV is low (compare figure 5.13) no extension towards
lower energies is required. Therefore, the response matrices for the energy deposition and the
simulation of the data acquisition is combined into one set of response matrices. Nevertheless,
for future measurements, the simulation has to be performed with the expected rate and data
acquisition settings to understand the measured signal.
61
Chapter 5. Towards the simulation of the FBM Response
5 10 15 20
kinetic energy / keV
0.00
0.01
0.02
0.03
0.04
P
(E
)
gaussian conv. FWHM=2.5 keV
bin E=18.575 keV, θ = 2.5◦
Figure 5.14.: The combined detector response. In orange, the effect of the dead-layer on the
initial energy bin with E=18 575 eV at a polar angle of θ=2.5° is shown and the
probability of depositing energy in each of the 50 eV bins. The blue curve shows
the convolution of the dead-layer effects in orange with a normalized Gaussian
distribution of FWHM=2.5 keV (its area is normalized to one).
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CHAPTER 6
COMBINATION OF RESPONSE-MATRICES
To simulate the tritium signal, which is expected to be measured by the FBM detector during
the First Tritium and nominal KATRIN operation, all required components of the KATRIN
experiment are investigated in the previous chapter 5. The response matrices of the individual
components need to be combined. Each component comes with a response matrix for each entry
of the initial distribution matrix. This leads to a four dimensional array, which is radially de-
pendent for some of the components in the experiment. This chapter explains how the different
components are combined and the influence on the expected signal of each component is given.
To calculate the FBM response, the experiment is split into four separate stages. An overview is
given in section 6.1 while detailed investigations are given in sections 6.2 to 6.4. This is followed
by the uncertainty estimation of the simulation model in section 6.5. An outlook on the influence
on the neutrino mass fit, also deep into the tritium spectrum, is given in section 6.6.
6.1. The four stages of the simulation
The final simulation model used for this thesis consists of four stages, set up in a modular way,
and each component in the KATRIN experiment contributes to its specific stage. These are:
1. Initial stage: The initial stage simulates the laterally distributed tritium gas, the beta
decay and the scattering process. As an input it requires the initial electron energy and
angular distribution. Therefore, the tritium endpoint energy as well as the neutrino mass
can easily be exchanged in the model. The initial stage only needs to be applied once.
The output of this stage is the electron probability distribution at the rear- and front-end
of the Source. An example output distribution can be found in the previous section, in
figure 5.2.
2. Rear-Section stage: The input of the Rear-Section is the rear-end output of the initial
stage and this stage outputs the magnetically reflected electrons as well as electrons that
are backscattered from the Rear-Wall or valve V0. This stage comprises the electron
transport to the rear-end from the Source, the reflection off the rear-end of KATRIN and
the transport back to the Source. In order to combine the different responses to one
stage, four particle distributions are required. One is the initial input distribution, the
second distribution is required in front of the Rear-Wall/V0, which consists of particles
about to hit the rear-end. The third consists of the particles reflected off of the rear-
end and the fourth consists of electrons transported back to the entrance of the Source.
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This is necessary because electrons that are reflected off, for example the Rear-Wall, have
pitch angles larger than the acceptance angle and are therefore magnetically reflected
during their travel back to the Source and hit the Rear-Wall again. The scattering process
continues until a fixed fraction of particle probabilities are left in the distributions of
reflected electrons and those about to hit the rear-end again. Usually, the fraction is fixed
to 1 of the summed input distribution.
3. Transport through Source stage: This stage consists of three distributions, the first
is the input distribution, in other words electrons that return from the Rear-Section to
the Source, or electrons that return from the Transport-Section to the Source. The second
and third are the back-reflected distribution in the Source and the output distribution
opposite side of the Source for transmitted electrons. The Source in the model is assumed
to be symmetric and therefore the same model is applied for electrons entering the Source
from both sides.
4. Transport-Section and p-i-n-diode stage: This stage is comparable to the Rear-
Section stage. It comprises of the input distribution, which consists of electrons leaving the
Source in forward direction, a second distribution of electrons about to hit the diode, the
third distribution consists of electrons reflected off of the diode and the fourth of electrons
re-entering the Source. The reflection and handling of the distributions work exactly as
for the Rear-Section and the same fraction of 1 is utilized for the distributions. The
additional, fifth, distribution is one-dimensional and represents the simulated electron
probability spectrum. This is the final spectrum that needs to be weighted by the tritium
purity in the Source, measured by the LARA experiment [Sch+11], and the column density
at the local magnetic field in order to calculate the rate for each energy bin.
These stages are combined into one response using the same method described for the Rear-
Section and Transport-Section stage. The calculation of the final FBM detector signal runs
until all output distributions of the different stages (except the signal) only consist of 1 of
the summed initial distribution. The fraction can easily be varied. Additionally, the radial
dependency is implemented to all the stages, i.e. different acceptance angles and inclination
angles on, for example the Rear-Wall. This leads to a complete, modular model.
6.2. Rear-Section stage
In nominal KATRIN operation, for electrons well below the energy of the tritium beta decay
endpoint, the scattering of electrons off the Rear-Wall plays an important role in describing
the tritium electron spectrum measured by the FBM and for keV-sterile neutrino searches. The
probability of electrons to scatter off the gold plated Rear-Wall is not negligible during KATRIN
operation. The influence of the rear-end of the experiment is described for nominal KATRIN
configuration, as well as for First Tritium configuration in this section.
6.2.1. Zero radial offset
The probability distributions of electrons, according to their kinetic energy and polar angle, is
shown in figure 6.1 for a starting radial position of rS = 0 mm at the rear-exit of the Source.
As the Source is assumed to be symmetric, figure (a) is identical to the probability distribution
shown in figure 5.2 (c), but flipped along its y-axis (pitch angle axis). A pitch angle of 180° is
anti-parallel to the magnetic field line and perpendicular at 90°. Electrons, leaving the Source in
rear direction follow their magnetic field line and are partially reflected if they are in the polar
angle bin 95° to 90°. The other electrons hit the Rear-Wall, or valve V0, and are distributed
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(a) The initial distribution at the rear-exit of the Source.
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(b) The incoming electron distribution into the rear-end of the Source reflected in Rear-Section.
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(c) The incoming electron distribution reflected in Rear-Section during First Tritium campaign.
Figure 6.1.: The electron probability distribution in polar angle and energy after leaving the
Source on the rear-side (a) and the electron probability distribution reflected in
the Rear-Section of KATRIN during nominal KATRIN operation (b) and during
First Tritium operation (c).
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(a) Nominal KATRIN settings.
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(b) First Tritium settings.
Figure 6.2.: The radial dependence of the integrated electron reflection probability in the Rear-
Section. The energy threshold for the integration is 3 keV.
according to their pitch angle and inclination angle of the magnetic field line at the rear-end of
the experiment.
The reflected electrons travel back to the Source or are magnetically reflected in the Rear-
Section and hit the rear-end again until they are either transmitted, fall below the 3 keV threshold
or return to the Source. The distribution of electrons returning to the Source is shown in figure
6.1 (b) for nominal KATRIN settings and in (c) for First Tritium settings.
The influence of the settings during First Tritium setup compared to the nominal settings can
directly be seen. The z-axis of figure 6.1 (b) and (c), or the color-code respectively, is almost
one order of magnitude smaller than during nominal settings. Hence, less electrons are reflected
from the Rear-Section back into the Source. This is a result of the turned off Rear-Section
magnet. The low magnetic field lowers the probability of electrons, scattered off valve V0, to
re-enter the Source due to the very small acceptance angle. The largest contribution to the
probability distribution in figure (c) have the pitch angle bins 85° to 90°. These electrons do not
hit valve V0 but are magnetically reflected in the Rear-Section.
Other than that, the distribution at nominal settings in figure (b) is rather symmetric along the
pitch angle axis with the largest probability for electrons at energies between 3 keV to 5 keV and
pitch angles in the range from 20° to 70°. The initial probability distribution, with electrons
leaving the Source in rear-direction, is also dominated by the same energy range, but the pitch
angle probability is shifted to lower angles, i.e. a smaller transversal momentum component.
The initially assumed isotropic distribution of the pitch angle does not hold for electrons re-
entering the Source and their pitch angle distribution needs to be described by binning them.
Additionally, for large magnetic field changes, a finer pitch angle binning can be utilized to
achieve a smoother transition in between pitch angle bins. This effect can be seen in figure (c)
and is caused by the re-binning from the small magnetic field at valve V0 and the magnetic field
in the Source. The reflection probability also depends on the the initial starting conditions of
the electrons in the Source. The radial dependency is investigated in the next section.
6.2.2. Radial dependency
The acceptance angle from electrons leaving the Source towards the Rear-Section is radially
independent. Nonetheless, as shown in section 5.2, the magnetic field and also the inclination
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(a) Nominal KATRIN settings.
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(b) First Tritium settings.
Figure 6.3.: The distributions of electrons that are reflected in the Rear-Section and have
traveled through the Source and are finally transmitted to the front-exit - at
nominal KATRIN settings (a) and First Tritium settings (b).
angle of the magnetic field line onto the Rear-Wall, or valve V0, is radially dependent. Hence,
the magnetic field at the rear-end directly affects the reflection probability.
The integrated radial reflection probability is shown in figure 6.2. As described in the previous
section, the probability of electrons returning to the Source is approximately five times larger at
nominal KATRIN settings (a) than for First Tritium settings (b). Both reflection probabilities
drop towards larger starting radii rS in the Source. This is mainly caused by the decreasing
magnetic field at the Rear-Wall or valve V0 for an increasing radius. The relative change at
nominal KATRIN settings at the outermost radius at rS = 45 mm compared to 0 mm is 2 % while
it is 25 % at the First Tritium settings. Nevertheless, the total change during First Tritium is
only on the order of 1.5 %.
6.3. Source transport stage
Electrons, that are reflected in the Rear-Section, need to pass the Source in forward direction
to reach the FBM detector. They can scatter off the tritium molecules changing the pitch angle
of the electrons, they can fall below the energy threshold of 3 keV or even get reflected back to
the rear-exit of the Source. Besides the assumption of a symmetric Source response along the
z-axis, the Source response is also assumed to be radially independent.
The utilized input probability distributions for this stage are shown in figure 6.1 (b) and (c).
In nominal KATRIN operation 82 % of the electrons reach the front exit of the Source and 4.6 %
are reflected back towards the rear-end of the Source. The remaining electrons are below the
energy threshold due to interactions with the gas inside the Source.
In First Tritium configuration, only 74.5 % of electrons reach the front-exit of the Source and
11.8 % are reflected. The discrepancy between the two configurations arises mainly from pitch
angle 85° to 90°. In the First Tritium input distribution 18 % of events are distributed in the bin
with largest probability of being reflected while only 4.1 % of electrons are distributed in that
bin during nominal operation.
The distributions at the front-exit of the Source are shown in figure 6.3. The contour of both
distributions is comparable. The largest probability for electrons is to be distributed in the
energy bins from 3 keV to 7.5 keV and pitch angle bins 20° to 60°. However, even electrons with
an energy of 16.5 keV leave the Source in forward direction, but the probability is suppressed
by one order of magnitude. The probability for electrons close to the tritium endpoint to leave
the Source is suppressed by three orders of magnitude.
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(a) Distribution at Source.
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(b) Distribution at FBM.
Figure 6.4.: The distributions of electrons that are magnetically reflected in the Transport-
Section (a) or transmitted to the FBM (b).
Although the transport through this stage is radially independent, the input distribution dif-
fer slightly due to the inclination angle of the magnetic field lines on the Rear-Wall/valve V0.
Therefore, each response for the probability distributions at different Source radii rS, emanating
from the Rear-Section, is calculated individually.
6.4. Transport-Section stage
In this stage electrons are transmitted or reflected on their way from the front-exit of the Source
to the FBM. The output of this stage is the final energy distribution at the detector as well
as the back-reflected electrons into the Source. According to the previous stages, two electron
distributions leave the Source in forward direction to the FBM. One originates from the initial
tritium beta decay, the other from electrons reflected in the Rear-Section. These are generally
combined at the Source exit in the simulation framework.
Nonetheless in this section, they are treated independently to investigate their individual
contribution to the FBM signal. This stage is identical for the First Tritium and nominal
KATRIN settings.
6.4.1. Electrons from initial decay
The electron spectrum, directly originating from tritium beta decay, is shown in figure 5.2 in
the previous chapter. These electrons travel along their magnetic field line towards the FBM
(compare figure A.IV in the appendix) or are magnetically reflected if they have a pitch angle
larger than the acceptance angle of θaccept ≈ 52.7°. The acceptance angle is radially dependent.
Following the magnetic field line in the center of the Source, i.e. rS = 0 mm, about 43 % of elec-
trons reach the FBM while 57 % are magnetically reflected back into the Source from the initial
electron energy and polar angle distribution. The final distributions are shown in figure 6.4.
The pitch angle of the electrons is shifted by 180° (absolute value) in figure (a), but distributed
identically compared to the initial distribution (figure 5.2 (c)) down to the acceptance angle.
This distribution represents the magnetically reflected electrons. The electron distribution at
the FBM is compressed in the angular distribution from 0° to 30°, because the magnetic field
drops down to Bfinal ≈ 0.8 T at the FBM from BS ≈ 2.5 T.
The radial transmission probability is shown in figure 6.5. As no electrons can be trapped
or fall below the energy threshold in the Transport-Section, all electrons, that are not transmit-
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Figure 6.5.: The integrated probability for electrons to be transmitted to the FBM detector at
different radii rS.
ted, are reflected back to the Source. The transmission/reflection is almost radially independent
as it only depends on the acceptance angles that are radially almost identical. The difference
in transmission probability drops from the center of the Source towards the outer wall of the
Source by approximately 0.2 %.
Electrons are not only magnetically reflected in the Transport-Section, but also have a non-
negligible probability to get reflected off the diodes of the FBM detector. Those reflected
electrons also need to surpass the magnetic field barrier in order to reach the Source again.
As shown in section 5.3, the reflected electrons need to have a pitch angle in the range of 180°
to 153.36° due to the low magnetic field at the FBM position. The remaining electrons hit
the detector again and are not reflected back to the Source. This additional effect leads to a
combined probability of 58.5 % from the initial distribution leaving the Source to be reflected
back to the Source. This fraction also includes secondary electrons, originating from the primary
electrons interacting with silicon atoms in the detector diode, which reach the Source with an en-
ergy threshold of 3 keV. The contribution of reflected electrons from the diode is therefore 1.5 %.
The reflected electrons travel through the Source and 75.9 % are transmitted to the rear-exit of
the Source while 7.6 % are reflected back to the entrance of the Source. The remaining elec-
trons are below the energy threshold. During the First Tritium configuration 5.9 % of electrons
return from the Rear-Section back to the Source and 4.6 % of these electrons reflected in the
RS reach the front-exit of the Source again. Therefore, in total, of the 58.5 % reflected elec-
trons in the Transport-Section, 13.2 % are reflected in the Source or Rear-Section and enter the
Transport-Section again.
During nominal KATRIN configuration the percentage of electrons re-entering the Transport-
Section is more than two times higher of 30.4 %. Therefore, in order to calculate the FBM rate
and spectral shape, it is necessary to include even higher-order stages. For instance, electrons
that are reflected twice in the Transport-Section still have a chance to be detected by the FBM
detector.
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6.4.2. Electrons reflected in Rear-Section
As shown in the previous section, electrons that are reflected in the Transport-Section and travel
back to the Source have to be considered in order to estimate the rate and spectral shape of the
beta spectrum at the FBM detector. Those detected electrons are either reflected in the Source
itself or in the Rear-Section.
After the electrons are reflected in the Source or Rear-Section and leave the Source in forward
direction again, the polar angle distribution is not uniform in cos (θpitch). The probability
distributions are shown in figure 6.6. Additionally, the probability distributions of electrons,
that initially stem from beta decay of tritium and leave the Source at its rear-end where they
are reflected back into the Source are shown in the same figure.
Unlike in the previous section, the configurations during nominal KATRIN configuration and
First Tritium are separated as electrons entering the Rear-Section have different reflection prob-
abilities. Figures (a) to (d) represent the nominal KATRIN configuration and (e) to (h) the
configuration during First Tritium. In figure 6.6, the first two distributions of each configura-
tion stem from the initial beta decay electrons that are reflected in the Rear-Section and the
latter probability distributions from electrons initially reflected in the Transport-Section.
As the angular distribution of electrons leaving the Source differs compared to section 6.4.1,
their summed probability of transmission differs as well. At nominal KATRIN configuration,
35.3 % of electrons, leaving the Source initially at the rear-end, reach the FBM plane from the
front-exit of the Source. In total, 9 % of all electrons leaving the Source towards the Rear-Wall
reach the FBM in first order. For the configuration during the First Tritium campaign the
probability is 37.2 % and 1.7 % respectively.
Electrons, leaving the Source in forward direction that are reflected back into the Source again,
still have a probability of 22.6 % to reach the FBM detector in nominal KATRIN configura-
tion. The probability for electrons to reach the FBM plane during First Tritium configuration is
11.5 %. These electrons still need to pass the dead-layer of the detector in order to be detected.
6.4.3. Response of the p-i-n-diode
All the response matrices of the components of KATRIN constitute the final FBM detector
signal. In the measured spectrum, all information about the initial pitch angle of the electron
is lost and only the deposited energy of the electron is measured and stored into an energy
histogram. In this section, the shape of the spectrum, the individual contributions to the shape
of the spectrum and also the radial dependence in First Tritium configuration as well as in
nominal KATRIN configuration is investigated.
6.4.3.1. Spectral shape
The shapes for the beta-spectrum of tritium, as simulated for the FBM, are shown in figure 6.7
for a centered diode in the experiment at rS = 0 mm. In figure (a) and (c), the simple and full
model for the different setup configurations are shown.
The simple model consists of the undistorted tritium beta decay spectrum, i.e. without scat-
tering effects in the Source. This probability distribution is forwarded, according to the response
of the Transport-Section, towards the FBM detector and results in the spectrum shown in figure
6.7 after applying the simulated response of the diode. This simple model works well from the
endpoint to approximately 15 keV by eye, but the relative difference at that energy is 19.5 % in
count rate between the two models. The total difference in rate between the two models at a
threshold of 5 keV is 62.2 %. Therefore, the complete model is required to simulate the expected
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(a) NK: Source dist. from RW reflection.
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(b) NK: FBM dist. from RW reflection.
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(c) NK: Source dist. from TS reflection.
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(d) NK: FBM dist. from TS reflection.
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(e) FT: Source dist. from V0 reflection.
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(f) FT: FBM dist. from V0 reflection.
5 10 15
kinetic energy / keV
100
120
140
160
180
p
it
ch
an
gl
e
/
◦
0e+00
3e-15
5e-15
8e-15
1e-14
1e-14
2e-14
2e-14
2e-14
P
(E
,θ,t)
(g) FT: Source dist. from TS reflection.
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(h) FT: FBM dist from TS reflection.
Figure 6.6.: The acronyms NK and FT stand for nominal KATRIN configuration and the
configuration during First Tritium campaign, TS for the Transport-Section and
RW for Rear-Wall. The figures on the left side always represent the distributions
at the front-entrance of the Source after reflection in the Transport-Section, and
on the right side the distributions after transmission. The first row, figures (a)
and (b), show the distributions of electrons from beta decay leaving the Source
on the rear-side and being reflected in the Rear-Section. Figures (c) and (d) are
distributions from electrons reflected in Transport-Section that get reflected again
in the Source or Rear-Section and enter the Transport-Section again. Figures
(e) through (h) are identical representations to the first four figures but in First
Tritium configuration.
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Figure 6.7.: The expected energy distributions measured with the FBM detector in First Tri-
tium and nominal KATRIN configuration. In figure (a), the distributions in
nominal configuration for a simple model and the full response matrix model are
shown. In figure (b), the same distributions zoomed into the energy range of
5 keV to 12 keV, with additional information on the contributions leading to the
full model, are shown. Figure (c) is the equivalent to figure (a) and (d) to (b)
in First Tritium configuration.
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Nominal KATRIN First Tritium
Simple model 66.7 % 88.6 %
Source scattering 65.5 % 87.1 %
Rear-Section reflection 17.9 % 3.7 %
Transport-Section reflection 14.3 % 9.2 %
Higher order processes 2.3 % 1
Table 6.1.: Overview of the different constituents to the full model with an energy threshold
of 5 keV and the comparison the simple model. The contributions from Source
scattering, reflection in Rear-Section and Transport-Section, as well as higher
order effects are normalized to 100 % and compared to the rate of the simple
model. The simple model is given to demonstrate the effect of electrons scattering
in the Source and its effect on the detected count rate.
rate and spectral shape.
The different contributions leading to the full model distribution, in nominal KATRIN con-
figuration, are shown in figure (b). In addition, compared to figure (a), the effect of the Source
response, i.e. electrons scattering off the gas molecules in the Source, is indicated with the
label source scattering. This distribution has a 1.5 % lower integrated probability than the sim-
ple model, at 5 keV threshold, to be detected with the FBM detector. Nevertheless, it is the
basis for the additional contributions leading to the full model. The largest contribution, be-
sides the electron distribution leaving the Source in forward-direction, are electrons leaving the
Source at its rear-end that are reflected from the rear-end and finally reach the FBM detector.
They contribute 17.9 % to the total rate with a 5 keV energy threshold in nominal KATRIN
configuration.
Electrons, leaving the Source in forward direction that are reflected back into the Source still
contribute 14.3 % to the total rate at the same energy threshold. These three constituents,
electrons directly being detected at the FBM after leaving the Source, electrons reflected at the
rear-end, and electrons reflected in the Transport-Section, together almost add up to the full
model. However, a 2.3 % contribution to the rate in the full model originate from processes of
higher order, for example electrons that are reflected in the Rear-Section and return into the
Source, but scatter off the gas molecules and enter the Rear-Section again, but are still detected
by the FBM detector.
The expected electron energy distributions of the FBM detector during the First Tritium cam-
paign, with valve V0 closed, can be seen in figure 6.7 (c) and (d). Figure (c) is the equivalent to
figure (a), and (d) to (b). Even without the influence of the total amount of tritium atoms (i.e.
T, ρd), the expected rate is larger in the nominal configuration due to the reflection probability
in the Rear-Section. At a threshold of 5 keV, the rate in nominal configuration is 32.9 % higher
than in the First Tritium configuration.
The graphs of the simple model are identical in all figures as the model is independent of
the Rear-Section. Still, it only represents 88.6 % of the rate in the full model. The different
contributions can be seen in figure (d). It can be seen that 3.7 % of the electron rate stems
from electrons reflected in the Rear-Section from the initial beta decay and 9.2 % from electrons
reflected in the Transport-Section. Due to the low reflection probability, the amount of the
individual contributions has changed in ordering compared to nominal KATRIN configuration
in figure (c). The contribution of higher order effects is in the 1 regime. All the individual
contributions to the full model are additionally listed in table 6.1.
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Figure 6.8.: The radial dependence of the integrated probability of a single tritium atom to
decay and reach the FBM detector with a 5 keV energy threshold. On the left
figure (a), the radial dependence at nominal KATRIN settings, and on the right
figure (b), the dependence at First Tritium settings is shown.
6.4.3.2. Radial dependency
The largest influence, resulting in a radial rate gradient at the position of the FBM detector, is
the radially dependent magnetic field. The smaller the magnetic field is, the less tritium atoms
are within the magnetic flux tube of the p-i-n-diodes - or in other words - the effective volume
inside the Source shrinks proportionally to the field at the FBM detector. This is shown in
figure 5.8. Nonetheless, independent of the amount of tritium atoms in the Source, by only
considering a single atom to decay per second and for the emanated beta electron to reach the
FBM and get detected, the radial dependent integral probability is shown in figure 6.8 with an
energy threshold of 5 keV. One can see that even though the probability of a single tritium atom
to decay per second is independent of the radius - the detection probability is dependent on it.
Three effects lead to the different detection probabilities:
1. The acceptance angle in Transport-Section and Rear-Section.
2. The magnetic field strength at the FBM and Rear-Wall/valve V0 changes the pitch angle
and therefore the scattering probability.
3. The inclination angle of the magnetic field line onto the Rear-Wall/valve V0 changes the
reflection probability.
At nominal KATRIN settings, the relative difference in the integrated probability at rS = 0 mm
to 45 mm is 6 and 1.5 % for First Tritium settings. This radial effect adds an additional
gradient onto the radial dependence of the magnetic flux tube on the magnetic field in the FBM
plane, discussed in section 5.3.2.
6.5. Combined uncertainty estimation
The systematic uncertainties discussed in chapter 5 for the different components in the KATRIN
setup assume a Gaussian distribution of the uncertainty around its mean. These effects con-
tribute to the error of the spectra shown in figure 6.7. Not only do they contribute to the
uncertainty of the kinetic energy axis, but also to the probability of an electron to be within
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that bin with the corresponding energy distribution uncertainty. In this combined error estima-
tion, the probability P (E, t), which represents the probability of a single tritium atom of being
detected in the 50 eV bin per second, is treated independently of the error caused by the energy
uncertainty for the same bin. Both contributions are discussed in this section.
6.5.1. Combined uncertainty on detection probability
The total probability P (E, t) of a single electron to be detected in a specific bin is the product of
all the contributions, i.e. electrons directly transmitted in the Front-Section/Transport-Section
(TS), electrons being reflected in the Transport-Section (refl. TS), in the Rear-Section (RS) and
higher order processes (HO). Therefore the rate probability given in figure 6.7 is calculated as:
P (E, t) =
∑
i=TS,RS,...
p(E, t)i = p(E, t)TS + p(E, t)RS + p(E, t)refl. TS + p(E, t)HO (6.1)
The integral of the different contributions are listed in table 6.1 for a 5 keV threshold. But
this equation is utilized for each energy bin separately. To calculate the uncertainty on the
probability for each bin, Gaussian error propagation is utilized, which leads to a combined
absolute variance of:
σ2P (E,t) = σ
2
p(E,t)TS
+ σ2p(E,t)RS + σ
2
p(E,t)refl. TS
(6.2)
Since higher order processes are not significant, especially during the First Tritium campaign,
these are not considered in the uncertainty calculation.
The calculation of the variances σ2 for the different contributions per bin is not straight-forward.
The uncertainties of the different components of the experiment are given as relative deviations
onto the probability distribution. Additionally, the uncertainties need to be weighted according
to their contributions towards the total detection probability.
That means, the absolute uncertainty for each contribution p(E, t)i is calculated independently
and summed according to equation 6.2. An example is the contribution of directly transmitted
electrons. The uncertainty for the final probability distribution at the FBM detector depends
on the relative uncertainty in the source, which is 1.5 % for each bin (compare section 5.1.2)
and the uncertainty of the p-i-n-diode, which is given in section 5.5. The uncertainty of the
p-i-n-diode each bin is treated separately according to figure 5.13.
The uncertainties of the other components are also given as the relative standard deviation
σrel on the detection probability. The relative uncertainty in the Source is 1.5 % and 0.5 %
for electrons scattering off the rear-end of KATRIN. All uncertainties are treated only in first
order, for example the uncertainty on the detection probability of electrons leaving the Source
towards the rear-side is a convolution of the uncertainties of the Source, the Rear-Wall/valve
V0, a second time the uncertainty of passing the Source and the diode response uncertainty.
Two different methods can be used to calculate the uncertainty. The first describes the maximum
uncertainty by calculating the output probability distribution for each contribution p(E, t)i and
to apply the relative uncertainties onto it to retrieve the absolute uncertainties. This is called
the basic uncertainty and its relative value to P (E, t) is given in figure 6.9 (b). The second
approach is to calculate the uncertainty for each component and to propagate the uncertainties
until the final distribution. This approach is called the extended uncertainty, shown in the same
figure. The main contribution on the uncertainty comes from the response of the diode. The
graph denoting no detector describes the uncertainty of the extended model with the detector
response.
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Figure 6.9.: In the left figure (a), the simulated tritium spectrum in nominal KATRIN config-
uration with the probability P(E,t) and its error-band is shown. In the right figure
(b), the relative uncertainty per energy bin is shown for the different methods.
The basic method results into the error-band given in figure (a).
The combined error for the nominal KATRIN configuration is shown in figure 6.9 (a). As
the uncertainty from scattering off the Rear-Wall or V0 is identical, but the contributions from
reflections in the Rear-Section or Transport-Section are smaller, the uncertainty is also an upper
estimate for the First Tritium configuration. In the following the basic model for the uncertainty
is used.
6.5.2. Combined uncertainty on kinetic energy
The combined uncertainty on the energy needs to be treated different to the uncertainty on the
detection probability. Due to the used methods, the electrons are always binned in 50 eV intervals
and therefore the uncertainty for each energy bin needs to be calculated. The contribution of
each stage and path the electron is taking before it is detected, differs and thereby the path
defines the energy uncertainty. Electrons, directly leaving the Source in front direction, which
are transmitted to the FBM and get detected, have a smaller energy uncertainty than electrons
scattering off the Rear-Wall before they get detected at the FBM. The method on how-to
estimate the uncertainty is shown in figure 6.10. The variance of the contributions from equation
6.1 differs for each. Therefore, the energy uncertainty distribution f(E)TS,RS,refl. TS differs for
each contribution as well.
As an example and illustration, the standard deviation σ is assumed to be 2 eV for directly
transmitted electrons, 3 eV for electrons from the Rear-Section and 4 eV for electrons reflected
in the Transport-Section. The integral of the initial normal distributions f ′(E)i with i repre-
senting the different contributions, is - by definition - normalized to one. The respective normal
distributions f(E)i given in figure 6.10 are normalized to their contributions wi listed in table
6.1 for the nominal KATRIN configuration.
∫ ∞
−∞
f ′(E)i · dE != 1 for : i = TS,RS, refl. TS (6.3)
⇒ wi ·
∫ ∞
−∞
f ′(E)i · dE = wi (6.4)
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Figure 6.10.: The method used to calculate the variance of the energy. The x-axis displays the
energy uncertainty and the center at 0 eV is equivalent to the bin center and the
y-axis gives the probability for each bin. All the contributions are normalized
to their respective detection probability. The sum of all contributions results in
the total energy uncertainty f(E).
with:
f(E)i
!
= wi · f ′(E)i for : i = TS,RS, refl. TS (6.5)
f(E)sum =
∑
i
f(E)i (6.6)
Therefore the sum in figure 6.10 leads to the distribution f(E)sum, which is not a normal
distribution. Its integral is set to one, which is equivalent of an electron being detected and
needs to have an energy uncertainty given by the distribution f(E)sum. The variance for this
distribution can be calculated via:
σ2sum =
∫ ∞
−∞
(E − µ)2 · f(E)sum · dE (6.7)
with µ being the mean value, which is the center of the bin. For each bin this is calculated
numerically according to the independent weights which are calculated the following:
wi =
pi(E, t)∑
i pi(E, t)
=
pi(E, t)
P (E, t)
for : i = TS,RS, refl. TS (6.8)
with: ∑
i
wi = 1 (6.9)
This results in a standard deviation σ of 2.58 eV in the given example. Nevertheless, the calcu-
lation can also be done analytically:
σ2sum =
∑
i
wi · σ2i for : i = TS,RS, refl. TS (6.10)
This can be derived from equation 6.7 as in the case of a binned energy spectrum each bin gets
the same weight wi, which is derived from equation 6.4. The weighting is independent of the
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Figure 6.11.: In the left figure (a) the simulated tritium spectrum in nominal KATRIN con-
figuration P(E,t) and its uncertainty σ on the kinetic energy is shown. Due to
constraints in the visualization and the small error-bars, only every fifth simu-
lation data point is shown. In the right figure (b) the absolute uncertainty per
energy bin is given which are the hallmarks of the left figure.
energy and can be pulled out of the integral resulting in the final equation 6.10.
The result for the energy uncertainty calculation, in nominal KATRIN operation, can be seen in
figure 6.11. Although the weighting differs for nominal KATRIN settings and the settings dur-
ing the First Tritium campaign, the uncertainty is dominated by the diode response. Therefore,
only the nominal KATRIN kinetic energy uncertainty is shown. The energy uncertainty from
the Source is set to be 16.5 eV for each bin, and 2 relative uncertainty for each bin due to
Rear-Wall scattering. Uncertainties, or energy losses induced due to synchrotron radiation are
not considered. Because of its large effect, the average energy loss due to the diode response
uncertainty is applied bin-wise. As stated in the previous section, only first order processes are
considered in the error calculation.
The result is shown in figure 6.11 (a). In the figure only every fifth data point is shown as
the simulated data points may have an uncertainty up to the width of four bins. The absolute
uncertainty is visualized in figure (b). In the appendix, in figure A.I, the uncertainties on the
detection probability and energy are visualized.
6.6. Investigating the endpoint region
The complete model, described in this chapter, can also be used to investigate effects of scat-
tering in the Rear-Section onto the detected integrated spectrum at the Focal Plane Detector.
Therefore, it needs to be extended to incorporate the MAC-E-filter, the post-acceleration and
the FPD detector response.
However, these additional components are not considered in this work. The different con-
tributions can also be investigated at the position of the FBM by removing the FBM detector
response. As figure 6.7 suggests by eye, the simple model and full model agree well down to an
energy of approximately 15 keV, below that energy both models begin to deviate.
In this section only the nominal KATRIN configuration is investigated as the contribution
of secondary effects is larger due to its magnetic field configuration in the Rear-Section. The
expected spectrum down to 2 keV below the endpoint is shown in figure 6.12.
It can be seen that 2 keV below the endpoint, the reflection in the Rear-Section and Transport-
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Figure 6.12.: The expected beta decay spectrum at the position of the FBM 2 keV below the
endpoint. At the bottom the normalized residuals of the full model and the
model only incorporating Source scattering is shown.
Section still contribute about 10 % to the expected signal. As expected, the contribution of
Rear-Section reflection is larger than the Transport-Section reflection. At 0.2 keV below the
endpoint the contribution is still at half a percent off the total probability P (E, t).
The contribution of electrons that scattered off the Rear-Wall or in the Transport-Section get
the more apparent the deeper a scan for the neutrino mass is. Therefore, these effects must be
taken into account, for example they can be modelled with an energy dependent background or
the settings in the Rear-Sections need to be changed for deep scans by lowering the magnetic
field or by replacing the Rear-Wall with a material absorbing the electrons.
6.6.1. Effect of Source scattering
Modelling the scattering of the electrons in the Source at the tritium endpoint is important
in order to fit the neutrino mass. Therefore, electrons leaving the Source in forward direction
towards the FBM are compared with and without scattering in the Source. The FBM detector
response is not incorporated in this comparison. The result down to 2 keV below the endpoint
is shown in figure 6.13.
It can be seen that the absolute difference increases between the models with and without
scattering the lower the kinetic energy of the electron is. However, the normalized residuals
(simple model subtracted from full model normalized to full model) increase towards larger
kinetic energies. Therefore, it is crucial to model the scattering processes close to the endpoint
in order to fit the neutrino mass.
At 2 keV below the endpoint, the difference is 4 % while close to the endpoint it is in the
order of 41 %. The kink in the spectrum of the residuals at the endpoint is enforced due to the
normalization to prevent a division by zero.
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Figure 6.13.: Visualization of the expected beta decay spectrum at the position of the FBM
2 keV below the endpoint with and without scattering in the Source. At the
bottom the normalized residuals of the scattering and no-scattering model is
shown.
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FIRST TRITIUM
On 18th of May 2018 tritium was injected for the first time into the Source of the KATRIN
experiment. At this time, the FBM detector board was replaced by a Faraday cup to measure
the ion- and electron-flux in the CPS before they enter the Pre-Spectrometer.
Initially, the valve in between the CPS and Pre-Spectrometer was closed to perform ion
retention tests [Kle18] in the KATRIN setup. After these tests were successful, the valve was
opened and additional ion-retention tests were performed with the Pre-Spectrometer (method
described in reference [KG17]). First scans of the tritium beta spectrum were performed and
the results were presented at the Neutrino 2018 conference [Par18].
After this initial phase, the Faraday cup was replaced by the FBM detector board and a new
measurement phase of KATRIN with tritium started at approximately 1 % purity of DT in the
Source. This phase is called “First Tritium”. The first tritium beta spectrum was measured on
the 5th June 2018 with the FBM detector. This measurement phase was followed by the official
inauguration of KATRIN on 11th June 2018. This chapter refers to data measured with the
FBM during the “First Tritium” campaign.
Section 7.1 discusses the expected and measured rate as well as corrections applied to the
systematics of the setup. This is followed by section 7.2, which compares the measured tritium
spectra with the simulated spectra presented in the previous chapter.
The FBM also performed scans in the flux tube. The observed magnetic field and measured
electron rate is discussed in section 7.3 and 7.4. Additionally, as the FBM is in scanning mode,
the FPD (Focal Plane Detector) is recording the imprint of the electron shadow caused by the
FBM. This can be used to estimate the relative position between the FPD and FBM. This is
discussed in section 7.5.
7.1. Estimating FBM rate
The main purpose of the FBM is to measure the electron rate in the CPS in order to monitor
changes of the column density and tritium purity. Since the FBM cannot disentangle fluctuations
of these two quantities, the latter needs to be monitored by the LARA setup and the column
density is calculated from the Source properties. During the First Tritium campaign only DT
with a purity of approximately 1 % was inserted into the Source which is equivalent to a total
tritium purity of T = 0.5 %.
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(b) Tritium purity.
Figure 7.1.: The stability of the column density during the First Tritium campaign (a), and
the tritium purity (b).
7.1.1. Stability of column density and purity
While the tritium purity is an output of the LARA setup, the column density has either to
be calculated from the inlet pressure into the WGTS or the throughput. However, the sta-
bility can quickly be calculated using the FBM detector. The interested reader can be find
more information on the calculation of the column density in [Hei18; Kuc+18a] and [Kuc+18b].
Currently, there are two ways of accessing the tritium purity data, first the raw output stored
to the database of KATRIN, or the re-analyzed tritium purity data utilized for neutrino mass
analyses. This work utilizes the re-analyzed data given in the run-summaries of the FPD runs.
The column density and tritium purity data are shown in figure 7.1.
Both parameters show drifts during the First Tritium campaign. A linear fit results in a slope
of the column density of −3.44 · 1015 m−2 d−1 with an average column density of 4.46 · 1021 m−2.
The tritium purity has a slope of −6.06 % d−1 with an average purity of 0.51 %. Even though
the slopes of both quantities are small, fluctuations on smaller timescales (hours) can be seen
in the data.
7.1.2. Calculation of the expected FBM rate
From each timestamp, shown in figure 7.1 on the x-axis, the measured rate of the FBM can
be estimated. The measured rate of the FBM detector is also given in the run-summaries of
KATRIN, a threshold at channel 180 was chosen which is equivalent to an energy threshold of
5.3 keV and far away from the noise peak in the spectrum. This threshold is also used for the
rate estimation. The estimation of the detection probability of a single electron from tritium
decay per second is shown in figure 6.8 in the previous chapter. However, an energy threshold
of 5 keV is used in this calculation. As can be seen from this figure, the integrated probability
is also radially dependent.
During the First Tritium campaign channel 2 of the FBM was situated at the position
of approximately x = 67 mm and y = 3 mm. This results in an integrated probability of
P (t) = 8.82 · 10−11 s−1 for a tritium atom to decay per second and to be detected with the FBM
detector with an energy larger than 5.3 keV.
In order to calculate the rate, the number of tritium atoms in the magnetic flux tube to the
FBM, needs to be known. An example calculation is given in section 5.3.2. To calculate the
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effective diode size equivalent in the Source AS, equation 5.7 is used:
AS =
0.82 T
2.52 T
· 1.35 mm2 = 0.44 mm2 (7.1)
Hence, the magnetic flux at the FBM with a diode size of 1.35 mm2 in a magnetic field of
approximately 0.82 T spans an area equivalent to 0.44 mm2 in the Source.
To calculate the number of tritium atoms N in the Source per effective area AS , the average
Source column density ρd and tritium purity T has to be utilized.
N = AS · 2ρd · T
= 4.4 · 10−7 m2 · 2 · 4.46 · 1021 m−2 · 0.0051
= 199 716 · 108 atoms (7.2)
The rate can therefore be calculated as:
R(t) = P (t) · N = 1761.50 s−1. (7.3)
This can be done separately for each timestamp with the column density and tritium purity for
the same timestamp. The simulated result is compared to the measured rate in figure 7.2.
The measured FBM rate with channel 2 agrees within a 5 % uncertainty with the simulated
rate. By eye, the trend of both look similar, but the spread of the measured data points is larger
due to the spread of the tritium purity. This is shown in figure 7.1. In the following discussion
of the rate trend, the First Tritium measurement campaign is split into three phases shown in
figure 7.2 (a). The phase before 7th June is called first phase, and the second/third before/after
15th June 2018. In the first phase, the slope of the rate can be explained by a comparable
trend within the tritium purity data during that time. The measured data fits the expected rate
rather well with a small offset in the second phase. During the first phase, the FBM additionally
cooled down which is not considered so far in this calculation. A detailed look at the influence
of the temperature is taken in section 7.1.3.
While the difference of the simulated and measured rate in the second phase is positive, it
is inverted in the third phase. Systematics in the FBM setup must have changed to cause this
behavior. However, the difference in both phases at each data point can be considered constant.
A zoom into phase II and III is shown in figure 7.2 (b) and (c). The slope of the measured rate
in phase II is 0.33 % d−1 and −0.16 % d−1 in phase III. In both figures, a structure can be seen
in the measured rate that is also apparent in the simulated rate. Therefore, this is an artifact
of tritium purity or column density.
7.1.3. Influence of the temperature
During phase I, the FBM was situated at its monitoring position and started to cool down from
room temperature. To investigate the influence of the temperature onto the measured rate, the
data needs to be cleaned, i.e. effects of tritium purity fluctuations and column density fluctu-
ations have to be removed. This is done utilizing equation 7.2. Each measured data point per
timestamp is divided by the measured tritium purity and column density in the same interval.
Afterwards, the averaged column density and tritium purity is multiplied again. This method
implies that the tritium purity measured with the LARA setup is identical to that in the Source
at the same timestamp. There could be an offset in time leading to a systematic offset. The
temperature as well as the cleaned FBM data is shown in figure 7.3. As a downside of this
approach, the fluctuation of the tritium purity leads to a larger fluctuation of the cleaned FBM
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(a) FBM rate during First Tritium.
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(b) Zoom on 7th to 11th of June (phase II).
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(c) Zoom on 15th to 18th of June (phase III).
Figure 7.2.: Rate trend of the FBM during the First Tritium phase. Each data point rep-
resents the averaged rate during a sub-run of the FPD. The simulated rate is
calculated using equation 7.3 for each tritium purity and column density data
point. The two bottom figures are zoomed on the time axis to visualize the struc-
ture of the rate trend. Theses figures do not have error-bars for a better visibility
of the trend.
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Figure 7.3.: Temperature trend during the First Tritium campaign of the FBM and also the
cleaned FBM rate trend during the campaign. Additionally, the utilized data to
calculate the temperature effect on the rate is shown.
data (compare figure 7.2). During phase I the FBM cooled down to approximately 258.5 K. The
large cooling gradient could be responsible for the drop in rate if the rate and temperature are
correlated. During phase II, the FBM heats up by approximately 1 K and also the rate increases
slightly. During phase III, the offset increased between temperature and rate compared to the
previous phases, which also hints towards a systematic change in the setup. The cleaned FBM
data has a slope of 0.24 % d−1 in phase II and 0.18 % d−1 in phase III.
As phase II and I point towards a correlation of the temperature and measured rate, a cor-
rection factor can be calculated from phase II. The utilized dataset is marked in figure 7.3 and
the average temperature and rate in that time slot can be calculated. This calculation leads
to 8.02 additional counts per second at a base temperature of 258.5 K. In other words, if the
temperature rises by 1 K compared to the base temperature, the rate increases by 8.02 cps and
vice versa. The model can be motivated by a moving offset in the calibration due to temperature
changes as described in reference [Ell19]. The Pearson correlation factor for temperature and
measured FBM rate is 0.86 in phase II and therefore a correlation can be assumed even though
reference [Ell19] suggests an anti-correlation. This linear model fails for large temperature dif-
ferences as the rate of a tritium beta spectrum does not change linearly for large changes of the
offset.
The result of the additional temperature correction on the data is shown in figure 7.4. Both
phases still have an increasing rate over time with a slope of (0.13± 0.03) % d−1 in phase II and
(0.10± 0.03) % d−1 in phase III. Both slopes are reduced by considering the effect of tritium
purity, column density, and temperature. The large increase in rate in between phase II and III
cannot be explained by the methods investigated in this work. Additionally, phase II still has
an underlying structure, which could be an effect of the offset in time discussed earlier. The
tritium concentration measured with LARA might not be identical to the current concentration
in the Source. To utilize the stability of the FBM, especially on short-time, and to decrease
large fluctuations of the tritium purity measurement, ideas were developed to utilize the FBM
data to enhance stability of the tritium purity analysis during the First Tritium phase. More
information about the rate trend can be found in [Ell19].
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Figure 7.4.: Fully corrected FBM data in phase II and III and its corresponding fit.
7.1.4. Influence of the threshold
It is of interest if the rate trend with a slope of approximately 0.1 % d−1 is identical for all
energy thresholds. So far, the threshold of 5.3 keV was investigated. This threshold is the
default setting for First Tritium data analysis. In order to investigate the slope, a time window
with a constant temperature is chosen in order to only correct for tritium purity and column
density fluctuations. The time window is from 8th June to 11th June and hence in phase II.
The result can be seen in figure 7.5.
Although the slopes at different thresholds are compatible within their error bars at low energy
thresholds, it appears that a minimum of the slope is to be found at approximately 7.5 keV. With
increasing energy thresholds, the slope rises up to approximately 3 % d−1 and starts to shrink
at an energy larger than 16.5 keV. This hints towards a systematic change of the FBM detector
and therefore the spectral shape. This is investigated in the next section. If it was a change in
the tritium purity or column density the slope should be equal at all energy thresholds. The
slightly changing scattering probabilities due to the changing column density can be neglected.
7.2. Measured tritium spectra
The main purpose of utilizing the response matrix approach is to be able to describe the mea-
sured tritium beta electron spectra in order to check for variations of the column density or
tritium purity as well as other systematics. It can also be used for future sterile neutrino mass
investigations with the FBM.
The previous section has shown that a drift of the FBM, even after all corrections are applied,
is still apparent. In this section a look into the change of spectral shape is taken and its possible
influence on the rate drift.
7.2.1. Comparison to the simulated spectrum
The comparison of the simulated and measured spectra is given in figure 7.6. The left hand
picture (a) visualizes the different spectra and their respective error bars on the rate while the
right hand picture (b) visualizes the residuals and normalized residuals. To calculate the rate of
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Figure 7.5.: Rate in percent per day at different energy thresholds. Additionally, the error of
the fit on the slope is shown.
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Figure 7.6.: The simulated spectrum including all necessary Source properties to calculate the
rate for each bin in red and its error band in orange in figure (a). The measured
data is shown in blue and its error band in cyan. In the right hand figure (b),
the corresponding residuals of the measured and simulated spectrum on the top
and the normalized residuals at the bottom are shown.
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Figure 7.7.: The endpoint region of figure 7.6 (a).
each bin of the simulated spectrum the corresponding column density and tritium for that run
are used. The calculation of the rate of each bin works analogous to the calculation presented
in the previous section 7.1. The data is well described by the simulation above 10 keV (see
figure 7.6 left), which can also be seen from the residuals. The increasing deviation close to
the endpoint could arise from a drifted energy calibration, which means the spectrum shifts to
lower energies due to changes of the hardware since the last energy calibration. Another effect,
which is the probable cause of this difference, is pile-up in the detector which is not considered
in the simulation by only utilizing a Gaussian convolution for the detector response. This effect
should be investigated in future as it will become more prominent with full tritium purity in the
Source.
Between 7 keV to 10 keV the simulation overestimates the measured data while it underesti-
mates it below 7 keV. Without performing a simulation of the full detector response, the model
does not have a noise peak in the low energy regime. A small amount of the noise peak can reach
into the 5 keV to 7 keV energy regime. Another role below 10 keV comes from the numerical
model for the diode introduced in section 5.5.2, which also underestimates measured data below
10 keV. However, the simulated spectrum agrees well with the data within its error bars between
approximately 5 keV to 15 keV. The error on the data is dominated by the uncertainty of the
column density, which is 5 % per bin [Hei18]. The estimation of uncertainty of the simulated
data is presented in section 6.5.1. Uncertainties on the kinetic energy are not show in this figure.
The reduced χ2 between 5 keV to 19 keV is comparably large with χ2/d.o.f = 26.0 while it is
0.51 between 5 keV to 15 keV. Therefore, the error is overestimated in the low energy regime
and underestimated in the high energy regime close to the endpoint. The high energy region is
shown in figure 7.7. It shows that the simulated and measured spectral shape agree, but there
is an offset not covered by the error bars, which results in a high reduced χ2 test result. In
this comparison, the uncertainty on the kinetic energy is not considered. For a full treatment of
the endpoint region with the FBM detector, the detector response needs to be fully simulated
including pile-up effects.
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Figure 7.8.: The measured spectra at the beginning and at the end of phase II on the left (a).
A change of the rate can be observed in the low energy regime. In the figure on
the right (b), the residuals of both spectra, shown on the left, are shown.
7.2.2. Change of the spectral shape
As it was found in [Ell19] the shape of the spectrum measured with the FBM changes over
time. The change during phase II is shown in figure 7.8. In figure (a) it can be seen that the
count rate in the low energy (below 7 keV) regime increased, while the residuals (b) also indicate
a difference in the shape between 10 keV to 15 keV resulting in a plateau like structure. The
change of the shape of the spectrum could explain the drift found in the previous section 7.1.
In order to check and understand the shape of the spectra, the different FBM runs as shown in
figure (a) need to be corrected by the tritium purity and column density. However, in order to
observe and detect the residuals as seen in figure (b) an integration time of approximately 1 h is
necessary, and during that time the tritium purity changes by up to 1 %, which does not allow
for a correction. Therefore, it is challenging to simulate the effect of the residuals because it is
superimposed by different effects which cannot be disentangled.
However, the noise peak of the spectra is moving towards larger energies while the amplitude
becomes smaller and the FWHM increases. A detailed analysis of the noise peak can be found
in [Ell19]. For this work, the noise peak was fit in order to extract the FWHM and to see if
a decreasing energy resolution causes the change of the spectral shape. The width of the noise
peak is assumed to be the energy resolution of the detector during the specific run. During run
192, the mean of the noise peak was situated at 0.56 keV with a FWHM of 1.95 keV and during
run 260 at 0.67 keV with a FWHM of 2.14 keV. These energy resolutions are applied to the
simulated tritium spectrum at the FBM before the data acquisition simulation as a convolution
with the corresponding width of the Gaussian distribution. The result is shown in figure 7.9.
The simulated spectral change in the low energy range below 13 keV predicts negative resid-
uals, which is in contradiction to the measured residuals (figure 7.8 on the right). As shown in
figure 7.6, the simulation underestimates the count rate at low energies. And a broader energy
resolution leads to even less counts in the spectrum in the energy range close to the simulation
threshold < 7.5 keV.
However, by moving the energy threshold by 3σ of the energy resolution, with σ ≈ 1 keV,
towards higher energies to approximately 10.5 keV, the shape of the residuals should agree to
the simulation if the assumption of a worsened energy resolution, which changes the shape of the
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Figure 7.9.: The residuals of the simulated FBM spectrum at two different energy resolutions.
The spectrum with a resolution of 1.95 keV is subtracted from the spectrum con-
volved with a Gaussian of 2.14 keV FWHM.
spectrum, is correct. This can be checked by looking at the expected slope of the rate change,
due to the worsened energy resolution, of the simulation at different energy thresholds. Thereby,
figure 7.10 (a) is identical to figure 7.5, but based on simulation.
The residuals of the measured and simulated slope at the same threshold can be read from fig-
ure (b). The residuals are increasing towards larger energies with a minimum at approximately
6 keV. The difference between measured and simulated slope is at its maximum at 15.5 keV with
more than 1.06 % and drops to 0.53 % at 16.5 keV threshold.
Since the slopes of measured and simulated spectral change do not agree above 10 keV, the
drift cannot be fully explained by the change in energy resolution. In future - for full tritium
measurements - the FBM calibration should be checked with an electron-gun on a regular basis
to exclude changes in gain or offset factor, which could also induce a drift in the rate.
7.3. Magnetic field
So far, the magnetic field at the position of the FBM is always assumed to be identical to the
simulated field. The FBM board is equipped with a one-dimensional Hall-sensor that can mea-
sure the magnetic field in z-direction. During the First Tritium campaign radial scans with the
FBM were performed, which as well as the rate at each position for each diode also maps the
magnetic field at each position of the Hall-sensor. The measured magnetic field can therefore
be compared to the simulated field. This work focuses on the scans performed during the First
Tritium campaign, complete scans of the entire magnetic flux tube were performed before and
after the campaign and are investigated in detail in [Ell19].
The diodes and the Hall-sensor are situated at different positions on the detector board, there-
fore the magnetic field always slightly differs between the diodes and the Hall-sensor. In order
to get the actual magnetic field at the diodes, magnetic field simulation is used. As the sim-
ulated and measured magnetic field have a small deviation, the simulated field is corrected by
the measured magnetic field. The result of a cross-scan of the magnetic flux tube can be seen in
figure 7.11 (a). On the right, figure (b) the relative deviation from the simulation magnetic field
90
Chapter 7. First Tritium
5.0 7.5 10.0 12.5 15.0
kinetic energy threshold / keV
0.0
0.5
1.0
1.5
2.0
sl
op
e
of
ra
te
/
%
d
−1
(a) Simulated slope threshold dependency.
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(b) Residuals of measured and simulated slope.
Figure 7.10.: The simulated slope of the rate for a drifting energy resolution at different
thresholds on the left. On the right, the residuals of the left figure subtracted
from the measured slope at different thresholds, as shown in figure 7.9, is shown.
in z-direction to the measured magnetic field is stated. For figure (b), the simulated magnetic
field positions are shifted by y = −3.4 mm and x = 1.3 mm to incorporate the correction factors
found in [Ell19]. The deviation of the simulated magnetic field is 5 at maximum. This is in
agreement with the uncertainties found for the Hall-sensor in [Sch17]. Although it is small, the
deviation affects the detected count rate equivalently according to equation 5.7 and 7.2. In the
next section 7.4 the radial rate dependency is investigated. Since the diodes have a positional
offset to the Hall-sensor, the magnetic field at their position relies on simulation.
For the rate correction of a horizontal scan, i.e. a constant y-position, correction factors for the
uncertainties of the measured to the simulated field are calculated. For positive x-coordinates,
the relative deviation is shown in figure 7.12 including the error bars of the measured data.
The relative deviation can be approximated by a linear fit at each x-position. The deviation is
utilized in the next section for the calculation of the radial rate dependency.
7.4. Radial rate dependency
One could expect that the rate at the FBM is radially constant as neither the systematic pa-
rameters of the FBM nor the size of the diodes change, but the magnetic field determines the
effective Source volume and therefore the number of tritium atoms in the magnetic flux tube of
the FBM. While the magnetic field in the Source is radially constant, it changes radially in pump
port 2, where the FBM is situated as shown in the previous section. The rate is proportional to
the effective magnetic field at the diode position due to the conservation of the magnetic flux:
RFBM (r) ∝ BFBM (r) (7.4)
This comparison was already done in [Ell19] and a deviation of approximately 1 % was found at
x = 60 mm for a normalized magnetic field and rate. In the previous chapter, in section 6.4.3.2,
it is shown that independently of the magnetic field strength at the FBM, a radial gradient
to lower electron rates with an increasing radius is to be expected. This is caused by varying
acceptance angles and different scattering probabilities.
For each position of the diode, the magnetic field at that position is simulated. As stated in
the previous section, small deviations between the measured and simulated magnetic field are
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(b) Relative field deviation to simulation.
Figure 7.11.: In figure (a) the measured magnetic field in x/y coordinates from a cross-scan
through the magnetic flux tube is shown. The agreement of simulation and
measurement is shown in figure (b), which shows the relative deviation from
the simulated spectrum at each position.
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Figure 7.12.: The relative deviation of the magnetic field as measured by the Hall-sensor
during a scan in positive x-direction and a linear fit to the data. The scan went
back and forth. Except for the staring position there are two measurement
points per position.
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Figure 7.13.: The radial rate measured by channel 1 and 2 as well as the simulated radial mag-
netic field (magnetic model) and the magnetic field including the corrections,
introduced for First Tritium in section 6.4.3.2, (unified model) are shown. The
simulations for the magnetic field and unified model are done for the position
of channel 2. The rates and fields are normalized to one regarding their largest
measured/simulated value. For a better visibility, the position of channel 1 is
shifted by 0.5 mm on the x-axis.
magnetic field model unified model
channel 1 3.46 0.77
channel 2 2.68 1.98
Table 7.1.: The χ2/d.o.f. values for channel 1 and 2 to the two models shown in figure 7.13
are given. Both channels are compared to the same magnetic field model.
found which are within the uncertainties of the Hall-sensor. Nevertheless, as the rate is directly
proportional to the magnetic field and variations in the field directly translate into the measured
rate. Therefore, the rate is corrected by a fit, as shown in figure 7.12, and visualized as the error
bar in figure 7.13 on the rate for both diodes.
In this figure one can see, that the detected rate to magnetic field increasingly deviates for
increasing x-positions. The unified model, including the magnetic field and the overall radially
dependent detection probability of a single tritium atom decay, describes the data well up to
70 mm. The reduced χ2/d.o.f. is found in table 7.1 for all rate data shown in this figure.
For both channels, the unified model describes the radial rate gradient better than the mag-
netic field gradient suggests. Therefore, for the analysis of scans the unified model should be
used and potentially be extended to also describe the azimuthal behavior for scans of the entire
flux tube. The model only works at x ≤ 70 mm. This is discussed in the next section.
Deviations of the rate to the model
As can be seen in figure 7.13, the unified model fails to describe the behavior of the rate at
approximately 71 mm of channel 2, which also causes a χ2/d.o.f. of approximately two. The
rate of channel 1 at that position drops to zero and is therefore not shown in the figure. Both
behaviors indicate a systematic effect not considered so far. Channel 1 is situated approxi-
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mately 5.6 mm below channel 2 and is supposedly blocked in the Transport-Section causing the
drop to rate of zero. The simulation of the respective magnetic field line with the expected
setup configuration during the First Tritium campaign of channel 1 indicates no collision in the
Transport-Section. Therefore, this needs to be checked with an electron-gun in the forthcoming
measurement campaigns. The situation for channel 2 behaves differently, the rate does not drop
to zero, but rather increases compared to the previous position and is approximately the same
as at position x = 59 mm. Simulation of the magnetic field line suggest no collision in the
Transport-Section, WGTS, nor Rear-Section up to valve V0 and the distance to the WGTS wall
is about 4.5 mm minimum. There are several reasons which might cause the increase in rate by
1 %:
 Random behavior: This can be ruled out as the discrepancy is seen on all scans that
were performed.
 Systematics of FBM: Some systematic might cause an change in rate at the FBM,
for example an increase or decrease of the temperature or the stepper motors change the
noise behavior. But by taking the difference of the two comparable spectra at 59 mm and
71 mm no feature in the spectrum is found and no change in noise. Additionally a change
temperature can ruled out as it fluctuates by 0.03 K.
 Collision in the Rear-Section: It might happen that the magnetic field lines intersect
with the setup well before valve V0 and therefore in a higher magnetic field which could
cause a larger fraction of electrons being reflected. But simulations indicate no collision
in the Rear-Section.
 Fluctuations in the source: The magnetic field line is rather close to the wall within
the WGTS, but the column density fluctuations are two orders of magnitude smaller than
the detected increase in rate [Ho¨t12].
 Increased exposure to tritium: As the magnetic field line of large radii follows a
longer track through pump ports which is not covered with a magnet than smaller radii,
the effective volume enlarges and it might be exposed to more tritium. If this model was
true, a steady increase in rate to larger radii should be seen in the FBM spectrum, as the
effective volume in the pump port increases.
So far, none of the explanations can account for the increase in the electron rate at that specific
position. As for channel 1, collisions should be checked within the beam-line to exclude magnetic
field lines intersecting with the wall in the WGTS or Rear-Section.
7.5. Covering the FPD with the FBM
During normal tritium operation the FBM must not cover any pixel of the FPD. Therefore,
it should be situated in the outer-rim, which is outside of the flux tube hitting the FPD. In
scanning mode, the FBM is able to scan the entire flux tube and thereby covers the FPD pixels.
Due to the structure of the FPD with 148 pixel a FBM shadow can be seen. The area of the
flux tube covered by the FBM detector board and its components attached to it can be seen on
the FPD detector pixel. An example simulation is illustrated in figure 7.14. The shadow of the
FBM onto the FPD can be fit and one method to fit the shadow is explained in this section.
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(a) Position: x=−65 mm y=0 mm.
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(b) Position: x=35 mm y=0 mm.
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(c) Position: x=−20 mm y=35 mm.
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(d) Position: x=20 mm y=−35 mm.
Figure 7.14.: Example relative rate distributions (color-code) on the FPD pixel if the FBM is
at the locations indicated in the respective caption. The relative rate is identical
to the covered area of the pixel.
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7.5.1. Prerequisites for a fit routine
The result of the analysis presented in this section is shown in figure 7.14. The idea is to model
the FBM front-end. As can be seen in the referenced figure, the shape of the front-end does
not follow an analytical function. Therefore, the model of the shape is hard-coded, which is
according to the hardware specifications. The board and the lever-arm need to be rotatable
according to the rotation axis of the toothed-wheel, which is connected to the toothed-bar. This
toothed-bar also moves according to the vertical position of the board. If the board moves down
vertically, the toothed-bar is retracted and vice versa.
Besides modelling the FBM front-end, the pixel of the FPD need to be modelled. As the
fit is done at the position of the FBM, the FPD pixel need to be virtually moved towards the
FBM. The FPD is situated in a magnetic field which is approximately three times larger than
at the FBM location. Due to the conservation of the magnetic flux (compare 5.6), the effective
area is three times larger at the FBM. But, as shown in figure 7.13 the magnetic field depends
on the radial position. Therefore, each ring of the FPD pixel is scaled according to the simulated
magnetic field it is experiencing. This model assumes that the magnetic field is symmetric and
the FPD pixel are centered. Nevertheless, if the FPD is not centered the so-called offset is a
free parameter in the fit, but the magnetic field change is not considered then.
With all this information implemented into the routine, figure 7.14 can be simulated. The
FBM is placed according to the position of the board tip which can be chosen randomly or set
as in the example figures and the FBM as well as the pixel dimension can visualized according
to its position. The relative rate is defined as the rate measured for the individual pixel while
the FBM covers this pixel divided by the uncovered pixel rate. If the systematic conditions do
not change and for a sufficiently large number of events the ratio/relative rate for an uncovered
pixel is 1 and for a fully covered pixel 0 Assuming the events are distributed uniformly on the
pixels and the number of events N per pixel going towards infinity, the relative rate is equivalent
to the covered area of the pixel:
Rrelative(pixel)
N→∞
= Acovered(pixel) (7.5)
Simulations indicate that a reasonable number of events to get a good estimate on the covered
pixel area is on the order of 103 events. For this low number of events, no routine was developed
to calculate the relative area or covered area by the FBM, but 5000 events are randomly and
uniformly distributed inside each pixel and a routine checks if each event hit the detector or the
FBM front-end.
7.5.2. The fit routine
In the previous section the model of creating relative rates or, equivalently, the ratio of covered
pixel calculation is presented. The fit routine relies on that model. As input parameters it
requires the relative rate of each pixel. This is calculated from the rates of a covered FPD
pixel divided by the rate of the uncovered pixel. The fit routine tries to find the best fit by
looking for the left-most pixel with less than a relative rate of 0.8 which is equivalent of a
pixel being covered by more than 20 % of its area. The center of that pixel is used as the
starting parameters of the fit routine. The square deviation of the relative rate for each pixel is
calculated and summed over all pixels. The fit routine tries to minimize this square deviation.
As the number of utilized pixels may differ, as pixels can be deactivated, no normalization to
the number of pixel is performed. The fit routine has three free parameters, the x,y position of
the tip of the FBM board and an offset in y, which is equivalent of the FPD pixel being moved
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vertically up or down compared to the FBM. To ease the fit only horizontal positions of the
FBM are investigated and therefore only the x position of the tip and the relative offset remain
as fit parameters. Starting from the initial position, the fit routine searches for smaller square
deviations by virtually shifting the board by 30 mm radially and azimuthally while also shifting
the offset in y. As the FBM is only horizontally positioned, the azimuth is either 0° or 180° and
therefore the FBM is only shifted along the x-axis. Measurements with the FBM during the
2017 Krypton phase indicate that the FBM is shifted downwards compared to the FPD, hence
the y-offset parameter is fit from 0 mm to −10 mm in 0.1 mm steps. If a smaller deviation is
found by shifting the FBM (initially by 30 mm) on the x-axis the FBM is moved to that position
and the search starts from the beginning. Otherwise the radius is divided by two and the search
continues in a closer range. This routine runs until the radial shift is smaller than 0.1 mm.
7.5.3. Verification of the fit routine
The fit routine can be tested in simulation. This is done by placing the FBM randomly on the
x-axis in between −70 mm to 60 mm and 0 mm to −10 mm for the offset in vertical y position
and trying to fit this position. The range above 60 mm is excluded as not a sufficient amount of
information can be provided to the fitter to get a reasonable result. This verification assumes
perfect systematic and statistical conditions. That means, the dimension of the front-end is
perfectly known as well as the magnetic field and excludes statistical fluctuations of the rate.
The result can be seen in figure 7.15.
This figure proves that the fit routine is able to find the true position of the board with the
accuracy of ≈ 0.1 mm (mean: µ = (0.08± 0.05) mm). This is restricted by the minimum step-
size of 0.1 mm. The spikes in the combined spectrum stem from fits above 45 mm in x and above
−8 mm in the relative offset as the fit routine is less precise for large x and offset positions as
the FBM creates less of a shadow onto the FPD pixel.
7.5.4. Fit First Tritium data
During First Tritium several scans with the FBM were performed, but the runs of the FPD
and FBM were not optimized for performing a fit of the FBM position with FPD pixel data.
Therefore, an FPD run is chosen with a sufficient number of events to calculate the pixel rate
for an uncovered detector and several positions of the FBM board in between −80 mm to 0 mm.
The rate per pixel was about 150 cps. An integration time of approximately 200 s creates a
sufficient number of events for the fit routine. Some pixel are deactivated, including the two
outer rings as the rate on those pixels is too low. Pixel, which are not affecting the positional
fit, because they are far outside the FBM shadow are also deactivated. This enables a faster fit
routine and removes statistical fluctuations of those pixels. However, the pixels covered by the
FBM board need to be enabled for a more stable fit routine. That means, even the outer-most
pixels are used as well as pixels covered by the FBM board at run start (especially pixel 100,
112, and 123). In the fit routine, the rate is not corrected for fluctuations of the column density
or tritium purity. The result is shown in figure 7.16
It can be seen in figure 7.16 (a), that the deviation in x-direction between the measured and
and fit value differs by 0.2 mm and the offset in y-direction is −6.8 mm. At first glance, the fit
looks reasonable, however pixels 141 and 129 show a decrease in the relative rate. They could
be covered by the FBM board or these are statistical fluctuations. This cannot be disentangled.
The largest discrepancy shows pixel 64 on the figure, the pixel is not covered by the FBM board
shadow, but according to the data it should be covered by more than 50 %. Along the lever-arm
of the FBM the cabling of the FBM board to the support structures is guided. The cabling is
attached to the Peek-connector of the board and therefore wires can explain the drop on pixels
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Figure 7.15.: The deviations of the fit position to the true position. In figure (a) the total
deviation, in (b) the deviation on the x-position and in (c) the deviation on
the offset is given. Additionally, the mean deviations µ are shown with their
respective standard deviations.
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(a) Measured position: xenc = −68.7 mm, fit position: x = −68.5 mm, yoffset = −6.8 mm.
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(b) Measured position: xenc = −57.3 mm, fit position: x = −56.6 mm, yoffset = −7.1 mm.
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(c) Measured position: xenc = −45.8 mm, fit position: x = −46.5 mm, yoffset = −7.6 mm.
Figure 7.16.: The fit results of three different FBM locations and their respective FPD rate
plot. The measured FBM position in x-direction is given in the label as well as
the fit position. The total diameter of the FPD at the FBM location is about
140 mm.
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0 and 7 if the FBM is positioned further left (smaller x position). This could explain the drop
in rate of pixel 64. The second figure (b) has a larger difference in x of 0.7 mm and the y-offset
increased by 0.3 mm absolute. Pixel 88 sees a drop in the relative rate while it is not covered by
the FBM front-end. This could be explained by the cabling attached to the lever-arm. Figure
(c) results in a difference of −0.7 mm in x and a further shift of the FPD downwards compared
to the FPD by 0.5 mm. This fit shows the same behavior of pixels 141 and 129 as in the first
fit. Therefore, the drop is explained by statistical fluctuations. Additionally, the problem of
covering the FPD at the start of the run can be seen on pixel 100 and 124. They have a relative
rate of about one although they are covered by the lever-arm.
Discussion and outlook
Unfortunately, no FPD data is available at larger x-position values, of x > −45 mm. The
influence of the cabling decreases for larger x-positions. Additionally, the potential trend of de-
creasing y-offset, or in other words a tilted FPD pixel distribution, could have been investigated
at larger x-positions. In the future, the cabling should be modelled and the real magnetic field
should be considered for each FPD pixel in the fit. Nonetheless, simulations indicate a working
fit routine with high accuracy for known systematic properties.
Besides all the potential improvements in future, the fit results of the x-position match to the
encoder values by less than 1 mm. This suggests that the relative horizontal alignment of the
FBM and FPD agree during the First Tritium campaign.
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CONCLUSION AND OUTLOOK
The task of the Forward Beam Monitor (FBM) is to measure the beta electron rate from the
KATRIN tritium Source with 0.1 % precision in the timescale of 1 min. Although, the beta
electron rate during the First Tritium campaign was low, due to a tritium purity of about 0.5 %
in the Source, the FBM did prove a rate stability of approximately 0.1 % per day. This is better
than required for neutrino mass analysis.
In this thesis, the expected correlation of the tritium purity and column density was shown.
It was also shown that the FBM is stable on short time scales when taking the fluctuations of
tritium purity and column density into account.
The goal of this thesis specifically was to create a simulation model in order to estimate the beta
electron rate at the p-i-n-diode detectors and to simulate the shape of the beta electron spectrum.
To do that, a new approach utilizing graphics cards, designed for highly-parallel calculations,
were used and allowed a significant increase in speed (a factor of approximately 100) of Monte-
Carlo simulations of beta electrons interacting with the tritium gas in the Source compared to
available Monte-Carlo frameworks (Kassiopeia) on conventional processors (CPUs). It was also
shown that the simulation output on graphic cards is identical to Kassiopeia simulations.
Hence, the approach on graphics cards was successful and proved that electrons can be tracked
in parallel through the Source of KATRIN efficiently on GPUs. In future, this method should be
refined, i.e. it should be utilized to investigate the tritium endpoint region, not only in depen-
dence of energy loss functions and cross-sections, but also by implementing the real magnetic
field settings to investigate the effect of small disturbances in the magnetic field onto the beta
electron spectrum endpoint region.
The FBM is able to measure almost the entire beta spectrum from approximately 5 keV to
18.6 keV. Therefore, effects, which are negligible in neutrino mass analysis, have to be consid-
ered besides scattering in the Source. Specifically, beta electrons that leave the Source upstream
towards the Rear-Section of the experiment need to be considered. These have a backscattering
probability of almost 50 % for vertically impinging electrons and, of all the electrons hitting
the Rear-Wall, these have the smallest backscattering probability. The electrons can then be
transmitted through the Source and guided to the FBM. Although the probability of a change
in kinetic energy and polar angle is high due to the interactions, the electron may still be above
the FBM detection threshold and therefore needs to be accounted for.
Additionally, electrons leaving the Source upstream towards the FBM can be magnetically
reflected, transmitted through the Source and backscattered off the Rear-Wall. This work has
shown that all of these effects need to be considered, especially in nominal KATRIN operation
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as upstream electrons going directly from the Source to the Rear-Wall contribute about 18 %
and electrons reflected in the Transport-Section about 14 % to the total FBM rate at a 5 keV
energy threshold.
In order to simulate the beta spectrum at the FBM, the experiment cannot be simulated as
one component, but has to be split into several smaller components. To do that the response
matrix approach is used. In this thesis, it has proven to work successfully. In future, the
method can be refined, meaning the energy bin width can be decreased, but also the polar angle
bin width should be decreased. This work has shown that a polar angle bin width of 5° may
cause problems at varying magnetic field strengths, as the electrons from several polar angle are
compressed into one bin.
Nevertheless, the measured spectrum was reproduced by the simulation above 8 keV and also
the radial rate behavior was predicted by the simulation. One of the biggest challenges was the
simulation of the p-i-n-diode response. Electron-gun measurements have shown that the diode
does not produce the same results depending on the electron-gun spot position on the diode.
Hence, the simulation of the dead-layer of the diode had to be complemented by a numerical
model based on measurements. Therefore, it is recommended to measure the diode response
instead of simulating it to include edge effects of the diode which could not be reproduced in
simulation. The electron-gun rate to measure the response should be rather low (recommenda-
tion < 2000 cps) to have less pile-up in the spectrum, and to add the expected electron-electron
pile-up by simulation at different rates.
However, the response matrix approach should also be tested for neutrino mass fitting as a
small binning on the order of 1 eV or lower close to the endpoint can be used and a single
response matrix can be calculated for the entire experiment. Hence, a single response matrix
might be sufficient to represent the entire experiment and the neutrino mass shift only affects
the initial beta spectrum. But this method requires a stable column density and tritium purity
or different matrices for different Source settings.
The next measurement phase of KATRIN will be performed at nominal KATRIN Source set-
tings with a tritium purity of about 95 % and therefore a ten times smaller diode at the FBM
is used. The previous measurements have shown that the FBM is ready and stable enough for
the hunt of the neutrino mass in the KATRIN experiment. The next goal is to upgrade and
exchange the detector by a silicon drift detector called Tristan. It has an energy resolution
of several hundred electronvolt and would enable the FBM to look for sterile neutrinos in the
kilo-electronvolt range. In order to achieve that, the presented method in this work becomes
even more crucial and can easily be extended by the response of the silicon drift detector.
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Figure A.I.: The error on the nominal KATRIN configuration simulation on the detection
probability as well as the energy uncertainty. For a better visualization only
every fith simulated data point is shown.
I
Chapter A. Appendix
Figure A.II.: The magnetic field lines in nominal KATRIN operation in red color. Their
origin is in the center of the WGTS at z ≈ =39 m. Electrons, neglecting inter-
actions with the gas inside of the Source, follow these lines if their momentum
has a longitudinal component pointing to negative z. These electrons hit the
rear-wall at z ≈ =47 m.
Figure A.III.: The magnetic field setup during First Tritium. It can be compared to the
nominal KATRIN configuration in figure A.II. During First Tritium, valve V0
was closed and also the Rear-Section magnets were off. Therefore, electrons
are not able to reach the rear-wall, but hit valve V0 instead.
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