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a b s t r a c t
Dynamic Topological Logic (DT L) is a combination of S4, under its topological
interpretation, and the temporal logic LT L interpreted over the natural numbers.DT L
is used to reason about properties of dynamical systems based on topological spaces.
Semantics are given by dynamic topological models, which are tuples 〈X, T , f , V 〉, where
〈X, T 〉 is a topological space, f a function on X and V a truth valuation assigning subsets of
X to propositional variables.
Our main result is that the set of valid formulas ofDT L over spaces with continuous
functions is recursively enumerable. We show this by defining alternative semantics for
DT L. Under standard semantics, DT L is not complete for Kripke frames. However, we
introduce the notion of a non-deterministic quasimodel, where the function f is replaced
by a binary relation g assigning to each world multiple temporal successors. We place
restrictions on the successors so that the logic remains unchanged; under these alternative
semantics, DT L becomes Kripke-complete. We then apply model-search techniques to
enumerate the set of all valid formulas.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
Dynamic Topological Logic (DT L) is a propositional tri-modal system introduced in [2,9] for reasoning about topological
dynamics; that is, about the action of a continuous function f on a topological space 〈X, T 〉. The interpretation of formulas
ofDT L involves not only points x ∈ X , but also their orbit
{x, f (x), f 2(x), . . .}
and their neighborhoods in T .
The language uses propositional variables, Classical Boolean connectives and three modalities: from S4, interpreted as
the topological interior, and the temporal operators© and ∗ of Linear Temporal Logic [12], which are interpreted as ‘next’
and ‘henceforth’, respectively.
Every class C of dynamic topological systems induces a logic consisting of those formulas ofDT L that are valid on all
systems in C. Many logics arising in this form have been studied; the following are some of the main results which are
known.
(1) The fragmentDT L©:
DT L© is the fragment ofDT Lwhich uses only  and©. This fragment is finitely axiomatizable and has the finite
model property, both when f is taken to be a continuous function [2] andwhen it is a homeomorphism [9]. Interestingly
enough, the logic over arbitrary spaces does not coincide with the logic over R [14] but it does coincide with the logic
over Q [8].
(2) The fragmentDT L0:
In this fragment, all three modalities are used but temporal modalities may not appear in the scope of .DT L0 is
finitely axiomatizable and decidable [9].
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(3) The fragmentDT L1:
DT L1 is the fragment of DT L where all three modalities are used but ∗ may not appear in the scope of . This
fragment is powerful enough to encode some undecidable problems and hence is undecidable. However, it is recursively
enumerable [5], and the logic coincides over arbitrary spaces, locally finite spaces and R2 [4,5,13]. This implies that all
these logics are also equal on the smaller fragmentsDT L© andDT L0.
(4) Spaces with homeomorphisms:
The valid formulas ofDT L1 over spaces with homeomorphisms are not recursively enumerable [6], and hence the
same is true for the valid formulas of the full language. Furthermore, the logics over arbitrary spaces, Aleksandroff spaces
and Rn for n ≥ 0 are all distinct [6,14].
(5) FullDT Lwith arbitrary continuous functions:
It is known that for full DT L, the logics over arbitrary spaces, Aleksandroff spaces and Rn are all distinct [4,
9]. Over almost disjoint spaces (where all open sets are closed) the logic is decidable, even when f is taken to be a
homeomorphism [7].
DT L is over arbitrary spaces is undecidable; this follows from the fact thatDT L1 is already undecidable. However,
it is recursively enumerable; this is the main result of the present paper.
The layout of this paper is as follows. In Section 3 we will define non-deterministic quasimodels for DT L, where the
function of a dynamic topological system is replaced by a binary relation g , so that each point may have several immediate
temporal successors. However, we will place restrictions on g so that the logic remains sound, and in Section 4 show that a
dynamic topological model can always be reconstructed from a non-deterministic quasimodel.
The central result is that DT L is complete for the class of locally finite Kripke frames under the new semantics. Our
strategy for proving this will be to generate binary relations between Kripke frames and arbitrary models which preserve
truth valuations. The relations we will use are called ω-simulations and are developed in Section 6.
We then apply techniques very similar to those in [5] to show thatDT L is recursively enumerable. There, Kruskal’s Tree
Theorem is used to prove that a certain model-search algorithm always reports failure in finite time when a non-satisfiable
formula is given as imput. In Section 7, we use non-deterministic semantics to develop a variation of this which can be
applied to arbitrary formulas of the language.
2. Dynamic topological logic
The language ofDT L is built from propositional variables in a countably infinite set Var using the Boolean connectives
∧ and ¬ (all other connectives are to be defined in terms of these) and the three unary modal operators  (‘interior’),©
(‘next’) and ∗ (‘henceforth’). We write ♦ as a shorthand for ¬¬. Formulas of this language are interpreted on dynamical
systems over topological spaces, or dynamic topological systems.
Definition 1. A dynamic topological system is a triple S = 〈X, T , f 〉 , where 〈X, T 〉 is a topological space and f : X → X is
a continuous function.
A valuation on S is a relation V ⊆ Var × X . A dynamic topological system equipped with a valuation is a dynamic
topological model.
The valuation V is extended inductively to arbitrary formulas as follows:
V (α ∧ β) = V (α) ∩ V (β)
V (¬α) = X \ V (α)
V (α) = V (α)◦
V (©α) = f −1V (α)
V (∗α) =
⋂
n≥0
f −nV (α).
DT L distinguishes arbitrary spaces from finite spaces and even from locally finite spaces (those where every point has
a neighborhood with finitely many points).
More generally, DT L distinguishes arbitrary topological spaces from Aleksandroff spaces [9]; that is, spaces where
arbitrary intersections of open sets are open [1]. All locally finite spaces are Aleksandroff spaces.
Nevertheless, wewill showhow locally finite spaces can be used to representmore general dynamic topological systems;
to do this, we will define alternative semantics forDT L.
3. Non-deterministic quasimodels
We will denote the set of subformulas of ϕ by sub(ϕ), and define
sub±(ϕ) = sub(ϕ) ∪ ¬sub(ϕ).
If we identify ψ with ¬¬ψ , one can think of sub±(ϕ) as being closed under negation.
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A set of formulas t ⊆ sub±(ϕ) is a ϕ-type if, for all ψ ∈ sub±(ϕ),
ψ 6∈ t⇔ ¬ψ ∈ t
and for all ψ1 ∧ ψ2 ∈ sub±(ϕ),
ψ1 ∧ ψ2 ∈ t⇔ ψ1 ∈ t and ψ2 ∈ t.
The set of ϕ-types will be denoted by type(ϕ).
Definition 2 (Typed Kripke Frame). Let ϕ be a formula in the language of DT L. A ϕ-typed Kripke frame is a triple F =
〈W , R, t〉 where W is a finite set, R a transitive, reflexive relation on W and t a function assigning a ϕ-type t(w) to each
w ∈ W such that
ψ ∈ t(w)⇔ ∀v (Rwv ⇒ ψ ∈ t(v)) .
It is easy to see that this is equivalent to the dual condition that
♦ψ ∈ t(w)⇔ ∃v (Rwv and ψ ∈ t(v)) .
Kripke frames give sound and complete semantics for S4 [3], but here we are disregarding the temporal modalities by
giving valuations of these formulas a priori rather than by their usual meaning. One would then be tempted to equip the
Kripke frame with a transition function in order to interpret temporal operators directly. However, this would give us a
class of models for whichDT L is incomplete; instead, we will allow each world to have multiple temporal successors via a
‘sensible’ relation g , as wewill define below. For our purposes a continuous relation on a topological space is a relation under
which the preimage of any open set is open.
Definition 3 (Compatible Types). Say that t, s ∈ type(ϕ) are compatible if
(1) for all©ψ ∈ sub(ϕ),©ψ ∈ t⇔ ψ ∈ s and
(2) for all ∗ψ ∈ sub(ϕ), ∗ψ ∈ t⇔ (ψ ∈ t and ∗ ψ ∈ s) .
Likewise, two worldsw, v are compatible if t(w) and t(v) are compatible.
Definition 4 (Sensible Relation). A continuous relation g ⊆ W×W such that g(w) 6= ∅ for allw ∈ W is sensible if whenever
gwv,w and v are compatible.
Further, g is ω-sensible if for all ∗ψ ∈ sub(ϕ),
¬ ∗ ψ ∈ t(w)⇔ ∃v ∈ W and N ≥ 0 such that ¬ψ ∈ t(v) and gNwv.
It is a good idea to examine what continuity means in a Kripke frame. Suppose F is as in Definition 2 and g is continuous.
Pickw, v ∈ W so that gwv. Since the set R(v) = {u : Rvu} is open, we know that R(w) ⊆ g−1R(v). In other words, if Rww′,
there exists v′ such that Rvv′ and gw′v′, so that the following square can always be completed:
w′
g /___ v′
w
R
O
g / v.
R
O


We are now ready to define our non-deterministic semantics forDT L.
Definition 5 (Non-deterministic Quasimodel). A ϕ-typed non-deterministic quasimodel is a tuple D = 〈W , R, t, g〉 , where
〈W , R, t〉 is a ϕ-typed Kripke frame and g is an ω-sensible relation onW .
D satisfies ϕ if there existsw∗ ∈ W such that ϕ ∈ t(w∗).
Non-deterministic quasimodels are similar to dynamic Kripke frames [2,4,5] except for the fact that g is now a relation
instead of a function. However, note that we do not allow any subformulas of ϕ to be left undecided by g; that is, if
©ψ ∈ sub±(ϕ) and w ∈ W , then either ψ ∈ t(v) for all temporal successors v of w or ¬ψ ∈ t(v) for all such v. This
is necessary in order to preserve soundness (see Fig. 1).
4. Generating dynamic topological models from non-deterministic quasimodels
A dynamic topological model can be constructed from any non-deterministic quasimodel. Evidently, a non-deterministic
quasimodel is not always a dynamic topologicalmodel, since dynamic topologicalmodels require a transition function rather
than a relation. Instead, we will build a topological space whose points are infinite sequences of worlds.
Throughout this section,D = 〈W , R, g, t〉 is a ϕ-typed non-deterministic quasimodel.
4.1. Realizing sequences
A path inD is any finite or infinite sequence 〈wn〉 such that gwnwn+1.
An infinite path Ew = 〈wn〉n≥0 is realizing if for all n ≥ 0 and ¬ ∗ ψ ∈ t(wn) there exists K ≥ n such that ¬ψ ∈ t(wK ).
Denote the set of realizing paths by W g . We will construct dynamic topological models from non-deterministic
quasimodels by topologizing this set. All other paths will be thrown away, since in such paths, ∗ could not be interpreted
according to its intended meaning.
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Fig. 1. The formula ϕ = ∗p→ ∗p is valid on all finite topological models; in fact, it is valid on all topological models based on a locally finite topological
space [9]. However, ϕ can be refuted in a non-deterministic quasimodel with only threeworlds. TakeW = {u, v, w} and let R, g be as shown in the diagram
above (closing R under reflexivity). Assign types to u, v and w in such a way that p, ∗p,¬ ∗ p ∈ t(u), p,¬ ∗ p ∈ t(v) and ¬p ∈ t(w). Then, ϕ 6∈ t(u),
hence we have a non-deterministic quasimodel satisfying¬ϕ. This, we will see below, shows that ϕ is not a theorem ofDT L.
The main transformation we will consider onW g will be the ‘shift’ operator, defined by σ
(〈wn〉n≥0) = 〈wn+1〉n≥0 . This
simply removes the first element in the sequence.
For our construction to work we must guarantee that there are ‘enough’ realizing paths, in the sense of the following
definition.
Definition 6 (Extensive Subset). Let ϕ be a formula ofDT L, D = 〈W , R, t, g〉 be a ϕ-typed non-deterministic quasimodel
and Y ⊆ W g .
Then, Y is extensive if
(1) Y is closed under σ ;
(2) any finite path 〈w0, w1, . . . , wN〉 inD can be extended to an infinite path Ew = 〈wn〉n≥0 ∈ Y .
Lemma 7. IfD = 〈W , R, t, g〉 is a non-deterministic quasimodel, W g is extensive.
Proof. It is obvious thatW g is closed under σ .
Let 〈w0, . . . , wN〉 be a finite path and ψ0, . . . , ψI be all formulas such that ¬ ∗ ψi ∈ t(wN). Because g is ω-sensible, we
know that there exist KI and vI ∈ gKI (wN) such that ¬ψI ∈ t (vI). We can then definewN+1, . . . , wN+KI = vI in such a way
that gwnwn+1 for all n < N + KI . Now consider ψI−1. If ¬ψI−1 ∈ t(wn) for some n ≤ KI , there is nothing to do and we can
set KI−1 = 0.
Otherwise, ¬ ∗ ψI−1 ∈ t(wN+KI ) and we can pick KI−1 and vI−1 such that gKI−1vIvI−1. Then, define
wN+KI+1, . . . , wN+KI+KI−1 = vI−1 as before.
Continuing inductively, we can define {wn}n≤N+K ,where K =∑i≤I Ki and for all I ≤ i, ¬ψi ∈ t(wN+k) for some k ≤ K .
We can then repeat the process, starting with {wn}n≤N+K , and continue countably many times to get a path {wn}n≥0. It is
then easy to see that this path is realizing.1 
Lemma 8. LetD = 〈W , R, t, g〉 be a ϕ-typed non-deterministic quasimodel, 〈wn〉n≤N a finite path and v0 be such that Rw0v0.
Then, there exists a path 〈vn〉n≤N such that, for n ≤ N, Rwnvn.
Proof. This follows from continuity of g by an easy induction on N . 
4.2. Limit models
If ϕ is a formula of L and D = 〈W , R, g, t〉 is a non-deterministic quasimodel, the relation R induces a topology onW ,
as we have seen before, by letting open sets be those which are upward closed under R. Likewise, R induces a very different
topology onW g , in a rather natural way:
Lemma 9. For each Ew ∈ W g and N ≥ 0 define
RN ( Ew) = {{vn}n≥0 ∈ W g : ∀n ≤ N, Rwnvn}.
Then, the setBR = {RN ( Ew) : Ew ∈ W g ,N ≥ 0} forms a topological basis on W g .
Proof. Recall that a collectionB of subsets of X is a basis if
(1)
⋃
B∈B B = X;
(2) whenever B1, B2 ∈ B and x ∈ B1 ∩ B2, there exists B3 ⊆ B1 ∩ B2 such that x ∈ B3.
To check the first property, note that it is obvious that, given any path Ew ∈ W g , there is a basic set containing it (namely,
R0 ( Ew)). HenceW g =⋃ Ew∈W g R0 ( Ew) .
As for the second, assuming that Ew ∈ RN0 ( Ew0)∩ RN1 ( Ew1) , one can see that Rmax(N0,N1) ( Ew) ⊆ RN0 ( Ew0)∩ RN1 ( Ew1) using
the transitivity of R. 
1 We must ensure that K > 0 at each step so that the sequence increases in length and the end result is an infinite path, but this can always be done
since g(w) 6= ∅ for allw.
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Definition 10. The topology T R onW g is the topology generated by the basisBR.
Now that we have equipped W g with a topology, we need a continuous transition function on it to have a dynamic
topological system.
Lemma 11. The ‘shift’ operator σ : W g → W g is continuous under the topology T R.
Proof. Let Ew = {wn}n≥0 be a realizing path and RN (σ ( Ew)) be a neighborhood of σ ( Ew). Then, if Ev ∈ RN+1 ( Ew) , Rwnvn for all
n ≤ N+1, so Rwn+1vn+1 for all n ≤ N and σ (Ev) ∈ RN (σ ( Ew)) .Hence σ (RN+1 ( Ew)) ⊆ RN (σ ( Ew)) , and σ is continuous. 
Finally, we will use t to define a truth valuation: if p is a propositional variable, set V t(p) = { Ew ∈ W g : p ∈ t (w0)}.
We are now ready to assign a dynamic topological model to every non-deterministic quasimodel:
Definition 12 (Limit Model). Given a non-deterministic quasimodel D = 〈W , R, g, t〉 , define limD = 〈W g , T R, σ , V t 〉 to
be the limit model ofD.
Of course, this model is only useful if V t corresponds with t on all subformulas of ϕ, not just propositional variables.
Fortunately, this turns out to be the case.
Lemma 13. Let Y ⊆ W g be extensive, Ew = {wn}n≥0 ∈ Y and ψ ∈ sub±(ϕ). Then,
〈limD  Y , Ew〉 |= ψ if and only if ψ ∈ t(w0).
Proof. The proof goes by standard induction of formulas. The induction steps for Boolean operators are trivial; here we will
only treat the cases for the modal operators.
4.2.0.1. Case 1: ψ = α. If ψ ∈ t (w0), take the neighborhood R0 (w0) of Ew.We can then see that
α ∈ t(w0) ⇒ ∀v (Rw0v ⇒ α ∈ t(v))
⇒ ∀Ev ∈ R0( Ew), α ∈ t(v0)
IH ⇒ ∀Ev ∈ R0( Ew), 〈limD  Y , Ev〉 |= α
⇒ 〈limD  Y , Ew〉 |= α.
On the other hand, ifψ 6∈ t(w0), any neighborhood U Ew of Ew contains a subneighborhood RN( Ew) for someN ≥ 0 (because
these sets generate the topology). Then, by Lemma 8, there exists a path 〈v0, . . . , vN〉 ⊆ W such that Rwnvn, gvnvn+1 and
¬α ∈ t(v0). Because Y is extensive, {vn}0≤n≤N can be extended to a realizing path Ev ∈ Y . Then Ev ∈ U Ew , and by induction
hypothesis we have that 〈limD  Y , Ev〉 |= ¬α.
Since U Ew was arbitrary, we conclude that 〈limD  Y , Ew〉 |= ¬α.
4.2.0.2. Case 2: ψ = ©α. This case follows from the fact thatw0 andw1 are compatible.
4.2.0.3. Case 3: ψ = ∗α. Because Ew is a realizing path, we have that if ¬ ∗ α ∈ t (w0) , ¬α ∈ t(wN) for some N ≥ 0. We
can use the induction hypothesis to conclude that
〈
limD  Y , σ N ( Ew)〉 6|= α and so
〈limD  Y , Ew〉 6|= ∗α.
Otherwise, ∗α ∈ t(w0). For all n, wn is compatible with wn+1 so α ∈ t(wn) and 〈limD  Y , σ n ( Ew)〉 |= α; hence
〈limD  Y , ( Ew)〉 |= ∗α. 
We are now ready to prove the main theorem of this section, which in particular implies that our semantics are sound
forDT L.
Theorem 14. Let ϕ be a formula of L, and suppose ϕ is satisfied in a non-deterministic quasimodel D = 〈W , R, g, t〉 . Then,
there exists Ew∗ ∈ W g such that 〈limD, Ew∗〉 |= ϕ.
Proof. Pickw∗ ∈ W such that ϕ ∈ t(w∗). By Lemma 7,w∗ can be included in a realizing path Ew∗. It follows from Lemma 13
that 〈limD, Ew∗〉 |= ϕ. 
5. Local Kripke frames
In this section, we establish a basic framework for describing small substructures of Kripke frames. We wish to work
with locally finite frames, and often it is convenient to give explicit bounds on the size of neighborhoods. These bounds will
depend on the length of ϕ, denoted |ϕ|.
Definition 15 (Local Kripke Frame). A local ϕ-typed Kripke frame is a tuple a = 〈wa,Wa, Ra, ta〉 , where 〈Wa, Ra, ta〉 is a ϕ-
typed Kripke frame andwa ∈ Wa is such that Rawav for all v ∈ Wa.
The reader may recognize local Kripke frames as being nothing more than Kripke frames with a root. The reason we call
them ‘local’ here is that, for our purposes, a will represent a neighborhood of wa, which may be a world in a larger Kripke
frame A. The frame A will often be disconnected and, hence, have no candidate for a root. The lower-case letters used to
denote local Kripke frames are meant to be suggestive of this local character.
We will write t(a) instead of ta (wa).
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5.1. Tree-like Kripke frames
Given a local Kripke frame a = 〈w,W , R, t〉 , the relation R induces an equivalence relation ∼R on W given by
w ∼R v ⇔ Rwv and Rvw.
The equivalence class of a worldw is usually called the cluster ofw. We will denote it by [w]R, or simply [w] if this does
not lead to confusion. R then induces a partial order onW/ ∼R defined by R[w][v] ⇔ Rwv. If this partial order forms a tree
(that is, if whenever R[u][w] and R[v][w], then either R[u][v] or R[v][u]), we will say that a is tree-like.
Given a tree-like local Kripke frame a, we can define hgt(a) and wdt(a) as the height and width of a/ ∼R. Likewise, we
will define the depth of a, dpt(a), to be the maximum number of elements in a single cluster ofWa.
Definition 16 (Norm of a Kripke Frame). Let a be a tree-like local Kripke frame. Define the norm of a, denoted ‖a‖, by
‖a‖ = max(hgt(a),wdt(a), dpt(a)).
We will use the norm of a local Kripke frame as a measure of its size rather than the more obvious |Wa|, because it is
often more manageable. However, it is clear that one can use the norm of a frame to find bounds for the number of worlds
in it (and vice-versa).
For the rest of this paper, all local Kripke frames will be assumed to be tree-like.
5.2. Binary relations between local Kripke frames
Many times it will be useful to compare different local Kripke frames and express relations between them. The following
binary relations are essential and will appear throughout the text:
Definition 17 (Reduction of Local Kripke Frames). Say that b reduces to a (or, alternately, a embeds into b), denoted a E b, if
there exists an injective function e : Wa → Wb such that, for all w, v ∈ Wa, Rawv ⇔ Rbe(w)e(v), ta(w) = tb(e(w)) and
e (wa) = wb.
Roughly, if aC b, b contains worlds which could be removed without altering t(b), and hence b could be replaced by a for
most purposes. We will make this precise later in this section.
Definition 18 (Subframe). For v ∈ Wa, set av =
〈
v,W va , R
v
a , t
v
a
〉
, where W va = {w ∈ Wa : Ravw} and Rva , tva are the
corresponding restrictions toW va .
Then, define b  a if b = av for some v ∈ Wa;we will say b is a subframe of a.
If a  b and b  a, we will write a ∼ b. Likewise, a ≺ bmeans that a  b but not vice-versa, while a ≺1 bmeans that
a ≺ b and there is no intermediate local Kripke frame c such that a ≺ c ≺ b.
Suppose b  a. If we think of a as a neighborhood of wa, then b represents an open subset of Wa (which does not
necessarily contain wa). If it does contain wa, then b ∼ a, and the two represent the same open set but maybe ‘centered’ at
a different point.
Definition 19 (Subframe Representatives). Let a be a local Kripke frame. A set of subframe representatives for a is a set of
representatives of the equivalence classes of {b : b ≺1 a} under∼.
In the following definition and throughout the paper, a binary relation g between the elements of two Kripke frames is
non-confluent if whenever gwv, gw′v′ and Rvv′, it follows that Rww′, so that we can fill in the dotted arrow in the following
diagram:
w′
g / v′
w
R
O


g / v.
R
O
Definition 20 (Termporal Successor). Say a is a temporal successor of b, denoted a ⇒ b, if there exists a non-confluent sensible
relation g ⊆ Wa ×Wb such that gwawb.
Lemma 21. Let ϕ be any formula ofDT L, and a ⇒ b be local Kripke frames.
Then, there exists d E b such that a ⇒ d and ‖d‖ ≤ ‖a‖ + |ϕ| .
Proof. Wewill skip the proof. The general idea is that if ‖b‖ > ‖a‖+ |ϕ|, thenWb contains worlds which could be deleted,
giving us d such that a ⇒ d C b. Repeating this enough times we can attain the desired bound. 
5.3. The space of bounded frames
Definition 22 (IK (ϕ)). Let ϕ be any formula of DT L and K ≥ 0. Define IK (ϕ) to be the set of all local, tree-like Kripke
frames a such that ‖a‖ ≤ (K + 1)|ϕ|.
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Fig. 2. If A = {aj}j≤J and T = {tm}m≤M , [ T ⊕ A ]t0 has t0 as a root and each aj as a subframe.
Now, consider Iω(ϕ) = ⋃k≥0 Ik(ϕ) (evidently this is the set of all finite local tree-like frames). Define Iω(ϕ) =〈Iω(ϕ),,⇒, t〉 ,where t(a) = ta.
Iω(ϕ) is a ϕ-typed Kripke frame2 with a sensible relation⇒, but⇒ is not necessarily ω-sensible, so Iω(ϕ) is not a non-
deterministic quasimodel as it stands. However, Iω(ϕ) contains substructures which are non-deterministic quasimodels, as
we will see in the next section.
5.4. Building local Kripke frames from subframes
Often, we will want to construct a local Kripke frame from smaller pieces. Here we will define the basic operation we
will use to do this, and establish the conditions that the pieces must satisfy.
Definition 23. Let ϕ be a formula ofDT L, T ⊆ type(ϕ) and A ⊆ Iω(ϕ).
For each t ∈ T , define [ T ⊕ A ]t = 〈w,W , R, t〉 by settingw = t (see Fig. 2),
W = T ∪
∐
a∈A
Wa,
R = (T ×W ) ∪
∐
a∈A
Ra
and
t(w) =
{
w ifw ∈ T
ta(w) ifw ∈ Wa.
Definition 24 (Admitting Triple). Let ϕ be a formula ofDT L, T ⊆ type(ϕ), t ∈ T , b ∈ Iω(ϕ) and A ⊆ Iω(ϕ).
The triple 〈 T , A, t 〉 admits b if t(b) and t are compatible and either
(1) there is a ∈ A such that b ⇒ a or
(2) (a) for eachw ∈ [wb] there exists s ∈ T such that t(w) and s are compatible and
(b) there is a set of subframe representatives B for b and an injection ι : B→ A such that for each c ∈ B, c ⇒ ι(c).
Lemma 25. If a and b are local Kripke frames, B is a set of subframe representatives for b and the triple 〈 tb[wb], B, t(b) 〉 admits
a, then a ⇒ b.
Proof. The proof is straightforward and we omit it here. 
Definition 26 (Coherence). Let ϕ be a formula ofDT L, T ⊆ type(ϕ), t ∈ T and A ⊆ Iω(ϕ).
Then,
(1) the triple 〈 T , A, t〉 is coherent if, for all ψ ∈ sub±(ϕ) and s ∈ T , ψ ∈ s if and only ifψ ∈ r for all r ∈ T and ψ ∈ t(a)
for all a ∈ A and
(2) if c ∈ Iω(ϕ), the triple 〈 T , A, t〉 is coherent for c if it is coherent and admits c.
Coherent triples are useful for constructing local Kripke frames.
Lemma 27. Let ϕ be a formula ofDT L, T ⊆ type(ϕ), A ⊆ Iω(ϕ) and t ∈ T .
Then,
(1) [ T ⊕ A ]t is a local Kripke frame if and only if 〈 T , A, t〉 is coherent and
(2) [ T ⊕ A ]t is a local Kripke frame and c ⇒ a whenever 〈 T , A, t〉 is coherent for c.
Proof. To prove 1, one can check that the coherence conditions correspond exactly to the condition in Definition 2. The
second claim follows from the first and Lemma 25. 
6. Simulating topological models
In this section, we will study simulations, which are the basic tool for extracting non-deterministic quasimodels from
dynamic topological models.
2 Note that the accessibility relation is written as , so that ψ holds in a if ψ holds in b for all b  a, even though it is more standard to write the
accessibility relation in the opposite direction. We believe it is natural to adopt this convention because ‖b‖ ≤ ‖a‖whenever b  a.
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IfM = 〈X, T , f , V 〉 is a dynamic topological model and x ∈ X , assign a ϕ-type τ(x) to x given by τ(x) = {ψ ∈ sub±(ϕ) :
x ∈ V (ψ)}.We will also define τ ♦(x) = {ψ ∈ sub±(ϕ) : ♦ψ ∈ τ(x)}.
Analogously, if F = 〈W , R, t〉 is a ϕ-typed Kripke frame andw ∈ W , set t♦(w) = {ψ ∈ sub±(ϕ) : ♦ψ ∈ t(w)}.
6.1. Simulations
Definition 28 (Simulation). Let ϕ be a formula ofDT L,M = 〈X, T , f , V 〉 a dynamic topological model and F = 〈W , R, t〉
a ϕ-typed Kripke frame.
A continuous relation χ ⊆ W × X is a simulation if, for all x ∈ X,
x ∈ χ(w)⇒ τ(x) = t(w).
We will call the latter property type-preservation.
A simulation can be thought of as a one-way bisimulation; a topological bisimulation would be an open, continuous map
which preserves valuations of propositional variables. Simulations can be used to capture much of the purely topological
information aboutM. However, temporal behavior is disregarded here; for this we need simulations on non-deterministic
quasimodels, not just Kripke frames, and these simulations must respect the transition function.
Definition 29 (ω-simulation). Let ϕ be a formula of DT L and M = 〈X, T , f , V 〉 a dynamic topological model. Let
F = 〈W , R, t〉 be a Kripke frame and g a sensible relation onW .
Suppose χ ⊆ W × X is a simulation.
Then, χ is an ω-simulation if fχ ⊆ χg.
While g is not required to be ω-sensible on F, we can use χ to extract a non-deterministic quasimodel from F.
Lemma 30. Suppose F = 〈W , R, t〉 is a ϕ-typed Kripke frame with a sensible relation g, M = 〈X, T , f , V 〉 is a dynamic
topological model and χ ⊆ W × X is an ω-simulation.
Then, F  dom(χ) is a non-deterministic quasimodel.
Proof. We only need to prove that g  dom(χ) is ω-sensible.
Letw ∈ dom(χ), ¬ ∗ ψ ∈ t(w) and x ∈ χ(w).
Then, 〈M, x〉 |= ¬ ∗ ψ, so for some N > 0, f N(x) |= ¬ψ; but fχ ⊆ χg, so there exists v ∈ W such that f N(x) ∈ χ(v)
(hence v ∈ dom(χ)) and gNwv.
Thus ¬ψ ∈ t(v), which is what we wanted. 
Suppose that χ is an ω-simulation and x∗ ∈ X is such that 〈M, x∗〉 |= ϕ. If there exists w∗ ∈ W such that x∗ ∈ χ(w∗),
then clearlyD satisfies ϕ, since ϕ ∈ t(w∗).
Thus, if we show that, given a dynamic topologicalmodelM = 〈X, T , f , V 〉 , there exists a non-deterministic quasimodel
D = 〈W , R, g, t〉with a surjective ω-simulation χ ⊆ W × X, this would imply that, given any satisfiable formula, it can be
satisfied in a non-deterministic quasimodel.
In fact, we will show that Iω(ϕ) (defined in Section 5.3) contains a ‘canonical’ quasimodel in the sense that there always
exists a surjective ω-simulation from Iω(ϕ) to X .
Lemma 31. Given any dynamical topological model M = 〈X, T , f , V 〉 , there exists a unique maximal simulation χ∗ ⊆
Iω(ϕ)× X .
Proof. Define χ∗ to be the union of all simulations between Iω(ϕ) and X . Note that χ∗ thus defined is a simulation, since
continuous relations are closed under arbitrary unions, as are type-preserving relations; it is then evident that χ∗ is the
maximal simulation between Iω(ϕ) and X , as desired. 
Given a simulation χ ⊆ Iω(ϕ)× X,we will denote χ  Ik(ϕ) by χk.
Our goal is to prove that χ∗ gives us a surjective ω-simulation. The following lemma will be essential in proving this.
Lemma 32 (Simulation Extensions). LetM = 〈X, T , f , V 〉 be a dynamic topological model and χ ⊆ Iω(ϕ)×X be a simulation.
If T ⊆ type(ϕ) and A ⊆ Iω(ϕ) are coherent (as in Definition 26) and there is a set E ⊆ X such that, for all a ∈ A, E ⊆ χ(a)
and, for all t ∈ T , E ⊆ E ∩ V (∧ t), then
ζ = χ ∪ {([ T ⊕ A ]τ(x), x) : x ∈ E and τ(x) ∈ T}
is also a simulation.
Proof. Note, first, that ζ is type-preserving. We must prove it is also continuous.
Consider an arbitrary open set U ⊆ X . If U ∩ E = ∅, ζ −1(U) = χ−1(U),which is open because χ is continuous.
Otherwise, ζ −1(U) = χ−1(U) ∪ ζ −1(E ∩ U).
We must prove that if b ∈ ζ −1(E ∩ U) and c  b, then c ∈ χ−1(U) ∪ ζ −1(E ∩ U). First assume that c ≺ b. In this case,
c  a for some a ∈ A.
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Since
E ⊆ χ(a),
there exists some y ∈ U ∩ χ(a). Because U is open and χ is continuous, there also exists z ∈ U ∩ χ(c), as we wanted.
Otherwise, c ∼ b. Now, E ⊆ E ∩ V (∧ t(c)), so there exists y ∈ E ∩ U such that τ(y) = t(c). By the definition of ζ ,
y ∈ χ(c), so c ∈ ζ −1(U).
We conclude that ζ is continuous, and therefore a simulation. 
Proposition 33. For any dynamic topological modelM, χ∗0 is surjective.
Proof. In order for the proof towork, we need to use stronger bounds on the size of a than those required by the Proposition.
Define small and very small as follows:
(1) Say a is very small if ‖a‖ ≤ ∣∣t♦(a)∣∣ and hgt(a) < ∣∣t♦(a)∣∣ .
(2) Say a is small if ‖a‖ ≤ ∣∣t♦(a)∣∣ and there is a very small b  a such that t♦(b) = t♦(a).
Suppose χ ⊆ Iω × X is a simulation.
Say a point x ∈ X is bad if there is no small a such that x ∈ χ(a).
We claim that χ is not maximal if there are bad points.
To see this, let E be an arbitrary subset of X . Define
Bad(E) = {τ(x) : x ∈ E is bad}.
Assume that Bad(X) 6= ∅.
Then, we can pick out an open set U∗ which minimizes |Bad(U)| +
∣∣χ−10 (U)∣∣ , where U ranges over all open sets that
contain bad points. Notice that Bad(E) and χ−10 (E) are finite, since they are subsets of type(ϕ) and I0(ϕ), which are finite.
Note also that, for such a U∗, whenever U ⊆ U∗ is open and contains bad points, we know that Bad(U) = Bad(U∗) and
χ−10 (U) = χ−10 (U∗) (otherwise U∗ would not be optimal).
We will construct a simulation ζ ⊇ χ such that ζ0 6= χ0.
Let Ψ be the set of all formulas ψ ∈ sub±(ϕ) such that ♦ψ ∈⋃ Bad(U∗) but ψ 6∈⋃ Bad(U∗).
For each ψ ∈ Ψ , U contains a point y such that 〈M, y〉 |= ψ. Note that y cannot be bad, so there exists a small frame c
such that y ∈ χ0 (c) , and hence a very small a  c. Set a = aψ , and A = {aψ : ψ ∈ Ψ }.
Pick a minimal, non-empty T ⊆ Bad(U∗) such that T and A are coherent. By Lemma 27, a∗ = [ Bad(U∗)⊕ A ]t∗ is a local
Kripke frame, and we can set ζ = χ ∪ {(b, y) : y ∈ U∗, b ∼ a and τ(y) = t(b)}.
By Lemma 32, ζ is a simulation.
It remains to show that a∗ is small.
Note first that, since all elements of A are very small, for all a ∈ A hgt(a) < ∣∣t♦(a)∣∣ .
This shows that hgt(a∗) ≤
∣∣t♦(a∗)∣∣ , and equality holds only if t♦(b) = t♦(a∗) for some b ∈ A; this gives us the very small
frame b  a∗.
Similarly, wdt(a) ≤ ∣∣t♦(a∗)∣∣ for all a ∈ A, and a∗ has at most ∣∣t♦(a∗)∣∣ immediate successors, so wdt(a∗) ≤ ∣∣t♦(a∗)∣∣ . One
can easily see that dpt(a∗) ≤ |ϕ|.
It follows that a∗ ∈ I0(ϕ). Since U∗ contained bad points, χ ( ζ , as desired. 
Proposition 34. For all K ≥ 0, fχ∗K ⊆ χ∗K+1g.
Note that, as a consequence of this, fχ∗ ⊆ χ∗g and thus χ∗ is an ω-simulation.
Proof. The proof follows much the same structure as that of Proposition 33.
Suppose a ⇒ b. Define small relative to a and very small relative to a as follows:
(1) Say b is very small relative to a if ‖b‖ ≤ ‖a‖ + |ϕ| and hgt(a) < ‖a‖ + |ϕ|.
(2) Say b is small relative to a if ‖b‖ ≤ ‖a‖ + |ϕ| and there is d  bwhich is very small relative to a.
Fix K ≥ 0 and let χ be a simulation.
Say x ∈ X fails for a ∈ IK (ϕ) if f −1(x) ∩ χ(a) 6= ∅, but there is no bwhich is small relative to a such that x ∈ χ(b).
We claim that if χ contains points that fail for any a, then χ is not maximal.
Suppose there exists a∗ such that some point fails for a∗, and a∗ is minimal with this property.
For E ⊆ X and a ∈ Iω(ϕ) define
Fail(E) = {τ(x) : x ∈ E fails for some c ∼ a∗}.
Pick an open set U∗ whichminimizes |Fail(U)|+
∣∣χ−1K+1(U)∣∣ ,where U ranges over all open sets which contain points that
fail for a∗.
As before, let Ψ be the set of all formulasψ ∈ sub±(ϕ) such that ♦ψ ∈⋃ Fail(U∗) butψ 6∈⋃ Fail(U∗). To each element
ψ of Ψ assign a very small frame bψ ∈ χ−1(U∗) such that ψ ∈ t
(
bψ
)
. These frames exist by Proposition 33.
Pick any t∗ ∈ Fail(U∗) such that t(a∗) and t∗ are compatible.
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Wemust find T and B such that the triple 〈T , B, t∗〉 admits a∗. Here we will consider two cases.
Case 1. Suppose there is c ∼ a∗ such that no point of U∗ fails for a. In this case, there must exist d∗ ∈ χ−1K+1(U)which is very
small relative to a.
If this holds, set B′ = {d∗} and T = {t∗}.
Case 2. Suppose Case 1 does not hold. Note that in this case, given any c ∼ a∗, there is some point z in U∗ which fails for c,
and hence there is tc = τ(z) ∈ Fail(U∗) such that t(c) and t are compatible. Set T = {tc : c ∼ a∗}.
Let C be a set of subframe representatives for a∗. For each c ∈ C , no point of U∗ fails for c (because we picked a∗ to be
minimal). However, f −1(U∗) is open and therefore contains points in χ(c), so there must exist a frame bc ∈ χ−1K+1(U∗)which
is small relative to c (and, by passing to a subframe if necessary, we can pick it to be very small relative to c).
Then define B′ = {bc : c ∈ C}.
In either of the two cases set B = B′ ∪ {bψ }ψ∈Ψ .
Then, by Lemma 27,
b∗ = [ T ⊕ B ]t∗
is a local Kripke frame and a∗ ⇒ b∗ by Lemma 25.
We can then set
ζ = χ ∪ {(d, y) : y ∈ U∗, d ∼ b∗ and τ(y) = t(d)}.
One can then show as before that b∗ is small for a∗, so ζ is a simulation which properly contains χ . Therefore, χ is not
maximal. 
We are now ready to give a completeness proof of non-deterministic semantics forDT L.
Definition 35. Given a dynamic topological modelM satisfying ϕ, defineM/ϕ = Iω(ϕ)  dom(χ∗).
Theorem 36. IfM is a dynamic topological model satisfying ϕ, thenM/ϕ is a non-deterministic quasimodel satisfying ϕ.
Proof. By Proposition 34, χ∗ is an ω-simulation, so by Lemma 30,M/ϕ is a ϕ-typed non-deterministic quasimodel.
Pick x∗ ∈ X such that 〈M, x∗〉 |= ϕ. By Proposition 33, χ∗ is surjective, so there exists a∗ ∈ Iω(ϕ) such that x∗ ∈ χ∗(a∗);
hence ϕ ∈ t(a∗).
This shows that thatM/ϕ satisfies ϕ, as desired. 
7. A model-search procedure
Non-deterministic quasimodels can be used to give a recursive enumeration of all valid formulas ofDT L. The general
strategy is to generate finite ‘chunks’ of ϕ-typed non-deterministic quasimodels; if the search for chunks of arbitrary size
terminates, ϕ is not satisfiable. Otherwise we can construct a non-deterministic quasimodel for ϕ and hence a model.
We will use Kruskal’s Tree Theorem to give a recursive enumeration of all valid formulas ofDT L. Most of what follows
is an adaptation of a proof in [5] thatDT L1, the fragment ofDT L where ∗ is not allowed to appear in the scope of , is
recursively enumerable. We will use non-deterministic quasimodels to generalize this result to fullDT L.
Recall that a pair 〈S,≤〉 is a well partial order if, for any infinite sequence 〈sn〉n≥0 ⊆ S, there exist indicesM0 < M1 such
that sM0 ≤ sM1 .
A labeled tree is a triple 〈T ,≤T , L〉, where 〈T ,≤T 〉 is a tree and L : T → Λ is a labeling function to some setΛ of labels.
If T0 and T1 are labeled trees and Λ is partially ordered, an embedding between T0 and T1 is a function e : T0 → T1
which is an embedding as trees and such that L0 ≤Λ L1e. If such an embedding exists, we say that T0 ≤ T1. We will always
assume that embeddings map roots to roots.
Theorem 37 (Kruskal [11]). The set of finite trees with labels in a well partially-ordered set is well-partially ordered.
For our purposes, we wish to apply Kruskal’s Theorem to elements of Iω(ϕ).
Lemma 38. Let a0, a1, . . . , an, . . . be an infinite sequence of finite, tree-like local Kripke frames.
Then, there exist M1 < M2 such that aM1 E aM2 .
Proof. This is a straightforward application of Kruskal’s Tree Theorem; we only need to represent tree-like local Kripke
frames by labeled trees.
Namely, to each tree-like local Kripke frame a = 〈w,W , R, t〉 assign a labeled treeTa = 〈Ta,≤a, la〉 given byTa = W/ ∼R
and≤a= R/ ∼R. If [w] = {wi}i≤I , let l([w]) = 〈t(w0), . . . , t(wI)〉 .
It is known that the set of finite sequences of elements of a finite set iswell-partially ordered by the ‘subsequence’ relation
and hence we can apply Kruskal’s Tree Theorem. It is not hard to see that if TaM1 ≤ TaM2 , then aM1 E aM2 . 
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Definition 39 (Eventuality; Realization Time). LetD = 〈W , R, g, t〉 be a non-deterministic quasimodel.
An eventuality is any formula of the form¬ ∗ ψ ∈ sub±(ϕ).
Given a path Ew ∈ W g , N ≥ 0 and an eventuality ¬ ∗ ψ ∈ t(wN), define the realization time of ¬ ∗ ψ at N , denoted
ρ
¬∗ψ
N ( Ew), to be the least K ≥ N such that ¬ ∗ ψ ∈ t(wK ). In case that no such K exists set ρ¬∗ψN ( Ew) = ∞.
Likewise, define
ρN ( Ew) =
{
ρ
¬∗ψ
N ( Ew) : ¬ ∗ ψ ∈ t(wN)
}
.
Let ρ∞N ( Ew) be the maximum element of ρN ( Ew) and ρ<∞N ( Ew) be the maximum finite element. In case that one of the sets
being considered is empty, take zero instead of the maximum.
Definition 40 (Efficiency). Let Ea = 〈an〉 be a finite or infinite path of local Kripke frames.
An inefficiency in Ea is a triple N ≤ M1 < M2 such that aM1 E aM2 ,M2 < ρ∞N (Ea) and ρN(Ea) ∩ (M1,M2) = ∅.
A finite or infinite path 〈an〉 is efficient if it contains no inefficiencies and, for all n ≥ 0, ‖an+1‖ ≤ ‖an‖ + |ϕ|.
Roughly, the previous definition says that if the same state occurs twice in a row in an efficient path, some eventuality
must have been realized in the middle. Otherwise, the path between them gives us a sort of loop which we could simply
skip. Furthermore, efficiency gives us a way to guarantee that a path is realizing.
Lemma 41. For all a ∈ Iω(ϕ), there is a realizing path beginning on a if and only if there is an efficient path beginning on a.
Proof. First suppose that we have an efficient path Ea = 〈an〉n≥0 .We claim that Ea is realizing.
Let N ≥ 0. We will show that ρ∞N (Ea) <∞, and therefore that all eventualities of aN are realized.
By Lemma 38, there exist indices ρ<∞N (Ea) ≤ M1 < M2 such that aM1 E aM2 .
Since we know that Ea is efficient, this cannot produce an inefficiency. But no eventualities of aN occur between M1 and
M2, so we must have ρ∞N (Ea) ≤ M2, and all eventualities of aN are thus realized byM2.
Since N was arbitrary, it follows that the path is realizing.
For the other direction, suppose Ea = 〈an〉n≥0 is a realizing path. We claim that all inefficiencies can be removed from Ea to
obtain a realizing path.
Let us first show how to remove a single inefficiency.
Suppose aM1 E aM2 and this produces an inefficiency.
Then, clearly aM1 ⇒ aM2+1, and we get a sequence
a0 ⇒ · · · aM1 ⇒ aM2+1 ⇒ · · ·
which we can then reduce using Lemma 21 to a sequence
a0 ⇒ a′1 ⇒ · · · a′n ⇒ a′n+1 ⇒ · · ·
with ‖a′n+1‖ ≤ ‖a′n‖ + |ϕ|.
Now, to obtain an efficient sequence, we can apply this process countably many times: first we ensure that no inefficient
loops start at time 0, then at time 1, etc. The end result is well-defined because for all n ≥ 0, the nth element in the sequence
stabilizes in finite time. This gives us an efficient realizing sequence. 
Definition 42 (Extension Function). LetD = 〈W , R, g, t〉 be a non-deterministic quasimodel for a formula ϕ.
An extension function is a function  : W → W g ,where (w) = 〈n(w)〉n≥0 satisfies 0(w) = w.
Extension functions give us a canonical way to include points in realizing sequences. If we have an extension function on
a typed Kripke frame, this gives us a way to guarantee that the transition relation is ω-sensible.
Definition 43 (Family of Paths). A family of paths is a pair P = 〈A, 〉 , where A ⊆ Iω(ϕ) is open and  is an extension
function assigning a realizing path in A to each a ∈ A.
Likewise, a partial family of paths of depth N is a pairPN = 〈AN , N 〉 ,where A ⊆ IN(ϕ) and, for all k ≤ N and a ∈ A∩ Ik(ϕ),
N(a) is a path of length N − k+ 1 in A such that N0 (a) = a.
In either case,P is efficient if for all a ∈ A, (a) is efficient.P satisfies ϕ if there exists a∗ ∈ A ∩ I0(ϕ) such that ϕ ∈ t(a∗).
Lemma 44. A formula ϕ is satisfiable if and only if there exists an efficient family of pathsP satisfying ϕ.
Proof. IfM is a model satisfying ϕ, then we can use Lemma 41 to assign an efficient path (a) to each a ∈ dom(χ∗).
This gives us an efficient family of paths 〈dom(χ∗), 〉 .
Conversely, it is easy to see that if we have an efficient family of paths, we also have a non-deterministic quasimodel;
since  gives us realizing paths in A, it follows that the relation⇒ is ω-sensible on Iω(ϕ)  A. 
Theorem 45. The set of all non-satisfiable formulas ofDT L (and hence that of all valid formulas) is recursively enumerable.
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Proof. The strategy is to enumerate all efficient partial families of paths. This can be done, since there are only finitely many
partial families of paths of any fixed depth N . We claim that ϕ is non-satisfiable if and only if there exists N ≥ 0 such that
no efficient family of paths of depth N satisfies ϕ.
If ϕ is satisfiable, by Lemma 44, there exists an efficient family of paths P satisfying ϕ. This immediately gives us a
sequence of increasing partial familiesPn = P  In(ϕ). Therefore, we can find efficient partial families of paths of any given
depth.
Conversely, if the search does not terminate, we can use König’s Lemma to find an increasing sequence 〈Pn〉n≥0 ,where
Pn = Pn+1  In+1(ϕ) for all n.
We can then define A =⋃n≥0 An, and for K ≥ 0 and a ∈ AK , set n(a) = K+nn (a). Clearly, the path (a) is efficient.
Thus,P = 〈A, 〉 gives us an efficient family of paths, as desired. 
Unfortunately, the procedurewehave just described does not suggest an obvious axiomatization forDT L, and the above
model-search algorithm is the only recursive enumeration of all valid formulas that we offer here. One axiomatization is
suggested in [10]; the question of its completeness remains open.
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