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a b s t r a c t
In this paper we present a quantified model of the synthesis of pre-rRNAs in yeast. The
chemical kinetics simulation software Dizzy has been used as both the modelling and
simulation framework of our study. The simulations have been used to investigate the
mechanism of co-transcriptional cleavage which can occur during the synthesis of pre-
rRNAs.
Throughout the paper we emphasise the strong role of experimental data both in
shaping the model and in guiding the analysis which is carried out. Parameter estimation
procedures have been used to fit the model to the data and we discuss the validation of the
model against the available experimental data. Simulation based on Gillespie’s algorithm
is considered to be the reference method for our analysis and a comparison with other
simulators is reported. Finally, we define an extended model, that relaxes one of the
assumptions of the initial model.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
Eukaryotic cells contain a huge variety of RNA species, almost all of which are synthesised by post-transcriptional
processing [1,2]. The Tollervey Lab at the University of Edinburgh is investigating the mechanisms and regulation of RNA
processing and turnover, using yeast as amodel organism. In this paper we present a quantifiedmodel of one such synthesis
pathway in yeast, pre-rRNA processing. We are particularly interested in the relative frequency of two alternative forms of
the pathway. In the first pathway a complete pre-rRNA is formed and processed in a series of cleavage and modification
steps. In the second variant, known as co-transcriptional cleavage (CoTC), part-formed pre-rRNA is cleaved from the nascent
transcript and begins cytosolic modification, whilst the remainder continues transcription.
Our aim is the construction of a computational model which encompasses both forms of the pre-rRNA processing and
allows investigation of various hypotheses about the relative frequency of CoTC. This case study serves to exemplify how
the availability and form of experimental data has a significant impact on the development of a computational model. In
our case the intermediate products of the pre-rRNA processing are not readily measurable unless labelled by radioactive
uracil. Thus, the experimental data is presented in terms of labelling intensity, rather than directly recorded amounts of the
precursors. As a consequence the labelling mechanism must also be incorporated into the computational model. Of course,
the lack of accessibility of the biological entities and the difficulties in obtaining experimental data are among the main
motivations for using computational models to investigate this system.
Some preliminary studies concerning the pathway are reported in [6]. The Dizzy software package [9,10] was used as
the modelling and analysis framework. A stochastic simulation, based on Gillespie’s algorithm, was chosen as it allowed us
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Fig. 1. Visualisation of rRNA transcription (from [8], reprinted with permission of Wiley-Liss, Inc., a subsidiary of JohnWiley & Sons, Inc.). Each feather-like
structure consists of a ribosomal DNA (the central spine) and a number of actively transcribed rRNA units (polymerase chains) of increasing length.
fine-grained control over elements of primary importance such as the relative frequency of co-transcriptional cleavage. We
presented a validation of the model against the available experimental data and some preliminary experiments.
In the present paper we describe the model, particularly the treatment of the labelling mechanism, in more detail. As
more experimental data has become available we introduce a more rigorous approach to parameter estimation, which
is used to find parameters to fit the model to the data. In addition to simulation based on Gillespie’s direct method, we
consider other simulation methods supported by Dizzy. We report a comparison among these algorithms, both in terms of
simulation results and time efficiency. Furthermore, new hypotheses about the initiation of CoTC have been expressed and
tested against an extended version of the model which relaxes one of the original assumptions.
There is a substantial literature on modelling yeast and/or RNA. In particular we mention [3–5]. In [3] a kinetic-dynamic
modelwas proposed to simulate RNAprocessing by determining the essential reaction rates, including the rates of transcrip-
tion, pre-mRNA turnover, pre-mRNA splicing, and mRNA decay. A simulator based on the family competition evolutionary
algorithmwas applied on several artificial datasets and on a simplified yeast expression dataset. The authors of [4] presented
and analysed a model of protein translation at the scale of an individual messenger RNA (mRNA) transcript. In [5] the au-
thors proposed the development of mathematical models that quantitatively describe the complex process of transcription,
RNA processing, transport, translation andmRNA turnover. Note that in all these works mRNA, and not rRNA, is considered.
Even though these two kinds of RNA can have some similar behaviours, they have distinct peculiarities and functions:mRNA
serves as a template for the formation of a specific protein whereas rRNA is involved in the translation of various mRNA.
Structure of this paper: In Section 2 we present the biological model on which our study is based. We follow this in Section 3
with a detailed presentation of the computational model, developed for the stochastic simulator, Dizzy. In Section 4 we
describe our experimental data, we present an approach for parameter estimation andwe report a comparison of the output
of our model and the available experimental data. In Section 5 we define an extended model, that deals with the possibility
of different CoTC points, with different frequencies. Finally, we present conclusions in Section 6.
2. Biological model
RNA plays a fundamental role in the translation of genes into proteins. In addition to themessenger RNA (mRNA)which is
transcribed from the gene and serves as a template for the protein formation, the translation itself takes place on ribosomes
which may be thought of as molecular machines comprised of several molecules of ribosomal RNA (rRNA). Whilst mRNA is
specific to the particular protein being translated, ribosomes and the associated rRNA are more general, translating various
mRNA. For this reason vast numbers of ribosomes, and therefore also rRNA molecules, are needed.
The rRNA molecules are transcribed from DNA in the same way as mRNA. RNA polymerase moves along the DNA which
can be regarded as a template, from the 5′ end to the 3′ end (left to right in our diagrams), joining together the nucleotides
in the order specified by the template. Thus, as the polymerase progresses along the DNA a growing chain of nucleotides
is formed. Because rRNA is required in large amounts within the cell there are multiple copies of the genes, arranged in
tandem along the genome. So at any particular time for each gene there will be numerous partially formed rRNAmolecules,
at different lengths/stages of synthesis and thiswill be repeated on themany copies of the genewithin the cell. This situation
is illustrated in Fig. 1. These partially formed rRNA molecules are termed nascent transcripts (NT).
At the end of transcription the molecule formed is termed pre-rRNA, or a precursor, because it will be subject to further
modification before it is ready for incorporation into the ribosome. The processingwhich these pre-rRNAmolecules undergo
is an area of active research. For yeast cells, quite a lot of detail is known about the processing andmany intermediate stages
have been detected experimentally. The intermediate elements are measured in terms of Svedberg units or S values, which
are a measure of the rate at which they sediment out in an ultracentrifuge.
In this paper we consider the processing pathway from the fully formed precursor 35S shown in Fig. 2. We consider the
possibility that the polymerase chain does not remain intact for the whole transcription, but instead completed elements
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Fig. 2. The ribosome synthesis pathway, without co-transcriptional cleavage.
Fig. 3. The ribosome synthesis pathway, following co-transcriptional cleavage.
of 20S become detached, whilst transcription is still in progress. This is termed co-transcriptional cleavage (CoTC) and is
illustrated in Fig. 3. Whilst this alternative behaviour is known to occur there is no consensus about how common it is
with respect to transcription without intermediate cleavage. Moreover, it is also unknown at what stage of transcription the
cleavage occurs. For example, it could occur as soon as the polymerase chain contains a complete 20S element, but also at
any point later in the chain development. Answering these questions has been a major motivation for the development of
the computational model which we present in this paper.
3. The Dizzy model
In this sectionwe give an account of themodelwhichwe have developed.We used theDizzy software package [9,10], and
so the section starts with a brief introduction to that package. The remainder of the section is devoted to a description of the
model. We emphasise that the model not only captures the pathways describing the rRNA processing, but also incorporates
some experimental features and matches the description of data as obtained from the experiments. In particular, we focus
on the following two major challenges:
• adequately capturing the choice between the usual transcription and CoTC to allow suitable experimentation;
• representing the labelling process, especially with respect to the initial period, as this is intrinsic in the experimental
data.
Concerning the description of data derived from the pulse-labelling experiments, they represent the radioactive density,
normalised by the total amount of uracil and not amounts (concentrations) of species, as used in the simulations. In order to
relate the intensity to the number of elements we have to define new elements in Dizzy. This will be discussed in Section 4.
We consider only one cell, as each cell is assumed to act independently for this process. Within each cell there are
approximately 100 copies of the rRNA gene [18], which we will term rDNA sequences, responsible for the pre-rRNA
transcription.
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3.1. Dizzy
Dizzy [9,10] is a chemical kinetics simulation software package written in Java. It provides a model definition
environment and an implementation of both stochastic and deterministic simulation algorithms. The choice of Dizzy
was motivated by the fact that our analysis is founded on stochastic simulation and Dizzy offers the implementation of
various well-known and widely-used simulation algorithms. Furthermore, its simple input language, defined for modelling
biological systems, allowed us to represent our model in an effective and straightforward way, at the level of detail we
are interested in. Indeed, as we describe below, our study is based on DNA intervals of around 400 bases (the length of DNA
transcripted in one sampling interval of the pulse-labelling experiments) instead of the single bases and this can bemodelled
easily in Dizzy.
Dizzy uses the Chemical Model Definition Language (CMDL) as input language. A CMDL model definition consists of a
series of statements that define the model elements, such as species, reactions, parameters and compartments. Each species is
described by a symbol name associated with a value (the initial amount for species). A reaction statement defines a one-way
chemical reaction involving zero or more reactants, and zero or more products. Reaction statements have three elements:
reaction name, the list of reactants and of products, and the reaction rate.
Dizzy offers various simulation algorithms, both stochastic and deterministic [12–14,11,19]. Stochastic algorithms
include an implementation of Gillespie’s Direct Method [11], an implementation of Gibson and Bruck’s Next Reaction Method
[12] and two stochastic simulators based on Gillespie’s Tau–Leap algorithm [13,14]. Concerning deterministic simulation,
the Dizzy system provides four simulators for approximately solving the deterministic dynamics of a model as a system of
ordinary differential equations (ODEs) [19]. For details see [9].
Gillespie’s Direct Method uses the Monte Carlo technique to generate an approximate solution of the master equation
for chemical kinetics. Broadly speaking, the algorithm tracks the evolution of the system starting from an initial state by
computing the time and the kind of the next reaction by means of two probability density functions. At each step the global
state is updated and the procedure repeats until the simulation time is reached or no further reactions can be fired. Gibson-
Bruck’s algorithm considers the next reaction variant of Gillespie’s stochastic algorithm. It is O(log(M)) in the number of
reactions, so it is preferred over Gillespie’s algorithm for models with a large number of reactions and/or species. Gillespie’s
Tau–Leap algorithm is a method for obtaining approximate solutions for the stochastic kinetics of a coupled set of chemical
reactions. A relative tolerance ‘‘epsilon’’ controls the amount of error permitted in the solution. In the limit, as the epsilon
parameter tends to zero, the Tau–Leap algorithm should agree precisely with the results of the Direct Method algorithm.
This is particularly useful when the models have a significant separation of time scales. Two implementations of the Tau–
Leap algorithm are provided: the first, called tauleap-simple, is for usewithmodels that are entirely composed of elementary
reactions, the second, called tauleap-complex, is for use with models with generic kinetic laws.
3.2. Usual transcription and CoTC
Transcription plays an important role in the synthesis of pre-rRNAs. Here we abstract away from the simple elementary
steps that compose transcription and so consider it as a single biological process. We model both the alternative pathways
reported in Figs. 2 and 3.
The mechanism of selection between the usual transcription and CoTC is still not completely known, nor the frequency
with which the two alternatives occur. In order to model the choice between the two different kinds of transcription the
frequencies p1 and p2 are introduced, representing the probabilities to have the usual transcription and CoTC, respectively
(p2 = 1 − p1). Furthermore we divide the rDNA sequences in the cell into two groups. The elements of the former group,
indicated by the name DNA, are involved in the usual transcription and the elements of the latter group, indicated by
DNACoTC , in CoTC. Since in one cell there are about 100 rDNA sequences involved in the rRNA synthesis [18], we have
globally 100 · p1 DNAs and 100 · p2 DNACoTC. In addition, we must account for the partially transribed 27SA2 obtained
from cleavages that have happened before the initial time. Indeed these elements are involved in the labelling, as their
transcription has not been completed yet. Thus, we have to consider 100 · p2 DNAp27SA2. The values of the two frequencies
are hypothesised to be 0.7 and 0.3 from the current biological knowledge of the process, but these values are subject to
investigation, as shown later in the paper. In the analysis of the system, the parameters p1 and p2 are varied to study the
influence that the kind of transcription selected has on the build up of (the concentration of) some species.
The exact point at which the CoTC starts is unknown. In the presentmodel it is assumed that CoTC happens soon after the
transcription of the 20S (end of region 11). In this model the position of the CoTC is assumed fixed and unique. In Section 5
we extend the model in order to consider different points for the CoTC, each with a specific frequency.
3.3. Labelling
Broadly speaking, the labelling describes the process duringwhich radioactive uracil, a base nucleotide, is introduced into
the cell and is incorporated in the pre-rRNA during transcription. The resulting elements are labelled and can be detected
in the experiments.
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Fig. 4. Different levels of labelling for 35S.
Fig. 5. Discretization of the rDNA sequence in 17 regions of 400b.
The following assumptions are made concerning the labelling:
(1) the radioactive uracil is introduced into the cell at time t0 = 0;
(2) the labelling equilibration time2 is very fast (a few seconds) and we do not need to consider it;
(3) the radioactive uracil is in large quantity and does not lose radioactivity (for the time considered). So we assume a
constant supply of it: all additions to polymerase chains after the introduction of the label will incorporate it.
To model the labelling we need to distinguish between the initial period of the labelling,3 during which the nascent
transcripts exhibit different levels of labelling according to their stage of transcription when the labelling was introduced,
and the situation after some time, in which only fully-labelled elements are obtained.
During the initial period, we distinguish various states of the nascent transcripts at time t0. Indeed, different initial
transcription situations lead to different levels of labelling in the resulting pre-rRNAs. For instance, if at time t0 a transcription
has almost completed the resulting transcript will be onlyminimally labelled. On the other hand, if the transcription started
just before t0 an almost fully-labelled element will be obtained. An example describing the labelling in the initial period
is illustrated in Fig. 4. The colour turquoise (grey) indicates the labelled parts. The pictures at the top and in the middle
describe 35S obtained from transcription started before t0. Only the terminating regions are labelled and the length of the
labelled part depends on the point of transcription reached at the start of labelling. The picture at the bottom represents 35S
fully-labelled. In this case the transcription started after t0.
To model the different steps in the transcription and the resulting different levels in the labelling, the whole DNA
sequence of interest has to be discretized into regions. It is split into 400-base regions, corresponding to the bases transcribed
in the period of 10 s. This corresponds to the time period of observations in the pulse-labelling experiments. As the total
sequence has a length of about 6660 bases, 17 regions are obtained. We use the index i to indicate the different regions,
starting from1 (rightmost region) to 17 (leftmost region). They correspond to the different levels of labelling (fromminimum
to maximum) of the resulting pre-rRNA.
Fig. 5 reports the schema of the discretization. It also shows the position of CoTC, that in the first model is fixed at the
end of region 11 (end of 20S). The various pre-rRNA and rRNA involve different numbers of regions. For instance 20S and
18S involve the regions from 16 to 11, 5.8 and 7S the region 10, while 25S involves the regions from 9 to 1. The elements
27SA2 and 27SB cover the regions from 10 to 1.
In the case of the intermediate elements, the level of labelling depends on the labelling of the initial pre-rRNA from
which it is derived and on which regions are present in the element. For instance in the case of 35S we can have 17 states
of labelling. The pre-rRNA 20S has 6 levels of labelling plus the unlabelled state, obtained when the 35S from which 20S is
derived is labelled up to level 10 or lower.
We use the suffix li to refer to the initial transcription situation and to indicate the level of labelling of the different
elements. The maximum level refers to the situation beyond the initial labelling period.
3.4. Description of the model
In this section we give a brief description of the Dizzy model.
2 This describes the period from the introduction of the radioactive uracil in the environment of the cell to the moment when the radioactive uracil is
available to be incorporated into the forming transcripts.
3 This period is different from the equilibration time. It is the period in which the radioactive uracil is supplied for transcription and partially labelled
elements can be obtained.
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Table 1
The list of reactions in the Dizzy model
transcr li DNAli → DNAli+1 + El35Sli , rt; i = 1, 2, . . . , 16
transcr l17 DNAl17 → DNAl17 + El35Sl17 , rt;
transcrp27SAli DNAp27SAli → DNAp27SAli+1 + El27SA2li , rt; i = 1, 2, . . . , 9
transcrp27SAl10 DNAp27SAl10 → El27SA2l10 , rt;
transcrCOTC l(i+10) DNACoTC l(i+10) →
DNACoTC l(i+11) + DNAp27SAl10 + 20Sli ,
rt; i = 1, . . . 6
transcrCOTC l17 DNACoTC l17 →
DNACoTC l17 + DNAp27SAl10 + 20Sl6 ,
rt;
React3li El35Sli → El20Su + El27SAli r3; i = 1, 2, . . . , 10
React3li El35Sli → El20Sll(i−10) + El27SA2l10 r3; i = 11, 12, . . . 16
React3l17 El35Sl17 → El20Sll6 + El27SA2l10 , r3;
React5li El20Sli → El18li , r5; i = 1, 2, . . . 6
React5u El20Su → El18u , r5;
React6li El27SA2li → El27SBli , r6; i = 1, 2, . . . , 10
React7li El27SBli → El5.8Su+ El25Sli , r7; i = 1, . . . , 9
React7l10 El27SBl10 → El5.8Sli + El25Sl9 , r7;
React8l1 El7Sl1 → El5.8l1 , r8;
React8u El7Su → El5.8u , r8;
Frequencies p1 and p2. The variables p1 and p2 (with p2 = 1 − p1) are introduced to describe the frequencies of the two
kinds of transcription. The precise values of these frequencies are unknown. However, reasonable values for them may be
0.7 and 0.3, respectively. In the next section we use an approach based on parameter estimation to see if these values are
in agreement with the experimental data.
In the Dizzy input file we have the statements:
p1 = 0.7;
p2 = 0.3.
Species and initial amounts. Each species used in the reactions must be defined in the model. We treat elements with
different levels of labelling as different species.We have twomain groups of elements: the ones involved in the transcription
and the ones representing the intermediate and final elements of the pathways. For the former kind, we have the following
species:
• DNAli for i = 1, 2, . . . , 17;• DNACoTC li for i = 11, 12, . . . 17;• DNAp27SAli for i = 1, 2, . . . , 10.
The first species represent the case of nascent transcripts whose transcription is initially in the region i and the transcription
is the usual one.DNACoTC li has a similarmeaning, but in the case of CoTC. This only considers 7 regions becauseCoTChappens
at the end of region 11. Finally DNAp27SAli refer to the transcription of the last part of 27SA2 after the cleavage. It concerns
the regions from 1 to 10. The only species initially different from zero are the ones that refer to the rDNA regions where the
nascent transcripts are close to the end of transcription at time t0. These species may be considered immediately ‘‘active’’:
DNAl1 = p1 · 100;
DNACoTC l11 = p2 · 100;
DNAp27SAl1 = p2 · 100.
All others are considered null as they are initially ‘‘blocked’’ for transcription, only becoming active as the polymerase chains
incorporating radioactive uracil move along the rDNA.
For the other species in the pathway, similar statements are defined to represent the species at different levels of labelling.
Each of these species is initially null as the labelling starts at time t0. The unlabelled elements are not considered as they
cannot be detected by the experiments.
Reactions. The reactions of themodel are summarised in Table 1. They are all irreversible one-reactant reactionswithmass-
action kinetics. The reaction names used in Dizzy correspond to the labels used in Figs. 2 and 3. The former three groups
concern transcription, whereas the others describe the remaining reactions in the pathwaywith the addition of the labelling.
It is worth noting that for each biological reaction in the two pathways we have as many reactions as the number of levels
of labelling for the reactants involved in that specific reaction.
The first kind of reaction is indicated by the name transcrli with i = 1, 2, . . . , 17 and describes the usual transcription
(the first reaction at the top in Fig. 2). For i = 1, 2, 3, . . . , 16, the transcription of a nascent transcript initially at level i
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Table 2
Rate values for the reactions of the model
Rate name rt r3 r5 r6 r7 r8
Value (s−1) 0.25 0.10 0.005 0.028 0.022 0.01
results in pre-rRNA 35S at the level i of labelling, and DNAli+1 . Indeed after this transcription, the nascent transcripts initially
at level i + 1 are ‘‘activated’’. The last reaction describes the final situation in which we obtain fully-transcribed elements.
The second and the third groups of reactions represent the translation with CoTC (the first reaction at the top in Fig. 3).
The approach is similar to the one used in the usual transcription. The reactions labelled with transcrp27SAli indicate the
transcription of the 27SA2 region when CoTC has happened before time t = 0 (i = 1, 2, . . . , 9) and when CoTC happens
later (i = 10).
All the other reactions correspond to the remaining interactions shown in Figs. 2 and 3. These reactions represent either
the cleavage of a pre-rRNA into two parts or in the degradation of some fragments (not represented explicitly in the model).
The element El35Sli is involved in the reaction React3li , that is the cleavage of 35S into El20Sli and El27SASli . The reactions
with names React5li for i = 1, . . . , 6 and React5u are the transformation of the pre-rRNA 20S in the final rRNA 18S and,
similarly, the reactions with name React6li for i = 1, . . . , 10 stand for the transformation of 27SA2 into 27SB and React8l1
and React8u for the transformation of 7S into the final rRNA 5.8S. Finally the cleavage of 27SB into 25S and 7S is described
by the reactions React7li for i = 1, . . . , 10.
Rates. One of the main problems with the definition of the model has been the determination of the rates. In the first
instance we can obtain them by considering some information about the half life of the elements and the duration of the
single reactions from the literature and from some biological observations.
A summary of the rate values is reported in Table 2. The transcription/labelling rate is assumed to be rt = 0.25 s−1. This
value is calculated by considering that the transcription of each region happens in 10 s and an average of 2.5 transcripts for
each region for each DNA is produced. We consider the number of transcripts equally distributed over the entire sequence.
So we have: rt = 2.510 = 0.25 s−1. For all the other reactions, the constant rates are derived from the estimated duration
of the reactions using the relation rate = 1/life_time. It is worth noting that the rate of a reaction does not depend on the
labelling.
In the next section we consider parameter estimation to test how good these rates are. The values in Table 2 are
considered as the initial values.
4. Validation and experimentation
In this sectionwepresent a description of the biological data andwediscuss the application of someparameter estimators
in order to fit the model to these data. Finally, we report a validation of our model against the experiment values. In order
to validate the model, we simulate the model and compare the resulting curves with the known behaviours. In this study
we are interested in reproducing results consistent with the knowledge of the model and not necessarily perfectly fitting
the experimental data. At the moment we have four data-sets. The variability of the experimental data is relatively high, as
expected, on average in the range of 10%. This does not change the overall shape of the curves. These data are sufficient to
give an idea of the behaviour of the system. We consider Gillespie’s Direct Method [11] in the majority of simulations. We
report a comparison between this and other simulators in Dizzy, both in terms of simulation results and efficiency.
4.1. Experimental data
In order to measure the amount of different elements, the pulse-labelling technique is used. Initially the cells are pulse-
labelled with radioactive uracil. At different times, the pre-rRNA are extracted and isolated in a gel solution to be analysed.
From this it is possible to derive the radioactive intensity of each element corresponding to a density ‘‘line’’. An example
result of the experiment is shown in Fig. 6. The figure reports the variation of radioactive intensity for the different pre-
rRNA and rRNA with respect to time. The data derived from the pulse-labelling represent the radioactive density for some
of the elements in the pathway, normalised by the total amount of uracil.
Since the result of the simulation is given in terms of the amounts of species, we have to relate the intensity to the number
of elements. The intensity depends on the amount of radioactive uracil. The uracil bases are approximately equidistributed
in all the rRNA regions and are about 30% of all the bases. As a consequence of this, we can suppose that the intensity is
proportional to the length of the labelled sequences. Given a pre-rRNA X composed of nx levels of labelling, the intensity I
of that element in a given time t is:
I ∝
nx∑
k=1
k
N
Xk(t) (1)
where N = 17 is the total number of possible levels and Xk stands for the species X labelled at level k. In the following, the
proportional factor for the expression above is denoted F . Its value is obtained by considering the experimental steady state
values. Given the initial values of our parameters, the value of F is set initially to 1.5.
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Fig. 6. Pulse-labelling experiment result: different pre-rRNAs are deposited at different levels within the gel according to their relative sizes (horizontal
bands). As time progresses greater amounts of radioactive uracil are present and the intensity increases (vertical stripes moving from left to right).
In Dizzy we can define new elements representing the intensity of the elements detected in the experiments by using
the expression (1). For instance, in the case of the species 20S, we define a new element 20STot as:
20STot = [F · (El20Sl1 · 0.0588+ El20Sl2 · 0.0588 · 2+ El20Sl3 · 0.0588 · 3
+ El20Sl4 · 0.0588 · 4+ El20Sl5 · 0.0588 · 5+ El20Sl6 · 0.0588 · 6)];
where 0.0588 = 1/N = 1/17. The other elements representing intensities are defined in the sameway. These elements are
then considered in the simulation results and compared with experimental data.
At present we have four data-sets, reporting the intensities for the main species of the model. These data show a certain
variability among them, however, with the exception of some points, they agree with the general behaviour of each species.
Some graphs about these data are reported in Fig. 7, when the validation of the model is discussed.
4.2. Parameter estimation
Our model depends on a set of parameters θ = {p1, F , rt, r3, r5, r6, r7, r8}, where p1 is the frequency of usual
transcription, F is the proportional factor between numbers of molecules and intensities for species and the other elements
are the transcription and the reaction rates. A major problem in the definition of the model is the derivation of these
parameters. Some possible values have been defined in the previous section and derived from some biological knowledge
about the model. However, it is desirable to find the parameters that best fit the set of experimental data or some biological
constraints over the model. In order to find these parameters, some parameter estimation algorithms [16,17] can be used.
4.2.1. Parameter estimation algorithms
Parameter estimation is a particular case of an optimization problem. Parameter estimation algorithms are based on an
objective function that measures the distance between the model and the experimental data. One of the possible functions
is:
E(θ) =
n∑
j=1
wj(xj − yj(θ))2
where θ is the set of parameters, yj(θ) are the simulated data corresponding to the experimental data xj,wj are the weights,
that make all the trajectories of each variable have similar importance in the fit. The parameters θ of the model are then
adjusted to minimize the objective function. It is possible to fit the model to data both from steady-state and time course
experiments/information.
Various algorithms have been reported in the literature [16,17], for example:
• Linear programming methods. These can be applied when the objective function is linear in terms of the adjustable
parameters.
• Non-linear methods, such as gradient descent, Levenberg-Marquardt, direct search methods. These can generally converge
to a local minimum fast.
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Fig. 7. Validation of the model. Experimental time-course data (four data-sets, left) and the simulation result of species (right).
• Stochastic optimization methods, such as simulated annealing, genetic algorithms and evolutionary programming. These are
useful when we are interested in finding optimal minima.
In our case, linear programming methods are not appropriate and therefore we consider the other two kinds of algorithm.
Specifically, we limit our attention to Levenberg-Marquardt and evolutionary programming.
4.2.2. Our approach
In order to fit our model to the data available, we consider the following approach.
(1) Let θ be the set of our parameters. The initial values are the ones reported in Section 3;
(2) We consider a set of possible values for the frequency p1. This parameter expresses the (currently) unknown frequency
of usual transcription with respect to CoTC. In our model this parameter has a different role with respect to the constant
reaction rates. Indeed we have assumed that this frequency determines the initial different proportions of various kinds
of DNAs/nascent transcripts present in the cell;
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Table 3
Parameter estimation results for the objective function E
Method p1 = 1 p1 = 0.8 p1 = 0.7 p1 = 0.6 p1 = 0.5
LM 59046 36455 30821 30037 31200
EP 174560 118790 84000 72000 81230
The study is based on the transient values of the species.
(3) For each value of p1 considered, we apply two parameter estimation algorithms to our model in order to find the rates
for which we have the best fit of the model to the available data. The value of the function E (i.e. the error in the fitting)
is the measure of the goodness of the model. The lower this value, the better our model fits the data;
(4) Among the various values for the frequencies p1, we select the one for which the model has the minimum error E. The
best rates are the ones associated with this estimation.
Instead of using an optimization function that depends on the full temporal points of the experiments, we can consider
some constraints/relations that must be satisfied between the model and the experimental data. For instance, we can use
the steady-states of some of the species as our target. In this case the objective function expresses the error in the prediction
of the steady-states obtained from the model. We define the objective function as:
E1(θ) =
(
35S − 35STot(θ)
35S
)2
+
(
20S − 20STot(θ)
20S
)2
+
(
27SA− 27SATot(θ)
27SA
)2
+
(
27SB− 27SATot(θ)
27SB
)2
where 35S, 20S, 27SA and 27SB are the (known) steady-state values of some of the species in the system and 35STot , 20STot ,
27SATot , 27SBTot are the variables representing the intensity labelling of each species.
Otherwise, we consider the objective function:
E2(θ) =
(
20S
35S
− 20STot
35STot
)2
+
(
27SA
35S
− 27SATot
35STot
)2
+
(
27SB
35S
− 27SBTot
35STot
)2
.
Here the focus is on the fraction of some species with respect to the species 35S. In both these functions, the optimization
is evaluated at the steady-state. These two functions are useful in our context as we have only few experimental data
concerning the time evolution of the species, but we also have some knowledge concerning the steady-state values of the
model.
For the parameter estimators, we employ the tool COPASI [7], a software application for simulation and analysis of
biochemical networks. Among various features, it offers numerous algorithms for the optimization of arbitrary objective
functions and parameter estimation using data both from time course and steady-state experiments.
4.2.3. Results
In the following we report the results we have obtained applying the approach proposed to our data. Various estimation
algorithms are presented in COPASI. Here we report the results for two of them:
• Levenberg-Marquardt (LM), this is a gradient descentmethod. This is an adaptivemethod that effectively changes between
the steepest descent to the Newtonmethod. It is appropriate in least squares problems. Its options are the iteration limit
(i.e. the maximum number of generations that the algorithm will perform) and the tolerance parameter (i.e. the value
withwhich the solutionwill be determined). The default values, that are considered here, are 200 and e−0.5, respectively.
• Evolutionary programming (EP), this is a computational technique that mimics evolution and it is based on reproduction
and selection. Its possible options concern the number of generations, the population size (i.e. the number of individuals
that survive at each generation) and the random number generator (i.e. an enumeration value to determine which
random generator this method will use). Here we consider the default values, which are 200, 20, 1,4 respectively.
First of all we consider the objective function E. Some results are reported in Table 3. With both the methods we obtain a
minimum error for p1 = 0.6. The rates are the ones reported in Section 3. Good results are obtained with p1 = 0.7 as well.
According to the LM algorithm, the best rates for our model are those proposed initially or very close to them. By changing
arbitrarily the initial data, we are able to obtain the initial values or other rates. In this last case the fitting errors are greater
than the ones reported in Table 3.When EP is considered, the errors are greater than before. Furthermore, the rates obtained
during the estimation are sometimes close to zero and therefore some reactions would not occur. This result is in contrast
with our knowledge of the model. From these results it seems that the EP algorithm does not work well with our model.
Secondly, we consider the objective function E1. The results are reported in Table 4. The steady-states values are obtained
from experimental data. The values considered are approximately: 35S = 65, 20S = 1400, 27SA = 600 and 27SB = 900.
4 The value 1 for the generator number corresponds to the Marsenne–Twister method [15].
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Table 4
Parameter estimation results for the objective function E1
Method p1 = 1 p1 = 0.8 p1 = 0.7 p1 = 0.6 p1 = 0.5
LM 0.22 0.047 0.00928 0.0259 0.15
EP 0.21 0.047 0.00928 0.07 0.15
The study is based on the steady-states.
The results suggest that the best fit is when p1 = 0.7. The rates are the initial ones. In the other estimations, the rates are
sometimes different. In the case of LM the rates are always equal or very close to the initial ones. When EP is considered,
sometimes the rates assume lower values, for some values of p1 some rates become close to 0. Similar results are obtained
when the objective function E2 is used.
The errors reported in Table 3 are high. This is due to the great variability and discrepancies in the experimental data
we have. In this work we focus on the results obtained with the objective function E1. In this case the best parameters for
the fitting coincide with the ones defined initially. Even though the errors are high, also the use of the objective function E
supports this choice. When more data-sets are available and some discrepancies in the data have been understood, we aim
to apply this approach to the new data. If the data are enough we expect to obtain lower estimation errors and a better fit
for our data.
4.3. Comparison
Fig. 7 shows the time series obtained from experiments (on the left) and the results of the simulations (right). The
experimental data refers to the four data-sets. In the first graph at the top we report the 35S values of all the four data-
sets explicitly. In the other two graphs concerning experimental data we show only the mean values for the species.
The time for all the simulations is 360 s, matching the time of the experimental data, and each is repeated for 100 runs.
In order to evaluate the goodness of the simulation we evaluated the confidence intervals for each simulation time point.
In the case of a confidence coefficient α = 0.05 we obtain that the confidence interval width is 3%–15% of the steady-state
value of the respective species, with the exception of 35S, where the width can be larger. If we consider 1000 runs, the
width of the confidence intervals decreases by an average of 50% with respect to the previous cases, but the simulation time
increases to several minutes. Moreover, this variability in the simulation runs is in agreement with the variability intrinsic
to the biological model.
The simulation results are in agreement with the expected behaviours. The steady-state values obtained are comparable
with the experimental data. However, there are some differences between the data-sets, such as the two drops in the 35S
data. These may be due to either experimental errors or unknown biological phenomena. Further experiments are needed
to investigate this aspect. Concerning the first two plots at the top, 35S increases rapidly until its steady-state. With respect
to the experimental data, 35S increases faster in the first period, but in both cases the steady-state is reached quite rapidly.
In the case of 27SA2, 27SB and 20S the simulation results are in good agreement with the experimental data (curves in the
middle). 27SA2 increases quickly and reaches the steady-state quite rapidly. The element 27SB increases more slowly than
27SA2 in the first period but then it increases rapidly and reaches a steady-state that is about twice the one of 27SA2. In the
case of 20S the initial growth depends only on CoTC, but after some time there are also 20S obtained from 35S. Finally, 18S
is very low in the first period, as it is obtained only after some steps in the pathway. After some time, it starts to accumulate,
as expected.
4.4. Comparison between simulators
As explained earlier, in Dizzy there are various simulators, both for stochastic and deterministic simulation. In the
following we compare some of them, both in terms of the curves for some of the species and in terms of time efficiency.
Some results are reported in Fig. 8. The two graphs show the simulation results for 35S and 20S using four simulators in
Dizzy: ODEs, Gillespie’s Direct Method, Gibson and Bruck’s algorithm and Tau-Leap (tauleap-simple in Dizzy). For stochastic
simulations, 100 runs are considered. There is a significant overlap between the different curves, increasing our confidence
in the results.
Concerning the run time efficiency, the simulation based on Gillespie’s Direct Method is the slowest one (about 30 s),
whereas the simulation based on ODEs is the fastest (only a couple of seconds). In the case of Gibson and Bruck’s algorithm
we have 8 s and in the case of tau-leap 25 s.
5. Extension of the model: Different points for CoTC
In the model considered in the previous sections we have assumed that CoTC can happen only at one given point, with
frequency p2. This assumption is a simplification, and there is no certainty that this corresponds to reality. Indeed CoTC
could happen at distinct points, after the end of region 20S, with different frequencies. In the following we extend our
model in order to consider different points for CoTC. Then we use it to investigate the various possibilities for the CoTC
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Fig. 8. Comparison among the results from different simulators in Dizzy.
Fig. 9. Discretization of the rDNA sequence and definition of the CoTC points.
points. Specifically, we show what is the influence of the different choices for the CoTC over the production of 20S, 27SA2
and 35S. We call this new model ‘‘extended’’, to distinguish it from the ‘‘basic’’ one defined before.
5.1. The extended model
Wesuppose that CoTC can happen in any of the points corresponding to the end of the regions from11 to 2. The last region
is not considered as it corresponds to the usual transcriptionwhereas the other regions are excluded as CoTC cannot happen
before the end of 20S. Fig. 9 reports the possible CoTC points. Furthermore we assume that CoTC can happen at the end of
region h with frequency qh. The constraint between frequencies becomes p1 +∑11h=2 qh = 1, where p1 is the frequency
of usual transcription and
∑11
h=2 qh = p2, with p2 the frequency of CoTC. These frequencies are unknown and we assign
different values to them in the analysis of the model. Note that the basic model corresponds to qh = 0 for h = 2, 3, . . . , 10
and q11 = p2.
The CoTC reactions for the various points are represented in Dizzy similarly to the CoTC reactions in the basic model.
First of all, for each point, we need to define some species representing DNA with CoTC. We call them DNACoTC_reg_h,
h = 2, . . . , 11. Each of them can be at different levels and the number of levels depends on the specific point. For each
region h we have DNACoTC_reg_hli , for i = 1, . . . , 17 − (h − 1). In addition to these species, we have to define some
elements that refer to the transcription of the last part of 27SA2 after the cleavage. The element DNAp27SA_reg_h refers to
the transcription of the last part of 27SA2 after the cleavage at the end of the region h. Also for these species we have to
consider different levels.
The initial conditions for all these species are:
DNACoTC_reg_11l1 = q11 · 100; DNAp27SA_reg_11l1 = q11 · 100;
DNACoTC_reg_10l1 = q10 · 100; DNAp27SA_reg_10l1 = q10 · 100;
...
...
DNACoTC_reg_2l1 = q2 · 100; DNAp27SA_reg_2l1 = q2 · 100.
Concerning the reactions, for each CoTC point, we define a set of reactions representing the transcription. These are similar
to the reactions transcrp27SAli , for i = 1, 2, . . . , 10, and transcrCOTC li , for i = 11, 12, . . . , 17, in the basic model.
5.2. Analysis
We use these instances of the extended model in order to see how the CoTC influences the presence of some pre-rRNAs.
In order to test the various assumptions for the CoTC points, we consider different values for the frequencies qh. Some
possibilities are:
(1) Only one CoTC point possible. We consider only one of the frequencies qh equal to (1− p1) and all the others null;
(2) Two CoTC points possible. We consider two frequencies different from zero;
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Fig. 10. Extended model results for 35S, 20S, 27SA.
(3) All the points possible and equiprobable. This corresponds to the case qh = (1− p1)/10;
(4) All the points possible but with different frequencies.
Some results are reported in Fig. 10. The simulations aremadeusingGillespie’s stochastic algorithm, 100 runs.We report four
cases, all with p1 = 0.7: (1) all the points equiprobable, (2) q11 = 0.3 and all the other frequencies null (this corresponds
to the basic model), (3) q11 = q7 = 0.15 and all the other frequencies null, (4) q11 = q10 = · · · = q7 = 0.0466 and
q5 = q4 = q3 = q2 = 0.001.
As expected, the choice of CoTC points does not influence the production of 35S (graph at the top, on the left). The graph
at the top on the right concerns 20S. There are some discrepancies between the different curves. We can observe that both
the initial growth of 20S and its final concentration depend on the different CoTC points. If CoTC can happen only at the end
of region 11 the growth of 20S is faster and the final value is greater than the other cases. If CoTC can happen at both the end
of region 11 and the end of region 7, the final concentration is the lowest among the possibilities presented. The other cases
show intermediate behaviours. The graph at the bottom reports the same simulations for 27SA2. In this case the overlapping
of the three curves is evident.
Currently we do not have sufficient experimental data to allow us to reach any conclusions about which mechanism is
at work within the studied cells. Moreover, there are clearly more possibilities than just those for which we have presented
results here. However, the extended model is available to support further investigation of this complex issue, as more data
are obtained.
6. Conclusions
In this paper we have presented a model describing the synthesis of pre-rRNA. We focus on two aspects: the description
of the process of labelling and the choice between usual transcription and CoTC. Dizzy was chosen as the modelling and
simulation framework for our study. We have described the experimental data and we have presented an approach to
parameter estimation. The validation and the analysis have been made by means of stochastic simulation (Gillespie’s Direct
Method). A comparison with other simulation algorithms has been reported.
A major problem in the definition of the model has been the definition of the rates and other parameters. Initially,
we derived them from the literature or from experimental observations about the duration of reactions. Subsequently we
proposed an approach for parameter estimation. The results confirm the goodness of the values of our parameters. However,
the fitting errors are quite large. This is due to the great variability in the experimental data. As more experimental data
becomes available we will be able to obtain a better fit and smaller errors.
The model is able to reproduce the expected results and the simulations of the main elements are comparable with the
experimental data. The fit is not exact but, as explained in the paper, there is currently little experimental data available.
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The experiments are quite complex and time-consuming. Consequently, it is of great value to be able to use the model to
make predictions that can then be checked by further experiments.
The model originally proposed was based on some assumptions. One was that CoTC can happen only at one fixed point,
at the end of region 11. In Section 5 we have reported an extended version of the model that considers various CoTC points,
with possibly different CoTC frequencies. We have used this model to investigate the influence of CoTC on the production
of some species.
A topic of future work will be to explore the present discrepancies between the experimental data and the model. In
the present experimental data there are some drops that are not captured by our model. Some further experiments are
necessary to investigate the causes of these drops. If they are found to have biological causes we will modify our model in
order to account for them.
Furthermore, we will try changing some of the hypotheses we have made. For example, our current model assumes that
rates are constant, and that reactions follow amass action kinetics.We could change this assumption and investigate if some
alternative form of kinetic law is more appropriate for describing some of the processes in the biological model.
Last but not least, we aim to use our model to answer further biological questions about the synthesis pathway.
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