We introduce a variant of the classical PAC multiarmed bandit problem. There is an ordered set of n arms A[1], . . . , A[n], each with some stochastic reward drawn from some unknown bounded distribution. The goal is to identify the skyline of the set A, consisting of all arms A[i] such that A[i] has larger expected reward than all lower-numbered arms A[1], . . . , A[i − 1]. We define a natural notion of an ε-approximate skyline and prove matching upper and lower bounds for identifying an ε-skyline. Specifically, we show that in order to identify an ε-skyline from among n arms with probability 1 − δ, Θ n ε 2 · min log 1 εδ , log n δ samples suffice and are necessary in the worst case. When ε ≫ 1/n, our results improve over the naïve algorithm, which draws enough samples to approximate the expected reward of every arm; the algorithm of (Auer et al., AISTATS'16) for Pareto-optimal arm identification is likewise superseded. Our results show that the sample complexity of the skyline problem lies strictly in between that of best arm identification (Even-Dar et al., COLT'02) and that of approximating the expected reward of every arm. [Full version available on arXiv: arxiv.org/abs/1711.04213]
I. INTRODUCTION
You are the VP of Loyalty at e-Commerce Inc., and your data engineers have created a number of different Prime incentive scheme proposals for release in the new year. Each scheme is associated with a dollar amount. Customers are eligible to sign up for a scheme if their annual spend in the prior year exceeds that amount. Your goal is to find the scheme with the best adoption probability for a given spend level, through A/B testing, while minimizing the number of customers exposed to sub-optimal schemes.
Similarly, consider the scenario where researchers run a study to find cost-effective medicine for every price point. The natural constraint is to minimize the number of trials where patients are subjected to drugs whose outcomes do not justify their additional cost.
These two scenarios can be modeled by multi-armed bandits. We are given a set of n arms to choose from, each of which results in some stochastic reward. Classical armsampling policies minimize cumulative regret, a function of the arms chosen over time. Colloquially, these policies balance exploitation and exploration but others perform pure exploration. For instance, a natural goal is to find an arm whose expected reward is as large as possible, while minimizing the number of samples. In this paper, we introduce a variant where the arms A[i], 1 ≤ i ≤ n are linearly ordered; here, the goal is to find, for each i, the best among the first i arms.
Borrowing terminology from the database community, we call this the skyline of the set of arms [1] . In this work, we define a natural PAC (Probably Approximately Correct) version of this problem that we call ε-skyline identification and prove worst-case sample complexity bounds. We also show that, for those cases, these sampling bounds are optimal up to constant factors in terms of all of the relevant parameters. We will use the phrase "optimal" to abbreviate this worst-case tightness.
We remark that the problem we study can be cast as a special case of a much more general version of the Pareto-optimal arm identification problem that was recently introduced by Auer et al. [2] , which we discuss in more detail in Section I-C. Our results yield optimal sample complexity bounds for this special case, and may be useful for obtaining optimal sample complexity for other variants of Auer et al.'s model, and, more generally, with obtaining optimal sample complexity for other variants of the best-arm identification problem.
A. Model and Results
Like all multi-armed bandit models, our problem begins with a set of n arms A = A general objective is to learn useful information about the set of arms using as few samples as possible. Our specific goal is to compute an ε-skyline, which we define as follows.
is an ε-skyline of A if the following conditions hold:
Before we proceed, we discuss how this definition is a natural notion of an approximation skyline. An arm t ∈ [n] is in the exact skyline if and only if µ[t] ≥ µ[s] for every s < t. Suppose that an arm t is convincingly in the skyline, meaning µ[t] ≥ µ[s] + ε for every s < t. Then the first condition asserts that t ∈ S. On the other hand, suppose that an arm t is convincingly not in the skyline, meaning there exists s < t such that µ[t] ≤ µ[s] − ε. Then the second condition asserts that t ∈ S. Although the formulation of Definition 1 is a slightly indirect way of capturing this intuitive notion, it will be more convenient to work with in our analysis.
The naïve approach to identifying an ε-skyline is to obtain an empirical estimateμ[i] of each arm's mean µ[i] and compute the exact skyline of the estimates. If we want to draw enough samples to obtain an ε-skyline with probability 1 − δ, then by standard concentration and anti-concentration arguments it is necessary and sufficient to draw Θ( n ε 2 log n δ ) samples in total. Our first result is an algorithm that improves on this naïve approach in the regime where ε is not too small compared to n.
Theorem 2: For ε, δ ∈ (0, 1), there is an algorithm that gets sample access to a set of n arms A = {A [1] , . . . , A[n]} with rewards in [0, 1] and, with probability at least 1 − δ, draws O( n ε 2 log 1 εδ ) samples to return an ε-skyline for A with size at most O(1/ε).
This result shows that finding an approximate skyline can be strictly easier than estimating the payoff of every arm. In particular, when ε, δ are constants, the naïve algorithm requires O(n log n) samples, whereas the algorithm in Theorem 2 requires just O(n) samples. The algorithm is presented in Section II.
Combining the naïve algorithm with Theorem 2 yields the sample complexity upper bound claimed in the abstract.
In order to show this is optimal, consider a naïve lower bound on the sample complexity of ε-skyline identification. The largest-numbered arm in any ε-skyline is always within ε of the maximum expected reward among all the arms, thus finding an ε-skyline can be no easier than identifying an arm with nearly maximal payoff. Combining the algorithm of Even-Dar, Mannor, and Mansour [3] with the lower bound of Mannor and Tsitsiklis [4] , the sample complexity of this latter problem is Θ( n ε 2 log 1 δ ). However, this does not yield a tight lower bound for ε-skyline identification. We observe that, when ε ≥ 1 n , an algorithm for ε-skyline identification can be used to solve Ω(1/ε) independent ε-best arm identification problems, each on Ω(εn) arms. Formalizing this intuition yields the following tight lower bound, and shows that approximate skyline identification is strictly harder than approximate best arm identification.
Theorem 3: Fix ε, δ smaller than some absolute constants and ε ≥ 1/n. Suppose there is an algorithm such that for every set of n arms, with probability at least 1 − δ, the algorithm returns an ε-skyline. Then this algorithm must draw Ω( n ε 2 log 1 εδ ) samples. The proof of Theorem 3 constructs a specific hard distribution on the payoffs of the n arms: any algorithm drawing fewer than the stated number of samples will fail to output an ε-skyline with probability at least δ over the choice of the payoffs and the coins of the algorithm. 1 Note that the condition ε ≥ 1/n is necessary for the lower bound to hold, since the naïve algorithm gives an upper bound of O( n ε 2 log n δ ) samples for every ε > 0. Theorem 3 1 We stress that this is a lower bound for identifying a skyline of arbitrary set of arms; an interesting open question is to prove instance-dependent bounds.
immediately implies that the naïve algorithm is optimal up to constant factors when ε < 1/n. Thus, combining the naïve algorithm with Theorems 2 and 3 yields a worst-case sample complexity of
This resolves the worst-case sample complexity of approximate skyline identification up to constant factors for the entire range of the parameters n, ε, δ.
B. Overview of Our Techniques
1) The Improved Skyline-Identification Algorithm: Because the specification of the algorithm is heavy with notation, Figure 2 illustrates a sample execution.
Our new algorithm can be viewed as a sample-efficient reduction from identifying an ε-skyline to identifying an "εbest arm": for any set of arms B, with probability at least 1−δ, an algorithm of [3] finds an arm whose expected reward is within ε of the maximum among arms in B using O( |B| ε 2 log 1 δ ) samples.
Our reduction is roughly as follows. Let S be the set of arms our algorithm will identify, which naturally begins S = ∅. Further, all of the n arms are initially considered active. Our algorithm proceeds in a series of rounds, and we start by describing the first round. Partition the arms into b blocks B 1 , . . . , B b , each of ≈ n b consecutive arms. We then find an O(ε)-best arm k 1 , . . . , k b for all of these blocks. We then obtain an estimateμ[k 1 ], . . . ,μ[k b ] of the expected reward of each of these arms. Using the algorithm of [3] and paying a union bound over the blocks, this is achievable with probability δ by O( n ε 2 log b δ ) pulls. Now we scan the blocks from B 1 to B b (low-idex arms are considered first), looking for arms to add to the skyline. We add k m to the candidate set S whenever doing so is consistent with the second condition of Definition 1; that is, if our expected reward estimateμ[k m ] is sufficiently large compared to lower-index arms.
As we proceed with the scan, a block B m may be deactivated, depending onμ[k m ]. We deactivate a i if doing so is consistent with the first condition of Definition 1; that is, if µ[k m ] is sufficiently small. Because µ[k m ] effectively upperbounds the reward of any arm in B i , the other arms of the block also have small mean so they may be safely deactivated.
We repeat the same block-making process on the still-active arms, which are those that lie in blocks that contributed to S. Importantly, we bound the number of additions to S at each recursive level by a value O(1/ε). For any b that is at least a constant multiple of that value, at least a constant fraction of arms are deactivated at every level, thereby yielding a sample complexity dominated by the top level-just O( n ε 2 log 1 εδ ) samples. Finally, a post-processing procedure prunes S to minimum size.
We note that the constants incurred by our reduction to the algorithm of [3] are not large. Still, [3] uses median selection as a subroutine, which can be slow in practice.
2) The Sample-Complexity Lower Bound: Notice that the bottleneck in the sample complexity of the above algorithm is that, in the first stage, we solve ≈ 1 ε independent εbest-arm-identification problems. In order to afford the union bound, we needed to solve each of these problems successfully with probability at least 1 − ε δ ; by a slight strengthening of [4] , we prove this task requires O( n ε 2 log 1 εδ ) samples. We then show that, when ε > 1 n , any algorithm for solving the ε-skyline problem must solve Ω( 1 ε ) independent ε-best-arm identification problems, thereby obtaining our lower bound.
C. Related Work
The literature on multi-armed bandit problems is far too large to survey in its entirety, so we focus only on results that are closely related to ours. The most similar work to ours is that of Auer et al. [2] , which considers a more general problem called Pareto-optimal arm identification. In this problem there are n arms, each of which has a stochastic reward supported on [0, 1] d with mean µ = (µ 1 , . . . , µ d ) ∈ [0, 1] d . Although their parameterization is somewhat more general, they essentially prove an upper bound of O( n ε 2 log nd δ ) to identify an ε-Paretooptimal set of arms with 1 − δ. The exact definition of ε-Pareto optimal roughly corresponds to our definition of εskyline, but the details are not crucial to this discussion. Skyline identification can be cast as a special case of Paretooptimal arm identification, but in this special case the sample complexity of their algorithm is no better than the naïve algorithm. Indeed, in Auer et al.'s analysis, one of the first steps is to accurately estimate the payoff of all arms while paying a union bound in the sample complexity, and this union bound is precisely what our algorithm was designed to avoid.
There is also a related line of work on generalizations of the best-arm-identification problem in which the goal is to identify a set of k arms with approximately maximal payoffs. The first such work was by Kalyanakrishnan and Stone [5] , which introduced the k-best-arm-identification problem, and subsequent works [6]- [9] have proven tight upper and lower bounds, and also consider variants where the algorithm is only allowed to choose certain types of sets of k arms. Comparing our results to the upper and lower bounds of [5] , [7] reveals that the ε-skyline identification problem has the same sample complexity identifying an approximately optimal set of Θ(1/ε) arms. However, the two problems do not seem to be directly comparable: an ε-skyline is not necessarily a set of arms with approximately maximum reward, nor vice versa.
Finally, work by Kleinberg [10] develops fast-converging algorithms that find the best arm for every prefix of a countably infinite sequence of arms, under the regret minimization measure. In contrast, the work of this paper finds a best PAC arm in every prefix of a finite sequence.
II. AN IMPROVED ALGORITHM FOR APPROXIMATE SKYLINE IDENTIFICATION
In this section we describe and analyze our algorithm, and thereby prove Theorem 2. Before describing the algorithm in detail, we will need to introduce a few useful subroutines, and some helpful terminology.
A. Useful Algorithmic Subroutines
The first primitive simply captures the fact that we can estimate the mean of any given arm with high confidence by drawing a sufficient number of samples. We will denote this ESTMEAN. The proof of Lemma 4 is a standard application of Hoeffding's inequality. Here, we introduce some useful terminology for discussing multi-armed bandit problems:
Definition 5 (ε-Better and ε-Best):
The second subroutine is an algorithm of [3] that identifies an ε-best arm among any set of arms A, using sample complexity that is just linear in |A|.
Theorem 6 (FINDBEST, [3] ): There is an algorithm FIND-BEST that takes a tuple (A ′ , ε, δ), where A ′ ⊆ A is a set of arms and ε, δ are parameters, draws O( |A ′ | ε 2 log 1 δ ) samples from the arms in A ′ , and outputs an arm A[i] ∈ A ′ such that, with probability at least 1 − δ, A[i] is an ε-best arm for A ′ . Figure 1 presents (simplified) pseudocode of the primary procedure to identify an ε-skyline. Its execution is visualized in Figure 2 . In the full paper, we also define a secondary procedure that pares down the selected subset of arms to size O(1/ε), which establishes the final guarantee of Theorem 2. The secondary procedure uses measurements made by the primary (the calls to ESTMEAN in Figure 1 ), so it incurs no sample complexity.
B. The Algorithm
Note that, by Definition 1, the first arm is always part of an ε-skyline; it will be more notationally convenient in our algorithm if we consider a set of n + 1 arms labeled
C. Analysis Overview
For clarity, we avoid including constants in this discussion. The proof that the algorithm very likely outputs an ε-skyline has two steps: (1) show that all executions of FINDBEST and ESTMEAN succeed with probability ≥ 1 − δ, and (2) show that if all such executions succeed, then the algorithm outputs an ε-skyline.
Step (1) follows from applying the union bound across the blocks and levels.
Step which is already in S. Thus, we can safely deactivate all the arms in B ℓ,m . Otherwise, we can include k ℓ,m and still have an ε-skyline: we add it to S. We leave the prefix of B ℓ,m active because k ℓ,m may not be first arm in its block to supersede prev ℓ,m . Conversely, we deactivate arms succeeding k ℓ,m in B ℓ,m as they "lie in the shadow" of k ℓ,m .
Finally, we prove that the sample complexity has only a linear dependence on n. The expected rewards of any arm lies within [0, 1] and each arm k ℓ,m added to S is O(ε) larger than an earlier member of S. Hence, there can only be O(1/ε) additions at each level. We also ensure that there are twice as many blocks in the next level as there are possible additions: since those blocks that do not contribute are deactivated, half of the arms are eliminated per level. Due to the decay, the sample complexity is dominated by the number of samples used by the first level; this has a linear dependence on n from FINDBEST.
III. A SAMPLE-COMPLEXITY LOWER BOUND FOR
SKYLINE IDENTIFICATION In this section, we prove a worst-case lower bound on the sample complexity of approximate-skyline identification.
Our lower bound builds on the lower bound of [4] for approximate-best-arm identification, however we will need to use some of the specific properties of the hard instances for best-arm identification that were used in the lower bound of [4] . Specifically, the following is implicit in their work:
Theorem 7 (Implicit in [4] ): Fix any p ∈ [ 1 4 , 3 4 ]. Let A be an algorithm, and define the following game id1 n,p,ε (A): Note that the unique ε-best-arm is c, therefore any algorithm that has at least a 1−δ probability of identifying an ε-best-arm on this sort of instance must draw at least S(n, ε, δ) samples in expectation.
The next lemma is a simple "direct-product lemma" for this game, which roughly asserts that any algorithm A that is asked to solve T independent copies of this game, and succeeds in all of these copies with probability at least 1 − δ, must draw nearly T · S(n, ε, δ/T ) samples, so the strategy of solving each copy independently with probability 1 − δ T and suffering a union bound over the T copies is essentially optimal.
Lemma 8: Fix any T ∈ N and any p = (p 1 , . . . , p T ) ∈ [ 1 4 , 3 4 ] T . Let A be an algorithm, and define the following game idT n, p,ε,T (A):
1) Choose independent random c = (c 1 , . . . , c T ) ∈ [n] T 2) For every t ∈ [T ], define a set of arms A t = {A t [1], . . . , A t [n]} so that A[c t ] ∼ Ber (p t + 2ε) and for i = c t , A[i] ∼ Ber (p t ).
3) A draws samples from the arms A 4)
A outputs a guess c * Then if A draws fewer than T 2 · S(n, ε, 3 64δ/T ) = Ω( T n ε 2 log T δ ) samples in expectation, P idT n, p,ε,T (A)
[ c * = c] < 1 − δ.
As above, note that for every set of arms A t , the unique best arm is c t , and therefore the lower bound on the number of samples applies to any algorithm A that solves ε-best-arm identification simultaneously on all sets A 1 , . . . , A T . We defer a formal proof to the full version of this work. Now, set T = 1 12ε + 1 and p t = 1 4 + 6ε(t − 1) ∈ [ 1 4 , 3 4 ]. Then, by construction, the unique ε-skyline for the set of arms constructed in idT n, p,ε,T is the set {c 1 , . . . , c T }. Thus, any algorithm for ε-skyline identification can be used to win the game idT n, p,ε,T , from which we immediately obtain our lower bound on ε-skyline sample complexity (Theorem 3).
