Motivation: Genetic network inference methods based on sets of differential equations generally require a great deal of time, as the equations must be solved many times. To reduce the computational cost, researchers have proposed other methods for inferring genetic networks by solving sets of differential equations only a few times, or even without solving them at all. When we try to obtain reasonable network models using these methods, however, we must estimate the time derivatives of the gene expression levels with great precision. In this study, we propose a new method to overcome the drawbacks of inference methods based on sets of differential equations. Results: Our method infers genetic networks by obtaining classifiers capable of predicting the signs of the derivatives of the gene expression levels. For this purpose, we defined a genetic network inference problem as a series of discrimination tasks, then solved the defined series of discrimination tasks with a linear programming machine. Our experimental results demonstrated that the proposed method is capable of correctly inferring genetic networks, and doing so more than 500 times faster than the other inference methods based on sets of differential equations. Next, we applied our method to actual expression data of the bacterial SOS DNA repair system. And finally, we demonstrated that our approach relates to the inference method based on the S-system model. Though our method provides no estimation of the kinetic parameters, it should be useful for researchers interested only in the network structure of a target system.
INTRODUCTION
Novel high-throughput techniques of molecular biology, such as DNA microarrays, are capable of producing time-series of gene expression patterns. These data implicitly contain enormous amounts of information on biological systems. The inference of genetic networks is one of several approaches used to extract hidden information from the observed data. The information is extracted by inferring mutual interactions among genes from time-series data on gene expression patterns. Many models to describe genetic networks have been proposed, and numerous algorithms based on individual * To whom correspondence should be addressed. models have been developed for the inference of genetic networks (Akutsu et al., 2000; D'haeseleer et al., 2000; Ergün et al., 2007; Faith et al., 2007; Imoto et al., 2002; Maki et al., 2001; Margolin et al., 2006; Sakamoto and Iba, 2001; Vance et al., 2002; Yeung et al., 2002; Yu et al., 2004) .
A set of differential equations is considered an ideal model for describing genetic networks, as it can capture the dynamics. In a genetic network inference problem based on a set of differential equations, the genetic network can be described as dX n dt = G n (X 1 ,X 2 ,··· ,X N ), (n = 1,2,··· ,N),
where X n is the expression level of the n-th gene, N is the number of genes in the network and G n is a function of an arbitrary form. The purpose of a genetic network inference problem based on a set of differential equations is to obtain the function G n which produces time-series data consistent with measured gene expression patterns. When a set of differential equations is used to describe genetic networks, the inference of genetic networks is often defined as a function optimization problem to minimize the differences between the gene expression levels observed and the gene expression levels numerically calculated. Several inference methods have been proposed based on this problem definition (Cho et al., 2006; Gonzalez et al., 2006; Kikuchi et al., 2003; Kimura et al., 2005; Liu and Wang, 2008; Sakamoto and Iba, 2001; Tsai and Wang, 2005) . All of them, however, take considerable time to complete. Because they apply stochastic search algorithms such as evolutionary algorithms, the defined objective functions must be evaluated many times to obtain reasonable results, and the differential equations must be solved every time the function is evaluated. A linear model offers an advantage, as the linear approach can liberate us from the difficulties of optimizing non-linear objective functions and solving differential equations [see, e.g. (Bansal and di Bernardo, 2007) ]. Yet the linear model is poorly suited for analyzing time-series data, given that it requires that the system is operating near a steady state (Yeung et al., 2002) .
Several researchers have proposed other inference methods to reduce the computational cost (Chou et al., 2006; Kimura et al., 2008; Veflingstad et al., 2004; Voit and Almeida, 2004; Yeung et al., 2002) . These methods are also based on sets of differential equations, but they are performed by solving the equations only a few times, or even without solving them at all. The first step for inference by these methods is to estimate the time derivatives of the gene expression levels (rates of transcription) from the observed time-series data. The next step is to infer the genetic network by minimizing the differences between the estimated derivatives and derivatives computed from the model. We thus must estimate the derivatives of the gene expression levels with great precision if we are to obtain reasonable network models using these methods. This can be a challenge, as the gradient information is easily disrupted by noise in the measurement data.
In this study, we propose a new inference method to overcome the drawbacks of the methods based on sets of differential equations. Because this method relies only on the signs of the time derivatives (whether the derivatives are positive, negative or zero), the derivatives can be estimated without great precision. The method can also be executed in very short computing periods, as it infers genetic networks by solving linear programming problems. While inference methods based on sets of differential equations generally provide models for the computational simulation, our method only infers the interactions between genes. This, we feel, will not limit the value of our method, as researchers are often interested only in the network structure of a target system. Through numerical experiments, we confirm that the proposed method can infer genetic networks correctly. Finally, we show that our approach relates to the S-system model (Voit, 2000) , a model often used to describe biochemical systems.
PROBLEM DEFINITION
This study defines the inference of a genetic network consisting of N genes as N discrimination tasks, each of which corresponds to one gene. A discrimination task is a problem to establish a classification rule (classifier) that enables us to assign a new observation into one of the predefined classes. The classification rule is generally established based on previously labeled training examples, i.e.
where x k is a feature vector, y k is its class label and K is the number of training examples applied. In our genetic network inference problem, the training examples for the n-th discrimination task corresponding to the n-th gene are
.., X N | t k represents the expression levels of all of the genes at time t k , and Y t k is the label of the class to which X| t k belongs. This study assigns 'plus', 'minus' or 'zero' to the class label Y t k according to the time derivatives of the expression level (rate of transcription) of the n-th gene at time t k , i.e.
The aim of the n-th discrimination task is to obtain the classifier capable of predicting the sign of dX n dt t from X| t . The Section 3 will describe the method to establish the classifiers.
When trying to infer a genetic network, our approach therefore needs to generate the training examples. In order to construct them, we must give both the gene expression levels and their derivatives, as mentioned above. Though DNA microarray technologies allow us to measure the levels of gene expression, we have yet to find a biological technique capable of measuring the derivatives of gene expression levels. As an alternative, the data we obtain by measuring the time-series of the gene expression levels allow us to estimate the derivatives using smoothing techniques (Chou et al., 2006; Vilela et al., 2007; Voit and Almeida, 2004) . In this study, in order to reduce the effect of noise, we apply some smoothing technique into the observed gene expression data. Oftentimes, there are great difficulties in using these techniques to precisely estimate the derivatives of the gene expression levels. Since the proposed method only utilizes the signs of the estimated derivatives, however, their values can be estimated without great precision. In order to cope with the lack of the precision, this study labels the training examples for the n-th discrimination task according to the following rules: (i) when the estimated derivatives of the expression level of the n-th gene at time t k is greater than σ and less than −σ , this study assigns 'plus' and 'minus', respectively, to the class label Y t k , where σ (> 0) is a threshold; (ii) otherwise, we assign 'zero' to Y t k . The threshold σ should depend on the given data. This value must be carefully determined in order to reduce the number of examples erroneously labeled. This study used the local linear regression (Cleveland, 1979) to estimate the derivatives of the gene expression levels from the noisy time-series data. In our noise-free experiments using artificial networks, on the other hand, we used no smoothing technique. In the noise-free experiments, in order to check the performance of the proposed method on perfectly noise-free environments, we computed the derivatives directly from the target models.
LEARNING OF THE CLASSIFIERS
As mentioned in the previous section, this study defines the inference of the genetic network as N discrimination tasks, each corresponding to one gene. To solve a genetic network inference problem, we thus must obtain N classifiers. This section will describe the method to obtain the n-th classifier corresponding to the n-th gene.
Discriminant function
The classifiers we apply in this study use the sign of the following discriminant function to classify the input data.
where the input vector X = X 1 ,X 2 ,...,X N represents the expression levels of all of the genes at a certain time, and the weight vector w = (w 1 ,w 2 ,...,w N ) and b are parameters. When f (X) > 0, f (X) < 0 and f (X) = 0, our classifier concludes that the input vector X belongs to the classes 'plus', 'minus' and 'zero', respectively. Thus, the purpose of the discrimination task of this study is to find the parameters w and b that allow us to classify the training examples correctly (Fig. 1 ). The function (2) is simple, as it is linear with respect to the logarithms of the components of the input vector X. The Section 5.4 will demonstrate the efficiency of this simple function in analyzing biochemical systems. When our method classifies the input vector X| t into the class 'zero', dX n dt t is estimated to be zero. Yet, as described in the previous section, we label the training examples as 'zero', even when their derivatives do not equal zero. Thus, we may fail even in constructing a classifier capable of classifying the training data with perfect accuracy. This is not relevant to our task, however, as our aim is not to obtain an accurate classifier, but to infer a genetic network. We thus use the classifier described above for the inference of genetic networks even though it fails to classify the training data with perfect accuracy. 
Learning algorithm
To obtain a reasonable classifier in this study, we must determine the parameters w and b of the discriminant function (2). Here, we accomplish this with a learning algorithm for a linear programming machine (LPM) (Graepel et al., 1999) , a variant of a support vector machine (SVM) (Burges, 1998) . We thus formulate the parameter estimation problem as the following function minimization problem.
where ξ When the training data have no examples corresponding to the class 'zero' (i.e. K 0 = 0), our function optimization problem (3) is identical to that for the LPM. Thus, the proposed method seeks to find a hyperplane f (X) = 0 that separates a set of the 'plus' examples from a set of the 'minus' examples. Further, this study also utilizes the training examples labeled 'zero' to determine the separating hyperplane f (X) = 0. Our method classifies the input data X to the class 'zero' only when f (X) = 0. As mentioned before, however, the training examples labeled 'zero' do not always reside in the separating hyperplane. When this is the case, the examples must exist at least near the hyperplane. We introduce this assumption into the parameter estimation using the penalty term C 2
As the optimization problem (3) can be converted into a linear programming problem (see the Supplementary Material), this study solves it using an interior point method (Mehrotra, 1992) .
When the n-th gene is not regulated by the m-th gene, the weight parameter corresponding to this regulation (w m ) is zero in our approach. Because genetic networks are known to be sparsely connected (Thieffry et al., 1998) , most of the weight parameters should therefore be zero. When the learning algorithm for the LPM is applied, on the other hand, we can obtain a discriminant function whose weight vector w is sparse (Graepel et al., 1999) . Thus, the proposed method implicitly employs a priori knowledge about the genetic network.
INTERPRETATION OF THE CLASSIFIERS
The classifier corresponding to the n-th gene contains information about genes that regulate the n-th gene. This section will describe a method to extract this information from the classifier.
Several inference methods use the sensitivity coefficient,
dt , to ascertain whether the n-th gene is regulated by the m-th gene [see, e.g. (Kimura et al., 2008)] . A large absolute value of the sensitivity coefficient indicates that the m-th gene strongly regulates the n-th gene. Further, the sign of this coefficient tells us whether the regulation of the n-th gene from the m-th gene is positive or negative. Our approach uses this idea to extract information about regulations, although it cannot apply the sensitivity coefficient directly.
When the parameter w m in the discriminant function (2) is positive, the increase in X m always increases the value of the discriminant function f (X). Therefore, the sufficient increase in X m can change the classification result from 'minus' to 'plus'. This change indicates that the sensitivity coefficient is positive, as the classes of this study represent signs of the derivatives of the n-th gene. Similarly, the negative value of w m indicates a negative sensitivity coefficient. The weight parameters w m 's therefore provide information on interactions between genes. This study thus concludes that the m-th gene positively and negatively regulates the n-th gene, when w m ≥ T h and w m ≤−T h , respectively, where T h is a threshold. Otherwise, we infer no regulation of the n-th gene from the m-th gene. As the threshold, this study uses
The parameter b is estimated along with the weight parameters w m 's. This parameter is associated with the rate constants of the S-system model (Voit, 2000) , as described in the Section 5.4. It is not used, however, to infer interactions between genes.
NUMERICAL EXPERIMENTS
In this section, we attempt to confirm the effectiveness of the proposed method by applying it to two artificial genetic network 
Experiment 1: small-scale network
The first experiment confirms that our method is capable of inferring a genetic network correctly.
Experimental set up
An S-system model (Voit, 2000) consisting of five genes (N = 5) is used as the target network to be inferred. The S-system, a model often used to describe biochemical networks [see, e.g. (Cho et al., 2006; Chou et al., 2006; Kimura et al., 2005; Savageau, 1969; Voit and Almeida, 2004) ], is structured as a set of non-linear differential equations of the form
where X n is the expression level of the n-th gene, α n and β n are multiplicative parameters called rate constants and g n,m and h n,m are exponential parameters called kinetic orders. The model parameters of the target network and its structure are shown in Figure 2 (Hlavacek and Savageau, 1996) . As the target network consists of 5 genes, our approach must obtain 5 classifiers to solve this genetic network inference problem. The inference problem of this system has been often used as a benchmark for the inference methods of genetic networks (Cho et al., 2006; Chou et al., 2006; Kikuchi et al., 2003; Kimura et al., 2005 Kimura et al., , 2008 Liu and Wang, 2008; Tsai and Wang, 2005) . As the observed gene expression patterns, 15 sets of time-series data, each covering five genes, were computed from the differential equations (5) on the target model. No measurement noise was simulated in the computed data. The sets began from randomly generated initial values in [0.0,2.0], and 11 sampling points for the time-series data were assigned to each gene in each set. The number of training examples of each discriminant problem corresponding to each gene K was therefore 15×11 = 165. The time derivatives of the gene expression levels were directly computed from the model, but once computed they were only used to label the training examples. In the experiments, the target network was inferred only from the generated training examples. Figure 3 shows a typical network structure inferred from the classifiers obtained. As the figure shows, the inferred networks included several erroneous regulations that are absent in the target model (i.e. FP regulations) and lacked several regulations that are present in the target network (i.e., FP regulations). The numbers of FP and FN regulations were 3.70±1.90 and 1.90± 0.30, respectively, on average. Thus, the recall and precision of the proposed approach were 0.854±0.023 and 0.763±0.096, respectively. The recall and the precision are defined as
Result
where TP, FN and FP are the numbers of true-positive, falsenegative and false-positive regulations, respectively. The proposed method inferred several FP regulations in each of the trials conducted, and these FPs varied from trial to trial. In addition, although the absolute values of the weight parameters w m 's of the FP regulations were larger than the threshold T h described in the Section 4, most of them were smaller than those of the TP regulations. The regulations that our method failed to infer, meanwhile, were the same in all of the trials (i.e. the positive and negative regulations of the third gene from the second gene). This failure is probably attributable to X 2 , which contributes to both the production and degradation of X 3 with the same kinetic order (Chou et al., 2006) . The proposed method is poorly suited to infer these regulations, as each of them cancels the contribution to the third gene by the other.
We compared the proposed method with the other inference methods based on sets of differential equations (Table 1) . Though we lacked available data on the recall and precision of most of the other methods, their inference abilities seemed to exceed that of the proposed method, given that they estimated reasonable kinetic parameters. In addition, although we can use the kinetic parameters estimated by the other methods for computational simulation, our The structure is not completely identical >10 h (Kikuchi et al., 2003) to the true system. (Pentium III 933 MHz × 1040 CPUs) The coevolutionary method It is unable to estimate the S-system parameters 89.0 min (Kimura et al., 2005) with perfect precision.
(Pentium III 933 MHz × 8 CPUs) The method with a collocation The S-system parameter values are nearly identical 2.84 h approximation (Tsai and Wang, 2005) to the true values.
(Pentium IV 2.4 GHz) The decoupling method
The S-system parameters associated with X 3 were 6.38 min (Chou et al., 2006) not all identified.
(A single-CPU personal computer) The method based on reduced Recall 0.854±0.041 5.07 min NGnet models (Kimura et al., 2008) Precision 0.911±0.112 (Pentium IV 2.8 GHz)
method provides no estimation of the kinetic parameters. Through this omission, however, we gain the benefit of a much shorter computation time. In much of the research, the structure of the target network is the only topic of interest. When this is the case, the shorter computation time of our method is the preferable feature. Our method running on a single-CPU personal computer (Pentium IV 2.8 GHz) required about 0.12 s to obtain one classifier. The proposed method, therefore, required about 0.12×5 = 0.6 s to infer the genetic network consisting of five genes. Our method was thus more than 500 times faster than the other inference methods that can provide us with models for computational simulation. Note that, when we use an inference method based on a set of linear differential equations, it can be expected to bring us models available for computational simulations with short computation times. The linear model, however, requires that the system operates near a steady state (Yeung et al., 2002) . As our approach requires no such assumption, we can use it to analyze data that cannot be applied to the linear approach. Veflingstad et al. (2004) , on the other hand, have proposed another method for the inference of biochemical networks. Although their method is based on sets of differential equations, that are made by simplifying the S-system model, its main purpose is to infer a network structure. When the method was applied to the same problem that we used here, it reportedly succeeded in obtaining a reasonable network structure with a short computational time. Their method, however, still requires estimating the derivatives of the gene expression levels precisely.
Experiment 2: noisy environment
Next, we check the performance of the proposed method in a realworld setting by conducting an experiment with noisy data.
Experimental set up
The inference abilities of the inference methods may depend on the structure of the target network. The second experiment was therefore performed using S-system models of different network structures with 30 genes (N = 30). We generated the target networks of different structures by changing the parameters of the S-system model. When trying to determine the model parameters corresponding to the n-th gene, we randomly chose an integer k from a power-law distribution with a cutoff of 5. Then, k genes were randomly selected from all of the genes contained in the network. The kinetic orders g n,m 's corresponding to the regulations of the n-th gene from the selected genes were randomly chosen from [−1.0,1.0], and the kinetic order h n,n was set to 1.0. The rest of the kinetic orders were set to 0.0 and the rate constants α n and β n were set to 1.0. This study changed the network structure on every trial. As the performances of inference methods also depend on the amount of time-series data given, different numbers of time-series datasets were used for the experiments. The time-series datasets were obtained by solving the differential equations (5) on the target networks. Each dataset consisted of the expression levels at 11 time points. The measurement noise was simulated by adding 10% Gaussian noise to the computed time-series data. In order to generate training examples from the given time-series data, we used the local linear regression (Cleveland, 1979) , an interpolation technique. All of the other experimental conditions were the same as those used in the previous experiment. Figure 4 a and b show the recalls and precisions of the proposed method, respectively, in the experiments set up with different amounts of noisy-time series data. The figures also show the performance in the same experiments with noise-free data. As the figures indicate, the performance of the proposed method improves as the amount of data increases, even when the data are polluted by noise.
Result
The figures also demonstrate that the proposed method outputs a more reasonable network when noise-free data are given. Even so, the networks inferred from the noise-free experiments still seem to be erroneous when compared with those inferred by other inference methods based on sets of differential equations. To cite just one example: the recall and precision of the method based on reduced NGnet models (Kimura et al., 2008) in the experiments with 20 sets of the noise-free data were 0.884±0.048 and 0.845±0.122, respectively, whereas those of the proposed method were 0.902± 0.027 and 0.519±0.023, respectively. The proposed method relies too little on the information about the derivatives of the gene expression levels. To reach higher levels of recall and precision, it requires more noise-free data than the other inference methods. Note, however, that the actual gene expression data are generally polluted by noise. Because the information on the signs of the derivatives used by our method is robust to noise, the inference ability of the method was comparable with those of the other methods in noisy environments. The recall and precision of the proposed method in the experiments with the 20 sets of the noisy data were 0.814±0.042 and 0.255±0.016, respectively. When the method based on reduced NGnet models used the same data, the recall and precision were 0.705±0.086 and 0.531±0.109, respectively. The difference in computation times, however, was remarkable: the method based on reduced NGnet models required 5.75 h to complete the computation on a single-CPU personal computer (Pentium IV 2.8 GHz), while our method completed the calculation in only 17.2 s on the same computer.
The proposed method was then compared with the method based on a different kind of model, i.e. a dynamic Bayesian network (DBN) model (Yu et al., 2004) . The recall and precision of the method based on the DBN model in the experiments with 20 sets of the noise-free data were 0.439±0.025 and 0.985±0.020, respectively, and those with the noisy data were 0.414±0.036 and 0.976±0.037, respectively. As the DBN method uses the local search to obtain results, this study performed 30 000 trials with changing an initial estimate of the network. The computational time of the 30 000 trials was 6.60 min on a personal computer (Core2Duo 1GHz) on average. The performance of the proposed method thus seems to be comparable to that of the method based on the DBN model. However, the DBN method cannot infer the type of the regulations (i.e. whether the regulation of the n-th gene from the m-th gene is positive or negative). 
Experiment 3: actual genetic network
Finally, we applied the proposed method into the actual inference problem of the SOS DNA repair system in E.coli (Sutton et al., 2000) . This system involves lexA, recA and more than 30 genes directly regulated by lexA and recA. In a normal state, a master repressor, LexA, is bound to the interaction sites in the promoter regions of these genes. When DNA is damaged, one of the SOS proteins, RecA, senses the damage and mediates LexA autocleavage. The drop in LexA level, in turn, halts the repression of the SOS genes. Once the damage has been repaired, RecA stops mediating LexA autocleavage, LexA accumulates and represses the SOS genes and the cells return to their original state.
From the expression data measured by Ronen et al. (2002) (http://www.weizmann.ac.il/mcb/UriAlon/Papers/SOSData/), we tried to infer the genetic network of the six genes, i.e. uvrD, lexA, umuD, recA, uvrA and polB (N = 6) . Though the data contain four time-series datasets, we used only two of them (the third and fourth sets), as those two had been measured under the same experimental condition. As each time-series dataset consisted of 50 measurements, the number of training examples K was 2×50 = 100. The ranges of the expression levels of the six genes differed greatly from gene to gene. Thus, we applied a single value for the threshold σ by normalizing the data corresponding to each gene against a maximum value. The normalized data were then smoothed by the local linear regression. A value of 10 −6 was assigned to expression levels whose values were less than 10 −6 , as our method is incapable of treating expression levels whose values are zero. The threshold for labeling the training examples σ was 0.001, and all of the other parameters were the same as those in the previous experiments.
The network structure inferred by the proposed approach is shown in Figure 5 . Our method obtained this network in 0.5 s on a single-CPU personal computer (Pentium IV 2.8 GHz). As the figure shows, our method successfully inferred the regulation of lexA from recA. The method also succeeded in finding the regulations of all of the genes from lexA. In contrast to the networks inferred by the methods of Cho et al. (2006) and Kimura et al. (2008) , however, these regulations from lexA were positive. The regulation of umuD from recA, inferred by the proposed method, also appears to be reasonable, as it is contained in a network now known (Gardner et al., 2003) . Most of the other regulations contained in the obtained network should be FP.
Since it is difficult for the proposed method to control the number of regulations inferred, the obtained networks would generally contain a number of FP regulations. To persuade biologists to use the results obtained from our method, we will need to ensure the reliability of the inferred regulations. In a future work, we must modify the proposed method for this purpose.
Discussion
Here, we will reveal the relation between the proposed method and the S-system model given by the Equation (5).
Let us assume that the time derivative of the expression level of the n-th gene at a certain time is positive (i.e. 
Taking the logarithms of both sides of the inequality above, we get
Designating logα n −logβ n as B and g n,m −h n,m as W m , we obtain the following inequality.
Similarly, when 
respectively. When the S-system model is used to describe genetic networks, the expressions (8), (9) and (10) suggest that the sign of the following function corresponds to the sign of the derivative of the expression level of the n-th gene.
where X = X 1 ,X 2 ,...,X N represents the expression levels of all of the genes, B is logα n −logβ n and W m is g n,m −h n,m . The shapes of the function (11) and the discriminant function (2) used in the proposed method are the same. This proves that the proposed method relates to the S-system model. Given that some of the fundamental properties of biochemical systems are inherent in the S-system model, the model appears to be suitable for analyzing these systems.
Thus, the proposed method can also be assumed to be efficient for the inference of genetic networks. As described above, the discriminant function (2) of this study relates to the S-system model. Therefore, the parameters w and b obtained by the proposed method are likely to facilitate the estimation of the S-system parameters in the inference methods based on the S-system model. Akutsu et al. (2000) have proposed a similar idea. Our group is now planning to develop a method that uses w and b for the estimation of the S-system parameters.
In the genetic network inference problem described in the Section 5.1, the proposed method invariably failed to infer the regulations of the third gene from the second gene. The results obtained here tell us that the optimal parameter value of these regulations equals 0 in our discriminant function. Our method is incapable of inferring any regulation when the corresponding parameter value is 0. Similarly, our information extraction method described in the Section 4 is inappropriate when X m promotes or suppresses both the synthesis and the degradation of X n (i.e. either both g n,m and h n,m are positive or negative). In these cases, our method cannot avoid inferring erroneous regulations.
CONCLUSION
In this study, we defined the genetic network inference problem as a series of discrimination tasks. Based on this problem definition, we proposed a new inference method to be performed with a LPM. As the proposed method uses the signs of the time derivatives of the gene expression levels, there is no need to estimate the derivatives precisely from the observed gene expression patterns. Results from our experiments confirmed that the proposed method can infer genetic networks correctly in short computation times. In the discussion, we revealed the relation between the proposed method and the S-system model. Now that the S-system model is recognized as a suitable model for analyzing biochemical systems, our method will be efficient for the same task. Our method provides no estimation of the kinetic parameters, but infers the structure of a target network only. It will serve well, however, for any biologists interested solely in the network structure.
As mentioned before, we have formulated the inference of genetic networks as discrimination tasks. To construct the training examples for these tasks, we must estimate the derivatives of the gene expression levels. The performance of the proposed method is scarcely affected by noise, however, as the method uses only the signs of the derivatives. When we can estimate them precisely, in the meanwhile, other inference methods based on a set of differential equations (e.g. (Chou et al., 2006; Kimura et al., 2008; Veflingstad et al., 2004; Voit and Almeida, 2004; Yeung et al., 2002) ) might output more reliable results.
Training data for a binary discrimination task generally must consist of both examples labeled one class and examples labeled the other. Similarly, when trying to solve the defined discrimination tasks, both 'plus' and 'minus' examples should be provided as the training data. When the expression level of a gene changes monotonically, however, the training data for the discrimination task corresponding to the gene will only contain examples of one sign, 'plus' or 'minus'. The proposed method is incapable of finding regulations of the gene in these cases. To infer these regulations, we must resolve the monotone increasing or decreasing in the gene expression data by measuring them over sufficient time.
