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Sharp variational expressions are given for the equilibrium state probabilities of a 
finite Markov chain, along with an iterative scheme that drives the upper and lower 
bounds inward and converging geometrically. ‘i‘ 1987 Academx Press, Inc. 
1. INTR00ucT10~ 
Consider a stationary finite Markov chain with states numbered 
1, 2 ,..., N and transition probability matrix P = [Pii], d ,, , ~ N 
pij 3 03 ,;, pi,= 1. 
We assume P is both unichained and aperiodic. The former means that only 
one closed communicating set of states exists, hence a unique solution 
rr 2 0, exists to the equations 
n=rlP, 2 rci=l (1.1) 
,=I 
for the equilibrium distribution of P. The latter means that 
lim (P”),i=nj- (P*),, 
n-02 (1.2) 
i.e., the limit exists and is independent of i. Note both assumptions allow 
transient states, where rci = 0. Note also that any unichained P can be made 
aperiodic, without altering n, via the transformation P t (1 -a) P + al 
with O<a< 1. 
This paper exhibits variational bounds on the components of the 
equilibrium distribution, as well as a new iterative scheme which drives the 
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upper and lower bounds inward. The bounds involve the adjoint, or dual, 
variables to the rci)s in (l.l), hence the title of this paper. 
The variational bounds are an extension to the simple property that, for 
each state k, [S, p. 1733 
min (P”)$ d nk < max (p”)jk n = 1, 2, 3,... (1.3) 
I<j<N I<j<N 
which follows from x = ~cP”. In addition, the bounds in (1.3) are monotone 
inward as n increases, and converge geometrically with n. Consequently one 
approach for bounding rc is to compute the matrix powers P, P2, P4, P*, 
PIG,... and use (1.3). Unfortunately this requires prohibitive computer time 
and memory if N is large, and destroys whatever sparseness i present in P. 
The variational approach generalizes (1.3) as follows. 
THEOREM 1. Variational bounds. Let P be unichained. Then for any state 
k and any x E EN, 
I~,i~N[6jk+(PX-X)j] GnkG ,yJ?TN[6jk+ (f’x-X)jI, 1 <k<N (1.4) 
. . . . 
(where Sjk = 1 if j = k, and =0 otherwise). The bounds are sharp when 
xi = Z, + constant, lbi<N, (1.5) 
where Z= [Z-P + P*]-1 is the fundamental matrix of P [2]. 
With the special choice xi= [Z+ P+ ... + Pn-‘],k + yi for all i, the 
bounds in Theorem 1 transform into 
min [(pn)jk + CpY -Y)jl G nk 6 ,T,$-N[(pn!, + CpY -Y)jl, l<k<N, 
I<j<N . . 
(1.6) 
for any n > 1 and any y E EN, and are sharp when 
yj = (ZPn), + constant, l<i<N. (1.7) 
The bounds in (1.6) generalize ( 1.3) in such a way as to be sharp for 
appropriate choice (1.7) of y. When y =O. (1.6) reduces directly to (1.3). 
The bounds in (1.4) and (1.6) have the advantage of being tight for small 
values of n, thereby reducing computational effort. But they have the dis- 
advantage of working for only one choice of k at a time, so that bounding 
the entire equilibrium distribution rc requires N-fold effort. The “optimal” 
trial functions (1.5), (1.7) are nonintuitive and a good trial function for one 
k provides little insight into good choices for other k’s. As partial compen- 
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sation for these disadvantages, the variational bounds (1.4) lead to a simple 
iterative scheme for monotonically converging bounds on rrk: 
THEOREM 2. Iterative scheme. Let P be unichained and aperiodic. Fix k 
and r, 16 k, r 6 N. For any choice of x(O) E EN, the iterative scheme 
XI”+ ‘)= (6,, + [Px’“‘]i} - {6,, + [Px’“‘],}, l<i<N, 
generates a sequence {x(“‘} E EN approaching [Z, - Z,,] geometrically. 
Consequently the bounds in (1.4) move monotonically inward, and converge 
geometrically to xk, when evaluated at x = xc”‘. 
This iterative scheme has much smaller computer memory requirements 
than (1.3), and is especially convenient if P is sparse, but suffers from the 
deficiencies stated after Theorem 1: an N-fold effort to bound all com- 
ponents of rc, and the lack of insights into obtaining a good starting point 
x(O), one which approximately satisfies (1.5). 
2. PROOFS 
Proof of Theorem 1. The solution uniqueness to (1.1) implies that 7ck is 
given by the linear program 
y, I yeEN, 2 y,=l, y(Z-P)=O, y>O (2.1) 
i=l 
Taking the dual and introducing dual variables w and x, 
rck=max{w 1 WEE’,XEE~, w and x unconstrained in sign, 
w + (x - Px), d 6, for all j}. 
Taking w as large as the constraints permit, 
7rnk=max min [S,+(Px-x),] 
xcEN I<j<N 
which gives the lower bound in (1.4). The upper bound in (1.4) is similarly 
derived by rewriting (2.1) with “min” replaced by “max.” 
Sharpness of the bounds when (1.5) holds follows from 
(P-zI)z=p*-I. 
An alternative proof of Theorem 1 is based upon the observation that rck 
is the gain rate of an undiscounted Markov decision process [ 1 ] with one 
policy, transition probability matrix P, and expected one-step reward in 
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state i given by qi= 6,. The gain rate is (rc, q) = zk and relative value of 
state i is 
vi= (Zq),=Z+ (2.2) 
Then Odoni’s bounds on the gain rate [3] are given by (1.4), and it is 
known that Odoni’s bounds are sharp when x = v. Q.E.D. 
Proof of Theorem 2. If P is unichain and aperiodic, it is known that 
White’s “value-iteration” scheme 
ujn+‘)= [q+ Po’“‘]i- [q+ PO’“‘],, 1 <i<N, 
converges to [vi - u,] [4, 5, 71, does so geometrically [6], and that 
Odoni’s bounds move monotone inward when x = u@) + constant [ 31. 
Q.E.D. 
3. ESTIMATING EXPECTED VALUES 
The dual bounds are also useful for estimating expected values of the 
form 
i=l 
where q = [qi] is given and the rc’s are unknown. (P is assumed unichain so 
7~ is unique.) If, for example, qi is 1 or 0 accordingly as i E S or i $ S, then g 
is the equilibrium probability of being in set S, and this occurs as an over- 
flow probability or tail probability. Similarly, if qi measures queue length 
(or load) in state i, then g supplies the expected queue length or waiting 
time. 
The bounds for g are derived from the observation that (3.1) is the gain 
rate of a Markov decision process with one policy and one-step reward qi 
when in state i. Odoni’s bounds are 
min [q+ PX-X]i6 86 max [q+Px--Xlj 
IQIGN l<i<N 
(3.2) 
for any x E EN, the bounds being sharp when 
xi = Zqi + constant, l<i<N. (3.3) 
Making the substitution x = [Z+ P + . . . + P”- ‘1 q + y, these bounds 
become 
min [P”q+P~-~]iCg~l~,~NCp”q+pY-L’l, 
l<i<N . . 
(3.4) 
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for any y E EN and any n 3 1. These bounds are sharp when 
yi = P”Zq, + constant, 1 di,<N. (3.5) 
The iterative scheme (value-iteration) which generates {x(“)) such that 
the bounds in (3.2) are monotone inward and converge geometrically to g 
(if P is unichain and aperiodic) is [l, 4, 71 
XI”+ ‘)= [q + Px(“)];- [q + Px’“‘],, ldi<N, n=O, 1,2 ,..., (3.6) 
where x(O) is arbitrary and state r, 1 < r d N, is arbitrary but fixed. xi”) will 
converge geometrically to Zqi - Zq, and the bounds (3.2) will become 
sharp. 
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