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Résumé 
Les aérosols atmosphériques (par exemple les matières particulaires ou PM) sont une 
source majeure d’incertitude dans les modèles climatiques. Plusieurs études ont démontré que 
des concentrations élevées de PM réduisent l’espérance de vie. Les aérosols organiques 
secondaires (Secondary Organic Aerosols en anglais, SOA) sont formés dans l’atmosphère à 
partir des précurseurs gazeux à travers les réactions chimiques et les SOA représentent des 
composants majeurs de la masse des PM à l’échelle mondiale. Afin de mieux comprendre les 
processus chimiques responsables de la formation des SOA, un modèle en 0-D est élaboré 
pour simuler dynamiquement l’évolution des espèces organiques dans une parcelle d’air qui 
subit une oxydation photochimique produisant des SOA. Le modèle incorpore des paramètres 
récemment publiés pour la formation des SOA à partir des composés organiques volatiles 
(VOCs), ainsi que des composés organiques semi-volatiles et des composés organiques à 
volatilité intermédiaire (SVOCs et IVOCs). Le modèle est restreint par plusieurs mesures de 
précurseurs, incluant des mesures récemment développées qui fournissent des contraintes 
grandement améliorées sur les concentrations des précurseurs, et les prédictions sont 
comparées par rapport aux mesures des SOA prises au cours de la campagne CalNex. Lorsque 
les effets des pertes sur les parois des chambres à smog sont considérés pour les rendements 
des VOCs, la quantité et la vitesse de la formation des SOA dans le modèle sont plus en 
accord avec les observations. Les résultats de cette étude indiquent que les SVOCs et les 
IVOCs primaires sont responsables de la majorité (70 à 86 %) de la masse de SOA modélisée, 
accentuant leur grande contribution en tant que précurseurs des SOA. Cependant, la masse de 
SOA simulée est sous-estimée à des temps courts d’oxydation lorsque comparée aux données 
sur le terrain, mais à des temps plus longs, un accord modèle/mesures est observé. Cet écart 
peut être dû à un ΔIVOC/ΔCO ratio d’émission bas ou une sous-estimation basse des 
constantes d’oxydations des IVOCs, ce qui met en évidence la nécessité de poursuivre les 
études sur le terrain et dans les laboratoires de ces composés. 
 
Mots-clés : Modèle, qualité de l’air, rendements des SOA, volatilité, oxydation 
photochimique, PM2.5, VOCs, IVOCs, SVOCs, SOA 
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Abstract 
Atmospheric aerosols (i.e. particulate matter or PM) are a major source of uncertainty 
in climate models. Many studies have also shown that elevated concentrations of PM reduce 
life expectancies. Secondary organic aerosol (SOA) is formed in the atmosphere from gaseous 
precursors through chemical reactions and SOA represents a major component of PM mass 
globally. To better understand the chemical pathways responsible for SOA formation, a box 
model is designed to simulate dynamically the evolution of organic species in an air parcel as 
it undergoes photochemical oxidation producing SOA. The model incorporates recently 
published parameterizations for the formation of SOA from volatile organic compounds 
(VOCs), as well as from semi-volatile and intermediate-volatility organic compounds (SVOCs 
and IVOCs). The model is constrained by several measurements of precursors, including 
recently developed measurements that provide greatly improved constraints on precursor 
concentrations, and the predications are compared against measurements of SOA taken during 
the CalNex campaign. When accounting for the effect of chamber wall-losses on VOC yields, 
the amount and rate of SOA formation in the model is more consistent with observations. The 
results of this study also indicate that the primary SVOCs and IVOCs are responsible for a 
majority (70 – 86 %) of the model SOA mass, emphasizing their high contribution as SOA 
precursors. However, the SOA mass predicted is underestimated at shorter photochemical ages 
when compared to field measurements, but at longer ages, model/measurement agreement is 
observed. This bias may be due to low IVOC/CO emissions ratios or low estimated IVOC 
oxidation rate constants, which highlights the need for further field and laboratory studies of 
these compounds. 
 
Keywords: Model, air quality, SOA yields, volatility, photochemical oxidation, PM2.5, VOCs, 
IVOCs, SVOCs, SOA 
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Chapitre 1: Introduction 
1.1 Aérosols atmosphériques 
1.1.1 Classification et composition 
Les aérosols sont des particules solides ou liquides suspendues dans l’atmosphère 
ayant un diamètre variant approximativement de 0.01 à 10 µm. L’accumulation ou le mélange 
de ces aérosols atmosphériques se définit comme les matières particulaires (Particulate Matter 
en anglais, PM). Les PM sont considérés comme un mélange très complexe puisqu’elles 
contiennent autant de matériel inorganique qu’organique. Les PM se distinguent les unes des 
autres selon leur diamètre (en µm). Les propriétés telles que la taille, la forme et la 
composition chimique permettent de différencier chaque type d’aérosols. À cause de leurs 
effets sur la santé et le climat, la taille est une propriété importante des aérosols non 
seulement, parce qu’elle permet d’identifier leurs sources (voir sections 1.1.2 et 1.1.3).1 Le 
schéma résumant le cycle de vie des aérosols et les différentes tailles possibles qu’ils peuvent 
avoir est montré dans la figure 1.1 ci-dessous. Les particules ayant un rayon plus petit que 
0.01 μm sont appelées des aérosols de particules ultrafines qui proviennent généralement des 
réactions de nucléation. Plusieurs gaz émis dans l’atmosphère, tels que l’acide sulfurique, 
l’ammoniac et les composés organiques volatils (VOCs) sont les précurseurs principaux de ces 
particules.
2-3
 Ces dernières peuvent encore changer de taille et de composition en subissant des 
réactions de condensation ou de coagulation avec d’autres particules, formant ainsi des 
particules fines avec un plus gros rayon. Des débris de la végétation, de la poussière et des 
embruns marins (rayon variant de 1 à 10 μm) sont émis directement dans l’atmosphère grâce à 
l’action du vent sur la surface de la terre.2  
Il est également à noter que les aérosols peuvent être éliminés de l’atmosphère par 
deux mécanismes dépendamment des conditions météorologiques, la taille et la phase dans 
laquelle se trouvent les particules. Le premier type de déposition se défini comme « sec » 
lorsque les particules tombent sur le sol directement. Ce processus peut prendre plusieurs jours 
ou semaines et ce type de dépôt s’effectue généralement avec les aérosols ayant un gros rayon 
 2 
(1 à 10 µm). En raison de leur taille, ils demeurent moins longtemps en suspension dans 
l’atmosphère avant de se déposer sur le sol, puisque leur vitesse de sédimentation est plus 
grande que celle des particules fines. Le deuxième type de déposition se produit lorsque les 
particules sont englobées dans des gouttelettes d’eau formées par les nuages et qu’elles 
retombent au sol sous forme de pluie.
1
  
 
Figure 1.1 Processus chimiques et physiques responsables de la formation et de 
la déposition des aérosols.
2
 
Plusieurs chercheurs ont mesuré la composition ainsi que la concentration des aérosols 
à travers le monde et leurs résultats sont montrés dans la figure 1.2 ci-dessous.
4-5
 L’analyse   a 
été effectuée à l’aide d’un spectromètre de masse d’aérosols (Aerosols Mass en anglais, AMS) 
et les résultats proviennent des matières particulaires ayant un rayon de 1 μm et moins (PM1). 
Chaque emplacement échantillonné est défini à l’aide de différentes couleurs de texte selon sa 
population. Les villes urbaines sont inscrites en bleu tandis que les villes rurales sont inscrites 
en rose. Les mesures ont également été effectuées dans des villes en banlieue à l’intérieur d’un 
rayon moindre d’environ 160 km et elles sont inscrites avec du texte noir. Selon les analyses, 
les aérosols contiennent les composés non réfractaires suivant : le nitrate (NO3
-
, en bleu), le 
sulfate (SO4
2-, en rouge), l’ammonium (NH4
+
, en jaune) et les aérosols organiques (Organic 
 3 
Aerosols en anglais, OA, en vert). Le carbone noir et les poussières minérales sont aussi des 
constituants d’aérosol importants, mais ils ne sont pas montrés dans cette figure, puisque ce 
sont des composés réfractaires, c’est-à-dire les composés qui résistent à des hautes 
températures ou non-volatils. Donc, seulement les composés semi-volatils qui sont évaporés à 
600 °C sont analysés. Comme il est possible de remarquer, la plupart des emplacements 
affichent une fraction majoritaire des OA. 
 
Figure 1.2 Composition des aérosols non-réfractaires d’une PM1 à travers le 
monde déterminée par l’AMS.4  
1.1.2 Études de la formation des SOA 
Les OA peuvent être catégorisés en deux groupes selon leurs sources. Les aérosols 
provenant des moteurs de voitures, de la cuisson ou bien des phénomènes naturels/biogéniques 
sont nommés les aérosols organiques primaires (POA) s’ils sont directement émis dans 
l’atmosphère. De l’autre côté, les aérosols organiques secondaires (SOA) sont les produits 
résultant de diverses réactions chimiques survenues dans l’atmosphère, tels que la 
condensation, la nucléation et l’oxydation.6 Les précurseurs des SOA sont habituellement des 
 4 
composés en phase gazeuse, par exemple, les composés organiques volatils (VOCs). Des 
mesures de la composition des OA à travers le monde ont déjà été rapportées dans la littérature 
et les résultats obtenus à l’aide d’un spectromètre de masse d’aérosols (AMS) sont montrés 
dans la figure 1.3. La fraction ayant la couleur grise représente les OA de type hydrocarbures 
(HOA) tandis que l’autre contribution correspond aux OA oxydés (OOA). Ces deux 
compositions sont l’équivalent des POA et des SOA respectivement. La concentration 
moyenne des OA est proportionnelle à la densité de la population étant donné que les activités 
anthropogéniques contribuent fortement à formation des aérosols.  
 
Figure 1.3 Composition des aérosols organiques à travers le monde
4
 
Comme les OA représentent la majorité de la composition d’un aérosol (voir figure 
1.2), le sujet de recherche est centré sur les OA et plus particulièrement sur les SOA. En effet, 
la figure 1.3 suggère que les SOA sont prédominants dans les 3 régions observées. Les OA, 
donc les SOA, ont un effet négatif sur la santé humaine
7
 et ils jouent un rôle important dans le 
bilan énergétique mondial.
8
 Ces deux aspects seront traités plus en détail dans les prochaines 
sections. Une compréhension de l’origine et de la formation des SOA est nécessaire pour avoir 
une meilleure connaissance de leur impact sur la santé et le climat. 
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1.1.3 Impact sur la santé 
Il a été observé au cours du dernier siècle que des épisodes sévères de pollution 
atmosphérique, dues à des activités anthropogéniques, augmentaient de façon significative les 
maladies et le taux de mortalité de la population.
9
 Des études récentes ont été rapportés que la 
pollution atmosphérique cause 5,5 millions de décès par année dans le monde.
10
 De plus, la 
moitié de ces décès surviennent en Chine et en Inde qui sont des pays en forte croissance 
économique.
11
 Les causes principales de cette pollution viennent des particules émises par les 
centrales et de la combustion des moteurs et du bois, dont les matières particulaires ayant un 
rayon égal ou moindre à 2,5 µm (PM2.5). Sa valeur limite est fixée entre 25 et 35 µg m
-3
 (30 µg 
m
-3
 pour les standards pancanadiens)
12
. L’organisation mondiale de la Santé (OMS) 
recommande, pour les PM2.5, une valeur moyenne annuelle de 10 μg m
-3
 et une valeur 
moyenne de 25 μg m-3 sur 24 heures comme seuils.13 Selon le bilan environnemental de la 
qualité de l’air publié en 2014, les PM2,5 et l’ozone sont les principaux polluants  contribuant à 
la mauvaise qualité de l’air à Montréal.12 Les PM2,5 constitue l’intérêt de la recherche présenté 
dans ce mémoire, donc l’ozone ne sera pas discuté en profondeur. 
Il est possible de visualiser la taille réelle d’une PM en utilisant un cheveu ou un grain 
de sable comme référence (voir figure 1.4 ci-dessous).
14
 Un cheveu a un diamètre pouvant 
varier de 50 à 70 µm, soit 5 à 7 fois la grosseur d’une particule de 10 μm (représenté par les 
sphères bleues). La poussière est un exemple de PM10. Les PM2,5, représentées en sphères 
roses sont plus petites (4 fois moins la grosseur des PM10) peuvent seulement être vues qu’à 
l’aide d’un microscope. En raison de leur petite taille, ces deux types de PM sont facilement 
inhalés par l’être humain et se déposent par la suite dans les alvéoles pulmonaires pour ensuite 
se rendre dans le sang. Le système respiratoire est donc perturbé et plusieurs maladies 
respiratoires et cardio-vasculaires en déroulent. Les exemples sont l’athérosclérose, l’AVC et 
l’infarctus.7 Il a même été rapporté dans les nouvelles que la pollution atmosphérique est 
classée comme le 4
e
 plus grand facteur de décès.
10
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Figure 1.4 Comparaison de la taille des PM10 et PM2,5 avec un cheveu et un sable de 
plage. Figure tirée du site de l’Environmental Protection Agency des États-Unis, EPA.14 
 Des chercheurs, dont Pope et al., ont étudié la corrélation entre l’espérance de vie et la 
concentration des PM2.5 afin de mieux comprendre l’effet à long terme lors de l’exposition à 
ces particules.
15-16
 Un des résultats obtenus suite à cette étude est affiché dans la figure 1.5, où 
le graphique montre l’impact des PM2,5 sur l’espérance de vie à travers quelques villes aux 
États-Unis. Le recensement a été effectué entre les années 1978 et 1982. Il est à remarquer que 
la concentration des PM2,5 mesurée dans les 3 villes affichées sur le graphique dépasse la 
valeur seuil recommandée par l’OMS qui est de 10 µg m-3 comme mentionné plus tôt. De 
plus, l’espérance de vie diminue à une concentration élevée de PM2,5. Les conclusions tirées 
de cette étude démontrent bel et bien que les PM augmentent la probabilité de développer des 
maladies cardio-vasculaires.
16
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Figure 1.5 Observation de l’espérance de vie entre 1978 et 1982 à travers les villes aux 
États-Unis.
15
   
Les études de Pope et al. ont également démontré une amélioration de l’espérance de 
vie entre les années 1997 et 2001 aux États-Unis (voir figure 1.6). De plus, des concentrations 
en dessous de la valeur seuil ont été enregistrées et elles ont diminué par rapport à la période 
montrée dans la figure 1.5. L’augmentation de l’espérance de vie peut s’expliquer par les 
moyens employés pour réduire la concentration de PM2,5. En effet, comme il est montré sur les 
figures 1.5 et 1.6, une corrélation entre les concentrations de PM2.5 et l’espérance de vie est 
présente pour les deux périodes.
16-17
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Figure 1.6 Observation de l’espérance de vie entre 1997 et 2001 à travers les villes aux 
États-Unis.
15
   
1.1.4 Impact sur le climat 
Dépendamment de leur composition et de leurs propriétés optiques, les aérosols 
peuvent absorber ou diffuser les rayons solaires. Ils ont un impact sur le climat de façon 
directe et indirecte. La façon directe implique l’exposition des aérosols directement aux rayons 
solaires. Par exemple, le carbone noir (sous forme de suie) est un type d’aérosols qui 
absorbent les rayons solaires, pouvant ainsi réchauffer l’atmosphère. Il est à noter également 
qu’après une certaine accumulation du carbone noir dans l’atmosphère, ce dernier forme une 
couche qui empêche une partie des rayons solaires de se rendre sur la surface de la terre. Un 
refroidissement de la planète se produit mais seulement en basse altitude tandis que la chaleur 
reste en haute altitude. De plus, des particules de carbone noir provenant de la pollution 
industrielle peuvent se déposer sur les surfaces de neige et de glace. Leur dépôt provoque une 
altération de la réflectivité de la surface et diminue l’albédo (la quantité de rayon solaire 
diffusée par une surface par rapport à la quantité de rayon solaire reçue au total sur la surface). 
Ce processus peut accélérer la fonte de la neige et de la glace (e.g. les glaciers en Arctique).
18
 
Les aérosols ont donc un effet important sur les cycles hydrologiques.
19
 Il existe également un 
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effet « semi-direct » des aérosols sur le climat où le carbone noir émis dans l’atmosphère 
absorbe les rayons solaires qui mène à l’évaporation des gouttelettes de nuages à proximité. La 
formation des nuages est donc inhibée.
20
 Les autres types importants d’aérosols, dont le 
sulfate, le nitrate, les poussières minérales et les OA ont une tendance à diffuser les rayons 
solaires dans l’espace, refroidissant ainsi le climat.  
Les aérosols ont un effet indirect sur le climat en interagissant avec les nuages et en 
altérerant leurs propriétés, telles que leur forme et leur albédo. Ils agissent comme des noyaux 
d’ensemencement pour la condensation des gouttelettes de nuage. Ces gouttelettes formées par 
l’intermédiaire des aérosols sont plus petites et diffusent davantage les rayons solaires étant 
donné qu’elles ont une plus grande surface de contact. Par conséquence, l’albédo des nuages 
augmente pour contribuer à un refroidissement du climat. Il a également été observé qu’un 
nuage pollué affiche une couleur plus blanc que celui dans une atmosphère propre.
19, 21
 Les 
aérosols perturbent également la quantité de précipitation et ainsi la durée de vie du nuage. La 
petite taille des gouttelettes ne permettent pas la coalescence entre elles afin de les faire 
tomber sous forme de pluie. Les nuages demeurent donc plus longtemps dans l’atmosphère, 
accentuant encore plus le refroidissement du climat.
19, 22
 Ce phénomène se nomme l’effet 
Albrecht en l’honneur du chercheur ayant effectué des travaux sur la relation entre les aérosols 
et la durée de vie des nuages.
23
 Sachant que les aérosols contiennent plusieurs espèces de 
particules, il s’avère donc très difficile de déterminer leur effet global sur le climat avec 
certitude parce que l’effet direct et indirect dépend de leur composition.  
Le tableau présenté à la figure 1.7 a été publié en 2014 par l’organisme 
Intergovermental Panel on Climate Change (IPCC) et montre les effets de différentes espèces 
atmosphériques sur le climat, défini par le forçage radiatif (en W m
-2
).
8
 Si le forçage radiatif a 
une valeur plus élevée que 0, cela signifie que les composés atmosphériques contribuent au 
réchauffement de la planète. Dans le cas contraire, un forçage radiatif ayant une valeur 
négative signifierait que les composés atmosphériques refroidissent le climat.   
 10 
 
Figure 1.7 Effet des espèces atmosphériques sur le climat.
8
 
Les 4 premiers groupes en haut du tableau (CO2, CH4, halocarbones, N2O) sont les gaz à 
effet de serre, et il est connu qu’ils contribuent presque tous au réchauffement de la planète. Le 
deuxième groupe contient les gaz et les aérosols ayant un temps de vie d’une durée plus courte 
que celui des gaz à effet de serre. Dans ce groupe, il est possible de remarquer que la plupart 
des types d’aérosols (sauf le carbone noir) et les nuages (précisément l’interaction entre les 
nuages et les aérosols) ont un forçage radiatif plus bas que 0. Il a été décrit précédemment que 
les aérosols pouvaient à la fois absorber ou diffuser les rayons solaires dépendant de leur 
composition. Selon le tableau publié dans le rapport de l’IPCC, les aérosols contribueraient 
globalement au refroidissement du climat. Cependant, les aérosols présentent une très grande 
incertitude par rapport aux autres espèces présentes dans le tableau.
8
 Les connaissances sur les 
aérosols sont très limitées à ce jour. Cette lacune est la motivation du projet de recherche 
présenté dans ce mémoire, qui est de comprendre la chimie des aérosols afin de mieux évaluer 
 11 
leur impact sur le climat. Il est utile de rappeler que le forçage radiatif des aérosols montré 
dans ce tableau représente la moyenne de plusieurs endroits puisque leur concentration et leur 
composition varient d’une région à une autre.2 Plus bas dans le tableau de l’IPCC sont affichés 
l’effet de tous les composés au total sur le climat. Ces résultats démontrent bien le 
réchauffement climatique depuis 1750 du fait que le forçage radiatif ne cesse d’augmenter au 
fil des années. Or, il est possible de remarquer que l’incertitude relative du forçage radiatif est 
constante pour les trois années affichées sur le tableau. 
1.1.5 Caractérisation des aérosols 
1.1.5.1 Spectrométrie de masse à aérosols (AMS) 
Une caractérisation de la composition chimique des aérosols est nécessaire afin de 
mieux comprendre leur effet potentiellement nuisible pour l’être humain et leur impact sur le 
climat comme il a été décrit précédemment. Cependant, leur composition très complexe rend 
leur quantification et leur caractérisation difficile. Or, il est seulement possible d’identifier une 
fraction (environ 10 %) des OA analysés par GC/MS.
24
 Il est donc utile d’utiliser un appareil 
permettant d’obtenir les informations quantitatives en temps réel sur la distribution de masse 
en fonction de la taille des particules ainsi que sur leur composition chimique. Plusieurs 
techniques possédant ces critères pour quantifier les aérosols ont fait leur apparition 
récemment.
25
 Parmi celles-ci se trouvent l’AMS, un appareil ayant une bonne sensibilité pour 
obtenir des informations quantitatives en temps réel sur la distribution de taille des composés 
semi-volatils présents dans les aérosols.
26
  
Jusqu’à présent, le type d’appareil le plus utilisé est l’AMS couplé à un 
thermodésorbeur, et avec l’ionisation à impact électronique (EI) comme source d’ionisation. 
L’analyse s’effectue ensuite à l’aide d’un spectromètre de masse quadripolaire (Q-AMS).27 Ce 
type d’AMS a été développé par une compagnie à Boston qui se nomme Aerodyne Research 
Inc et cet instrument est souvent référé comme l’AMS Aerodyne dans plusieurs publications 
scientifiques.
25, 28-29
 Cependant, l’AMS Aerodyne peut seulement mesurer les aérosols non 
réfractaires. Autrement dit, seulement des composés semi-volatils comme le SO2, le NO3 et les 
OA (résultats obtenus pour la figure 1.2) sont détectés par l’AMS.4, 25 Une autre version a été 
reportée plus tard en utilisant spectromètre à temps de vol (ToF-AMS) plutôt que Q-AMS.
27, 30
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Le ToF-AMS offre un spectre MS complet avec une meilleure résolution pour chaque ion. De 
plus, sa sensibilité par rapport au Q-AMS est 30 fois plus grande.
27, 29
 Il est à noter aussi que 
l’AMS utilise aussi d’autres types de MS29, mais qui ne seront pas discutés en profondeur dans 
le cadre de ce mémoire. 
 Le schéma général d’un AMS Aerodyne est montré à la figure 1.8 ci-dessous.31 Le 
principe du Q-AMS et du ToF-AMS est très similaire et ne se différencie que par le type de 
MS présent dans l’appareil. Le débit des aérosols à l’entrée d’AMS est limité par le diamètre 
de l’orifice qui mesure 100 μm. Ensuite, cet échantillon d’air se retrouve dans une lentille 
aérodynamique où les aérosols vont passer à travers plusieurs ouvertures qui permettront de 
les faire converger en un faisceau étroit. Lorsque ce faisceau d’aérosols quitte la lentille 
aérodynamique, ceux-ci se retrouvent dans une chambre sous-vide. Une différence de pression 
avec l’air ambiant est ainsi créée, causant une accélération des aérosols dû à leur inertie 
jusqu’au hacheur. 
 
Figure 1.8 Schéma général du spectromètre de masse à aérosols (AMS) d’Aerodyne31 
Le hacheur contient 2 fentes situées à 180° de l’une par rapport à l’autre et il peut se 
retrouver dans 3 configurations différentes. Le hacheur peut soit se positionner d’une façon à 
bloquer complètement le faisceau, soit le laisser passer complètement ou partiellement. Ainsi, 
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une séparation des particules s’effectue en fonction de leur vitesse de déplacement qui peut 
être mesurée par le temps de vol entre le hacheur et le détecteur. La vitesse des particules est 
inversement proportionnelle à leur masse donc une particule de grande taille se déplacera plus 
lentement.  
Après avoir franchi la région du temps de vol aérodynamique, les particules, en ordre 
croissant de leur taille sont chauffées à 600 °C à l’intérieur d’un tube en céramique enroulé 
d’un fil de tungstène28 et les composés volatils ou semi-volatils s’évaporent instantanément (à 
l’échelle de μm seconde). Les composés non-volatils comme le carbone noir, le NaCl et 
certains métaux ne s’évaporent pas et sont difficilement observables par AMS. Ensuite, au 
même endroit que la surface chaude, les composés évaporés sont transformés en ions positifs 
par impact électronique (EI) et sont transmis au MS. Ces ions sont séparés par le quadripôle 
ou le temps de vol, dépendamment du type de MS utilisé, avant de se rendre au détecteur. 
Grâce au MS, il est possible de déterminer la composition des aérosols ainsi que leur 
distribution de masse.  
Récemment, d’autres travaux ont utilisé la factorisation de matrice positive (Positive 
Matrix Factorization en anglais, PMF), afin de faire le traitement mathématique suite à 
l’analyse des aérosols par AMS.32-35 Le PMF est un modèle ou une analyse de factorisation 
très utilisé dans le domaine de la pollution de l’air lors de l’identification et de la 
caractérisation des sources. L’identification des composés d’OA par l’analyse PMF s’effectue 
en se basant sur leurs spectres MS obtenus.
34
 
1.1.5.2 Quantification des concentrations atmosphériques des VOCs et IVOCs 
Comme il a été mentionné dans la section précédente, les VOCs sont les précurseurs 
des SOA, mais ils sont également responsables de la formation de l’ozone troposphérique. De 
plus, ils ont aussi une contribution à la formation du smog.
36
 Ainsi, ils présentent 
indirectement un risque pour la santé humaine et nuisent à la végétation, d’où l’intérêt de les 
doser. Les VOCs sont généralement formées d’au moins un atome de carbone et d’hydrogène 
que l’on trouve dans l’air à l’état gazeux. Ils peuvent être classés en 5 familles: les alcanes, les 
aldéhydes/cétones, les hydrocarbures aromatiques, les alcènes/alcynes et les hydrocarbures 
halogénés.
37 
Ceux-ci sont émis dans l’atmosphère par des activités anthropiques et 
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biogéniques. Or, Environnement Canada a mis des normes en place pour réduire leurs 
émissions et a même établi des concentrations limites des VOCs.
36
 En raison de leur grande 
volatilité qui peut nuire à l’analyse, un dosage par GC/MS serait le plus approprié à utiliser 
pour connaître leur concentration dans l’atmosphère. Cette technique requiert l’utilisation d’un 
échantillon qui s’évaporerait dans la plage de températures fournie par l’appareil.38  
L’analyse des VOCs peut être effectuée en flux gazeux continu directement sur le site, 
donc in-situ. Cela permet de suivre en temps réel les émissions de VOCs d’une source fixe. De 
plus, si le délai entre l’échantillonnage et l’analyse est long, les VOCs peuvent réagir avec les 
radicaux hydroxyles ou O3 par exemple, ce qui fausserait les mesures de leur concentration 
initiale. La première étape est l’échantillonnage de l’air. Les échantillons des VOCs recueillis 
à l’aide d’un appareil d’échantillonnage d’air sont transférés dans un tuyau en verre à un débit 
de 2000 L/min jusqu’au collecteur. Des raccords filetés en verre sont placés le long de la 
partie horizontale du collecteur afin de relier les conduites en téflon perfluoroalkoxy (PFA) 
qui acheminent l’air jusqu’à l’instrument d’analyse.39  
L’échantillon d’air provenant du collecteur doit passer à travers d’un système 
d’analyse (voir le schéma sur figure 1.9) avant d’être injecté dans la colonne 
chromatographique, car la concentration de l’analyte est très faible (à l’état de trace). Ce 
système contient deux trappes: la première est la trappe d’échantillon formée de tubes 
Silcosteel (ce système est en fait un thermodésorbeur)  qui sont composés de perles en verre et 
des sorbants de carbone. Ces sorbants servent à concentrer l’analyte. L’échantillon d’air passe 
d’abord à travers cette trappe qui est maintenue à une température de 20 °C. Le débit de 
l’échantillon à travers la trappe est de 100 cm3/min et est contrôlé par plusieurs régulateurs de 
débit massique. L’échantillonnage dans la trappe dure 5 minutes avant que celle-ci soit 
chauffée à 250 °C. Le tube est purgé à l’hélium à un débit de 2.7 cm3/min et l’analyte est 
dirigé vers une trappe cryogénique, la deuxième trappe du système, ayant une température de -
165 °C (à l’aide du CO2 ou d’azote liquide).
40
 L’analyte est dans ce cas condensé à une 
température d’environ 150 °C de moins que son point d’ébullition. L’analyte en question, 
donc les VOCs, se condense plus rapidement que les autres composés dans la matrice. Ensuite, 
la trappe cryogénique se réchauffe rapidement à 100 °C afin de pouvoir injecter l’échantillon 
dans la colonne chromatographique.
41
 L’analyte migrera plus lentement que les autres 
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composés dans la matrice vu que ceux-ci ont une température d’ébullition plus basse. En 
utilisant la trappe cryogénique, il est possible de remarquer qu’une séparation des produits sera 
encore plus efficace. Elle est fréquemment utilisée lors des analyses par GC afin d’améliorer 
la limite de détection, le ratio signal sur bruit et pour diminuer la largeur des pics 
chromatographiques.
40
 
 
Figure 1.9 Schéma du système analytique utilisé durant l’échantillonnage avant 
l’analyse par GC/MS39 
La chromatographie en phase gazeuse est réalisée avec une colonne de HP-624 
(fréquemment utilisées pour des analyses environnementales diverses). C’est une colonne 
moyennement-polaire (voir sa composition sur la figure 1.10) en raison du groupement CN. 
Le dosage des VOCs est un des exemples de son utilisation, et cette colonne possède une 
phase stationnaire spécifique pour analyser même les composés les plus volatils et permet de 
réduire la largeur des pics.
42
 La plage de température de la colonne est de -10 à 260 °C,
43
 ce 
qui correspond à la rampe de température utilisée pour séparer les composés. La colonne est 
d’abord chauffée à 35 °C et maintenue pendant 5 minutes, suivie d’un taux de chauffe de 10 
°C/min, de 35 à 200 °C. Cette température maximale est maintenue pendant 3.5 min. Le gaz 
vecteur utilisé est l’hélium.39, 41 Les composés ayant la plus basse température d’ébullition et 
la plus basse polarité migreront plus vite dans la colonne jusqu’au détecteur, qui ici, est un  
MS.  
 
Figure 1.10 Composition de la phase stationnaire de la colonne HB-624
7 
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 Le spectromètre de masse utilise la détection en mode SIM (Single Ion Monitoring en 
anglais) pour obtenir un maximum de sensibilité et une détection de limite très basse.
39, 41
 
L’analyseur utilisé à la fin du spectromètre est le quadrupôle linéaire (d’où vient l’abréviation 
GC/QMS). De ce fait, chaque ion avec un rapport masse/charge (m/z) spécifique se rend au 
détecteur à tour de rôle.
44
 Les VOCs détectés et quantifiés sont les suivants dans l’ordre de 
l’élution: isoprène, un des VOCs typiques, le méthacrylaldéhyde et le butenone (produits par 
l’oxydation de l’isoprène avec O3 ou le radical hydroxyl). Également le 1-chloro-3-methyl-3-
butène-2-one et le chlorométhylbuténal sont également quantifiés car ils sont formés par 
l’oxydation de l’isoprène avec le radical chlorure.41 Les composés ayant un atome de chlore 
vont migrer plus lentement car ils sont plus retenus par la phase solide et sont plus polaires. Il 
est à noter que d’autres VOCs que ceux nommés précédemment sont également mesurés mais 
ils ont une concentration plus petite. 
L’échantillonnage et l’analyse des IVOCs suivent une procédure différente de ceux des 
VOCs mais le principe reste le même. Une description détaillée de la quantification des 
IVOCs peut se retrouver dans une publication de Zhao et al. en 2014.
45
 Les IVOCs sont 
prélevés dans l’air ambiant à travers un tube adsorbant à un débit de 0,5 L/min. Le nombre de 
tubes utilisés peut varier à chaque expérience effectuée. Durant l’échantillonnage, un tube a 
été exposé à l’air ambiant sans le débit d’échantillonnage de la pompe et celui-ci servait de 
blanc pour l’expérience. Cela permettait d’estimer la diffusion des composés organiques à 
l’intérieur du tube pour chaque prélèvement. Tous les tubes utilisés durant l’expérience ont été 
corrigés par le blanc. Une fois l’échantillonnage complété, les tubes sont bouchés et conservés 
à une température de -18 °C jusqu’à l’analyse. Les IVOCs sont analysés par GC/MS couplé à 
un thermodésorbeur (TD).  
Avant l’injection des échantillons dans l’instrument, un volume connu de solution 
deutérée a été ajouté dans chaque tube comme étalon interne afin de suivre l’efficacité de la 
TD. Les composés organiques sont désorbés des tubes à l’aide de l’hélium qui s’écoule à un 
débit de  50 mL min
-1
. L’unité de TD est d’abord chauffée de 30 à 275 °C à un taux de 60 
°C/min et la température de 275 °C est maintenue pendant 5 minutes. Les composés qui ont 
été désorbés sont enrichis par un système d’injection de refroidissement à -120 °C avant d’être 
injecté dans le GC/MS. Le système de refroidissement se réchauffe de -120 à 320 °C et cette 
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température est maintenue pendant 3 minutes. Durant l’injection, la température du four du 
GC est maintenue à 60 °C et le transfert des composés organiques dans la colonne capillaire 
s’effectue à un débit de 1,2 mL/min. Ensuite, la rampe de température de la colonne utilisée 
pour séparer les composés est de 60 °C à 320 °C d’où la température maximale est maintenue 
pendant 5 minutes. L’identification des IVOCs par MS est basée sur le temps de rétention de 
chaque composé et leur structure est déterminée à l’aide des spectres de masse mesurés.  
Il est primordial que les appareils et les tubes utilisés durant l’analyse soient dépourvus 
de contaminants car cela peut créer des interférences qui fausseraient les résultats. Le gaz 
vecteur doit être d’une haute pureté (>99.995 %) afin d’éviter de laisser des contaminants sur 
la colonne.
43
 De plus, la concentration des VOCs varie très rapidement au niveau quantitatif et 
temporel. L’instrument utilisé doit donc avoir une vitesse de réponse très rapide afin de mieux 
analyser ces analytes avec une bonne précision et exactitude.
38
 
1.2 Modélisation des SOA 
Plusieurs travaux sur le terrain
39, 46
 et des expériences dans les laboratoires ont été 
effectués
47-48
 afin d’étudier en profondeur les propriétés des aérosols. Les mesures obtenues 
sur le terrain donnent l’information quantitative sur la concentration des espèces, leur émission 
et leur déposition.  De plus, il est possible de déterminer la qualité de l’air à un endroit et à un 
temps précis. Cependant, les résultats obtenus par ces travaux ne permettent pas de déterminer 
à partir de quel(s) précurseur(s) ces aérosols sont formés et leur contribution à la pollution 
d’air.49 De plus, comme il est montré dans le tableau provenant de l’IPCC (voir section 1.1.4), 
la grande incertitude des aérosols proviennent des connaissances limitées de leur source qui ne 
peut pas être identifiée par des mesures ou des techniques analytiques traditionnelles. Or, des 
travaux de modélisation ont été développés afin de mieux caractériser les polluants principaux 
et prédire leur effet à court et long termes sur le climat et la qualité de l’air. La modélisation 
permet aussi de mieux comprendre les mécanismes de formation des produits secondaires, 
dont les SOA qui sont le sujet de ce mémoire.
6
 
La modélisation est basée sur des données météorologiques et des paramètres 
chimiques qui ont été déterminés dans des chambres de simulations atmosphériques ou 
chambres à smog. Plusieurs agences et organismes gouvernementaux ayant pour tâches de 
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contrôler la pollution de l’air ont conçu des modèles de la qualité de l’air. Ceux-ci incorporent 
également des données obtenues sur le terrain comme l’inventaire des émissions des 
précurseurs des polluants. La combinaison de tous ces éléments forment donc un modèle 
mathématique. Les algorithmes utilisés décrivent les phénomènes chimiques et physiques qui 
influencent les polluants lorsque ceux-ci se dispersent et réagissent dans l’atmosphère.  
1.2.1 Modèles traditionnels 
Les premiers modèles élaborées pour la formation des SOA ont seulement considéré 
les VOCs comme précurseurs. Les VOCs, une fois émis dans l’atmosphère, réagissent avec les 
radicaux présents, tels que les •OH et l’ozone, pour former des produits moins volatils, c’est-à-
dire, des composés organiques semi-volatile (Semi-Volatile Organic Compounds en anglais, 
SVOCs). Le rendement de l’oxydation est déterminé et basé sur les expériences effectuées 
dans les chambres à smog, comme il a été décrit dans la section 1.2.2. Les composés semi-
volatiles, tout comme les produits formés par l’oxydation des VOCs, sont en équilibre entre 2 
phases: la phase gazeuse et particulaire (voir section 1.2.2 pour une description détaillée).
50
 
Lorsque ces derniers se retrouvent dans la phase particulaire, des SOA sont formés.  
Depuis plus d’une décennie, plusieurs chercheurs ont vérifié la performance des 
premiers modèles en les comparant avec les données des SOA mesurées sur le terrain. En 
2006, Volkamer et al. ont publié leurs résultats (voir figure 1.11 ci-dessous) sur cette 
comparaison.
51
 L’axe des ordonnées montre le ratio des SOA mesurés par rapport aux SOA 
simulés par les modèles en fonction de l’âge photochimique, qui se définit comme le temps 
intégré d’exposition d’un composé à un radical comme •OH. Comme il est possible de voir, 
ces modèles proviennent de différentes régions (4 en total sur la figure)  lors de la simulation 
des SOA. Cette figure démontre qu’un ratio égal à 1 indique que le modèle simule une 
concentration similaire de SOA à celle qui est mesurée à l’air ambiant. Or, les résultats de 
cette étude affichent pour les 4 modèles un ratio plus élevé que 1, d’au moins un ordre de 
grandeur. Cela signifie que les modèles sous-estiment la concentration des SOA réellement 
mesurée et possiblement que les VOCs ne produisent pas assez de SOA pour correspondre aux 
mesures. Un manque d’autres précurseurs potentiels pourrait être à l’origine de cette lacune. 
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D’ailleurs, d’autres travaux récents ont démontré que les expériences dans les chambres à 
smog sous-estimaient les rendements.
52
 
 
Figure 1.11 Comparaison des ratios SOA mesurés aux SOA simulés entre différents 
modèles.
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Toutes les modèles élaborés avant la publication des résultats de Volkamer et al. en 
2006 sont maintenant connus comme des modèles « traditionnels ». Afin de mettre en 
évidence la sous-estimation des SOA, d’autres travaux ont été effectués récemment et la figure 
1.12 montre la corrélation entre la concentration des SOA simulés par un modèle traditionnel 
et les OOA mesurés sur le site de Pasadena en Californie.
53
 Ce modèle se nomme en anglais le 
Community Multi-scale Air Quality (CMAQ) model et il a été élaboré par l’agence 
gouvernementale américaine Environmental Protection Agency (EPA). Le modèle CMAQ a 
été utilisé pour simuler la formation des SOA dans la région et en banlieue de Pasadena. OOA 
est en fait la somme des SOA nouvellement formées et des SOA ayant un degré d’oxydation 
très élevée. Dans la figure 1.2, le coefficient de corrélation est égal à 0,73, ce qui est 
relativement acceptable. Par contre, en observant les concentrations, il est possible de 
remarquer que les SOA simulés par CMAQ sont très basses comparées aux valeurs des OOA 
(d’un facteur d’environ 25). Ce résultat démontre une fois de plus la lacune des sources 
potentielles pour la formation des SOA.  
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Figure 1.12 Corrélation entre la concentration des SOA simulés par le modèle CMAQ et 
les OOA mesurés sur le site de Pasadena, CA.
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1.2.2 Chambres à smog 
La formation des SOA, surtout par les VOCs, a été étudiée largement dans des 
chambres à smog.
6
 Ces chambres (généralement en forme de sac) ont été conçues pour simuler 
la formation des SOA et les oxydations subséquentes dans des conditions similaires à 
l’environnement. Les paramètres tels que les constantes de vitesses des réactifs (kOH),
47
 les 
coefficients de partage des espèces dans la phase particule (Xp)
50
 et les rendements des 
produits (Y et α)54-55 (discutés en détail dans le dernier paragraphe de cette section) sont 
déterminés lors de ces expériences. Les parois des chambres à smog sont normalement faites 
en téflon afin de minimiser les réactions entre les espèces gazeuses présentes et le mur.
6
 Les 
chambres à smog contiennent une source de lumière artificielle, par exemple les lampes UV, 
afin de générer des radicaux comme les •OH.56  
Avant chaque expérience, la chambre à smog est purgée à l’air pur et sec pendant au 
moins 24 h. Ensuite, à l’aide d’un tube, les composés d’intérêts ainsi que les réactifs 
contribuant à la formation des radicaux sont introduits dans la chambre à smog via un tube. 
Les précurseurs des •OH utilisés définissent les conditions expérimentales (High-NOx si le 
réactif est l’acide nitreux, HONO, ou low-NOx si le peroxyde d’hydrogène, H2O2 est le 
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précurseur de •OH formés). Il est important de souligner que les paramètres déterminés dans 
les chambres à smog, tel que le rendement des SOA (α), varient d’une condition expérimentale 
à une autre.
34, 54
 La concentration des espèces présentes durant les expériences peuvent être 
suivie et analysée par divers instruments. Le GC/MS, l’AMS et le spectromètre de masse à 
réaction de transfert de proton (PTR-MS) en sont des exemples.
29, 54
 
En 2009, Chan et al. ont étudié la formation des SOA à partir des hydrocarbures 
aromatiques polycycliques (PAHs), qui pourraient être des précurseurs potentiels, mais qui ont 
été omis dans plusieurs modèles auparavant. Les espèces utilisées durant les expériences 
étaient le naphtalène, le 1-méthylnaphtalène (1-MN) et le 2-méthylnahptalène (2-MN). Les 
rendements produits par les PAHs ont été déterminés lors de ces travaux en se basant sur une 
équation (voir eq. 7) où les paramètres pouvaient être ajustés. Cette équation est basée sur 
l’équilibre d’une espèce entre les phases gazeuse et particulaire:57 
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Le rendement de SOA total Y est exprimé comme étant le ratio de la masse de SOA 
formée (ΔM0) par rapport à la masse d’hydrocarbure (ou de précurseur) réagi. De plus, 
l’équation peut être réarrangée de façon à exprimer le rendement Y en fonction de la constante 
de coefficient de partage (Kp,i). Les autres paramètres de l’équation sont le rendement d’un 
produit i (αi) par masse de précurseur qui réagit, et la concentration de masse totale d’aérosols 
(M0). Pour les chambres à smog, on considère que la masse totale d’aérosols est égale à la 
masse de SOA formée (M0 = ΔM0). 
Les résultats des rendements de SOA formés par les 3 PAHs mentionnés plus tôt sont 
montrés sur la figure 1.13. La détermination des rendements a été réalisée à partir des données 
obtenus dans les conditions High-NOx et en considérant que les produits formés sont 
typiquement au nombre de deux (un seulement pour le 1-MN et 2-MN). Ces données sont 
ensuite modélisées à l’aide de l’eq. 7 en utilisant un logiciel (par exemple Igor Pro 6.34) afin 
d’obtenir les paramètres αi et Kp,i.  
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Figure 1.13 Les rendements (Y) du naphtalène, du 1-méthylnaphtalène et du 2-
méthylnaphtalène en en fonction de la concentration de SOA (μg m-3). Les lignes 
correspondent à l’eq.1  en utilisant les paramètres optimales.54 
1.2.3 Réacteur à oxydation en flux continu (OFR) 
Plusieurs tentatives de mesures ont été effectuées pour mesurer directement les 
émissions des précurseurs gazeux, comme les VOCs, dans l’atmosphère. En combinant avec 
les données obtenues des expériences dans les chambres à smog (voir section précédente pour 
une description détaillée), il est possible de modéliser la formation des SOA à partir des 
précurseurs connus. Or, des difficultés se sont présentées lors de la mesure des VOCs ayant 
une masse moléculaire trop élevée pour leur analyse par GC/MS.
58
 De ce fait, d’autres 
précurseurs potentiels de SOA sont encore inconnus, causant ainsi des incertitudes dans le 
travail de la modélisation. Il a d’ailleurs été rapporté que contrairement aux précurseurs 
gazeux inorganiques, tels que le SO2 et NO2, qui sont couramment analysés, il y a plusieurs 
espèces organiques qui ne sont pas normalement mesurées.
59
 Les chambres à smog ne sont pas 
conçues pour observer les changements rapides des précurseurs gazeux et déterminer leur 
degré d’oxydation pour les temps plus longs (par exemple pour quelques heures). La grandeur 
de ces chambres ainsi que leur temps de réponse longs les empêchent d’être placées sur le 
terrain afin de les utiliser directement pour analyser l’air ambiant.58, 60  
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Afin de mieux quantifier la formation des SOA en temps réel de façon directe et 
rapide, Kang et al. ont introduit pour la première fois le réacteur de masse d’aérosols 
potentiels (PAM),
58, 60
 maintenant connue sous le nom de réacteur à oxydation en flux continu 
(OFR). De plus, Ortega et al. ont été les premiers à mettre en application l’OFR pour l’étude 
de la formation des SOA dans des régions urbaines.
61
 Cette méthode a été utilisée dans 
plusieurs expériences de laboratoire et sur le terrain.
62-64
 Elle nécessite l’emploi  d’un petit 
réacteur qui échantillonne l’air ambiant et qui sera par la suite exposé à une concentration 
élevée d’oxydants (O3 ou •OH) durant une courte période de temps pour former des SOA. 
L’utilisation d’un OFR présente plusieurs avantages dont deux en particulier par rapport aux 
chambres à smog: l’adsorption du produit sur les parois du réacteur est négligeable et  le temps 
d’analyse est très court.58 Il est donc possible de reproduire la formation des SOA dans des 
conditions très similaires à l’atmosphère en quelques minutes alors qu’en réalité ces réactions 
peuvent durer plusieurs jours. La figure 1.14 montre le schéma simplifié du montage du OFR 
utilisé par Ortega et ses collègues.
61
  
 
Figure 1.14 Montage du OFR couplé à 3 instruments d’analyse: le moniteur d’ozone, 
l’AMS et le spectromètre de mobilité électrique (SMPS).61 
L’entrée du réacteur où l’air ambiant est collecté contient un filtre de 14 cm de 
diamètre recouvert d’une couche de silicone qui bloque les insectes ou les débris qui 
pourraient s’introduire dans le réacteur. En parallèle se trouve un tube qui échantillonne l’air 
ambiant et où l’oxydation n’a pas lieu. On peut qualifier cet échantillon « d’air ambiant non-
perturbé » afin de le différencier de l’air dans le réacteur. Les 2 types d’échantillons sont 
mesurés par 2 appareils: l’AMS et le SPMS. Durant l’analyse, les valves d’échanges 
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permettent d’alterner la mesure entre les 2 types d’air à tous les 5 minutes. Le troisième 
appareil, le détecteur d’O3, mesure la concentration d’O3 dans le réacteur par l’intermédiaire 
de l’échantillonneur interne. L’incertitude de cet appareil est de ± 1.5 µg/m3 ou 2 %. À 
l’intérieur du réacteur se trouvent des lampes UV au mercure à basse pression. Les photons 
UV émis par cette source vont fournir l’énergie nécessaire à l’O2 présent dans le réacteur afin 
de former des radicaux hydroxyles (•OH) (voir les équations ci-dessous).63, 65 L’intensité de la 
lumière UV émise par les lampes est variée durant l’expérience afin de contrôler la 
concentration des •OH. 
O2 + h (185 nm)  2 •O(
3
P)  (1) 
•O(3P)  + O2  O3  (2) 
O3 + h (254 nm)  •O(
1
D) + O2 (3) 
•O(1D) + H2O  2 •OH (4) 
2 •OH  H2O + •O (5) 
H2O + h (185 nm)  •OH + •H (6) 
Les lampes dans le réacteur peuvent émettre des rayons UV à 2 longueurs d’onde 
différentes: 185 nm et 254 nm. Au début de l’expérience, seulement l’O2 est présent dans le 
réacteur. L’O3 est formé en 2 étapes lors de la dissociation d’O2 exposé à des rayons solaires 
ayant une longueur d’onde de 185 nm. Les produits de cette réaction sont les radicaux O(3P) 
(éq. 1), qui réagissent immédiatement avec une autre molécule d’O2 pour former O3 (éq. 2). 
Ensuite, cette molécule d’O3 se dissocie lors de l’absorption de la lumière à 254 nm pour 
former les radicaux O(
1D) et une autre molécule d’O2 (éq. 3). Ceux-ci réagiront par la suite 
avec les molécules d’eau présentes dans le réacteur afin de former les radicaux •OH (éq. 4). 
Deux molécules de •OH peuvent aussi réagir ensemble pour former des molécules plus stables 
comme l’eau, provoquant ainsi la destruction des radicaux •OH (éq. 5). Il est encore possible 
de régénérer les •OH en dissociant la molécule d’eau  avec une radiation de 185 nm (eq. 6).  
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1.2.4 L’approche de la distribution de la volatilité (VBS) 
Suite aux résultats de Volkamer et al.,
51
 d’autres travaux ont été effectués afin 
d’améliorer la performance des modèles traditionnels. L’approche de la distribution de la 
volatilité (Volatility Basis-set en anglais, VBS) a été incorporée dans les modèles récents dans 
le but de mieux expliquer la formation des SOA et la répartition des espèces dans les 2 
phases.
66
 Cette méthode remplace l’approche du deux-produits qui a été utilisés dans les 
modèles précédents.
54
  
Selon l’approche VBS, les précurseurs et/ou les SOA sont regroupés selon leur 
volatilité, qui est exprimée par la concentration de saturation effective, c* (voir figure 1.15). 
Les 3 précurseurs potentiels des SOA qui ont été discutés précédemment, dont les SVOCs, les 
IVOCs et les VOCs sont montrés sur cette figure. À des basses valeurs de c* se trouve les 
composés organiques de basse volatilité (Low Volatility Organic Compounds en anglais, 
LVOCs). Les LVOCs sont aussi des précurseurs potentiels des SOA qui subissent des 
réactions dans la phase particulaire. Ces précurseurs ne sont par contre pas considérés dans le 
modèle élaboré pour ce travail de recherche puisque les réactions dans les phases particulaires 
n’ont pas été pas incluses. Sur cette figure, c* (en μg m-3) est exprimé en logarithme. L’axe 
des ordonnées représente la fraction (Fp) d’un composé ou d’un groupe d’espèces qui se 
retrouvent dans la phase particulaire. La fraction d’une espèce i, communément appelé le 
coefficient de partage de la phase particulaire (Xp,i), peut être calculée par l’éq. 7 (reformulée 
par Pankow et Donahue)
50
 ci-dessous : 
Xp,i =
1
OA
*
i
c
c
1









  (2) 
où cOA représente la masse totale d’OA disponible pour fractionner. Le calcul effectué pour ce 
coefficient de partage stipule que les aérosols et autres espèces semi-volatiles en phase 
gazeuse sont en équilibre thermodynamique.
67
 En observant la figure 1.15, il est possible de 
déduire qu’une espèce se retrouve de plus en plus dans la phase particulaire au fur et à mesure 
le Xp,i augmente. Également, la volatilité de l’espèce est inversement proportionnelle à sa 
quantité présente dans la phase particulaire. 
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Figure 1.15 Distribution de la volatilité des précurseurs de SOA
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Il est à noter que ci* dépend de la température. Afin de considérer ce facteur dans le modèle de 
répartition, la nouvelle valeur de ci* à une température T donnée peut être calculée avec 
l’équation de Clausius-Clapeyron:66  
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Les constantes ci* et ci,0* (μg m
-3) sont les concentrations de saturation effectives d’une espèce 
i à une température T donnée et à une température T0 de référence (K) respectivement, ΔHvap 
est l’enthalpie de vaporisation (kJ mol-1) et R est la constante de gaz parfait (8.31 J mol-1 K-1). 
1.2.5 Modèles récents 
Suite aux résultats de Volkamer et al.,
51
 d’autres travaux ont été effectués afin 
d’améliorer la performance des modèles traditionnels. Le manque de précurseurs potentiels de 
SOA est un des facteurs à l’origine de la sous-estimation de la masse des SOA dans ces 
modèles. Depuis 2006, plusieurs chercheurs ont proposé de nouvelles sources de SOA. En 
2007, les travaux de Robinson et al. ont démontré la formation des SOA par la photo-
oxydation des émissions de diesel provenant d’un générateur.68 La masse de SOA formée par 
les émissions de diesel étaient même plus grandes que celles formées par l’oxydation des 
VOCs. Ces émissions correspondent aux composés de volatilité plus faible que les VOCs donc 
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les SVOCs et les IVOCs. Dans les modèles traditionnels, les POA étaient considérés comme 
étant non-volatils et ils ne participaient pas à la formation des SOA. Or, des recherches ont 
montré que les POA avaient un caractère semi-volatil et pouvaient aussi se fractionner dans la 
phase gazeuse. Les espèces semi-volatiles des POA correspondent aux SVOCs. Toutes les 
espèces se trouvant dans la phase gazeuse sont susceptibles de subir des réactions 
d’oxydations et ainsi peuvent former des SOA.  
Des travaux de modélisation ont par la suite été effectués en incorporant les SVOCs et 
les IVOCs et les résultats montrent une amélioration de la similitude entre le modèle et les 
données.
53
 Cependant, les paramètres qui influencent l’oxydation et les rendements des 
SVOCs et les IVOCs ainsi que leur contribution à la formation des SOA demeurent 
incertain.
69
 De plus, moins de 10% des SVOCs et les IVOCs ont été identifiés, ce qui rend 
encore plus difficile de déterminer leur coefficient de partage entre les 2 phases. À ce moment-
ci, les paramètres utilisés pour modéliser la formation des SOA à partir de ces précurseurs sont 
seulement basés sur les résultats très limités.
68
 L’incorporation des SVOCs et des IVOCs dans 
les modèles pourrait être améliorée avec des résultats récents et elle est un des objectifs 
principal du projet de recherche présenté dans ce mémoire.  
Les modèles traditionnels utilisent des paramètres tels que les rendements et les 
concentrations effectifs de saturation qui ont été déterminés dans les chambres à gaz. Des 
études plus récentes ont augmenté le rendement des produits formés en considérant que ceux-
ci subissent des réactions d’oxydations subséquentes (communément appelé sous le nom « 
aging » en anglais)  pour former d’autres produits.70 Il est à noter qu’il est difficile d’observer 
les produits formés après plusieurs jours d’oxydation puisque leur durée de vie dans les 
chambres à smog n’est que de quelques heures. D’autres travaux impliquaient l’augmentation 
des rendements afin de considérer les pertes des espèces semi-volatils en phase gazeuse sur les 
parois des chambres.
48, 71
 L’évaluation des rendements sera aussi le sujet à l’étude dans ce 
mémoire. 
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1.3 Campagne sur le terrain 
Afin de mieux comprendre l’impact des aérosols sur la santé et le climat, des agences et 
des chercheurs ont réalisé des compagnes sur le terrain dans les régions urbaines. Durant le 
printemps en 2010, la campagne California Research at the Nexus of Air Quality and Climate 
Change (CalNex) a été effectuée dans le but d’évaluer la formation des aérosols dans les 
régions urbaines. Les analyses ont été effectuées entre le 15 mai et le 15 juin 2010.
72
 Une 
concentration élevée de PM représente habituellement une pollution sévère qui est observée 
dans les régions très peuplée comme la métropole de Los Angeles (LA). Les rapports de 
mauvaise qualité de l’air en Californie explique le choix d’emplacement pour 
l’échantillonnage et l’analyse.46 La campagne CalNex avait aussi pour but de caractériser les 
précurseurs importants des SOA.
34
 
La campagne CalNex dispose de quelques instruments d’analyse, des avions de recherche 
(par exemple l’avion NOAA WP-3D),73 d’un navire de recherche (R/V Atlantis),46 et de 
plusieurs instruments analytiques pour mesurer les espèces atmosphériques (environ 40 en 
total). Les mesures se sont faites sur 2 sites, Bakersfield et Pasadena (ce dernier sera discuté en 
détail dans le cadre de ce mémoire). La ville de Pasadena est située au nord-est du centre-ville 
de Los Angeles et au sud-est des montagnes San Gabriel (voir la carte sur la figure 1.15, où 
Pasadena est représentée par « CalNex Ground Site »).
72
 Sur cette même figure, la rose des 
vents pour le terrain de Pasadena est montrée à droite et elle indique la provenance du vent en 
après-midi, entre 12 et 16h (heure du fuseau horaire du Pacifique). Le 0 en coordonnée polaire 
indique le nord et il est possible d’observer que la majorité du vent provenait du sud-ouest. 
Pasadena est donc un site récepteur, puisque les émissions des ports et du centre-ville de Los 
Angeles sont transportés par le vent en direction nord-est.
34
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Figure 1.16 a) Carte géographique du sud de la Californie où la campagne CalNex s’est 
déroulée.
72
 b) La rose des vents pour le terrain de Pasadena entre 12h et 16h (heure 
locale).
34
 
  
 30 
1.4 Objectifs de la recherche 
 Un des objectifs principaux de la recherche est d’élaborer un modèle 0-D 
(communément appelé Box model en anglais) permettant de simuler avec exactitude la 
concentration de SOA observée dans diverses régions polluées. Dans le cadre de ce travail, la 
modélisation de la formation des SOA est effectuée pour le bassin d’air de la côte sud de la 
Californie (South Coast Air Basin en anglais), précisément à Pasadena. Pour ce faire, il faut 
utiliser une nouvelle banque de données (obtenues en laboratoire et sur terrain) publiées afin 
d’appliquer des contraintes aux paramètres, par exemple, les données des IVOCs mesurés sur 
le site de Pasadena.
45
 Récemment, la composition et la volatilité des POA, dont les SVOCs, 
dans un tunnel de la baie de San Francisco ont été reportés en 2014.
74
 Des données de 
rendements ont été révisés par des expériences récentes
48, 71
 effectuées dans les chambres à 
smog et elles seront également testées dans le modèle. 
Une fois le modèle est établi, il faut comparer les résultats obtenus en modélisation 
avec les mesures des SOA effectués sur le terrain. Par la suite, il sera possible d’identifier les 
paramètres optimaux qui peuvent être incorporés éventuellement dans les modèles 3-D de la 
qualité de l’air. Ce projet a également comme but de mieux comprendre les sources 
potentiellement responsables de la formation des SOA dont leur contribution demeure encore 
incertaine jusqu’à présent.  
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Ce chapitre présente les travaux effectués dans le cadre de ce mémoire sous la forme 
d’un article. Il présente les résultats obtenus par le modèle élaboré pour la simulation des SOA 
dans la région sud-est de la Californie. J’ai élaboré le modèle 0-D au complet. En tant que 
première auteure, j’ai rédigé l’article sous la supervision de mon directeur de recherche, 
Patrick L. Hayes, qui m’a également fourni des données à propos de la distribution de la 
volatilité des SVOCs total, tel est décrit dans le Supporting Information. Ce travail n’aurait pas 
été possible sans la collaboration de plusieurs chercheurs travaillant dans le même domaine. 
Pour construire un tel modèle, il fallait avoir recours à une banque de données autant recueillis 
en laboratoires et sur les champs de terrain. Yunliang Zhao et Allen Robinson ont mesuré la 
concentration des IVOCs sur le terrain de Pasadena durant la campagne CalNex 2010. David 
Worton et Allen Goldstein ont mesuré la concentration et la volatilité des SVOCs provenant 
des moteurs de voitures dans un tunnel. Amber Ortega et Jose-Luis Jimenez ont observé la 
formation des SOA à partir d’un OFR pour une large gamme de temps d’exposition. 
Finalement, Peter Zotter, André Prévôt et Sönke Szidat ont déterminé la fraction fossile et 
non-fossile de SOA. Tous ces résultats obtenus par nos collaborateurs ont été incorporés dans 
le modèle ou utilisés pour évaluer les résultats du modèle. L’article a été légèrement modifié 
pour s’adapter au mémoire. 
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2.1 Abstract 
Secondary Organic Aerosols (SOA) are important contributors to fine PM mass in 
polluted regions, and their modeling remains poorly constrained. A box model is developed 
that uses recently published literature parameterizations and data sets to better constrain and 
evaluate the formation pathways and precursors of urban SOA during the CalNex 2010 
campaign in Los Angeles. When using the measurements of IVOCs reported in Zhao et al. 
(2014) and of SVOCs reported in Worton et al. (2014) the model is biased high at longer 
photochemical ages whereas at shorter photochemical ages it is biased low, if the yields for 
VOC oxidation are not updated. The parameterizations using an updated version of the yields, 
which takes into account the effect of gas phase wall-losses in environmental chambers, show 
model/measurement agreement at longer photochemical ages, even though some low bias at 
short photochemical ages still remains. Furthermore, the fossil/non-fossil carbon split of urban 
SOA simulated by the model is consistent with measurements at the Pasadena ground site. 
Multi-generation oxidation mechanisms are often employed in SOA models to increase 
the SOA yields derived from environmental chamber experiments in order to obtain better 
model/measurement agreement. However, there are many uncertainties associated with these 
‘‘aging’’ mechanisms. Thus, SOA formation in the model is compared against data from an 
oxidation flow reactor (OFR) in order to constrain SOA formation at longer photochemical 
ages than observed in urban air. The model predicts similar SOA mass when the ‘‘aging’’ 
mechanisms or the updated version of the yields for VOC oxidation are implemented. The 
latter case though has SOA formation rates that are more consistent with observations from the 
OFR. 
All the model cases evaluated in this work have a large majority of the urban SOA (70 
– 86 %) at Pasadena coming from the oxidation of P-SVOCs and P-IVOCs. The importance of 
these two types of precursors is further supported by analyzing the percentage of SOA formed 
at long photochemical ages (1.5 days) as a function of the precursor rate constant. The P-
SVOCs and P-IVOCs have rate constants that are similar to highly reactive VOCs that have 
been previously found to strongly correlate with SOA formation potential measured by the 
OFR.  
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Finally, the volatility distribution of the total organic mass (gas and particle phase) in 
the model is compared against measurements. The total SVOC mass simulated is similar to the 
measurements, but there are important differences in the measured and modeled volatility 
distributions. A likely reason for the difference is the lack of particle-phase reactions in the 
model that can oligomerize and/or continue to oxidize organic compounds even after they 
partition to the particle phase. 
2.2 Introduction 
Atmospheric aerosols are important climate forcing agents,
75
 negatively impact human 
health
9
 and reduce visibility by scattering and absorbing light.
76
 However, predicting 
quantitatively the composition and concentrations of aerosols is challenging, in part because of 
their complex composition and the variety of emission sources and chemical pathways that 
contribute to aerosol loadings in the atmosphere.
77-78
 Atmospheric aerosols are composed of 
black carbon, inorganic, and organic matter, and the latter is a mixture of hundreds to 
thousands of compounds.
79
 
Due to this complexity, organic aerosol is often categorized into two groups. Primary 
organic aerosol (POA) is directly emitted into the atmosphere from sources such as motor 
vehicles, food cooking, and biomass burning.
6
 On the other hand, secondary organic aerosol 
(SOA) is the product of diverse chemical reactions occurring in the atmosphere that transform 
more-volatile precursors such as volatile organic compounds (VOCs) into lower volatility 
products that are either incorporated into existing particles or nucleate new particles. Many 
previous studies have shown that SOA is an important fraction of OA globally often 
representing more than half the total OA concentration.
4-5
 
In SOA parameterizations for use in regional and global models, a semi-empirical 
approach is used in which VOCs, often the only SOA precursors considered, react with OH 
radicals and other oxidants to form secondary products with lower volatility at a given mass 
yield. These secondary semi-volatile organic compounds (SVOCs) can partition to the particle 
phase to form SOA.
50, 57, 80
 The parameters used in the models for the VOCs, such as the yields 
and product volatilities, are often determined from published chambers studies.
6, 47, 54-55
 Over 
the past decade a number of studies have shown that traditional models that consider only the 
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oxidation of VOCs alone predict SOA concentrations much lower than those observed in 
polluted urban regions.
51, 53, 67, 81
 As a result, several updates have been proposed in the 
literature to improve SOA models including new pathways for SOA formation, new SOA 
precursors, and increased yields for known precursors.
52, 68, 82
 
The volatility basis-set (VBS) approach
50
 has been used in most recent 
parameterizations of SOA yields. In this approach, the organic mass is distributed in 
logarithmically spaced volatility bins, and the SOA forming reactions then redistribute the 
mass from precursors such as anthropogenic and biogenic VOCs, into bins with generally 
lower volatility (except for fragmentation reactions) leading to increased OA concentrations.
68, 
70
 While the VBS provides a valuable conceptual framework for SOA modeling, substantial 
uncertainties remain in the correct parameters for different precursors and conditions.   
In this paper we focus on investigating three interrelated questions that are responsible 
for important uncertainties in urban SOA modeling. The first is how to best incorporate SOA 
from primary semi- and intermediate volatility compounds (P-S/IVOCs), two recently-
proposed types of SOA precursors. While there is now ample evidence that P-S/IVOCs are 
important contributors to SOA,
45, 68
 the emissions of these precursors as well as the parameters 
that govern their oxidation and SOA formation are not well constrained. Also, it is well known 
that models of SOA that incorporate P-S/IVOCs often do not agree with measurements across 
a range of photochemical ages, although the modeled SOA mass varies substantially with the 
parameterization used.
53, 67, 69, 83
 The second question is whether loses of semi-volatile gases to 
the walls of environmental chambers
48, 84
 have resulted in low biases for the yields of some or 
all precursors, especially VOCs, as has been recently reported.
71
 The third question is the 
appropriateness of including “aging” mechanisms in the VBS parameterization of SOA from 
VOCs, in which the initial oxidation reaction is followed by subsequent oxidation reactions of 
the first and later generation products, with each reaction resulting in a reduction of the 
organic volatility by, e.g., an order of magnitude. These “aging” mechanisms increase VOC 
yields to levels much higher than those observed in chamber studies. In some model 
applications they improve model agreement with field measurements,
85
 while in other cases 
they lead to model SOA formation that is substantially larger than observed.
53, 67, 86
 While the 
inclusion of some of these new SOA precursors, updated yields, and aging can provide in 
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some cases better agreement with measurements, the relative amount of SOA formed from 
VOCs (V-SOA), P-IVOCs (I-SOA), and P-SVOCs (S-SOA) is highly uncertain, and changes 
strongly depending on which of the above updates are implemented in a specific model. In 
addition, the fact that different subsets and variants of these updates can allow specific models 
to match SOA measurements raises important questions regarding whether or not the model 
mechanisms are representative of actual SOA forming processes in the atmosphere.   
Recently, we evaluated three parameterizations for the formation of S-SOA and I-SOA 
using a constrained 0-D box model that represents the South Coast Air Basin during the 
California Research at the Nexus of Air Quality and Climate Change (CalNex) campaign.
53
 
The box model allowed the evaluation of multiple model parameterizations previously 
proposed in the literature and the performance of sensitivity studies, which would be difficult 
to carry-out in more computationally demanding gridded 3-D models. The results obtained 
indicated that different combinations of parameterizations could reproduce the total SOA 
equally well even though the amounts of V-SOA, I-SOA, and S-SOA were very different. In 
addition, the model over-predicted SOA formed at longer photochemical ages (≈ 3 days) when 
compared to observations downwind of multiple urban sites. This discrepancy suggests that 
the ratio of P-S/IVOCs-to-POA may have been too high in the parameterizations evaluated. 
Also, as mentioned previously and discussed in Hayes et al.,
53
 the implementation of aging for 
VOC products remains uncertain. 
The goal of this study is to use several recently published results to better evaluate and 
constrain the box model introduced in our previous work, and thus facilitate the identification 
of parameterizations that can be eventually incorporated into 3-D air quality models to 
accurately predict SOA for the right reasons. In particular, our work here improves the box 
model by incorporating recently published measurements of P-IVOCs and P-SVOCs that 
allow better constraining of the concentration, reactivity, yields, and volatility of these 
precursors.
45, 74
 In addition, given that experiments in environmental chambers may 
underestimate SOA yields for the VOCs due to losses of semi-volatile gases to the chamber 
walls,
71
 the SOA yields from VOCs have been re-estimated using a very recent 
parameterization of these wall-losses.
48
 The wall-loss corrected yields obtained are then used 
in the model in a sensitivity study to evaluate the corresponding change in the modeled SOA 
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concentrations. The results obtained from the new box model are also compared against 
ambient ground site and airborne measurements, and also against recently-published oxidation 
flow reactor (OFR) measurements.
61
 This combination of data sets allows the model to be 
evaluated for photochemical ages ranging up to 3 equivalent days (at 1.5  106 molec OH cm-
3
) providing a means to evaluate the aging mechanisms of the VOCs in the VBS. 
2.3 Experimental section 
2.3.1 Measurement and sampling site 
The box model is constructed in order to represent the South Coast Air Basin during 
CalNex in spring/summer 2010. The measurements of aerosols used in this study were 
conducted in Pasadena, California (34.1406 N 118.1224 W), located to the northeast of 
downtown Los Angeles.
53
 An overview of CalNex has been published previously.
46
 The 
location and the meteorology of the ground site at Pasadena are described in further detail in 
Hayes et al.
34
 Pasadena is a receptor site for pollution due to winds that transport emissions 
from the Ports of Los Angeles and Long Beach and downtown Los Angeles. Airborne 
measurements of aerosols were also carried out in the South Coast Air Basin as part of the 
CalNex project. A detailed description of the airborne measurements is given in Bahreini et 
al.
73
 Furthermore, measurements of POA composition and volatility taken at the Caldecott 
Tunnel in the San Francisco Bay Area reported in previous work
74
 are also used to constrain 
the model as described below. The tunnel air samples were collected during July 2010. It 
should be noted that the tunnel measurements do not include emissions due to cold starts of 
vehicles. In the box model, only the relative volatility distribution of vehicular POA measured 
during the tunnel study is used, and thus this potential source of error does not apply to the 
total amount of vehicular POA emissions in the model. 
Two additional datasets are used to evaluate the model. In addition to sampling 
ambient air, an aerosol mass spectrometer (AMS) sampled air that had been photochemically 
aged using an oxidation flow reactor (OFR).
61
 The OFR exposed ambient air to varying 
concentrations OH radicals in order to obtain photochemical ages much higher than the 
ambient levels observed at the Pasadena site, and the amount of SOA produced was quantified 
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as a function of OH exposure. Moreover, radiocarbon (
14
C) analysis has been performed on 
filter samples and results were combined with positive matrix factorization (PMF) data to 
determine fossil and non-fossil fractions of the SOA components as reported in Zotter et al.
87
 
The 
14
C results are used for subsequent comparison against the box model from which fossil 
and non-fossil SOA mass can be estimated.  
2.3.2 Model set-up 
The SOA model is set-up to include 3 types of precursors: VOCs, P-IVOCs, and P-
SVOCs. The parameters used in the box model to simulate the formation of SOA from these 
precursors are listed in Tables 2.2 to 2.4 of the supporting information. The box model 
dynamically calculates the evolution of organic species in an air parcel as it undergoes 
photochemical aging, hence producing SOA. The total SOA also includes background SOA 
(BG-SOA) at a constant concentration of 2.1 µg m
-3
, as determined in our previous work.
53
 
The model accounts for P-SVOC emissions from vehicular exhaust and cooking and treats 
POA as semi-volatile.
68
 
A schematic of the model is shown in Figure 2.1. All the model cases are listed in 
Table 2.1, and all the parameterizations are shown schematically in Figure 2. The first model 
case (ROB + TSI) incorporates the Robinson et al.
68
 parameterization for SOA formation that 
models P-IVOCs and P-SVOCs (i.e. P-S/IVOCs) using a single volatility distribution and 
oxidation rate constant. The ROB + TSI case also uses the Tsimpidi et al.
70
 parameterization 
for SOA formation from VOCs. A detailed description of the parameters used in ROB + TSI 
can be found in Hayes et al.,
53
 and the ROB + TSI model case used here is identical to the case 
of the same name used in that paper. Briefly, as displayed in Fig. 2.2A, the Tsimpidi et al.
70
 
parameterization proposes that the VOCs undergo an initial oxidation step that will form four 
lumped products with different volatilities (c* = 1, 10
1
, 10
2
, 10
3
 µg m
-3
, where c* is the 
effective saturation concentration). The first-generation oxidation products can be further 
oxidized, decreasing their volatility by one order of magnitude (i.e. aging). This “bin-hopping” 
mechanism repeats until the lowest volatility product is reached (c* = 10
-1
 µg m
-3 
in this study 
and 1 µg m
-3
 in other studies such as Tsimpidi et al.
70
 and Hayes et al.
53
 The Robinson et al.
68
 
parameterization proposes that the P-S/IVOCs are initially distributed in logarithmically 
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spaced volatility bins ranging from c* = 10
-2
 to 10
6 
µg m
-3
. Thereafter, the oxidation of P-
S/IVOCs decreases their volatility by one order of magnitude until the lowest volatility 
product is reached (c* = 10
-2 
µg m
-3
). The lowest volatility product possible is not the same for 
the oxidation of VOCs versus the oxidation of the P-S/IVOCs (10
-1
 vs. 10
-2
 µg m
-3
, 
respectively). However, whether the mass is distributed into either bin has a negligible effect 
on the SOA mass simulated in the box model because of the relatively high SOA 
concentrations during the case study.  
 
Figure 2.1 Schematic of the chemical pathways leading to the formation of SOA in the box 
model where α is the SOA yield, kOH,VOC and kOH,IVOC are the rate constants of a VOC and 
IVOC specie respectively oxidized by OH radicals, and Xp is the particle-phase fraction of 
a species. 
In this work, 5 model parameterizations are tested that incorporate new measurements 
of IVOCs and P-SVOC volatility as well as updated VOC yields that account for wall-losses 
of vapors.
48, 71
 For the first new case (ROB + ZHAO + TSI), we incorporate IVOC data 
measured in Pasadena during the CalNex campaign as reported from Zhao et al.
45
 In 
particular, the measured concentrations of speciated and unspeciated IVOCs and their 
estimated volatility are used to constrain the initial concentration of these species (as discussed 
in Section 2.3.4 below) as well as to estimate their yields.
45
 Therefore, we replace the inferred 
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concentrations of IVOCs that were used in our previous work and based on the volatility 
distribution of Robinson et al.
68
 with concentrations that are directly constrained by 
measurements. In the ROB + ZHAO + TSI case the SOA formation parameters used (e.g. 
yields, oxidation rate constants) are taken from Zhao et al.
45
 for the IVOCs and from Hayes et 
al.
53
 for the VOCs and SVOCs.  
For the second new case (WOR + ZHAO + TSI), the volatility distribution of P-
SVOCs is updated using measurements of POA performed at the Caldecott tunnel in the 
California Bay Area.
74
 In the previous two cases described above, the relative volatility 
distribution of P-SVOCs was taken from the work of Robinson et al.
68
 In this distribution, the 
relative concentration of SVOCs increases monotonically between the c* bins 10
-2
 and 10
2
 µg 
m
-3
. The P-SVOC volatility distribution in the WOR + ZHAO + TSI case increases 
monotonically as well, but the relative concentrations in each bin are different and notably 
there is a much higher relative concentration of SVOCs in the c* = 10
2
 µg m
-3 
bin (see Fig. 2.2 
and Table 2.4 in the supporting information). In this model case, the updated P-SVOC 
volatility distribution is only applied to vehicular P-S/IVOCs. The volatility distribution 
proposed by Robinson et al.
68
 is still used for cooking emissions since no distribution specific 
to these emissions is available in the literature to our knowledge. 
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Tableau 2.1 Summary of the model variations used in this paper. 
Case Notes References 
1) ROB + TSI 
P-S/IVOCs: Robinson et al. parameterization, 
and all SOA treated within VBS framework 
 
VOCs: Tsimpidi et al. parameterization with 
aging 
Hayes et al. (2015) 
Robinson et al. 
(2007) 
Tsimpidi et al. (2010) 
2) ROB + ZHAO + 
TSI 
P-SVOCs: Robinson et al. parameterization, 
and all SOA treated within VBS framework 
 
P-IVOCs: Zhao et al. parameterization with 
aging 
 
VOCs: Tsimpidi et al. parameterization with 
aging 
Robinson et al. 
(2007) 
Zhao et al. (2014) 
Tsimpidi et al. (2010) 
3) WOR + ZHAO + 
TSI 
P-SVOCs: Worton et al. volatility distribution 
for vehicular P-SVOCs, Robinson et al. 
volatility distribution for cooking P-SVOCs 
 
P-IVOCs: Zhao et al. parameterization with 
aging 
 
VOCs: Tsimpidi et al. parameterizations with 
aging 
Robinson et al. 
(2007) 
Worton et al. (2014) 
Zhao et al. (2014) 
Tsimpidi et al. (2010) 
4) ROB + MA 
P-S/IVOCs: Robinson et al. parameterization, 
and all SOA treated within VBS framework 
 
VOCs: VOCs yields corrected for wall-losses,  
no aging of VOC oxidation products 
Robinson et al. 
(2007) 
This work 
5) ROB + ZHAO + 
MA 
P-SVOCs: Robinson et al. parameterization, 
and all SOA treated within VBS framework 
 
P-IVOCs: Zhao et al. IVOC parameterization 
with aging 
 
VOCs: VOCs yields corrected for wall-losses, 
no aging of VOC oxidation products 
Robinson et al. 
(2007) 
Zhao et al. (2014) 
This work 
6) WOR + ZHAO + 
MA 
P-SVOCs: Worton et al. volatility distribution 
for vehicular P-SVOCs, Robinson et al. 
volatility distribution for cooking P-SVOCs 
 
P-IVOCs: Zhao et al. IVOC parameterization 
with aging 
 
VOCs: VOCs yields corrected for wall-losses, 
no aging of VOC oxidation products 
Robinson et al. 
(2007) 
Worton et al. (2014) 
Zhao et al. (2014) 
This work 
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Figure 2.2 Schematic of the SOA formation parameterizations used in the model. The 
products formed are shown in different colors for each precursor. Note that the striped color 
bars indicate that the bins contain both primary and secondary organics. In panel (A) the 
parameterization of Tsimpidi et al. (2010) distributes the products of VOCs oxidation into 
four volatility bins. Panels (B) and (C), show the parameterization of Robinson et al. (2007) 
in which the volatility of the SOA precursors, specifically IVOCs and SVOCs, decrease by 
one order of magnitude per oxidation reaction. For P-IVOCs, aging continues to transfer 
mass to lower volatility bins (log c*  2). Panel (D) shows the updated parameterization for 
VOC oxidation that accounts for gas phase wall losses, and Panel (E) shows the updated 
parameterization for P-IVOC oxidation that uses the speciated measurements of IVOCs 
from Zhao et al. (2014). In Panel (F), for the parameterization based on the measurements 
of Worton et al. (2014), the Robinson et al. (2007) volatility distribution is still used for the 
P-SVOCs emitted from cooking sources. Arrows representing the aging of SOA are 
omitted for clarity. 
 43 
Several recently published papers have found that chamber experiments may 
underestimate SOA yields due to the loss of semi-volatile vapors to chamber walls.
48, 71, 84
 A 
sensitivity study has been performed to explore this uncertainty by running the three model 
cases described above (ROB + TSI, ROB + ZHAO + TSI, and WOR + ZHAO + TSI) with a 
revised version of the SOA yields for VOCs that accounts for these wall losses. A detailed 
description of how these updated yields were estimated is provided in the supporting 
information and the values can be found in Table 2.5. Briefly, equilibrium partitioning is 
assumed to hold for the organic mass found in the gas phase, particle phase, or chamber walls. 
The SOA yields are then obtained by refitting SOA chamber yield curves using a model that 
accounts for partitioning between the three compartments (particle, gas, and wall) and 
incorporates the equivalent wall mass concentrations published in Krechmer et al.,
48
 which are 
volatility dependent. The SOA chamber yield curves that were refitted were first calculated 
using the parameters published in Tsimpidi et al.
70
 There are limits to the assumption that 
partitioning between the three phases occurs on short enough timescales for all four VOC 
product volatilities that equilibrium is reached during an SOA chamber study. Specifically, at 
lower volatilities (c*  1 g m-3), the partitioning kinetics of the organic mass from the 
particles to the chamber walls have a timescale that is longer than typical chamber 
experiments.
88
 As described in the supporting information, the updated SOA yields for VOC 
oxidation should therefore be considered upper limits, whereas the original yields serve as 
lower limits. 
According to Krechmer et al.
48
 and other chamber experiments,
84
 the gas-wall 
equilibrium timescale doesn’t vary strongly with the chamber size. Similar timescales have 
been calculated for a variety of environmental chambers, including chambers that were used to 
determine many of the yields used in this paper. In addition, Matsunaga and Ziemann found 
that partitioning was nearly independent of chamber treatment, reversible, and obeyed Henry’s 
law. Thus, the effective wall concentrations determined from the chamber experiments 
reported in Krechmer et al.
48
 are likely applicable to other chambers with different sizes.   
The three model cases accounting for wall losses of organic vapors are named ROB + 
MA, ROB + ZHAO + MA, and WOR + ZHAO + MA. For these cases, the aging of the 
secondary SVOCs formed from the oxidation of VOCs was not included, since multi-
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generation oxidation is not well-constrained using data from chamber studies that are run over 
relatively short time-scales (i.e. hours). In addition, aging and correcting for wall-losses of 
organic vapors have been separately proposed to close the gap between observed and 
predicted SOA concentration from pre-2007 models. The aging of secondary SVOCs formed 
from the oxidation of P-IVOCs (and P-SVOCs) has been kept for all of the MA cases, 
however. A similar approach for correcting the yields as described above cannot be applied to 
P-IVOCs because organics with low volatilities (c*  10 g m-3) will partition to chamber 
walls very slowly, and SVOCs from P-IVOC oxidation tend to have lower volatilities than the 
SVOCs formed from VOC oxidation (Tables 2.2 and 2.3). Indeed, when trying to refit the 
IVOC yield curves, the model assuming equilibrium partitioning between particles, the gas 
phase, and the walls was not able to reproduce the chamber data, which would be consistent 
with equilibrium not having been reached during the chamber studies. 
2.3.2 IVOC oxidation parameterizations 
An important difference between the ROB + TSI and ROB + MA cases and the other 
four cases that have been updated with the IVOC measurements of Zhao et al.
45
 is that in the 
ZHAO cases, the first generation of IVOC oxidation distributes part of the product mass into 
four different volatility bins (C* = 10
-1
, 1, 10
1
, 10
2 
µg m
-3
) as is displayed in Fig. 2.2E. This 
IVOC oxidation scheme is similar to that used for the first step of VOC oxidation
70
 as 
displayed in Fig. 2.2A and D, and has been used to model chamber measurements of SOA 
from IVOCs.
47
 Contrastingly, in the ROB + TSI and ROB + MA cases, a “bin-hopping” 
approach is used for all P-S/IVOCs where oxidation lowers volatility by only one order of 
magnitude (see Fig. 2.2B and C). The Robinson et al.
68
 parameters are still used for the 
formation of SOA from P-SVOCs in the ROB + ZHAO + TSI and ROB + ZHAO + MA cases, 
but the parameters are only applied to primary emissions in c* bins between 10
-2
 and 10
2
 µg 
m
-3 
inclusive (i.e. the volatilities corresponding to P-SVOCs). 
2.3.4 Determination of initial precursor concentrations 
In the ROB + TSI and ROB + MA cases, the initial concentration of P-S/IVOCs is 
estimated as follows. The volatility distribution determined by Robinson et al.
68
 is assumed to 
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represent all P-S/IVOCs emitted.
67
 The total concentration of P-S/IVOCs is then set so that the 
amount of P-S/IVOCs in the particle phase is equal to the initial POA concentration. The 
initial POA concentration is determined from the product of the background-subtracted CO 
concentration and the POA/CO emission ratio.53 The same method is used for the other 
four model cases, but only the initial concentration of P-SVOCs is estimated by this method 
and the initial concentration of P-IVOCs is estimated separately as described in the next 
paragraph. In addition, in the WOR + ZHAO + TSI and WOR + ZHAO + MA cases the 
volatility distribution of vehicular P-SVOCs reported in Worton et al.
74
 is used for estimating 
the initial concentration of vehicular P-SVOCs whereas the volatility distribution of Robinson 
et al.
68
 is used for estimating the initial concentration of cooking P-SVOCs. 
The initial concentrations of VOCs and IVOCs are calculated by multiplying the 
background-subtracted CO concentrations measured at Pasadena by the emission ratios 
ΔVOC/CO or ΔIVOC/CO. In the ROB + TSI and ROB + MA cases this method is only 
applied to the VOCs. The initialization method for the concentrations of the VOCs is the same 
for all six cases in this paper. For the biogenic VOCs, we follow the same method as Hayes et 
al.
53
 to determine the initial concentrations since these compounds are not co-emitted with 
CO.
53
 The emission ratios are taken from the literature when available.
89-90
 For most of the 
IVOCs and some VOCs, emission ratios are not available in the literature. The ratios are 
instead determined by performing linear regression analyses on scatter plots of the IVOC or 
VOC and CO concentrations measured in Pasadena between 00:00-06:00 local time when the 
amount of photochemical aging was very low. The slope of the resulting line corresponds to 
the estimated emission ratio. 
2.3.5 SOA model 
The VOC yields are taken from Tsimpidi et al.
70
 or determined in this work as 
described below. The estimation of the IVOC yields (based on values taken from Presto et 
al.
47
 and of the OH reaction rate constants for IVOCs follows the same approach used by Zhao 
et al.
45
 However, instead of using the total SOA yield, Y, for a fixed OA concentration as 
reported in Zhao et al.,
45
 we use the SVOC yield, α, of each c* bin. It is important to note here 
that the SOA yields taken from Tsimpidi et al. and Presto et al. use a four-product basis set 
 46 
with c* = 10
0
, 10
1
, 10
2
, 10
3
 µg m
-3 
and c* = 10
-1
, 10
0
, 10
1
, 10
2
 µg m
-3
 respectively. For this 
box model, it is more appropriate to have a uniform VBS in terms of the bin range utilised so a 
bin with a lower volatility (c* = 10
-1 
µg m
-3
) has been added to the VBS distribution of 
Tsimpidi et al.
70
 The yield for bin c* = 10
-1
 µg m
-3
 is 0 for VOC oxidation, but when aging 
occurs mass can be transferred into this bin. However, the change in the total V-SOA mass is 
negligible because for both bin c* = 10
-1 
and 10
0 
µg m
-3
 the secondary products almost 
completely partition to the particle phase. 
The OH reaction rate constants are taken from the literature
91-92
 as described previously 
in Hayes et al.
53
 During aging, the oxidation products undergo subsequent reactions with OH 
radicals with a reaction rate constant of 1  10-11 cm3 molec-1 s-1 and 4  10-11 cm3 molec-1 s-1 
for the products of VOC oxidation and P-S/IVOC oxidation respectively.
53
 For each oxidation 
step during aging, there is a mass increase of 7.5 % due to added oxygen.  
The gas-particle partitioning is calculated in each bin by using the reformulation of 
Pankow theory by Donahue et al.
50
 
𝑥𝑝,𝑖 = (1 +
𝐶𝑖
𝐶𝑂𝐴
)
−1
; 𝐶𝑂𝐴 =  ∑[SVOC]𝑖
𝑖
𝑥𝑝,𝑖 
Where xp,i is the particle phase fraction of lumped species i; Ci is the effective 
saturation concentration, and COA is the total mass of organic aerosol available for partitioning 
(µg m
-3
). Only species in the gas phase are allowed to react with OH radicals in the model, 
since aerosol species react at much lower rates.
93
 
The simulated SOA mass from the model is compared against field measurements of 
aerosol composition including results from PMF analysis of aerosol mass spectrometry data.
53
 
Specifically, the model predictions of urban SOA (i.e. SOA formed within the South Coast Air 
Basin) are compared against the semi-volatile oxygenated organic aerosol (SV-OOA) 
concentration from the PMF analysis. The other OA component also attributed to SOA, low-
volatility oxygenated organic aerosol (LV-OOA), is primarily from precursors emitted outside 
the South Coast Air Basin and is used to estimate the background secondary organic aerosol 
(BG-SOA) as discussed previously.
53
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2.4 Results and Discussion 
2.4.1 Evolution of SOA concentration over 3 days 
We follow an approach similar to Hayes et al.
53
 in order to analyse the model results. 
The model SOA concentration is normalized to the background subtracted CO concentration 
to account for dilution, and the ratio is then plotted against photochemical age rather than time 
to remove variations due to diurnal cycles of precursor and oxidant concentrations. The 
photochemical age is calculated at a reference OH radical concentration of 1.5  106 molec 
cm
-3
.
94
 Figure 2.3 shows this analysis for each model case for up to 3 days of photochemical 
aging. Since fragmentation and dry deposition are not included in the model, it has only been 
run to 3 days in order to minimize the importance of these processes with respect to SOA 
concentrations.
61
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Figure 2.3 Predicted urban SOA mass by all six cases for up to 3 days of photochemical 
aging using a reference OH radical concentration of 1.5  106 molec cm-3. Background 
SOA is not included in the figure. The SOA concentrations have been normalized to the 
background subtracted CO (CO) concentration to account for changes in emission 
strengths and dilution. The SOA/ΔCO data determined from the ambient and OFR 
measurements at Pasadena as reported by Hayes et al. 2013 (green squares) and Ortega et 
al. 2016 (black circles) are shown. Also shown is SOA/ΔCO determined from 
measurements performed aboard the NOAA P3 research aircraft (black square) and 
reported by de Gouw and Jimenez (2009) (gray bar) for highly aged urban air masses. The 
fit for ambient and reactor data reported by Ortega et al. 2016 is also shown (dotted black 
line). 
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In each panel of Fig. 2.3, field measurements are included for comparison. In order to 
visualize the comparison better, a table grouping the root-mean-square error for each model 
case can be found in the supporting infos. The urban SOA mass measured at the Pasadena site 
is observed at shorter photochemical ages.
34
 The airborne observations of SOA in the Los 
Angeles basin outflow is also shown and is the average of all data between 1 and 2 days of 
photochemical aging.
73
 The gray region on the right serves as an estimate for very aged urban 
SOA based on data reported by de Gouw and Jimenez.
95
 The data from the OFR and a fit of 
the ambient and reactor data (dotted black line) are also displayed in Fig. 2.3.
61
 In addition, in 
Figure 2.4 the ratio of modeled-to-measured SOA mass is shown on a logarithmic axis to 
facilitate evaluation of model performance. 
In ROB + TSI, as described in previous work,
53
 there is a large over-prediction of SOA 
mass at longer photochemical ages. As displayed in Fig. 2.3, the amount of SOA produced in 
the model is higher than all of the field measurements taken at a photochemical age longer 
than 0.5 days. Moreover, the ratios of model to measurement are higher than the upper limit of 
the gray bar representing the ratios within the measurement uncertainties. There is an 
agreement with the measurements at moderate photochemical ages (between 0.25 and 0.50 
days), but the SOA mass simulated by the model is slightly lower than the measurements at 
the shortest photochemical ages (less than 0.25 days) even when accounting for measurement 
uncertainties. In this parameterization, most of the SOA produced comes from the P-S/IVOCs, 
and uncertainties in the model with respect to these compounds likely explain the 
overestimation observed at longer photochemical ages. As discussed in the introduction, a 
major goal in this work is to better constrain the amount of SOA formed from the oxidation of 
P-S/IVOCs, and the following two model cases (ROB + ZHAO + TSI and WOR + ZHAO + 
TSI) seek to incorporate new measurements to better constrain the box model with respect to 
the P-S/IVOCs. 
When the yield, rate constants, and initial concentrations of P-IVOCs are constrained 
using the field measurements reported in Zhao et al.
45
 (ROB + ZHAO + TSI), the SOA mass 
simulated by the model shows much better agreement with the measurements at longer 
photochemical ages (Fig. 2.3 and 2.4). There is a slight over-prediction at 2 days of 
photochemical aging, but the model is still within the range of measurements of very aged 
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urban SOA reported by De Gouw and Jimenez.
95
 The parameterization reported in Robinson 
et al.
68
 for P-S/IVOCs is based on one study of the photo-oxidation of diesel emissions from a 
generator.
68
 The results obtained here for the better constrained ROB + ZHAO + TSI case 
indicate that the initial concentrations of P-IVOCs as well as the P-IVOC yields within ROB + 
TSI are too high which leads to over-prediction of SOA concentration at longer photochemical 
ages. On the other hand, the SOA mass simulated in ROB + ZHAO + TSI is biased low at 
shorter photochemical ages (less than 1 day). Similar to other recent studies,
53, 61, 79
 there may 
be unexplained SOA precursors not included in the model which rapidly form SOA or yields 
for fast-reacting species including certain VOCs may be biased low. Both of these possibilities 
are explored in the other model cases discussed below. 
The WOR + ZHAO + TSI parameterization simulates higher SOA concentrations at 
shorter photochemical ages compared to the previous variation (ROB + ZHAO + TSI), but it is 
still biased low at shorter photochemical ages. The more rapid SOA formation is due to the 
updated SVOC volatility distribution in this variation compared to the variations that use the 
Robinson et al. distribution.
68
 Specifically, there is a higher relative concentration of gas phase 
SVOCs in the c* = 10
2
 bin, and SOA formation from these precursors is relatively fast due to 
their low initial volatility leading to increased SOA formation during the first hours of 
photochemical aging. This variation suggests that P-SVOCs in their highest volatility bin (c* = 
10
2
 bin) that are emitted by motor vehicles may be responsible for some of the observed rapid 
SOA formation within the South Coast Air Basin. When observing the SOA mass simulated at 
photochemical ages higher than 1 day, the simulation is similar to ROB + ZHAO + TSI. There 
is better model/measurement agreement than for the ROB + TSI parameterization, but a small 
over-prediction exists in the comparison to the reactor data at 2 days of photochemical aging. 
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Figure 2.4 The ratio of the modeled-to-measured SOA concentrations (blue squares) for all 
model cases. The measurements are the same as used in Figure 2.3. The gray bar indicates 
ratios that would correspond to model results that are within the estimated  30 % 
uncertainty of the measurements. 
Also shown in the right-hand panels of Fig. 2.3 and 2.4 are the results with the updated 
yields for the VOCs that account for gas phase chamber wall losses. For these last three cases 
(ROB + MA, ROB + ZHAO + MA, and WOR + ZHAO + MA), the rate of SOA formation at 
short photochemical ages is faster because the secondary SVOC mass from the oxidation of 
the VOC precursors is distributed into lower volatility bins compared to the Tsimpidi et al.
70
 
parameterization. In the ROB + MA case (Fig. 2.3D and 2.4D), similar to ROB + TSI, an 
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over-prediction is obtained at longer photochemical ages. However, there is an improvement 
in the model at the shortest photochemical ages, but the simulated mass is still lower than the 
measurements even when considering the measurement uncertainty. Both of these cases 
perform less well for SOA formation within the South Coast Air Basin, and therefore the 
remainder of this study is focused on the other four model cases. In the cases with the updated 
yields, the SOA concentration reaches a plateau at longer photochemical ages, whereas in the 
model cases using the original yields from the TSI parameterization, the SOA mass 
concentration continues to increase due to aging. Overall, the model cases using the updated 
yields for V-SOA show improvement for the shorter photochemical ages, and the evolution of 
SOA concentration as a function of photochemical age better corresponds to the various 
measurements taken at Pasadena, aboard the NOAA P3, and from the OFR. 
Finally, the WOR + ZHAO + MA case shows the best model/measurement agreement 
among the different cases used in this work. The SOA mass simulated at longer photochemical 
ages better agrees with measurements compared to the WOR + ZHAO + TSI case, and 
model/measurement agreement is obtained for the reactor and the airborne data at longer 
photochemical ages as shown in Fig. 2.4F. Also, the WOR + ZHAO + MA simulation is more 
consistent with the fit of the measurements (Fig. 2.3F) in which the SOA mass remains nearly 
constant at longer photochemical ages. In contrast, the WOR + ZHAO + TSI case does not 
follow this trend as the SOA mass keeps increasing between 2 and 3 days age, which is not 
observed in the measurements. As mentioned above, the model used for this work doesn’t 
include fragmentation reactions, but this option is unlikely to be the explanation for the over-
prediction observed at > 2 days for the WOR + ZHAO + TSI case. According to the OFR data 
from Ortega et al.,
61
 the mass of OA starts to decay due to fragmentation at approximately 10 
days of photochemical aging. In this work, the model is run only up to 3 days, which is much 
shorter than the age when fragmentation appears to become important. Fig. 2.4F indicates that 
including additional P-SVOC mass in the model and accounting for gas-phase wall losses in 
chamber studies improves SOA mass concentration simulations with respect to the 
measurements. However, in the WOR + ZHAO + MA case there is still a slight under-
prediction of SOA formed at shorter photochemical ages (between 0.05 and 0.5 days), and this 
discrepancy is observed in all the other model cases.  
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2.4.2 SOA concentration estimated at Pasadena: fossil and non-fossil 
fractions 
In the top panel of Figure 2.5, the box model is compared against the urban SOA 
determined by PMF analysis of the AMS measurements at Pasadena.
34
 In the bottom panel of 
the same figure the model is compared against the fossil and non-fossil fraction of urban SOA 
as obtained from 
14
C measurements reported in Zotter et al.
87
 Both panels show measurements 
and predictions corresponding to 12:00 – 15:00 local time, when SOA concentrations peaked 
due to longer photochemical ages (5 hours on average) as well as the arrival of emissions 
transported from source-rich western regions of the South Coast Air Basin.  
Similar to the results in Fig. 2.3 and 2.4 for short photochemical ages, the SOA mass 
simulated by the ROB + ZHAO + TSI case is biased low in Fig. 5A. The ROB + ZHAO + 
MA, WOR + ZHAO + TSI, and WOR + ZHAO + MA cases show better model/measurement 
agreement as the simulated SOA mass is within the measurement uncertainty or essentially 
equal to the lower limit of the concentration that is defined by the measurement uncertainty. 
Fig. 2.5A also allows evaluation of the contribution of each precursor type to the SOA at 
Pasadena. For the four cases displayed, the P-SVOCs and P-IVOCs are responsible for 70 – 86 
% of the urban SOA formation. Thus, more than half of the urban SOA is attributed to these 
precursors even in the MA parameterizations where the model is run with the updated yields, 
which doubles V-SOA compared to the cases using the yields reported from Tsimpidi et al.
70
 
Furthermore, 7 – 30 % of the measured urban SOA is due to V-SOA where the range of values 
is due to the uncertainty in the measurements as well as the difference in simulated V-SOA 
concentration for each case. 
According to the 
14
C measurements, an average of 71 ± 3 % of urban SOA at Pasadena 
is fossil carbon, which is thought to be due to the importance of vehicular emissions, 
especially during the morning rush hour.
53, 73, 87
 In general, the box model gives results 
consistent with the 
14
C measurements. To make this comparison, the simulated SOA is 
apportioned between fossil S-SOA, fossil I-SOA, fossil V-SOA, cooking S-SOA, and biogenic 
V-SOA. The last two apportionments correspond to non-fossil carbon. The apportionment of 
SOA into these categories is possible because the box model calculates the SOA formed from 
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each precursors compound or lumped species individually. Then the SOA mass from a 
precursor can be attributed to fossil or non-fossil depending on the identity of the precursor 
following an approach similar to Hayes et al.
53
 Briefly, the fossil S-SOA is formed from P-
SVOCs emitted with hydrocarbon-like OA (HOA), which is a surrogate for vehicular POA. 
Second, cooking S-SOA is formed from P-SVOCs emitted with cooking-influenced OA 
(CIOA). The concentrations of HOA and CIOA were determined previously using PMF 
analysis. Fossil V-SOA is formed from aromatics, alkanes, and olefins while isoprene and 
terpenes are responsible for biogenic V-SOA. The treatment of IVOCs in the comparison with 
the 
14
C measurements has been updated from our 2015 study. Previously, it was assumed that 
P-IVOCs were co-emitted with cooking-influenced OA, but the recent work of Zhao et al.
45
 
indicates that petroleum sources contribute substantially to IVOC emissions. Therefore, the 
IVOCs are considered entirely fossil carbon in order to obtain the results shown in Fig. 2.5B.  
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Figure 2.5 (A) Predicted and measured urban SOA mass for 12:00 – 15:00 local time at the 
Pasadena ground site. (B) The fractional mass of fossil S-SOA, fossil I-SOA, and fossil V-
SOA, as well as cooking S-SOA and biogenic V-SOA for the same time and location. The 
percentage of urban SOA from fossil and non-fossil sources as reported in Zotter et al. 
(2014) is also displayed. The fossil sources are shown as solid bars and the non-fossil 
sources as hollow bars. 
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As seen in Fig. 2.5B, for all the model cases, cooking S-SOA dominates the non-fossil 
fraction and biogenic VOCs have only a small contribution to non-fossil urban SOA. This 
result is consistent with our previous work, and indicates agreement between the model and 
14
C measurements cannot be achieved without including an urban source of non-fossil carbon 
such as P-SVOCs from cooking. With respect to fossil SOA, more S-SOA is formed when 
using the volatility distribution of vehicular POA reported from Worton et al.
74
 due to the 
greater proportion of gas-phase of P-SVOCs. When the V-SOA yields are updated in the 
model (MA parameterizations), there is a corresponding increase in both fossil and non-fossil 
V-SOA. 
When comparing the fossil/non-fossil carbon split, all the cases are either in agreement 
with the measurement within its uncertainty, or slightly lower. Starting with the ROB + ZHAO 
+ TSI case, the fossil fraction increases from 73 % to 77 % in each case as VOCs or P-SVOCs 
from vehicle emissions have greater importance for SOA formation. While the uncertainties 
reported in Zotter et al.
87
 were 71 ± 3 %, there are likely additional errors due to different 
factors that may influence the model or measurements. For example, the SOA forming 
potential of cooking emissions remains uncertain since no parameterization specific to this 
source has been published, to our knowledge. Alternatively, a portion of the P-IVOCs may be 
from cooking sources rather than entirely from fossil sources as is assumed above.
96
 Taking 
the WOR + ZHAO + MA case as an example, since it is the best performing case in this work, 
model/measurement agreement is obtained within measurement uncertainties if one assumes 
that 15 – 38 % of P-IVOCs come from cooking emissions. Ultimately, the differences 
observed in the comparison with the 
14
C data are very likely smaller than these errors 
discussed here, and it is concluded that all the model cases perform equally well with respect 
to the fossil/non-fossil carbon split. 
As reported in Gentner et al.,
79
 emissions from petroleum derived fuels such as diesel 
and gasoline have an important contribution to the formation of SOA. However, there have 
been conflicting results regarding the relative contributions of diesel versus gasoline 
emissions.
73, 79
 In this work, the relative contribution of different SOA sources is estimated 
following a procedure similar to that previously published in Hayes et al.,
53
 and the results are 
shown in Fig. 2.9 of the supporting information. Briefly, the source apportionment method 
 57 
follows four steps. First, after classifying the SOA mass from isoprene and terpenes as 
biogenic V-SOA, the remaining V-SOA is attributed to gasoline emissions since the diesel 
contribution to V-SOA is small (3 %).53 Second, for the diesel and gasoline contribution to 
S-SOA, 70(10) % of HOA is emitted from diesel vehicles with the remainder from gasoline 
vehicles,
34
 and thus it is assumed for the source apportionment that 70% (30%) of vehicular P-
SVOCs are from diesel (gasoline) vehicles. Third, the S-SOA from cooking sources is 
calculated separately in the model, where the initial concentration of cooking P-SVOCs is 
estimated using the measured CIOA concentration and the method described in Section 2.3.4 
above. Lastly, the fractional contributions to I-SOA mass is difficult to determine since there 
are still uncertainties about the sources of IVOCs. According to Zhao et al.,
45
 petroleum 
sources other than on-road vehicles likely contribute substantially to primary IVOCs, but 
evidence exists that cooking may be a source of IVOCs as well.
96
 Thus, while we attribute I-
SOA to these two sources, we do not distinguish the sources. The estimated source 
apportionment in Fig S2 attributes urban SOA as follows: 4% to biogenic V-SOA, 21% to 
gasoline V-SOA, 9% to gasoline S-SOA, 22 % to diesel S-SOA, and 28 % to cooking S-SOA. 
The remaining 26 % is I-SOA that is either due to cooking or off-road emissions of P-IVOCs.     
It should be noted that according to McDonald et al.,
97
 the emissions from vehicles 
have decreased over time (i.e. between 1970 and 2010) due to regulations in California. 
Warneke et al.
98
 have observed also that the emission ratios of some SOA precursors (i.e. 
ΔVOC/ΔCO) have remained constant between 2002 and 2010, while absolute concentrations 
have decreased. On the other hand, cooking and off-road emissions are subject to different 
regulations in California, and the ratios of cooking or off-road emissions to vehicular 
emissions have likely changed with time, which means that the source apportionment results 
for urban SOA presented here will be specific to 2010. 
2.4.3 SOA formation versus precursor oxidation rate constant 
It is important to evaluate the contribution of different classes of precursors to SOA 
formation, and the relative contributions of VOCs, P-SVOCs, and P-IVOCs have not been 
well-constrained by previous studies as discussed in the introduction. Recent results from 
Ortega et al.
61
 point to the importance of fast-reacting precursors for urban SOA during 
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CalNex, and we can use their results to provide an additional constraint on our box model.  
The fraction of SOA formed from each precursor class as a function of the precursor rate 
constant is displayed in Figure 2.6. A large majority of the V-SOA mass has precursor rate 
constants ranging from approximately 3  10-12 to 1  10-10 cm3 molec-1 s-1 (log kOH -11.5 to -
10.0). Aromatic species including toluene, 1,3,5-TMB, and 1,2,4-TMB that produce 
significant V-SOA as shown in previous studies generally have rate constants in this range.
53, 
67
 On the other hand, the I-SOA and S-SOA are formed from compounds that have on average 
higher rate constants with a narrower range of values of 1 10-11 to 1  10-10 cm3 molec-1 s-1 
(log kOH -11.0 to -10.0). It is important to note that the measurements of IVOCs used here 
allow the rate constants of these precursors to be taken from published work or estimated 
using structure-function relationships as described previously.
45
 For S-SOA, the rate constant 
is the aging rate constant reported originally by Robinson et al.
68
 
The right-axis of Fig. 2.6 shows the correlation (R
2
) of different VOCs with the 
maximum concentration of SOA formed using the OFR as a function of their oxidation rate 
constants as reported in Ortega et al.
61
 This analysis of the OFR data allows us to constrain the 
rate constants of the most important SOA precursors. A detailed description of how the R
2
 
values were obtained can be found in Ortega et al.
61
 According to the R
2
 data, the VOC 
compounds that correlate best with maximum SOA formation potential are those that have log 
kOH rate constants ranging from -10.5 to -10.0. Similarly, in all four model cases most of the 
SOA formed comes from species with log kOH values in the range -11 to -10. 
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Figure 2.6 Percentage of SOA mass formed from different precursors at 1.5 days of 
photochemical aging (at 1.5  106 molec OH cm-3) binned according to precursor rate 
constant. The correlations (R
2
) between the concentrations of different VOCs and the 
maximum SOA concentration formed in the OFR as reported by Ortega et al. (2016) are 
represented by the markers. The shape of the marker indicates the chemical family to which 
each compound belongs. For the VOCs and the P-IVOCs the rate constant is the constant 
for the initial oxidation reaction. 
On the other hand, when comparing the percentage of SOA mass simulated by the 
model with the observed R
2 
values, all of the four cases are not entirely consistent with the R
2
 
data. According to the model, more SOA mass is formed from precursors in the bin ranging 
from -11.0 to -10.5 (the majority of mass formed comes from P-IVOCs) rather than the bin 
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ranging from -10.5 to -10.0. In contrast, the R
2
 value is higher for the more reactive bin. It is 
important to remember that the rate constants used for the unspeciated P-IVOCs are estimated 
as their lower limits.
45
 If the P-IVOCs were fully speciated and the actual rate constants were 
used in the model, then some of the I-SOA mass would likely move from the -11.0 to -10.5 
bin into the -10.5 to -10.0 bin. If either fast-reacting precursors were missing in the model, or 
if the rate constants of the currently-implemented precursors were too small, then correcting 
either error would shift the relative distribution shown in Fig. 2.6 towards faster-reacting SOA 
precursors. In turn, the trend in the percentage of modeled SOA mass may more closely follow 
the trend in R
2
 values. Lastly, the higher P-SVOC concentrations in the WOR + ZHAO + TSI 
and WOR + ZHAO + MA cases (Fig. 2.6B and D) slightly improve the comparison with the 
R
2
 data since additional SOA mass is formed from precursors in the -10.5 to -10.0 bin. These 
findings highlight again the important contribution of fast-reacting compounds, including P-
S/IVOCs, to SOA formation in the South Coast Air Basin. 
2.4.4 Volatility distribution of OA 
Based on the evaluations carried out up to this point on the six model cases, the WOR 
+ ZHAO + MA case seems to most closely reproduce the observations. The entire volatility 
distribution of the OA, precursors, and secondary gas phase organics is therefore analyzed for 
this model case. Figure 2.7 shows this distribution for three selected photochemical ages: 0, 5, 
and 36 h. The figure allows us to track the evolution of SOA and secondary gas phase organics 
from each precursor class in terms of their concentration and volatility and also to evaluate the 
reduction of precursor concentrations. For the model results, the volatility distribution of all 
organics resolved by precursor class, except for the VOCs and P-IVOCs, can be taken directly 
from the model. To determine the volatility distribution of the VOCs and P-IVOCs, the 
SIMPOL.1 method
99
 is used to estimate the effective saturation concentration of each 
compound or lumped species in the model. Also included in Fig. 2.7, in the bottom-right 
panel, is the observed volatility distribution for the ground site, which is an average of 
measurements collected during 12:00 – 15:00 local time and corresponds to 5 h of 
photochemical aging. The volatility distribution of VOCs was determined using GC-MS data
89
 
whereas the IVOC distribution is taken from Zhao et al.
45
 The volatility distribution of SVOCs 
was determined using combined thermal denuder AMS measurements (see SI). 
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Figure 2.7 OA volatility distribution as simulated by the WOR + ZHAO + MA case 
displayed at different photochemical ages (0, 5, and 36 h). The partitioning of the species is 
indicated using patterned bars for gas phase and solid bars for particle phase mass. The 
bottom-right graph also shows the measured volatility distribution of OA. The SVOC 
volatility distribution is determined using a combined thermal denuder AMS system as 
described in the supporting information. The IVOC volatility distribution was previously 
published in Zhao et al. (2014), and the VOC distribution was determined from GC-MS 
measurements using the SIMPOL.1 model to estimate the volatility of each VOC. The 
asterisk in the bin log c* = 2 indicates that measurements are not available for this bin. It 
should be noted that not all the VOCs in the model were measured at Pasadena (see text for 
details). For direct visual comparison with the measurements, the simulated concentrations 
of only the VOCs measured at Pasadena are indicated by the black hollow bars in the bins 
log c* = 7, 8, and 9 µg m
-3
. 
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For the volatility distribution of the model at time 0, the concentrations of P-SVOCs 
and P-IVOCs monotonically increases with the value of c*. However, a discontinuity in the 
mass concentration exists between the bins c* = 10
2
 and 10
3 
µg m
-3
. This discontinuity can be 
explained by several factors. First, the measured IVOCs mass concentration in the c* = 10
3
 bin 
is very low, and since the initial concentrations of IVOCs in the model are constrained by the 
field measurements, the model will also have very low concentrations. Zhao et al.
45
 have 
already noted that the concentration of P-IVOCs in this bin is relatively low when compared to 
the volatility distribution from Robinson et al.
68
 Another possible explanation is the presence 
of cooking sources, which in the model are responsible for substantial P-SVOC mass (~50%) 
but may have a smaller contribution to the P-IVOC mass. 
During oxidation the volatility distribution evolves and the concentration of secondary 
organics increases in the bins between c* = 10
-1 
and 10
3
 µg m
-3
 (inclusive), and the largest 
portion of SOA is found in the c* = 1
 
µg m
-3
 bin. This result is due to the partitioning of the 
organic mass to the particle phase and the lack of particle phase reactions in the model, which 
leads to very slow oxidation rates for species found in the lower volatility bins. After 36 h, a 
large portion of the precursors have been reacted, although some primary and secondary 
material remains in the gas phase giving rise to more gradual SOA formation. 
In Fig. 2.7, it is possible to compare the measured volatility distribution with the model 
simulation at 5 h of photochemical aging. It should be noted that the relatively high 
concentrations of VOCs in the model compared to the measurements are due to the model 
containing VOCs for which measurements were not obtained in Pasadena. There are 47 VOCs 
used in the model and only 19 VOCs were measured. However, the remaining VOCs have 
been measured in other urban locations
89-90
 and thus it is assumed they are also present in the 
South Coast Air Basin. For this work, we include these 28 remaining VOCs by assuming that 
they are also emitted in the South Coast Air Basin with identical emission ratios 
(VOC/CO). When comparing only VOCs measured and modeled (shown in hollow black 
bars), the results are consistent (3.1, 3.6 and 2.2 µg m
-3
 from bins c* = 10
7 
to 10
9
 versus 3.8, 
3.7 and 2.2 µg m
-3
 for the measurements). On the other hand, the model appears to have a low 
bias for the concentrations of P-IVOCs (0.16, 0.63, 0.89 and 2.3 µg m
-3
 from bins c* = 10
3 
to 
10
6
 versus 0.21, 1.39, 2.65 and 3.82 µg m
-3
 for the measurements). This low bias is seen for 
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each volatility bin and could possibly be explained by either oxidation rate constants that are 
too high or IVOC/CO ratios that are too low. The latter explanation seems more likely 
given that the rate constants estimated using surrogate compounds and structure-activity 
relationships for the unspeciated P-IVOCs are generally lower limits,
45
 which would result in a 
high bias rather than a low bias. The IVOC/CO ratios may be low because the 
photochemical age between 00:00 – 6:00 local time is not strictly zero, and some oxidation 
may have occurred during the period used to determine the ratio values. Emission ratios such 
as IVOC/CO facilitate incorporating P-IVOC emissions into 3-D models that already use 
CO emissions inventories, and the IVOC/CO ratios reported here could be used for this 
purpose. However, the resulting I-SOA concentrations should be considered lower limits 
given that the emission ratios, and also the rate constants, are likely themselves lower limits.  
For the measurements of SVOCs, all the mass in bins lower than 10
-2
 μg m-3 are 
lumped into this bin for Fig. 2.7 since the model does not contain lower volatility bins. In 
addition, the 10
1
 and 10
2
 μg m-3 bins are not well-resolved because the thermal denuder did 
not consistently reach temperatures low enough (less than 37C) to resolve SVOCs in this 
range of volatilities. Thus, the 10
1
 μg m-3 bin may contain some higher volatility particulate 
mass although this contribution is expected to be small due to the low particle phase fraction 
of compounds in the 10
2
 μg m-3 bin. With these considerations in mind, the volatility 
distribution of the SVOCs is somewhat different in the model compared to the measurements. 
Most notably, the model does not form a significant amount of lower volatility SOA in the 10
-
2
 μg m-3 bin, whereas the measurements have a much higher concentrations in this bin. A 
factor that may explain this difference between the volatility distributions is the lack of 
particle phase reactions that continue to transform SOA into lower volatility products, a 
process which is not considered in the model. One example of a particle phase reaction is the 
formation of SOA within deliquesced particles, including the partitioning of glyoxal to the 
aqueous phase to produce oligomers as discussed in Ervens and Volkamer.
82
  However, when 
comparing the total amount of particle phase SVOCs, it seems that the model reproduces 
reasonably well the measurements (6.7 versus 9.0 µg m
-3
) as expected based on the 
comparisons of the total SOA concentration discussed above. In addition, the total amount of 
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SVOCs (particle and gas phase) are similar (12.3 vs 11.8 µg m
-3
), although it is difficult to 
determine from measurements the gas phase concentration of SVOCs in the 10
2
 μg m-3 bin due 
to the lack of particle mass in this bin under ambient concentrations as well as the limited 
temperature range of the thermal denuder system. 
Recently, Woody et al.
69
 published a paper that modeled SOA over California using 
the Environmental Protection Agency’s Community Multiscale Air Quality Model that had 
been updated to include a VBS treatment of SOA (CMAQ-VBS). As discussed in that paper, 
the modeled P-S/IVOC emission inventories remain an important source of uncertainty in 3-D 
grid-based models. In that previous study several different ratios of P-S/IVOCs-to-POA 
emissions were evaluated against measurements, and it was found that a ratio of 7.5 gave the 
best agreement between the CMAQ-VBS model and observations. From the results shown in 
Fig. 2.7 at a photochemical age of 0 h, a P-S/IVOC-to-POA ratio of 5.2 is calculated. This 
ratio is different from that determined by Woody et al.,
69
 and may be biased low due to 
possibly low IVOC/CO emission ratios as discussed earlier in this section, but it serves as 
both a useful lower bound and has the advantage of being determined from empirical 
measurements of aerosols rather than by tuning a model to match measured SOA 
concentrations. As stated in Woody et al.,
69
 the higher ratio may compensate for other missing 
(or underrepresented) formation pathways in SOA models. 
2.5 Conclusion 
We have used several data sets from recently published papers to better constrain and 
evaluate urban SOA formation pathways and precursors, especially P-SVOCs and P-IVOCs, 
within a custom-built box model. The use of the box model facilitates the incorporation of 
these new data sets as well as the evaluation of a number of model cases. When measurements 
of IVOCs are used to constrain the concentrations of P-IVOCs, such as in the ROB + ZHAO + 
TSI and ROB + ZHAO + MA cases, a large improvement of the model at longer 
photochemical age is observed. However, these model cases are still biased low at shorter 
photochemical ages. By constraining the P-SVOCs additionally with measurements of those 
precursors, such as in the WOR + ZHAO + TSI case, better model/measurement agreement is 
obtained at shorter photochemical ages, yet the model is still biased low. The WOR + ZHAO 
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+ MA case, which incorporates state-of-the-art measurements of P-SVOCs and P-IVOCs and 
also accounts for the effect of chamber wall-losses on VOC yields, best simulates SOA 
formation, although some low bias at short photochemical ages remains. This bias may be due 
to low IVOC/CO emissions ratios or IVOC oxidation rate constants for which the estimated 
values are too low. It is also possible that additional sources or SOA formation pathways are 
missing from the model. Moreover, a P-S/IVOC-to-POA ratio of 5.2 is determined, which can 
be combined with POA emission inventories to constrain the emissions of P-S/IVOCs in 
gridded chemical transport models. All the model cases are able to correctly simulate the 
fossil/non-fossil carbon split at the Pasadena ground site providing support for the 
performance of the model. 
In addition to evaluating the model performance with respect to SOA concentration, 
the rates of SOA formation are compared against measurements as well. This aspect of the 
study was enhanced by the use of OFR data to constrain SOA formation potential for up to 3 
days of photochemical aging (at 1.5  106 molec OH cm-3). The model cases that include 
multi-generation oxidative aging predict substantial SOA increases after 1.5 days of aging, 
which is not consistent with the OFR measurements. In contrast, model cases in which aging 
is omitted and instead SOA yields for VOCs are corrected for gas phase wall-losses in 
chamber experiments predict little change in the SOA concentration after 1.5 days. These 
results highlight the uncertainties associated with aging schemes for SOA from VOCs, which 
are often implemented in SOA models. Implementing instead corrected yields for VOCs 
results in similar amounts of SOA but formation rates versus time that are more consistent 
with observations. 
In all six of the model cases, a large majority of the urban SOA at Pasadena is the 
result of P-SVOC and P-IVOC oxidation. While this result alone cannot be taken as 
conclusive due to the uncertainties in the model parameters, further evidence for the 
importance of P-SVOCs and P-IVOCs is obtained by analyzing the percentage of SOA formed 
at long photochemical ages (~1.5 days) as a function of the precursor rate constant. Highly 
reactive VOCs (e.g. decane, xylenes, and trimethylbenzenes) have been previously found to 
strongly correlate with SOA formation potential, and P-IVOCs and P-SVOCs have rate 
constants similar to these highly reactive VOCs (log kOH = -11.0 to -10.0). In contrast, the rate 
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constants for the VOCs that are the largest contributors to SOA are generally smaller (log kOH 
-11.5 to -10.5), which further suggests that VOCs are less important urban SOA precursors 
unless there are some highly reactive VOCs that are not included in the model that produce a 
substantial amount of SOA. 
Lastly, the modeled volatility distribution of the total (gas and particle phase) organic 
mass between C* = 10
-2
 and 10
10
 ug m
-3
 is analyzed at three ages and compared against 
volatility-resolved measurements. While the total concentrations of gas and particle phase 
SVOCs are reasonably well simulated, at the same time there are important differences 
between the measured and modeled volatility distribution of SVOCs. These differences 
highlight the need for further studies of the chemical pathways that may give rise to SOA in 
low volatility bins at C* = 10
-2
 ug m
-3
 and lower. 
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2.7 Supporting Information 
2.7.1 Estimation of SOA yields for the MA model cases by accounting for 
chamber vapor losses 
 The approach used here to estimate SOA yields for VOC oxidation that account for 
losses of gas phase organic compounds to the walls of Teflon environmental chambers uses a 
set of recently published parameters for modeling gas-wall partitioning in chamber 
experiments.
48
 This previous work found that the fraction of each compound that partitioned to 
the walls at equilibrium followed absorptive partitioning theory with an equivalent wall mass 
concentration that could be calculated from the following equation. 
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𝑐𝑤 = 16(𝑐
∗)0.6 𝜇𝑔 𝑚−3    𝑓𝑜𝑟 𝑐∗ = 1, 10, 100, 𝑜𝑟 1000 𝜇𝑔 𝑚−3          (1) 
Our approach assumes equilibrium between the organic material found in the gas phase, 
particle phase, and the chamber walls. The limitations of this assumption and its potential 
impact on the model results are discussed below. The partitioning of the SVOCs between the 
particle and gas phases and the chamber walls can be calculated using the particle 
concentration, Cp as well as the equivalent wall mass concentration calculated from Equation 1 
above. 
[𝑆𝑉𝑂𝐶]𝑤
[𝑆𝑉𝑂𝐶]𝑔
=
𝑐𝑤
𝑐∗
          (2) 
[𝑆𝑉𝑂𝐶]𝑝
[𝑆𝑉𝑂𝐶]𝑔
=
𝑐𝑝
𝑐∗
           (3) 
Furthermore, the yield,i, is the total amount of SVOC at a given volatility, i, formed from a 
given VOC. 
[𝑆𝑉𝑂𝐶]𝑔,𝑖 + [𝑆𝑉𝑂𝐶]𝑝,𝑖 + [𝑆𝑉𝑂𝐶]𝑤,𝑖 = 𝑖  [𝑉𝑂𝐶]          (4) 
Combining Equations 2, 3, and 4, one can obtain the following equation. 
[𝑆𝑉𝑂𝐶]𝑝,𝑖 = 𝑖 (1 +
𝐶𝑖
∗
𝐶𝑝
+
𝐶𝑤,𝑖
𝐶𝑝
) [𝑉𝑂𝐶]          (5) 
If a four bin basis set is used where i = 1, 10, 100, or 1000 g m-3, then the total SOA yield, Y, 
measured during an environmental chamber experiment can be fit with Equation 6, which is 
simply Equation 5 summed over the four volatilities and then rearranged. 
𝑌 = 1 (1 +
1
𝐶𝑝
+
𝐶𝑤,1
𝐶𝑝
) + 10 (1 +
10
𝐶𝑝
+
𝐶𝑤,10
𝐶𝑝
) + 100 (1 +
100
𝐶𝑝
+
𝐶𝑤,100
𝐶𝑝
)
+ 1000 (1 +
1000
𝐶𝑝
+
𝐶𝑤,100
𝐶𝑝
)                                                                         (6) 
The corrected yields in this work were determined by simulating yield curves using the 
parameters published in Tsimpidi et al.
70
 and then refitting the curves using Equation 6. 
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 As mentioned above, the approach described here assumes equilibrium between the 
particle and gas phases as well as the chamber walls. For higher volatility compounds (c*  10 
g m-3), this assumption is reasonable given recently published results that show transfer of 
mass between particles and walls on the timescale of an hour.
88
 The same paper has shown 
however that for compounds with a volatility of c* = 1 g m-3, the organic material condensed 
on particles evaporates and partitions to the chamber walls on timescales that are longer than 
typical chamber experiments. The  value for the c* = 1 g m-3 bin would then be biased high 
since the model described above would attribute mass to the chamber walls that is not actually 
present. Therefore, the amount of V-SOA in model cases that use the corrected yields 
determined here should be considered an upper limit. Furthermore, the original yields should 
be considered lower limits.    
2.7.2 Estimation of the SVOC volatility distribution at Pasadena from 
Thermonuder Aerosol Mass Spectrometry Measurements (TD-AMS) 
The TD-AMS measurements at Pasadena were carried out using the system previously 
described by Huffman et al.
100
 Briefly, switching valves were used to sample both ambient air 
as well as ambient air passed through a thermodenuder (TD) that was scanned between 37 and 
260C. The mass fraction remaining (MFR) as a function of temperature, also known as a 
thermogram, is then calculated from the ratio of the TD measurements and the linearly-
interpolated ambient measurements. In order to compare against the model, the thermogram 
was only determined for the period between 12:00 – 15:00 local time, which corresponded to 5 
h of photochemical aging at a reference OH concentration of 1.5  106 molec OH cm-3. This 
thermogram is shown below in Figure 2.8. The thermogram is then converted to a volatility 
distribution using the method described by Faulhaber et al.
101
 
The lowest volatility bin modeled is c* = 0.01 g m-3, but similar to previous 
measurements,
86
 the TD volatility distribution extends to lower volatility bins. The mass in 
these lower bins is lumped into the c* = 0.01 bins to allow comparison with the model. In 
addition, since the background SOA is treated as non-volatile in the box model, we subtract 
the amount of background SOA from the lowest bin (c* = 0.01 g m-3) after lumping to 
determine the volatility distribution of urban OA at Pasadena. Both of these approximations 
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will bias the measured urban OA towards higher volatilities. When subtracting the background 
SOA, this bias would be due to the possibility that some of the background SOA is found in c* 
bins greater than 0.01 g m-3. Thus, some of the mass subtracted from the c* = 0.01 g m-3 bin 
should instead be subtracted from more volatile bins. Given the measured urban OA is already 
much lower volatility than that predicted in the model, correcting these potential sources of 
error would only further increase the differences between the model and the measurement that 
are discussed in the main text. 
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2.7.3 Supplemental Tables 
Table 2.2 Parameters for VOC oxidation used in the model. The aging rate constant for the 
multi-generation oxidation of VOCs is 1  10-11 cm3 molec-1 s-1. 
Classification Compounds 
Molecular 
weight  
(g mol
-1
) 
kOH  
(cm
3
 molec
-1
 s
-1
) 
Alk5 
Methylcyclopentane 
84.2 
5.68 × 10
-12
 
Cyclohexane 6.97 × 10
-12
 
Methylcyclohexane 98.2 9.64 × 10
-12
 
n-Heptane 
100.2 
6.76 × 10
-12
 
2-Methylhexane 6.89 × 10
-12
 
3-Methylhexane 7.17 × 10
-12
 
2,3-Dimethylpentane 7.15 × 10
-12
 
2,4-Dimethylpentane 4.77 × 10
-12
 
2,2,3-Trimethylbutane 3.81 × 10
-12
 
n-Octane 
114.2 
8.11 × 10
-12
 
3-Methylheptane 8.59 × 10
-12
 
2-Methylheptane 8.31 × 10
-12
 
2,2,4-Trimethylpentane 3.34 × 10
-12
 
2,3,4-Trimethylpentane 6.60 × 10
-12
 
2,3,3-Trimethylpentane 4.40 × 10
-12
 
n-Nonane 128.3 9.70 × 10
-12
 
n-Decane 142.3 1.10 × 10
-11
 
Undecane 156.3 1.23 × 10
-11
 
Ole1 
Propene 42.1 2.63 × 10
-11
 
1-Butene 56.1 3.14 × 10
-11
 
1-Pentene 
70.1 
3.14 × 10
-11
 
2-Methyl-1-Butene 6.10 × 10
-11
 
3-Methyl-1-Butene 3.18 × 10
-11
 
Ole2 
1,3-butadiene 54.1 6.66 × 10
-11
 
trans-2-pentene 
70.1 
6.70 × 10
-11
 
cis-2-pentene 6.50 × 10
-11
 
Styrene 104.2 5.80 × 10
-11
 
Ald 
Benzaldehyde 106.1 
1.15 × 10
-11
 
o-Tolualdehyde 
120.1 m-Tolualdehyde 
p-Tolualdehyde 
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Table 2.2 (suite). 
Classification Compounds 
ΔVOC/ΔCO  
(ppt ppb
-1
) 
Stoichiometric SOA yield High-
NOx, 298 K (μg m-3) 
0.1 1 10 100 1000 
Alk5 
Methylcyclopentane 0.566 
0.000 0.150 0.000 0.000 0.000 
Cyclohexane 0.285 
Methylcyclohexane 0.202 
n-Heptane 0.398 
2-Methylhexane 0.385 
3-Methylhexane 0.460 
2,3-Dimethylpentane 0.252 
2,4-Dimethylpentane 0.171 
2,2,3-Trimethylbutane 0.031 
n-Octane 0.197 
3-Methylheptane 0.131 
2-Methylheptane 0.171 
2,2,4-
Trimethylpentane 
0.476 
2,3,4-
Trimethylpentane 
0.171 
2,3,3-
Trimethylpentane 
0.194 
n-Nonane 0.220 
n-Decane 0.180 
Undecane 0.290 
Ole1 
Propene 3.740 
0.000 0.001 0.005 0.038 0.150 
1-Butene 0.340 
1-Pentene 0.112 
2-Methyl-1-Butene 0.250 
3-Methyl-1-Butene 0.058 
Ole2 
1,3-butadiene 0.350 
0.000 0.003 0.026 0.083 0.270 
trans-2-pentene 0.097 
cis-2-pentene 0.050 
Styrene 0.220 
Ald 
Benzaldehyde 
1.15 × 10
-9
 0.000 0.000 0.000 0.000 0.000 
o-Tolualdehyde 
m-Tolualdehyde 
p-Tolualdehyde 
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Table 2.2 (suite). 
Classification Compounds 
Molecular 
weight  
(g mol
-1
) 
kOH  
(cm
3
 molec
-1
 s
-1
) 
Ald 2,5-Dimethylbenzaldehyde 134.2 1.15 × 10
-11
 
Aro1 
Toluene 92.1 5.63 × 10
-12
 
Ethylbenzene 106.2 7.00 × 10
-12
 
i-Propylbenzene 
120.2 
6.30 × 10
-12
 
n-Propylbenzene 5.80 × 10
-12
 
Benzene 78.1 1.22 × 10
-12
 
Aro2 
o-Ethyltoluene 
120.2 
1.19 × 10
-11
 
m/p-Ethyltoluene 1.52 × 10
-11
 
1,2,3-Trimethylbenzene 3.27 × 10
-11
 
1,2,4-Trimethylbenzene 3.25 × 10
-11
 
1,3,5-Trimethylbenzene 5.67 × 10
-11
 
m/p-Xylene 
106.2 
1.87 × 10
-11
 
o-Xylene 1.36 × 10
-11
 
Isop 
Anthropogenic isoprene 
68.1 1.00 × 10
-10
 
Biogenic isoprene 
Terp α-pinene + β-pinene + limonene 136.2 9.82 × 10-11 
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Table 2.2 (suite). 
Classification Compounds 
ΔVOC/ΔCO  
(ppt ppb
-1
) 
Stoichiometric SOA yield High-
NOx, 298 K (μg m-3) 
0.1 1 10 100 1000 
Ald 
2,5-Dimethyl-
benzaldehyde 
1.15 × 10
-9
 0.000 0.000 0.000 0.000 0.000 
Aro1 
Toluene 3.180 
0.000 0.003 0.165 0.300 0.435 
Ethylbenzene 0.570 
i-Propylbenzene 0.030 
n-Propylbenzene 0.110 
Benzene 1.300 
Aro2 
o-Ethyltoluene 0.120 
0.000 0.002 0.195 0.300 0.435 
m/p-Ethyltoluene 0.349 
1,2,3-
Trimethylbenzene 
0.240 
1,2,4-
Trimethylbenzene 
0.620 
1,3,5-
Trimethylbenzene 
0.310 
m/p-Xylene 1.790
a
 
o-Xylene 0.459
b
 
Isop 
Anthropogenic 
isoprene 
0.300
 
0.000 0.001 0.023 0.015 0.000 
Biogenic isoprene N/A 
Terp 
α-pinene + β-
pinene + limonene 
N/A 0.000 0.012 0.122 0.201 0.500 
a
Average of both emission ratios;
 b
Zhao et al. 2014 
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Table 2.3 Parameters for P-IVOC oxidation used in the model. Measurements of the 
IVOCs were reported in Zhao et al. 2014. The aging rate constant for the multi-generation 
oxidation of P-IVOCs is 4  10-11 cm3 molec-1 s-1. 
Classification Compounds 
kOH  
(cm
3
 molec
-1
 s
-1
) 
Naph 
Naphtalene 2.44 × 10
-11
 
1-Methylnaphtalene 4.09 × 10
-11
 
2-Methylnaphtalene 4.86 × 10
-11
 
Phenanthrene 3.20 × 10
-11
 
Alk10 B12 alkane 1.32 × 10
-11
 
Alk11 B13 alkane 1.51 × 10
-11
 
Alk12 
Dodecane 1.32 × 10
-11
 
B14 alkane 1.68 × 10
-11
 
B12 cyclic 1.32 × 10
-11
 
Alk13 
Tridecane 1.51 × 10
-11
 
Heptylcyclohexane 1.91 × 10
-11
 
B15 alkane 1.82 × 10
-11
 
B13 cyclic 1.51 × 10
-11
 
Alk14 
Tetradecane 1.68 × 10
-11
 
Octylcyclohexane 2.05 × 10
-11
 
B16 alkane 1.96 × 10
-11
 
B14 cyclic 1.68 × 10
-11
 
Alk15 
Pentadecane 1.82 × 10
-11
 
Nonylcyclehexane 2.19 × 10
-11
 
Pristane 2.44 × 10
-11
 
B17 alkane 2.10 × 10
-11
 
B15 cyclic 1.82 × 10
-11
 
Alk16 
Hexadecane 1.96 × 10
-11
 
Decylcyclohexane 2.33 × 10
-11
 
Phytane 2.61 × 10
-11
 
B18 alkane 2.24 × 10
-11
 
B16 cyclic 1.96 × 10
-11
 
Alk17 
Heptadecane 2.10 × 10
-11
 
Octadecane 2.24 × 10
-11
 
Nonadecane 2.38 × 10
-11
 
Eicosane 2.52 × 10
-11
 
Heneicosane 2.67 × 10
-11
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Table 2.3 (suite). 
Classification Compounds 
ΔIVOC/ΔCO 
(ng m
-3
 ppb
-1
) 
Stoichiometric SOA yield High-NOx, 
298 K (μg m-3) 
0.1 1 10 100 1000 
Naph 
Naphtalene 0.341 
0.000 0.165 0.005 0.516 0.881 
1-Methylnaphtalene 0.058 
2-Methylnaphtalene 0.110 
Phenanthrene 0.187 
Alk10 B12 alkane 1.718 
0.000 0.150 0.000 0.000 0.000 
Alk11 B13 alkane 1.513 
Alk12 
Dodecane 0.446 
0.000 0.014 0.110 0.160 0.000 B14 alkane 0.951 
B12 cyclic 8.950 
Alk13 
Tridecane 0.310 
0.014 0.059 0.220 0.400 0.000 
Heptylcyclohexane 0.049 
B15 alkane 0.574 
B13 cyclic 5.868 
Alk14 
Tetradecane 0.479 
0.022 0.094 0.300 0.350 0.000 
Octylcyclohexane 0.049 
B16 alkane 0.486 
B14 cyclic 5.009 
Alk15 
Pentadecane 0.277 
0.044 0.071 0.410 0.300 0.000 
Nonylcyclehexane 0.036 
Pristane 0.062 
B17 alkane 0.795 
B15 cyclic 2.758 
Alk16 
Hexadecane 0.204 
0.053 0.083 0.460 0.250 0.000 
Decylcyclohexane 0.029 
Phytane 0.031 
B18 alkane 0.278 
B16 cyclic 1.855 
Alk17 
Heptadecane 0.141 
0.063 0.089 0.550 0.200 0.000 
Octadecane 0.070 
Nonadecane 0.030 
Eicosane 0.015 
Heneicosane 0.010 
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Table 2.3 (suite). 
Classification Compounds 
kOH  
(cm
3
 molec
-1
 s
-1
) 
Alk17 
B19 alkane 2.38 × 10
-11
 
B20 alkane 2.52 × 10
-11
 
B21 alkane 2.67 × 10
-11
 
B17 cyclic 2.10 × 10
-11
 
B18 cyclic 2.24 × 10
-11
 
B19 cyclic 2.38 × 10
-11
 
B20 cyclic 2.52 × 10
-11
 
B21 cyclic 2.67 × 10
-11
 
 
 
Table 2.3 (suite). 
Classification Compounds 
ΔVOC/ΔCO  
(ppt ppb
-1
) 
Stoichiometric SOA yield High-NOx, 
298 K (μg m-3) 
0.1 1 10 100 1000 
Alk17 
B19 alkane 0.123 
0.063 0.089 0.550 0.200 0.000 
B20 alkane 0.072 
B21 alkane 0.028 
B17 cyclic 2.473 
B18 cyclic 0.939 
B19 cyclic 0.526 
B20 cyclic 0.311 
B21 cyclic 0.142 
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Table 2.4 Parameters for P-SVOC oxidation and the P-SVOC volatility distribution used in 
the model. The volatility distribution of P-SVOCs reported by Worton et al. (2014) is only 
used for vehicular emissions. 
c* (µg m
-3
) 
ΔHvap 
(kJ mol
-1
) 
Molecular Weight 
(g mol
-1
) 
Fraction of total P-
SVOC (%) 
ROB & WOR 
ROB & 
WOR 
ROB & WOR ROB WOR 
10
-2
 112 
250 
6 4 
10
-1
 106 12 6 
10
0
 100 18 12 
10
1
 94 28 19 
10
2
 88 36 59 
KOH (cm
3
 molec
-1
 s
-1
) 4 x 10
-11
 
Oxygen mass gain per 
oxidation generation (%) 
7.5 
Volatility decrease per 
oxidation generation 
1 order of magnitude 
 
 
Table 2.5 Updated version of the SOA yields for VOCs accounting for losses of semi-
volatile gases to chamber walls. 
Classification 
Stoichiometric SOA yield, High-NOX, at 298 K (μg m
-3
) 
1 10 100 1000 
Alk5 0.157 0.000 0.000 0.000 
Ole1 0.014 0.000 0.098 0.088 
Ole2 0.052 0.000 0.183 0.157 
Ald 0.000 0.000 0.000 0.000 
Aro1 0.276 0.002 0.431 0.202 
Aro2 0.310 0.000 0.420 0.209 
Isop 0.034 0.000 0.005 0.000 
Terp 0.210 0.000 0.348 0.297 
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Table 2.6 Comparison of the SOA modeled from each case to the measurements by using 
the root-mean-square error (RMSE) 
Cases RMSE 
1) ROB + TSI 410 
2) ROB + ZHAO + TSI 126 
3) WOR + ZHAO + TSI 119 
4) ROB + MA 357 
5) ROB + ZHAO + MA 97.4 
6) WOR + ZHAO + MA 79.4 
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2.7.4 Supplemental Figure 
 
Figure 2.8 Organic mass fraction remaining as a function of temperature for Pasadena, 
California during CalNex 2010. Data correspond to 12:00 – 15:00 local time. 
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Figure 2.9 Estimated fractional contributions to urban SOA mass concentration using the 
WOR + ZHAO + MA case. 
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Chapitre 3 : Conclusion 
La formation des SOA dans un site urbain comme Pasadena durant la campagne 
CalNex a été modélisée à partir d’un modèle 0-D. Un tel modèle permet d’utiliser plusieurs 
données récemment publiées afin de mettre plus de contraintes sur les nouveaux précurseurs à 
l’étude, dont les P-SVOCs et les P-IVOCs. Les avantages d’utiliser un modèle 0-D sont la 
capacité d’évaluer plusieurs variations du modèle et la réalisation des expériences de 
sensibilité (les résultats à partir d’un modèle 0-D sont obtenus rapidement sur un ordinateur de 
bureau). L’utilisation des rendements nouvellement révisés, par exemple, permet de prendre 
en considération les pertes des espèces gazeuses et semi-volatils sur les parois lors des 
expériences dans les chambres atmosphériques. 
Les résultats obtenus durant ce projet de recherche de maîtrise mettent en évidence 
l’importante contribution des P-SVOCs et les P-IVOCs, qui ont été sujettes à de nombreuses 
incertitudes pendant plusieurs années. Les travaux précédents de la modélisation des SOA à 
partir de ces précurseurs ont montré une surestimation de la masse formée à une longue 
période d’oxydation.53 De plus, les paramètres qui étaient utilisés pour diriger le mécanisme 
de formation des SOA provenaient seulement de la photo-oxydation des émissions de diesel 
provenant d’une étude d’un générateur.68 Il y avait donc moins de contraintes pour les P-
S/IVOCs. Lorsque les données des P-IVOCs sur le terrain de Pasadena et les mesures des 
POA (P-SVOCs) prélevées d’un tunnel à San Francisco ont été incorporées dans le modèle 
élaboré dans ce travail, la simulation de la masse formée de SOA à long terme a présenté une 
amélioration. Également, ce travail a montré que la majorité des SOA était formée à partir de 
l’oxydation des P-S/IVOCs. Ces derniers possèdent des constantes de réaction égales à celles 
des VOCs très réactifs qui corrèlent fortement avec la formation des SOA. 
L’incorporation des nouvelles valeurs de rendements a conduit à l’obtention de 
résultats se rapprochant plus des mesures qui ont été observées par l’OFR.61 Les modèles 
précédents utilisaient l’approche de la multi-génération d’oxydation des produits pour obtenir 
des rendements plus élevés et simuler correctement la formation des SOA. Ce mécanisme de « 
aging » contient des incertitudes et n’est pas représentatif de la vitesse à laquelle les SOA sont 
formés en comparaison avec les résultats du OFR. 
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Cependant, pour toutes les variations effectuées dans le modèle, une sous-estimation 
est observée à une courte période d’oxydation (début de la formation des SOA). Cela peut être 
expliqué probablement par un manque de données sur d’autres précurseurs ou l’utilisation des 
concentrations d’émission et des constantes de vitesse trop petites dans le modèle. Néanmoins, 
la composition des SOA en carbone fossile et non-fossile simulée par le modèle est similaire 
aux observations, indiquant ainsi sa performance. 
3.1 Perspectives 
Une similitude est observée en général entre la distribution de volatilité obtenue par le 
modèle élaboré dans ce travail et celle des mesures dont la volatilité a été préalablement 
déterminée. Par contre, la distribution de volatilité des SVOCs est différente pour les deux cas. 
Cette différence peut être explorée en incorporant, par exemple, d’autres sources potentielles 
de SOA ou mécanisme de formation résultant à des produits de plus basse volatilité. 
Récemment, Ervens et al. ont décrit le mécanisme de formation des SOA à partir du glyoxal 
dans les particules aqueuses.
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 Le glyoxal étant un composé hydrophile qui fractionne dans la 
phase aqueuse et qui forme des oligomères (dont des SOA) en réagissant avec les •OH. Pour la 
suite de ce projet de maîtrise, il serait intéressant d’inclure les paramètres qui dictent la 
formation des SOA par le glyoxal ou toutes autres réactions se produisant dans la phase 
aqueuse qui peut donner lieu à des SOA de basse volatilité. 
La modélisation des SOA dans les régions polluées pourraient être évaluée en utilisant 
les données des composés d’IVOCs provenant des carburants de diesel et de gasoline. 
L’analyse a été reportée en 2012 par Gentner et al.79 Les résultats obtenus par cette variation 
pourraient être comparés avec le modèle qui utilise les données des IVOCs mesurées dans l’air 
ambiant.
45
 Or, il faut s’attendre à ce que la masse simulée des SOA avec les IVOCs des 
carburants soit probablement plus petite que celle formée par les IVOCs ambiants. Cela 
s’explique d'abord par l’incorporation de composés qui proviennent d’une source seulement 
(carburants). De plus, les propriétés de ces IVOCs changent durant la combustion des 
carburants, influençant ainsi leur contribution à la formation des SOA. Malgré ce désavantage, 
la spéciation des composés analysés par Gentner et al. est mieux que celle reportée par Zhao et 
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al.
45
. Une estimation de SOA provenant de chaque composé peut être utilisée dans la 
réglementation de la formulation des carburants. 
Récemment, il a été rapporté dans le journal Nature, que les évaporations et 
l’oxydation des composés de basse volatilité provenant des sables bitumineux en Alberta, 
précisément en Athabasca, peuvent être des sources responsables de la formation des SOA.
102
 
Dans ce même article, les données recueillies sur le terrain (avions de recherche), des 
expériences dans les chambres à smog et des travaux de modélisation ont été réalisés afin 
d’évaluer quantitativement la formation des SOA durant la production du bitume. Les 
paramètres utilisés lors de la modélisation et résultats obtenus de cette étude pourraient servir 
pour d’autres travaux suivant ce projet de recherche présenté dans le cadre de ce mémoire. Il 
serait alors possible d’élaborer un modèle 0-D qui simule la formation des SOA à un endroit 
différent que la région métropolitaine de Los Angeles, dont en Athabasca. 
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Chapitre 4: Annexe 
4.1 Code Igor Pro utilisé pour modéliser la formation des SOA 
Pour élaborer un tel modèle, on se base sur les données météorologiques et aussi des 
phénomènes chimiques. Or, il faut aussi prendre en compte les données obtenues sur le terrain 
comme l’inventaire des émissions des précurseurs des polluants. Des expériences dans les 
chambres à gaz ont aussi été effectuées dans le but de simuler des réactions dans l’atmosphère 
afin d’obtenir des paramètres chimiques. En combinant ces éléments, on peut créer un modèle 
mathématique en utilisant des algorithmes qui vont décrire le mieux les phénomènes 
chimiques et physiques qui influencent les polluants lorsque ceux-ci se dispersent et réagissent 
dans l’atmosphère, formant ainsi le modèle de la qualité de l’air tel qu’il est connu 
actuellement.  
Dans le cadre de ce mémoire de thèse, un logiciel permettant d’effectuer la 
programmation ainsi que le traitement des données, Igor Pro 6.34, a été utilisé. Pour ce faire, 
on élabore une fonction (SOA_Formation) contenant tous les calculs nécessaires pour 
modéliser la formation des SOA. Ensuite, il suffit de rentrer des données et des valeurs pour 
effectuer les calculs. Cette fonction crée utilise d’autres fonctions qui sont également affichés 
ici. 
4.1.1 Function SOA_Formation 
constant tstep = 301 // [A.U.] 
constant niteration = 1000  // [A.U.] 
constant OH = 1.5e6 // Oxydant concentration, [molec/cm3] 
constant T_ref = 298 // Temperature of reference, [K] 
constant dH = 36 // Enthalpy of vaporisation, [KJ/mol] 
constant R = 8.314 // Ideal gas constant, [KJ/mol * K]  
 
Function Formation_SOA (BGOA, Dt, Temp, CO, POAr, distribution, distribution_HOA, yield, POA) // Combining 
the functions of Tsimpidi and Robinson 
 
variable BGOA 
variable Dt 
wave Temp 
variable CO 
variable POAr 
wave distribution 
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wave distribution_HOA 
 
//Yield (flag = yield): 
//1 = Aging on 
// 
//POA and total OC distribution (flag = POA): 
//3 = Robinson et al. initialization 
 
variable yield 
variable POA 
 
variable kOH1 // Oxydation rate constant aging for VOC, [cm3/(molec*s)] 
variable kOH2 // Oxydant constant rate aging for P-IVOC, [cm3/molec*s] 
 
wave v_yields 
wave VOC_yields 
wave VOC_yields_updated 
 
wave av_yields 
wave aroVOC_yields 
wave aroVOC_yields_updated 
 
wave bv_yields 
wave bioVOC_yields 
wave bioVOC_yields_updated 
 
wave spIVOC_yields 
wave unspIVOC_yields 
 
if (yield == 1) 
 
kOH1 = 1e-11 // Oxydation rate constant aging for VOC, [cm3/(molec*s)] 
kOH2 = 4e-11 // Oxydant constant rate aging for P-IVOC, [cm3/molec*s] 
 
else 
  
kOH1 = 1e-99 // Oxydation rate constant aging for VOC, [cm3/(molec*s)] 
kOH2 = 4e-11 // Oxydant constant rate aging for P-IVOC, [cm3/molec*s] 
 
endif 
 
make/o/n = (tstep) Timewave 
Timewave = x * Dt  // Time, [s] 
 
make/o/n = (tstep) Timewave_d 
Timewave_d = Timewave / 86400 // Time, [days] 
 
make/o/n = (tstep) Tempwave300 
Tempwave300 = 291 // Temperature = 18 °C 
 
wave VOCerwave 
wave VOC_MWwave 
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make/o/n = (32) VOCinwave 
VOCinwave = VOCerwave/1000 * (CO * 1e3) // Before: VOC[ppt], After: VOC[ppm], CO [ppb] (Entered in 
command, CO [ppm]) 
 
make/o/n = (tstep, 32) VOCwave 
 
variable v_idex 
v_idex = 0 
For (v_idex = 0; v_idex < (numpnts(VOCinwave)); v_idex+=1) 
 
VOCwave[0][v_idex] = VOCinwave[v_idex] * VOC_MWwave[v_idex]/24.46  // VOC compounds initial 
concentration, [ug/m3] 
 
Endfor 
 
wave AroVOCerwave 
wave aroVOC_MWwave 
 
make/o/n = (12) aroVOCinwave 
aroVOCinwave = AroVOCerwave/1000 * (CO * 1e3) // Before: VOC[ppt], After: VOC[ppm], CO [ppb] (Entered in 
command, CO [ppm]) 
 
make/o/n = (tstep, 12) aroVOCwave 
 
variable v_aro_idex 
v_aro_idex = 0 
For (v_aro_idex = 0; v_aro_idex < (numpnts(aroVOCinwave)); v_aro_idex+=1) 
 
aroVOCwave[0][v_aro_idex] = aroVOCinwave[v_aro_idex] * aroVOC_MWwave[v_aro_idex]/24.46  // Aromatic 
VOC compounds initial concentration, [ug/m3] 
 
Endfor 
 
wave BioVOCerwave 
wave bioVOC_MWwave 
 
make/o/n = (3) bioVOCinwave 
bioVOCinwave = BioVOCerwave/1000 * (CO * 1e3) // Before: VOC[ppt], After: VOC[ppm], CO [ppb] (Entered in 
command, CO [ppm]) 
 
make/o/n = (tstep, 3) bioVOCwave 
 
variable v_bio_idex 
v_bio_idex = 0 
 
For (v_bio_idex = 0; v_bio_idex < (numpnts(bioVOCinwave)); v_bio_idex+=1) 
 
bioVOCwave[0][v_bio_idex] = bioVOCinwave[v_bio_idex] * bioVOC_MWwave[v_bio_idex]/24.46  // Biogenic 
VOC compounds initial concentration, [ug/m3] 
 
Endfor 
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wave Sp_IVOCerwave 
wave Unsp_IVOCerwave 
                      
make/o/n = (20) Sp_IVOCinwave 
Sp_IVOCinwave = Sp_IVOCerwave/1000 * (CO * 1e3) // speciated IVOC[ng/m3], CO [ppb] (Entered in command, 
CO [ppm]) 
                     
make/o/n = (20) Unsp_IVOCinwave 
Unsp_IVOCinwave = Unsp_IVOCerwave/1000 * (CO * 1e3) // unspeciated IVOC[ng/m3], CO [ppb] (Entered in 
command, CO [ppm]) 
 
make/o/n = (tstep, 20) Sp_IVOCwave 
make/o/n = (tstep, 20) Unsp_IVOCwave 
 
variable i_idex 
i_idex = 0 
For (i_idex = 0; i_idex < (numpnts(Sp_IVOCinwave)); i_idex+=1) 
 
Sp_IVOCwave[0][i_idex] = Sp_IVOCinwave[i_idex] // speciated IVOC compounds initial concentration, [ug/m3] 
Unsp_IVOCwave[0][i_idex] = Unsp_IVOCinwave[i_idex] // unspeciated IVOC compounds initial concentration, 
[ug/m3] 
 
Endfor 
 
make/o/n = (tstep, 32, 5) SVOCwave 
SVOCwave[0][][] = 0  // SVOC concentration, [ug/m3] 
 
make/o/n = (tstep, 5) SVOCtot_rot 
 
make/o/n = (tstep, 12, 5) aroSVOCwave 
aroSVOCwave[0][][] = 0  // SVOC concentration, [ug/m3] 
 
make/o/n = (tstep, 5) aroSVOCtot_rot 
 
make/o/n = (tstep, 3, 5) bioSVOCwave 
bioSVOCwave[0][][] = 0  // BioSVOC concentration, [ug/m3] 
 
make/o/n = (tstep, 5) bioSVOCtot_rot  
 
make/o/n = (tstep, 20, 5) Sp_SVOCwave 
Sp_SVOCwave[0][][] = 0  // Speciated SVOC concentration, [ug/m3] 
 
make/o/n = (tstep, 5) Sp_SVOCtot_rot  
 
make/o/n = (tstep, 20, 5) Unsp_SVOCwave 
Unsp_SVOCwave[0][][] = 0  // Unspeciated SVOC concentration, [ug/m3] 
 
make/o/n = (tstep, 5) Unsp_SVOCtot_rot 
 
ROB_initialization (BGOA, POAr, distribution, distribution_HOA, CO, Temp) 
 
wave P_SVOCfinal 
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wave P_SVOCfinal_HOA 
wave P_SVOCfinal_CIOA 
 
make/o/n = (tstep, 5) P_SVOCwave // Initial concentration of P-SVOCs, [ug/m3]  
make/o/n = (tstep, 5) P_SVOCwave_HOA  // Initial concentration of P-SVOCs_HOA, [ug/m3]  
make/o/n = (tstep, 5) P_SVOCwave_CIOA // Initial concentration of P-SVOCs_CIOA, [ug/m3]  
 
variable s_idex 
s_idex = 0  
For (s_idex = 0; s_idex < (5); s_idex+=1) 
 
P_SVOCwave[0][s_idex] = P_SVOCfinal[s_idex] 
 
P_SVOCwave_HOA[0][s_idex] = P_SVOCfinal_HOA[s_idex] 
P_SVOCwave_CIOA[0][s_idex] = P_SVOCfinal_CIOA[s_idex] 
 
Endfor 
 
make/o/n = (tstep, 5, 4) S_SVOCwave // Initial concentration of S-SVOCs, [ug/m3] 
S_SVOCwave[0][][] = 0 
 
make/o/n = (tstep, 5, 4) S_SVOCwave_HOA // Initial concentration of S-SVOCs_HOA, [ug/m3] 
S_SVOCwave_HOA[0][][] = 0 
 
make/o/n = (tstep, 5, 4) S_SVOCwave_CIOA  // Initial concentration of S-SVOCs_CIOA, [ug/m3] 
S_SVOCwave_CIOA[0][][] = 0 
 
Clausius_Clapeyron (Temp) 
wave C_Temp 
 
Clausius_Clapeyron_ROB (Temp) 
wave C_Temp_ROB 
                                
make/o/n = (niteration, 5) PCitwave // Partition coefficient iteration, [A.U.] 
make/o/n = (tstep, 5) PCwave // Partition coefficient, [A.U.] 
 
make/o/n = (niteration, 5) PCit_ROBwave // Partition coefficient iteration, [A.U.] 
make/o/n = (tstep, 5) PC_ROBwave // Partition coefficient, [A.U.] 
 
variable PCit_idex 
PCit_idex = 0 
For (PCit_idex = 0; PCit_idex < (5); PCit_idex+=1) 
 
PCitwave[0][PCit_idex] = 1/(1 + C_Temp[0][PCit_idex]/(BGOA)) 
PCwave[0][PCit_idex] = 1/(1 + C_Temp[0][PCit_idex]/(BGOA))   
 
PCit_ROBwave[0][PCit_idex] = 1/(1 + C_Temp_ROB[0][PCit_idex]/(BGOA)) 
PC_ROBwave[0][PCit_idex] = 1/(1 + C_Temp_ROB[0][PCit_idex]/(BGOA))    
 
Endfor 
 
make/o/n = (niteration) SOAitwave 
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SOAitwave[0] = BGOA // Organic aerosols concentration, [ug/m3] 
 
make/o/n = (tstep) SOAwave 
SOAwave[0] = BGOA // Organic aerosols concentration, [ug/m3] 
 
make/o/n = (niteration) SOAit_VOCwave 
SOAit_VOCwave[0] = 0 
 
make/o/n = (tstep) SOA_VOCwave  
SOA_VOCwave[0] = 0 
 
make/o/n = (niteration) SOAit_S_AroVOCwave 
SOAit_S_AroVOCwave[0] = 0 
 
make/o/n = (tstep) SOA_S_AroVOCwave  
SOA_S_AroVOCwave[0] = 0 
 
make/o/n = (niteration) SOAit_BioVOCwave  
SOAit_BioVOCwave[0] = 0 
 
make/o/n = (tstep) SOA_BioVOCwave  
SOA_BioVOCwave[0] = 0 
 
make/o/n = (niteration) SOAit_Sp_IVOCwave  
SOAit_Sp_IVOCwave[0] = 0 
 
make/o/n = (tstep) SOA_Sp_IVOCwave  
SOA_Sp_IVOCwave[0] = 0 
 
make/o/n = (niteration) SOAit_Unsp_IVOCwave  
SOAit_Unsp_IVOCwave[0] = 0 
 
make/o/n = (tstep) SOA_Unsp_IVOCwave 
SOA_Unsp_IVOCwave[0] = 0 
 
make/o/n = (niteration) SOAit_P_SVOCwave  
SOAit_P_SVOCwave[0] = 0 
 
make/o/n = (tstep) SOA_P_SVOCwave 
SOA_P_SVOCwave[0] = 0 
 
make/o/n = (niteration) SOAit_P_SVOCwave_HOA  
SOAit_P_SVOCwave_HOA[0] = 0 
 
make/o/n = (tstep) SOA_P_SVOCwave_HOA 
SOA_P_SVOCwave_HOA[0] = 0 
 
make/o/n = (niteration) SOAit_P_SVOCwave_CIOA  
SOAit_P_SVOCwave_CIOA[0] = 0 
 
make/o/n = (tstep) SOA_P_SVOCwave_CIOA 
SOA_P_SVOCwave_CIOA[0] = 0 
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make/o/n = (niteration) Errorwaveit 
Errorwaveit[0] = 0 
 
make/o/n = (tstep) Errorwave 
Errorwave[0] = 0 
 
variable index 
index = 0 
For (index = 0; index < (tstep-1); index+=1) 
 
wave KOH_VOCwave   
variable v_dex 
v_dex = 0 
For (v_dex = 0; v_dex < (dimsize(VOCwave,1)); v_dex+=1)  
 
VOCwave[index+1][v_dex] = VOCwave[index][v_dex] - (KOH_VOCwave[v_dex] * VOCwave[index][v_dex] * OH * 
Dt) 
 
variable sv_dex 
sv_dex = 0  
For (sv_dex = 0; sv_dex < (5); sv_dex+=1) 
 
if (sv_dex == 0) 
 
SVOCwave[index+1][v_dex][sv_dex] = SVOCwave[index][v_dex][sv_dex] + (VOC_yields_updated[v_dex][sv_dex]* 
KOH_VOCwave[v_dex] * VOCwave[index][v_dex] * OH * Dt) + (1.075 * kOH1 * (1-PCwave[index][sv_dex+1]) * 
SVOCwave[index][v_dex][sv_dex+1] * OH * Dt) 
 
elseif (sv_dex == 4) 
 
 SVOCwave[index+1][v_dex][sv_dex] = SVOCwave[index][v_dex][sv_dex] + 
(VOC_yields_updated[v_dex][sv_dex]* KOH_VOCwave[v_dex] * VOCwave[index][v_dex] * OH * Dt) - (kOH1 * (1-
PCwave[index][sv_dex]) * SVOCwave[index][v_dex][sv_dex] * OH * Dt) 
 
else 
 
 SVOCwave[index+1][v_dex][sv_dex] = SVOCwave[index][v_dex][sv_dex] + 
(VOC_yields_updated[v_dex][sv_dex]* KOH_VOCwave[v_dex] * VOCwave[index][v_dex] * OH * Dt) + (1.075 * 
kOH1 * (1-PCwave[index][sv_dex+1]) * SVOCwave[index][v_dex][sv_dex+1] * OH * Dt) - (kOH1 * (1-
PCwave[index][sv_dex]) * SVOCwave[index][v_dex][sv_dex] * OH * Dt) 
 
endif 
 
Endfor 
 
Endfor 
          
matrixop/o SVOCtot =sumrows (SVOCwave) 
SVOCtot_rot = SVOCtot[p][0][q]   
 
wave KOH_aroVOCwave   
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variable av_dex 
av_dex = 0      
For (av_dex = 0; av_dex < (dimsize(aroVOCwave,1)); av_dex+=1)  
 
aroVOCwave[index+1][av_dex] = aroVOCwave[index][av_dex] - (KOH_aroVOCwave[av_dex] * 
aroVOCwave[index][av_dex] * OH * Dt) 
 
variable s_av_dex 
s_av_dex = 0                 
For (s_av_dex = 0; s_av_dex < (5); s_av_dex+=1) 
 
if (s_av_dex == 0) 
 
aroSVOCwave[index+1][av_dex][s_av_dex] = aroSVOCwave[index][av_dex][s_av_dex] + 
(aroVOC_yields_updated[av_dex][s_av_dex]* KOH_aroVOCwave[av_dex] * aroVOCwave[index][av_dex] * OH * 
Dt) + (1.075 * kOH1 * (1-PCwave[index][s_av_dex+1]) * aroSVOCwave[index][av_dex][s_av_dex+1] * OH * Dt) 
 
elseif (s_av_dex == 4) 
 
aroSVOCwave[index+1][av_dex][s_av_dex] = aroSVOCwave[index][av_dex][s_av_dex] + 
(aroVOC_yields_updated[av_dex][s_av_dex]* KOH_aroVOCwave[av_dex] * aroVOCwave[index][av_dex] * OH * 
Dt) - (kOH1 * (1-PCwave[index][s_av_dex]) * aroSVOCwave[index][av_dex][s_av_dex] * OH * Dt) 
 
else 
 
aroSVOCwave[index+1][av_dex][s_av_dex] = aroSVOCwave[index][av_dex][s_av_dex] + 
(aroVOC_yields_updated[av_dex][s_av_dex]* KOH_aroVOCwave[av_dex] * aroVOCwave[index][av_dex] * OH * 
Dt) + (1.075 * kOH1 * (1-PCwave[index][s_av_dex+1]) * aroSVOCwave[index][av_dex][s_av_dex+1] * OH * Dt) - 
(kOH1 * (1-PCwave[index][s_av_dex]) * aroSVOCwave[index][av_dex][s_av_dex] * OH * Dt) 
 
endif 
 
Endfor 
     
Endfor 
 
matrixop/o aroSVOCtot =sumrows (aroSVOCwave) 
aroSVOCtot_rot = aroSVOCtot[p][0][q]   
 
wave KOH_bioVOCwave   
variable bv_dex 
bv_dex = 0 
For (bv_dex = 0; bv_dex < (dimsize(bioVOCwave,1)); bv_dex+=1)  
 
bioVOCwave[index+1][bv_dex] = bioVOCwave[index][bv_dex] - (KOH_bioVOCwave[bv_dex] * 
bioVOCwave[index][bv_dex] * OH * Dt) 
 
variable s_bv_dex 
s_bv_dex = 0  
For (s_bv_dex = 0; s_bv_dex < (5); s_bv_dex+=1) 
 
if (s_bv_dex == 0) 
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bioSVOCwave[index+1][bv_dex][s_bv_dex] = bioSVOCwave[index][bv_dex][s_bv_dex] + 
(bioVOC_yields_updated[bv_dex][s_bv_dex]* KOH_bioVOCwave[bv_dex] * bioVOCwave[index][bv_dex] * OH * 
Dt) + (1.075 * kOH1 * (1-PCwave[index][s_bv_dex+1]) * bioSVOCwave[index][bv_dex][s_bv_dex+1] * OH * Dt) 
 
elseif (s_bv_dex == 4) 
 
bioSVOCwave[index+1][bv_dex][s_bv_dex] = bioSVOCwave[index][bv_dex][s_bv_dex] + 
(bioVOC_yields_updated[bv_dex][s_bv_dex]* KOH_bioVOCwave[bv_dex] * bioVOCwave[index][bv_dex] * OH * 
Dt) - (kOH1 * (1-PCwave[index][s_bv_dex]) * bioSVOCwave[index][bv_dex][s_bv_dex] * OH * Dt) 
 
else 
 
bioSVOCwave[index+1][bv_dex][s_bv_dex] = bioSVOCwave[index][bv_dex][s_bv_dex] + 
(bioVOC_yields_updated[bv_dex][s_bv_dex]* KOH_bioVOCwave[bv_dex] * bioVOCwave[index][bv_dex] * OH * 
Dt) + (1.075 * kOH1 * (1-PCwave[index][s_bv_dex+1]) * bioSVOCwave[index][bv_dex][s_bv_dex+1] * OH * Dt) - 
(kOH1 * (1-PCwave[index][s_bv_dex]) * bioSVOCwave[index][bv_dex][s_bv_dex] * OH * Dt) 
 
endif 
 
Endfor 
     
Endfor 
 
matrixop/o bioSVOCtot =sumrows (bioSVOCwave) 
bioSVOCtot_rot = bioSVOCtot[p][0][q]   
 
wave KOH_spIVOCwave   
variable spi_dex 
spi_dex = 0 
For (spi_dex = 0; spi_dex < (dimsize(Sp_IVOCwave,1)); spi_dex+=1)  
 
Sp_IVOCwave[index+1][spi_dex] = Sp_IVOCwave[index][spi_dex] - (KOH_spIVOCwave[spi_dex] * 
Sp_IVOCwave[index][spi_dex] * OH * Dt) 
 
variable s_spi_dex 
s_spi_dex = 0  
For (s_spi_dex = 0; s_spi_dex < (5); s_spi_dex+=1) 
 
if (s_spi_dex == 0) 
 
Sp_SVOCwave[index+1][spi_dex][s_spi_dex] = Sp_SVOCwave[index][spi_dex][s_spi_dex] + 
(spIVOC_yields[spi_dex][s_spi_dex] * KOH_spIVOCwave[spi_dex] * Sp_IVOCwave[index][spi_dex] * OH * Dt) + 
(1.075 * kOH2 * (1-PCwave[index][s_spi_dex+1]) * Sp_SVOCwave[index][spi_dex][s_spi_dex+1] * OH * Dt) 
 
elseif (s_spi_dex == 4) 
 
Sp_SVOCwave[index+1][spi_dex][s_spi_dex] = Sp_SVOCwave[index][spi_dex][s_spi_dex] + 
(spIVOC_yields[spi_dex][s_spi_dex] * KOH_spIVOCwave[spi_dex] * Sp_IVOCwave[index][spi_dex] * OH * Dt) - 
(kOH2 * (1-PCwave[index][s_spi_dex]) * Sp_SVOCwave[index][spi_dex][s_spi_dex] * OH * Dt) 
 
else 
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variable Sp_IVOC_addition_age 
 
Sp_IVOC_addition_age = 1.075 * kOH2 * (1-PCwave[index][s_spi_dex+1]) * 
Sp_SVOCwave[index][spi_dex][s_spi_dex+1] * OH * Dt 
                          
variable Sp_IVOC_decrease_age 
 
Sp_IVOC_decrease_age = kOH2 * (1-PCwave[index][s_spi_dex]) * Sp_SVOCwave[index][spi_dex][s_spi_dex] * 
OH * Dt 
                          
Sp_SVOCwave[index+1][spi_dex][s_spi_dex] = Sp_SVOCwave[index][spi_dex][s_spi_dex] + 
(spIVOC_yields[spi_dex][s_spi_dex]* KOH_spIVOCwave[spi_dex] * Sp_IVOCwave[index][spi_dex] * OH * Dt) + 
Sp_IVOC_addition_age - Sp_IVOC_decrease_age 
          
endif 
 
Endfor 
     
Endfor 
 
matrixop/o Sp_SVOCtot =sumrows (Sp_SVOCwave) 
Sp_SVOCtot_rot = Sp_SVOCtot[p][0][q]   
 
wave KOH_unspIVOCwave   
variable unspi_dex 
unspi_dex = 0 
For (unspi_dex = 0; unspi_dex < (dimsize(Unsp_IVOCwave,1)); unspi_dex+=1)  
 
Unsp_IVOCwave[index+1][unspi_dex] = Unsp_IVOCwave[index][unspi_dex] - (KOH_unspIVOCwave[unspi_dex] * 
Unsp_IVOCwave[index][unspi_dex] * OH * Dt) 
 
variable s_unspi_dex 
s_unspi_dex = 0  
For (s_unspi_dex = 0; s_unspi_dex < (5); s_unspi_dex+=1) 
 
if (s_unspi_dex == 0) 
 
Unsp_SVOCwave[index+1][unspi_dex][s_unspi_dex] = Unsp_SVOCwave[index][unspi_dex][s_unspi_dex] + 
(UnspIVOC_yields[unspi_dex][s_unspi_dex]* KOH_unspIVOCwave[unspi_dex] * 
Unsp_IVOCwave[index][unspi_dex] * OH * Dt) + (1.075 * kOH2 * (1-PCwave[index][s_unspi_dex+1]) * 
Unsp_SVOCwave[index][unspi_dex][s_unspi_dex+1] * OH * Dt) 
 
elseif (s_unspi_dex == 4) 
 
Unsp_SVOCwave[index+1][unspi_dex][s_unspi_dex] = Unsp_SVOCwave[index][unspi_dex][s_unspi_dex] + 
(UnspIVOC_yields[unspi_dex][s_unspi_dex]* KOH_unspIVOCwave[unspi_dex] * 
Unsp_IVOCwave[index][unspi_dex] * OH * Dt) - (kOH2 * (1-PCwave[index][s_unspi_dex]) * 
Unsp_SVOCwave[index][unspi_dex][s_unspi_dex] * OH * Dt) 
 
else 
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variable Unsp_IVOC_addition_age 
Unsp_IVOC_addition_age = 1.075 * kOH2 * (1-PCwave[index][s_unspi_dex+1]) * 
Unsp_SVOCwave[index][unspi_dex][s_unspi_dex+1] * OH * Dt 
                          
variable Unsp_IVOC_decrease_age 
Unsp_IVOC_decrease_age = kOH2 * (1-PCwave[index][s_unspi_dex]) * 
Unsp_SVOCwave[index][unspi_dex][s_unspi_dex] * OH * Dt 
                          
Unsp_SVOCwave[index+1][unspi_dex][s_unspi_dex] = Unsp_SVOCwave[index][unspi_dex][s_unspi_dex] + 
(UnspIVOC_yields[unspi_dex][s_unspi_dex]* KOH_unspIVOCwave[unspi_dex] * 
Unsp_IVOCwave[index][unspi_dex] * OH * Dt) + Unsp_IVOC_addition_age - Unsp_IVOC_decrease_age 
 
endif 
 
Endfor 
     
Endfor 
 
matrixop/o Unsp_SVOCtot =sumrows (Unsp_SVOCwave) 
Unsp_SVOCtot_rot = Unsp_SVOCtot[p][0][q]   
 
//Robinson model 
 
variable kOH3 // Oxydant constant rate aging for P-SVOC in bin c* = 0.01 to 100 (ROB), [cm3/molec*s] 
variable kOH5 // Oxydant constant rate aging for P-IVOC, [cm3/molec*s] 
 
if (POA == 3) 
 
kOH3 = 4e-11 // Oxydation rate constant for IVOC, [cm3/(molec*s)] 
kOH5 = 4e-99 // Oxydant constant rate aging for P-IVOC, [cm3/molec*s] 
 
else 
  
kOH3 = 4e-99 // Oxydation rate constant for IVOC, [cm3/(molec*s)] 
kOH5 = 4e-11 // Oxydant constant rate aging for P-IVOC, [cm3/molec*s] 
 
endif 
 
variable svoc_dex 
svoc_dex = 0 
For (svoc_dex = 0; svoc_dex < (dimsize(P_SVOCwave,1)); svoc_dex+=1)  
 
if (svoc_dex == 0) 
 
P_SVOCwave[index+1][svoc_dex] = P_SVOCwave[index][svoc_dex] 
P_SVOCwave_HOA[index+1][svoc_dex] = P_SVOCwave_HOA[index][svoc_dex] 
P_SVOCwave_CIOA[index+1][svoc_dex] = P_SVOCwave_CIOA[index][svoc_dex] 
 
S_SVOCwave[index+1][svoc_dex][0] = S_SVOCwave[index][svoc_dex][0] + (1.075 * kOH3 * (1-
PC_ROBwave[index][svoc_dex+1]) * P_SVOCwave[index][svoc_dex+1] * OH * Dt) 
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S_SVOCwave_HOA[index+1][svoc_dex][0] = S_SVOCwave_HOA[index][svoc_dex][0] + (1.075 * kOH5 * (1-
PC_ROBwave[index][svoc_dex+1]) * P_SVOCwave_HOA[index][svoc_dex+1] * OH * Dt) 
S_SVOCwave_CIOA[index+1][svoc_dex][0] = S_SVOCwave_CIOA[index][svoc_dex][0] + (1.075 * kOH5 * (1-
PC_ROBwave[index][svoc_dex+1]) * P_SVOCwave_CIOA[index][svoc_dex+1] * OH * Dt) 
 
elseif (svoc_dex == 4) 
 
P_SVOCwave[index+1][svoc_dex] = P_SVOCwave[index][svoc_dex] - (kOH3 * (1-PC_ROBwave[index][svoc_dex]) 
* P_SVOCwave[index][svoc_dex] * OH * Dt) 
                 
P_SVOCwave_HOA[index+1][svoc_dex] = P_SVOCwave_HOA[index][svoc_dex] - (kOH5 * (1-
PC_ROBwave[index][svoc_dex]) * P_SVOCwave_HOA[index][svoc_dex] * OH * Dt) 
                  
P_SVOCwave_CIOA[index+1][svoc_dex] = P_SVOCwave_CIOA[index][svoc_dex] - (kOH5 * (1-
PC_ROBwave[index][svoc_dex]) * P_SVOCwave_CIOA[index][svoc_dex] * OH * Dt) 
 
S_SVOCwave[index+1][svoc_dex][0] = S_SVOCwave[index][svoc_dex][0] - (kOH3 * (1-
PC_ROBwave[index][svoc_dex]) * S_SVOCwave[index][svoc_dex][0] * OH * Dt) 
                  
S_SVOCwave_HOA[index+1][svoc_dex][0] = S_SVOCwave_HOA[index][svoc_dex][0] - (kOH5 * (1-
PC_ROBwave[index][svoc_dex]) * S_SVOCwave_HOA[index][svoc_dex][0] * OH * Dt) 
                  
S_SVOCwave_CIOA[index+1][svoc_dex][0] = S_SVOCwave_CIOA[index][svoc_dex][0] - (kOH5 * (1-
PC_ROBwave[index][svoc_dex]) * S_SVOCwave_CIOA[index][svoc_dex][0] * OH * Dt) 
 
else  
 
P_SVOCwave[index+1][svoc_dex] = P_SVOCwave[index][svoc_dex] - (kOH3 * (1-PC_ROBwave[index][svoc_dex]) 
* P_SVOCwave[index][svoc_dex] * OH * Dt) 
                  
P_SVOCwave_HOA[index+1][svoc_dex] = P_SVOCwave_HOA[index][svoc_dex] - (kOH5 * (1-
PC_ROBwave[index][svoc_dex]) * P_SVOCwave_HOA[index][svoc_dex] * OH * Dt) 
                  
P_SVOCwave_CIOA[index+1][svoc_dex] = P_SVOCwave_CIOA[index][svoc_dex] - (kOH5 * (1-
PC_ROBwave[index][svoc_dex]) * P_SVOCwave_CIOA[index][svoc_dex] * OH * Dt) 
     
S_SVOCwave[index+1][svoc_dex][0] = S_SVOCwave[index][svoc_dex][0] + (1.075 * kOH3 * (1-
PC_ROBwave[index][svoc_dex+1]) * P_SVOCwave[index][svoc_dex+1] * OH * Dt) - (kOH3 * (1-
PC_ROBwave[index][svoc_dex]) * S_SVOCwave[index][svoc_dex][0] * OH * Dt)  
                       
S_SVOCwave_HOA[index+1][svoc_dex][0] = S_SVOCwave_HOA[index][svoc_dex][0] + (1.075 * kOH5 * (1-
PC_ROBwave[index][svoc_dex+1]) * P_SVOCwave_HOA[index][svoc_dex+1] * OH * Dt) - (kOH5 * (1-
PC_ROBwave[index][svoc_dex]) * S_SVOCwave_HOA[index][svoc_dex][0] * OH * Dt)  
                       
S_SVOCwave_CIOA[index+1][svoc_dex][0] = S_SVOCwave_CIOA[index][svoc_dex][0] + (1.075 * kOH5 * (1-
PC_ROBwave[index][svoc_dex+1]) * P_SVOCwave_CIOA[index][svoc_dex+1] * OH * Dt) - (kOH5 * (1-
PC_ROBwave[index][svoc_dex]) * S_SVOCwave_CIOA[index][svoc_dex][0] * OH * Dt)  
 
endif         
 
variable gdex 
gdex = 0 
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For (gdex = 0; gdex < (4-1); gdex+=1) 
 
if (svoc_dex == 0) 
 
S_SVOCwave[index+1][svoc_dex][gdex+1] = S_SVOCwave[index][svoc_dex][gdex+1] + (1.075 * kOH3 * (1-
PC_ROBwave[index][svoc_dex+1]) * S_SVOCwave[index][svoc_dex+1][gdex] * OH * Dt) 
 
S_SVOCwave_HOA[index+1][svoc_dex][gdex+1] = S_SVOCwave_HOA[index][svoc_dex][gdex+1] + (1.075 * kOH5 
* (1-PC_ROBwave[index][svoc_dex+1]) * S_SVOCwave_HOA[index][svoc_dex+1][gdex] * OH * Dt) 
 
S_SVOCwave_CIOA[index+1][svoc_dex][gdex+1] = S_SVOCwave_CIOA[index][svoc_dex][gdex+1] + (1.075 * kOH5 
* (1-PC_ROBwave[index][svoc_dex+1]) * S_SVOCwave_CIOA[index][svoc_dex+1][gdex] * OH * Dt) 
 
elseif (svoc_dex == 4) 
 
S_SVOCwave[index+1][svoc_dex][gdex+1] = S_SVOCwave[index][svoc_dex][gdex+1] - (kOH3 * (1-
PC_ROBwave[index][svoc_dex]) * S_SVOCwave[index][svoc_dex][gdex+1] * OH * Dt) 
                   
 S_SVOCwave_HOA[index+1][svoc_dex][gdex+1] = S_SVOCwave_HOA[index][svoc_dex][gdex+1] - (kOH5 * (1-
PC_ROBwave[index][svoc_dex]) * S_SVOCwave_HOA[index][svoc_dex][gdex+1] * OH * Dt)   
                    
S_SVOCwave_CIOA[index+1][svoc_dex][gdex+1] = S_SVOCwave_CIOA[index][svoc_dex][gdex+1] - (kOH5 * (1-
PC_ROBwave[index][svoc_dex]) * S_SVOCwave_CIOA[index][svoc_dex][gdex+1] * OH * Dt) 
  
else  
 
S_SVOCwave[index+1][svoc_dex][gdex+1] = S_SVOCwave[index][svoc_dex][gdex+1] + (1.075 * kOH3 * (1-
PC_ROBwave[index][svoc_dex+1]) * S_SVOCwave[index][svoc_dex+1][gdex] * OH * Dt) - (kOH3 * (1-
PC_ROBwave[index][svoc_dex]) * S_SVOCwave[index][svoc_dex][gdex+1] * OH * Dt) 
                    
S_SVOCwave_HOA[index+1][svoc_dex][gdex+1] = S_SVOCwave_HOA[index][svoc_dex][gdex+1] + (1.075 * kOH5 
* (1-PC_ROBwave[index][svoc_dex+1]) * S_SVOCwave_HOA[index][svoc_dex+1][gdex] * OH * Dt) - (kOH5 * (1-
PC_ROBwave[index][svoc_dex]) * S_SVOCwave_HOA[index][svoc_dex][gdex+1] * OH * Dt)   
                    
S_SVOCwave_CIOA[index+1][svoc_dex][gdex+1] = S_SVOCwave_CIOA[index][svoc_dex][gdex+1] + (1.075 * kOH5 
* (1-PC_ROBwave[index][svoc_dex+1]) * S_SVOCwave_CIOA[index][svoc_dex+1][gdex] * OH * Dt) - (kOH5 * (1-
PC_ROBwave[index][svoc_dex]) * S_SVOCwave_CIOA[index][svoc_dex][gdex+1] * OH * Dt) 
 
endif 
                
Endfor         
                   
Endfor 
                   
matrixop/o S_SVOCtot = sumbeams (S_SVOCwave)     
matrixop/o S_SVOCtot_HOA = sumbeams (S_SVOCwave_HOA)     
matrixop/o S_SVOCtot_CIOA = sumbeams (S_SVOCwave_CIOA)  
 
variable jdex 
jdex = -1         
Do 
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//Zhao measurements          
jdex += 1 
variable PC_SVOC = PCitwave[jdex][0] * SVOCtot_rot[index+1][0] + PCitwave[jdex][1] * SVOCtot_rot[index+1][1] 
+ PCitwave[jdex][2] * SVOCtot_rot[index+1][2] + PCitwave[jdex][3] * SVOCtot_rot[index+1][3] + 
PCitwave[jdex][4] * SVOCtot_rot[index+1][4]         
     
variable PC_aroSVOC = PCitwave[jdex][0] * aroSVOCtot_rot[index+1][0] + PCitwave[jdex][1] * 
aroSVOCtot_rot[index+1][1] + PCitwave[jdex][2] * aroSVOCtot_rot[index+1][2] + PCitwave[jdex][3] * 
aroSVOCtot_rot[index+1][3] + PCitwave[jdex][4] * aroSVOCtot_rot[index+1][4]  
        
variable PC_bioSVOC = PCitwave[jdex][0] * bioSVOCtot_rot[index+1][0] + PCitwave[jdex][1] * 
bioSVOCtot_rot[index+1][1] + PCitwave[jdex][2] * bioSVOCtot_rot[index+1][2] + PCitwave[jdex][3] * 
bioSVOCtot_rot[index+1][3] + PCitwave[jdex][4] * bioSVOCtot_rot[index+1][4] 
        
variable PC_Sp_SVOC = PCitwave[jdex][0] * Sp_SVOCtot_rot[index+1][0] + PCitwave[jdex][1] * 
Sp_SVOCtot_rot[index+1][1] + PCitwave[jdex][2] * Sp_SVOCtot_rot[index+1][2] + PCitwave[jdex][3] * 
Sp_SVOCtot_rot[index+1][3] + PCitwave[jdex][4] * Sp_SVOCtot_rot[index+1][4] 
       
variable PC_Unsp_SVOC = PCitwave[jdex][0] * Unsp_SVOCtot_rot[index+1][0] + PCitwave[jdex][1] * 
Unsp_SVOCtot_rot[index+1][1] + PCitwave[jdex][2] * Unsp_SVOCtot_rot[index+1][2] + PCitwave[jdex][3] * 
Unsp_SVOCtot_rot[index+1][3] + PCitwave[jdex][4] * Unsp_SVOCtot_rot[index+1][4] 
        
variable PC0_4 = PCit_ROBwave[jdex][0] * S_SVOCtot[index+1][0] + PCit_ROBwave[jdex][1] * 
S_SVOCtot[index+1][1] + PCit_ROBwave[jdex][2] * S_SVOCtot[index+1][2] + PCit_ROBwave[jdex][3] * 
S_SVOCtot[index+1][3] + PCit_ROBwave[jdex][4] * S_SVOCtot[index+1][4] 
 
//Worton POA distribution 
        
variable PC0_4_HOA = PCit_ROBwave[jdex][0] * S_SVOCtot_HOA[index+1][0] + PCit_ROBwave[jdex][1] * 
S_SVOCtot_HOA[index+1][1] + PCit_ROBwave[jdex][2] * S_SVOCtot_HOA[index+1][2] + PCit_ROBwave[jdex][3] * 
S_SVOCtot_HOA[index+1][3] + PCit_ROBwave[jdex][4] * S_SVOCtot_HOA[index+1][4] 
        
variable PC0_4_CIOA = PCit_ROBwave[jdex][0] * S_SVOCtot_CIOA[index+1][0] + PCit_ROBwave[jdex][1] * 
S_SVOCtot_CIOA[index+1][1] + PCit_ROBwave[jdex][2] * S_SVOCtot_CIOA[index+1][2] + PCit_ROBwave[jdex][3] 
* S_SVOCtot_CIOA[index+1][3] + PCit_ROBwave[jdex][4] * S_SVOCtot_CIOA[index+1][4] 
 
//Zhao measurements               
      
wave SOAitwave 
        
SOAitwave[jdex+1] = PC_SVOC + PC_aroSVOC + PC_bioSVOC + PC_Sp_SVOC + PC_Unsp_SVOC + PC0_4 + 
PC0_4_HOA + PC0_4_CIOA + BGOA 
                     
wave SOAit_VOCwave 
SOAit_VOCwave[jdex+1] = PC_SVOC 
        
wave SOAit_S_AroVOCwave 
SOAit_S_AroVOCwave[jdex+1] = PC_aroSVOC  
        
wave SOAit_BioVOCwave 
SOAit_BioVOCwave[jdex+1] = PC_bioSVOC      
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wave SOAit_Sp_IVOCwave 
SOAit_Sp_IVOCwave[jdex+1] = PC_Sp_SVOC 
        
wave SOAit_Unsp_IVOCwave 
SOAit_Unsp_IVOCwave[jdex+1] = PC_Unsp_SVOC 
 
wave SOAit_P_SVOCwave 
SOAit_P_SVOCwave[jdex+1] = PC0_4 
       
wave SOAit_P_SVOCwave_HOA 
SOAit_P_SVOCwave_HOA[jdex+1] = PC0_4_HOA 
        
wave SOAit_P_SVOCwave_CIOA 
SOAit_P_SVOCwave_CIOA[jdex+1] = PC0_4_CIOA    
 
variable PCit_dex 
PCit_dex = 0  
For (PCit_dex = 0; PCit_dex < (5); PCit_dex+=1) 
 
PCitwave[jdex+1][PCit_dex] = 1/(1 + C_Temp[index+1][PCit_dex]/SOAitwave[jdex+1]) 
PCit_ROBwave[jdex+1][PCit_dex] = 1/(1 + C_Temp_ROB[index+1][PCit_dex]/SOAitwave[jdex+1]) 
 
Endfor    
 
Errorwaveit[jdex+1] = ABS((SOAitwave[jdex+1] - SOAitwave[jdex])/SOAitwave[jdex]) 
              
While (ABS((SOAitwave[jdex+1] - SOAitwave[jdex])/SOAitwave[jdex]) > 0.05) 
      
SOA_VOCwave[index+1] = SOAit_VOCwave[jdex+1] 
SOA_S_AroVOCwave[index+1] = SOAit_S_AroVOCwave[jdex+1] 
SOA_BioVOCwave[index+1] = SOAit_BioVOCwave[jdex+1]        
SOA_Sp_IVOCwave[index+1] = SOAit_Sp_IVOCwave[jdex+1] 
SOA_Unsp_IVOCwave[index+1] = SOAit_Unsp_IVOCwave[jdex+1]          
SOA_P_SVOCwave[index+1] = SOAit_P_SVOCwave[jdex+1] 
SOA_P_SVOCwave_HOA[index+1] = SOAit_P_SVOCwave_HOA[jdex+1] 
SOA_P_SVOCwave_CIOA[index+1] = SOAit_P_SVOCwave_CIOA[jdex+1] 
         
variable PC_dex 
PC_dex = 0  
For (PC_dex = 0; PC_dex < (5); PC_dex+=1) 
 
PCwave[index+1][PC_dex] = PCitwave[jdex+1][PC_dex] 
PC_ROBwave[index+1][PC_dex] = PCit_ROBwave[jdex+1][PC_dex] 
 
Endfor    
 
Errorwave[index+1] = Errorwaveit[jdex+1] 
        
SOAwave[index+1] = SOAitwave[jdex+1]        
SOAit_VOCwave[jdex+2,niteration-1] = NaN 
SOAit_S_AroVOCwave[jdex+2,niteration-1] = NaN 
SOAit_BioVOCwave[jdex+2,niteration-1] = NaN        
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SOAit_Sp_IVOCwave[jdex+2,niteration-1] = NaN 
SOAit_Unsp_IVOCwave[jdex+2,niteration-1] = NaN                       
SOAit_P_SVOCwave[jdex+2,niteration-1] = NaN 
SOAit_P_SVOCwave_HOA[jdex+2,niteration-1] = NaN 
SOAit_P_SVOCwave_CIOA[jdex+2,niteration-1] = NaN 
SOAitwave[jdex+2,niteration-1] = NaN 
        
variable PCfinal_dex 
PCfinal_dex = 0  
For (PCfinal_dex = 0; PCfinal_dex < (5); PCfinal_dex+=1) 
 
PCitwave[jdex+2,niteration-1][PCfinal_dex] = NaN 
PCit_ROBwave[jdex+2,niteration-1][PCfinal_dex] = NaN 
 
Endfor    
      
Errorwaveit[jdex+2,niteration-1] = NaN 
 
make/o/n = (tstep) SOA_COwave 
SOA_COwave[index+1] = SOAwave[index+1]/CO 
       
make/o/n = (tstep) SOA_VOC_COwave 
SOA_VOC_COwave[index+1] = SOA_VOCwave[index+1]/CO 
 
make/o/n = (tstep) SOA_S_AroVOC_COwave 
SOA_S_AroVOC_COwave[index+1] = SOA_S_AroVOCwave[index+1]/CO 
 
make/o/n = (tstep) SOA_BioVOC_COwave 
SOA_BioVOC_COwave[index+1] = SOA_BioVOCwave[index+1]/CO 
 
make/o/n = (tstep) SOA_Sp_IVOC_COwave 
SOA_Sp_IVOC_COwave[index+1] = SOA_Sp_IVOCwave[index+1]/CO 
 
make/o/n = (tstep) SOA_Unsp_IVOC_COwave 
SOA_Unsp_IVOC_COwave[index+1] = SOA_Unsp_IVOCwave[index+1]/CO 
 
make/o/n = (tstep) SOA_P_SVOC_COwave 
SOA_P_SVOC_COwave[index+1] = SOA_P_SVOCwave[index+1]/CO 
 
make/o/n = (tstep) SOA_P_SVOC_COwave_HOA 
SOA_P_SVOC_COwave_HOA[index+1] = SOA_P_SVOCwave_HOA[index+1]/CO 
 
make/o/n = (tstep) SOA_P_SVOC_COwave_CIOA 
SOA_P_SVOC_COwave_CIOA[index+1] = SOA_P_SVOCwave_CIOA[index+1]/CO 
 
Endfor 
 
End 
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4.1.2 Function ROB_initialization 
Function ROB_initialization (BG, POAr, distribution, distribution_HOA, CO_ROB, Temp) 
 
variable BG 
variable POAr 
wave distribution 
wave distribution_HOA 
variable CO_ROB 
wave Temp 
 
variable POAemp 
POAemp = POAr * CO_ROB 
 
Clausius_Clapeyron_ROB (Temp) 
wave C_Temp_ROB 
 
make/o/n = (niteration, 5) PCwave_ROBin = NaN 
make/o/n = (niteration, 5) PCwave_ROBin_HOA = NaN 
make/o/n = (niteration, 5) PCwave_ROBin_CIOA = NaN 
 
make/o/n = (niteration, 5) P_SVOCtot = NaN 
make/o/n = (niteration, 5) P_SVOCtot_HOA = NaN 
make/o/n = (niteration, 5) P_SVOCtot_CIOA = NaN 
 
make/o/n = (niteration, 5) P_SVOCpart = NaN 
make/o/n = (niteration, 5) P_SVOCpart_HOA = NaN 
make/o/n = (niteration, 5) P_SVOCpart_CIOA = NaN 
 
variable PC_ROB_idex 
PC_ROB_idex = 0 
 
For (PC_ROB_idex = 0; PC_ROB_idex < (5); PC_ROB_idex+=1) 
 
PCwave_ROBin[][PC_ROB_idex] = 1/(1 + C_Temp_ROB[0][PC_ROB_idex]/(BG + (POAemp))) 
PCwave_ROBin_HOA[][PC_ROB_idex] = 1/(1 + C_Temp_ROB[0][PC_ROB_idex]/(BG + (POAemp))) 
PCwave_ROBin_CIOA[][PC_ROB_idex] = 1/(1 + C_Temp_ROB[0][PC_ROB_idex]/(BG + (POAemp)))         
 
P_SVOCtot[0][PC_ROB_idex] = POAemp * distribution[PC_ROB_idex] 
P_SVOCtot_HOA[0][PC_ROB_idex] = POAemp * 0.49 * distribution_HOA[PC_ROB_idex] 
P_SVOCtot_CIOA[0][PC_ROB_idex] = POAemp * 0.51 * distribution[PC_ROB_idex] 
 
P_SVOCpart[0][PC_ROB_idex] = P_SVOCtot[0][PC_ROB_idex] * PCwave_ROBin[0][PC_ROB_idex] 
 
P_SVOCpart_HOA[0][PC_ROB_idex] = P_SVOCtot_HOA[0][PC_ROB_idex] * 
PCwave_ROBin_HOA[0][PC_ROB_idex] 
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P_SVOCpart_CIOA[0][PC_ROB_idex] = P_SVOCtot_CIOA[0][PC_ROB_idex] * 
PCwave_ROBin_CIOA[0][PC_ROB_idex] 
 
Endfor 
 
variable wdex 
wdex = -1 
Do 
wdex += 1 
 
variable ps_idex 
ps_idex = 0 
 
For (ps_idex = 0; ps_idex < (5); ps_idex+=1) 
 
P_SVOCtot[wdex+1][ps_idex] = P_SVOCtot[wdex][ps_idex] * 1.01 
 
P_SVOCpart[wdex+1][ps_idex] = P_SVOCtot[wdex+1][ps_idex] * PCwave_ROBin[wdex+1][ps_idex] 
 
Endfor 
         
matrixop/o P_SVOCpsum = sumrows (P_SVOCpart)         
         
While (ABS((POAemp - P_SVOCpsum[wdex+1])/POAemp) > 0.02) 
 
variable udex 
udex = -1 
Do 
udex += 1 
         
variable ps_HOAidex 
ps_HOAidex = 0 
 
For (ps_HOAidex = 0; ps_HOAidex < (5); ps_HOAidex+=1) 
 
P_SVOCtot_HOA[udex+1][ps_HOAidex] = P_SVOCtot_HOA[udex][ps_HOAidex] * 1.01 
 
P_SVOCpart_HOA[udex+1][ps_HOAidex] = P_SVOCtot_HOA[udex+1][ps_HOAidex] * 
PCwave_ROBin_HOA[udex+1][ps_HOAidex] 
 
Endfor 
 
matrixop/o P_SVOCpsum_HOA = sumrows (P_SVOCpart_HOA)       
 
While (ABS(((POAemp * 0.49) - P_SVOCpsum_HOA[udex+1])/(POAemp * 0.49)) > 0.02) 
          
variable vdex 
vdex = -1 
Do 
vdex += 1 
 
variable ps_CIOAidex 
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ps_CIOAidex = 0 
 
For (ps_CIOAidex = 0; ps_CIOAidex < (5); ps_CIOAidex+=1) 
 
P_SVOCtot_CIOA[vdex+1][ps_CIOAidex] = P_SVOCtot_CIOA[vdex][ps_CIOAidex] * 1.01 
 
P_SVOCpart_CIOA[vdex+1][ps_CIOAidex] = P_SVOCtot_CIOA[vdex+1][ps_CIOAidex] * 
PCwave_ROBin_CIOA[vdex+1][ps_CIOAidex] 
 
Endfor 
 
matrixop/o P_SVOCpsum_CIOA = sumrows (P_SVOCpart_CIOA)   
         
While (ABS(((POAemp * 0.51) - P_SVOCpsum_CIOA[vdex+1])/(POAemp * 0.51)) > 0.02)   
              
matrixop/o P_SVOCtsum = sumrows (P_SVOCtot)   
matrixop/o P_SVOCtsum_HOA = sumrows (P_SVOCtot_HOA)         
matrixop/o P_SVOCtsum_CIOA = sumrows (P_SVOCtot_CIOA)     
 
make/o/n = (5) P_SVOCfinal 
make/o/n = (5) P_SVOCfinal_HOA 
make/o/n = (5) P_SVOCfinal_CIOA 
 
variable ps_dex 
ps_dex = 0 
 
For (ps_dex = 0; ps_dex < (5); ps_dex+=1) 
 
P_SVOCfinal[ps_dex] = P_SVOCtot[wdex+1][ps_dex] 
         
P_SVOCfinal_HOA[ps_dex] = P_SVOCtot_HOA[udex+1][ps_dex] 
         
P_SVOCfinal_CIOA[ps_dex] = P_SVOCtot_CIOA[vdex+1][ps_dex] 
 
Endfor 
 
End 
4.1.3 Function Clausius_Clapeyron 
Function Clausius_Clapeyron (Temp) 
 
Wave Temp 
 
make/o/n = (tstep, 5) C_Temp 
 
wave eff_sat_concwave 
variable c_dex 
c_dex = 0 
 
For (c_dex = 0; c_dex < (5); c_dex+=1) 
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C_Temp[][c_dex] = eff_sat_concwave[c_dex] * (298/Temp[p]) * exp(((dH * 1000)/R)*((1/298) - (1/Temp[p])))  
 
Endfor 
 
End 
 
4.1.4 Function Clausius_Clapeyron_ROB 
Function Clausius_Clapeyron_ROB (Temp) 
 
wave Temp 
 
make/o/n = (tstep, 5) C_Temp_ROB 
 
wave eff_sat_conc_ROBwave 
wave dH_ROB_wave 
variable c_ROB_dex 
c_ROB_dex = 0 
 
For (c_ROB_dex = 0; c_ROB_dex < (5); c_ROB_dex+=1) 
 
C_Temp_ROB[][c_ROB_dex] = eff_sat_conc_ROBwave[c_ROB_dex] * (298/Temp[p]) * 
exp(((dH_ROB_wave[c_ROB_dex] * 1000)/R)*((1/298) - (1/Temp[p])))  
 
Endfor 
 
End 
