Almwct--Two new computationally efficient afgorithms are developed for fmdiug tke exact burst-comxtiug limit of a cyclic code. The first algorithm is based on testing tbe culumn rank of certain submatrices of the parity& matrix of the code. Aa auxiliary result is a proof that every cyclic (n,k) code, with a minimmu distauce of at least three, CorrecQ at least all bursts of length L(n-2k+l)/2J or ks. The second algorithm, wbicb requires somewhat less computation, is based on finding the length of the skortest Ihear feedback sbift-register that generates tke sub sequences of length n -k of tke sequence formed by the coefficients of the parity-check polynomial h(n), augmented with L (n -k)/2j -1 leading zeros and trailhg zeros. Tables of the burst-corxxting limit for a large number of binary cyclic codes are included.
I. INTRODUCTION T HIS PAPER presents two new and simple methods for determining the burst-correcting limit of a cyclic code. In the first section we collect some well-known results concerning burst-correction that will be used in the sequel. In Section II we establish the main result of this paper, a simple test for the burst-correcting limit of a cyclic code in terms of its parity-check matrix, which we also use to prove a new lower bound on the burst-correcting limit of a cyclic code. We show in Section III that this test is equivalent to finding the length of the shortest linear feedback shift-register that can generate certain subsequences of a sequence determined by the paritycheck polynomial of the cyclic code; this leads to a computationally efficient test for the burst-correcting limit. We conclude in Section IV with a tabulation of the burst-correcting limit for a number of cyclic codes.
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is the error pattern. An error pattern e#O is said to be an open-loop burst of length b if its nonzero components are confined to b consecutive components, the first and last of which are nonzero. An error pattern e#O is said to be a closed-loop burst of length b if b is the smallest integer such that the nonzero components of e are confined to b consecutive components, where the first component of e is considered to follow the last component in a cyclical fashion. For example, e = [ 1, 0, 1, 0, I] is a closed-loop burst of length b = 4; however, there are two choices for the b consecutive components that contain all the nonzero digits. When b <n/2, this type of "ambiguity" for closedloop bursts does not occur. For both the open-loop and closed-loop case, the error pattern e =0 is defined to be the unique burst of length 0.
By the open-loop burst-correcting limit (closed-loop burstcorrecting limit) of an (n, k) It might seem that closed-loop bursts have significance only for cyclic codes, but this is not the case. Gallager [l, p. 2881 has given a definition of "bursts" on a channel, which is independent of the block structure of the coding system, by first specifying a guard space g. The channel bursts are then those segments of the semi-infinite channel error sequence that lie between all segments of g or more consecutive zeros, i.e., g or more consecutive error-free transmissions on the channel. A channel burst has length b if the corresponding segment, which must begin and end with a nogero symbol, contains b symbols. If g = n -B,, then a block code will correct any channel burst of length B, or less, since any n consecutive symbols in the semi-infinite channel error sequence will be a closed-loop burst of length B, or less. On the other hand it is necessary to specify g = n -1 to ensure that a block code will correct any channel burst of length B,, IT-26, NO. 3, MAY 1980 length b or less requires that the quard space satisfies g> l+R
For an (n, k) code, R = k/n. Setting b = B, and g = n -B, we find from (1) that BC+ (3) where r = n -k is the redundancy of the code. In fact (3) also holds for B,, and this stronger version is called the Rieger bound [2, p. 1 lo]. Because x, + e, = x2 + e, is equivalent to x2 -x, = e, -e,, a linear code can correct all the error patterns in some set & if and only if there is no codeword that can be written as the difference of two distinct error patterns in G. Thus one can immediately make the following assertion. Suppose the codeword x can be written as x-e, -e, where e, and e, are nonoverlapping closed-loop bursts of lengths b, and b,, respectively. If the code is cyclic, then there is a cyclic shift x' of x such that x' = e; -e; where e; and e; are nonoverlapping open-loop bursts of lengths b, and b,, respectively, and the last b, components of e; contain all the nonzero components. Thus Proposition 2 implies the next two propositions.
Proposition 3: For a cyclic code, B, = B,.
Hereafter we write simply B to denote the burst-correcting limit B, = B, of a cyclic code.
Proposition 4: For a cyclic code, B is the largest integer b such that no nonzero codeword has the property that the nonzero components among its first n -b components are confined to b or fewer consecutive components.
If H is the parity-check matrix of an (n, k) code, then s = eH r is the syndrome of the error pattern e relative to H. Hereafter, we assume H is fixed and call s simply the syndrome of e. For any (n, k) code all the error patterns in a set & are correctable if and only if they have distinct syndromes. For b <n/2, there are exactly n(q-l)qb-' distinct nonzero closed-loop bursts of length b or less since, for such a burst e#O, there are n possible positions for the first nonzero component, which can assume (q -1) different values, whereas the (b -1) following components can assume arbitrary values. Thus we can immediately make the following assertion.
Proposition 5: For a cyclic code, B is the largest integer b such that the n(q-I)qb-' distinct nonzero bursts of length b or less have distinct nonzero syndromes.
Propositions 4 and 5 suggest two methods for determining the burst-correcting limit B of a cyclic code. The first is to examine the first n -b components of the qk-1 nonzero code words and apply Proposition 4. The second is to compute the syndromes of the n(q-l)q"-' nonzero bursts of length b or less and apply Proposition 5. Previous determinations of B for cyclic codes, e.g. [3] and [4], seem to have used one or both of these methods. However, when k and B are large, both methods become computationally prohibitive.
II.

A MATRIX METHOD FOR DETERMINING B FOR A CYCLIC CODE
Hereafter we shall consider only cyclic (n, k) codes. To find B, it follows from Proposition 3 that we can consider only open-loop bursts, which are more convenient than closed-loop bursts. Thus we shall simply say "burst" when we mean "open-loop burst".
Since x is a codeword if and only if xHT = 0, and since (e,-e,)HT=Oifandonlyifs,=e,HT=e,HT=s,,wesee that Proposition 4 implies the following strengthened version of Proposition 5.
Proposition 6: For a cyclic code, B is the largest integer b such that: i) all bursts whose nonzero components fall entirely in the last b components have distinct syndromes, and ii) no nonzero burst of length b or less whose nonzero components fall entirely in its first n -b components has the same syndrome as some burst specified in i).
We note next that a burst of length one is also a "single error". Thus B = 0 if and only if the code cannot correct single errors, i.e., if and only if its minimum distance dti satisfies dti < 3. As the condition d,,+ < 3 is easily tested, we now seek a method for finding B when we already know that B > 1.
Leth(x)=xk+hlxk-'+... +h,-,x+h,,h,#O,bethe parity-check polynomial [2, p. 2081 of an (n, k) cyclic code over GF(q) is a parity-check matrix for the code. It follows from the fact that the last r columns of H form an rX r lower triangular matrix that, for b f r, all bursts whose nonzero components fall in the last b positions have distinct syndromes and that the first r -b components of s = eH T are identically zero for all such bursts e whereas the last b components of s range over all qb possibilities. But some nonzero burst whose nonzero components fall within some given b consecutive components within the first n -b components will have a syndrome which is identically zero in its first r -b components if and only if the (r-b) X b matrix, formed by the corresponding b consecutive columns of H with the last b rows deleted, has linearly dependent columns. Invoking Proposition 6 we have our first main result.
Theorem 1: For a cyclic code with B > 1, B is the largest integer b (b <r) such that every set of b consecutive columns of the matrix Mb is linearly independent, where Mb is the (r -b) x (n -b) matrix formed by deleting the last b rows and last b columns from the parity-check matrix H of (4). (5) in agreement with the Rieger bound.
We digress to remark that in view of (5) the only property of H that is needed to establish Theorem 1 is that H contains an r x r triangular (or identity) submatrix with zeros either below or above the main diagonal in its right r columns. It follows that the following more general result holds.
Theorem 1': Theorem 1 holds, with the condition b <r weakened to the condition b <r/2, when H is any r x n parity-check matrix for a cyclic code having an r X r triangular (or identity) submatrix in its right r~columns.
We return to our examination of the consequences of Theorem 1. From (4) and the definition of Mb we see that the first r -b columns of Mb form a square matrix that is nonsingular, since hk # 0. Thus columns i, i + 1, -. . , i + b -1 of Mb must be linearly independent for i= 1,2, --. ,r2b + 1. Similarly, the last r -b columns of Mb (i.e., columns n-r+l,n-r++;** , n -b) also form a nonsingular matrix. Thus columns i,i+l;-a,i+b-1 of Mb must be linearly independent for i=n-r+l,n-r+2;.*,n2b+l or, equivalently, for i=k+l,k+2;**,n-2b+l. We see then that every set of b consecutive columns of Mb is linearly independent if n -r + 1 < (r -2b + 1) + 1 or, equivalently, if b < 1 (n -2k + 1)/2 1, where 1.1 denotes the integer part of the enclosed number. Thus we have proved what appears to be a new lower bound on B for low-rate cyclic codes. This theorem shows, for instance, that any (127, 15) primitive Bose-Chaudhuri-Hocquenghen (BCH) code (regardless of the choice of primitive element used to define the code) will have B > 49. Notice that the bound (5) gives B < 56 for such a code.
Our observation as to certain sets of b consecutive columns of H which must be linearly independent also allows us to write the following strengthened version of Theorem 1.
Theorem IS: For a cyclic code with B > 1, B is the largest integer b in the range max{ 1, [(r-k+ 1)/2]} <b <[r/2] such that columns i,i+l;*.,i+b-1 of Mb are linearly independent for i = r -2b + 2, r -2b + 3,. . . , k.
Theorem 1s implies the following algorithm. In the next section we develop an alternative algorithm to compute B which exploits certain sequence properties to reduce the number of symbol operations required.
III. A SEQUENCE METHOD FOR DETERMINING B FOR A CYCLIC CODE
We begin by restating Theorem 1s in terms of linear dependence rather than independence, recognizing that the condition on the range of b was included in Theorem 1s only to minimize the testing needed to determine B. But the facts that B < 1 r/2] and that the last r -b columns of Mb are linearly independent now permit us to make the following assertion.
Lemma 2: For a cyclic code with B > 1, B is the smallest positive integer b such that the ith column of Mb can be written as a linear combination (possibly with all coefficients zero) of columns i + 1, i + 2,. * * , i + b, for some i in the range r-2b+ 1 <i<k. From (4) we see that the columns of Mb referred to in Lemma2,namelycolumnsr-2b+l,r-2b+2,~~~,k,k+ 1; * * , k + b, form the following persymmetric (constantminor-diagonals) matrix: We recognize that (8) is precisely equivalent to the statement [5, p. 1221 that the sequence a,,a,; * * ,a, can be generated by the length-b linear feedback shift-register (LFSR) with feedback coefficients -cr, -c2; * -, -c, as illustrated in Fig. 1 . Thus we have proved the following result (which holds when a,,a2, -. . ,a, are elements of an arbitrary field and which appears to be of independent interest). We next note that every set of b + 1 consecutive columns of ML form a persymmetric matrix Lemma 4: The first column of the persymmetric matrix A of (8) is a linear combination of the b remaining columns if and only if the sequence a,, a2, * . * ,a, can be generated by an LFSR of length b.
Combining Lemmas 3 and 4 and recalling that B < 1 r/2 j we arrive at our second main result. 1. :
where a,,a,; . . , a, is a subsequence of length r of the sequence 0,o; * * ,O, Lh,,h,; * * ,h,,o,o,* * * ,o where this latter sequence has exactly b -1 leading zeros and (since hk # 0) exactly b -1 trailing zeros. We note also that the first column of A will be a linear combination of the remaining b columns if and only if there exist constants cl, c2, * * * ,c, (possibly all zeros) such that the first column, added to c1 times the second column, plus c2 times the third column, etc., gives the all-zero column. But, from (8), we see that this vector condition is equivalent to the following scalar equations:
forj=b+l,b+2;**,r.
where Lj is the length of the shortest LFSR that can generate the length r = rr -k subsequence that starts in position i of the sequence 0,o; . * ,O,l,h,,h,; * * ,hk,o,o,. . -,o (9) where there are 1 r/2 I-1 leading zeros and trailing zeros, and where 6 = 0 if r is even and S = 1 if r is odd.
We remark that since the first 1 r/2] digits of the sequence in (9) Our interest in Theorem 3 arises from the fact that there is a computationally efficient algorithm, the "LFSR synthesis algorithm" of [5] (which is a variant of Berlekamp's "iterative algorithm" [6, p. 1841 for decoding the BCH codes) for finding the length L of the shortest LFSR that can generate a given finite sequence of digits in any field. We incorporate this algorithm in the following algorithm. Step 0:
Step I:
Step 2:
Apply the LFSR synthesis algorithm to the subsequence of length r starting at position i of the sequence in (9) subsequence is shown in Fig. 2) , which is the smallest of theL,fori=1,2;+-,k-6=21. Thus B=3 for this code. The complexity of determining B by Algorithm 2 can be estimated as follows. For the worst case, i.e., for b-r/2, the use of the LFSR synthesis algorithm in Step 1 of Algorithm 2 will require about 4 b2=r2 GF(q) operations. This step is performed k -S times so that finding B by Algorithm 2 requires approximately kr2 GF(q) operations. For sufficiently large b, Algorithm 2 will require fewer than the approximately kr3/16 GF(q) operations required by Algorithm 1.
IV. RJMARKSANDTABLES
In Tables I-III Tables I-III, the determination of B by previ-TABLE I BURST-CGRRECXTNG-LIMITBFORTHOSEOPWAGNER'S"BEST" 6  21  8  33  12  39  14  45  18  57  20  69  24  75  30  87  30  99  36  75  40  65  40  145  88  155  104  215  144  105  72  165  112  175  120  63  48  91  66  105  78  189  144  231  168  245  189  63  50  117  92  171  134  385  300  85  72  143  120  165  140  187  160  275  230  297  246  495  410  153  136  273  240  459  408  525  470  391  363  437  407  675  628  725  676  897  836  1127  1045   4  6  9  12  12  16  22  20  28  27  15  10  24  20  28  12  20  20  6  11  12  18  30  21  5  9  15  30   z  10  10  20  18  30  6  12  18  20  11  11  18  18  22  33   3  4  6  7  a  10  12  13  15  17   a   7  15  16  22  11  17  18  5  7  8  14  17  18   ::  10  28  3  7  a  9  13  17  28  5  11  14  18  9  10  14  15 t is the BCH lower bound on the random-error-correcting-limit, r = n -k, g(x) is the code-generating polynomial, and the asterisk denotes that addition of an overall parity-check digit will increase B.
ously available methods would have been computationally prohibitive. The codes are described by their generator polynomials g(x), which are given in the octal notation of Peterson [2, h(x) can of course be found from h(x) = (x" -1)/g(x). The Fire codes listed in Table I are those of the "best" Fire codes as found by Wagner [9] for which the lower bound on B as given in [9] is not exact. For comparison this lower bound is also listed in Table I . It will be seen that this lower bound, due to Fire [7] , is often very pessimistic.
It may at first seem strange that it is necessary to list the specific g(x) for the BCH codes in Tables II and III. However, unlike the random-error-correcting limit, the burst-correcting limit of a BCH code depends on the particular primitive element used to define the code. This dependence on g(x), or, equivalently, on h(x), could be anticipated from the content of Theorem 3; it is illustrated by numerous instances in Table III where primitive BCH codes with the same n and k, but different g(x), have different B. All of the binary primitive BCH codes of length 63 or less are given in Table III , except for those for which g(x) is the reciprocal of that of a code already given so that its codewords are just the reverse of the other's and hence has the same B. Only a partial list is given in Table III of the primitive codes with lengths 127, 255, and 5 11. In all cases an asterisk indicates a code for which the addition of an overall parity check increases B.
We remark.that it seemed surprising to us, at this late date in the development of coding theory, that there appeared to be so much yet to be said about single-burstcorrection for a cyclic code. We remark also that the connection between persymmetric matrices and LFSR's, given in Section III, seems so basic. that there well may be applications of this principle to other problems in coding theory.
