This work investigates the existence of globally Lipschitz continuous solutions to a class of Cauchy problem of quasilinear wave equations. Applying Lax's method and generalized Glimm's method, we construct the approximate solutions of the corresponding perturbed Riemann problem and establish the global existence for the derivatives of solutions. Then, the existence of global Lipschitz continuous solutions can be carried out by showing the weak convergence of residuals for the source term of equation.
Introduction
In this paper, we are interested in the existence of globally Lipschitz continuous solutions of Cauchy problem of the following quasilinear wave equations u tt − p ρ(x), u x x = ρ(x)h ρ(x), u, u x , u(x, 0) = u 0 (x), u t (x, 0) = w 0 (x), (1.1) where (x, t) ∈ R × R + , u = u(x, t), u 0 (x), w 0 (x) ∈ R, ρ(x) is a given continuous function with compact support, and p, h are smooth functions. Throughout of this paper, we assume that 
(R).
From above assumptions we know that Eq. (1.1) is strictly hyperbolic and a(x) is of finite total variation. An important example of (1.1) is the following equation which describes the dynamics of radial deformation for a sphere composed of some material (cf. [2] ): where U = (v, w), F (U) = (−w, −f (v)). The existence of weak solutions for Riemann problem was first studied by Lax [20] for general n × n strictly hyperbolic systems. In [20] , if the Riemann data are sufficiently close, the author shows the existence of solutions which consist of at most n + 1 constant states separated by elementary waves: rarefaction waves, shock waves and contact discontinuities. For the Cauchy problem of (1.5), the existence of weak solutions was first established by Glimm [7] when the initial data is uniformly bounded and has small total variation. The formation of singularities of solutions of (1.5) was studied by Lax [19] , Klainerman and Majda [18] , and John [16] to the equations in higher dimensions. In [18] , the authors showed that, under some assumptions for the initial and (Dirichlet or Neumann) boundary data, the smooth solutions of (1.2) always develop singularities in their second derivatives in finite time. The existence/nonexistence of time-periodic solutions for the initial-boundary problem of (1.3) was studied by Keller and Ting [17] , Greenberg [8] , Greenberg and Rascle [9] , Peszek [26] for some particular types of flux functions, and recently by Hsu, Lin and Makino [13] for the nonlinear vibration equations that arise from one-dimension motion of polytropic gas without external force. For the inhomogeneous cases, the Cauchy problem of quasilinear hyperbolic system
was first studied by Liu [24] . In [24] , if the L 1 norm of G(x, U ), ∂G/∂U and the total variation of the initial data are small, then the global weak solution exists and tends pointwise to a steady solution. The application of front-tracking method to the existence and uniqueness of solutions for quasilinear hyperbolic systems was studied by Amadori, Gosse and Guerra [1] . On the other hand, for the strictly hyperbolic system with source term
the Cauchy problem was studied by Hong [10] . In [10] , the existence of global weak solutions to the Cauchy problem of (1.7) was established by showing that a weak solution of the Cauchy problem is the limit of a sequence of approximate solutions that are based on "weaker than weak" solutions of the Riemann problem. For the 2 × 2 nonstrictly hyperbolic (resonant) systems, the Cauchy problem was studied by Temple [28] , Isaacson and Temple [15] and Hong and Temple [11] . Note that system (1.7) can also be regarded as a system with nonconservative form, and the existence of solutions for nonconservative systems was studied by LeFloch [21, 22] , LeFloch and Liu [23] and Dal Maso, LeFloch and Murat [6] . For the general quasilinear hyperbolic system
the local existence of solutions for this class of equations was first established by Dafermos and Hsiao [5] . Furthermore, the global existence result was also obtained in [5] under some dissipative assumptions on the source term. We refer the readers to [3, 4, 12, 14, 25, 29, 30] for more results of the general quasilinear hyperbolic systems and nonlinear variational wave equations. Next, we illustrate the difficulties why the results in [5, 12, 24, 25 ] cannot be applied to our problem. First, if we augment the system (1.3) by adding u t = w, and consider the problem
, it is easy to see that two of the eigenvalues of ∂F /∂Ũ coincide (both are equal to 0). Then (1.9) becomes a resonant system which is more difficult to study and unsolved up to now. Secondly, if we remove the equation a t = 0 from system (1.9) (i.e. consider (1.6)), although we avoid the resonance, but we face the difficulty that the term ∂G/∂U of (1.6) does not satisfy the conditions described in [5, 12, 24] . To overcome the above difficulties, we plan to extend the generalized Glimm's method developed in [10] to the Cauchy problem (1.2), or equivalently (1.3). Unfortunately, some problems occur when we try to apply the analysis in [10] to our case. The first problem is that the source term a g (a, u, v) is not defined in distribution for the Riemann problem. Secondly, since the system generates a stationary field, it is expected the existence of standing waves for the perturbed Riemann problem. However, due to the appearance of u in the source term, it can be shown that there is no standing waves. Therefore, we cannot apply the techniques of [1, 10] directly. The last problem comes from the fact that the approximate solutions of the Cauchy problem (1.3) obtained by the generalized Glimm's scheme do not have uniform bounds in L ∞ and total variation. Thus we may not have the weak convergence of source term.
In this paper, we modify the original Riemann problem into a so-called perturbed Riemann problem. More precisely, by extending the ideas in [10, 15] , we re-formulate the source term by smoothing out the terms a and initial data so that a rescaling argument can be used. To solve the second problem, due to the nonexistence of standing waves, we construct the local approximate solutions of the perturbed Riemann problem with particular source terms which are time-independent functions in a short time interval and approximate the original (perturbed) source term. Therefore, by the results of [10] , we can apply Lax's method to this kind of local approximate solutions and obtain the weak solutions of Riemann problem through the limiting process of the perturbed Riemann solutions. Since the approximate (rather than exact) solutions to the perturbed Riemann problem are used, an error estimate of the approximate solutions to the perturbed Riemann problem will be demonstrated in Section 2 under a mild assumption on U 0 (x) and G. This estimate will be essential in ensuring the consistency of our generalized Glimm's method. For the last difficulty, by giving some conditions on function g, together with some modification of the techniques in [10] , we can obtain the weak convergence of source terms so that the existence result of the Cauchy problem (1.3), as well as (1.2), can be established. Now, we give the definition for the weak solutions of the Cauchy problem (1.3) and state the main theorem of the paper. In this work, we demonstrate that when a(x) is continuously differentiable, the residuals of the approximate solution converge weakly to zero, and this implies that the limit functionŨ extracted from the compactness of the generalized Glimm's scheme is a weak solution of Cauchy problem (1.3). Hence, u is a Lipschitz continuous solution of (1.2). In contrast, in Glimm's original paper, the residual is shown to converge strongly to zero in L 1 . Since our scheme employs only a pointwise approximation of a(x), we cannot expect the strong convergence of a G(u, U ). However, the most interesting and new point in the paper is the weak convergence of the residuals. It helps us to establish the existence result and the convergence of generalized Glimm's method can then be achieved directly. We also remark that the convergence of residuals in our paper is different to the one described in [1] . The reason is that our source term does not satisfy the assumptions of [1] when the Riemann solutions are used in the construction of approximate solutions.
Riemann and perturbed Riemann problems
In this section we study the Riemann and perturbed Riemann problems of (1.3). First, we consider the Riemann problem of Eqs. (1.3), i.e. the Cauchy data satisfy 
where DF(U ) is the Jacobian matrix given by
Obviously, the eigenvalues and eigenvectors of DF(U ) are
3)
respectively. Hence the system (1.3) is strictly hyperbolic. Since
the first and second characteristic fields are genuinely nonlinear and the 0th characteristic field is linearly degenerate, see [19, 20] . Our aim is to construct the local approximate solutions of the Riemann problem of (1.3) by Lax's method.
To start, we first review Lax's construction for the following homogeneous problem:
According to [19] , the weak solutions of (2.5) are constructed by connecting U L and U R through wave curves including rarefaction waves, shock waves and contact discontinuity in phase space.
Since there are many ways to connect U L and U R by these wave curves, the Lax entropy condition is required to rule out un-physical possible weak solutions. For the inhomogeneous systems, we plan to use the elementary waves in the homogeneous cases along with the idea of standing wave discontinuities (time-independent solutions) to construct the solution of the Riemann problem (1.3), and prove the existence and uniqueness of the entropy solutions (cf. [10] ). To overcome the difficulty as stated in the introduction, we consider the following perturbed Riemann problem for 0 < ε 1:
where
Therefore the source term in (2.6) is well defined in the sense of distribution. If the solution U ε of (2.6) can be found for any 0 < ε 1 and belongs to L ∞ ∩ B.V ., by Helly's theorem, the weak solution of (1.3) can be constructed as the limit of some subsequence of U ε . However, there are infinitely many ways to choose a ε (x) and Ψ ε (x), the solution of (2.6) is dependent on the choice of a ε (x) and Ψ ε (x). We observe that the solution of (2.6) will not depend on a ε (x), Ψ ε (x) as ε approaches to zero. This implies that the solutions of the Riemann problem of (1.3) are independent of the choice of a ε (x) and Ψ ε (x).
Since the system in (2.6) generates a time-independent field, we expect the exact solution of (2.6) consists of a standing wave so that the results of [10] can be applied to our case. To see this, let t * > 0 and sufficiently small, and denote the regions
First, we plan to construct the exact solution in regions Ω L (ε, t * ) and Ω R (ε, t * ). Due to the vanishing of da ε /dx and the fact that
, the solution of (2.6) satisfies the following systems:
Therefore, we are able to construct the solution in these regions by elementary waves, rarefaction waves or shock waves. By Theorem 2.1, it is easy to see that the solution in
are determined by the Lax's method. Moreover, these constant states are separated by an elementary wave issued from (−ε, 0) (or (ε, 0)). The elementary wave of the first (or second) characteristic field connecting U L , U 1 (or U 2 , U R ) can be parameterized as the smooth integral curve of eigenvector field R 1 (U ) (or R 2 (U )) in phase space. In fact, we have 11) and this means that the value of u ε (x, t) depends on t on Γ L (ε, t * ), Γ R (ε, t * ).
Next, we claim that there is no exact smooth time-independent (standing wave) solution of (2.6) in region Ω ε (ε, t * ). Suppose that there exists a time-independent solution U ε s (
satisfies the following system of ordinary differential equations:
It is easy to obtain that
for some smooth function ζ ε (x). By (2.11) we know that ζ ε (x) connects state u 0 (−ε) at x = −ε to state u 0 (ε) at x = ε. Moreover, (2.13) implies that u ε (x, t) is a function of t since w 1 may not be zero. Thus, the right-hand side of the second equation in (2.12) involves t, which means that Eq. (2.12) cannot be balanced in region Ω ε (ε, t * ). This contradicts our assumption for the existence of standing wave.
To overcome the difficulty, we construct a time-independent approximate solution of (2.12) in Ω ε (ε, t * ). First, for a small fixed number t * , we approximate u ε in (2.13) by the time-independent function ζ ε (x). Then g(a ε , u ε (x, t), v ε s (x)) can be approximated by a smooth time-independent function, namely, By assumption (ii) of the main theorem, we know that v ε s is monotonic and will not blow-up at the finite time. Note that the term on the right-hand side of (2.15) depends not only on a ε , v ε s but also on ζ ε (x). Therefore, it is necessary to find the relation between v ε s and ζ ε (x) so that the phase plane analysis can be done. Since a ε satisfies (1.3) in Ω ε (ε, t * ) and
where q is a continuous function satisfying a ε (x) = q(a ε (x)). By the construction of v ε s in Ω L (ε, t * ) and (2.10), we know that 
Finally, by (2.15)-(2.17), we obtain the following equations 19) where
Therefore, applying the existence and uniqueness theorem of ordinary differential equations, there exist a unique C 1 functions χ , η such that the solution ζ ε (x) of (2.19) in Ω ε (ε, t * ) can be expressed as 
where σ 0 the parameter depending on a ε . Therefore, the locally approximate solutions to the problem (2.6) are constructed, and which consist of some constant states separated by rarefaction waves, shocks and an approximate standing wave. To complete the construction of approximate solutions, it is necessary to find the constant states. The constant states can be found in the following theorem by generalizing the Lax's method to problem (2.6).
Theorem 2.2. Assume f , g satisfy the assumptions of the Main Theorem and there exists a domain Ω ⊂ R 3 such that U L , U R ∈ Ω and |U L − U R | is sufficiently small. Then there is a subset N ⊂ Ω such that if U L , U R ∈ N then Eq. (2.6) has a unique approximate solution in {(x, t); 0 < t < t * } for any small t * . The approximate solution consists of at most four constant states separated by either shocks, rarefaction waves issued from (−ε, 0), (ε, 0)
, and a smooth standing wave (see Fig. 1 ).
Proof. By the previous analysis in this section, for any constant state U ∈ N , there is a set of C 2 mappings {T i σ i
: N → R 3 | i = 0, 1, 2, |σ i | < β} for any small β such that each T i σ i (U ) can be connected to U on the right by either shocks, rarefaction waves or smooth standing wave. Let us define W = {(σ 1 , σ 0 , σ 2 ) ∈ R 3 : |σ i | < β}, and consider the following mapping: Our goal is to prove that there exists a unique σ such that T σ (U L ) = U R . By (2.10) we know that
i ) for the ith characteristic field, i = 1, 2. On the other hand, by (2.23), the mean value theorem and the fact thatR 0 is a C 1 function of σ 1 , we obtain
for the 0th characteristic field. Then by direct calculation we get
Next, for given U L ∈ Ω, σ = (σ 1 , σ 0 , σ 2 ) ∈ W , we define the mapping
is nonsingular due to the linear independence of {R 0 (U, σ 1 ), R 1 (U ), R 2 (U )}. This means that the mapping F (σ, U L ) is a diffeomorphism from a neighborhood of σ = 0 to a neighborhood of U = U L . Therefore, by inverse function theorem we can find a uniqueσ in the neighborhood 
, where osc[U ] means the oscillation of U . Hence the effect of jump of U ε (x, t), as well as u ε (x, t), can be neglected as ε tends to zero. Now, we construct the approximate weak solutions of (1.3) and (2.1).
Definition 2.3.
Let U ε (x, t) be the approximate solution of (2.6) consisting of standing wave. The function U(x, t) := lim ε→0 U ε (x, t) is called the approximate weak solution of (1.3) and (2.1).
By taking the limit to the sequence of approximate solutions {U ε (x, t); 0 < ε 1} of (2.6), we obtain the following corollary of Theorem 2.2. According to Corollary 2.4, it is easy to see that the limit function u(x, t) := lim ε→0 u ε (x, t) is a Lipschitz continuous function of (x, t) in {(x, t) | 0 < t < t * }.
In the rest of this section, we estimate the following terms related with the approximate solutions of (2.6): Without loss of generality, we assume that the approximate solution
and U R ) is separated by either a rarefaction wave or a shock wave. In advance, we assume U 1 , U 2 are separated by an approximate standing wave U ε s (x) in D ε . Then it is easy to see that
Applying the divergence theorem to D L and D R , together with the fact that rarefaction waves in both regions are smooth, and shock waves satisfy the Rankine-Hugoniot condition, we obtain
Next, by (2.13) we have
Therefore, by (2.32) and (2.7), it follows that
Combining (2.33) with (2.29)-(2.31), we obtain (2.27). It remains to verify (2.28). Again, by the divergence theorem and the same analysis for
From the form of u ε (x, t) in (2.13) and the fact that ζ ε , U ε s are approximate standing waves of (2.6), the term |I ε (u ε , U ε s , φ)| can be estimated as follows:
Finally, by (2.34) and (2.35), we obtain (2.28). The proof is complete. 2
Note that, by the Lebesgue bounded convergence theorem together with the fact that u ε and U ε converge pointwise to u and U respectively in L 1 (D rs ), we can calculate R i (Ũ, D rs , φ) for the solutionŨ := (u, U ) of (2.1) by taking the limit to R i (Ũ ε , D rs , φ) , i = 1, 2. We obtain
We remark that the above estimations hold only when the domain D rs is bounded. If D rs is unbounded, we do not have the convergence of unbounded sequence {u ε }, also the bounded convergence theorem fails in this case.
Generalized Glimm's scheme and its stability
In this section we first briefly review the generalized Glimm's scheme described in [10] and then study the stability of this scheme. To start, we consider the Cauchy problem of (1.3) with U 0 (x) being an L ∞ function with small total variation. To describe the scheme, we divide the (x, t)-plane into ±1, ±2, . . . , i = 0, 1, 2, . . . , and define T (k, i) := {(x, t) | x k−1 < x < x k+1 , t i < t < t i+1 }; T (i) := k T (k, i) the ith time step in (x, t)-plane. For any 0 < ε 1, we also define the constant˜ x by x = (1 + ε)˜ x. First we impose the generalized C.-F.-L. condition in (2.26) for x, t to avoid the interaction of waves in the same time level. Next, followed by the argument of the perturbed Riemann problems in Section 2, the initial data U 0 (x), u 0 (x) of (1.3) are approximated by 
where k = 0, ±2, . . . , and U 0 ε (x), u 0 ε (x) are given in (3.1). Let V 0 (x, t) be the approximate solution of (1.3) obtained by solving the perturbed Riemann problems in T (0). To construct the approximate solution in next time step T (1), we randomly choose the initial data at t = t, and pose the perturbed Riemann problems in T (1) . More precisely, the initial data U 1 ε (x, t), u 1 ε (x, t) of the perturbed Riemann problems at t = t are chosen by 
where 
} are not located in the region of approximate standing waves. This enables us to preserve the total variation of a ε θ ε , x in U ε θ ε , x from one time step to the next. Furthermore, we observe that, there is a one-to-one correspondence between two probability spaces
In advance, if the sequence of random numbers θ ε is equi-distributed in I ε , then the limiting sequence θ := lim ε→0 θ ε is equi-distributed in [−1, 1] \ {0}. Therefore, we are able to construct another approximate solution, denoted by U θ, x , of the Cauchy problem (1.3) by taking the limit of ε to U ε θ ε , x . The advantage of using such U θ, x as our approximate solution of (1.3) is that the sample space of random sequence is the same as the one described in [7] except at {θ ε i = 0} of measure zero. Moreover, the structure of wave curves in U θ, x is exactly the same as the one in U ε θ ε , x , therefore the technique invented in [7, 10] can be applied to U θ, x directly.
Next we study the stability of generalized Glimm's scheme. First, it is required to describe the wave interactions of approximate solution U ε θ ε , x (or U θ, x ). Here we use the notations in [27] . Let (U L , U R ) denote the solution of the Riemann problem consisting of constant states
The parameter σ i is called the wave strength of the i-wave that connects states U i and U i+1 . We have the following propositions for the relation of σ i , γ i and β i (cf. [7] ):
We say the i-wave and j -wave are approaching waves if either (i) the wave on the left belongs to the larger characteristic family or (ii) if both waves come from the same characteristic family, and at least one wave is a shock, cf. [18] . Waves of the same family may approach only if the family is 1 or 2. When the waves approach, by (3.3), we obtain that
Here D(γ , β)= |γ i ||β j | whose sum is over all pairs of i-wave and j -wave that are approaching. Now we define the mesh points, mesh curves and immediate successors. Proof. For the first two parts of the proof, we refer the readers to [27] . Here, we only show the last statement. According to Corollary 3.2, we have To show that U(x, t) is a weak solution of (1.3), it requires the value of residuals {R i (U (x, t), φ), i = 1, 2} to be 0. To achieve this, the main step is to show that R i (U θ, x In the rest of the section we prove that, the function (u(x, t), U (x, t)) (here u(x, t) = u(x, 0) + To estimate P 2 , by the assumption (i) of the main theorem, there exists a positive constant M independent of u such that
for all uniformly bounded U . Applying the mean value theorem, together with the assumption of a, there exists a constant K 1 such that
Similarly, by (4.4) and (4.14), we also obtain that there is a constant K 2 depending on r(φ) such that 
