A robust numerical procedure for biogeochemical interpretation and analysis of measured concentration profiles of solutes in sediment pore water has been developed. Assuming that the concentration-depth profile represents a steady state, the rate of net production or consumption as a function of depth can be calculated, together with the flux across the sediment-water interface. Three kinds of vertical transport can be included in the analysis: molecular diffusion, bioturbation, and irrigation. The procedure involves finding a series of least square fits to the measured concentration profile, followed by comparisons of these fits through statistical F-testing. This approach leads to an objective selection of the simplest production-consumption profile that reproduces the concentration profile. Because the numerical procedure is optimized with respect to speed, one prediction can typically be done in a few minutes or less on a personal computer. The technique has been tested successfully against analytical solutions describing the transport and consumption of 0, in sediment pore water. In other tests, measured concentration profiles of O,, NO;, , NH:, and ZCO, have been interpreted using the new procedure.
zones, and the resulting fluxes across the sediment-water interface.
In many studies, the movement of solutes in sediments has been attributed to a vertical diffusion phenomenon (Blackburn et al. 1994; Glud et al. 1994; Thamdrup et al. 1994b; Rysgaard and Berg, 1996) . Vertical diffusion can be separated into two contributions: molecular diffusion and bioturbation (i.e., the diffusion-like transport caused by random movements of meiofauna). Other studies have shown clearly that irrigation (i.e., the pumping activity of tubedwelling animals) can significantly influence the transport of solutes in sediments (Aller 1983; Pelegri et al. 1994; Wang and Van Cappellen, 1996) . Although irrigation is obviously a three-dimensional problem (Aller 1980) , it is possible to include irrigation in one-dimensional formulations using the nonlocal source-sink function suggested by Boudreau (1984) . Assuming steady state conditions and neglecting the effect of pore water movements due to burial, compaction, groundwater flow, and wave action, the one-dimensional mass conservation equation that accounts for the effects of molecular diffusion, bioturbation, and irrigation is i +$D, + D,,$ + pcx(C, -C> + R = 0, (1) where C is the pore water concentration, C, is the bottom water concentration, x is the depth, cp is the porosity, D, is the molecular diffusivity corrected for tortuosity, D, is the biodiffusivity, cx is the irrigation coefficient, and R is the net rate of production (or consumption if R is negative) per unit volume of sediment. (For further details see Boudreau, 1997.) A few previous studies also have focused on the interpretation of measured concentration profiles in sediment pore water. Neglecting bioturbation and irrigation and assuming that D,, 40, and R are constant with depth, the analytical solution of Eq. 1 is given by a parabola. By matching pieces of parabolas drawn on transparencies with sections of oxygen profiles, Nielsen et al. (1990) identified depth intervals of constant oxygen consumption. Revsbech et al. (1986) used a numerical solution of the non-steady-state version of Eq. 1 to predict oxygen consumption rates by assuming a consumption profile, running the model until steady state conditions were present, adjusting the consumption profile based on a visual comparison of the simulated and measured concentration profiles, and repeating the entire process until acceptable agreement was achieved. This trial and error procedure allows variations in D, and 9 with depth and has been used in several studies (Christensen et al. 1989; Dalsgaard and Revsbech 1992; Jensen et al. 1994) . However, the repeated manual adjustment of the consumption profile based on visual comparisons can be time consuming, and more importantly, it lacks objectivity. A much higher level of objectivity and a fast working procedure are two of the advantages of the technique presented here, where a series of least squares fits to the measured concentration profile is obtained through multiple solutions of Eq. I., followed by a selection of one particular fit through statistical F-testing.
Measured concentrations can be used to approximate dCl dx in Eq. 1 and, with known values of 40, D,, D,, and CY, to calculate the value of R for every measured interior point in the sediment. This procedure will, in almost all cases, lead to strongly oscillating values of R with depth (referred to as the production profile below) that would be difficult to interpret. Our objective is to find the simplest production profile (least number of descriptive variables) that provides a good explanation for our measured data. In an earlier implementation of our ,procedure, we used analytical fitting functions such as orthogonal polynomials to fit the measured concentration profiles, but these often gave a poor representation of the flux at the top and the bottom of the concentration profile. This problem is effectively solved by replacing the analytical fitting functions with a numerical solution to Eq. 1.
Methods
The numerical solution to Eq. 1 is based on a control volume approach (Patankar 1980) , which is used widely in the field of modeling fluid flow and heat transfer. The sediment column, and the diffusive boundary layer in the water column if included, is divided into N thin horizontal layers, or control volumes. A grid point is located in the center of each control volume, where values of cp, D,?, D,, and LY are known. The general discretization equation is now derived by integrating Eq. 1 over control volume number j (from X~-,~ to x,,,), which has an extent of Ax? Assuming that the grid point values of 9, CY, and R (referred to as 'p,, a,, and R,) prevail throughout the control volume, the integral becomes + (qjaj(C,, -C,) + Rj)Axj = 0.
(2)
The second term in Eq. 2 represents the diffusive flux over the surface j -?L Assuming that the grid point values v,~~, D,yj_,, and D, .] prevail throughout the control volume j -1 and that the concentration over the distance from j -1 to j -1/2 is given by a straight line (which becomes exact when CY~-, and R,-, go to zero), the second term in Eq. 2 can be expressed as in Eq. 3a. Making similar assumptions for the control volume j leads to Eq. 3b: 
The fraction expresses the averaging of q(D, + D,) over the distance from j -1 to j and is known as the harmonic mean in the fields of soil science (Haverkamp and Vauclin 1979) and fluid dynamics (Patankar 1980) . A common averaging procedure is to use the arithmetic mean value of P~-~(D,~~-, + DAjm,) and 'P/(D,~~ + D,), which is an appropriate choice where variations of cp, D,y, and D, are given by a smooth curve. In situations where the diffusive boundary layer is included with a well-defined interface between the sediment and the water column, jumps in these parameters occur and the arithmetic averaging can lead to rather incorrect implications (Patankar 1980) . In this situation, a more appropriate choice is the harmonic mean, which also works well when the variations of p, D,, and D, are given by a smooth curve (Patankar 1980) . Using the approximation (Eq. 4) for the flux over the surface j -4/2 in Eq. 2 and the equivalent expression for the flux over the surface j + %, the general discretization equation yields AA,C,_, + BBjCj + CC,C,+, = DDj,
where the coefficients AA,, BB,, CCi, and DD, are defined by (6) Boundary conditions are imposed through two additional and infinitely small control volumes located at the top and the bottom of the calculation domain (j = 0 and j = N + 1) by giving the coefficients for these control volumes (BB,, CC,,, DD,, AA, ,.,, BBN+,, and DD,,,) the appropriate values. Two types of boundary conditions are relevant: (1) the concentration at the boundary is known, and (2) the flux over the boundary is known. A known concentration is then assigned at the top of the calculation domain by the following values BB, = 1 cc,, = 0 DD, = known concentration. (7) A known concentration at the bottom of the calculation domain is assigned in the same way through AAN+,, BB," b,, and DD,+,. The second type of boundary conditions (a known flux) at the top of the calculation domain is introduced by j equal 1 in Eq. 4, and using that AX, equals zero, gives known flux = -cp, (Dc, + QJ(,, -c,) .
; AX, letting which 
A known flux at the bottom of the calculation domain is assigned in the same way through AA,,, ,. , , BB,, , and DD, k,. For known (or guessed) values of Rj and a set of known boundary conditions, C, can be found by solving the tridiagonal system of linear equations (Eq. 5) using standard techniques, such as the Thomas algorithm (Patankar 1980) . In most situations, this approach would lead to excessive calculation time because the tridiagonal system of equations is solved numerous times in this procedure. A much faster approach is possible. As Eq. 6 shows, AA!, BB,, and CCj are functions of Q,, oj, D,, and D,, and DD, is a function of Q,, ajyi, C,,, and R,. Because all solutions of Eq. 5 are based on the same values of 'p,, (yi, D,, and D,, the coefficients AA,, BB,, and CC, will be constants during the multiple solutions, and DD, will have different values because Rj varies. As Eqs. 7 and 9 show, this characteristic also holds for the equations containing the boundary conditions, even if the numeric value of the boundary conditions changes, as long as the type of boundary condition (a known flux or a known concentration) is the same. Thus, the problem to be solved can be characterized as a set of N + 2 linear equations with multiple right sides. This characteristic can be used to reduce the computational effort significantly by inverting (or decomposing) the matrix only once, after which each of the multiple solutions can be found with very little computational effort. In our implementation, we have used a rewritten version of the Thomas algorithm, which we have separated into two algorithms: one decomposing the matrix, and one using the decomposed matrix to produce multiple solutions. The details of rewriting the Thomas algorithm are not described here because similar pairs of algorithms can be found in commercial software libraries such as the IMSL Libraries or Numerical Recipes (Press et al. 1992) .
To evaluate the quality of the different fits to the measured concentration profile, the following sum of squared deviations (or errors) is used:
where M is the number of measured concentrations, Cm, is the measured concentration, and ej is the corresponding concentration interpolated from the calculated concentrations to the same depth as Cm,.
To calculate a production profile, we must assume a unique functional dependence of the production rate with depth. In the current implementation, we have chosen to focus on piecewise-constant functions, each with a uniform production rate in each volume of sediment (referred to as zones below), as illustrated in Fig. 1 . Such functions have been used for this purpose in several previous studies (Christensen et al. 1989; Rasmussen and Jorgensen 1992; Glud et al. 1994) .
For simplicity, assume first a production profile where the number of zones, as well as their extent, is known. The independent variables that uniquely describe the profile are then limited to the production rates within each zone. Our goal is to find the particular combination of production rates that minimizes the deviation between the calculated and the measured concentration profile (Eq. 10). Minimization of such a function is a well-known problem, and many algorithms are available for this purpose (see for example the IMSL Libraries or Numerical Recipes; Press et al. 1992) . We have used our own algorithm based on the Downhill Simplex Method (Nelder and Mead 1965) .
Using piecewise-constant functions as production profiles requires that special precautions be taken. First, two adjacent zones with the same production rate can be regarded as one zone, which means that exactly the same production profile W,l WW P<O.OI P.cO.01 P-CO.01 2 nn.
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Step 1: Increasing number of zones
Step 2 The two steps in the procedure where measured data points (circles) are given as input, and the best-fitting concentration profiles (lines) and the production rates in the piecewise-constant production profiles (lines) are calculated. In the first step (a-c), the lowest number of equally spaced zones that provides a good explanation of the measured concentration profile is determined. In the second step (d, e), as many adjacent zones as possible are combined without reducing the quality of the fit obtained in the first step.
can be described in more than one way. With such lack of uniqueness, the risk of failure of the minimization process is high, and this problem exists as long as the number of zones (or their extent) is a variable in the minimization process. Second, data points that are slightly out of the range with the rest of the measurements should be included in the calculations, but they should not be allowed to define narrow zones of unusual production ,rates. Somehow a minimum extent to the zones must be included in the calculations.
A two-step procedure effectively avoids these problems. The first step of the procedure is to find the lowest number of equally spaced zones and the corresponding production rates that provide a good explanation for our measured concentration profile. The second step is to determine if some adjacent zones can be combined without reducing the quality of the fit obtained in the first step.
In the first step, as illustrated in Fig. la-c , an initial set of production profiles is constructed by subdividing the sediment column into increasing numbers of equally spaced zones, so that the first profile contains one zone with an unknown production rate, the second profile contains two zones, each with unknown production rates, and so on. These production rates are now determined independently by carrying out the minimization process for each profile. The result is a set of best fits to the measured concentration profile (see Fig. l ), each with a related minimum value of SSE (Eq. 10).
All fits are now compared in a series of statistical F-tests, as described by Kleinbaum and Kupper (1978) . To make a choice between fits, the following null hypothesis is tested: given a number of zones (K), the addition of one or more zones does not significantly improve the prediction of the measured concentration profile. The hypothesis is tested by calculating the F value (Kleinbaum and Kupper 1978):
M-L where M is the number of measured concentrations and K and L are the numbers of zones in each of the two compared production profiles (L > K). From the F value, a probability (P value) is calculated from the F distribution, upon which the hypothesis is rejected or accepted. The usual pattern is that adding an extra zone gives a better fit (smaller value of SSE). The opposite situation is also possible if the sediment studied contains an abrupt change in production rate at a certain depth and this abrupt change falls in the middle part of a zone when adding the extra zone. For that reason, a fit based on K zones must be compared with fits based on K + 1, K + 2, K + 3, . . . zones. In this way, the first step of the procedure serves not only to determine the number of equally spaced zones adequate to describe the overall variation of the production profile but also to find the right separation into zones that covers any abrupt changes in production rates, if they exist. Table  1 shows an example of calculated values of SSE, R*, and P (for the NO; profile in Fig. 1 ) for 1-12 equally spaced zones. Increasing the number of zones from one to two and from two to three yields P values of 0.000, which means that the fits are getting significantly better with increasing number of zones. Increasing the number of zones further, from three to four, from three to five, and from three to six, results in P values of 1.000, 1.000, and 0.012, respectively. Clearly the fits at four and five zones are not better than the three-zone fit, and demanding a level of significance SO.010 for rejection of the null hypothesis, neither is the six-zone fit. However, comparing the seven-zone fit with the three-zone fit yields a P value of 0.000, which also is obtained when going from seven to eight zones. Increasing the number of zones above eight gives P values larger than 0.010 in all situations. This means that the fits obtained for 9, 10, 11, and 12 zones are not significantly better than the g-zone fit, making the 8-zone production profile (Fig. lc) a clear choice. The high R2 value of 0.9999 for eight zones further indicates that this choice is appropriate. Some of the adjacent zones are likely to have almost similar production rates, and the possibility of lumping these zones is evaluated in the second step (Fig. Id-e) . Starting from the number of equally spaced zones found in step one (i.e., eight zones), the two adjacent zones with the most similar production rates (zones 3 and 4 in Fig. Ic) are now combined to equal one zone, and the minimization process is repeated. The result is a new fit (Fig. Id) with a minimum value of SSE. The two next adjacent zones are combined following the same principles, and a new minimization is done. This process of minimization, followed by a reduction of the number of zones by one, is repeated until a production profile of only one zone is reached. As before, this new set of best fits is compared through F-tests as shown in Table  2 . Decreasing the number of zones from eight to seven yields P values of 0.655, which means that the eight-zone fit is clearly not significantly better than the seven-zone fit. At a significance level of 0.010, the reduction from four to three zones is the first situation where the extra zone results in a significantly better fit, and the four-zone production profile (Fig. le) is chosen as the final result. Note that the R2 values stay constant when reducing the number of zones from eight to four. The interpretation of this NO, profile is discussed below.
All solutions of Eq. 1 are based on specified boundary conditions, one at the top and one at the bottom of the calculation domain. The fact that each solution is based on known values of R, gives two additional options when specifying the boundary conditions. A typical example is the NO; profile in Fig. 1 , where the concentration, as well as the Aux, at a certain depth is known to be zero. One obvious boundary condition is to specify a known concentration of zero at this depth. Because the flux also equals zero here, the flux at the top of the calculation domain can be calculated as the depth integration of R, and used as the top boundary condition. 
Results and discussion
Test against analytical solutions-Three forms of solute transport are represented in Eq. 1: molecular diffusion, bioturbation, and irrigation. Without neglecting any of these, an analytical solution is possible if it is assumed that q, D,?, II,, and (Y are constant with depth. Although this is a limiting assumption from a practical perspective, it provides an excellent means by which to test the new procedure, because the only deviation between the analytical and the correct numerical solution is due to rounding errors, which should be very small. The following analytical solution can be found in the large selection of such solutions for diagenetic problems by Boudreau (1997):
where A and B are arbitrary constants. This solution was used to calculate a hypothetical dissolved 0, profile assuming different but constant consumption rates over the depth interval of O-O.75 cm and 0.75-1.0 cm. The resulting twostep solution is extended through a diffusive boundary layer (-0.05-o cm), where the analytical solution is given by a straight line. Labeling these three depth intervals 1, 2, and 3 starting From the top, the complete solution contains six constants: A, and B, for the diffusive boundary (C = A, + B, x), and in Eq. 12, A, and B, for the upper depth interval in the sediment and A, and B, for the lower depth interval.
The three solutions are connected through the following boundary conditions: of the calculation domain (from -0.05 to 1 .O cm) into 400 control volumes, The calculated concentration profile fits the data points precisely, giving an R2 value of 1.0000, and the calculated consumption rates (0.004001 and 0.01203 nmol cm R s-l) are nearly equal to those assumed in the analytical solution. The diffusive flux (molecular diffusion and bioturbation) across the sediment-water interface was calculated to be 0.00512 nmol cm-2 s-l and the depth-integrated effect of irrigation yields 0.00088 nmol cm-2 s-l. The sum of these two values matches exactly the depth-integrated 0, consumption of 0.00600 nmol cm 2 s-' assumed in the analytical solution. In the first step of the procedure where the number of equally spaced zones was increased from one to six, the following minimum values of SSE (Eq. 10) were calculated: 670, 130, 13, 0.027, 1.4, and 1.2. The large decrease (a factor of 480) going from three to four zones followed by a significant increase (a factor of 50) going from four to five zones was calculated because the jump in consumption rate at depth 0.75 cm was exactly matched by one of the borders between the zones at the four-zone consumption profile. Similar results were found for the second step of the procedure when lumping the zones.
As an additional test, the response of the procedure to an abrupt change in consumption rate at a depth that is not matched exactly by one of the borders between the zones was examined. The jump in 0, consumption was moved from 0.75 to 0.62 cm depth in the analytical solution, and all other assumptions were left unchanged. From these calculations (starting the lumping from five equally spaced zones), the jump in 0, consumption was predicted to be at a depth of 0.60 cm, and the two consumption rates were estimated to be 0.003885 and 0.01159 nmol cm 3 s-l, which is within 3% of the rates assumed in the analytical solution. The procedure yields 0.00697 nmol crne2 s-l for the depthintegrated 0, consumption, which matches the value of 0.00704 nmol crne2 s-l used in the analytical solution to within 1%.
Examples based on measured data-The procedure has been employed successfully with a variety of different types of measured data as input. Some illustrative examples from two field sites, one marine and one freshwater, are presented here with a discussion of the biogeochemical processes involved. All calculations were done with a separation of the calculation domains into 400 control volumes and at a level of significance of 0.01.
Pore water concentration profiles of 0,, NH& and XCO, were measured in sediment cores collected by scuba divers at 4 m depth in Skive Fjord, Denmark. Twenty sediment cores (5.3 cm diameter) were collected for measurements of 0, fluxes across the sediment-water interface, porosity, and the concentration profiles. The sediment cores were immediately brought to the laboratory, and 10 sediment cores were sectioned in 3-lo-mm slides for measurement of NH: and ZCO, profiles (five replicates for each). From each sediment section, the pore water was extracted by squeezing through a glass-fiber filter under a pressure of 3-5 bar. A membrane (SD1 rubber dam, Upplands Vaesby, Sweden) was placed above the sediment sample and the glass-fiber filter while squeezing. The pore water samples for NH; determination were frozen (-18°C) in 5-ml plastic vials for later analysis. Pore water samples for ZCO, were placed in gastight vials (1.5-m] borosilicate glass vial with butyl rubber stoppers) and preserved with addition of HgCl,. Concentrations of NH: and 'CCO, were measured on loo-p1 samples using a small-volume flow injection technique described by Hall and Aller (1992) . 0, fluxes across the sediment-water interface were measured on five cores, as described by Rysgaard et al. (1995) . After the flux measurement, all five cores were sieved through a 1 .O-mm mesh screen to collect benthic animals. No animals were found. Microprofiles of 0, were measured in the remaining five cores with a Clark-type 0, electrode (Revsbech 1989a) . During the measurements, the cores were submerged in a tank with water collected at the field site and kept at the in situ temperature. After the measurements, the cores were sliced into 3-lo-mm sections, and sections from the same depth of each core were pooled for porosity determination by weight loss after drying. The porosity was 0.8 (vol/vol), and was constant at all depths.
The concentration profiles of 0,, NH;, and ZCO, were used as input for the numerical procedure. The diffusivities in water were 11.7 X lo-" cm2 s ' for 0, (Broecker and Peng 1974) , 9.8 X 10. 6 cm2 s-l for NH: (Li and Gregory 1974) , and 9.4 X lOme cm' s-' for CCO, (Li and Gregory 1974) . The diffusivities corrected for tortuosity were calculated as D, = D@, according to Ullman and Aller (1982) . Irrigation and bioturbation were neglected (a = 0 and D, = . Measured 0, concentrations from a marine sediment, the calculated best-fitting concentration profile (line), and the connected consumption protile. Standard errors shown on the right side of the measured data points were calculated from the replicate concentration measurements, and standard errors on the left side were calculated from the fits to each single concentration profile. Standard errors shown on the consumption profile were calculated from rates related to the fits to each concentration profile. 0) because no animals were found when the sediment was sieved.
The measured profile of 0, is shown in Fig. 3 , together with the calculated 0, profile and the corresponding consumption profile. The calculated concentration profile fits the measured data points perfectly, both in the sediment and in the diffusive boundary layer (R2 = 1.0000). The flux across the sediment-water interface was calculated to be 447 t 29 pmol m-2 hi-', where the standard error was calculated from fits to individual concentration profiles. This flux matches the flux measur'ed in chambers of 484 + 48 pm01 m-.2 h .I. The standard errors shown in Fig. 3 on the right side of the measured data points were calculated from the replicate concentration measurements, and the standard errors on the left side were calculated from the fits to each single concentration profile. These two calculations of standard errors give the same result because each individually measured concentration profile is smooth and causes the individual fits to run through each data point. The standard errors shown on the consumption profile were calculated from rates related to the fits to each single concentration profile. The relatively large standard error on the upper zone reflects the natural variation in this sediment. The increased consumption rate at the bottom of the oxic layer is presumably due to oxidation of re- , and the connected production profiles. Standard errors shown on the right side of the measured data points were calculated from the replicate measurements, and standard errors on the left side were calculated from the fits to each concentration profile. Standard errors shown on the production profiles were calculated from rates related to the -fits to each concentration profile. duced compounds (NH:, Fe2 I, H,S) diffusing up from below.
The results for the concentration profiles of ZCO, and NH,' are shown in Fig. 4 . Although these two profiles have more variability than the 0, profile presented previously, high R2 values were calculated (0.9987 for ISO, and 0.9980 for NH:). The production profiles consist of two distinct zones for both species, with the highest production rates in the upper portion of the sediment cores. These higher production rates reflect intense degradation of relatively recently deposited organic material. A comparison of the production rates with depth shows that approximately 50% of the total production of ZCO, and NH,' occurs in the upper 3.0 cm. The C : N ratio for the bioavailable organic material calculated from the depth-integrated production rates of IWO, and NH: is 7 for the analyzed sediment cores. This C : N ratio represents the C : N Redfield ratio of phytoplankton (Redfield 1934) . The standard errors shown on the right side of the measured data points were calculated from the replicate measurements, and the standard errors on the left side were calculated from the fits to each single concentration profile. On average, the standard errors calculated from the fits are small.er than those calculated from the measured data because of the smoothing effect that is built into the fitting methodology. The standard errors shown on the production profiles were calculated from rates related to the fits to each concentration profile.
Microprofiles of O,, NO;, and NH;: were also measured in a freshwater sediment from which benthic animals had been removed so that molecular diffusion was the only transport process. Sediment was collected in Lake Vilhelmsborg So, Denmark, and sieved through a 0.5-mm mesh screen to remove larger animals and coarse particles. The sediment was transferred to a glass chamber, and the water column above was continuously refreshed with aerated artificial freshwater (Lehman 1980 ) to which NaNO, (100 PM) had been added. The water column was mixed with a Tefloncoated magnetic stirbar. The glass chamber was kept in an open temperature-controlled (17.l"C) reservoir that was covered with dark plastic to prevent photosynthesis by benthic microalgae. Paired microprofiles of O,-NO; and O,-NH: were measured simultaneously in the sediment after 15 days of incubation, at which time the experimental set-up should have reached steady state based on model simulations (Revsbech et al. 1986 ). Microprofiles of 0, were measured with a Clark-type 0, electrode (Revsbech 19896) , and NO; microprofiles were measured with a shielded liquid-membrane ion selective microsensor (Jensen et al. 1993 ). Microprofiles of NH; were measured with a liquid-membrane ion-selective microsensor, based on the neutral carrier nonactin (de Beer and van den Heuvel 1988) .
The diffusivity of 0, in the sediment was determined using a high-resolution technique devised by Revsbech (1989a) and was found constant with depth at a value of 1.68 X 10ms cm* s-l. The free-solution diffusivities were 1.95 X I Om5 cm2 s-' for 0, (Broecker and Peng 1974) , 1.58 X 10m5 cm2 s-' for NO, (Li and Gregory 1974) , and 1.64 X 10m5 cm2 s-l for NH,' (Li and Gregory 1974) . The diffusivities of NO, and NH,' in the sediment were calculated to be 1.36 X 10es and 1.41 X lo-' cm2 s-l, assuming that the ratio between the diffusivity in sediment and that in water is the same for these species as for 0,. The porosity was calculated to be 0.93 as 9 = m, according to Ullman and Aller (1982) . K&l (PM) [ 5a, 6a) exhibit significant consumption at all depths, which was expected because the sediment was incubated in darkness to prevent photosynthesis. The calculated 0, fluxes across the sediment-water interface for the two different 0, profiles were alike (profile 5a: 792 pmol mm2 h-l; profile 6a: 785 prnol mm2 h-l), as were the consumption rates at the top of the profiles (profile 5a: 0.055 nmol cm-I s-l; profile 6a: 0.058 nmol cmm3 ssl). Likewise, the maximum rates near the oxic-anoxic interface were similar (profile 5a: 0.152 nmol cm-3 s-'. profile 6a: 0.151 nmol cm-" s I), suggesting intensive dxidation of reduced compounds (e.g., NH,') that were supplied by diffusion from below.
The results for the profiles of NO, (Fig. 5b) ( Fig. 6b) show zones of production as well as consumption. We attribute NO, production to nitrification, NO; consumption to denitrification, and NK;' production to ammonification. Furthermore, N& consumption is attributed to NH;I oxidation (nitrification), because the depth-integrated NH,f consumption at the bottom of the oxic layer almost matches NO, production stoichiometrically over the same depth interval (158 vs. 180 pm01 m-z h-l). Two distinctive zones of nitrification were found (Fig. 5b) , with a depth-integrated NO; production of 219 pmol N m-2 h-I. The maximum NO; production was found just above the oxic-anoxic interface, and the depth-integrated production in this interval constituted about 82% of total nitrification. A similar inhomogenous depth distribution of nitrification, with maximum production near the anoxic-oxic interface, was also found by Jensen et al. (1994) . As Fig. 6 indicates, the uneven depth distribution of nitrification was the consequence of NH,' consumption just above the oxicanoxic interface. The NH,+ that diffused into the oxic layer from the anoxic sediment below was consumed in the narrow lower oxic nitrification interval. Nitrification in the upper sediment was exclusively supported by NH,+ produced by aerobic degradation of organic-bound N. Nitrification in this depth interval was limited by NH,', as indicated by the absence of NH:. in the pore water. Denitrification took place in the sediment where 0, concentrations were below 1 PM, which is consistent with denitrification as an anaerobic process. Because net NO? production balanced NH,' consumption in the lower nitrification interval, oxic denitrification at this depth was considered insignificant.
The examples presented and the discussion of the findings show that valuable information can be obtained by using modeling techniques for the interpretation of measured concentration profiles. The numerical procedure is an effective tool in studies of biogeochemical processes in sediments, and the procedure works well on profiles that differ in terms of shape, smoothness, number of data points, and scale.
Availability
The executable code of our procedure, PROFILE version 1.0, is available by e-mailing the corresponding author (pb8n@virginia.edu). The program runs on an IBM-compatible personal computer. For optimal performance, please specify the generation of the computer processor (486, Pentium, etc.).
