Abstract-We propose a cooperative diversity scheme for a communication system consisting of NT cooperating nodes that receive ⌈log 2 (NT )⌉ feedback bits from the destination node on the channel state information. This information is used appropriately to obtain cooperative diversity and signal-to-noise ratio (SNR) gains. A simple linear detector and an interference cancelation detector are proposed. It is shown that their error rates are quite close to that of the maximum likelihood detector. An upper bound for the average bit error probability for binary phase-shift keying (BPSK) modulation over a Rayleigh fading channel is derived. In addition, through computer simulations, it is verified that the proposed scheme offers a good error performance when the inter-user channel SNR is high or when the inter-user channel has a well-defined line-of-sight component. In other words, the new scheme becomes interesting when the cooperating nodes are close to each other.
I. INTRODUCTION
M ULTIPLE-ANTENNA techniques are quite attractive for deployment in cellular applications at base stations and have already been included in the 3rd generation wireless standards. Unfortunately, in some wireless scenarios, transmitters are very small in size and cannot support the use of multiple antennas. To address this limitation, cooperative diversity schemes have been proposed [1] , [2] . The basic idea behind cooperative diversity rests on the observation that, in a wireless environment, the signal transmitted by a source node is "overheard" by other nodes, which can be viewed as "partners". The source and its partners can jointly process and transmit their information, creating a "virtual antenna array" although each one of them is equipped with only one antenna.
Since the work of Sendonaris et al. [1] , [2] , the interest in cooperative communications has grown considerably. Sendonaris et al. have proposed algorithms for cooperation in a code-division multiple-access (CDMA) framework, where each mobile decodes and relays certain number of bits received from its partner. In [3] , it is shown that both amplify-andforward and adaptive methods achieve diversity order of two for two-user cooperation. Laneman et al. [4] suggest "conventional" orthogonal space-time block coding (STBC) (originally proposed for coding across co-located antennas in [5] , [6] ) for practical implementation of user cooperation in a "distributed" fashion.
A cooperative transmit diversity scheme for two cooperating nodes based on superposition modulation and multiuser detection was proposed by Larsson and Vojcic [7] . In that scheme, two cooperating nodes act as relays for one another. When one cooperating node acts as the relay for the other node, it simultaneously transmits its own data and the data for which it acts as relay, using superposition modulation. A soft-MAP-based multiuser detection is used at the destination node in order to recover the two data streams. It is shown that this scheme outperforms the classical "decode-and-forward" methods [1] - [4] .
A wireless communication system can obtain significant performance improvements when the channel state information (CSI) is available at the transmitters [8] - [14] . In [11] , [12] CSI is exploited in the context of cooperation. Ahmed et al. [13] have considered practical methods to approach the theoretical performance limits of the fading relay channel under different assumptions of channel knowledge at the transmitter for the typical relay scenario (i.e., source-relay-destination). In [14] , the authors propose a cooperative diversity scheme called opportunistic relaying in which the "best" relay among M candidates is selected for cooperation between source and destination. Although the authors in [14] consider simultaneous transmissions by the "best" relay and the source, in their analysis they allow only one transmission each time interval.
In the current literature (including the works cited above), typically, the cooperating nodes either acting as relays only or acting both as data sources and relays use some form of orthogonal communication such as CDMA or time-division multiple-access (TDMA). In other words, the cooperating nodes are assumed to be half-duplex. Full-duplex relays, in contrast, are able to transmit and receive signals simultaneously and the destination receives superposition of the direct and relayed signals. Although full-duplex operation must rely on perfect electromagnetic isolation and/or perfect echo cancelation between the transmit and receive paths, which is technologically more difficult to achieve, full-duplex relays offer higher capacities over half duplex relays as they avoid additional use of time slots. Full-duplex relays have recently been considered to exploit this additional degree of freedom [15] - [18] . In particular, the authors in [18] present an inter-esting interference cancelation method based on precoding to realize a new full-duplex relay system.
In this paper, we assume that the cooperating nodes can operate in full-duplex transmission mode, i.e., whenever employed these nodes can transmit signals to the destination node while receiving signals from some other cooperating node. In turn, the destination node receives superimposed signals. We propose and analyze a cooperative diversity scheme for N T ≥ 2 full-duplex transmit nodes and N D = 1 destination node, all of which equipped with a single antenna. The channels among the transmit nodes (inter-user channels) are assumed to be independent of the channels from the transmit nodes to the destination node (forward channels), and the forward channels are assumed to be mutually independent.
In the proposed scheme, the transmit nodes receive ⌈log 2 (N T )⌉ bits of CSI before any data transmission begins. This corresponds to the number of bits necessary to indicate which forward channel is the best. This CSI information can be made available to the cooperating nodes either via a feedback channel or, more interestingly, by some distributed method such as the one based on local measurements of the instantaneous channel conditions presented in [14] . To keep the explanation simpler, we consider that the scenario that CSI is obtained through a feedback channel. Due to the distributed nature of this cooperative system, we cannot simply use selection combining by transmitting all symbols from the same source node, as in a centralized multiple-input singleoutput (MISO) system, since before the transmission starts each symbol is only available at its respective node. We should use for the transmission of the other symbols some small amount of power, just enough to make it sure that the symbols are overheard by the cooperating node having the strongest forward channel.
In a sense, the proposed scheme combines features of opportunistic relaying proposed in [14] and the scheme based on superposition modulation proposed in [7] . However, there are distinct features that make the cooperative diversity scheme proposed herein novel. First of all, the schemes in [7] , [14] have been designed for half-duplex cooperative systems, while herein we consider full-duplex cooperating nodes. This fundamental difference naturally lends itself to different transmission protocols as well as different detection methods, not to mention the fact that in full-duplex cooperation systems, broadcasting and cooperation need not be performed at separate times. We also point out that while superposition in [7] is accomplished by the cooperating node before transmission, in our scheme it is a result of the simultaneous transmissions of data from two different cooperating nodes (one of which is the "best" node). In [7] , there is no CSI at the cooperating nodes, and both nodes transmit at full power. Moreover, the scheme in [7] does not scale easily to a larger number of cooperating nodes. The detectors at the cooperating nodes and at the destination node would become more complex and error performance would degrade due to the increased interference level. In contrast, our proposed scheme suffers no performance degradation as the number of cooperating nodes increases, since the maximum number of simultaneous transmissions is kept to two at all times. Finally, in [14] , there is only one source node, while all the other cooperating nodes act as relay only; hence, the situation is completely different from the one we consider in this paper.
The paper is organized as follows. In the next section, the system model is given. The proposed cooperative diversity scheme is described in Section III. In Section IV, we present the error performance analysis for the proposed scheme. We will observe that the well-known multiple access channel with interference model arises. A major difference of this work with the existing literature is that while the interfering symbol is transmitted through the (well-known) Rayleigh channel, the symbol of interest is transmitted through a channel whose statistical model is based on order statistics. In Section V, simulation results are presented. Finally, in Section VI, we present our conclusions and final comments.
II. SYSTEM MODEL
The full-duplex wireless communication system with cooperation considered in this paper is shown in Figure 1 . The scheme consists of N T ≥ 2 transmit nodes (called cooperating nodes) and N D = 1 receive (destination) node, all of them equipped with a single antenna. The forward channels are assumed to be Rayleigh fading channels. The signals received by the destination node are contaminated with additive white Gaussian noise (AWGN). The transmit nodes, named node 1, node 2, . . . , node N T , send their own information to the destination node, named node 0, and also act as relays. The fading coefficients h i,0 associated with the channels from node i to node 0, i = 1, 2, . . . , N T , are modeled as independent zero mean circularly symmetric complex Gaussian random variables with variance 1/2 per dimension. As we will see, the performance analysis carried out in Section IV is essentially independent of the particular statistical model assumed for the inter-user channels, as these are statistically independent of the forward channels (see Eq. (20)). Since the cooperating nodes are assumed to be close to each other, we model these channels as having a line-ofsight. The fading coefficients h i,j , for i, j = 1, 2, . . . , N T with i = j, are assumed non-zero mean complex Gaussian random variables with equal variances for each dimension, i.e., we assume Rician fading for the inter-user channels. All fading coefficients are assumed constant during the transmission of a block of N T consecutive symbols, changing randomly from one block to the next.
It is assumed that 1) the forward channel fading coefficients are known at the receiver, 2) when the cooperative node is in the full-duplex mode it can detect (possibly erroneously) the symbols coming from the other cooperative node, by knowing the corresponding inter-user channel fading coefficient, and 3) an error-and delay-free feedback channel is available through which ⌈log 2 (N T )⌉ bits can be sent towards the transmit nodes. Moreover, it is assumed that the feedback information arrives at the transmit nodes before any data transmission takes place. In other words, the feedback bits may be used to adapt the transmission to the instantaneous channel conditions right from the first symbol period.
III. PROPOSED COOPERATIVE DIVERSITY SCHEME WITH FEEDBACK CHANNEL
In this section, the proposed cooperative diversity scheme is presented for the communication system whose model was described in the previous section. In the proposed scheme, at most two nodes transmit simultaneously in a given symbol period. Let P + and P − (with P + > P − ) denote the transmit powers allocated to the strongest transmit node and to the other cooperating node, respectively, where the power constraint P + + P − = P is enforced, P being the total transmit power. For simplicity, we consider a two-level power allocation, say levels α and P − α, where α can be optimized off-line and remains fixed at all times. We will see later on in this paper that P + ≫ P − is a reasonable assumption.
Without loss of generality, for the purpose of analysis, we assume in the remainder of this paper that node 1 has the strongest forward channel, in other words, |h 1,0 | 2 = max i |h i,0 | 2 , where | · | denotes absolute value. However, due to channel variations over time, each cooperating user will have the strongest forward channel with the same probability. Consequently, the proposed scheme will not incur battery shortage for any user in particular.
A. The Transmitter
Let s 1 , s 2 , . . . , s NT be data symbols from node 1, node 2, . . . , node N T , respectively, all of them belonging to a signal constellation with unit average energy. Assuming that
. . , N T , more power should be allocated to node 1, and the transmission in our cooperative diversity scheme is as described in Table I . First, node 1 transmits its own symbol s 1 with almost full power. At the same time, some other node say node 2 transmits its symbol s 2 with a lower power. The idea is that node 1 overhears s 2 but s 2 causes only a small amount of interference at the destination. In the next time slot, node 1 transmits the detected symbol s 2 with almost full power while at the same time some other node say node 3 transmits its symbol s 3 with low power. The process continues until node 1 transmits the detected symbol of the last node to transmit with low power, say node N T .
At this time, without any other interfering transmission, node 1 transmitss NT with full power. The decisions made at the 
transmit node 1 are denoted bys, while the final decisions, at the destination node, are denoted byŝ. Note that in the N T -th symbol period, only cooperating node 1 transmits at full power. The symbol transmitted by node 1 in the i-th symbol period is its decision on the symbol transmitted by node i in the i − 1 t h symbol period, i = 2, . . . , N T . For simplicity, in our strategy node i transmits its symbol s i in the i − 1 t h cooperative symbol period, for i = 2, . . . , N T , but these symbols could be transmitted by their corresponding nodes in any other order.
B. Maximum Likelihood Detection and Its Approximate Version
The received symbol at the destination node in the i-th time slot is given by
where η i represents the AWGN term, modeled as an independent zero mean circularly symmetric complex Gaussian random variable with variance N 0 /2 per dimension. Let s denote the sequence s 1 , . . . , s NT . Consider similar notation for the sequences y ands. The maximum likelihood (ML) detector (MLD) at the destination node is the one yielding the decision (ŝ 1 , . . . ,ŝ NT ) given by
By applying the max-log property, namely,
we can approximate (1) as
where arg * max is the standard logical function arg max except that it extracts only the values of s 1 , . . . , s NT of the argument for which the given expression attains its maximum value.
We should now observe that since, in our scenario, the interuser channel is considered to be much more reliable than the direct channel (i.e., fors = s, ln(p(s|s)) is a relatively large, negative quantity), it is very likely that the pair (s, s) = (s ′ , s ′ ) will maximize (2) for some s ′ . So, the ML decision can be further approximated as
We refer to this detector as "approximate" ML detector (AMLD).
C. Suboptimal Linear Detection
Assuming that P + ≫ P − , the AMLD can be simplified by removing the third term inside the absolute value
, resulting in the approximation
where i = 2, . . . , N T − 1. Note that since the first and the second terms of (3) become independent of s i+1 when P + ≫ P − , the detection of the N T symbols can be performed in parallel. For symbols s NT −i , where i = 1, . . . , N T − 1, the detection rule becomeŝ
which corresponds to the ML detection of a selection combining scheme wherein the symbol s NT −i is transmitted at almost full power.
Similarly, the detection of symbol s NT corresponds to the ML detection of a selection combining scheme wherein the symbol s NT is transmitted at full power P . Thus, the cooperative diversity order of the proposed scheme is similar to that of an N T -level selection combining diversity scheme, i.e., a cooperative diversity order of N T is achieved.
If we further assume that all signals transmitted by the N T transmit nodes have the same energy, which is the case if a PSK signal constellation is adopted, then the proposed detector becomes linear and reduces tô
where i = 1, . . . , N T . We adopt the BPSK modulation for the remainder of this paper, which allows us to refer to the proposed detector as the linear detector (LD).
As we will see later on in this paper, the LD performance is similar to that of the MLD when the number of cooperating nodes is small. For an improved error performance with a reasonably low complexity, we present next an alternative receiver whose performance is similar to the ML performance even for a larger number of cooperating nodes.
D. Reduced Complexity Interference Cancelation Detector
The alternative detector we propose first performs detection of s NT based on the minimization
which corresponds to performing minimization of the third term alone in (3). Then s NT −i could be detected by removing from y NT −i the interference induced by s NT −i+1 , i = 1, . . . , N T − 1, for which the detected symbolŝ NT −i+1 in the previous step could be used. The decision on s NT −i would then be given bŷ
It should be remarked that this is just the detection based on interference cancelation for the multiple access channel, which is well-known [19] . The novelty, which will appear in the performance analysis of Section IV, comes from the fact that the channels are neither Gaussian nor standard fading (Rayleigh or Rice) channels, but rather channels whose statistics are based upon ordered random variables. We refer to this detector as the interference cancelation detector (ICD).
IV. PERFORMANCE ANALYSIS
In this section, we derive an upper bound on the average bit error rate (BER) expression for the cooperative diversity scheme described in Section III. In particular, we focus our analysis on the case of the ICD. Assume for simplicity that the transmit nodes use BPSK modulation.
Before we begin the derivation of the BER expression, we present the notation for the probabilities that will be considered in this section. The probability of symbol detection error at node 1 will be denoted as P 1 . The probability of symbol detection error at destination node (node 0) assuming that the correct symbol is transmitted with power P by node 1 will be denoted as P 0 . According to Table I , the only symbol transmitted by node 1 with power P is the symbols NT , and it is the correct symbol if it has the same value as symbol s NT . The probability of symbol detection error at destination node (node 0) assuming that the correct symbol is transmitted with power P + by node 1 while another symbol, an estimation of which is assumed available for interference removal at the destination node, is simultaneously transmitted with power P − by some other cooperative node will be denoted as P 0,i , where the superscript i stands for interference. According to Table I , the symbols transmitted by node 1 with power P + and subject to interference are the symbols s 1 ands k , for k = 2, . . . , N T − 1, wheres k is the correct symbol if it has the same value of symbol s k . The probability of detection error for a specific symbol s will be denoted as P s . Instantaneous probabilities will be denoted either as P |h or P s|h .
We begin our analysis by presenting the average probability of symbol detection error at node 1. For BPSK modulation and assuming the Rician fading model for the inter-user channels, the average probability of symbol detection error at node 1 is given by [20] :
where K is the Rician parameter, γ 1 = P − ISNR, and ISNR is the average signal-to-noise ratio (SNR) of the inter-user channel.
The average probability of symbol detection error at destination node assuming that the correct symbol is transmitted with power P by node 1 is that of a N T -level selection diversity combining scheme [21] :
where p(γ b ) is the probability density function of the random variable γ b = γ 0 P |h 1,0 | 2 , γ 0 = 1/N 0 is the average SNR of the forward channel, Q √ 2γ b is the instantaneous BER based on a single channel realization, and |h 1,0 | 2 is the N T -th order statistics [22] of the channel coefficients squared norms, i.e., it is the random variable representing the largest of N T chi-squared random variables with 2 degrees of freedom and unit expected value.
The instantaneous BER for the symbol s NT is given by
where
is the instantaneous probability that the symbol s NT is detected erroneously by the destination node assuming that it was detected correctly by the best node, and P 1 |h is the instantaneous probability that the symbol sent by a cooperative node is detected erroneously by the best node. P 0 |h (γ b ) depends on h 1,0 (which is a function of all h i,0 's), while P 1 |h depends solely on the h i,1 's. Since by the assumption, h i,0 and h i,1 are statistically independent, the average of (10) is given by
We now present the probability of symbol detection error at
Locus of the received signal y1
Locus of the decision variable under unsuccessful interference removal
Worst scenario under unsuccessful interference removal
Worst scenario for y1 the destination node assuming that the correct symbol (s k = s k , k = 2, . . . , N T −1) is transmitted with power P + by node 1 while another symbol s k+1 is simultaneously transmitted with power P − by another cooperative node. It is also assumed that an estimate of this symbol is available at this time at the destination node for interference removal. This instantaneous BER for the symbol s k , for k = N T − 1, . . . , 1, is given by P 0,i (13) where P 0,i
is the probability that the interference is not properly removed, γ
, and Π h1,0 (∆ j ) denotes the projection of ∆ j on the real axis, as illustrated in Figure 2 .
In the second term of (13), we consider the fact that, for BPSK modulation, if the interference is not properly removed the remaining interference is twice as high. The index j of ∆ j indicates whether the symbols s i and s i+1 have the same (j = 0) or opposite (j = 1) values.
Next, a series of inequalities will be presented aiming at deriving an upper bound on the sum of Q-functions in (13) .
For either j = 0 or j = 1, we can easily show that
where equality holds if and only if h 1,0 |h k,0 | = −h k,0 |h 1,0 |. The right-hand side of the inequality above corresponds to the worst scenario under unsuccessful interference removal, as illustrated in Figure 2 . If we assume further that P + ≥ 16P − (or P + ≥ 16 Figure 2) , then we have the last inequality of the series, namely,
This means that (13) can be upper bounded as
The probability that the interference is not properly removed P 0,i
is the probability that the symbol s k+1 is detected erroneously by the destination node in the previous step. So, the instantaneous BER can be obtained recursively. However, this creates a series of dependencies that will make it difficult to evaluate the average BER. We can then use the argument that since Q( 2γ (14) is an increasing function of P 0,i s k+1 |h . Therefore, (14) can be further upper-bounded if we substitute the probability P 0,i s k+1 |h in (14) by an upper bound. While this upper bound can be loose to express the probability that the symbol s k+1 is detected erroneously by the destination node, it is good enough to obtain a tight upper bound on P 0,i s k |h when used in (14) . The probability P 0,i (14) can be upper bounded as
From the above, the instantaneous BER for the symbol s k , k = 1, . . . , N T −1, assuming that the correct symbol (s k = s k ) is transmitted with power P + by node 1 while another symbol is simultaneously transmitted with power P − by some other cooperative node can be upper bounded as
The corresponding upper bound for the average BER can be obtained by taking the expectation of (15) resulting in
The final result is left as a function of P 0 (γ 0 ) in (9) and of Ω(α, β), defined as
for which a closed-form expression is derived in the Appendix. Then,
. (17) Now, considering the received signal in the interval k (k = 2, . . . , N T − 1)
wheres k is the decision on s k taken by node 1 in the instant k − 1, the probability thats k is not equal to s k is P 1 . The instantaneous probability P s k |h that node 0 makes an incorrect decision on s k is given by:
where k = 2, . . . , N T − 1, and P
0,i
s k |h is given by (15) . We should note that the bound on P 0,i s k |h in (15) depends only on h 1,0 (and h 2,0 , h 3,0 , . . . , h NT ,0 ), while P 1 |h depends only on h k,1 , k = 2, . . . , N T − 1. Therefore, the average probability of error for the symbol s k is given by
where P 0,i
is the average BER in (17) . Finally, the probability of detection error of the symbol s 1 can only be lower than (20) , because node 1 owns the symbol s 1 . So, the bound in (20) can be extended to k = 1.
The final result of this section, namely, the average BER for BPSK corresponding to the ICD for the new cooperative scheme, can be upper bounded by the arithmetic mean of (12) and (20) .
V. SIMULATION RESULTS
In this section, we present several simulation results to assess the error performance of the communication system with cooperation proposed in this paper (presented in Section III). In all the simulations, we present the BER versus SNR (γ 0 ) for BPSK modulation, assuming Rayleigh flat fading for the forward channels.
First, in Figure 3 , we compare the proposed scheme for b f = 1, N T = 2, with the Alamouti cooperative diversity scheme [23] (full-duplex channel, without feedback). In this figure, we assume ideal inter-user channels. In order to show the cooperative diversity gain, the BER curve for the scheme without cooperation (each node transmits its own symbol at separate symbol intervals) is also shown in Figure 3 . Results are shown for both the LD and the MLD. The theoretical upper bound is also shown to give an idea of its tightness. The power allocation adopted in this simulation is P + = 0.95, where the total power was set to P = 1. It can be seen that the linear detector has an excellent performance. We also observe that by using only one feedback bit in this case the proposed scheme presents an SNR gain over the cooperative scheme with Alamouti code of about 1.5 dB.
In Figure 4 , the cooperative diversity scheme with the G4 code [5] (full-duplex channel, without feedback) and the new cooperative diversity scheme for b f = 2 feedback bits are considered, assuming that the inter-user channels are subject to Rician fading, with K = 20 dB and ISNR = 25 dB. The results are shown for the ICD receiver. The theoretical upper bound is shown as well. The power allocation adopted in this simulation is P + = 0.95, where the total power is P = 1. We should note that the proposed cooperative diversity scheme, with b f = 2 feedback bits, shows an SNR gain over the cooperative diversity scheme with code G4 of about 2.5 dB. Figure 5 gives the theoretical error performance curves for the ICD receiver, for different values of N T . We can observe that the theoretical upper bound curves for the BER expression are very close to the simulation performance curves obtained when we consider the ICD receiver, even when N T is increased. Figure 6 shows the error results for the ICD and LD receivers, for different values of N T . We can observe that as N T is increased, the linear receiver shows some performance loss. However, it is still an attractive choice due to the simplicity of detection.
We remark that, in the case of ideal inter-user channel, the power allocation P + could be arbitrarily high, which would improve even further the error performance of the new cooperative scheme. However, for more realistic scenarios, the power P − cannot be too low since the decision errors at the partner node would compromise the overall system's performance. For this situation, we have simulated two scenarios. In Figures  7 and 8 , we considered N T = 2 transmit nodes and Rician inter-user fading channels with an ISNR = SNR + 5 dB and ISNR = SNR + 10 dB, respectively. For the first and second scenarios, respectively, the optimal P + was found in the range from 0.65 to 0.95 and from 0.85 to 0.95, with increasing value as the SNR is increased. The optimal power allocation as a function of the inter-user channel statistics and average SNR at destination node was obtained by making use of the theoretical upper bound on the BER derived earlier.
VI. CONCLUSION AND FINAL COMMENTS
In this paper, we have proposed a simple cooperative diversity scheme for a communication system consisting of N T ≥ 2 cooperating nodes that receive ⌈log 2 (N T )⌉ CSI bits from the destination node. These feedback bits indicate which cooperating node has the strongest channel, and this information is used appropriately to obtain cooperative diversity and SNR gains. A simple interference cancelation detector and a linear detector are proposed and their performances are shown to be very close to the maximum likelihood error performance. An upper bound on the average error probability for binary phaseshift keying in flat Rayleigh channels under the assumption of Rician inter-user channels is derived. Comparisons in terms of BER versus SNR between the ICD receiver and the LD receiver are also made. Employing the simulation results and the performance analysis, it is shown that the maximum diversity order (equal to N T ) is achieved by the proposed scheme. When N T = 2 and 4, the new cooperative diversity scheme, making use of only 1 and 2 feedback bits, respectively, has an SNR gain of about 1.5 dB and 2.5 dB over the cooperative scheme without feedback that makes use of the Alamouti code and space-time code G4, respectively. Optimal power allocation as a function of inter-user channel statistics and average SNR at destination node is obtained by the use of the theoretical upper bound on the BER derived. The results presented in this paper allow us to conclude that even if the inter-user channels are not ideal, when the cooperating users are sufficiently close to each other, the performance gain is still very significant.
APPENDIX
In this appendix we derive a closed form expression for
as a function of N T . Consider the random variable X = max k |h k,0 | 2 and let α and β be positive real numbers. The expectation above is with respect to X, whose PDF is [9] , [24] : p X (x) = N T (1 − e −x ) NT −1 e −x , x ≥ 0.
The moment generating function of X, denoted as Ψ X (v), can be defined for v ≥ 0 as 
We now recall Craig's formula [25] for the Gaussian Qfunction: 
where κ 1 = tan β/α. Taking the expectation of (23), and using (21), we obtain Ω(α, β) = Ω 1 (α, β) + Ω 2 (α, β),
and
From (21) and the above integrals, it can be seen that we will need to solve an integral of the form
4C sin 2 θ + 2β − 2β β + 2C sin 2 θ dθ (27) which evaluates to [26] :
where C = 1, . . . , N T ,
and k = C − 1. From (27) and (28), we can write (25) and (26) as
and Ω 2 (α, β) = 1 4 − 1 2π tan
where C = 1, . . . , N T .
