Facility management is evolving, there is no exact than other sciences, although its development is fast forward. The knowledge and practical skills in facility management is not replaced, on the contrary, they complement each other. The existing low utilization of science in the field of facility management is mainly caused by the management of support activities are many variables and prevailing immediate reaction to the extraordinary situation arising from motives of those who have substantial experience and years of proven experience. Facility management is looking for a system that uses organized knowledge and will form the basis, which grows from a wide range of disciplines. Significant influence on its formation as a scientific discipline is the "structure, which follows strategy". The paper deals evaluate technology building as part of an facility management by multivariate statistic -factor analysis.
Introduction
Facility management is a modern sector. Its application in the management of buildings contributes significantly to savings in operating costs and thereby increases the profitability of the business. It's not just a temporary trend in business management, but a practical way of professional management and enterprise resource management, which should be used continuously [1] . The content of services provided by the facility management is always what they consider the future management of the business client as an activity to be outsourced. The aim of this activity is to ensure the most efficient way to promote optimal activity at society. Facility manager, however, must understand all the primary processes and try to find the most effective for them to support and improve the current situation. The aim is not only support the primary process, but a permanent comprehensive development of the whole company, and thus the search for other supporting activities that it should help [2] . One possibility is the use of factor analysis, which aimed to create new variables and seeks to DOI: 10.2478 DOI: 10. /sspjce-2013 reduce the scale (reduction) of data with the minimum loss of information. Based on the assumption that the dependency between the monitored variables are brought about by a smaller number of standing behind the immeasurable variables, which are called common factors. These common factors are defined as a linear combination of original variables. Factor analysis puts you directly in the main objective to know the structure and use of common factors that are considered as underlying causes of mutually correlated variables, and wants the best and easiest to explain and clarify the observed dependence [3].
Materials and methods
Experimental research was conducted in an office building -Košice City Hall, located on the Trieda SNP in Kosice. It is the largest office complex in the city, which was built in 1985. Currently it resides Municipality. The heat source is provided by existing exchanging station. Hydraulics central heating is classic. Central heating radiator circuits (social workers and technical rooms), air-conditioning circuit for central heating and air conditioning units for the circuit. Pressure protection system is based pressure expansion tank filling with air pressure of 100 kPa, and a safety valve opening pressure of 400 kPa. The primary heating medium is hot water 180/80 °. Central heating system was designed in 1979 and the technical level is proportional to this year. Central heating radiator -heat transfer medium is hot water 92.5 / 67.5 °, which is designed in the whole of A, B, G, section C, D are radiator heated corridors, stairwells, hygienically rooms and warehouses. Part E is heated by radiators entire northern facade, staircase, corridors, toilets and stores. Part F is a radiator covered the entire burden of winter theater, foyer, stairs, dressing rooms, storage rooms and social. Panes, air conditioning units are designed for all office rooms of parts C, D, E, except the north façade. In the F units are equipped with study rooms and classrooms. Air conditioning units are panes in the winter, connected to the water supply 80/60 °. The circulation of heated water is forced hot water pumps. Air conditioning units are panes for winter heating and summer cooling. The units operate with air circulation. Ventilation units are considered. Ventilated offices are windows. The size of the output units is determined according to the summer load [4] . Data was measured for ten variables (DS1 -Central heating temperature, DS2 -Hot water temperature -primary, DS3 -Temperature hot water -reverse, DS 4 -Outdoor temperature, DS5 -Air condition temperature, DS6 -Desired value calculated by the central heating, DS 7 -DHW set point, DS 8 -Air condition set point, DS 9 -Primary input, DS 10 -Primary reverse). The mean values for three years shows table 1. 
Factor analysis (FA)
Factor analysis is a multivariate analytical technique, which derives a subset of uncorrelated variables called factors that explain the variance observed in the original dataset [5, 6, 7] . Factor analysis is used to unearth the latent structure of a set of variables. The factor analysis attempts to identify few factors that are responsible for the correlation among a large number of variables, it is also classified as a data reduction technique. The essential purpose of factor analysis is to describe, if possible, the covariance relationship among many variables in terms of a few underlying, but unobservable, random quantities called factors. The total variance of the indicator variables (the original variables) is decomposed into the following two components: First, variance that is common with general chemical level in the surface water is given by the square of the pattern loading (that is the correlation between any indicator and the factor); this part of the variance is referred to as the communality of the indicator with the common factor [8] . Second, variance that is in common with a specific factor is the variance of the variable minus the communality. This part of the variance is referred to as the unique/specific/error variance because it is unique to that particular variable. The common factors are unobservable. However, we can measure their indicators and compute the correlation among the indicators with the aim to identify the smallest number of common factors (that is most parsimonious factor model) that best explain the correlation among the variables; estimate pattern loadings, communalities, and the unique variance of the indicators [8] . The total number of factors generated from a typical factor analysis indicates the total number of possible sources of variation in the data. As we extract consecutive factors, they account for less and less variability. The decision of when to stop extracting factors basically depends on when there is only very little "random" variability left. The nature of this decision is arbitrary; however, various guidelines such as the Kaiser criterion have been developed and are well documented in literature. Factors are ranked in order of merit. The first factor or component has the highest eigenvector sum and represents the most important source of variation in the data. The last factor is the least important process contributing to the variation. Factor loadings (weightings) on the factor loadings tables are interpreted as correlation coefficients between the study variables and the factors [13] .
Results and discussion
Multivariate analysis of facilities management data was subjected through Factor analysis (FA) [7, 9, 10] . The data sets were first summarized ( Table 2) . From Table 2 it is observed that the coefficients of variation of the variables were the largest for primar input, and primar reverse. The smallest range was for outdoor temperature and temperature hot waterPrimary. The central heating temperature varies from 24,057 °C to 57,344 °C with an average 40,35. The outdoor temperature varies from -3,96 °C to 24,26 °C with an average 10,21 °C. All the mathematical and statistical computations were made using Statistical Package for Social Sciences version 7. Initial information about the correlation structure of the data set was obtained from the implementation of the selection correlation matrix 10 variables. Correlations fluctuate from -0.15 (for DS2 and DS10) to 0.95 (correlation between the DS6 and DS8), respectively. Correlation coefficients in Table 3 between the evaluated elements larger than 0.5 indicate that there exist high mutual correlation, correlation coefficients less than -0.5 indicate high indirect mutual correlation. The correlation matrix of variables was generated and factors extracted using the varimax rotation. Factor loadings are given in Table 3 . To assess the appropriateness of using factor analysis was used KMO test [11] . KMO statistic should take the value 0.73, suggesting moderate the useful application of factor analysis. So, factor analysis is appropriate for our data. Next we need to find the eigenvalues of the realized correlation matrix R to determine the number of factors standing in the background. Eigenvalues are presented in the following table along with the percentage of total variance (Table 4) . According to the Kaiser criterion for R for the number of eigenvalues of the implementation matrix R, this is greater than 1 [12] . The Table 4 shows that such eigenvalues there is a three. These three eigenvalues cumulatively explained over 87% of the total variance, which is also met other criteria. To confirm the appropriate number of factors we use scree plot, which shows the figure. The correlation matrix of variables was generated and factors extracted using the varimax rotation. Factor loadings are given in Table 5 . The factor analysis generated two significant factors which explained 78,3 % of the variance in data sets. The first factor correlates with DS1, DS5, DS6, DS8, DS9 and indirect with DS4. The second factor correlates with DS7 and weakly correlates with DS2. After rotation the first factor of the total variance in the 10 considered variables is 63.74%. The second factor of the total variance represents 14.57%. The following factors were indicated considering the aspects of the facilities management: Factor 1 can be interpreted as a high indirect dependence of outdoor temperature with temperature of central heating, Temperature of air conditioning, desired value calculated by the central heating, air condition setpoint and Primar input. High correlation with outdoor temperature means an increase in efficiency of central heating. Factor 2 can be interpreted as influence of set point DHW.
Conclusion
The above analysis demonstrates the use of multivariate statistical techniques to study the source/genesis of facilities management parameters in study object. Ten parameters have been monitored on municipality of Košice. Data set was analysed using factor analysis (FA). Quality factor model was assessed by KMO test showed a moderate usefulness (KMO 0,73). Using the method of principal components, we managed to find two standing in the background of the common factors of 10 explanatory variables FA identified two factors responsible for data structure explaining 78,3 % of total variance. Factor 1 characterises the influence of outdoor temperature on temperature of air condition, , desired value calculated by the central heating, air condition setpoint and Primar input. This study shows that factor analysis is a useful method that could assist decision makers in determining the extent of facility management indicators. It could also provide a crude guideline for selecting the priorities of possible preventative measures in the proper of facility management.
