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Abstract We construct a U(1) gerbe with a connection over a finite–dimensional, clas-
sical phase space P. The connection is given by a triple of forms A,B,H : a po-
tential 1–form A, a Neveu–Schwarz potential 2–form B, and a field–strength 3–form
H = dB. All three of them are defined exclusively in terms of elements already
present in P, the only external input being Planck’s constant ~. U(1) gauge transforma-
tions acting on the triple A,B,H are also defined, parametrised either by a 0–form or
by a 1–form. While H remains gauge invariant in all cases, quantumness vs. classical-
ity appears as a choice of 0–form gauge for the 1–form A. The fact that [H ]/2pii is an
integral class in de Rham cohomology is related with the discretisation of symplectic
area on P. This is an equivalent, coordinate–free reexpression of Heisenberg’s uncer-
tainty principle. A choice of 1–form gauge for the 2–form B relates our construction
with generalised complex structures on classical phase space. Altogether this allows
one to interpret the quantum mechanics corresponding to P as an Abelian gauge theory.
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1 Introduction
Authoritative treatises on quantum mechanics usually place Heisenberg’s principle of
uncertainty at the very beginning, regarding it as a litmus test that tells the classical
world from the quantum world [1]. The inequality ∆Q∆P ≥ ~/2 is a consequence
of the canonical commutator [Q,P ] = i~ on Hilbert space. In turn, this commutator
follows from the canonical Poisson brackets {q, p} = 1 on classical phase space P.
Mathematically it is convenient to regard P as a finite–dimensional symplectic mani-
fold endowed with a symplectic form ω. Then q and p are local Darboux coordinates.
It would appear that Heisenberg’s principle could, after all, have a geometrical origin
in classical phase space, the only nonclassical input being Planck’s constant ~.
Although the previous reasoning is basically sound, it overlooks the important fact
that Darboux coordinates q and p are being used and that they cannot be replaced
with non–Darboux coordinates. This explicit dependence on a particular choice of
(an equivalence class of) coordinates is unsatisfactory. One would much rather have a
statement that holds valid regardless of the coordinates being used.
The desired coordinate–free reexpression of Heisenberg’s priciple can be easily
obtained, at least in the WKB approximation. The uncertainty principle implies that,
along each canonically conjugate pair (qj , pj), symplectic area is quantised in units of
~. For all closed surfaces S ⊂ P we have, in the WKB approximation,
1
2pi~
∫
S
ω ∈ Z, ∂S = 0. (1)
This can be equivalently expressed in de Rham cohomology by saying that [ω]/2pi~ is
an integral class, which is a coordinate–free statement.
Lifting the requirement that one work in Darboux coordinates has one added bonus.
Namely, one can implement the notion of duality as the dependence of the notion of
an elementary quantum with respect to the observer. Yes, with respect to the observer,
the latter understood as in general relativity: a little man carrying a ruler and a clock.
One can dispense with the little man and his instruments, to conclude that an observer
is a choice of local coordinates on P. (To further pursue the analogy with the theory
of relativity we note, en passant, that Darboux coordinates on P would correspond to
inertial observers). In choosing phase space as the framework for quantum mechanics
we make contact with current trends [2, 3, 4, 5].
As already mentioned, recent developments suggest the need for developing a rel-
ativity principle for the notion of a quantum [6] and the corresponding duality trans-
formations. The latter would arise as maps between two or more, apparently different,
limits of a single theory, in which limits, however, respective observers would not nec-
essarily agree on the notion of an elementary quantum. Given a certain mechanical
action S, an example of a duality is the exchange of the semiclassical regime, where
S/~ >> 1, with the strong–quantum regime, in which S/~ ≈ 1. The previous Z2–
duality may extend to larger duality groups.
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Specifically, in this article we will consider an extension of the duality group Z2,
the latter acting as the exchange of semiclassical and strong–quantum, to the group
U(1). A gauge theory on phase space P can be associated with this U(1). However
it will differ from standard Yang–Mills theory in that there will be a triple A,B,H
of forms. Namely, there will be a potential 1–form A, a potential 2–form B (also
called Neveu–Schwarz field), and a field–strength 3–form H = dB. We will see that
the mathematical language best suited to describe this gauge theory is that of gerbes
with a connection over phase space [7]; generalised complex geometry will also en-
ter into the picture. An interesting feature of the gerbe that we will construct over
P is that the field–strength H will automatically encode Heisenberg’s principle. As
such, the volume integral ofH over closed, 3–dimensional volumes will also provide a
coordinate–free reexpression of the uncertainty principle. This latter reexpression will
imply that of eqn. (1).
The purpose of constructing a gerbe over P goes well beyond that of reexpressing
the uncertainty principle in a coordinate–free form. More importantly, we will make
contact with the interesting, yet little–known formulation of quantum mechanics on
phase space [2, 3, 4, 5]. Our conclusions can be summarised by saying that we construct
a U(1) gauge theory of quantum mechanics on phase space. Last but not least, in
implementing the notion of duality, this construction provides the first steps along an
interesting alternative approach to a quantum theory of gravity.
This paper is an extended version of the short note [8], where preliminary results
were reported.
2 Quantum mechanics as a U(1) gauge theory
2.1 U(1) gerbes with a connection
A comprehensive treatment of gerbes can be found in ref. [7]; a nice review is ref. [9].
A U(1) gerbe on the base manifoldB is defined as a 2–cocycle g ∈ H2 (B, C∞(U(1))).
The latter is the second ˇCech cohomology group of B with coefficients in the sheaf of
germs of smooth, U(1) valued functions [10]. Let {Uα} be a good cover of B by open
sets Uα. This means that we have a collection {gα1α2α3} of maps defined on each
3–fold overlap on B
gα1α2α3 : Uα1 ∩ Uα2 ∩ Uα3 −→ U(1) (2)
satisfying
gα1α2α3 = g
−1
α2α1α3 = g
−1
α1α3α2 = g
−1
α3α2α1 , (3)
as well as the 2–cocycle condition
gα2α3α4 g
−1
α1α3α4 gα1α2α4 g
−1
α1α2α3 = 1 on Uα1 ∩ Uα2 ∩ Uα3 ∩ Uα4 . (4)
Now g is a 2–coboundary in ˇCech cohomology whenever it holds that
gα1α2α3 = τα1α2τα2α3τα3α1 (5)
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for a certain collection {τα1α2} of U(1) valued functions τα1α2 on Uα1 ∩ Uα2 such
that τα2α1 = τ−1α1α2 . The collection {τα1α2} is called a trivialisation of the gerbe. One
can prove that over any given open set Uα of the cover {Uα} there always exists a
trivialisation of the gerbe. Moreover, any two trivialisations {τα1α2}, {τ ′α1α2} differ
by a unitary line bundle. This is so because the quotient τ ′α1α2/τα1α2 satisfies the 1–
cocycle condition required of line bundles. A gerbe, however, does not qualify as a
manifold, since the difference between two trivialisations is not a transition function,
but a line bundle. To compare with fibre bundles, the total space of a bundle is always
a manifold, any two local trivialisations differing by a transition function.
One can define a connection on a gerbe in a way that parallels the definition of a
connection on a unitary line bundle. On a gerbe specified by the 2–cocycle gα1α2α3 , a
connection is specified by a 1–formA, a 2–formB and a 3–formH satisfying
H |Uα = dBα
Bα2 −Bα1 = dAα1α2
Aα1α2 +Aα2α3 +Aα3α1 = g
−1
α1α2α3dgα1α2α3 . (6)
H is the curvature of the gerbe connection. The latter is called flat if H = 0.
2.2 A U(1) gerbe on phase space
In this section we summarise the results of ref. [11] concerning the construction of an
Abelian gerbe with a connection on a 2d–dimensional phase space P. The latter may be
the cotangent bundle to a certain configuration space M, on which a mechanical action
S :=
∫
I
dt L (7)
is given as the integral of the Lagrangian L over a certain time interval I ⊂ R. On the
open set Uα ⊂ P we can pick Darboux coordinates qj(α), p
(α)
j such that the restriction
ω|Uα reads
ω|Uα =
d∑
j=1
dqj(α) ∧ dp
(α)
j , (8)
or, dropping the index α,
ω =
d∑
j=1
dqj ∧ dpj . (9)
The canonical 1–form θ on P defined as [12]
θ := −
d∑
j=1
pjdq
j (10)
satisfies
dθ = ω. (11)
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We will also need the integral invariant of Poincare´–Cartan, denoted λ. If H denotes
the Hamiltonian, λ is defined as [12]
λ := θ +Hdt. (12)
Then the action (7) equals (minus) the line integral of λ,
S = −
∫
I
λ. (13)
On constant–energy submanifolds of P, or else for fixed values of the time, we have
dλ = ω, H = const. (14)
In what follows it will be convenient to drop the index j while maintaining the
index α of ˇCech cohomology. Let any three points (qα1 , pα1), (qα2 , pα2), (qα3 , pα3)
be given on P, respectively covered by coordinate charts Uα1 , Uα2 and Uα3 . Assume
that Uα1 ∩ Uα2 ∩ Uα3 is nonempty, i.e.,
Uα1α2α3 := Uα1 ∩ Uα2 ∩ Uα3 6= φ, (15)
and let (qα123 , pα123) be a variable point in this triple overlap,
(qα123 , pα123) ∈ Uα1α2α3 . (16)
Furthermore let Lα1α2α3(α123) be a closed loop within P as indicated in the figure,1
Lα1α2α3(α123) := Lα1α2(α123) + Lα2α3(α123) + Lα3α1(α123), (17)
where have explicitly indicated the dependence of the trajectory on the variable mid-
point (qα123 , pα123) ∈ Uα1α2α3 . Altogether, the latter is traversed three times: once
along the leg Lα1α2 from α1 to α2, once more along the leg Lα2α3 from α2 to α3,
and finally along the leg Lα3α1 from α3 to α1. For ease of writing, however, we will
drop α123 from our notation. The 2–cocycle defining a U(1) gerbe on P is given by the
following ratio of functional integrals [11]:
gα1α2α3 :=
g˜α1α2α3
|g˜α1α2α3 |
, (18)
where
g˜α1α2α3 ∼
∫
DLα1α2α3 exp
(
−
i
~
∫
Lα1α2α3
λ
)
. (19)
The right–hand side of the above is independent of any choice of points α1, α2, α3,
since a path integral is being taken over all possible loops as explained. The sign ∼
stands for proportionality. Indeed functional integrals are defined up to some (usually
divergent) normalisation factor. However all such normalisations will cancel in the
ratios of functional integrals we are interested in, such as (18) above. The functional
1Figure available from the authors upon request.
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integral (19) extends over all the closed trajectories of the type specified in eqn. (17).
Let us consider the sum of the surfaces (see figure)
Sα1α2α3 := Sα1α2 + Sα2α3 + Sα3α1 , (20)
where, again to simplify the notation, the explicit dependence on the variable mid-
point α123 has been dropped. The closed trajectory (17) bounds the surface (20), i.e.,
Lα1α2α3 = ∂Sα1α2α3 . Picking Sα1α2α3 to be a constant–energy surface within P, or
else for fixed values of the time, we have by eqn. (14) and Stokes’ theorem
g˜α1α2α3 ∼
∫
DSα1α2α3 exp
(
−
i
~
∫
Sα1α2α3
ω
)
, (21)
the functional integral extending over all surfaces (20).
One can compute the functional integral (19) and its U(1)–phase (18) in the stationary–
phase approximation (for ~ → 0) [13]. Then the 2–cocycle g(0)α1α2α3 defining a U(1)
gerbe on P turns out to be [11]
g(0)α1α2α3 = exp
(
−
i
~
∫
L
(0)
α1α2α3
λ
)
, (22)
the superindex (0) standing for evaluation at the extremal, that is, at that closed loop
L
(0)
α1α2α3 of the type (17) that renders the integral of λ extremal. Equivalently, we can
express g(0)α1α2α3 in terms of an integral over an extremal surface, as in eqn. (21):
g(0)α1α2α3 = exp
(
−
i
~
∫
S
(0)
α1α2α3
ω
)
. (23)
Eqn. (22) and its equivalent (23) give the stationary–phase approximation g(0)α1α2α3 to
the 2–cocycle gα1α2α3 . The latter is a function of the variable midpoint (16) through
the extremal integration path L(0)α1α2α3 or its equivalent extremal integration surface
S
(0)
α1α2α3 , even if we no longer indicate this explicitly. Henceforth we will also drop the
superindex (0), with the understanding that we are always working in the stationary–
phase approximation. The stationary–phase method is equivalent to the quantum–
mechanical WKB approximation. Its role is that of minimising the symplectic area
of the surface Sα1α2α3 . Now, in the WKB method, the absolute value of
∫
S
ω/~ is
proportional to the number of quantum–mechanical states contributed by the surface S
[13]. Hence the stationary–phase approximation applied here picks out those surfaces
that contribute the least number of quantum–mechanical states. Moreover, since we
are considering constant–energy surfaces S, those states are stationary.
Using eqns. (6) and (22) one finds for the 1–formA
A = −
i
~
λ. (24)
For the 2–formB one finds, on constant–energy submanifolds of phase space,
Bα2 −Bα1 = −
i
~
ωα1α2 . (25)
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The above equation is interpreted as follows. Given the coordinate patches Uα1 and
Uα2 such thatUα1∩Uα2 is nonempty, let ωα1α2 denote the restriction ofω toUα1∩Uα2 .
Then a knowledge of B on the patch Uα1 gives us the value of B on the patch Uα2 .
Finally we have the 3–form
H = dB. (26)
2.3 The uncertainty principle from the gerbe field–strength
In the WKB approximation it is well known that the symplectic area of any open sur-
face Sα1α2α3 is quantised according to the rule [13]
1
~
∫
Sα1α2α3
ω = 2pi
(
nα1α2α3 +
1
2
)
, nα1α2α3 ∈ Z. (27)
Consider now two open, constant–energy, symplectically minimal surfaces S(1) ⊂ P
and S(2) ⊂ P such that ∂S(1) = −∂S(2). Join them along their common boundary to
form the closed surface S := S(1) − S(2). The latter bounds a 3–dimensional volume
V. We have in ref. [11] analysed the conditions under which eqn. (27) can be recast as
the quantisation condition
1
2pii
∫
V
H ∈ Z, ∂V = S. (28)
Eqn. (28) is an equivalent, coordinate–free rendering of Heisenberg’s uncertainty prin-
ciple, one that makes no use of Darboux coordinates on P. Yet, eqn. (28) is not
an equation in de Rham cohomology because the volumes V integrated over have a
boundary. Rather, we would like an equation such as
1
2pii
∫
V
H ∈ Z, ∂V = 0 (29)
to hold for any 3–dimensional V without boundary. Now starting from (28) it does
not follow that (29) holds true in general. However, (29) does follow from (28) in one
particular case: that of all closed, 3–dimensionalV that can be obtained by gluing two
V(1) and V(2) along a common boundary ∂V(1) = S = −∂V(2).
Now in the theory of gerbes [7] one proves that a U(1) gerbe over a compact mani-
fold is characterised by an integral de Rham cohomology class [H ]/2pii. To the extent
that phase space P is the cotangent bundle to configuration spaceM, hence noncompact
even whenM is compact, we cannot identify the gerbe constructed in section 2.2 by its
characteristic cohomology class [H ]/2pii. Cohomology with compact support within
P is the closest one can get. Alternatively, in the particular case mentioned above, one
can regard [H ]/2pii as being a consequence of Heisenberg’s uncertainty principle.
2.4 A local U(1) invariance on classical phase space
By eqn. (13) we can perform the transformation
λ −→ λ+ df, f ∈ C∞(P), (30)
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where f is an arbitrary function on P with the dimensions of an action, without altering
the classical mechanics defined by ω. Since the classical action S is given by the line
integral (13), the transformation (30) amounts to shifting S by a constant C,
S −→ S + C, C := −
∫
I
df. (31)
The way the transformation (30) acts on the quantum theory is well known. In the
WKB approximation, the wavefunction reads
ψWKB = R exp
(
i
~
S
)
(32)
for some amplitude R. Thus the transformation (30) multiplies the WKB wavefunc-
tion ψWKB and, more generally, any wavefunction ψ, by the constant phase factor
exp (iC/~):
ψ −→ exp
(
i
~
C
)
ψ. (33)
Gauging the rigid symmetry (33) one obtains the transformation law
ψ −→ Ψf := exp
(
−
i
~
f
)
ψ, f ∈ C∞(P), (34)
f being an arbitrary function on phase space, with the dimensions of an action. Now
eqn. (34) implies that, if the original wavefunction ψ depends only on the coordinates
q, its transform Ψf under an arbitrary f ∈ C∞(P) generally depends also on the
momenta p. According to standard lore this is prohibited by Heisenberg’s uncertainty
principle. Moreover, even if wavefunctions can be defined on phase space, the local
transformations (34) need not be a symmetry of our theory. We address these two
points separately in subsections 2.5 and 2.8.
2.5 Probability distributions on phase space
Concerning the first objection raised above one should observe that phase–space quan-
tum mechanics, while respecting the constraints imposed by Heisenberg’s principle, is
almost as old as quantum mechanics itself. We refer the reader to [2, 3, 4, 5] for details
and further references. We will henceforth call the objects Ψf = Ψf (q, p) introduced
in (34) probability distributions; they are defined on P. For simplicity, in what follows
we will omit the subscript f from Ψf .
Specifically, in ref. [3, 4] it has been shown that the usual Schro¨dinger equation for
the usual wavefunction ψ = ψ(q) on M,
H (q,−i~∂q)ψ(q) = Eψ(q), (35)
implies the following Schro¨dinger–like equation for the probability distribution Ψ =
Ψ(q, p) on P:
H
(q
2
+ i~∂p,
p
2
− i~∂q
)
Ψ(q, p) = EΨ(q, p). (36)
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Modulo an irrelevant canonical transformation, the Hamiltonian in (36) also coincides
with the one in the first entry of ref. [5]. Moreover, the quantum operators
QA′0 :=
q
2
+ i~∂p, PA′0 :=
p
2
− i~∂q (37)
satisfy the usual Heisenberg algebra
[QA′0 , PA′0 ] = i~, (38)
so eqn. (36) can be rewritten as
H
(
QA′0 , PA′0
)
Ψ(q, p) = EΨ(q, p). (39)
A computation shows that Ψ(q, p) in (36) and ψ(q) in (35) are related as per eqn. (34),
where the argument f(q, p) of this latter exponential now equals
fA′0(q, p) :=
1
2
pq =
1
2
pjq
j . (40)
In other words, the Schro¨dinger eqn. (36) follows from (35) if and only if
Ψ(q, p) = exp
(
−
i
2~
pq
)
ψ(q). (41)
A straightforward computation shows that (41) corresponds to the choice
φ = (2pi~)d/2δ(q) (42)
in equation (17) of ref. [4].
That |Ψ|2 is a joint probability distribution in the limit ~ → 0 follows from para-
graph 6 of ref. [4]: if Ψ = Uφψ for
φ(q) =
1
(pi~)d/4
exp
(
−
1
2~
|q|2
)
, (43)
then we have
lim
~→0
∫
|Ψ(q, p)|2dp = |ψ(q)|2 (44)
lim
~→0
∫
|Ψ(q, p)|2dq = |ψˆ(p)|2, (45)
(46)
where ψˆ(p) denotes the Fourier transform of ψ(q).
The reason for the subindex A′0 in (37)–(40) above is the following. Consider the
symplectic exterior derivative on phase space,
d′ := −dq ∂q + dp ∂p. (47)
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Consider also the following connectionA′0 on phase space:
A′0 := −
i
~
dfA′0 =
1
2i~
(p dq + q dp) . (48)
Let us now covariantise d′ as
d′ −→ D′A′0 := d
′ +A′0. (49)
We see that the operators of eqn. (37) are the result of gauging the symplectic derivative
d′ by the connectionA′0:
i~D′A′0 = dq
(p
2
− i~∂q
)
+ dp
(q
2
+ i~∂p
)
. (50)
Covariantising the symplectic derivative as per eqn. (50) is equivalent to the symplec-
tic transformation considered in ref. [3, 4] that renders the quantum theory manifestly
symmetric under the symplectic exchange of q and p. This latter symmetry is conspic-
uously absent in the usual formulation of quantum mechanics based on eqn. (35).
One can consider more general covariantisations of the symplectic derivative (47).
Given a solutionψ = ψ(q) of the usual Schro¨dinger equation (35), and given a function
fA′ ∈ C
∞(P), define Ψ = Ψ(q, p) as in eqn. (34). We can require the latter to satisfy
a phase–space Schro¨dinger equation, that we can determine as follows. One picks a
certain connection
A′ =
1
i~
[
A′q(q, p)dq +A
′
p(q, p)dp
] (51)
that one takes to covariantise the symplectic derivative d′ of (47),
D′A′ := d
′ + A′. (52)
The components A′q = A′q(q, p) and A′p = A′p(q, p) are unknown functions of q, p.
However they are not totally unconstrained, because the position and momentum oper-
ators
QA′ := A
′
p + i~∂p, PA′ := A
′
q − i~∂q (53)
will enter the Hamiltonian H(QA′ , PA′) obtained from H(Q = q, P = −i~∂q) by the
replacements Q→ QA′ , P → PA′ :
H (QA′ , PA′) =
1
2m
P 2A′ + V (QA′) =
1
2m
(
A′q − i~∂q
)2
+ V (A′p + i~∂p). (54)
As such, the operators (53) must satisfy the canonical commutation relations (38). This
requires that the following integrability condition hold:
∂A′p
∂q
+
∂A′q
∂p
= 1. (55)
Notice the positive sign, instead of negative, between the two summands on the left–
hand side of (55). This is ultimately due to the fact that we are covariantising the
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symplectic derivative d′ rather than the usual exterior derivative d = dq ∂q + dp ∂p. A
computation shows that the phase–space Schro¨dinger equation
H(QA′ , PA′)Ψ(q, p) = EΨ(q, p) (56)
is equivalent to the usual Schro¨dinger equation (35) if, and only if, A′q, A′p and fA′ are
related as
A′q = ∂qfA′ , A
′
p = q − ∂pfA′ . (57)
When eqn. (57) holds, the integrability condition (55) is automatically satisfied. We
conclude that picking one fA′ ∈ C∞(P) and defining the connection A′ as per eqns.
(51), (57), we arrive at the phase–space wave equation (56). Alternatively, given a
connection (51) and a phase–space wave equation (56), we can find a function fA′ ∈
C∞(P), defined by (57) up to integration constants, such that the corresponding prob-
ability distribution Ψ(q, p) is related to the wavefunction ψ(q) as per eqn. (34), where
f = fA′ . Eqn. (57) above gives us a wholeC∞(P)’s worth of phase–space Schro¨dinger
equations, one per each choice of a function fA′ . The latter may well be termed the gen-
erating function for the transformation (34) between configuration–space and phase–
space probability distributions and their corresponding Schro¨dinger equations.
Given a connectionA′ as per eqns. (51) and (57), how is A′ related to the potential
1–form A on the gerbe, eqn. (24)? The answer to this question will be given in sub-
section 2.8; it necessitates the notion of gauge transformations on the gerbe, which we
introduce in subsections 2.6 and 2.7.
2.6 Gauge transformations by 0–forms
Given an arbitrary function f ∈ C∞(P), the triple of forms A,B,H on the gerbe
transform under the local U(1) group of eqn. (34) as
δ0A := −
i
~
df, δ0B = 0, δ0H = 0, f ∈ C
∞(P). (58)
The gauge transformations eqn. (58) are formally identical to the U(1) gauge transfor-
mations of electromagnetism. There are, however, three key differences:
i) the Noether charge of electromagnetism may, but need not, be present here. Should
electric charges e exist, one could introduce an electromagnetic potential Ae and its
corresponding field–strength Fe := dAe on M × I. This however would be an addi-
tional U(1) symmetry, implemented by a fibre bundle instead of a gerbe;
ii) the covariant derivative of electromagnetism is d + eAe, while that considered here
is d′ +A′;
iii) the 2–form dA on phase space is, by eqn. (6), not a field strength but the defining
equation of the Neveu–Schwarz 2–form potential B.
Altogether, we conclude that A is not an electromagnetic potential, nor is the corre-
sponding U(1) that of electromagnetic gauge invariance.
2.7 Gauge transformations by 1–forms
The gauge transformations (58) by no means exhaust all possibilities for U(1) trans-
forming the connection on the gerbe. On phase space let us consider an arbitrary 1–
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form ϕ ∈ Ω1(P) with the dimensions of an action. We define a second set of U(1)
gauge transformations:
δ1A := −
i
~
ϕ, δ1B = −
i
~
dϕ, δ1H = 0, ϕ ∈ Ω
1(P). (59)
Since δ1H = 0, Heisenberg’s uncertainty principle remains invariant under δ1 trans-
formations. We observe that δ1 is parametrised by a 1–form ϕ while δ0 had a 0–form
fA′ as its gauge parameter. The δ1 gauge transformation law of the wavefunction is
ψ −→ Ψϕ := exp
(
−
i
~
ϕ
)
ψ, ϕ ∈ Ω1(P). (60)
Now the probability distribution Ψϕ is no longer a function, but a nonhomogeneous
differential form on phase space; we will return to this fact in section 3. By eqns. (11)
and (59), the δ1 gauge transformation law of B when ϕ = −θ is
δ1B =
i
~
ω, (61)
which amounts to gauging the Neveu–Schwarz field by the symplectic form,
B −→ B +
i
~
ω. (62)
The combination B + iω/~ is ubiquitous in generalised complex geometry [14]. For
a brief introduction to generalised complex manifolds see, e.g., section 3 of ref. [15].
A generalised complex structure is determined by a canonical line subbundle of the
complex differential forms. This line bundle is generated by exp (B + iω/~) in the
general case, which reduces to exp (iω/~) in the symplectic case. Of course, phase
space qualifies as generalised complex already from the start, because phase space is
symplectic. However one need not resort to this trivial fact in order to establish a link
with generalised complex manifolds. Our gerbe on P makes the gauging (62) possible,
thus providing the necessary link. The combination B + iω/~ is a doublet whose real
part is gauge–dependent but whose imaginary part is gauge–invariant.
2.8 U(1) gauge invariance and symplectic covariance
We can now answer the question posed at the end of subsection 2.5, namely: given a
connectionA′ as per eqns. (51) and (57), can one δ0– and/or δ1–transform the potential
1–formA on the gerbe so that A′ = A+ δA?
Consider δ1–transformations first. We are looking for a 1–form ϕ = ϕqdq + ϕpdp
such that A + δ1A = A + ϕ/(i~) will equal the given A′ of eqns. (51) and (57). One
immediately verifies that
ϕq(q, p) := p+ ∂qfA′ , ϕp(q, p) := q − ∂pfA′ (63)
meets our requirements, hence any A′ is δ1–gauge equivalent to the potential 1–form
A on the gerbe.
12
However, δ0–gauge transformations are more restrictive. In this case we have to set
ϕq = ∂qF (q, p) and ϕp = ∂pF (q, p) for a certain function F ∈ C∞(P). The latter is
to be determined by integration of the system of equations
∂qF = p+ ∂qfA′ , ∂pF = q − ∂pfA′ , (64)
for a given generating function fA′ ∈ C∞(P). A solution to (64) can exist only when
∂qj∂pkfA′ = 0, ∀j, k = 1, . . . d. (65)
The general solution to (65) is the sum of a function of coordinates only and a function
of momenta only,
fA′(q, p) = g(q) + h(p). (66)
So only when the generating function fA′(q, p) of the given connection A′ satisfies
condition (66) can one find a δ0–gauge transformation that will renderA′ gauge equiv-
alent to the potential 1–formA on the gerbe (24).
This brings us back to the second objection raised after eqn. (34), that we can finally
answer in the affirmative. The local transformations (34) are a symmetry of our theory,
in the sense already explained in subsection 2.5. Namely, the transformation (34) from
ψ(q) to Ψ(q, p) must be accompanied by the corresponding covariantisation (52) of
the symplectic derivative d′ within the Schro¨dinger equation. Since the connection A′
and the potential 1–form A on the gerbe are gauge equivalent (this is always the case
under δ1, and also under δ0 whenever condition (66) holds), this can be understood as
a covariantisation of the symplectic derivative d′ within the Hamiltonian operator, by
means of the potential 1–form A on the gerbe. Therefore from now on we can replace
eqn. (52) with the following covariant derivative:
D′A := d
′ +A, (67)
where A is the potential 1–form on the gerbe.
We conclude that gauging the rigid symmetry (33), i.e., allowing for the local trans-
formations (34), one arrives naturally at a phase–space formulation of quantum me-
chanics. In other words, U(1) gauge invariance on the gerbe is equivalent to symplectic
covariance, the latter understood as in ref. [3, 4]: as the possibility to U(1)–rotate the
Schro¨dinger equation from configuration space into phase space, and also within the
latter itself, with a point–dependent rotation parameter.
2.9 Semiclassical vs. strong–quantum duality
One might be troubled by the fact that our starting point is the WKB approximation
(32) for the wavefunction. In other words, how much do our conclusions depend on
ψ having the explicit functional dependence of eqn. (32)? The answer reads: none
of our conclusions depends on the explicit functional dependence of eqn. (32). This
is borne out by the fact that any quantum amplitudes one may be interested in will be
given as phase–space functional integrals with respect to Feynman’s kernel exp(iS/~).
Alternatively, the semiclassical vs. strong–quantum duality to be introduced next will
reassure us that our results also hold beyond the WKB approximation.
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By eqn. (32), the transformation (34) allows one to arbitrarily shift the zero point
for the mechanical action S, point by point on phase space. This renders statements
like S/~ >> 1 observer–dependent on phase space. In particular, the semiclassical
regime S/~ >> 1 can be mapped into the strong–quantum regime S/~ ≈ 1 (or even
S/~ << 1) by means of a gauge transformation, and viceversa. Therefore gauge trans-
formations allow one to implement the relativity in the notion of a quantum mentioned
in section 1 and explicitly suggested in ref. [6], section 6. Duality transformations
are precisely gauge transformations. Dualities leave the uncertainty principle invariant
because δ0H = 0 = δ1H .
The Schro¨dinger equation is the equation of motion corresponding to the field–
theory action
S[Ψ] :=
∫
P×I
dqdpdtL, L := i~Ψ∗
∂Ψ
∂t
−Ψ∗HΨ. (68)
Above, Ψ = Ψ(q, p, t) = Ψ(q, p) exp (−iEt/~) is regarded as a field on P × I. Our
notation stresses the formal difference between the field–theory action S[Ψ] just de-
fined and the mechanical action S we started off with. However it must be realised
that there is no new physics in S[Ψ] as compared with S. This is best appreciated in
eqn. (68): the field–theory momentum ∂L/∂Ψ˙ equals i~Ψ∗, so the defining equation
for L in fact mimics the usual relation L = pq˙ −H, where now Ψ∗HΨ plays the role
of a field–theory Hamiltonian. To reiterate: eqn. (68) is no more than a useful device
for reexpressing the quantum theory corresponding to the mechanical action S, in the
language of the classical field theory S[Ψ].
The action S[Ψ] is invariant under the global U(1) transformations (33) because
C is time–independent. In order to render S[Ψ] invariant under time–independent but
(q, p)–dependent U(1) transformations we can profit from the connection on our gerbe.
Let us covariantise phase–space derivatives as per (67). Then the gauged field–theory
action
S[Ψ;A] :=
∫
P×I
dqdpdtL(A), L(A) := i~Ψ∗
∂Ψ
∂t
−Ψ∗H(A)Ψ (69)
is invariant under the local U(1) transformations of eqn. (34). The notation H(A)
stresses that symplectic derivatives on phase space P are to be gauged as per eqn. (67).
That is, the Hamiltonian operator will be as in eqn. (54), where A′ is gauge equivalent
to A.
The Noether charge associated with δ0 gauge transformations is the inverse Planck
constant ~−1. Now the electromagnetic 1–form Ae on spacetime is the photon field.
Hence the 1–form potential A on the gerbe might be called the quanton, because the
gauge property it carries is quantumness as opposed to classicality: the property of
being quantum as opposed to classical. Related analyses concerning the meaning of
quantum vs. classical were carried out in refs. [16, 17, 18, 19, 20, 21, 22, 23], albeit
under different, apparently unrelated guises.
Combining the results of subsections 2.8 and 2.9 we conclude that semiclassi-
cal vs. strong–quantum duality is equivalent to the possibility of U(1)–rotating the
Schro¨dinger equation in(to) phase space, with a point–dependent rotation parameter.
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3 Discussion
Gerbes, both Abelian and nonabelian, have attracted considerable attention recently;
close cousins of gerbes were also studied earlier [24]. In this article we have used
Abelian gerbes in order to develop a U(1) gauge theory of quantum mechanics.
Our input is the phase space P of a given mechanical action S for a finite number of
degrees of freedom. Our output is the 2–cocycle defining a gerbe over P, as well as the
potential 1–form A, the Neveu–Schwarz 2–form B and the field–strength 3–form H
specifying a connection. It should be emphasised that no additional data are required
in order to define the gerbe and the connectionA, B, H : the action S, the phase space
P and Planck’s constant ~ suffice.
A gerbe with a connection A,B,H places a set of gauge fields at our disposal.
Gauge fields were invented for covariantising derivatives. What derivatives are to be
covariantised? Now, the quantum theory corresponding to the mechanical action S is
governed by Schro¨dinger’s equation. The latter can be obtained as the classical equa-
tion of motion for an auxiliary, field–theory action S[Ψ] whose field variable is the
probability distribution Ψ satisfying the Schro¨dinger equation on phase space. This
auxiliary, classical action S[Ψ], defined on phase space P and globally U(1)–invariant,
encapsulates the quantum dynamics corresponding to the mechanical action S. More-
over, at least in the WKB approximation, the time–independent probability distribution
has exp (iS/~) as its U(1)–phase. Provided that all symplectic derivatives contained
in S[Ψ] are gauged by the potential 1–form A, the covariantised action S[Ψ;A] be-
comes invariant under local U(1) transformations. In particular, the field–theory action
S[Ψ;A] enjoys the desired property of allowing one to locally exchange the semiclas-
sical and the strong–quantum regimes corresponding to the mechanical action S.
The previous reasoning motivates us to call the quantum mechanics corresponding
to the mechanical action S an Abelian gauge theory of quantum mechanics. This latter
gauge theory is described by the classical field–theory action S[Ψ;A] on phase space
P; the corresponding Noether charge is the inverse Planck constant ~−1. The phys-
ical property carried by this Noether charge could well be termed quantumness: the
property of being quantum as opposed to classical. Electric charges e, if at all present,
would carry attached an additional U(1) gauge invariance, with an additional potential
1–form Ae and an additional field–strength 2–form Fe = dAe on a fibre bundle over
phase space. None of the latter belongs to our gerbe over phase space.
This U(1) symmetry on the gerbe can also be taken to be generated by 1–forms.
It turns out that the corresponding gauge variation of the Neveu–Schwarz field B is
equivalent to gauging it by the symplectic form ω on phase space, i.e., to performing
the transformation B → B + iω/~. This property allows us to make contact with
generalised complex manifolds, of which P is an instance. Indeed the combinationB+
iω/~ is ubiquitous in generalised complex geometry. The field–strength H is always
gauge invariant, regardless of the generator picked for U(1) gauge transformations (0–
forms or 1–forms). The gauge invariance of H is essential since we have proved that
this 3–form in fact encodes Heisenberg’s uncertainty principle. One can thus say that
H stands for Heisenberg.
The question may arise, are gerbes over phase space really necessary? Wouldn’t
line bundles suffice, as in geometric quantisation? After all, the potential 1–form A
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on the gerbe has been proved to be gauge equivalent to a connection A′ on a line bun-
dle, on which the construction of subsection 2.5 is based. The answer is that gerbes
are necessary in order to implement dualities, something that geometric quantisation
was not designed to implement. Line bundles are such that, across overlapping co-
ordinate patches, sections will transform according to some transition function. As a
transformation rule, the latter falls well short of our goal of implementing dualities.
On the contrary, the transformation rule on a gerbe is such that the difference between
two trivialisations is not a transition function, but a line bundle. This is precisely the
situation we have dealt with in subsection 2.7. As we have seen, this fact allows one
to gauge transform any connection A′ into the potential 1–form A on the gerbe, thus
allowing for the desired duality transformations.
There is one additional reason for considering gerbes on phase space, rather than
bundles. On the latter, gauge transformations are generated only by 0–forms, while
both 0–forms and 1–forms can be taken to generate gauge transformations on the for-
mer. Now gauge transformations by 0–forms amount to canonical transformations on
phase space. However they are nontrivial in that they give rise to new (though equiva-
lent) Schro¨dinger equations. Gauge transformations by 1–forms are specific to gerbes.
They are more interesting because they turn the wavefunction into a (generally nonho-
mogeneous) differential form on phase space. This is reminiscent of gravity theories.
Indeed, an interesting spinoff of our analysis is that it takes the first steps along an
alternative approach to a quantum theory of gravity. There exist numerous approaches
to a quantum theory of spacetime and gravitation [25]. It is not unusual to adopt the
standpoint that one must first have a classical theory, which one later quantises. The
corresponding notion of a quantum is usually universal in the sense that it is observer–
independent, even in those cases in which spacetime itself arises as a secondary, not
a primary concept. In rendering the notion of a quantum relative to the observer, as
done here, one takes the view that one is also approaching quantum gravity, although
from an dual perspective. Namely, one quantises gravity inasmuch as one relativises
the notion of a quantum. This alternative viewpoint has been analysed in refs. [11, 26];
it boils down to the following idea. Since quantisation is effected through the exponen-
tial of (i/~ times) the classical action S, if we are given the liberty to pick the origin of
actions at will, on a point–by–point basis, then the notion of a quantum will also vary
on a point–by–point basis.
One further consequence of our analysis is the following. WKB quantisation is
enough if one picks the appropriate U(1) gauge; corrections may however arise in
other gauges. This is in good agreement with the assertion made in ref. [27], section 7,
where it was stated that one can always find a set of coordinates in which the quantum
system under consideration will be semiclassical. To the extent that a gerbe does not
qualify as a manifold, the above statement from ref. [27] must be slightly modified so
as to read: one can always find a local choice of gauge in which the quantum system
under consideration will be semiclassical.
Finally we would like to add that the ideas put forward here may shed light on the
string–theory landscape and on the correspondence between gauge theory and quantum
gravity. Our conclusions also contribute towards a modern geometric view of quantum
mechanics, a beautiful presentation of which has been given in ref. [28].
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