Introduction to adolescence
Adolescence is the transition period during which individuals acquire and refine cognitive, emotional, and social skills in preparation for their ultimate role as responsible, independent and sexually mature adults. This period is marked by typical physical and behavioral changes. These changes result from an interplay of biological and environmental factors. The biological factors arise from the genetic, hormonal and neural domains. These factors promote changes that occur along a set timeline determined by a ''developmental clock''. A number of processes contribute interactively to this developmental clock, including the potential role of clock genes (James et al., 2007; Perrin et al., 2006; Plant and Barker-Gibb, 2004 ) and the cumulative effects of hormonal and neural maturational cascades that generate sharp irreversible new states.
Puberty is one of these new states. Some confusion between the boundaries of adolescence and puberty often occurs. Puberty is not synonymous with adolescence. However, it is one of the most important and conspicuous set of processes taking place during this period. Puberty is most often defined from an endocrine perspective as the activation of the hypothalamic-pituitarygonadal axis and its consequences on physical growth and sexual maturation (Dorn et al., 2006; Sisk and Foster, 2004) .
The fairly stereotypical pattern of behavioral changes that is observed during adolescence includes increased risk-taking and alteration of the social landscape. It can also be understood from an evolutionary perspective (Steinberg and Belsky, 1996) . Accordingly, these behaviors are essential to facilitate the separation of the adolescents from their families. This move away from the familiar and towards novelty provides genetic diversity and avoids the deleterious effects of genetic inbreeding. As such, adolescent behavioral changes fulfill the ultimate goal of species survival and reproduction. Unfortunately, these behaviors come with a cost, manifest as unmatched rates of morbidity (i.e., psychiatric disorders) and mortality, mainly from accidents and suicides (Arnett, 1992) . Thus, understanding the mechanisms underlying these critical behavioral and emotional changes may provide approaches for interventions that could reduce cost without altering benefit. This review focuses on the functional anatomy and ontogeny of key neural systems involved in the control of behavior. These key neural systems are integrated within a theoretical three-system framework termed the Triadic Model (Ernst et al., 2006) . The Triadic Model has been proposed as a neurobiological framework for examining the neural mechanisms underlying motivated behavior and, most relevant here, the behavioral changes occurring during adolescence. To place this model in the context of explanatory models of the neural underpinning of behavior, a brief survey of highly prominent work in this field is presented first.
Neural systems models
A number of greatly influential theories of prefrontal cortical function have been proposed in an effort to understand the mechanisms underlying complex behavior (to cite a few, Dehaene and Changeux, 1997; Duncan, 2001; Fuster, 1997; Goldman-Rakic, 1998; Grafman, 2002; Miller and Cohen, 2001; Rolls, 1996; Shallice and Burgess, 1996; Sigman and Dehaene, 2008) . For example, Baddeley (2000) proposed a model of working memory that recognized two main functional components 'holding stimuli online' and 'manipulating memory content'. These components have been linked to the ventrolateral PFC and the dorsolateral PFC, respectively (Bor et al., 2003; Owen et al., 1996) . Shallice and Norman (Shallice, 1982) formulated the role of PFC as a 'supervisory attentional system', based on the observation that deficits in routine or automatic tasks can be dissociated from deficits in nonroutine, internally generated, tasks in patients with distinct PFC lesions. This hierarchical organization has been challenged by proposals such as recurrent connections (Botvinick and Plaut, 2004) or simple cognitive branching determined by the level of reward associated with actions (Koechlin and Hyafil, 2007) . Whereas these PFC models relate to cognitive strategy and planning, others have stressed the interplay of emotional and cognitive processes on behavior.
The latter formulations typically have included cortical (particularly the ventral/orbital PFC) and subcortical regions (particularly the amygdala) to account for responses to environmental stimuli (e.g., Damasio, 1994) . These theories also arose largely from studies of patients with brain lesions affecting the ventral prefrontal region (see review, Bechara and Van Der Linden, 2005) and the amygdala (Adolphs et al., 1995; Bechara et al., 1999; Damasio et al., 1985; Lee et al., 1988 Lee et al., , 1995 Tranel and Hyman, 1990) . Among them, the somatic marker hypothesis, developed by Damasio and colleagues (Damasio, 1994) , has been prominent. This theory, inspired by the James-Lange hypothesis of the origin and nature of emotions (James, 1884; Lange, 1887) , was built upon observations of impaired decision-making in patients with ventromedial PFC lesions. The tenet of this work holds that emotion-related bodily signals (somatic markers) modulate cognitive processes engaged in decision-making.
Other constructs emerged from neuroanatomical studies. These theories stressed that the processing of incoming information follows circuitries that link distinct PFC sectors to functionally related regions of the striatum in a cascading series of serial as well as parallel loops (Alexander et al., 1986; Haber et al., 2000) . The involvement of cortico-striatal loops highlights dopaminergic mechanisms in the control of complex behavior, which have fueled an enormous body of research (Grace et al., 2007; Jentsch et al., 2000; Robbins and Everitt, 1992; Schultz, 1997) .
Finally, models encompassing all three PFC, amygdala and striatum functional nodes have raised interest for a long time (Alheid and Heimer, 1988; Cardinal et al., 2002; Chambers et al., 2003; Grace et al., 2007) , although the complexity of systematically evaluating the functional integration of three distinct neural systems represents a huge undertaking, which is reflected by the related limited literature. In summary, each of these single-, dual-or tri-system models provides a unique framework within which fundamental questions can be empirically addressed. The Triadic Model was originally developed to address specifically the neural mechanisms underlying the typical behavioral developmental changes of adolescence. Its formulation was greatly influenced by Chambers et al. (2003) who proposed neural mechanisms that promote the enhanced vulnerability to addiction in adolescence.
The Triadic Model
Prior to describing the model, the term motivated behavior needs clarification. Indeed, a variety of terms are used in the literature to refer to motivated behavior. Such terms include 'goaldirected behavior', 'conscious behavior', or 'decision-making', to cite only a few. To avoid confusion, we will use selectively the term 'motivated behavior', which we define operationally as actions taken in response to stimuli to achieve a goal. Schematically, two sets of behaviors can be generated in response to stimuli, approach or avoidance (including no action, or withdrawal).
The Triadic Model provides a simple dynamic scheme of brain function that underlies motivated behavior (Fig. 1) . It is based on the premise that responses to stimuli represent the output of the functional integration of three distinct, although overlapping, systems. One system exerts a preferential role in approach behavior and relies on striatal circuits. The second system has a dominant role in avoidance behavior and relies on amygdala circuits. The third system exerts a regulatory control over both approach and avoidance responses and relies on the medial prefrontal cortex. Although these systems are heterogeneous with respect to both anatomy and function (Table 1) , ample evidence indicates a dominant role for each of them along the lines proposed by the Triadic Model (see review, Ernst et al., 2006) . This scheme integrates four sources of data: (1) behavioral deficits observed in human lesion studies (e.g., Bechara and Van Der Linden, 2005; Fellows and Farah, 2005; Seitz et al., 2006) ; (2) findings from functional neuroimaging of the developing brain (Ernst and Hardin, 2008) , (3) cognitive neuroscience theories of motivated behavior (functional specialization of brain systems) (see review, Ernst and Paulus, 2005) , and (4) a dual-system theory of behavior applied to temperament and personality research (Gray, 1972; Pickering and Gray, 2001) .
First, lesion studies in humans provide invaluable information on the role of brain regions in behavior. They are particularly useful for identifying ''essential'' or ''dominant'' functions of these structures. However, a number of caveats limit the generalizability of the findings. Among them is the difficulty of assessing accurately the anatomical boundaries of the lesions. As a consequence, the over-or under-inclusion of anatomical regions involved in these lesions can provide inaccurate links between brain structures and clinical pictures. Another caveat is the absence of pre-lesion neuropsychological assessment limits the ability to definitively attribute deficits to the lesions. This issue is often compounded by limited sample sizes. Finally, the nature of the pathology leading to the brain lesions may itself be responsible for some aspects of the behavioral deficits.
With regard to the triadic nodes, certain pathologies affecting the amygdala are very specific (e.g., Urbache-Weithe disease) and provide important information on the function of this structure (see below). In contrast, lesions of the striatum are usually large, often secondary to anoxic events (Caine and Watson, 2000) , and may not be quite specific to the function of these structures. Similarly, prefrontal cortical lesions are variable and specific regions are more difficult to assess with precision, although meta-analyses of lesion studies are beginning to provide reliable findings (e.g., Seitz et al., 2006) . The most consistent reports suggest that amygdala lesions are associated with deficits in response to negative stimuli (Adolphs et al., 1994; Berntson et al., 2007) and striatal regions are associated with amotivation and reduction of motor initiation (e.g., Adam et al., 2008) . Consequences of prefrontal cortical lesions highly depend on the regions being affected. The ventromedial PFC has been consistently associated with deficits in inhibition and decision-making (see review, Bechara and Van Der Linden, 2005) . In contrast, the medial prefrontal cortex has been found to contribute to self-reflection, about action more dorsally, and about emotion more ventrally (Seitz et al., 2006) . These findings of human lesion studies seem to support the general lines of the Triadic Model.
Second, neuroimaging findings suggest functional differences between adolescents and adults in response to reward-related stimuli. Some of these studies reflect enhanced responsivity of the striatal system to appetitive stimuli, reduced involvement of the amygdala in response to negative stimuli, and reduced contribution of prefrontal cortex in choice selection in adolescents compared to adults, although these findings are not all consistent (Ernst and Hardin, 2008) . Fig. 1 . Triadic Model. This model is a heuristic representation of a neural systems approach to the neurobiology of motivated behavior. Generically, behavior results from the integration of signals underlying the coding of approach, the coding of avoidance and the reciprocal modulation of both latter signals. Taken as the gold standard, the adult pattern is shown as a balanced system. Compared to this balanced system, the pattern expected in adolescents is tilted towards approach behavior. In this model, the representatives of the three systems include amygdala for avoidance, striatum for approach and medial prefrontal cortex for modulation. Arrows represent relative medial prefrontal cortical control over striatum and amygdala rather than the array of anatomic connections. Third, cognitive neuroscience has provided a systematic approach to the study of complex processes such as decisionmaking or motivated behaviors, based on the decomposition of these processes into smaller elements more amenable to scientific scrutiny. This approach is typically used to develop paradigms and to provide a strategy for the neuroimaging analyses of these paradigms.
Fourth, the dual-system theory is based on a reduction of behavior patterns into two separate response modes, approach and avoidance, that are subserved by two separate neurobehavioral systems (Gray, 1972) . This framework is used extensively in research on temperament and personality (Pickering and Gray, 2001) . In general, the neuroimaging literature in adults tend to support the notion of separate, yet overlapping, systems coding for approach and avoidance. In addition, an overall supervisory system (the prefrontal cortex) has been described as a regulator of behavior.
Neuroimaging studies in adults consistently report recruitment of striatal regions during reward-related processes Delgado et al., 2000; Knutson et al., 2001 Knutson et al., , 2003 O'Doherty et al., 2004; Rogers et al., 2004) . Conversely, amygdala, hippocampus, and insula are most commonly recruited in response to unfavorable or aversive outcomes (Becerra et al., 2001; LeDoux, 2000; Tom et al., 2007; Zald and Pardo, 1997) . Recruitment of the striatum in conjunction with negative outcomes (Becerra et al., 2001; Jensen et al., 2003; Seymour et al., 2007) , and amygdala in conjunction with positive outcomes is also reported, however less frequently (Becerra et al., 2001; Jensen et al., 2003; Seymour et al., 2007; Zalla et al., 2000) . Medial prefrontal structures are recognized for their role in modulating affective and cognitive processes.
Regional functional specialization is also emerging from the extant literature. For example, orbital and medial prefrontal regions have been implicated in the representations of affective values (O'Doherty et al., 2003; O'Doherty, 2007; Rolls, 2004) , inhibition (Elliott and Deakin, 2005; Yucel et al., 2007) , response reversal (Schoenbaum et al., 2007) , and conflict resolution (Yeung et al., 2004) . The anterior medial PFC has been associated with metacognition (Fletcher et al., 1995; Gallagher et al., 2000) , selfevaluation (Amodio and Frith, 2006; Kelley et al., 2002; O'Doherty et al., 2003) and rule formation (Bunge et al., 2005) . These highlevel cognitive functions integrate information about endogenous (physiological and emotional state) and exogenous environment to modulate behavioral output. Some of this information is provided by loops through the amygdala and striatum.
The main point of this discussion is threefold: (1) the processing of outcome is occurring throughout the triadic system, engaging amygdala, striatum, and prefrontal cortex. (2) However, each node is engaged distinctly, and the relative contribution of these regions depends on a number of factors, one of them being outcome valence, i.e., how attractive or aversive the outcome is. Other factors include experimental conditions, such as the stage of decision-making under study (selection vs. anticipation vs. outcome), the modulation of probability or timing of outcomes, or the use of contingencies to the delivery of rewards, such as performing well on a cognitive task. Because of the influence of experimental Rendering of the approximate boundaries for the amygdala (orange), hippocampus (red) and striatopallidal structures (yellow) on a 3D structural MRI. The boundaries of amygdala and hippocampal subregions cannot be reliably resolved; therefore the images are drawn based on the location of these structures in human postmortem sections. The planes intersect at the following Talairach coordinates x = 20 mm, y = À16 mm and z = À2 mm. On the sagittal view (A), the location of the extended amygdala is represented as an orange strip bridging the dorsal amygdala and bed nucleus of the stria terminalis. Both the medial or central extended amygdala follows this rostrocaudal trajectory. The axial view (B) is from a plane that passes right below the striatum and the bed nucleus of the amygdala, and reveals the amygdala (orange) positioned anteriorly to the hippocampus (red). Both structures form the medial wall of the temporal horn of the lateral ventricle. The coronal view (C) delineates the putamen (bright yellow). The medial (red with black outline) and central extended amygdala (orange with black outline) are illustrated on the left hemisphere. The superior part of the bed nucleus of the stria terminalis is also being represented inferior to the caudate nucleus (orange circle). In (D), this area (boxed D) is enlarged to provide a better vision of the relative location of these structures. MEA, medial extended amygdala; CEA, central extended amygdala. (For interpretation of the references to color in the figure caption, the reader is referred to the web version of the article.) conditions on regional activation, discrepant results among studies can clearly be an effect of the different paradigms being used. (3) Finally, the most consistent finding across studies is a bias of the amygdala (and associated circuitry) to be recruited in the presence of negative stimuli, and of the striatum (and associated circuitry) to be recruited in the presence of positive stimuli. This valencerelated bias emerges against a role of these structures in the coding of both positive and negative affective polarities.
These three nodes of behavioral control, centered on the striatum, amygdala, and prefrontal cortex, constitute the backbone of the Triadic Model. The functional connections among these three centers and their development are beginning to be mapped out, as discussed in the following section.
4. Anatomy, connectivity, ontogeny of the triadic nodes 4.1. Amygdala
Anatomy and connectivity
The amygdala is a complex structure composed of highly interconnected nuclei that resides in the anterior temporal lobe (Price and Russchen, 1987) (Fig. 2 ). These nuclei can be functionally distinguished based on gene expression patterns, which correlate with unique embryologic origins (Zirlinger et al., 2001) . They also have unique sets of interconnections with one another (Amaral et al., 1992; Pitkanen et al., 2003) . We describe the general organization of the amygdala subregions and highlight how specific subregions may influence specific behaviors. However, this is not an exhaustive review of amygdaloid circuitry.
The 'cortical-like', or 'deep', nuclei of the amygdala form the greater part of this structure. They include three subunits, the lateral, basal, and accessory basal nuclei, and are often collectively referred to as the 'basolateral nuclear group (BLNG)'.
These large nuclei resemble the cortex, without the apparent layering: they contain glutamatergic projection neurons in the form of pyramidal cells, are interconnected with the cortex, and project to the same striatal sectors as their reciprocal cortical targets (Alheid and Heimer, 1988; Van Hoesen et al., 1981) . These nuclei are the main 'receiving' subunits, onto which converge inputs from sensory association cortex, prefrontal cortex, and hippocampus (Carmichael and Price, 1996; Ghashghaei and Barbas, 2002; Rosene and Van Hoesen, 1977; Saunders et al., 1988; Stefanacci and Amaral, 2000; Turner et al., 1980) . The BLNG receives information about characteristics of the environment, including sensory and incentive values of stimuli as well as affective context. However, within the BLNG, different types of information flow along distinct paths. Sensory association cortices project to the lateral nucleus along a general topography determined by sensory modality (Pitkanen and Amaral, 1998; Stefanacci and Amaral, 2000; Turner et al., 1980) . The lateral nucleus, in turn, projects to the basal and accessory basal nuclei. In primates, the basal and accessory basal nuclei also receive the majority of inputs from the hippocampus and orbital and medial prefrontal cortex (OMPFC) (Carmichael and Price, 1996; Ghashghaei and Barbas, 2002; Saunders et al., 1988) , areas that mediate information about the emotional context (via hippocampus) and incentive value (via OMPFC) of a stimulus.
The BLNG has a complex relationship with one of the main output regions of the amygdala, the central nucleus. The neuronal output of the BLNG is modulated by small GABAergic cells, known as the intercalated islands. These GABAergic neuron clusters are important in setting the inhibitory tone of amygdala pathways. They are positioned strategically among the main BLNG nuclei to Fig. 3 . Simplified rendering of the general locations of amygdala subregions superimposed on a coronal section at the level of the amygdalohippocampal transition (AHA). The main basolateral nuclear group (BLNG, in tan) sends excitatory inputs to the CeN. These excitatory inputs also collateralize to innervate the GABAergic intercalated neurons (blue dots), which inhibit CeN activity. This arrangement provides a means for feedforward inhibitory modulation of CeN outputs. The intercalated islands are also importantly innervated by PFC inputs (see text). AStr: amygdalostriatal area; BLNG: basolateral nuclear group; CeN: central nucleus; MeN: medial nucleus. (For interpretation of the references to color in the figure caption, the reader is referred to the web version of the article.) modulate intrinsic passage of information from the BLNG to the central nucleus . This modulation follows a 'feedforward' inhibitory mechanism, by which excitatory fibers from the BLNG, which stimulate the central nucleus, also send collaterals to the intercalated islands. This has the effect of driving inhibitory output of the intercalated islands, which in turn modulate the central nucleus (Fig. 3 ). This organization serves as an important internal 'braking' system of the central nucleus output to brainstem 'fear centers' controlling startle, freezing, and visceral responses to aversive stimuli.
Anatomical studies in nonhuman primates indicate that the intercalated islands are themselves strongly influenced by the caudal orbitofrontal cortex (Ghashghaei and Barbas, 2002) and the serotonin system (Bauman and Amaral, 2005; O'Rourke and Fudge, 2006) . Studies in rats suggest that the infralimbic prefrontal cortex (considered most analogous to Brodmann area 25 of the anterior cingulate cortex in primate) may also be involved. Indeed, its stimulation damps amygdala output, while increasing expression of neural activation markers (e.g., detected by c-fos expression) in the intercalated islands (Berretta et al., 2005; Quirk et al., 2003) . These studies suggest that cortical inhibition of amygdala outputs via the central nucleus is at least partly mediated through projections to the inhibitory intercalated islands.
The medial and central nuclei are relatively smaller than the BLNG. They do not have the cortical characteristics of the BLNG. Instead, they are considered more 'striatal' in character by some authors, a concept which remains controversial (Cassell et al., 1999; Heimer et al., 1997; Swanson and Petrovich, 1998; Zahm, 1998) . Regardless, the predominant cell type is GABAergic rather than glutamatergic, and the cells are medium-sized stellate (medial nucleus) or medium spiny type (central nucleus). They are important modulators of subcortical and brainstem centers, but do not project to the cortex like the BLNG (see review, Alheid and Heimer, 1988; Fudge and Emiliano, 2003; Zahm et al., 1999) .
The medial and central nuclei have recently been considered part of a larger macrostructure known as the 'extended amygdala' (Alheid and Heimer, 1988; De Olmos and Ingram, 1972) . The extended amygdala is so-named because it includes the medial and central nucleus and their forebrain 'extensions' into the bed nucleus of the stria terminalis (Figs. 2C and D and 3) . Under the microscope, cells of the medial and central nuclei flow into the forebrain in chains of cells that 'extend' into the bed nucleus of the stria terminalis. The extended amygdala has been divided into the medial extended amygdala, which includes the medial nucleus of the amygdala and corresponding medial bed nucleus of the stria terminalis, and the central extended amygdala, which includes the central nucleus of the amygdala and lateral bed nucleus of the stria terminalis (Fig. 3) . The central extended amygdala receives massive BLNG projections, and channels this information to the hypothalamus and brainstem, modulating autonomic, visceral, and reflexive responses to rapidly changing environmental stimuli. In contrast, the medial extended amygdala structures receive inputs from the periamygdaloid cortex and amygdalalohippocampal regions, with some overlapping input from the BLNG. It projects to somewhat different regions of the hypothalamus and periacqueductal gray (Price and Russchen, 1987) and has been associated with social and reproductive behaviors (see below).
Animal studies show that the extended amygdala is involved in responses to both positive and negative environmental cues. In rodent studies, the medial extended amygdala is involved in unconditioned ''instinctual'' responses to social threat (social avoidance) (Blanchard et al., 2005; Kollack-Walker et al., 1997) and to reproductive and maternal social behaviors (social approach) (Numan et al., 1998; Parfitt and Newman, 1998) . For example, infant monkeys with amygdala lesions can exhibit these behaviors, but apply them indiscriminately. Furthermore, rats with lesions of the amygdala medial nucleus or its specific output regions in hypothalamus and periaqueductal gray show changes in the appropriate expression of agonistic behaviors, suggesting a loss of inhibitory control (see review, Albert and Walsh, 1984) .
The central extended amygdala is considered an effector of motor and autonomic responses such as freezing and startle to fear stimuli (Hitchcock and Davis, 1991; Walker and Davis, 1997; Wilensky et al., 2006) . However the rostral component (bed nucleus of the stria terminalis) and caudal component (central nucleus) likely play somewhat different roles (Lee and Davis, 1997; Sullivan et al., 2004; Walker and Davis, 1997) . The lateral bed nucleus of the stria terminalis mediates unconditioned fear responses, while the central nucleus is involved in conditioned fear responses, as well as acquistion and consolidation of fearstimulus cues. The central nucleus is also involved in balancing approach and avoidance of stimuli during changes in the predictive value of environmental cues Killcross et al., 1997) . These latter effects may be partly mediated through inputs to the dopamine neurons of the substantia nigra, which modulate striatal and cortical function Lee et al., 2005 Lee et al., , 2006 . In summary, considerable evidence now suggests that integrating competing stimuli in the service of performing behavioral switches (between approach and avoidance) begins at the level of the central nucleus of the amygdala. We hypothesize that this 'integrative' function matures as the amygdala itself matures.
As can be seen, maturational changes in amygdala function are bound to have important 'downstream' effects on the expression of social defensive behaviors mediated through the hypothalamus (medial extended amygdala), and of automatic behavioral responses mediated through the dopamine system and caudal brainstem (central extended amygdala).
Ontogeny
The amygdala is the first formed structure of the telencephalon, and its nuclear subdivisions can be appreciated as early as 8-9 weeks gestational age in the human (Muller and O'Rahilly, 1990) . Development continues over the ensuing gestation, with differential developmental trajectories for specific nuclei (Kordower et al., 1992) .
A key question is whether and how the primate amygdala matures over human postnatal life. Volumetric studies using structural MRI in human children, adolescents and young adults, reveal that the amygdala enlarges with age, in a linear fashion relative to temporal lobe volume, and more in boys than in girls (Giedd et al., 1996 . However, these findings are preliminary because of the large interindividual variability in growth, and the related need for very large sample sizes to draw firm conclusions.
Histological studies indicate that immature neurons persist throughout postnatal life and beyond in both humans and monkeys (Bernier et al., 2002; Crosby and Humphrey, 1941; Fudge, 2004; Meyer et al., 1989; Millhouse, 1986; Yachnis et al., 2000) . These immature cells are specifically distributed in the paralaminar nucleus (located in the remnant of the germinal zone) and among the intercalated islands. Their presence suggests that the postnatal primate amygdala has the capacity for neuroplastic changes well into adulthood. The question remains as to whether these cells can or do integrate into existing amygdala circuits, and if so, when and in what circumstances.
Since the time in 1939 of Kluver-Bucy's lesion experiments (removal of bilateral temporal lobes in rhesus monkeys) (1997), newer, more limited lesioning techniques have helped to better define the role of the amygdala and its function over development.
These studies support the idea that the primate amygdala matures postnatally, since ibotenic acid lesions placed in infancy result in different behavioral profiles than lesions introduced in adulthood (Bauman et al., 2004; Prather et al., 2001) . Importantly, the developmental consequences of amygdala lesions depend on the behavioral context, in particular its social nature. This seems to be consistent across species, and suggests that social learning is a protracted phase that coincides with juvenile and adolescent periods, before adult patterns of social stimulus-response are stabilized.
4.1.2.1. Non-human primates. Both adult and infant monkeys with amygdala lesions have blunted fear responses to non-social cues, such as snakes (Izquierdo et al., 2005; Kalin et al., 2001; Meunier et al., 1999; Prather et al., 2001; Stefanacci et al., 2003) . This suggests a role in signaling non-social, perhaps 'hard-wired', fear responses in both adulthood and infancy.
In contrast to the age-independent effects of amygdala lesions on responses to non-social cues, non-human primate studies show that the age of the animal at the time of lesioning and testing does influence responses to social cues (presence of conspecifics). For example, amygdala-lesioned adult monkeys show increased excitability and exploratory behaviors with other animals, suggesting a loss of learned social fear associations (Emery et al., 2001; Machado and Bachevalier, 2006) . However, lesioned infant monkeys show more fear behaviors and less aggression towards novel animals, while approach responses to familiar caregivers remain normal (Bauman and Amaral, 2005; Goursaud and Bachevalier, 2007; Jensen et al., 2003; Prather et al., 2001) .
These data suggest that the infant amygdala mediates social emotional learning, laying down engrams of what is familiar and safe, what is familiar and dangerous, and what is unknown and therefore potentially dangerous in the social environment. Of interest are the human studies of children with Williams syndrome, a genetic neurodevelopmental disorder. This disorder is marked by an abnormally large amygdala volume and a distinct behavior of 'hypersociability'. A possible interpretation is that these children exhibit abnormally low amygdala responses to social threat compared to normal children (Meyer-Lindenberg et al., 2005; Reiss et al., 2004) .
Rodents.
A fascinating series of studies in rats suggests that amygdala connectivity is developmentally timed and sensitive to social context (particularly maternal presence), and has important consequences for the emergence of appropriate avoidance behaviors to aversively conditioned stimuli Shionoya et al., 2006) .
Very early on, rat pups that are confined to the nest exhibit a prepotent appetitive learning (approach), and attenuated aversion learning (avoidance) tendencies (Camp and Rudy, 1988; Haroutunian and Campbell, 1979; Levine, 2000; Sullivan et al., 2000) . This approach bias in behavioral response is mediated by an inability to engage the amygdala Roth and Sullivan, 2005) . In the transitional period when pups gain independence and leave the nest (days 12-15, the ''juvenile period'' prior to puberty) they readily learn to avoid an odor paired with an aversive stimulus, an adaptive mechanism for the world beyond mother. In mother's absence, odor-shock conditioning produces amygdala activation and learned avoidance . However, with mother present in the testing apparatus, the same conditioning produces odor preference and attenuates avoidance learning. The maternal effect has been shown to be associated with lower corticosterone levels in the amygdala. Indeed, when corticosterone is injected systemically or in the amygdala, aversion learning and amygdala activation are rescued.
As a whole, this series of experiments indicates that maternal cues provide a powerful environmental 'switch', which can set the timing of amygdala participation in limbic circuits. Because many goal-directed approach behaviors, such as foraging for food, largely depend on ventral striatal circuits, we hypothesize that the coming 'on line' of the amygdala is expected to be a key modulator of approach and avoidance behavior during this transitional period. Similarly, hypothalamic and midbrain structures are likely to come under the influence of the amygdala (via 'extended amygdala' pathways) during this period, triggering the expression of more 'automatic' responses to environmental cues (freezing, startle, sexual and affiliative behaviors).
4.1.2.3. Humans. Historically, lesion studies in patient populations have provided an important way to understand the function of specific brain regions. However, amygdalectomy studies have been hampered by an absence of controls. While many patients with temporal lobe epilepsy have undergone resection of the amygdala, there is significant variability in the size of surgical lesions as well as the issue of pre-existing functional compromise. A general decrease in emotional output, and a decrease in the ability to recognize emotional expressions in such patients has been reported (Aggleton, 1992) .
While recognized early on in primate studies that the timing of amygdala lesion influences behavioral phenotype (Bachevalier, 1994) , this important variable has only recently been addressed in humans. Adolphs first reported on a case of amygdala disruption due to Urbache-Weithe disease, a congenital disease causing aberrant calcium deposition in the amygdala bilaterally. This patient had little in the way of psychiatric symptoms, but was unable to recognize fear in facial expressions on standard tests. Furthermore, she exhibited deficits in recognizing complex (more than one emotion) facial expressions (Adolphs et al., 1994) . The authors recently proposed that deficits in spontaneous fixation on the eye region during free viewing of emotional faces may explain this abnormal emotion recognition, since the deficit disappeared when patients were explicitly instructed to look at the eyes (Adolphs et al., 2005) .
Another example of a congenital amygdala 'lesion' is Williams syndrome, a genetic disease characterized by abnormal emotional processing. Children with Williams syndrome are not anxiety-free but have an unusual phenotype characterized by high sociability and abnormally low social fear (Bellugi et al., 1999; Dykens, 2003; Klein-Tasman and Mervis, 2003) . Such children often have mental retardation, limiting controlled studies. However, comparison of a select group of Williams syndrome subjects with normal intelligence and normal controls reveal interesting findings in the amygdala (Meyer-Lindenberg et al., 2005) . While normal children had higher amygdala activation for emotional faces compared to scenes, the opposite was true for the patients. Amygdala activation to threatening faces was especially diminished in the Williams syndrome group, suggesting a specific deficit in recognizing social threat.
One way to compare early vs. late amygdala dysfunction involves comparing adult patients with dyembryoplastic neuroepithelial tumors (DNET) of the amygdala with patients having amygdala resection. DNETs are thought to arise in early childhood, if not before (Daumas-Duport et al., 1988) , and have a characteristic appearance on MRI (Stanescu et al., 2001 ). DNETs are spaceoccupying lesions often associated with epilepsy. Comparison of 'early amygdala lesion' groups (adults with DNET lesions) with 'late amygdala lesion' subjects (adults with surgical resections for intractable epilepsy not due to DNET) reveals that subjects with 'early lesions' have reduced ability to interpret complex social cues, such as detecting ironic, tactless, or flirtatious statements and behaviors. The ability to understand the motives and emotional states of others, known as 'theory of mind', is thus thought to require early amygdala involvement. Once acquired, possibly at a critical period, theory of mind capabilities may be subsumed by other brain regions, or rely instead on distributed networks less dependent on amygdala function (Shaw et al., 2004 (Shaw et al., , 2005 . These findings are especially intriguing in light of the fact that late childhood and adolescence are key periods for learning complex social cues, an ability important for forming peer groups and finding a mate. The development of theory of mind tasks for adolescent populations will be of great utility in tracking the functional development of the triadic nodes in normal and at-risk children.
Functionally, neuroimaging work in humans is beginning to identify differences in amygdala responses to affective stimuli in adolescents compared to adults. Overall, the amygdala seems to be more responsive in adolescents than in adults during identification of negatively valenced social face stimuli (Guyer et al., 2008; Killgore and Yurgelun-Todd, 2004; Monk et al., 2003) , but less influenced by processes involved in negative monetary outcomes . This functional pattern suggests either lower modulation of this structure by regulatory systems mainly originating from prefrontal regions (immaturity of top-down modulatory systems), or intrinsic cellular/molecular/neurochemical immaturity within the structure. Changes in neurochemical modulation may include not only ontogenic alterations of neurotransmitter systems, but also steroid hormones.
Although highly speculative, it is conceivable that the medial extended amygdala subsystems, which are associated more specifically with social threat, matures differently across adolescence than the central extended amygdala, which mediates conditioned response to threat. These specific subsystems could contribute distinctly to the adolescent changes in social and stress responses, particularly given the recognized dissociation of the type of steroid receptors that populate these two subsystems: sex-steroid receptors (e.g., androgen receptor, estrogen receptor a) predominantly present in the medial extended amygdala (Michael et al., 2005; Michael and Rees, 1982; Osterlund and Hurd, 2001; Perlman et al., 2004; Roselli et al., 2001) , and stress-steroid receptors (for glucocorticoids and corticotropin releasing factor [CRF]) in the central extended amygdala (Perlman et al., 2004; Sanchez et al., 1999 Sanchez et al., , 2000 Sarrieau et al., 1986) .
Responses to social stimuli undergo drastic changes in adolescence, establishing the primacy of peer relationships with the emergence of exquisite sensitivity to social appraisal and romantic involvement. Such magnification of social processes may be partly mediated by pubertal changes in sex hormones, whose role in social behavior is well established (Newman, 1999; Wirth and Schultheiss, 2006) . On the other hand, changes in stress response have also been noted in adolescence, indicating an extended hormonal stress response in prepubertal animals compared to adult animals (Romeo et al., 2006) . These changes in stress steroid function may have implications for motivated behaviors within a stressful context, although their significance at the behavioral level is still unknown.
The intercalated islands, which have important inhibitory functions on the central nucleus-as well as the central nucleus itself-are especially enriched in CRF and glucocorticoid receptors (Perlman et al., 2004; Sanchez et al., 1999) . This may be consistent with the central extended amygdala's role in detecting unexpected stimuli, or 'surprise', in the environment . The impact of CRF and corticosteroids on such a system would be expected to enhance both appetitive and aversive learning in the setting of arousing or 'unexpected' stimuli. Separation of the medial and central extended amygdala into distinct emotional subsystems mediating 'social' and 'non-social' emotional learning is tempting but overly simplistic. However, clarifying both the separation and overlap of circuits influenced by gonadal steroids vs. stress hormones may help us understand changes in these areas during adolescence.
In summary, the extended amygdala has two main subdivisions-medial and central-which have been broadly conceptualized based on their connectivities (Alheid, 2003; McDonald et al., 1999; Pitkanen et al., 1997; Zahm, 1998; Zahm et al., 1999) . The medial extended amygdala receives inputs from the medial amygdaloid nuclei (periamygdaloid cortex, parvicellular accessory basal nucleus, cortical nucleus, and amygdalohippocampal area), while the BLNG provides the main inputs to the central extended amygdala. These broad connectional differences are mirrored in the distribution of gonadal receptors, which tend to aggregate in the medial nucleus and its afferents, and glucocorticoids/CRF receptors, which are densely distributed in the central nucleus and its afferents. Thus, the medial extended amygdala has been considered a mediator of reproductive and social defensive behaviors, while the central extended amygdala has been considered a mediator of fear responses. These general functional assignments will surely be refined once the details of this circuitry are better understood, particularly in higher species. The study of adolescent development may benefit from elucidation of the differential maturation of these specific subregions, as well as a better understanding of their points of convergence. Hence, another focus of future research should be the maturation of amygdaloid subregions, where 'stress' hormones and gonadal hormones both have an effect (e.g., the periamygdaloid cortex and amygdalohippocampal area), and the common output targets of the medial and central extended amygdala systems.
Striatum

Anatomy and connectivity
The striatum is composed of the caudate nucleus and putamen and is populated largely by medium-size spiny neurons (Graveland and DiFiglia, 1985) , which send information beyond the striatum through basal ganglia circuits. Chemically, spiny striatal neurons are heterogeneous; that is, most contain more than one neurotransmitter, although gamma-aminobutyric acid (GABA) is the primary neurotransmitter. Other neurotransmitters include substance P and enkephalin. The striatum and the globus pallidus are referred to as the basal ganglia, although some define the basal ganglia more broadly as also encompassing midbrain nuclei (substantia nigra, ventral tegmental area and subthalamic nuclei).
Information flows from the cortex to the striatum, where it is channeled to the globus pallidus, then to the thalamus and finally back to the cortex (Figure 4) . In fact, the cortico-striatal projection is one of the major projections from the prefrontal cortex in primates (Goldman and Nauta, 1977; Kemp and Powell, 1970) . The highly specialized medium-spiny neurons are recipients of a large number of excitatory afferent fibers from the prefrontal cortex and 'cortical-like' amygdala (BLNG), which terminate mainly on the many spine heads covering each dendrite (Johnson et al., 1994; Lapper et al., 1992) . This anatomic arrangement allows for multiple cortical inputs to modulate individual striatal cells, and in turn, determine basal ganglia output. The midbrain dopamine neurons also send afferents throughout the striatum and regulate which cortical inputs ultimately result in striatal cell firing (Grace et al., 2007 ) (see below).
The topography of striatal inputs from the limbic, association, and motor-related regions of the prefrontal cortex has led to the idea that the striatum can be divided into discrete functional domains. Yet, significant debate exists as to whether cortical inputs to the striatum are organized in a strictly topographic manner (Alexander and Crutcher, 1990) , or whether there are opportunities for convergence of information from different functional regions of the cortex (Haber et al., 2006) .
In general, the amygdala and those cortical regions most directly influenced by the amygdala ('limbic-related') project to the ventral striatum (Chikama et al., 1997; Haber et al., 1995; Hemphill et al., 1981; Kunishio and Haber, 1994; Russchen et al., 1985; Selemon and Goldman-Rakic, 1985; Yeterian and Pandya, 1991; Yeterian and Van Hoesen, 1978) . This region includes the 'shell' and 'core' of the nucleus accumbens, and the ventromedial areas of caudate nucleus and putamen. Cortical regions involved in sensorimotor processes project to the dorsolateral striatum (Flaherty and Graybiel, 1991; Jones et al., 1977; Kemp and Powell, 1970; Kunzle, 1978) . Associative, or 'cognitive-related', regions such as the dorsolateral prefrontal cortex (Brodmann areas 46, 9) project to central regions of the striatum that lie interposed between the ventral striatum and dorsolateral striatum (Cavada and Goldman-Rakic, 1991; Kunzle and Akert, 1977; Goldman-Rakic, 1985, 1988; Stanton et al., 1988) .
However, recent evidence shows that inputs from diverse functional domains of the cortex converge in patches in the striatum, creating 'hot spots' where information can be integrated (Haber et al., 2006) . Thus, for example, afferent fibers from limbicrelated and associative areas of the prefrontal cortex converge in patches within the central striatum (Haber et al., 2006) . It is not yet known whether such foci of cortical afferent convergence correspond to the cellular islands that arise during development (see below), or how and when such convergence occurs. In summary, while the concept of a 'functional topography' of the striatum based on segregated cortical inputs has heuristic value, new data indicate that this scheme may be overly simplistic.
The overall functional topography of the striatum exists along its entire rostrocaudal extent, a fact which has been underappreciated. Thus, the functional gradient traditionally attached to the rostral striatum (anterior to the decussation of the anterior commissure) extends caudally. In a series of elegant experiments, Selemon demonstrated that cortical projections terminate along the ventromedial (limbic) to dorsolateral (sensorimotor) gradient following the entire rostrocaudal extent of the striatum (Selemon and Goldman-Rakic, 1985) . Anterograde tracer injections into the amygdala have also indicated that afferent fibers terminate in the caudal ventromedial striatum, as well as in the nucleus accumbens Fudge et al., 2004; Russchen et al., 1985) . Based on inputs from the amygdala and 'limbic' prefrontal cortex (i.e., PFC regions receiving amygdala inputs), as well as cellular and neurochemical similarities to the nucleus accumbens, we have proposed that the caudal 'limbic' striatal region includes the ventromedial putamen and medial tail of the caudate nucleus, and their transition with the amygdala, the lateral amygdalostriatal area Fudge, 2004; .
The identification of such 'limbic-related' anatomical ensembles in the striatum, which are innervated by specific regions of PFC and amygdala, may provide a unique opportunity to examine the foundations of the Triadic Model. In our view, the 'limbic striatum' can be defined as that part of the striatum that receives inputs from the amygdala . As mentioned, the amygdala projects to a broad rostrocaudal extent of the striatum, expanding the definition of the 'limbic striatum' far beyond the nucleus accumbens. These regions receive variable inputs from prefrontal cortical areas including the anterior cingulate cortex, medial and lateral orbital cortex, and the agranular insula Fig. 4 . Representation of the projections of the amygdala (blue) and cortico-striato-pallido-thalamo-cortical loops (black). The hatched lines signify that these connections are not in this sagittal plane, but go more medially. The solid lines are in the plane of the section. The amygdala projection to the ventral striatum is the only one that is unidirectional (green arrow). All other amygdala projections are bidirectional (blue). OMPFC: orbito-medial prefrontal cortex; ant. Insula: anterior insula; BA 25: Brodmann area 25; Pal.: pallidum; PFC: prefrontal cortex; Thal.: thalamus; Str.: striatum. (For interpretation of the references to color in the figure caption, the reader is referred to the web version of the article.) (Carmichael and Price, 1996; Ferry et al., 2000; Haber et al., 2006; Selemon and Goldman-Rakic, 1985) . Determining the detailed overlap between amygdala and prefrontal cortical afferents in the striatum will help us understand how 'emotional' inputs from the amygdala may facilitate 'throughput' from discrete prefrontal cortical regions.
Taken a step further, the resultant signal of the ''limbic striatum'' may vary along a gradient across this structure. This variation could represent different combinations of amygdala/PFC afferents. Approach behaviors might be mediated by a unique set of afferents, while avoidance behaviors by another set of afferents. Indeed, a recent fMRI study of financial reward and loss shows that the anterior ventral striatum has relative selectivity for reward prediction, while more posterior ventral striatum signals prediction of loss (Seymour et al., 2007) . This is consistent with appetitive/ aversive ventral striatal gradients detected in rats using pharmacologic probes (Reynolds and Berridge, 2001 , 2002 . Such a scheme could be integrated into the Triadic Model by modifying the schematic unimodal function of the nodes. As a way to incorporate the functional heterogeneity into the Triadic Model, each node (amygdala, striatum and prefrontal cortex) could be defined along a triadic organization underlying approach, avoidance and modulation. Such representation of the Triadic Model is akin to a fractal organization (Fig. 5) . This framework can help formulate questions and develop experiments related to functional connectivity and maturational changes that affect the balance of this triadic system.
Ontogeny
Most of our knowledge on the development of primate striatum stems from early work in nonhuman primates. In general, corticostriatal pathways develop before cortico-cortical connections (Goldman-Rakic, 1987) . Cortical afferents reach the striatum early in the second trimester of life and steadily increase their innervation over the rest of gestation. The striatum undergoes a shift several weeks after cortico-striatal innervation begins. The cytoarchitectural pattern changes from a homogeneous mass of densely packed cells to cellular islands of densely packed cells encapsulated by fibers and surrounded by a relatively less densely packed matrix of neurons (Goldman-Rakic, 1981) . The reason for this transformation is unclear, but it is speculated that either migration of clusters of new neurons and/or the entry and retraction of afferent contacts plays a role in this development. There is some indication that the dopamine innervation of the striatum contributes to maintaining the integrity of the cellular islands, which persist throughout life (van der Kooy, 1996) .
In monkeys at birth, recognizable neuronal subtypes still exist in various stages of growth, as do undifferentiated cells near the ventricular wall. Rapid increases in synaptic density levels off, but ultrastructural changes in synaptic modeling continue. Spine density on dendrites increases progressively over at least the first 4 months postnatally in monkeys (Brand and Rakic, 1984) , and with this, the proportion of axon contacts shifts toward axospinous rather than axodendritic types. This shift is functionally significant because spines increase the overall length of the dendrite, and hence its electrical resistance. Such enhanced electrical resistance of dendritic membranes has the effect of decreasing the contribution of any individual input to the total excitatory post-synaptic potential of the cell (Sharpe and Tepper, 1998; Wilson, 1984) . Consequently, the multiplication of afferents arriving in the striatum during postnatal life may be modulated by the concurrent proliferation of spines, which may serve to attenuate the effects of any particular excitatory input to a cell. These changes collectively lead to a refinement of striatal modulation (Sharpe and Tepper, 1998) . The evolution of axospinous over axodendritic contacts, along with continuing degeneration of some afferent axons, suggests important alterations in information processing at least during the first months of life, and perhaps well beyond.
Volumetric studies in humans using MRI indicate that the striatum, specifically the caudate nucleus, undergoes volume loss starting around 10 years of age in girls and 14 years of age in boys, and exhibiting a steeper volume decrease in girls than in boys (Lenroot et al., 2007) . Furthermore, Sowell et al. (1999a) found that a significant volume reduction in the ventromedial putamen (an area we consider part of the 'limbic' striatum due to its afferents from the amygdala) differed between adolescents and young adults.
A few developmental functional neuroimaging studies in humans have targeted striatal function, particularly through the use of reward-related paradigms. Findings depend largely on the nature of the paradigms and cognitive processes being investigated. Anticipation of rewards/motivation-to-act activates the striatum less strongly in adolescents than in adults (Bjork et al., 2004) , but the process of decision-making itself as well as the response to the receipt of rewards activate this structure more in adolescents than in adults Galvan et al., 2006) . Here again, the paucity of studies calls for caution in interpreting the results. With this caveat in mind, one hypothesis is that this pattern of striatal activity in adolescence may suggest a more reactive system for coding positively valenced stimuli, and a more efficient system for integrating rewards into action. Alternatively, researchers have proposed an overall less efficient striatal system in adolescents for processing reward stimuli. In both cases, the behavioral output would be consistent with enhanced reward seeking because of enhanced sensitivity to reward in the first interpretation, or because of a need to maintain the reward system at a homeostatic level in the second interpretation. These interpretations are currently being tested in several laboratories.
Prefrontal cortex (PFC)
Anatomy and connectivity with amygdala
The primate cortex in general ranges from a simple one to two layered primitive cortex (known as the allocortex) to six-layered isocortex (for Review, see Mesulam, 2000) . Between these extremes are the 'periallocortical' regions. The allocortical zones include the hippocampus and piriform cortex. These allocortical regions are most tightly interconnected with the amygdala. The periallocortex can show a range of transitional features, but is more differentiated than the allocortex. In general, periallocortial regions have poorly demarcated layers II and IV and relatively rudimentary layer V. The rostral anterior cingulate cortex and medial wall (Brodmann areas 25, 32, 14) and the caudal orbital cortex (now recognized as the 'rostral agranular insula' (Carmichael and Price, 1994) comprise important periallocortical regions of the prefrontal cortex. These areas are the most strongly interconnected with the amygdala, compared to other prefrontal cortical regions (Amaral, 1986; Carmichael and Price, 1996; Freedman et al., 2000; Ghashghaei and Barbas, 2002) .
Many amygdalar subregions that send efferents to the orbital and medial prefrontal cortices, are the recipients of return projections (Amaral, 1986; Carmichael and Price, 1996; Freedman et al., 2000; Ghashghaei and Barbas, 2002; Porrino et al., 1981) . The major amygdalar inputs to the orbital and medial prefrontal cortices originate from the basal nucleus and terminate in the medial wall (Brodmann areas 25, 32 and 14) and the caudal orbital surface (i.e., the agranular insula) (Carmichael and Price, 1996; Porrino et al., 1981) . In turn, the caudal orbital surface of the prefrontal cortex returns afferents to the intercalated neurons, modulating the output of the BLNG (Ghashghaei and Barbas, 2002) . In contrast, the medial wall of the orbital and medial prefrontal cortices provides the main projections to the BLNG, i.e., both basal and lateral nuclei.
Other periallocortical regions of the PFC, while still less differentiated than the isocortex, are relatively more differentiated than Brodmann areas 25, 32, 14, and the agranular insula. These regions, including rostral Brodmann areas 13, 11, and 12, receive relatively modest afferents from the amygdala and project back sparingly. In contrast, the isocortex forms the largest part of the primate cortex, is involved in associative and motor control functions, and is not directly interconnected with the amygdala. Nonetheless, isocortical areas, specifically those involved in working memory and planning (Brodmann areas 9/46), receive inputs from the 'limbic cortex' described above (Carmichael and Price, 1996; Petrides and Pandya, 1999) . This organization provides an anatomical substrate for affective processing to influence cognitive operations including planning, and sequencing via cortical-cortical interactions.
Anatomy and connectivity with striatum
As mentioned above, the 'limbic' striatum can be defined as the striatal regions that receive inputs from the amygdala. Typically, these striatal regions also receive inputs from areas of the prefrontal cortex, which themselves are innervated by the amygdala. This organization creates a 'triangular' set of inputs. It is important to remember that, by this definition-as well as based on functional data-the 'ventral striatum' extends well beyond the nucleus accumbens.
For example, the ventromedial prefrontal cortex (Brodmann area 25), which is strongly interconnected with the amygdala, projects to the shell of the nucleus accumbens but also to the adjacent ventromedial caudate nucleus. More dorsal sectors of the anterior cingulate cortex (Brodmann areas 24a and b), which also receive amygdala inputs, albeit somewhat fewer, project to the head of the caudate nucleus, the central rostral putamen, and the core of the nucleus accumbens (Ferry et al., 2000; Haber et al., 2006; Selemon and Goldman-Rakic, 1985; Yeterian and Van Hoesen, 1978) . The caudolateral orbitofrontal cortex (known as the rostral agranular insula), innervated by the amygdala, projects to the lateral nucleus accumbens and ventromedial putamen, including caudal aspects posterior to the anterior commissure (Ferry et al., 2000; Fudge et al., 2005) . Prefrontal cortical regions that receive few amygdala inputs (such as association areas, like Brodmann areas 46/9) project to dorsolateral regions of the striatum. However, their terminals do overlap with those from more 'limbic' regions such as the dorsal anterior cingulate cortex, suggesting potential convergence of limbic and cognitive information at the level of the striatum (Haber et al., 2006) .
Ontogeny
Similar to the temporal lobe, the prefrontal cortex is significantly expanded in higher primates compared to lower species (Gloor, 1997; Jerison, 1973) . This expansion accompanies a protracted developmental period, which continues through late childhood and adolescence. A cellular explanation for this expansion, at least with respect to the prefrontal cortex, is offered by Kornack and Rakic (1998) . They have demonstrated that the duration of the cell cycle (during cell division) is up to five times longer in primates compared to rodents. At the same time, many more total rounds of division occur during the neurogenetic period in monkeys, accelerating toward the end of development (Kornack and Rakic, 1998) . Together these findings provide a basis for understanding the greater size and lamination of the primate cortex compared to rodents, and why its development occurs over a lengthy period postnatally.
Recently, structural neuroimaging has provided information on human brain development during childhood and adolescence using relatively crude measures of volumetric estimations of discrete brain regions. An overall increase in cortical size was reported during childhood (Durston et al., 2001; Giedd et al., 1996) , which seems to co-occur with changes in dendritic density and increased myelination Yakovlev, 1967) . Between childhood and adolescence, cortical gray matter changes were found to be diffusely distributed in dorsal frontal and parietal regions, whereas between adolescence and adulthood, cortical changes seemed to be segregated within large frontal regions comprising dorsal, medial, and orbital areas Sowell et al., 1999b) .
Synaptogenesis in the PFC wanes after age 2 years based on human post-mortem studies (Huttenlocher, 1979) with synaptic pruning resulting in dendritic densities resembling adult levels by about age 16 years (Huttenlocher, 1979) . The rate of synaptic eliminations varies by regions, ending first in primary sensory cortices (around age 12 years), and last in the prefrontal cortex by age 16 years (Huttenlocher and Dabholkar, 1997) . In addition, there is active maturation of synapse morphology, specifically of presynaptic terminals during periadolescence (Huttenlocher, 1979) .
Progressive myelination through childhood and adolescence has also been documented in post-mortem samples (Yakovlev, 1967) , and more recently suggested with MRI (Benes et al., 1994; Giedd et al., 1996; Paus et al., 1999) . Significant agerelated increases in white matter 'density' (generated with 3D masks) occurs in the arcuate fasciculus on the dominant side, and in the posterior internal capsule . These tracts carry axons joining the frontal and temporal speech areas (Broca's and Wernicke's areas), and cortex and brainstem (cortico-spinal tract), respectively. An increase in tract size is likely due to a combination of increasing axonal diameter, coupled with myelination of the tracts. The relationship between age-related changes in regional white matter density and competence in specific cognitive and motor functions remains to be explored.
In general, recent developmental functional neuroimaging studies in humans report more diffuse activation of the prefrontal cortex during cognitive challenges in pre-adolescence, suggesting that less efficient or well-formed networks carry out specific processing (Luna and Sweeney, 2004) . More specifically, a shift from diffuse to focal activation has been proposed as a general developmental pattern of cortical engagement in cognitive function (Durston and Casey, 2006) . During the processing of cognitive tasks, accessory regions become less involved, whereas critical regions to the cognitive processes under scrutiny are recruited more readily and strongly. Hence, the narrowing of recruited regions may reflect enhanced specificity and a more efficient use of neural networks for task completion.
Conclusion
In summary, this review underscores the complexity of the anatomical and functional organization of key structures underlying motivated behavior. Most notably, it provides a template along which to coordinate future research on the role of these structures and associated systems in the control of behavior.
The Fractal Triadic Model is ideally suited for the study of ontogenic neural changes and their consequences on behavior, as evidenced by the emerging functional neuroimaging studies of reward systems and decision-making in adolescents. Basic neuroscience research provides invaluable information about the functional cohesion of this model and its integration with knowledge on connectivity and development of neural systems. The field is ripe for a rich reciprocal translational work between basic and clinical neuroscience research.
We close this review by highlighting the most salient points regarding the amygdala, striatum and prefrontal cortex contributions to motivated behavior and its ontogeny.
Three critical aspects dominate the review on the amygdala. First, lesion studies have different long-term behavioral impacts as a function of the developmental stage at which the lesion occurs. This underscores the notion of windows of vulnerability. Second, this differential impact does not apply indiscriminately to all behavioral responses. Innate responses, such as avoidance of snakes by monkeys, seem to be impervious to the notion of sensitive periods (at least in the age groups examined so far), whereas social behavior appears to be highly dependent on the timing of amygdala lesion. And third, developmental changes of the intact amygdala manifests opposite functional patterns as a function of the stimuli: challenged by threat related stimuli, the amygdala shows greater activation in adolescents than in adults. However, challenged by receipt of losses, the amygdala shows diminished responses in adolescents relative to adults. This functional heterogeneity of the amygdala is consistent with the complexity of its structure (multi-nuclei) and connectivity, and the anatomic evidence of immature neurons that persist throughout adolescence and into adulthood. As a result, it is critical to avoid over-generalization of a given pattern of response, be it developmental or to distinct stimuli.
The striatum receives direct inputs, in an organized fashion, from the totality of the prefrontal cortex. The segregation of functions that comprise sensory-motor, cognitive, and affective processing has been classically aligned along a dorsoventral gradient. This somatotopic organization is shown to be more complex, with the existence of a convergence of these functional paths onto distinct ''patches'', as well as the realization that the functional ventrodorsal gradient is present along the whole length of the rostro-caudal (antero-posterior) extent of the striatum. It is unknown whether such organization is present since birth or how it evolves across childhood and adolescence. Clearly, the few developmental histological studies suggest a refinement of striatal modulation. Similarly to the amygdala, developmental patterns of activation in humans depend on the type of stimuli/events under study. Relative to adults, adolescents show enhanced striatal activity to receipt of rewards or punishments and selection of risky choices, but reduced activity in anticipation of rewards. Adolescent responses to distinct types of salient stimuli, compared to the adult, may reflect a relative lack of development of some striatal ensembles over others.
Finally, the prefrontal cortex is the most complex structure with the longest protracted period of maturation compared to the amygdala and striatum. It receives information from the amygdala directly and striatum indirectly (via cortico-basal ganglia loops), and in turn, modulates both structures. This protracted maturation can be expected to influence, and be influenced by, the other nodes of the triad. For example, delayed maturation of amygdala circuits that process social cues (e.g., social disapproval), would affect the PFC regions regulating social judgement and the striatal regions involved in approach towards a novel or interesting, but socially disapproved, stimulus.
Future research will examine how the balance among these three systems changes with development, but also in disease states that impact behavior.
