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Abstract.
In the current paper the so-called REaction-DIffusion Manifold (REDIM) method
of model reduction is discussed within the framework of standard singular perturba-
tion theory. According to the REDIM a reduced model for the system describing a
reacting flow (accounting for chemical reaction, advection and molecular diffusion)
is represented by a low-dimensional manifold, which is embedded in the system
state space and approximates the evolution of the system solution profiles in space
and in time. This pure geometric construction is reviewed by using Singular Per-
turbed System (SPS) theory as the only possibility to formalize, to justify and to
verify the suggested methodology. The REDIM is studied as a correction by the
diffusion of the slow invariant manifold defined for a pure homogeneous system. A
main result of the study is an estimation of this correction to the slow invariant
manifold. A benchmark model of Mechaelis-Menten is extended to the system with
the standard diffusion described by the Laplacian and used as an illustration and
for validation of analytic results.
1. Introduction
Recently, computational tools of numerical integration have become a prevail-
ing methodology in study of various phenomena in reacting flow systems. For
instance, nowadays in combustion theory not only the development of practical de-
vices, which utilize combustion of hydrocarbon fuels, but also theoretical research
in the field to a great extend are based on the numerical integration of the mathe-
matical models with detailed kinetics [32, 1]. The problems of pollutant mitigation
[14], increase of efficiency, safety, controllability and optimization of combustion
facilities and processes cannot be handled without numerical computations using
detailed knowledge on the kinetics of combustion [31, 30]. To date there is a num-
ber of numerical packages where the detailed reaction mechanisms of oxidation of
various hydrocarbon fuels are implemented (see e.g. [13]). There is also a num-
ber of very detailed kinetic mechanisms developed specifically to describe the high
temperature combustion processes of hydrocarbon oxidation, where all possible re-
action paths are accounted for in order to describe combustion processes reliably.
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2Similar situation in other fields dealing with reacting flows, namely, the kinetic
models constantly grow in complexity (non-linearity) and in dimension, e.g. in
systems biology, atmospheric chemistry etc.
There are two principal ways to overcome overwhelming growth of mechanisms
of chemical kinetics. The first is an accurate modeling focusing on a particular
application. Such models can be very accurate, but typically they are valid in very
narrow range of the system physical parameters. At this level standard methodolo-
gies, as for instance Quasi-Steady State Assumption (QSSA) and Partial Equilib-
rium Assumption (PEA) (see e.g. [32, 15]), can be applied to obtain very compact
descriptions even analytically. However, extrapolation of results obtained by using
such models might be in question.
The second more attractive alternative is an automatic model reduction ap-
proaches aiming at a compact formulation of a reduced model [26], which is almost
completely congruent to the original detailed model. In contrast to conventional
methodologies of model reduction, e.g. QSSA and PEA where typically the number
of elementary reactions (steps) and species (dimension) is reduced, the methods of
automatic model reduction are based on the low-dimensional manifolds (e.g. ILDM,
FGM, REDIM etc. [23, 28, 27, 2]) in which though the dimension is reduced no el-
ementary reaction/specie is neglected. In a number of works (e.g. [2, 12, 5, 3, 6, 9])
the progress in the development of this methodology was reported. These methods
fully preserve the topological and dynamical structure of chemical reaction net-
works. They are based on so-called invariant manifolds of low-dimension, which
define constrains (relations) between the variables of the detailed model and there-
fore can be efficiently used to formulate a consistent (with the overall dynamics of
the detailed model) reduced model [7, 8, 21].
In the suggested study we focus on one of such methods for the reduced model
formulation, namely, on the so-called REaction-DIffusion Manifold (REDIM) ap-
proach [2]. In this approach the constrains, which define a manifold such that
• manifolds are slow (i.e. based on the concept of decomposition of motions,
which reduces also the stiffness of the reduced model);
• attractive (i.e. guaranties stability with respect to small perturbations);
• invariant (i.e. as itself represents the system solution of the detailed model,
which guaranties the accuracy, consistency and congruence of the reduced
model);
• low-dimensional (i.e. guarantees dimension reduction).
After the manifold with needed properties has been identified,it can be used to
reduce the system by exploiting reformulation of the system of governing equations
for the independent set of system variables (parameters of a manifold) and use them
for modelling of reacting flow. As a result we obtain a reduced system – reduced
model. The properties above guarantee that not only topology of the original
mechanism of chemical kinetics – chemical reaction network will be preserved, but
the information on the species concentrations/variables will not be lost by reduction
implemented in this way, because the manifold gives us possibility to compute
the dependent variables by using independent ones and, therefore, we obtain the
information about the whole thermo-chemical state space of reacting systems.
In the next section the theory of slow invariant manifolds for a homogeneous
system is briefly outlined for completeness of the exposition. Then, the REDIM
method will be discussed as a method to construct the manifold approximating
3the evolution of the detailed system solution profiles. Thus, the SPS system with
an additional Laplacian operator is taken to represent mathematically simplest
possible model of the REDIM. Afterwords the standard SPS theory is applied to
analyze the role of the transport (the limit of the slow transport is considered)
with the first and second correction terms to the slow invariant manifold obtained
implicitly. Finally, main results are illustrated by Michaelis-Menten model with
diffusion.
2. Slow invariant manifolds
We start from an intuitive definition of a smooth manifold that belongs to an
open subset U of the Euclidean space Rm, which defines the reacting system state
space. An d - dimensional subset M of U is called an d - dimensional manifold
if each point x ∈ M has a neighborhood Vx ⊂ M that is diffeomorphic to the
d - dimensional unit ball Bd (i.e there exist a smooth map ϕ : Vx → B
d with
the smooth inverse map). The tangent space at the point x ∈ M is a collection
of all vectors (“directions”) tangent to M at x. The tangent space is a linear d -
dimensional subspace of Rm.
Let F (x) be a smooth vector field defined on U . A smooth manifold M is an
invariant manifold for F (x) if F (x) is a tangent vector field to M , i.e. F (x) ∈ M .
As a result any trajectory u(t) of the system
(2.1)
du
dt
= F (u)
that has an initial point u0 in M . If M ∈ R
m and has not a boundary, then u(t)
belongs toM for any t. An alternative description that do not use initial data is the
following: A smooth manifold M is an invariant manifold for F (x) if a trajectory
of (2.1) has a common point u(t0) with M then it belongs to M for t close to t0.
Consider the system of ordinary differential equations in which derivatives of a
number of variables are multiplied by a small parameter i.e. Singularly Perturbed
System (SPS). The conventional form of the SPS is given by
(2.2)
dx
dt
= Fs(x, y, ǫ)
(2.3) ǫ
dy
dt
= Ff (x, y, ǫ)
Here x ∈ Rns , y ∈ Rmf are vectors in Euclidean spaces, t ∈ (t0,∞) is a variable
with the meaning of time and 0 < ǫ < ǫ0 ≪ 1 is a small positive parameter. In all
cases of interest here, the functions Fs : R
ns×Rmf −→ Rn, Ff : R
ns×Rmf −→ Rm
are infinitely differentiable for all x ∈ Rns , y ∈ Rmf , 0 < ǫ < ǫ0 (at least,
in the relevant domain). The values |fi(x, y, ǫ)| and |gj(x, y, ǫ)| (i = 1, 2, . . . n;
j = 1, 2, . . .m) are assumed to be comparable with unity as ǫ→ 0.
The vector field corresponding to the system (2.2-2.3) is
Fǫ(x, y) = (Fs(x, y, ǫ),
1
ǫ
Ff (x, y, ǫ))
A usual approach for a qualitative study of SPS systems is to consider first the
algebraic differential system (so-called degenerate system)
dx
dt
= Fs(x, y, ǫ)
40 = Ff (x, y, 0)
and then to draw conclusions about the qualitative behavior of the full system for
sufficiently small ǫ.
In order to recall a basic notions of the theory of singularly perturbed systems,
a system of equations
dx
dt
= Fs(x, y, ǫ)
is called the slow subsystem, x is called the slow variable and the system of equations
ǫ
dy
dt
= Ff (x, y, ǫ)
is called the fast subsystem, y is called the fast variable.
Equation
0 = Ff (x, y, 0)
determines the slow manifold S of the system (2.2-2.3) [4, 12]. Points of the slow
manifold are sub-divided into two types, standard points and turning points. A
point (x, y) is a standard point of the slow manifold if in some neighborhood of this
point the slow manifold S can be represented as a graph of the function y = h0(x)
such that Ff (x, h0(x), 0) = 0. Practically it means that the condition of the Implicit
Function Theorem det(DyFf (x, h0(x), 0)) 6= 0 holds and the slow manifold has the
dimension of the slow variable x. Points where this condition does not hold are
called turning points of the slow manifold.
We are looking for a family Mǫ of n-dimensional smooth invariant manifolds
of the vector field Fǫ(x, y) = (Fs(x, y, ǫ),
1
ǫ
Ff (x, y, ǫ)) that can be represented as a
graph of the function y = h(x, ǫ) and satisfy an additional property limǫ→0 h(x, ǫ) =
h0(x). Here y = h0(x) is an analytic representation of a sheet of S. For any fixed ǫ
the invariant manifold Mǫ is called the slow invariant manifold or the manifold of
slow motions. [[For ǫ = 0 the invariant manifoldM0 coincides with slow manifold S,
in other words, slow manifold S is zero (ǫ = 0) approximation of the slow invariant
manifolds Mǫ. ]] Under reasonable analytic assumptions was proved existence of
Mǫ for any comparatively small ǫ.
The motion along the slow manifold is described by the equation:
dx
dt
= Fs(x, h0(x), 0),
and the motion along the slow invariant manifold is described by the equation:
dx
dt
= Fs(x, h(x, ǫ)), ǫ).
In general situations, the determination of the exact form and location of the
slow invariant manifold is impossible. Therefore, methods of approximation are
necessary. One of them finds the slow invariant manifold as a power series with
respect to the small parameter ǫ
h(x, ǫ) = h0(x) +
∞∑
i=1
ǫihi(x).
It is clear that the slow manifold y = h0(x) is an O(ǫ) approximation of the slow
invariant manifolds. Thus, the general scheme of application of this technique for
a singularly perturbed system can be subdivided into the analysis of the fast and
5slow motions. The analysis can be considerably simplified by this decomposition
and by reducing the dimension of the system to the dimension of the slow variable
x and the dimension of the fast variable y.
Note that the formal substitution of the function h(x, ǫ) instead y into (2.3) gives
the first order PDE, the so-called invariance equation
ǫ
∂h
∂x
(x, ǫ)Fs(x, h(x, ǫ)), ǫ) = Ff (x, h(x, ǫ)), ǫ).
for h(x(t), ǫ), since ǫ dy
dt
= ǫ∂h
∂x
dx
dt
.
However, it is generally not possible to find the explicit solution y = h0(x)
exactly from the equation 0 = Ff (x, y, 0). In this case the slow invariant manifold
may be obtained in an implicit form
G(x, y, ǫ) = 0
(that satisfies the following property: G(x, y, 0) = Ff (x, y, 0)) or, at least, the
function G(x, y, ǫ) can be approximated in the implicit form.
The implicit form of the invariance equation is
∂G
∂y
Ff (x, y, ǫ) + ǫ
∂G
∂x
Fs(x, y, ǫ) = 0.
The verification is based on the Implicit Function Theorem.
To obtain the first order approximation in the implicit form , it is necessary to
differentiate the equation Ff (x(t), y(t), 0) = 0 as a function of t and by virtue of
the system (2.2-2.3), the result is
∂Ff (x, y, 0)
∂y
Ff (x, y, ǫ) + ǫ
∂Ff (x, y, 0)
∂x
Fs(x, y, ǫ) = 0.
If det
∂Ff
∂y
6= 0 this equation can be written in the more convenient form
Ff (x, y, ǫ) + ǫ
[
∂Ff
∂y
]−1
∂Ff
∂x
Fs(x, y, ǫ) = 0.
We recover the zero order approximation, on setting ǫ = 0. To obtain the second
order approximation, it is necessary to differentiate the equation Ff (x(t), y(t), 0) =
0 twice in the respect of t. Suppose det
∂Ff
∂y
6= 0. Let us use the short notation
N :=
[
∂Ff
∂y
]−1
∂Ff
∂x
Fs(x, y, ǫ). After elementary calculations we have
Ff (x, y, ǫ) + ǫ
[
N +
[
∂Ff
∂y
]−1
∂N
∂y
Ff (x, y, ǫ)
]
+ ǫ2
[
∂Ff
∂y
]−1
∂N
∂x
Fs(x, y, ǫ) = 0.
This is the second approximation of the slow invariant manifold in the implicit
form.
2.1. Singularly perturbed systems (SPS) and vector fields (SPVF). A
singularly perturbed system (fast-slow system ) of ordinary differential equations
is considered as the main mathematical construction to handle the multiple time
scales [17], [18]. Below the standard SPS is given in the fast time (renormalization
of time τ = εt is implemented) formulation to underline the main idea behind the
framework of singularly perturbed vector fields (see [4] for more details):
(2.4)
dx
dτ
= Ff (x, y)
dy
dτ
= ε Fs (x, y)
6Here ε ≪ 1 is a small parameter, x =
(
x1, ..., xmf
)
is the fast vector variable,
y = (y1, ..., yms) is the slow variable, n = ms + mf . The time variable is usual
for models without renormalization. When the system is considered in the general
form and difference in characteristic time scales is assumed, then such system can
be treated as the system of ordinary differential equations with a small parameter
δ where a priori a division on fast and slow sub-sytems is not known, but the vector
field F (u, δ) has a “hidden” fast-slow structure. It means that the vector variable
u has no explicit fast and slow components. Thus, the main idea of SPVF is that
after a suitable coordinate transformation u 7→ (x, y) the original system (2.1) can
be transferred to the standard singularly perturbed system (2.4) with a new small
parameter, ε that depends on δ (see the appendix for more details). After the
transformation is , one can apply all powerful technique of singular perturbations
approximations fast (y = const) and slow manifolds (Ff (x, y) = 0) etc. Then, by
using transformation one can trace the information (decomposition, fast and slow
manifolds and their properties etc.) the original variables u.
More details on the concept and the theory of singular perturbed vector fields
(SPVF) can be found in [4, 5] . For the implementation, however, two main prob-
lems have to be solved:
1) How to check that a vector field under consideration is a singularly perturbed
one?
2) How to find a corresponding coordinate transformation that transforms the
original system to the standard SPS system?
At the moment, to both questions in the general case , but in the case of a
linear transformation of coordinates corresponding algorithm called as a global
quasi-linearization (GQL) has been developed (see e.g. [10, 5, 11]).
2.2. GQL and system decomposition. In the case when fast manifolds and the
system decomposition have linear structure they can be identified by a gap between
the eigenvalues of an appropriate global linear approximation of the Right Hand
Side (RHS) - vector function of (2.1) (see [3] for detailed discussion)
Tu ≈ F (u) .
Note that we did not use a hidden small parameter δ in F (u), because its
existence is not known a priori and has to be validated in a course of application of
the GQL. Now, if T has two groups of eigenvalues: the so-called small eigenvalues
λ (Λs) and large eigenvalues λ (Λf) have sufficiently different order of magnitude,
then the vector field F (u) is regarded as linearly decomposed asymptotic singularly
perturbed vector field [4]. Accordingly, fast and slow invariant subspaces given by
columns of the matrices Zf , Zs corresponding [22] define the slow and variables .
Namely,
(2.5) T ≡
(
Zf Zs
)
·
(
Λf 0
0 Λs
)
·
(
Z˜f
Z˜s
)
,
now, if we denote
Z˜ = Z−1 =
(
Zf Zs
)−1
=

 ˜(Zf )ms×n(
Z˜s
)
mf×n

 ,
7then, new coordinates suitable for an explicit decomposition (and coordinates
transformation) are given by (U, V ):
(2.6)
U := Z˜f u
V := Z˜s u
.
The decomposed form and corresponding fast and slow subsystems becomes
(2.7)


dU
dt
= Z˜f · F
(
(Zf Zs)
(
U
V
))
dV
dt
= Z˜s · F
(
(Zf Zs)
(
U
V
)) .
The small system parameter controlling the characteristic time scales in (2.7)
can be estimated by the gap between the smallest eigenvalue of the large group and
the largest eigenvalue of the small group of eigenvalues [3]
(2.8) ε =
max |λ (Λs)|
min |λ (Λf )|
≪ 1.
In principle, the idea of the linear transformation is not new, see e.g. [26], but
the principal point of the developed algorithm concerns evaluation of this trans-
formation. We have developed the efficient and robust method that produces the
best possible (to the leading order) decomposition with respect to existing multiple-
scales hierarchy (see the attachment and [10, 5, 3] for more details).
3. Singularly perturbed profiles
In this section we extend the previous study taking in account transport terms
(diffusion and advection in general case). According to the REDIM method the
manifold is constructed by implementation of the invariance condition [16, 29, 19,
20] to the system vector field extended by the transport terms [2, 3]. As it was
shown in e.g. [2] the advection/convection term does not affect the state space of
a reacting system, thus, one needs to account only for the diffusion term. Hence,
when an appropriate (with respect to the decomposition of motions defined by the
chemical source term) coordinate system (u,v) is defined the simplest mathematical
model to the leading order is the following
(3.1)
{
du(x,t)
dt
= Fs (u(x, t), v(x, t)) + L1,x(u(x, t), v(x, t))
dv(x,t)
dt
= 1
ǫ
Ff (u(x, t), v(x, t)) + L2,x(u(x, t), v(x, t))
Additionally, one can see from (3.1) that our main assumption treats the trans-
port term as slow comparatively with the fast component of the vector field.
The slow system evolution is then controlled by
u(x, t) = (u1(x, t), ..., ums(x, t)) ,
which are assumed to change slowly comparatively to the fast variables
v(x, t) =
(
v1(x, t), ..., vmf (x, t)
)
, ms +mf = n.
8The diffusion terms are represented first by very general and smooth differential
operators L1,x(u(x, t), v(x, t)), L2,x(u(x, t), v(x, t)). Suppose that u(x, t), v(x, t)
are smooth functions.
Initial data for the system 3.1 are
(3.2) u(x, 0) = u0(x), v(x, 0) = v0(x).
Recall that functions Fs, Ff are of the same order. Then
∣∣∣∣dU
dt
∣∣∣∣ ∼ O (1) while∣∣∣∣dV
dt
∣∣∣∣ ∼ O ( 1
ε
)
. We suppose also that operatorsL1,x(u(x, t), v(x, t)), L2,x(u(x, t), v(x, t))
has the same order as Fs, Ff .
The zero approximation S of the slow invariant manifold in the phase space (u, v)
(the space of species) is represented in the implicit form
Ff (u, v) = 0
The initial profile is Γ0(x) := (u0(x), v0(x)); u0(x) = u(x, 0), v0(x) = v(x, 0).
Denote Γ (x, t) a profile that is the solution of (3.1) at time t with the initial profile
(initial data) Γ0(x) .
Now, we are going to use the singular perturbed structure of the system (3.1).
We will follow formally the classical scheme for singular perturbed systems of ODE.
All profiles are surfaces in the phase space Rn. If initial data Γ0(x) do not belongs
to the slow manifold it will be projected to slow manifold along the fast subspaces
parallel to the coordinate fast subspace Rmf . As result we obtain the slow initial
profile Γ0,s(x) on the slow manifold Ff (u, v) = 0. For simplicity we can suppose
that Γ0(x) itself belongs to S. In the zero approximation the evolution of the slow
initial profile is due to the slow equation
du(x, t)
dt
= Fs (u(x, t), v(x, t)) + L1,x(u(x, t), v(x, t))
under additional condition
(3.3) Ff (u(x, t), v(x, t)) = 0,
i.e. the zero approximation Γ0(x, t) of Γ (x, t) belongs to S for all t.
The setRM := ∪t∈(0,∞)Γ (x, t) is called the reaction-diffusion manifold (REDIM)
and RM0 := ∪t∈(0,∞)Γ0(x, t) is its zero approximation (for ǫ = 0).
If the dimension of the profile is equal to s (dimΓ (x, t) = s) then dimRM =
dimRM0 = s+ 1.
To obtain the first order approximation of the profile in the implicit form , it is
necessary to differentiate the equation Ff (x(t), y(t), ǫ) = 0 as a function of t and
by virtue of the system (3.1), the result is
0 =
∂Ff
∂u
∂u
∂t
+
∂Ff
∂v
∂v
∂t
=
∂Ff
∂u
(Fs(u(x, t), v(x, t)) + L1,x(u(x, t), v(x, t))+
∂Ff
∂v
(
1
ǫ
Ff (u(x, t), v(x, t)) + L2,x(u(x, t), v(x, t))).
We used the short notation
∂Ff
∂u
for
∂Ff
∂u
(u(x, t), v(x, t)) and, correspondingly, for
∂Ff
∂v
. If det
∂Ff
∂v
6= 0, then this equation can be written in the more convenient form
0 = Ff (u(x, t), v(x, t)) + ε
(
∂Ff
∂v
)−1
∂Ff
∂u
Fs(u(x, t), v(x, t)) + .
ǫ
(
∂Ff
∂v
)−1
∂Ff
∂u
L1,x(u(x, t), v(x, t)) + ǫL2,x(u(x, t), v(x, t)).
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approximation coefficient
h1(u(x, t), v(x, t)) :=
(
∂Ff
∂v
)−1
∂F
∂u
Fs(u(x, t), v(x, t))+
(
∂Ff
∂v
)−1
∂F
∂u
L1,x(u(x, t), v(x, t))) + L2,x(u(x, t), v(x, t))
The first part is the first approximation for ODE, the second part is the transport
correction. Thus, the first order approximation is
0 = Ff (u(x, t), v(x, t)) + ǫh1(u(x, t), v(x, t)).(3.4)
The transport terms εL1,x(u(x, t), v(x, t)), L2,x(u(x, t), v(x, t)) have an influence
only on the first approximation.
To shorten formulas we shall drop variable (x, t) when it is clear from the context.
To obtain the second order approximation it is necessary to differentiate the
equation Ff (u(x, t), v(x, t)) = 0 twice with respect to t and equate it to zero:
(3.5)
0 = d
2
dt2
(Ff (u, v)) =
d
dt
(
∂Ff
∂u
∂u
∂t
+
∂Ff
∂v
∂v
∂t
)
=(
∂2Ff
∂u2
∂u
∂t
+
∂2Ff
∂u∂v
∂v
∂t
)
∂u
∂t
+
∂Ff
∂u
∂2u
∂t2(
∂2Ff
∂u∂v
∂u
∂t
+
∂2Ff
∂v2
∂v
∂t
)
∂v
∂t
+
∂Ff
∂v
∂2v
∂t2
By using the system (3.1) and linearity of operatorsL1,x(u(x, t), v(x, t)), L2,x(u(x, t), v(x, t))
we obtain
(3.6)
∂Ff
∂v
∂2v
∂t2
=
∂Ff
∂v
∂
∂t
(
1
ǫ
Ff (u, v) + L2,x(u(x, t), v(x, t))
)
=
∂Ff
∂v
(
1
ǫ
[
∂Ff
∂u
∂u
∂t
+
∂Ff
∂v
∂v
∂t
]
+ L2,x(
∂u(x,t)
∂t
,
∂v(x,t)
∂t
)
)
=
∂Ff
∂v
(
1
ǫ
∂Ff
∂v
[
1
ǫ
Ff (u, v) + L2,x(u(x, t), v(x, t))
]
+
1
ǫ
∂Ff
∂u
(Fs(u, v) + L1,x(u(x, t), v(x, t)) + L2,x(
∂u(x,t)
∂t
,
∂v(x,t)
∂t
)
)
∂Ff
∂u
∂2u
∂t2
=
∂Ff
∂u
∂
∂t
(
Fs(u, v) + L1,x(u(x, t), v(x, t))
)
=
∂Ff
∂u
(
∂Fs
∂u
∂u
∂t
+ ∂Fs
∂v
∂v
∂t
+ L1,x(
∂u(x,t)
∂t
,
∂v(x,t)
∂t
)
)
Equation (3.22) produces 1
ǫ
F (u, v) = −h1(u, v), and
∂v
∂t
= 1
ǫ
Ff (u, v)+L2,x(u(x, t), v(x, t)),
thus, equation (3.6) can be rewritten as
(3.7)
∂Ff
∂u
∂2u
∂t2
=
∂Ff
∂u
(
∂Fs
∂v
(L2,x(u(x, t), v(x, t)) − h1(u, v))+
∂Fs
∂u
(Fs(u, v) + L1,x(u(x, t), v(x, t)) + L1,x(
∂u(x,t)
∂t
,
∂v(x,t)
∂t
)
)
Similarly, by using equation (3.22) and equations (3.15)
(3.8)
(
∂2Ff
∂u2
∂u
∂t
+
∂2Ff
∂u∂v
)
∂u
∂t
=
∂2Ff
∂u2
(∂u
∂t
)2 +
∂2Ff
∂u∂v
∂v
∂t
∂u
∂t
=
∂2Ff
∂u2
(L1,x(u(x, t), v(x, t)) + Fs(u, v))
2 +
∂2Ff
∂u∂v
(Fs(u, v)+
L1,x(u(x, t), v(x, t)))(L2,x(u(x, t), v(x, t)) − h1(u, v)),
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(3.9)
(
∂2Ff
∂u∂v
∂u
∂t
+
∂2Ff
∂v2
∂v
∂t
)
∂v
∂t
=
∂2Ff
∂v∂u
∂u
∂t
∂v
∂t
+
∂2Ff
∂v2
(∂v
∂t
)2 =
∂2Ff
∂v∂u
(L2,x(u(x, t), v(x, t)) − h1(u, v))(Fs(u, v) + L1,x(u(x, t), v(x, t)))+
∂2F
∂v2
(L1,x(u(x, t), v(x, t))− h1(u, v))
2
Substitution of expressions (3.6), (3.7), (3.8), (3.9) in (3.5) provides
(3.10)
0 =
(
1
ǫ
)2(
∂Ff
∂v
)2
Ff (u, v) +
1
ǫ
(
∂Ff
∂v
)2
L2,x(u(x, t) v(x, t)) +
1
ǫ
∂Ff
∂u
∂Ff
∂v
(Fs(u, v)+
L1,x(u(x, t), v(x, t))) +
∂Ff
∂v
L1,x(
∂u(x,t)
∂t
,
∂v(x,t)
∂t
))+
∂Ff
∂u
(
∂Fs
∂v
(L2,x(u(x, t), v(x, t))) − h1(u, v)) +
∂Fs
∂u
(Fs(u, v)+
L1,x(u(x, t), v(x, t))) + L2,x(
∂u(x,t)
∂t
,
∂v(x,t)
∂t
)
)
+
∂2Fs
∂v2
(L2,x(u(x, t), v(x, t))) − h1(u, v))
2 +
∂2Ff
∂u∂v
(Fs(u, v)+
L1,x(u(x, t), v(x, t)))(L2,x(u(x, t), v(x, t)) − h1(u, v))+
∂2Ff
∂v∂u
(L2,x(u(x, t), v(x, t))) − h1(u, v))(Fs(u, v)+
L1,x(u(x, t), v(x, t)))) +
∂2Ff
∂u2
(L1,x(u(x, t), v(x, t)) + Fs(u, v))
2.
Multiplication of (3.10) by ǫ2(
∂Ff
∂v
)−2 yields
(3.11)
0 = Ff (u, v) + ǫL2,x(u(x, t), v(x, t)) + ǫ
(
∂Ff
∂v
)−1
∂Ff
∂u
(Fs(u, v) + L1,x(u(x, t), v(x, t)))+
ǫ2
(
∂Ff
∂v
)−2(
∂Ff
∂v
L2,x(
∂u(x,t)
∂t
,
∂v(x,t))
∂t
) +
∂Ff
∂u
(
∂Fs
∂v
(L2,x(u(x, t), v(x, t))) − h1(u, v))+
∂Fs
∂u
((Fs(u, v) + L1,x(u(x, t), v(x, t))) + L1,x(
∂u(x,t)
, ∂v
∂t
))
)
+
∂2Ff
∂v2
(L2,x(u(x, t), v(x, t))) − h1(u, v))
2 + 2
∂2Ff
∂u∂v
(Fs(u, v)+
L1,x(u(x, t), v(x, t)))(L2,x(u(x, t), v(x, t)) − h1(u, v))+
∂2Ff
∂u2
(Fs(u, v) + L1,x(u(x, t), v(x, t)))
2
)
.
Denote
(3.12)
h2(u, v) :=
(
∂Ff
∂v
)−2(
∂Ff
∂v
L2,x(
∂u(x,t)
∂t
,
∂v(x,t))
∂t
) +
∂Ff
∂u
(
∂Fs
∂v
(L2,x(u(x, t), v(x, t))) − h1(u, v))+
∂Fs
∂u
((Fs(u, v) + L1,x(u(x, t), v(x, t)))) + L1,x(
∂u(x,t)
∂t
,
∂v(x,t)
∂t
))
)
+
∂2Ff
∂v2
(L2,x(u(x, t), v(x, t))) − h1(u, v))
2 + 2
∂2Ff
∂u∂v
(Fs(u, v)+
L1,x(u(x, t), v(x, t)))(L2,x(u(x, t), v(x, t)) − h1(u, v))+
∂2Ff
∂u2
(Fs(u, v) + L1,x(u(x, t), v(x, t)))
2
)
,
therefore, second order approximation is given by
0 = F (u, v) + ǫh1(u, v) + ǫ
2h2(u, v).(3.13)
3.1. Slow transport term. The special case that is typical for chemical kinetics
models is the case of relatively slow transport processes, namely,
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(3.14)
{
du(x,t)
dt
= Fs (u(x, t), v(x, t)) + εL1,x(u(x, t), v(x, t))
ε
dv(x,t)
dt
= Ff (u(x, t), v(x, t)) + εL2,x(u(x, t), v(x, t))
For this special case evolution of the slow initial profile for ε = 0 is due to the
slow equation
du(x, t)
dt
= Fs (u(x, t), v(x, t)) ,
under additional condition
Ff (u(x, t), v(x, t)) = 0,
i.e. on the slow manifold Ff (u, v) = 0.
The transport term εL1,x(U(x, t), V (x, t)) has an influence only on the first
order approximation. In this special case evolution of any point of the initial profile
coincides with the evolution of corresponding trajectory on the slow manifold.
3.2. First order approximation of the slow invariant manifold for Lapla-
cian. Consider the following Singularly Perturbed System of equations, where the
transport operator is given by the Laplace operator:
∂u
∂t
=
1
ǫ
F (u, v) + ∆u(3.15)
∂v
∂t
= G(u, v) + ∆v(3.16)
where 0 < ǫ << 1, u = u(x, t), v = v(x, t). System (3.15) can be reformulated as
ǫ
∂u
∂t
= F (u, v) + ǫ∆u(3.17)
∂v
∂t
= G(u, v) + ∆v(3.18)
We will find an implicit form of the first approximation of the slow invariant
manifold slow manifold
F (u, v) = 0
First approximation is obtained by differentiation of F (u, v) = 0 with respect to t
0 =
∂F
∂u
∂u
∂t
+
∂F
∂v
∂v
∂t
=
∂F
∂u
(
1
ǫ
F (u, v) + ∆u) +
∂F
∂v
(G(u, v) + ∆v)(3.19)
Multiplication of (3.19) by ǫ(∂F
∂u
)−1 yields,
0 = F (u, v) + ε
[
(
∂F
∂u
)−1
∂F
∂v
G(u, v) + (
∂F
∂u
)−1
∂F
∂v
G(u, v)∆v +∆u
]
(3.20)
Denote the first approximation coefficient
h1(u, v) = (
∂F
∂u
)−1
∂F
∂v
G(u, v) +
[
(
∂F
∂u
)−1
∂F
∂v
G(u, v)∆v +∆u
]
(3.21)
The first part is the first approximation for ODE, the second part is the transport
correction.
Thus, the first order approximation is given by
0 = F (u, v) + ǫh1(u, v)(3.22)
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The first approximation for slow transport terms 3.14 is
h1(u, v) = (
∂F
∂u
)−1
∂F
∂v
G(u, v) +
[
(
∂F
∂u
)−1
∂F
∂v
G(u, v)∆v
]
3.3. Second order approximation of the slow manifold for Laplacian. In
order to obtain the second order approximation it is necessary to differentiate the
equation F (u, v) = 0 twice with respect to t
0 =
d2
dt2
(F (u, v)) =
d
dt
(
∂F
∂u
∂u
∂t
+
∂F
∂v
∂v
∂t
) = (
∂2F
∂u2
∂u
∂t
+
∂2F
∂u∂v
∂v
∂t
)
∂u
∂t
+(3.23)
∂F
∂u
∂2u
∂t2
+ (
∂2F
∂v∂u
∂u
∂t
+
∂2F
∂v2
∂v
∂t
)
∂v
∂t
+
∂F
∂v
∂2v
∂t2
(3.24)
where
∂F
∂u
∂2u
∂t2
=
∂F
∂u
∂
∂t
(1
ǫ
F (u, v) + ∆u
)
=
∂F
∂u
(1
ǫ
(
∂F
∂u
∂u
∂t
+
∂F
∂v
∂v
∂t
) + ∆(
∂u
∂t
)
)
=
(3.25)
∂F
∂u
(1
ǫ
∂F
∂u
(
1
ǫ
F (u, v) + ∆u) +
1
ǫ
∂F
∂v
(G(u, v) + ∆v) + ∆(
∂u
∂t
)
)(3.26)
∂F
∂v
∂2v
∂t2
=
∂F
∂v
∂
∂t
(
G(u, v) + ∆v
)
=
∂F
∂v
(∂G
∂u
∂u
∂t
+
∂G
∂v
∂v
∂t
+∆(
∂v
∂t
)
)
.(3.27)
Equation (3.22) produces, 1
ǫ
F (u, v) = −h1(u, v), and
∂u
∂t
= 1
ǫ
F (u, v) + ∆u, thus,
the equation (3.27) can be rewritten as
∂F
∂v
∂2v
∂t2
=
∂F
∂v
(∂G
∂u
(∆u − h1(u, v)) +
∂G
∂v
(G(u, v) + ∆v) + ∆(
∂v
∂t
)
)
(3.28)
Similarly, by using equation (3.22) and equations (3.15)
(
∂2F
∂u2
∂u
∂t
+
∂2F
∂u∂v
∂v
∂t
)
∂u
∂t
=
∂2F
∂u2
(
∂u
∂t
)2 +
∂2F
∂u∂v
∂v
∂t
∂u
∂t
=(3.29)
∂2F
∂u2
(∆u− h1(u, v))
2 +
∂2F
∂u∂v
(G(u, v) + ∆v)(∆u − h1(u, v))(3.30)
(
∂2F
∂v∂u
∂u
∂t
+
∂2F
∂v2
∂v
∂t
)
∂v
∂t
=
∂2F
∂v∂u
∂u
∂t
∂v
∂t
+
∂2F
∂v2
(
∂v
∂t
)2 =(3.31)
∂2F
∂v∂u
(∆u − h1(u, v))(G(u, v) + ∆v) +
∂2F
∂v2
(G(u, v) + ∆v)2(3.32)
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Substitution of expressions (3.27), (3.28), (3.30), (3.32) in (3.24) provides
0 =
(1
ǫ
)2(∂F
∂u
)2
F (u, v) +
1
ǫ
(∂F
∂u
)2
∆u+
1
ǫ
∂F
∂u
∂F
∂v
(G(u, v) + ∆v) +
∂F
∂u
∆(
∂u
∂t
)+
(3.33)
∂F
∂v
(∂G
∂u
(∆u− h1(u, v)) +
∂G
∂v
(G(u, v) + ∆v) + ∆(
∂v
∂t
)
)
+
(3.34)
∂2F
∂u2
(∆u− h1(u, v))
2 +
∂2F
∂u∂v
(G(u, v) + ∆v)(∆u − h1(u, v))+
(3.35)
∂2F
∂v∂u
(∆u− h1(u, v))(G(u, v) + ∆v) +
∂2F
∂v2
(G(u, v) + ∆v)2
(3.36)
Multiplication of (3.36) by ǫ2(∂F
∂u
)−2 yields
0 = F (u, v) + ǫ∆u+ ǫ
(∂F
∂u
)−1 ∂F
∂v
(G(u, v) + ∆v)+
(3.37)
ǫ2
(∂F
∂u
)−2(∂F
∂u
∆(
∂u
∂t
) +
∂F
∂v
(∂G
∂u
(∆u− h1(u, v)) +
∂G
∂v
(G(u, v) + ∆v) + ∆(
∂v
∂t
)
)
+
(3.38)
∂2F
∂u2
(∆u − h1(u, v))
2 + 2
∂2F
∂u∂v
(G(u, v) + ∆v)(∆u − h1(u, v)) +
∂2F
∂v2
(G(u, v) + ∆v)2
)
.
(3.39)
Finally, denote
h2(u, v) =
(∂F
∂u
)−2(∂F
∂u
∆(
∂u
∂t
) +
∂F
∂v
(∂G
∂u
(∆u− h1(u, v)) +
∂G
∂v
(G(u, v) + ∆v) + ∆(
∂v
∂t
)
)
+
(3.40)
∂2F
∂u2
(∆u − h1(u, v))
2 + 2
∂2F
∂u∂v
(G(u, v) + ∆v)(∆u − h1(u, v)) +
∂2F
∂v2
(G(u, v) + ∆v)2
)(3.41)
Therefore, the second order approximation is given by
0 = F (u, v) + ǫh1(u, v) + ǫ
2h2(u, v).(3.42)
4. 3D Michaelis-Menten model with Laplacian
An illustration of the suggested approximation scheme for a system with the
diffusion is presented for a benchmark model below. We consider the 3D Michaelis-
Menten model. The mathematical model consists of three ODEs
dX
dt
= −XZ + L1(1− Z − µ(1− Y ))(4.1)
dY
dt
= −L3Y Z +
L4
L2
(1− Y )(4.2)
dZ
dt
=
1
L2
((−XZ + 1− Z − µ(1− Y )) + µ)− L3Y Z +
L4
L2
(1 − Y )))(4.3)
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Figure 3.1. System state space (X,Y,Z) with 2D slow manifold
(mesh) and stationary solution profile (black solid curve). The
approximation of the fast part of the system solution trajectory is
shown by dashed line.
The system parameters are L1 = 0.99, L2 = 1, L3 = 0.05, L4 = 0.1, µ = 1 (see
e.g. [24] for details and references). By taking the diffusion into account we obtain
the following PDE system with the diffusion constant δ = 0.01:
∂X
∂t
= −XZ + L1(1− Z − µ(1 − Y )) + δ∆X(4.4)
∂Y
∂t
= −L3Y Z +
L4
L2
(1 − Y ) + δ∆Y(4.5)
∂Z
∂t
=
1
L2
((−XZ + 1− Z − µ(1− Y )) + µ)− L3Y Z +
L4
L2
(1− Y ))) + δ∆Z(4.6)
The system (4.4) - (4.6) is considered with the following initial and boundary
conditions:
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
X(t, 0) = XeqY (t, 0) = Yeq
Z(t, 0) = Zeq

(4.7)

X(t, 1) = 2Y (t, 1) = 0
Z(t, 1) = 1

(4.8)

X(0, x) = (2−Xeq)x+XeqY (0, x) = (−Yeq)x+ Yeq
Z(0, x) = (1− Zeq)x+ Zeq

(4.9)
Here (Xeq, Yeq, Zeq) are coordinates of the equilibrium point that are calculated
numerically and x is spatial variable. Initial conditions are chosen to be straight
lines, they satisfy the general assumption - join initial and equilibrium values on
boundaries.
As in the previous section the main assumption is the transport term is slow
compared with the fast vector field. First, several numerical experiments were
performed drawing a 2D slowmanifold and stationary solution of the system. Figure
3.1 shows a connection between the zero approximation of the slow manifold and
the profile of the stationary system solution to the PDE in the original coordinates
(x, y, z). In the Fig. 3.1 the stationary solution can be roughly divided into two
parts: the slow part of the stationary solution that is very close to the slow invariant
manifold and the second one, which is asymptotically close to the fast sub-field of
the system shown by the dashed line. The small third part conjugates the slow
and fast parts and can be asymptotically neglected. This simulation demonstrates
that the proposed machinery of singularly perturbed profiles is relevant to the
problem under consideration. It means that the original system (4.4) - (4.6) can be
decomposed into two subsystems: the slow one and the fast one.
In order to implement the scheme described above we apply the GQL method
[5, 8] to convert the model to a system in the standard SPS form in the new
coordinate set (U,V,W). The transformation between (X,Y, Z) and (U,V,W) is
X = 0.73U − 0.19V − 0.66W(4.10)
Y = −0.05U + 0.94V − 0.33W(4.11)
Z = 0.68U + 0.28V + 0.68W.(4.12)
Figure 4.1 shows the zero approximation of the slow manifold and trajectory to
PDE‘s solution in the decomposed coordinate system [12]. As it has to be in Fig.
4.1 the fast part (which does not belong to the manifold and shown by a dashed
line) is approximated by a parallel line to U coordinate.
At present we concentrate mainly on the slow part, because the fast part is very
simple and asymptotically corresponds to one dimensional fast manifold defining
a projection of the initial data to the slow manifold in pure homogeneous system.
Thus, following the main analytic results we compare the zero and the first order
approximation of the slow part of system solution stationary profiles. Figure 4.2
illustrates the stationary solution profiles on the zero order approximation
H0 := F (U(x, t), V (x, t),W (x, t)) = 0
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Figure 4.1. System state space (U,V,W) after the coordinate
transformation (4.10-4.12) into the standard SPS form, 2D slow
manifold (mesh) and stationary solution profile (black solid curve).
The approximation of the fast part of the system solution trajec-
tory is shown by dashed line.
and on the first order approximation
H1 := F (U(x, t), V (x, t),W (x, t)) + ǫh1(U(x, t), V (x, t),W (x, t)) = 0
of the system slow manifold.
Here H0 := F (U, V,W ) is an implicit form of 2D slow manifold for 3D Michaelis-
Menten model given by the left-hand side of the fast part (for variable U) of the
SPS system, namely,
H0 = F (U, V,W ) = 0.007(0.06− 0.7U
2 + 0.07V 2 + U(−1.03− 0.12V − 0.06W ) +
V (0.88 + 0.42W )− 1.4W + 0.63W 2) = 0
Figure 4.2 shows H0(U(x, t), V (x, t),W (x, t)) and H1(U(x, t), V (x, t),W (x, t))
approximations given in the implicit form. Thus, the error of the approximation
can be easily estimated. In this figure we can see that the first order approximation
of the profile is more accurate than the zero order approximation.
17
0.0 0.2 0.4 0.6 0.8 1.0
10-10
10-8
10-6
10-4
0.01
space coordinate, x
ap
pr
ox
im
at
io
n
er
ro
r
Figure 4.2. Dashed line matches the solution profile on the zero
order approximation and thick line matches the solution profile on
the first order approximation with a logarithmically scaled y axis.
The next Fig. 4.3 illustrates the zero order approximation of the slow manifold
and the solution profile trajectory of the PDE‘s solution in the decomposed coor-
dinate system for the system with boundary condition close to the slow manifold.
In Fig. 4.3 the fast part of the system solution profile, which does not belong to
the manifold, vanishes.
Similarly to Fig. 4.2, Fig. 4.4 illustrates the stationary solution profiles on the
zero order approximation given in the implicit form by the RHS of U, namely, by
H0(U(x, t), V (x, t),W (x, t)) := F (U(x, t), V (x, t),W (x, t))
and by the first order correction term correspondinglyH1 := (U(x, t), V (x, t),W (x, t)) :
F (U(x, t), V (x, t),W (x, t)) + ǫh1(U(x, t), V (x, t),W (x, t))
By comparing of Figs. 4.2 and 4.4 we can see that the approximation error for the
system with the boundary condition placed closer to slow manifold is less than for
the system with the boundary condition far from slow manifold.
5. Conclusion
The formal functional series for the system in the standard SP form was used to
study and approximate the REDIM (as a manifold made of the system solutions
profiles). If the transport/diffusion term is considered as a first order correction
to the system in the standard SPS form, under assumption we do know the trans-
formation leading to this special form, then the correction terms were estimated
until the second order in general form of the transport term. The spacial form of
the diffusion described by the Laplacian was used to illustrate and estimate the
correction terms explicitly. It was found that the correction terms are spatially
dependent and can be evaluated on e.g. system solution profiles (stationary or
transient). The results were illustrated and validated by the well known example of
Michaelis-Menten enzyme model extended by the Laplace operator. Effects of the
system decomposition, influence of the boundary conditions and diffusion transport
was studied.
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