Abstract. Code-based cryptography is often viewed as an interesting "Post-Quantum" alternative to the classical number theory cryptography. Unlike many other such alternatives, it has the convenient advantage of having only a few, well identified, attack algorithms. However, improvements to these algorithms have made their effective complexity quite complex to compute. We give here some lower bounds on the work factor of idealized versions of these algorithms, taking into account all possible tweaks which could improve their practical complexity. The aim of this article is to help designers select durably secure parameters.
Introduction
Code-based cryptography has received renewed attention with the recent interest for "Post-Quantum Cryptography" (see for instance [5] ). Several new interesting proposals have been published in the last few months [18, 16, 3] . For those new constructions as well as for previously known code-based cryptosystems, precise parameters selection is always a sensitive issue. Most of the time the most threatening attacks are based on decoding algorithms for generic linear codes. There are two main families of algorithms, Information Set Decoding (ISD), and Generalized Birthday Algorithm (GBA). Each family being suited for some different parameter ranges.
ISD is part of the folklore of algorithmic coding theory and is among the most efficient techniques for decoding errors in an arbitrary linear code. One major step in the development of ISD for the cryptanalysis of the McEliece encryption scheme is Stern's variant [20] which mixes birthday attack with the traditional approach. A first implementation description [9] , with several improvements, led to an attack of 2 64.2 binary operations for the original McEliece parameters, that is decoding 50 errors in a code of length 1024 and dimension 524. More recently [6] , a new implementation was proposed with several new improvements, with a binary workfactor of 2 60.5 . Furthermore, the authors report a real attack (with the original parameters) with a computational effort of about 2 58 CPU cycles. The above numbers are accurate estimates of the real cost of a decoding attack. They involve several parameters that have to be optimized and furthermore, no close formula exists, making a precise evaluation rather difficult.
GBA was introduced by Wagner in 2002 [23] but was not specifically designed for decoding. Less generic version of this algorithm had already been used in the past for various cryptanalytic applications [8, 10] . Its first successful use to cryptanalyse a code-based system is due to Coron and Joux [11] . In particular, this work had a significant impact for selecting the parameters of the FSB hash function [1] .
Most previous papers on decoding attacks were written from the point of view of the attacker and were looking for upper bounds on the work factor of some specific implementation. One exception is the asymptotic analysis for ISD that has been recently presented in [7] . Here we propose a designer approach and we aim at providing tools to easily select secure parameters.
For both families, we present new idealized version of the algorithms, which encompass all variants and improvements known in cryptology as well as some new optimizations. This allows us to give easy to compute lower bounds for decoding attacks up to the state of the art.
We successively study three families of algorithms, first the "standard" birthday attack, then two evolutions of this technique, namely Stern's variant of information set decoding and Wagner's generalized birthday algorithm. In each case we propose very generic lower bounds on their complexity. Finally, we illustrate our work with case studies of some of the main code-based cryptosystems.
The Decoding Problem in Cryptology
r×n , a word s ∈ {0, 1} r and an integer w > 0, find a word e ∈ {0, 1} n of Hamming weight ≤ w such that eH T = s.
We will denote CSD(H, s, w) an instance of that problem. It is equivalent to decoding w errors in a code with parity check matrix H. The decision problem associated with computational syndrome decoding, namely, Syndrome Decoding, is NP-complete [4] . This problem appears in code-based cryptography and for most systems it is the most threatening known attack (sometimes the security can be reduced to CSD alone [21, 1] ). Throughout the paper we will denote
n | wt(e) = w} the set of all binary words of length n and Hamming weight w. The instances of CSD coming from cryptology usually have solutions. Most of the time, this solution is unique. This is the case for public-key encryption schemes [15, 19] or for identification schemes [21, 22] . However, if the number w of errors is larger than the Gilbert-Varshamov distance 3 we may have a few, or even a large number, of solutions. Obtaining one of them is enough. This is the case for digital signatures [12] or for hashing [2, 1] .
The Birthday Attack for Decoding
We consider an instance CSD(H, s, w) of the computational syndrome decoding. If the weight w is even, we partition the columns of H in two subsets (a priori of equal size). For instance, let H = (H 1 | H 2 ) and let us consider the sets CSD(H, s, w) . This collision search has to be repeated 1/Pr n,w times on average where Pr n,w is the probability that one of the solutions splits evenly between the left and right parts of H. Let C n,r,w denote the total number of columns sums we have to compute. If the solution is unique, we have
This number is close to the improvement expected when the birthday paradox can be applied (i.e. replacing an enumeration of N elements by an enumeration of 2 √ N elements). In this section, we will show that the factor 4 πw/2 can be removed and that the formula often applies when w is odd. We will also provide cost estimations and bounds.
A Decoding Algorithm Using the Birthday Paradox
The algorithm presented in Table 1 generalizes the birthday attack for decoding presented above. For any fixed values of n, r and w this algorithm uses three parameters (to be optimized): an integer and two sets of constant weight words W 1 and W 2 . The idea is to operate as much as possible with partial syndromes of size < r and to make the full comparison on r bits only when we have a partial match. Increasing the size of W 1 (and W 2 ) will lead to a better trade-off, ideally with a single execution of (main loop). An estimation of the cost. We will use the following assumptions (discussed in the appendix):
(B1) For all pairs (e 1 , e 2 ) examined in the algorithm, the sums e 1 + e 2 are uniformly and independently distributed in W n,w . 
// store e in some data structure at index i
The cost of the execution of the algorithm is approximatively equal to
where K 0 is the cost for testing
is the expected number of execution of the instruction (ba i) before we meet the (success) condition.
Proposition 1.
Under assumptions (B1) and (B2). We have
and K 0 is the cost for executing the instruction (ba 3) ( i.e. testing eH T = s).
Remarks.
When
n w > 2 r , the cost will depend of the number of syndromes 2 r instead of the number of words of weight w. This corresponds to the case where w is larger than the Gilbert-Varshamov distance and we have multiple solutions. We only need one of those solutions and thus the size of the search space is reduced. 2. It is interesting to note the relatively low impact of K 0 , the cost of the test in (ba 3). Between an extremely conservative lower bound of K 0 = 2, an extremely conservative upper bound of K 0 = wr and a more realistic K 0 = 2w the differences are very small.
3. In the case where w is odd and n w/2 < L, the formula of Proposition 1 is only a lower bound. A better estimate would be
4. Increasing the size of |W 1 | (and |W 2 |) can be easily and efficiently achieved by "overlapping" H 1 and H 2 (see the introduction of this section). More precisely, we take for W 1 all words of weight w/2 using only the n first coordinates (with n/2 < n < n). Similarly, W 2 will use the n (or more) last coordinates.
Lower Bounds
As the attacker can make a clever choice of W 1 and W 2 which may contradict assumption (B1), we do not want to use it for the lower bound. The result remains very close to the estimate of the previous sections except for the multiplicative constant which is √ 2 instead of 2.
Theorem 1. For any fixed value of n, r and w, we have
WF BA (n, r, w) ≥ √ 2L log(2L) with L = min n w , 2 r/2 .
Information Set Decoding (ISD)
We will consider here Stern's algorithm [20] , which is the best known decoder for cryptographic purposes, and some of its implemented variants by CanteautChabaud [9] and Bernstein-Lange-Peters [6] . Our purpose is to present a lower bound which takes all known improvements into account.
A New Variant of Stern's Algorithm
Following other works [13, 14] , J. Stern describes in [20] an algorithm to find a word of weight w in a binary linear code of length n and dimension k (and codimension r = n − k). The algorithm uses two additional parameters p and (both positive integers). We present here a generalized version which acts on the parity check matrix H 0 of the code (instead of the generator matrix). Table 2 describes the algorithm. The partial Gaussian elimination of H 0 P consists in procedure ISDecoding input:
// store e in some data structure at index i for all
finding U (r × r and non-singular) and H (and H ) such that
where U is a non-singular r × r matrix. Let
If e is a solution of CSD(H, s, w) then eP
T is a solution of CSD(H 0 , s 0 , w). Let (P, e ) be the output of the algorithm, i.e., wt(s + e H T ) = w − p, and let e be the first r − bits of s + e H T , the word e = (e | e ) is a solution of CSD(H, s, w). 
Estimation of the Cost of the New Variant
To evaluate the cost of the algorithm we will assume that only the instructions (isd i) are significant. This assumption is stronger than for the birthday attack, because it means that the Gaussian elimination at the beginning of every (main loop) costs nothing. It is a valid assumption as we only want a lower bound. Moreover, most of the improvements introduced in [9, 6] are meant to reduce the relative cost of the Gaussian elimination. We claim that within this "free Gaussian elimination" assumption any lower bound on the algorithm of Table 2 will apply on all the variants of [9, 6] . Our estimations will use the following assumptions:
(I1) For all pairs (e 1 , e 2 ) examined in the algorithm, the sums e 1 + e 2 are uniformly and independently distributed in W k+ ,p . (I2) The cost of the execution of the algorithm is approximatively equal to
where K w−p is the average cost for checking wt s + (e 1 + e 2 )H T = w − p and (isd i) is the expected number of executions of the instruction (isd i) before we meet the (success) condition. 
Proposition 2. Under assumptions (I1) and (I2
k = n − r) WF ISD (n, r, w) ≈ min
Remarks.
1. When p is small and odd the above estimates are not always accurate. The adjustment is similar to what we have in (2) (see the remarks following the estimation of the birthday decoder). In practice, if
it is probably advisable to discard this odd value of p. 2. We did not consider the case
r , when the two members of that inequality have the same order of magnitude, in detail. The situation has to be examined in detail, but most of the time the first formula will apply. 3. We use the expression = log (K w−p L p (0)) for the optimal value of (where
w−p respectively in the first case or in the second case of the Proposition). In fact a better value would be obtained by iterating this expression. The sequence defined by 0 = 0 and
) converges very quickly and its limit is close to the best value of in the algorithm. In practice, we use 1 which is already very good.
Gain Compared with Stern's Algorithm
Stern's algorithm corresponds to a complete Gaussian elimination and to a particular choice of W 1 and W 2 in the algorithm of Table 2 . A full Gaussian elimination is applied to the permuted matrix H 0 P and we get U and H such that:
The -bit collision search is performed on k columns, moreover p is always even and W 1 and W 2 will use p/2 columns of H 1 and H 2 . The variants presented in [9, 6] 
The gain of the new version of ISD is ≈ λ 4 πp/2 which is rather small in practice and correspond to the improvement of the "birthday paradox" part of the algorithm.
4 Generalized Birthday Algorithm (GBA)
General Principle
The generalized birthday technique is very efficient for solving Syndrome Decodinglike problems which have a large number of solutions. Suppose one has to solve the following problem:
r and an integer a, find a set of 2 a indexes x i such that:
In this problem, f will typically return the x i -th column of a binary matrix H. Note that, here, f is defined upon an infinite set, meaning that there are an infinity of solutions. To solve this problem, the Generalized Birthday Algorithm (GBA) does the following: ). However, the starting lists can also be chosen of different sizes so as to store only smaller lists.
In practice, for each merge operation, only one of the two lists has to be stored in memory, the second one can always be computed on the fly. As a consequence, looking at the tree of all merge operations (see Fig. 1 
In the general case this gives us a time/memory tradeoff when using GBA: one can divide the memory complexity by λ at the cost of an increase in time complexity by a factor λ a . However, many other combinations are also possible depending on the particular problem one has to deal with.
GBA Under Constraints
In the previous section, we presented a version of GBA where the number of vectors available was unbounded and where the number of vectors to XOR was Fig. 1 . Merge operations in the Generalized Birthday Algorithm. All lists in dashed line circles can be computed on the fly.
a power of 2. In practice, when using GBA to solve instances of the CSD problem only n different r-bit vectors are available and w can be any number. We thus consider an idealized version of GBA so as to bound the complexity of "real world" GBA. If w is not a power of 2, some of the starting lists L j should contain vectors f (x i ) and others XORs of 2 or more vectors f (x i ). We consider that the starting lists all contain XORs of w 2 a vectors f (x i ), even if this is not an integer. This will give the most time efficient algorithm, but will of course not be usable in practice.
The length of the matrix n limits the size of the starting lists. For GBA to find one solution on average, one needs lists L j of size 2 . However, this constraint on a is not sufficient: if all the starting lists contain the same vectors, all XORs will be found many times and the probability of success will drop. To avoid this, we need lists containing different vectors and this can be done by isolating the first level of merges.
-first we select 2 a−1 distinct vectors s j of a bits such that s j = 0. -then we pairwise merge lists L 2j and L 2j+1 to obtain lists L j containing elements having their a first bits equal to s j .
After this first round, we have 2 a−1 lists of XORs of 2w 2 a vectors such that, if we XOR the a first bits of one element from each list we obtain 0. Also, all the lists contain only distinct elements, which means we are back in the general case of GBA, except we now have 2 a−1 lists of vectors of length r − a. These lists all have a maximum size L = (see Section 2). We get the following constraint on a:
In practice, after the first level of merges we are not exactly in the general case of GBA: if, for example, s 0 ⊕ s 1 = s 2 ⊕ s 3 , after the second merges, lists L 0 and L 1 would contain exactly the same elements. This can be avoided by using another set of target values s j such that s j = 0 for the second level of merges (as for the first level) and so on for the subsequent levels of merges (except the last two levels).
Using non-integer values for a. Equation (6) determines the largest possible value of a that can be used with GBA. For given n and r, if w varies, the complexity of the algorithm will thus have a stair-like shape (see Fig. 2(a) ). The left-most point of each step corresponds to the case where Equation (6) is an equality. However, when it is not an equality, it is possible to gain a little: instead of choosing values s j of a bits one can use slightly larger values and thus start the second level of merge with shorter vectors. This gives a broken-line complexity curve (see Fig. 2(b) ). This is somehow similar to what Minder and Sinclair denote by "extended k-tree algorithm" [17] . In practice, this is almost equivalent to using non-integer values for a (see Fig. 2(c) ). We will thus assume that in GBA, a is a real number, chosen such that Equation (6) is an equality. Proposition 3. We can lower bound the binary work factor WF GBA (n, r, w) of GBA applied to solving an instance of CSD with parameters (n, r, w) by:
Note that this gives us a bound on the minimal time complexity of GBA but does not give any bound on the memory complexity of the algorithm. Also, this bound is computed using an idealized version of the algorithm: one should not expect to achieve such a complexity in practice, except in some cases where a is an integer and w a power of 2.
Attacking the McEliece Cryptosystem
In the McEliece [15] and Niederreiter [19] cryptosystems the security relies on two different problems: recovering the private key from the public key and decrypting an encrypted message. Decrypting consists in finding an error pattern e of weight w, such that e × H T = c where H is a binary matrix derived from the public key and c is a syndrome derived from the encrypted message one wants to decrypt. Here, we suppose that the structural attack consisting in recovering the private key is infeasible and can assume that H is a random binary matrix. Decryption thus consists in solving an instance of the CSD problem where one knows that one and only one solution exists.
Having a single solution rules out any attempt to use GBA, or at least, any attempt to use GBA would consist in using the classical birthday attack. For this reasons the best attacks against the McEliece and Niederreiter cryptosystems are all based on ISD. Table 3 gives the work factors we obtain using our bound from Section 3. For the classical McEliece parameters (10, 50) this bound can be compared to the work factors computed by non-idealized algorithms. Canteaut and Chabaud [9] obtained a work factor of 2 64.2 and Bernstein, Lange and Peters [6] a work factor of 2 60.5 . As one can see, the gap between our bound and their complexities is very small indicating two things:
-our bound on ISD is tight when evaluating the practical security of some
McEliece parameters, -the best ISD-based algorithms are sufficiently advanced to make our assumption that Gaussian elimination is free almost realistic. Almost no margin is left for these techniques to improve and better attacks will need to introduce new methods. 
Attacking the CFS Signature Scheme
The attack we present here is due to Daniel Bleichenbacher, but was never published. We present what he explained through private communication including a few additional details. The CFS signature scheme [12] is based on the Niederreiter cryptosystem: signing a document requires to hash it into a syndrome and then try to decode this syndrome. However, for a Goppa code correcting w errors, only a fraction 1 w! of the syndromes are decodable. Thus, a counter is appended to the message and the signer tries successive counter values until one hash is decodable. The signature consists of both the error pattern of weight w corresponding to the syndrome and the value of the counter giving this syndrome.
Attacking this construction consists in forging a valid signature for a chosen message. One must find a matching counter and error pattern for a given document. This looks a lot like a standard CSD problem instance. However, here there is one major difference with the case of McEliece or Niederreiter: instead of having one instance to solve, one now needs to solve one instance among many instances. One chooses a document and hashes it with many different counters to obtain many syndromes: each syndrome corresponds to a different instance. It has no importance which instance is solved, each of them can give a valid "forged" signature.
For ISD algorithms, having multiple instances available is of little help, however, for GBA, this gives us one additional list. Even though Goppa code parameters are used and an instance has less than a solution on average, this additional list makes the application of GBA with a = 2 possible. This will always be an "unbalanced" GBA working as follows: The number L of hashes one will have to compute on average is such that:
The memory requirements for this algorithm correspond to the size of the largest list stored. In practice, the first level lists L i can be chosen so that L 0 is always the largest, and the memory complexity is ,
This algorithm is realistic in the sense that only integer values are used, meaning that effective attacks should have time/memory complexities close to those we present in Table 4 . Of course, for a real attack, other time/memory tradeoffs might be more advantageous, resulting in other choices for λ and the w i . 
Attacking the FSB Hash Function
FSB [1] is a candidate for the SHA-3 hash competition. The compression function of this hash function consists in converting the input into a low weight word and then multiplying it by a binary matrix H. This is exactly a syndrome computation and inverting this compression function requires to solve an instance of the CSD problem. Similarly, finding a collision on the compression function requires to find two low weight words having the same syndrome, that is, a word of twice the Hamming weight with a null syndrome. In both cases, the security of the compression function (and thus of the whole hash function) can be reduced to the hardness of solving some instances of the CSD problem. For inversion (or second preimage), the instances are of the form CSD(H, w, s) and, for collision, of the form CSD(H, 2w, 0). Compared to the other code-based cryptosystems we presented, here, the number of solutions to these instances is always very large: we are studying a compression function, so there are a lot of collisions, and each syndrome has a lot of inverses. For this reason, both ISD and GBA based attacks can be used. Which of the two approaches is the most efficient depends on the parameters. However, for the parameters proposed in [1] , ISD is always the best choice for collision search and GBA the best choice for inversion (or second preimage). Table 5 contains the attack complexities given by our bounds for the proposed FSB parameters. As you can see, the complexities obtained with GBA for inversion are lower than the standard security claim. Unfortunately this does not give an attack on FSB for many reasons: the version of GBA we consider is idealized and using non-integer values of a is not practical, but most importantly, the input of the compression of FSB is not any word of weight w, but only regular words, meaning that the starting lists for GBA will be much smaller in practice, yielding a smaller a and higher complexities. 
Conclusion
In this article we have reviewed the two main families of algorithms for solving instances of the CSD problem. For each of these we have discussed possible tweaks and described idealized versions of the algorithms covering those tweaks. The work factors we computed for these idealized versions are lower bounds on the effective work factor of existing real algorithms, but also on the future improvements that could be implemented. Solving CSD more efficiently than these bounds would require to introduce new techniques, never applied to codebased cryptosystems. For these reasons, the bounds we give can be seen as a tool one can use to select parameters for code-based cryptosystems. We hope they can help other designers choose durable parameters with more ease.
1. Estimation of (ba 1): Obviously, this will be equal to |W 1 | times the expected number N of execution of (main loop). 2. Estimation of (ba 2): one particular execution of (ba 2) will thus lead to (success) with probability x = 1 − (1 − P ) |W 1 | and independently of the number of (main loop)
3. Estimation of (ba 3): the (ba 3) is executed for each pair (e 1 , e 2 ) such that e 1 H T and s + e 2 H T match on their first bits. The total number of pairs we will consider is |W 1 | · (ba 2) and one out of 2 will match. We thus expect independently of the number of (main loop)
Finally our estimate for the cost is
In the above formula, only N (the number of execution of (main loop)) may depend of |W 2 |. Moreover N will decrease when |W 2 | increases. The minimal value of N is obtained when W 2 is the largest possible, that is W 2 = W n, w/2 . In that case we have N = 1 (unless |W 1 | is too small which will not happen). The cost is thus minimal for |W 1 | = 1/P (independently of ) and we have WF BA (n, r, w)
An easy analysis of the formula tells us that it is minimal for = log ln(2)K 0 2 √ P , and we have WF BA (n, r, w) ≈ 2 √ P log
We discard the 0.086 constant which is not significant and get the result. 
