Abstract
Introduction
Many computer vision tasks rely on feature extraction and matching. For instance, feature matching can be used to compute a transformation between two images, to reconstruct the geometry of a scene (as in stereovision), or to recognize objects previously perceived. Interest points, i.e. pixels that exhibit some singularity with respect to their neighborhood, are features to which more and more attention is being paid: they can indeed be easily extracted, and are quite robust to signal noise, data acquisition parameters variations and image transformations.
One of the main application of pixel matching is stereovision. Conventional matching methods based on local grey values work well in this case, where the transformation between the two images is near the identity. Local grey value correlation techniques have been compared in [4] , and an original matching technique, more robust to signal noise, has been proposed in [ 131. To detect and remove false matches, a method using median flow filter has been used in [ 101 for the image translation case. A technique using some classical correlation and relaxation to find set of matches has been proposed in [ 141. All these methods are very sensitive to changes in image scale, rotation and view point: their applications under various image transformations is therefore not possible.
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To extract local characteristic stable with respect to image transformations, Gaussian derivatives and Gabor wavelet have been proposed [ 11. Gabor features have been used to track facial feature points [SI : in these approaches, a high resolution of spatial frequency and angular orientation is required, which is computationally expensive. Local characteristic using Gaussian derivatives and GaussLaplace operator have been presented in [ 1 11. In [7] , a local characteristic vector using Gaussian derivatives is defined to retrieve images in a database.
We present here an algorithm that matches interest points between two images without any prior knowledge on the transformation between the images. It has three important properties: it is independent to various image transformations, it is not sensitive to occlusions and signal noise, and it is able to find an approximated affine transformation between the two images, in the cases where such a transformation approximates well the real transformation. It is therefore very versatile, and can be applied to image mosaicing, image retrieval in a database, object recognition, uncalibrated stereo correlation and camera motion recovery. The next section presents the interest points detection 2 , and section 3 describes the heart of the algorithm, an interest point group matching procedure. Section 4 describes the strategy to establish matches over the whole image, and various results are presented in section 5.
Interest points
Various approaches have been proposed to detect stable interest points [6, 2, 12, 9] , the most known being the Harris detector [3] . Recently, a precise version of this detector has been introduced in [SI: it uses Gaussian functions to compute the derivatives of intensity, and the two eigenvalues of the auto-correlation matrix as the principal curvatures of the auto-correlation function. The authors compared the stability of the former approaches using repeatability, a quantitative evaluation criteria which is the percentage of repeated interest points between two images: they assessed that the precise Harris detector provides the best repeatability.
We therefore use this version of the Harris detector: the auto-correlation matrix is where I, and I, are computed by convolving the image with Gaussian derivatives.
The eigenvalues (AI, A, ) of the matrix M are the two principle curvatures, and an interest point is declared when they are higher than a given threshold. We use a single scalar value as a characteristic of an interest point P , and denote it the comemess c p :
To measure the resemblance between two repeated points P and Q in two images, the similarity S ( P , Q) is defined using the cornerness c p and CQ: Figure 2 shows the evolution of the mean of the similarity of repeated points under various known rotation and scale changes of the image shown in figure 1. Repeatability is over 80% for any rotation, and decreases down to 30% percent with a scale factor change of 1.5. For these transformations, the mean of similarity is always over 70%, and its standard deviation is not greater than 12%. 
Group matching procedure
We rely on three characteristics to establish matches : the first one is the cornerness defined on each interest point.
The two other are defined on the set of interest points included in small local regions (referred to as local groups): one is the local repeatability of the matched groups, i.e the number of points that are repeated in the two groups; and the other is a correlation coefficient of the intensity of the repeated points. The local groups cover an image region small enough so that it is possible to estimate a local affine transformation between the two groups: the local repeatability is computed using this affine transformation.
Our group matching algorithm relies on the assumption that if two interest points match, their cornerness are similar and their close neighbors are also very likely to be matched together : the repeatability between matched groups is higher than for any other group pair.
One interest point
Interest points given an interest point in the first image, all the interest points in the second image whose cornerness is similar are matching candidates. To determine which candidate is the good match, local groups around the considered point and all the candidates are built. For each candidate group, the local affine transformation that yields the highest repeatability is determined. The repeatability criteria is not sufficient to establish a valid group match: group matches are confirmed by the estimation of correlation coefficient computed on the intensity of the repeated points in matched groups.
Matching candidate pruning
Let P the set of interest points P in the first image, and Q the set of interest points Q in the second image. Given a point P taken randomly in P , the subset Q p of Q of the possible matching candidates Q for P is defined as follows:
where T, is a threshold on cornerness similarity. The value of T, is determined on the basis of the figures presented in section 2: supposing that the repeatability between two matched regions of the images is higher than 50%, similarity must be greater than 70%. Empirical tests show that a value of 0.65 for T, is satisfying.
Local grouping
Once the set Q p of possiblematching candidates for P is determined, the local group of interest points G p around the pivot P is built:
p l . . . p , are the n closet interest points of P (the neighbors of P). Similarly, A' local groups G Q k are determined for each candidate matching point Qk in Q p :
The neighbors are sorted according to their distance to the pivot (11 $1 I[< . . . <I1 p', 11, where P;. = P -pi), and the number n of neighbors must be small, so that an affine transformation is a good approximation of the image transformation to match the groups. Empirically, a number of n = 5 neighbors gives good matching results.
Local affine transformation estimation
To compute the repeatability of interest points, one must determine the 2D transformation between the images. A method to estimate this transformation using 2D projective transformation has been proposed in [15] . But in the case of non-planar scenes, such a transformation does not exist: only a local transformation between two small regions in the images can be approximately defined. Since the interest points in a local group cover a small area, the transformation between two local groups can be approximated with scale, rotation and translation changes, the shear effects being neglected. This, a proximated local affine transformation between P;. and qi in the groups (Gp, GQk), is written as -P.
where p is the scale change and 0 the rotation angle.
Given a group pair (Gp, G Q~) , the translation t is first determined by subtracting the coordinates of Qk to the coordinates of P . The matrix A being defined by two elements, an equivalent "affine feature vector" composed of p, 0 is defined, and a single matching points pair is sufficient to define an affine feature vector: pi, i t h neighbor of P , can be The maximum number of possible affine vectors for a group match is n": one must'now find out which of the possible affine vectors is the best for a tentative match between the groups (;p and 6~- ( The affine vector class that minimizes (2) is retained for the tentative group match M(Gpl GQk), and the repeatability' Rm is defined for this group match, RM = I M(GP,GQ) I.
Matching strength
We now have a set of local affine transformations and the corresponding re eatability for the possible group matches number of neighbors in a group ( n = 5) to satisfy the assumption that an affine transformation is a good estimate of the real transformation between the groups, the repeatability RM is not discriminative enough to distinguish good and bad group matches.
The strength of a group match is therefore defined as a combination of repeatability RM and a correlation score of intensity between repeated points in the groups G p and G Q k .
We chose the zero-mean normalized cross-correlation score (ZNCC): iM(Gp, GQk), Q P E Q p . However, since we chose a small 'repeatability is here an the integer number of repeated points, not il percentage ratio.
First matching group confirmation
Since further matches will be established on the basis of the local affine transformation of the current match, the validity of the first group match is of extreme importance. To make sure that the first group match is a valid one, matches are established for a few groups near the first matched group: if the found match is a real one, matches for very close groups must have a very similar local affine transformation. The similarity between the local affine transformations defined by these new group matches and by the first one is evaluated. A local affine vector A = [ a l l , u12, u21, u 2 2 , t,, tY] thatrepresents theaffine transformation of equation 1 is defined, and the similarity between two affine vectors is qualified by the Mahalanobis distance:
R u
To cope for the noise in the images, the ZNCC score is computed on the average intensity of a small (3 x 3) local windows around the repeated interest points. The strength of a match M is defined as follows:
where Tz is a threshold on Z ( M ) and Tz have to be positive. RM is the number of repeated points and the maximum value of Z ( M ) is 1 : with this definition, the group match which has the highest repeatability and a ZNCC score higher than Tz is considered valid, and if two group matches have the same repeatability R M , then they are qualified by the ZNCC score.
Interest points matching algorithm
Once a reliable group match is found by group matching procedure, a focussed group matching procedure is activated. Although the local affine transformation found for a group match is not globally stable on most scenes, it is locally stable. Therefore, it is propagated around the current group match found, i n order to focus the search of match candidates, thus reducing both the number of candidates to check and the possibility of false matches occurrences. The whole matching algorithm procedure is depicted in figure 4 . If more than one neighbor group match produces a local affine vector whose Mahalanobis with the first group vector is below a threshold, the first group match is declared as a valid one. If not, an other interest point is randomly selected in the first image, and the process is reiterated until a valid group match is found.
Focussed group matching
The local affine transformation obtained by the first group match is only valid near this group: it is used to estimate a search window in the second image to match the interest points close to the first group in the first image. Given a matched group G p in the first image, the next interest points P' to study are:
where d(P', P ) is a distance between two interest points in the first image, T d is a threshold on this distance, and A( P') are the coordinates of P' in the second image after the application of the current local affine transformation.
The matching candidates for a point P' are
where WA(P,) is asearch windowaroundd(P'). P'and the (small) set of matching candidates are then fed to the group matching procedure described in section 3 . The local affine transformation found after the production of a new group match is then checked: its similarity to the transformation of the former match is tested with the Mahalanobis distance (3) . If the new match is confirmed by this test, the current local affine transformation is updated and the process is repeated until all interest points in the first image are studied.
Global affine transformation
While the local affine transformation estimate is propagated and updated, it is possible to estimate a global affine transformation, which is of course an approximation of the real transformation between the images. But the global transformation gives much precise coordinate estimation A(P') in case of almost planar scenes or small view point change: it can be used to study the unmatched points after the end of the focussed search. A least square technique is used to compute the global affine transformation using (l), by minimizing the accumulated error e:
I
where Pi, Qi are the i t h matching points and x is the affine model parameters. When the global affine transformation become stable, it is used as the transformation A in equations (4) and (5).
Results
We tested our algorithm with a lot of distortion free image pairs of various 3D scenes, taken from positions that yields various complex image transformations. To define the effectiveness of the algorithm, two kinds of evaluation method are used: for planar scenes, a homography 7 is determined thanks to a non-linear constraint least square method applied on the matched interest points coordinates. The distance between a point p and its match q is defined by In the following figures, "wrong matches" are represented by a cross, "good matches" by a square. For plan" scenes, the tolerance limit of the distances is set as the summation of the mean distance and two times the standard deviation of their distribution*, and for non-planar scenes the tolerance is set to 1.5 pixel. Figure 5 presents the matching results for an aerial image pair. In this case, the elevation of the camera is much bigger than the scene depth variation: the scene can be considered planar, and the projective transformation defines a precise relation: the mean and standard deviation of the distances are very small (1.35 and 1.07 pixel). In this example, computation time is 2 . 3~~.
The scene of the images of figure 6 is obviously not planar: false matches are detected using the fundamental matrix (computation time is here 0.7s). The aerial images of figure 7 have been taken from an altitude of about 20m by 2Note that if a scene is not completely planar, a more flexible tolerance 3Computation times are estimated on a Sun Ultra I O Sparc station limit can be applied according to the distnbution throughout this section Finally, figure 9 shows the results on a 480 x 640 indoor scene image pair. No matches have been established on the man who moved between the acquisitions: indeed, no matches consistent with the affine transformation estimates were possible do establish. Finally, we tested various cases with no overlap between the two images: no matches were ever produced.
The time performance of the algorithm depends on the size of the overlap region between the two images: when the overlap is big (as in stereo pairs for instance), a first match is quickly established. But when the overlap is very small, the algorithm can spend quite a lot of time to establish the first group match, by checking randomly interest points until a good match is found. Once a first group match is established, the remaining time is proportional to the number of actual matches in the image. Of course, time performance is dramatically enhanced if an initial estimate of the image transformation is available.
Summary
We presented an interest point matching algorithm which is robust under various image transformations. It relies on a single characteristic defined on interest points and on local groups of interest points. Cornerness similarity and a measure based on repeatability and intensity correlation score between repeated interest points is used to match local groups. To define repeatability among local groups, a local affine transformation estimation method is proposed, and to assess the validity of a group match, a matching strength that combines the two groups characteristics is defined. Once the algorithm is initialized, an efficient candidate selection based on the local affine transformation focuses the match search. Tests on real images have shown good matching results: wrong matches seldom exceed 20%, and the algorithm works in very different conditions.
