A suitable abstract setting of the initial value problem for the first order differential equation with an unbounded operator coefficient in a Banach space where the domain of the operator depends on the dependent variable t is introduced. A new exponentially convergent algorithm for such problems is proposed. This algorithm is based on a generalization of the Duhamel's integral for vector-valued functions which allows to translate the initial problem into a boundary integral equation and then approximate it with exponential accuracy. Examples of boundary value problems for the heat equation with time-dependent boundary conditions are given which confirm and illustrate the theoretical results obtained.
Introduction
Applied problems which are described by parabolic partial differential equations with time-dependent boundary conditions in abstract setting lead to the first order differential equations in a Banach space X du(t) dt + A(t)u(t) = f (t), u(a) = u 0 (1.1)
where t is a real variable, the unknown function u(t) and the given function f (t) take values in X, and
A(t) is a given function whose values are densely defined, closed linear operators in X with domains D(t) = D(A, t) = D(A(t))
depending on the parameter t. Problems of this kind were studied e.g. in [5, [12] [13] [14] 18, 20] . In some special cases it is possible to translate a problem of the type (1.1) where the domain D(A) depends on t into an other problem with an operator coefficientÃ possessing a domain D(Ã) independent of t. For example, let us consider the problem ∂u(x, t) ∂t = ∂ 2 u ∂x 2 + f (x, t), u x (0, t) − α(t)u(0, t) = φ 1 (t), u x (1, t) + β(t)u(1, t) = φ 2 (t), u(x, 0) = u 0 (x), (1.2) where f, α, β, φ 1 , φ 2 , u 0 are given sufficiently smooth functions. In the abstract setting this is a problem of the kind (1.1) with the operator coefficient A defined by
D(t) = D(A, t) = {u(x) ∈ H
2 (0, 1) : u (0) − α(t)u(0) = φ 1 (t), u (1) + β(t)u(1) = φ 2 (t)},
Au = −u (x) ∀u ∈ D(A). (1.3)
By changing of variables [14] u(x, t) = e r(x,t) v(x, t) (1.4) with a function r(x, t) satisfying r x (0, t) + α(t) = 0, r x (1, t) − β(t) = 0 (1.5) (one can, for example, choose r(x, t) = −α(t) · x + 
−Ã(t)u = v (x) + 2r x (x, t)v + (r xx − r t )v ∀v ∈ D(Ã(t)).
( 1.7) where the domain D(Ã(t)) in the case of homogeneous boundary conditions (1.2) (i.e. φ 1 (t) ≡ 0, φ 2 (t) ≡ 0) is independent of t. Note that the new operator coefficient becomes more complicated and is no more selfadjoint. Only in the homogeneous case φ 1 (t) ≡ 0, φ 2 (t) ≡ 0 due to substitution (1.
4) we have found a bounded operator R(t) as the multiplicative operator R(t) = e r(x,t) such that the operatorÃ(t) = [R(t)]
−1 AR(t) possesses the domain independent of t. Under this and some other assumptions it was shown in [13, 14] that the unique solution of the initial value problem (1.2) exists. Unfortunately there is no a constructive way to find such operator R(t) in general case.
An other existence and uniqueness result for the problem with some boundary linear operators L(t), Φ(t) was proved in [5] .
du(t) dt = A(t)u(t), 0 ≤ s ≤ t ≤ T, L(t)u(t) = Φ(t)u(t) + f (t), 0 ≤ s ≤ t ≤ T, u(s)
The literature concerning discretizations of such problems in abstract setting is rather not voluminous (see e.g. [18] , where the Euler difference approximation of the first accuracy order for problems of the kind (1.1) with the time-dependent domain of the operator coefficient was considered, and the references therein). The classical Duhamel's integral together with discretizations of high accuracy order for the two-dimensional heat equation with time-dependent inhomogeneous Dirichlet boundary condition was proposed in [12] .
In the present paper we consider the problem 
du(t) dt + A(t)u(t) = f (t), ∂ 1 u(t) + ∂ 0 (t)u(t) = g(t), u(0)
Including the boundary condition into the definition of the operator coefficient in the first equation we get a problem of the type (1.1) with a variable domain. The separation of this condition in (1.9) will allow us below to use an abstract Duhamel's like technique in order to reduce the problem to another one including operators with domains independent of t.
The paper is organized as follows. In Section 2 we start from the case of an operator coefficient A independent of the parameter t and using the Duhamel's like integral and the operator exponential we reduce problem (1.9) to an abstract boundary integral equation. Using the fixed point iteration we show in Section 3 that this integral equation is uniquely solvable and the iteration sequence converges to the exact solution with the factorial convergence rate. The general case of an operator coefficient A(t) depending on the parameter t is considered in Section 4. Using the Duhamel's like technique problem (1.9) is reduced to a system of two boundary integral equations. In Section 4 we first introduce a pre-discretization of this system. The pre-discretization is based on the piece-wise constant approximations of the operators involved on some grid. By a factorially convergent fixed point iteration we prove the existence and uniqueness result for the system of boundary integral equations. Then, using the piece-wise constant pre-discretization, the Chebyshev interpolation for unknown functions involved and the collocation we get in Section 5 a discretization of the boundary integral equations. The main theorem of this section shows an almost (i.e. within to a polynomial factor) exponential convergence of the discretization for analytical input data. In Section 6, 7 we give some examples of parabolic partial differential equations with time-dependent coefficients and boundary conditions which illustrate our theoretical assumptions and confirm the main results. Section 7 presents a numerical example illustrating the efficiency of the numerical algorithm.
Duhamel's like technique for the first order differential equations in Banach space
In this section we consider a particular case of problem (1.9)
where the operator A and its domain D(A) are independent of t. We represent the solution in the form
with v and w satisfying 4) respectively. Introducing the operator A (1) : D(A (1) ) → X independent of t and defined by
we can write down problem (2.3) also in the form
We suppose that the operator A is such that the operator A (1) is strongly positive [1, 9, 11] (m-sectorial in the sense of [6] ), i.e. there exists a positive constant M R such that on the rays and outside a sector Σ θ = {z ∈ C : |arg(z)| ≤ θ, θ ∈ (0, π/2)} the following resolvent estimate holds
Then under some assumptions with respect to f (t) the solution of (2.6) can be represented by [19] 
Problem (2.6) with a strongly positive operator A (1) can be solved also numerically by the recently proposed exponentially convergent algorithm from [11] .
Returning to problem (2.4) we introduce the auxiliary function W (λ, t) by
where the abstract boundary condition is now independent of t. Then the solution of problem (2.4) is given by
Let us show that this function in fact satisfies (2.4) (compare with the classical representation by the Duhamel's integral [20] , p.217). Actually, the initial condition w(0) = 0 holds obviously true. Due to the first representation in (2.10) and (2.9) we have
i.e. the boundary condition ∂ 1 w(t) = −∂ 0 (t)u(t) + g(t) is also fulfilled. Due to the second representation in (2.10) we get 12) i.e. the first equation in (2.4) holds true which completes the proof. In order to make the boundary condition in (2.9) homogeneous and independent of t we introduce the
i.e. ∂ 1 B is a projector on Y . Given operator B we change the dependent variable by
For the new dependent variable we get the problem
or equivalently
(2.16)
Using the operator exponential we get the solution of this problem in the form
Now, taking into account the substitution (2.14) and the last representation we get 18) where I : X → X is the identity operator. Due to relations (2.2), (2.10) and (2.18) we arrive at the representation
from where we get the following boundary integral equation
The last equation can be written down also in the form
Let us introduce the kernel operator-valued function
Now, equation (2.20) can be written down in the form
3 Existence and uniqueness of the solution of the integral equation
In order to prove the existence and uniqueness result for the equivalent equations (2.20 ), (2.21 ) or (2.23) we make the following hypotheses: (A1) There exist a positive constant c such that
(compare with H1 from [18] ).
(A2) There exist positive constants p, q such that
belongs to the Banach space L q (0, T ; Y ) and
Let us define the sequences
where θ * (t) is the exact solution of (2.23). Now, we are in the position to prove the following result.
Theorem 3.1 Let us assume that the conditions (A1)-(A3) are fulfilled, then equation (2.20) (or, equivalently, (2.21), (2.23)) possesses the unique solution
θ * (t) ∈ L q (0, T ; Y ), 1 p + 1 q = 1
. This solution is the limit of the sequence {θ n (t)} from (3.5) with the factorial convergence, i.e. with the estimate
For the solution θ * (t) = ∂ 0 (τ )u(τ ) the following stability estimate holds
Proof. Using the Hölder inequality and assumptions A1-A3 we have 8) which means that the spectral radius of the operator V :
is equal to zero. The general theory of the Volterra integral equations (see, for example, [15, 16] , §2 ) yields the existence and uniqueness of the solution of (2.20) . Applying the Hölder inequality to the equation
analogously as above we get
from where the factorial convergence (3.6) follows. Further, let us prove the stability of the solution of equation (2.20) with respect to the right-hand side.
Using the Hölder inequality for integrals we get
Applying condition (3.1) to the last summand and then again the Hölder inequality we arrive at the estimate
Due to (3.2) we further obtain
The well known inequality (a + b)
(3.14)
Now, the Gronwall lemma [3, 4] yields (3.7). The proof is complete.
Given the solution θ
with a known function g 1 (t) = θ * (t) + g(t) and its solution is given by (see (2.19) )
Generalization to a parameter dependent operator. Existence and uniqueness result 
where A(t) is a densely defined, closed linear operator with the domain D(A) ⊂ W independent of t, u 0 is a given vector and f (t) -a given vector-valued function. We choose a mesh
and the operator B (1) 
For all t ∈ [0, T ) we define the operators
Further, we make the following hypotheses.
(B1) The operator A (2) (t) is strongly positive. This assumption implies that there exists positive constants c, κ such that [6] , p.103
(B2) There exists a real positive ω such that
(see [19] , Corollary 3.8, p.12, for corresponding assumptions on A(t) ). We also assume that the following conditions hold:
Let us rewrite the problem (4.1) in the form
Note, that now all operators on the left side of these equations are constant on each subinterval and piece-wise constant on the whole interval [0, T ). ¿From (4.12) analogously to (2.19), (2.21) we deduce
with θ(t) = ∂ 0 (t)u(t). Thus, with the Duhamel's like technique we have obtained the system of two integral equations with respect to the unknown functions u(t) and θ(t) which is equivalent to (4.1). This system is the start point for our further investigations and for the numerical algorithm.
In order to prove the existence and uniqueness result it is sufficient to choose in the framework above n = 1, t 0 = 0, t 1 = T, A(t) = A(T ) = A, and omit the index k. We introduce the vectors 14) from the space Y of vectors U = (u, v) T with the norm
and the matrices
with the operator elements
We equip the space of all such matrices with the matrix norm 18) which is consistent with the vector norm (4.15). Now, the system (4.13) with k = 1, t 0 = 0, t 1 = T can be written in the form
The fixed point iteration for the system (4.19) is given by
Since the operators E γ and D(t) commute we get from (4.20)
where
. Now we are in the position to prove the following result. 
For the solution U * γ (t) the following stability estimate holds
Proof. Let us introduce the linear operator V(t) by
Using assumptions (B1) and (B3) we get for the element E γ KE
with the indexes (1, 1):
This estimate implies
with some new constant C. This expression remains bounded for γp ∈ [0, 1).
(4.26)
Using (B2) and (B3) we get
Now, using estimates (4.28), (4.29) we get for the n−th power of the operator V(t)
(4.30)
between the n-th iteration and the exact solution we have the equation
Applying the Hölder inequality analogously as above we get
from where the factorial convergence (4.22) follows. Finally, let us prove the stability of the solution of equation (4.17) with respect to the right-hand side. Using the Hölder inequality for integrals we get
Using estimates as above we obtain
After applying inequality (a + b)
Now, the Gronwall lemma [3, 4] 
yields (4.23).
The proof is complete.
Numerical algorithm
In order to construct a discrete approximation of (4.13) we use the Chebyshev interpolation. For the sake of simplicity we consider the problem (4. 
where t k are zeros of Chebyshev orthogonal polynomial of first kind T n (t) = cos (n arccos t). Let t ν = cos θ ν , 0 < θ ν < π, ν = 1, 2, ..., n be zeros of the Chebyshev orthogonal polynomial T n (t) taken in the decreasing order, then it is well known that (see [21] ,Ch.6, Th.6.11.12, [22] , p. 123)
be the interpolation polynomials for u(t) and θ(t) = ∂ 0 (t)u(t) on the mesh ω n , x = (x 1 , ..., x n ), x i ∈ X and y = (y 1 , ..., y n ), y i ∈ Y given vectors and
the polynomial that interpolates y, where L j,n−1 =
Tn(t)
T n (t j )(t−t j ) , j = 1, ..., n are the Lagrange fundamental polynomials. Substituting P n−1 (η; x) for u(η), x k for u(t k ), P n−1 (η; y) for θ(t) = ∂ 0 (t)u(t),y k for θ(t k ) = ∂ 0 (t k )u(t k ), ∂ 0 (t k ) = ∂ 0,k and then setting t = t k in (4.13) we arrive at the following system of linear equations with respect to the unknowns x k , y k :
( 5.8) We introduce the matrix
γ β k,j and the vectors
Besides, we introduce the matrix
It is easy to see that for the (left) inversẽ
(5.13)
Remark 5.1 Using results of [7, 8, 11] 
(5.14)
Then the first equation in (5.14) and the second one in (5.5) can be written in the matrix form as
and E X is the identity operator in X. Analogously one gets the following matrix form of the equations for the error:Sz 18) where
and the consistent matrix norm
For further analysis we need the following auxiliary result.
Lemma 5.2 Under assumptions (B1)-(B6) the following estimates hold true
with a positive constant c independent of n.
Proof. The first inequality is due to assumption (B2). Due to (B4) we have
Using this estimate and (B2) we get further
The next estimate was proven in [10] using (4.8), (4.9) . For the matrix D we have from (4.11)
where Λ n = max −1≤τ ≤1 n j=1 |L j,n−1 (τ )| is the Lebesgue constant related to the Chebyshev interpolation nodes.
The last estimate is a simple consequence of assumption (B5). The lemma is proved. Due to the last inequality (5.21) there exists (I Y − ΛD) −1 bounded by a constant c independent of n, provided that n is large enough. Therefore, we get from (5.18)
(5.23)
Substituting this expressions into the first equation in (5.15) and (5.17) respectively we obtain
The next lemma presents estimates for G −1 , Q.
Lemma 5.3 Under assumptions of Lemma 5.2 there exists G −1 and it holds
with some constant c independent of n.
and now Lemma 5.2 implies
This estimate guarantees the existence of bounded inverse operator (I X − G 1 ) −1 which together with the estimate | S −1 | ≤ n proves the first assertion of the lemma. The second assertion is evident. The proof is complete.
This lemma and (5.24) imply the following stability estimates Let Π n−1 be the set of all polynomials in t with vector coefficients of degree less or equal then n − 1. In complete analogy with [2, 21, 22 ] the following Lebesgue inequality for vector-valued functions can be proved
with the error of the best approximation of u by polynomials of degree not greater then n − 1
Now, we can go over to the main result of this section. 
For n large enough it holds
where u is the solution of (4.1);
The first equation in (5.24) can be written in the form
with respect to the approximate solutionx can be solved by the fixed point iteratioñ
with the convergence rate of an geometrical progression with the denominator q ≤ c ln n
Proof. Forz x we have the second estimate in (5.29). The norm of the first summand on the right side of this inequality can be estimated in the following way
Analogously using additionally (B5) we get for the second summand 
Examples
In this section we show that many applied parabolic problems with time-dependent boundary condition can be fitted in our abstract framework.
A special example of the problem from the class (1.1) is
where the operator A :
We represent the solution of (6.1) in the form (compare with (2.3),(2.4))
u(x, t) = w(x, t) + v(x, t), (6.4) where the function v(x, t) is the solution of the problem
and the function w(x, t) satisfies
w(x, 0) = 0.
(6.6)
Introducing the operator A (1) :
(see (??) for abstract setting) we can write down problem (6.5) also in the form
with the solution
In order to solve the problem (6.6) we use the classical Duhamel's integral. We introduce the auxiliary function W (x, λ, t) satisfying the problem (compare with (2.10))
with time-independent boundary conditions. Then the solution of problem (6.6) is given by [20] w(x, t)
Using this representation one can get an integral equation with respect to u (1, t) . Actually, we have
The substitution
implies the following problem with homogeneous boundary conditions for W 1 (x, λ, t): 14) where the operator B is given by
By separation of variables we get the solution of this problem in the form
Due to (6.15) the boundary integral equation (2.23) for the example problem (6.1) takes the form
with
Let us illustrate theorem 3.1 for example problem (6.1). Integral equation (2.20) has the form (6.17). It is easy to see that the condition (A1) is fulfilled provided that
Let us show that there exists p for which the assumption (A2) holds. Actually, we have
where using the Hölder inequality the kernel K(t − λ) can be estimated by
Substituting this inequality into (6.20) we get provides that the assumption (A2) holds. The assumption (A3) for the example problem (6.1) reads as
Due to the estimate
is fulfilled if the last integral exists. The corresponding sufficient conditions on the input data f (x, t), u 0 (x) of the problem (6.1) can be found in [17, 19] . Given the solution of (6.17) the problem (6.1) takes the form
with a known function g 1 (t) = g(t) − ∂ 0 (t)u(t). Using the representation by the Duhamel's integral (6.11) we get
Now, let us illustrate that the assumptions (B1)-(B6) hold for the following model problem from the class (1.1) Table 7 .4: The error in the case n = 16, T = 1
