We prove the following theorem: For a partially ordered set Q such that every countable subset has a strict upper bound, there is a forcing notion satisfying ccc such that, in the forcing model, there is a basis of the null ideal of the real line which is order-isomorphic to Q with respect to set-inclusion. This is a variation of Hechler's classical result in the theory of forcing, and the statement of the theorem for the meager ideal has been already proved by Bartoszyński and the author.
Introduction
For f, g ∈ ω ω , we say f ≤ * g if f (n) ≤ g(n) for all but finitely many n < ω. The following theorem, which is due to Hechler [6] , is a classical result in the theory of forcing (See also [4] ). Theorem 1.1. Suppose that (Q, ≤) is a partially ordered set such that every countable subset of Q has a strict upper bound in Q, that is, for any countable set A ⊆ Q there is b ∈ Q such that a < b for all a ∈ A. Then there is a forcing notion P satisfying ccc such that, in the forcing model by P, (ω ω , ≤ * ) contains a cofinal subset {f a : a ∈ Q} which is order-isomorphic to Q, that is, 1. for every g ∈ ω ω there is a ∈ Q such that g ≤ * f a , and 2. for a, b ∈ Q, f a ≤ * f b if and only if a ≤ b.
Fuchino and Soukup [5, 7] introduced the notion of spectra. For a partially ordered set P , the unbounded set spectrum of P is the set of cardinals κ such that there is an unbounded set in P of size κ without unbounded subsets of size less than κ. They also defined several variants of spectra, and investigated how to manipulate those spectra of (ω ω , ≤ * ) using Hechler's result. In this context, Soukup asked if the statement of Hechler's theorem holds for the meager ideal or the null ideal of the real line with respect to set-inclusion.
Bartoszyński and the author [3] have answered positively the question for the meager ideal. In the present paper, we will give a positive answer for the null ideal.
Combinatorial view of null sets
In this section, we review the relationship between Borel null sets of the real line and combinatorics on natural numbers, which is described in [1] . We work in the Cantor space 2 ω with the standard product measure. Choose a strictly increasing function h ∈ ω ω satisfying 2 h(n)−h(n−1) ≥ n+1 for 1 ≤ n < ω (for example, just let h(n) = n 2 ). For each n < ω, let {C n i : i < ω} be a list of all clopen subsets of 2 ω of measure 2 −h(n) . We assume that such h and C n i 's are fixed throughout this paper. For a function f ∈ ω ω , we define
Then H f is a G δ null set, and every null set X is covered by H f for some
≤n . We call each ϕ ∈ S a slalom. As in the case of a function, for a slalom ϕ ∈ S we define
Then H ϕ is a G δ null set, and the following hold:
1. For f ∈ ω ω and ϕ ∈ S, if f (n) ∈ ϕ(n) holds for all but finitely many n < ω, then H f ⊆ H ϕ .
2. For ϕ, ψ ∈ S, if ψ(n) ⊆ ϕ(n) holds for all but finitely many n < ω, then H ψ ⊆ H ϕ .
Note that the reversed implications in the above statements do not hold in general. Now we define a canonical way to find a nonempty closed set outside H ϕ . For a slalom ϕ ∈ S, define a function r ϕ ∈ ω ω by induction on n < ω as follows: r ϕ (0) = 0, and for 1 ≤ n < ω, let
This induction goes well because, by the choice of h, we have µ(C
. R ϕ is a nonempty closed set, because it is the intersection of a decreasing sequence of closed sets in a compact space. Let A ϕ = n<ω i∈ϕ(n) C n i . Then clearly H ϕ ⊆ A ϕ . By the construction of r ϕ , we have R ϕ ∩ A ϕ = ∅, and hence R ϕ ∩ H ϕ = ∅.
For ϕ, ψ ∈ S, if r ϕ (n) ∈ ψ(n) for infinitely many n < ω, then R ϕ ⊆ H ψ and hence H ψ ⊆ H ϕ . Remark 1. Note that the correspondence from ϕ ∈ S to r ϕ ∈ ω ω depends on the choice of h and C n i 's, even though both ϕ and r ϕ are represented in terms of combinatorics on natural numbers. This is the most important reason why we fixed h and C n i 's in the beginning.
Localization forcing
In this section, we will introduce a modified form of localization forcing LOC, which is defined in [2, Section 3.1].
Let
, and for each n ∈ |s p | |s q | and f ∈ F q we have f (n) ∈ s p (n). It is easy to see the following.
1. For each n < ω, the set {q ∈ LOC : |s q | ≥ n} is dense in LOC.
2. For each f ∈ ω ω , the set {q ∈ LOC : f ∈ F q } is dense in LOC.
3. LOC is σ-linked, and hence it satisfies ccc.
Let V be a ground model, and G a LOC-generic filter over V. In V[G], let ϕ G = {s p : p ∈ G}. Then ϕ G ∈ S and, for every f ∈ ω ω ∩ V, for all but finitely many n < ω we have f (n) ∈ ϕ G (n).
, by the observation in Section 2, for every Borel null set X ⊆ 2 ω which is coded in V, we have X ⊆ H G . Now we define a modified form of localization forcing. 
We show that the forcing LOC * has similar properties to LOC.
Proof. Easy.
Proof. Fix p ∈ LOC * and f ∈ ω ω . Define q = (s q , w q , F q ) as follows:
It is easy to see that q ∈ LOC * and q ≤ p.
Lemma 3.4. LOC * is σ-linked, and hence it satisfies ccc.
Proof. It is easily seen that the set L = {p ∈ LOC * :
s ∈ T and w ≤ |s|} and, for each s ∈ T and w ≤ |s|, any two conditions in L s,w are compatible.
Let V be a ground model, and G a LOC * -generic filter over V.
Then, by Lemmata 3.2 and 3.3, we have ϕ G ∈ S and, for every f ∈ ω ω ∩ V, for all but finitely many n < ω we have f (n) ∈ ϕ G (n). Let H G = H ϕ G . The following proposition follows from the observation in Section 2.
Proposition 3.5. Let V be a ground model and G a LOC * -generic filter over V. Then in V[G], for every Borel null set X ⊆ 2 ω which is coded in V, we have X ⊆ H G .
As we observed in Section 2, in V[G], we can define r ϕ G and R ϕ G from ϕ G . Note that, in this context, every x ∈ R ϕ G is a random real over V. We can naturally define a LOC * -nameṙ for r ϕ G so that, for p ∈ LOC * , if |s p | = n then p decides the value ofṙ ↾ n, because r ϕ G depends only on ϕ G ↾ n.
Well-founded iteration
In this section, we will construct a system of forcing notions satisfying ccc in a framework of Hechler's original proof, using localization forcing in each step, instead of so-called 'Hechler forcing' (a forcing notion adding one dominating function).
Let (Q, ≤) be a partially ordered set such that every countable subset of Q has a strict upper bound in Q, that is, for every countable set A ⊆ Q there is b ∈ Q such that a < b for all a ∈ A. Extend the order to Q * = Q ∪ {Q} by letting a < Q for all a ∈ Q.
Fix a well-founded cofinal subset R of Q. Define the rank function on the well-founded set R * = R ∪ {Q} in the usual way. For a ∈ Q R, let rank(a) = min{rank(b) : b ∈ R * and a < b}. For x, y ∈ Q * , we say x ≪ y if x < y and rank(x) < rank(y).
For D ⊆ Q and ξ ≤ rank(Q), let D <ξ = {y ∈ D : rank(y) < ξ}, D ξ = {y ∈ D : rank(y) = ξ}, and for x ∈ Q with rank(x) = ξ, let
When E is downward closed in Q, we simply say E is downward closed. Definition 4.1. We define forcing notions N a for a ∈ Q * by induction on rank(a).
For a ∈ Q * , a condition p of N a is of the form p = {(s 
In this notation, N a = N Qa for a ∈ Q, and N Q has the same meaning if we consider the subscript Q either as an element of Q * or as a subset of Q. Clearly A ⊆ B ⊆ Q implies N A ⊆ N B ⊆ N Q . We are going to prove that, if A ⊆ B, then N A is completely embedded into N B . This would be a fundamental principle of the iterated forcing.
The following lemma, which is a special case of this principle, is easily checked. Using this lemma, we prove the following. Proof. It is easy to see that the compatibility of conditions in N A is the same either in N A or in N B . We show that, for p ∈ N B and r ∈ N A , if r ≤ p ↾ A then there is q ∈ N B satisfying q ≤ p and q ≤ r. We will proceed by induction on supĀ.
Suppose that p ∈ N B , r ∈ N A and r ≤ p ↾ A. Let γ = maxD r . By the induction hypothesis, there is q <γ ∈ N B<γ satisfying q <γ ≤ p ↾ γ and
By the induction hypothesis, for each x ∈ D p γ ∪ D r γ , N x is completely embedded into N B<γ and so eachḟ ∈ F x is an N B<γ -name. Choose q * ∈ N B<γ so that q * ≤ q <γ and q * decides the values ofḟ ↾ L for allḟ ∈ {F 
It is easy to see that q ∈ N B . We will show that q ≤ r and q ≤ p. We will check only clauses 8 and 9 in Definition 4.1 for rank γ; other clauses are clearly satisfied.
First we show that q ≤ r. By the definition of q, w 
Hence we have q ≤ r.
Next we show that q ≤ p.
and hence
Hence we have q ≤ p.
We will often use an argument similar to the one in the above proof. Here we represent it in the following form.
Definition 4.5. Let B ⊆ Q be a downward closed set and γ ∈B.
x is a finite set of N x -names for functions in ω ω , and |F
For γ-precondition p ′ of N B and p ∈ N B , we say p ′ is a γ-preextension of p if
p ′ } a γ-preextension of p and N < ω. Then there is q ∈ N B such that:
It is straightforward to check that q ∈ N B and q satisfies the requirement.
Next we prove that N Q satisfies ccc. Lemma 4.7. Let W be the collection of conditions q ∈ N Q satisfying the following properties:
Proof. By induction on ξ ≤ rank(Q), we will show that W <ξ is dense in N ξ .
Fix p ∈ N ξ and let γ = maxD p . Define a γ-preextension p ′ of p by the following:
Applying Lemma 4.6 to p, p ′ and N, we get a condition q ≤ p as in the lemma. By induction hypothesis, we may assume that q ↾ γ ∈ W <γ . Now it is easy to check that q ∈ W <ξ . Proof. First use Lemma 5.3, and then putḟ into F q a . Let V be a ground model and G an N Q -generic filter over V. For a ∈ Q, let G ↾ a = G ∩ N a = {p ↾ a : p ∈ G}. Then G ↾ a is an N a -generic filter over V.
In V[G], for a ∈ Q let ϕ a = {s p a : p ∈ G and a ∈ D p }. By Lemmata 5.1 and 5.2, ϕ a is defined for every a ∈ Q, and belongs to S. Lemma 5.5. In V[G], for every a ∈ Q and f ∈ ω ω ∩ V[G ↾ a], for all but finitely many n < ω we have f (n) ∈ ϕ a (n).
Proof. Follows from Lemma 5.4 and the definition of N Q . Lemma 5.6. For a, b ∈ Q, if a < b and rank(a) = rank(b), then for all but finitely many n < ω we have ϕ a (n) ⊆ ϕ b (n).
Proof. Clear from the definition of N Q .
For a ∈ Q, let H a = H ϕa . Then each H a is a null subset of 2 ω . We will show that, in V[G], the set {H a : a ∈ Q} is order-isomorphic to (Q, ≤) and cofinal in (N , ⊆).
