In this paper we study distributionally robust stochastic programming in a setting where there is a specified reference probability measure and the uncertainty set of probability measures consists of measures in some sense close to the reference measure. We discuss law invariance of the associated worst case functional and consider two basic constructions of such uncertainty sets. Finally we illustrate some implications of the property of law invariance.
Introduction
Consider the following minimax stochastic optimization problem
where X ⊂ R n , M is a (nonempty) set of probability measures on a sample space (Ω, F), ξ : Ω → Ξ is a measurable mapping from Ω into Ξ ⊂ R d , and G : R n ×Ξ → R. Such "worst case" approach to stochastic programming has a long history and goes back at least toŽáčková [15] . Recently it attracted considerable attention and became known as distributionally robust stochastic programming.
With the set M is associated the functional
defined on an appropriate space Z of measurable functions Z : Ω → R. There are two natural, and somewhat different, approaches to constructing the set M and space Z of allowable random variables. One approach is to assume that Ω is a metric space equipped with its Borel sigma algebra F, and Z is the space C(Ω) of bounded continuous functions. For a finite measure Q on (Ω, F) and Z ∈ C(Ω) the corresponding scalar product is defined as Z, Q := Ω ZdQ. If moreover the set Ω is compact, then Z = C(Ω), equipped with the sup-norm, becomes a Banach space and its dual space Z * is formed by finite signed measures equipped with the total variation norm. This approach is suitable when the set M is defined by moment constraints.
Another approach is to assume that there is a reference probability measure P on (Ω, F) and the set M consists of probability measures Q on (Ω, F) in some sense close to P . We assume further that the probability measures Q are absolutely continuous with respect to P (we will discuss implication of this additional assumption later). We concentrate on this second approach. By the Radon -Nikodym theorem, probability measure Q is absolutely continuous with respect to P iff dQ = ζdP for some probability density function (pdf) ζ : Ω → R + . That is with the set M is associated set of probability density functions A := {ζ = dQ/dP : Q ∈ M}.
We work with the space Z := L p (Ω, F, P ), p ∈ [1, ∞), of random variables Z : Ω → R having finite p-th order moments, and its dual space Z * = L q (Ω, F, P ), q ∈ (1, ∞], 1/p + 1/q = 1. For Z ∈ Z and ζ ∈ Z * their scalar product is ζ, Z := Ω ζZdP . For p ∈ (1, ∞) both spaces Z and Z * are reflexive, and the weak * topology of Z * coincides with its weak topology. We also consider space Z = L ∞ (Ω, F, P ) and pair it with the space L 1 (Ω, F, P ) by equipping L 1 (Ω, F, P ) with its weak topology and L ∞ (Ω, F, P ) with the weak * topology. Suppose that A is a subset of the dual (paired) space Z * . Then the corresponding functional ρ can be written as
This is the dual form of so-called coherent risk measures, [2] . If moreover the set A ⊂ Z is bounded (in the norm topology of Z), then ρ : Z → R is finite valued. We will refer to the set A as the uncertainty set associated with ρ. This paper is organized as follows. In the next section we discuss the basic concept of law invariance of risk functional ρ and its relation to the corresponding uncertainty set A. Section 3 is devoted to study of two generic approaches to construction of the uncertainty sets. In section 4 we consider applications of the law invariance to the SAA method and chance constrained problems.
We will use the following notation throughout the paper. The notation ζ 0 means that ζ(ω) ≥ 0 for P -almost every ω ∈ Ω. By D we denote the set of probability density functions, i.e., a measurable ζ :
We also use D * := Z * ∩ D to denote the set of probability density functions in the dual space Z * . By I A (·) we denote the indicator function of set A, that is I A (x) = 0 if x ∈ A and I A (x) = +∞ otherwise. We also use characteristic function 1 A (·), defined as 1 A (x) = 1 if x ∈ A and 1 A (x) = 0 otherwise.
Law invariance
We say that two random variables Z, Z ∈ Z are distributionally equivalent, denoted Z D ∼ Z , if they have the same distribution with respect to the reference probability measure P , i.e.,
Definition 2.1 It is said that a functional ρ : Z → R is law invariant (with respect to the reference probability measure P ) if for all Z, Z ∈ Z the implication Z
We discuss now what law invariance of the functional ρ, given in the form (1.3), means for the corresponding uncertainty set A.
Definition 2.2
We say that a mapping T : Ω → Ω is a measure preserving transformation (with respect to the reference probability measure P ) if T is measurable, one-to-one and onto, and for any A ∈ F it follows that P (A) = P (T −1 (A)). We denote by G the set of measure preserving transformations.
Since T ∈ G is one-to-one and onto, it is invertible and P (A) = P (T (A)) for any A ∈ F. The set G forms a group of transformations, i.e., if T 1 , T 2 ∈ G, then their composition T 1 • T 2 ∈ G, and if T ∈ G then its inverse T −1 ∈ G. For measurable function Z(ω) and T ∈ G we denote by Z • T their composition Z(T (ω)). Note that for any integrable function h : Ω → R and T ∈ G it follows that
Hence (2.1) holds for simple functions, and thus by passing to the limit we obtain (2.1) in general.
Example 2.1 Consider finite set Ω := {ω 1 , ..., ω m } equipped with sigma algebra F of all its subsets, and equal probabilities p i = 1/m, i = 1, ..., m. Here the set G of measure preserving transformations consists of the set of permutations π : Ω → Ω. It is not difficult to see that two random variables Z, Z : Ω → R are distributionally equivalent iff there exists a permutation π ∈ G such that Z = Z • π. This characterization of distributional equivalence can be extended to nonatomic probability spaces.
Proposition 2.1 If Z ∈ Z and Z = Z • T for some T ∈ G, then Z ∈ Z and Z and Z are distributionally equivalent. If, moreover, the space (Ω, F, P ) is nonatomic, then the converse implication holds, i.e., if Z ∈ Z and Z ∈ Z are distributionally equivalent, then there exists a measure-preserving transformation T ∈ G such that Z = Z • T .
Proof. If Z ∈ Z and Z = Z • T for some T ∈ G, then the distributional equivalence of Z ∈ Z and Z follows immediately from the measure preserving property of T . Also it follows from (2.1) that Ω |Z | p dP = Ω |Z| p dP, and hence Z ∈ Z. The converse implication can be proved by partitioning Ω into a finite collection of measurable sets of equal probabilities, using an appropriate permutation as in Example 2.1, and then passing to the limit (see, e.g., [9, Lemma A.4 
]).
For T ∈ G and Q ∈ M we denote by Q • T the composite probability measure Q (A) := Q(T (A)), A ∈ F. We say that the set M is invariant with respect to measure preserving transformations if Q ∈ M and T ∈ G imply that Q • T ∈ M. In particular, the set A ⊂ Z * is invariant with respect to measure preserving transformations if ζ ∈ A and T ∈ G imply that ζ • T ∈ A. Proof . Consider distributionally equivalent Z, Z ∈ Z. Since (Ω, F, P ) is nonatomic, there exists T ∈ G such that Z = Z • T . Furthermore for Q ∈ M we have By invariance of M with respect to G, we have that Q • T −1 ∈ G. This proves (i). The converse assertion (ii) can be proved by duality arguments, e.g., [14, Corollary 6.30] .
Note that for the implication (i), in the above proposition, the assumption that the space (Ω, F, P ) is nonatomic is essential (cf., [14, Remark 29, p .300]). When the space (Ω, F, P ) is finite, the implication (i) holds if all respective probabilities are equal to each other (as in Example 2.1).
Construction of the uncertainty sets of probability measures
In this section we discuss some generic approaches to construction of the sets M of probability measures used in (1.2) and consider examples. We assume existence of a reference probability measure P on (Ω, F) and consider probability measures Q in some sense close to P .
Distance approach
Consider the following construction. Let H be a nonempty set of measurable functions h : Ω → R. For a probability measure Q on (Ω, F) consider
Of course the integrals and the difference in the right hand sides of (3.1) should be well defined. If the set H is symmetric, i.e., h ∈ H implies that −h ∈ H, then it follows that
Formula (3.2) defines a semi-distance between probability measures Q and P (it could happen that the right hand side of (3.2) is zero even if Q = P ), while d(Q, P ) defined in (3.1) could be not symmetric. Assume further that H ⊂ Z and Q is absolutely continuous with respect to P , with the corresponding density ζ = dQ/dP ∈ Z * . Then
Since H ⊂ Z and ζ ∈ Z * it follows that the scalar product h, ζ − 1 is well defined and finite valued for every h ∈ H. Moreover if the set H ⊂ Z is bounded, then d(Q, P ) is finite valued. With the set H ⊂ Z and ε > 0 we associate the following set of density functions 1 in the dual Z * of the space Z,
1 Recall that D * = Z * ∩ D is the set of probability density functions in the dual space Z * .
For ε = 1 we drop the subscript ε and simply write A(H). Note that
and that 1 ∈ A ε (H), where 1 = 1 Ω is the constant 1 function.
Definition 3.1 Polar (one-sided) of a nonempty set S ⊂ Z is
Similarly (one-sided) polar of a set C ⊂ Z * is
Note that the set S • ⊂ Z * is convex weakly * closed, and the set C • ⊂ Z is convex weakly closed.
We have the following duality result (e.g., [1, Theorem 5 .103]).
This has the following implications for our analysis. Consider a convex weakly * closed set A ⊂ Z * of probability densities (i.e., A ⊂ D * ), and define
That is, H = (A − 1)
• is the (one-sided) polar of the set A − 1. Suppose that 1 ∈ A. Then by Theorem 3.1 we have that A − 1 is (one-sided) polar of the set H, i.e.,
• This shows that for any convex weakly * closed set A ⊂ D * , containing the constant density function 1, we can construct a weakly closed convex set H ⊂ Z such that A = A(H).
For a given uncertainty set A ⊂ D * , the equation A = A(H) does not define the (convex weakly closed) set H uniquely. This is because of the additional constraint for the set A ⊂ Z * to be a set of probability densities. In particular for any h ∈ Z, λ ∈ R and ζ ∈ D * we have that h + λ, ζ − 1 = h, ζ − 1 . • is invariant with respect to measure preserving transformations.
Since H is invariant with respect to measure preserving transformations, it follows that if h ∈ H, then h • T −1 ∈ H. Hence the maximum in (3.1) does not change by replacing Q with
This proves (i). Conversely, if the set A ⊂ Z * is invariant with respect to measure preserving transformations, then the set A − 1 is invariant with respect to measure preserving transformations.
• is invariant with respect to measure preserving transformations.
Let us finally note that for a given nonempty set H ⊂ Z, the corresponding uncertainty set A := A ε (H) can be written as
Example 3.1 (Total Variation Distance) Consider the set
The set H ⊂ L ∞ (Ω, F, P ) is symmetric and invariant with respect to measure preserving transformations. Here d(Q, P ) = Q − P , where · is the total variation norm
If we assume further that measures Q are absolutely continuous with respect to P , then for dQ = ζdP we have
The corresponding functional ρ(Z) is defined (finite valued) on L ∞ (Ω, F, P ).
Remark 3.1 Consider the set H defined in (3.9) and the corresponding distance d(Q, P ). Without assuming that Q is absolutely continuous with respect to P , structure of the set of probability measures Q satisfying d(Q, P ) ≤ ε is more involved. By the Lebesgue Decomposition Theorem we have that any probability measure Q on (Ω, F) can be represented as a convex combination Q = tQ 1 +(1−t)Q 2 , t ∈ [0, 1], of absolutely continuous with respect to P probability measure Q 1 and probability measure Q 2 supported on a set S ∈ F of P -measure zero, i.e., Q 2 (S) = 1 and P (S) = 0. By (3.10) we have that d(Q 2 , P ) = 2.
Example 3.2 Consider the set
and probability measures dQ = ζdP absolutely continuous with respect to P . This set H is invariant with respect to measure preserving transformations, but is not symmetric, and
Example 3.3 (Wasserstein Distance) Let Ω be a subset of R d equipped with its Borel sigma algebra. Consider the set of Lipschitz continuous functions modulus one,
where · is the standard Euclidean norm on R d . The corresponding distance d(Q, P ) is called Wasserstein (also called Kantorovich) distance between probability measures Q and P (see, e.g., [5] , [10] for a discussion of properties of this metric). A measure preserving transformation T : Ω → Ω could change distances between respective points of Ω, and hence the set H could be not invariant with respect to measure preserving transformations. For example, suppose that the set Ω = {ω 1 , ..., ω m } is finite and the reference probability measure P assigns to each point ω i ∈ R d equal probability p i = 1/m, i = 1, ..., m (compare with Example 2.1). Then the set G of measure preserving transformations consists of permutations of Ω. A function h : Ω → R can be identified with vector (h(ω 1 ), ..., h(ω m )). Therefore we can view H as a subset of R m , and thus 
Unless the respective distances ω i − ω j are equal to each other, the set H • π −1 is different from the set H and the uncertainty set A is not equal to the set A • π. That is, by changing order of the points ω 1 , ..., ω m we change the corresponding uncertainty set and the associated functional ρ(Z) = sup q∈A m i=1 q i Z(ω i ). Of course, making such permutation does not change the expectation
Approach of ψ-divergence
In this section we consider the ψ-divergence approach to construction of the uncertainty sets (cf., Ben-Tal and Teboull [4] ). We can refer to [3] for a recent survey of this approach. Consider a convex lower semicontinuous function ψ : R → R + ∪ {+∞} such that ψ(1) = 0. For x < 0 we set ψ(x) = +∞. Let
for some c > 0. We view A as a subset of an appropriate dual space Z * . Consider functional
By Fenchel-Moreau Theorem we have that
where ψ * (y) := sup x≥0 {yx − ψ(x)} is the conjugate of ψ. Note that since ψ(x) = +∞ for x < 0, it suffices to take maximum in calculation of the conjugate with respect to x ≥ 0. Note also that ψ * (y) can be +∞ for some y ∈ R, and since ψ(x) ≥ 0 and ψ(1) = 0 it follows that ψ * (0) = 0 and ψ * (y) ≥ y for all y ∈ R. By using representation (3.15) and interchanging the sup and integral operators 2 , we can write functional ν(·) in the form
It follows that the functional ν(·) is convex lower semicontinuous, and hence the set A ⊂ Z * is convex and closed. The set A is invariant with respect to measure preserving transformations.
The functional ρ(Z) associated with the uncertainty set A, defined in (3.13), is given by the optimal value of the problem:
2 This is justified since the space L q (Ω, F, P ) is decomposable (cf., [11, Theorem 14 .60]). 3 Of course, it suffices to take maximum in (3.16) for such Y ∈ Z that ψ * (Y )dP < +∞. Note that since ψ * (y) ≥ y and Y dP is finite for every Y ∈ Z, the integral ψ * (Y )dP is well defined.
where Z * + := {ζ ∈ Z * : ζ 0}. Lagrangian of problem (3.17) is
The Lagrangian dual of problem (3.17) is the problem
Since Slater condition holds for problem (3.17) (take ζ(ω) ≡ 1) and the functional ν(·) is lower semicontinuous, there is no duality gap between (3.17) and its dual problem (3.18).
Since the space L q (Ω, F, P ) is decomposable, the maximum in (3.18) can be taken inside the integral (cf., [11, Theorem 14 .60]), that is
We obtain ρ(Z) = inf
where (λψ) * is the conjugate of λψ. Note that it suffices in (3.18) and (3.19) to take the "inf" with respect to λ > 0 rather than λ ≥ 0, and that (λψ) * (y) = λψ * (y/λ) for λ > 0. 
That is, here ρ(Z) = AV@R α (Z) is the so-called Average Value-at-Risk functional.
Example 3.5 Consider ψ(x) := x ln x − x + 1, x ≥ 0. Here ψ(ζ)dP defines the KullbackLeibler divergence, denoted D KL (ζ P ). For λ > 0 the conjugate of λψ is (λψ) * (y) = λ(e y/λ −1). In this case it is natural to take Z = L ∞ (Ω, F, P ) and to pair it with L 1 (Ω, F, P ). By (3.19) we have
Minimization with respect to µ in the right hand side of (3.22) givesμ = λ ln E P [e Z/λ ]. By substituting this into (3.22) we obtain (cf., [6] , [7] )
Example 3.6 Consider ψ(x) := |x − 1|, x ≥ 0, and ψ(x) := +∞ for x < 0. This gives the same uncertainty set A as in Example 3.1. It is natural to take here Z := L ∞ (Ω, F, P ) and to pair it with L 1 (Ω, F, P ). We have that
Hence ρ(Z) = inf λ≥0,µ, ess sup(Z−µ)≤λ
The minimum in the right hand side of (3.24) is attained atμ = ess sup(Z) − 2λ. Suppose that c ∈ (0, 2). Then
Note that since Z − ess sup(Z) 0 the minimum in the right hand side of (3.25) is attained at some t ≤ 0, and this minimum is equal to
Hence we obtain (cf., [8] )
Example 3.7 Consider ψ(x) := [x − 1] + , x ≥ 0, and ψ(x) := +∞ for x < 0. This gives the same uncertainty set A as in Example 3.2. It is natural to take here Z := L ∞ (Ω, F, P ) and to pair it with L 1 (Ω, F, P ). We have that
Similar to the previous example, the minimum in the right hand side of (3.27) is attained at µ = ess sup(Z) − λ. Suppose that c ∈ (0, 1). Then 
Implications of law invariance
In this section we discuss some implications of the property of law invariance. Unless stated otherwise we assume that the space (Ω, F, P ) is nonatomic. We also assume that the uncertainty set A is invariant with respect to the measure preserving transformations, and hence the corresponding functional ρ is law invariant. For a measurable function Z : Ω → R, we denote by F Z (z) := P (Z ≤ z) its cumulative distribution function with respect to the reference probability measure P . Consider the set
of cdfs associated with the space Z. Since the functional ρ is law invariant, it can be considered as a function of the cdf F Z , and we sometimes write ρ(F ), F ∈ C(Z), for a law invariant functional.
Sample Average Approximation method
Given a sample Z 1 , ..., Z N of the random variable Z, we can approximate the corresponding cdf F (z) = P (Z ≤ z) by the empirical cdf
Consequently we can approximate ρ(F ) by ρ(F N ). In case of ψ-divergence, when the uncertainty set A is of the form (3.13), we can use (3.19) to write
In general we can proceed as follows. Since the reference probability space is nonatomic, it suffices to consider the standard uniform probability space. That is, let the space (Ω, F) be the interval [0,1] equipped with its Borel sigma algebra, and the reference probability measure (distribution) P be the uniform distribution on [0,1]. For any ζ ∈ A there exists a measure preserving transformation T ∈ G such that σ = ζ • T is a right side continuous and monotonically nondecreasing function σ : [0, 1] → R + . Let Υ be the set of all such functions σ = ζ • T , ζ ∈ A. Since the set A is invariant with respect to G, it follows that Υ ⊂ A. We can write then the functional ρ(F ) as follows (cf., [14, section 6.3.4 
where Consider now the distributionally robust stochastic programming problem (1.1). Suppose that for every x ∈ X the random variable G(x, ξ(ω)) belongs to Z. Let ξ 1 , ..., ξ N be a sample of the random vector ξ = ξ(ω). The Sample Average Approximation (SAA) of problem (1.1) is obtained by replacing the cdf of random variable G(x, ξ) by the corresponding empirical cdf based on the sample G(x, ξ j ), j = 1, ..., N . It is possible to show that, under mild regularity conditions, the optimal value and optimal solutions the SAA problem converge w.p.1 to their true counterparts as the sample size N tends to infinity (cf., [13] ).
In particular, in the setting of ψ-divergence the distributionally robust stochastic program (1.1) can be written in the form Min x∈X ,λ≥0,µ 6) and the corresponding SAA problem as
where
Suppose that for every ξ ∈ Ξ the function G(·, ξ) is convex. Then the right hand side of (4.8) is maximum of a family of convex in (λ, µ, x) functions. Consequently the function Ψ(·, ·, ·, ξ) is convex for all ξ ∈ Ξ, and hence problems (4.6) and (4.7) are convex. Let ϑ andθ N be the optimal values of problems (4.6) and (4.7), respectively.
Theorem 4.1 Suppose that: (i) the sample ξ 1 , ..., ξ N is iid (independent identically distributed), (ii) the set X and function G(·, ξ), for all ξ ∈ Ξ, are convex (iii) problem (4.6) has a nonempty and bounded set S ⊂ R n+2 of optimal solutions, (iv) for some point (x, λ, µ) ∈ X × R + × R the expectation E P Ψ(x, λ, µ, ξ) 2 is finite, (v) there is a measurable function
2 ] is finite and
for all (x, λ, µ, ξ), (x , λ , µ , ξ) ∈ X × R + × R and a.e. ξ. Thenθ
Moreover, if problem (4.6) has unique optimal solution, i.e., the set S = {(x,λ,μ)} is a singleton, then N 1/2 (θ N − ϑ) converges in distribution to normal N (0, σ 2 ) with
Proof. Since the set S, of optimal solutions, is nonempty and bounded and the problem is convex, it suffices to perform the optimization in a compact neighborhood of S. The results then follows from a general theory of asymptotics of SAA problems (cf., [12] , [14, section 5.
1.2]).
For iid sample the rate of convergence of the SAA estimates typically is of order [14, section 6.6] ). It is interesting to note that in Examples 3.6 and 3.7 the space Z = L ∞ (Ω, F, P ), and the corresponding functional ρ is a convex combination of the Average Value-at-Risk and the essential sup operators. In that case statistical properties of the SAA estimates are different. In Examples 3.6 and 3.7 the conjugate function ψ * is discontinuous and condition (v) of Theorem 4.1 does not hold.
Ambiguous chance constraints
In this section we follow [14, section 6.4] where additional details can be found. Consider the following so-called ambiguous chance constraint
where C : X × Ω → R and ε ∈ (0, 1). It is assumed that for every x ∈ X the function C(x, ·) is measurable. We can write (4.10) in the form
where A x := {ω ∈ Ω : C(x, ω) > 0}. For a measurable set A ∈ F consider
Because of invariance with respect to G of the corresponding set A = {ζ = dQ/dP : Q ∈ M} of density functions, it follows that g(A) is a function of P (A). Hence it can be written as g(A) = p(P (A)) for some function p : [0, 1] → R. Since the reference probability space is nonatomic the function p(·) is uniquely defined. It can be written as p(t) = ρ(1 A ) for t = P (A). The function p(·) has the following properties (cf., [14, Proposition 6. It follows that the ambiguous chance constraint (4.10) can be written as
where ε * := p −1 (ε). This indicates that in the case of law invariance, computational complexity of the corresponding ambiguous chance constrained problem is basically the same as the computational complexity of the respective reference chance constrained problem.
In some cases the function p(·) and the modified significance level ε * can be computed in a closed form. Consider the setting of ψ-divergence discussed in section 3.2. By (3.19) in that case we have p(t) = inf and hence ε * = αε. In this example the constant τ , defined in (4.12), is equal to α. AV@R α (Z)dµ(α), where µ is a probability measure on the interval (0, 1]. The function p(t) of this risk measure is given by p(t) = 1 0 p α (t)dµ(α), where p α is given in (4.15) . Since each function p α is concave, it follows that p is also a concave function.
In particular, let ρ(·) := βAV@R α (·) + (1 − β)AV@R 1 (·) (note that AV@R 1 (·) = E P (·)), for some α, β ∈ (0, 1). Then (cf., [14, p. Example 4.3 Consider the uncertainty set A of Example 3.6. In this example, by using (3.26), it can be computed that p(0) = 0 and p(t) = min{t + c/2, 1} for t ∈ (0, 1]. In this example the function p(t) is discontinuous at t = 0. Also for ε ∈ [0, c/2] we have that ε * = p −1 (ε) = 0. That is, the ambiguous chance constraint (4.10) is equivalent to that the constraint C(x, ω) ≤ 0 should be satisfied for P -almost every ω ∈ Ω.
