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Abstract
In this paper, we shall verify the conjecture |Z1(A,G)| ≡ 0 (mod gcd(|A/A′|, |G|)) of [T. Asai,
T. Yoshida, J. Algebra 160 (1993) 273–285] in the case where A is an abelian group of rank 2, and
G is an exceptional p-group for a prime p, namely, one of the following groups: for p = 2, a cyclic
2-group, a dihedral 2-group, a generalized quaternion 2-group, and a semidihedral 2-group; while
for p > 2, a cyclic p-group.
 2003 Elsevier Inc. All rights reserved.
1. Introduction
Let A and G be finite groups with a group homomorphism ϕ :A→ Aut(G). For a ∈A
and g ∈G, we denote ϕ(a)(g) by ag. A map ζ :A→G is called a crossed homomorphism
if
ζ(ab)= ζ(a) · aζ(b) for all a, b ∈A.
For example, the zero-map 0 (i.e., 0(a)= 1 for all a ∈A) is a crossed homomorphism. We
denote the set of crossed homomorphisms from A to G by Z1(A,G), and its cardinality
by |Z1(A,G)|. If the action ϕ is the trivial homomorphism, then Z1(A,G)=Hom(A,G),
the set of homomorphisms. If G is abelian, then Z1(A,G) is known as the group of co-
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then Z1(A,G) does not have a group structure in general. This makes the problems below
uneasy.
On the number of solutions of equations on G, Frobenius showed that∣∣{g ∈G | gn = 1}∣∣≡ 0 (mod gcd(n, |G|))
for any integer n. We can find several proofs of this classical theorem, for example, in [4,
6–9,12,13]. Recently, as a generalization, Yoshida [12] showed that∣∣Hom(A,G)∣∣≡ 0 (mod gcd(|A|, |G|))
for any abelian group A. Furthermore, he and the first author conjectured the following.
Conjecture [3]. Let A′ be the commutator subgroup of A. Then∣∣Z1(A,G)∣∣≡ 0 (mod gcd(|A/A′|, |G|)).
This conjecture has been verified in some cases [1–3,9]. For example, the conjecture is
true if one of the following is satisfied, where both A and G are assumed to be p-groups
for a prime p:
(1) both A and G are abelian;
(2) A = C × E, the direct product of a cyclic p-group C and an elementary abelian
p-group E;
(3) p > 2 and A= C ×Cp2 , the direct product of a cyclic p-group C and a cyclic group
Cp2 of order p2 (see [2]).
The case (3) above seems more difficult for p = 2. According to [11], the following
p-groups are called exceptional p-groups: for p = 2, the cyclic 2-groups, the dihedral
2-groups, the generalized quaternion 2-groups, and the semidihedral 2-groups; while for
p > 2, only the cyclic p-groups. The argument in [2] can not be applied for p = 2 because
the following case may occur.
Theorem 1.1 [11]. Suppose that a cyclic p-group C acts on a p-group G and∣∣Z1(C,G)∣∣ 
≡ 0 (mod gcd(p|C|, |G|)).
Then G is an exceptional p-group.
The purpose of the paper is to verify the conjecture in the case where A= 〈c1〉 × 〈c2〉,
the direct product of two cyclic groups of any finite order, and where G is an exceptional
p-group (Theorem 7.3). Our approach is mainly as follows. Let G be a non-cyclic
exceptional 2-group of order 2n (except the four-group and the quaternion group, which
will be discussed in Section 7), and let 〈x〉 be the cyclic subgroup of G of order n. Then
we shall
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(Section 3);
II: characterize the case where |Z1(A, 〈x〉)| 
≡ 0 (mod gcd(|A|,2n)) (Theorem 4.3);
III: divide Z1(A,G) into certain subsets according to the cosets G/〈x〉, and reduce to the
case of Z1(A, 〈x〉) (Proposition 6.4, Theorem 6.5) by changing actions (Theorem 2.5).
Although the conjecture for |Z1(A, 〈x〉)| has already been verified in [1, Theorem 3.1]
as the abelian case, we shall give more information on this cardinality in the steps I
and II. In particular, Proposition 3.7 and Theorem 4.3 are key results for the step III.
Such boundary value problems as in Theorem 1.1, Proposition 3.7, Theorem 4.3, and
Proposition 6.4 seem very important for inductive method to prove the conjecture.
2. Preliminaries
In this section we shall state some basic properties of Z1(A,G), which are motivated
by homological algebra. Note that we can not assume a group structure of Z1(A,G) as
stated before. We shall indicate by not only algebraic isomorphisms but also set-theoretic
bijections throughout the paper.
Suppose that a group A acts on a group G by a homomorphism ϕ :A → Aut(G).
Emphasizing the action ϕ, we may write Gϕ for G. Let G  A denote the semidirect
product of G by A. If B is a group and f :B →A is a homomorphism, then B acts on G
by the composition map ϕ ◦ f :B→ Aut(G). The following theorem can be proved by the
same argument as for A-modules (see [10, Section VI.5], [5, Section IV.2]).
Theorem 2.1. For a group B , we have
Hom(B,Gϕ A)=
{
ζ  f
∣∣ f ∈Hom(B,A), ζ ∈Z1(B,Gϕ◦f )},
where (ζ  f )(b)= (ζ(b), f (b)) for b ∈ B .
Let idA be the identity map on A and π :GA→ A the canonical epimorphism. We
shall consider the case B = A in the theorem above. Since π ◦ (ζ  f ) = f , Z1(A,G)
corresponds to the splitting maps of π , and hence to the complements of G in G  A,
namely,
Corollary 2.2. There are bijections
Z1(A,G) Φ−→ {θ ∈ Hom(A,GA) ∣∣ π ◦ θ = idA}
Ψ−→ {B GA |GB =GA, G∩B = 1},
where Φ(ζ )= ζ  idA and Ψ (θ)= θ(A).
Assume that A has a presentation A= 〈S |R〉, where S is a set of symbols and R is a set
of defining relations. We shall determine the condition of a map S →G to be extensible
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acts on G. If ζˆ :F →G is an arbitrary crossed homomorphism and ζ :S→G denotes its
restriction to S, then, by the definition of crossed homomorphisms, they satisfy
ζˆ (1)= 1, ζˆ (s−1)= s−1(ζ(s)−1), ζˆ (t1t2 · · · tn)= ζˆ (t1) · t1 ζˆ (t2 · · · tn), (2.1)
where n 2, s ∈ S, and ti ∈ S ∪ S−1. Conversely, the bijection Φ in Corollary 2.2 induces
an injection
Z1(F,G)
Φ {ζˆ  idF ∈ Hom(F,G F) ∣∣ ζˆ ∈Z1(F,G)}
↪→ Hom(F,G F) res Map(S,G F)Map(S,G)×Map(S,F ),
where Map(S,X) denotes the set of maps from S to X, and res denotes the restriction
map. It is easy to see that the image of this injection is Map(S,G)× {ι} for the inclusion
map ι :S ↪→ F . Namely, the restriction map Z1(F,G)→ Map(S,G) is bijective. In other
words, every map ζ :S→G is uniquely extensible to a crossed homomorphism ζˆ :F →G
by the rule (2.1), and every crossed homomorphism ζˆ :F →G is an extension of a unique
map ζ :S→G.
Let ρ :F →A= 〈S |R〉 be the canonical epimorphism. Then the inflation map
ρ# : Hom(A,GA)→ Hom(F,GA), ρ#(θ)= θ ◦ ρ,
is injective with Imρ# = {θ ′ ∈Hom(F,GA) | θ ′(R)= 1}. Hence we have
Z1(A,G) {θ ∈Hom(A,GA) ∣∣ π ◦ θ = idA}
 {θ ′ ∈ Hom(F,GA) ∣∣ θ ′(R)= 1, π ◦ θ ′ = ρ}
= {ζˆ  ρ ∈Hom(F,GA) ∣∣ ζˆ ∈ Z1(F,G), ζˆ (R)= 1}
 {ζˆ ∈Z1(F,G) ∣∣ ζˆ (R)= 1} {ζ ∈ Map(S,G) ∣∣ ζˆ (R)= 1}.
Consequently, we obtain the following theorem.
Theorem 2.3. If A = 〈S | R〉, then the restriction to the generators ρ(S) of A yields the
bijection Z1(A,G)→{ζ ∈Map(S,G) | ζˆ (R)= 1}.
Example 2.4. For each g ∈G, a ∈A, and j  1, we define an element R(g,a, j) of G by
R(g,a, j)= g · ag · a2g · · · aj−1g.
(1) Let m  1 and A = 〈c | cm〉, a cyclic group of order m. Given an arbitrary map
ζ : {c}→G, it follows from the rule (2.1) that
ζˆ
(
cj
)=R(ζ(c), c, j)
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(
ζ(c), c
)j = (R(ζ(c), c, j), cj).
Hence we have
Z1(A,G) {g ∈G ∣∣R(g, c,m)= 1}.
(2) Let m1  1, m2  1, and A= 〈c1, c2 | cm11 , cm22 , c1c2c−11 c−12 〉 (= 〈c1〉 × 〈c2〉). In the
same way, we have
Z1(A,G) {(g1, g2) ∈G×G ∣∣R(g1, c1,m1)=R(g2, c2,m2)= 1,
g1 · c1g2 = g2 · c2g1
}
.
Although Z1(A,G) does not have a group structure within it, we can consider
some multiplication of crossed homomorphisms as follows. Here we shall introduce this
multiplication together with its group-theoretic meaning. Fix a crossed homomorphism ζ ∈
Z1(A,Gϕ). Then, by the bijection Ψ in Corollary 2.2, ζ corresponds to the complement
Aζ of G in GA, where
Aζ = (ζ  idA)(A)=
{(
ζ(a), a
)∈GA ∣∣ a ∈A}.
The subgroup Aζ acts on G by the conjugation in GA, namely,
(
ζ(a), a
) · (g,1) · (ζ(a), a)−1 = (ζ(a) · ϕ(a)(g) · ζ(a)−1,1), a ∈A, g ∈G.
Since G A = GAζ = G Aζ , the subset {(η(a)ζ(a), a) ∈ G A | a ∈ A} for a given
map η :A→G is a complement of G in GAζ if and only if so is it in GA. Whence
we obtain the following.
Theorem 2.5 (Change of actions). If ζ ∈Z1(A,Gϕ), then ζ ∗ ϕ :A→ Aut(G), defined by
(ζ ∗ ϕ)(a)(g)= ζ(a) · ϕ(a)(g) · ζ(a)−1, a ∈A, g ∈G,
is a homomorphism, and right multiplication ζr :Z1(A,Gζ∗ϕ)→Z1(A,Gϕ), defined by
ζr(η)(a)= η(a)ζ(a), η ∈ Z1(A,Gζ∗ϕ), a ∈A,
is a bijection.
Corollary 2.6. Let Z(G) denote the center of G. Then the bijections ζr for all ζ ∈
Z1(A,Z(G)) yield a semiregular action (i.e., every non-identity element has no fixed point)
of the first cocycle group Z1(A,Z(G)) on the set Z1(A,G).
The following is directly shown, which will be needed in Section 7.
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(σ ϕ)(a)= σ ◦ ϕ(a) ◦ σ−1, a ∈A,
is a homomorphism, and σ# :Z1(A,Gϕ)→ Z1(A,Gσϕ), defined by
σ#(ζ )= σ ◦ ζ, ζ ∈ Z1(A,Gϕ),
is a bijection.
(2) Let AutA(G) denote CAut(G)(ϕ(A)), the centralizer of ϕ(A) in Aut(G). Then
AutA(G) acts on Z1(A,Gϕ) by composition as above.
3. Z1(〈c〉, 〈x〉)
In this section we shall study the crossed homomorphisms from a cyclic group 〈c〉 to
a cyclic group 〈x〉. We first introduce the following notation, which will be used in the rest
of the paper.
For an integer n, let Zn be the ring of mod n integers Z/(n), and U(Zn) the unit group
of Zn. For an integer m, let mn be the non-negative greatest common divisor gcd(m,n)
of m and n. Note that 0n = n for n  0. If n = pe for a prime p, then mn coincides with
the p-part of m bounded by n.
Moreover, even for m ∈ Zn, we agree that mn denotes the integer gcd(m,n) by
considering m as an integer. Note that the integer mn is uniquely determined by m ∈ Zn.
Reconsidering mn as an element of Zn, we have (m)= (mn) as ideals of Zn. If n 
= 0, then
AnnZn(m), the annihilator of m in Zn, has the cardinality mn.
3.1. Functions trk and T
We begin by introducing the following functions on Zn, which are motivated by the
transfer (or trace) map in group representation theory. For a non-negative integer k, we
define trk :Zn→ Zn by
trk(a)=
k−1∑
i=0
ai = 1+ a + · · · + ak−1, a ∈ Zn,
and T :U(Zn)→ Zn by
T (a)= tr|a|(a), a ∈ U(Zn),
where |a| denotes the order of a as an element of the unit group U(Zn). Note that
tr0(a)= 0, and that trk commutes with neither addition nor multiplication of Zn in general.
Further, T (a) /∈ U(Zn) if a ∈ U(Zn)− {1} since (1− a)T (a)= 1− a|a| = 0.
Lemma 3.1. Let k, l be non-negative integers. Then the following equations hold.
218 T. Asai et al. / Journal of Algebra 270 (2003) 212–237(1) trkl(a)= trk(a) trl (ak) for each a ∈ Zn.
(2) tr|a|l(a)= T (a)l for each a ∈U(Zn).
Proof. It suffices to prove (1). Since trk(a)= 1+ a + · · · + ak−1, it follows that
trkl(a)= trk(a)+ trk(a)ak + · · · + trk(a)ak(l−1)= trk(a) trl
(
ak
)
. ✷
Our theme of this paper begins with the following strange statement.
Theorem 3.2. For any a ∈U(Zn), we have (T (a))⊂ (|a|) as ideals of Zn. In other words,
|a|n divides T (a)n as integers.
Proof. We may assume n 0, and use induction on n. The assertion is obvious for n= 0
and for n = 1. We assume n > 1, and that the result holds for any positive integer less
than n. Given a ∈ U(Zn), let d = |a|n, and let π :Zn → Zd be the canonical epimorphism.
Since |a| = |π(a)|l for some l  1, Lemma 3.1 and the inductive assumption for d < n
imply that
π
(
T (a)
)= tr|π(a)|l(π(a))= T (π(a))l ∈ (|π(a)|l)= (|a|)= {0}
in Zd . Hence T (a) ∈ (d)= (|a|) in Zn. This completes the proof. ✷
Now, suppose that 〈x〉 is a cyclic group of order n on which a finite cyclic group 〈c〉
acts by a homomorphism
ϕ : 〈c〉→ Aut(〈x〉)U(Zn), ϕ(c)= a ∈ U(Zn), i.e., cx = xa. (3.1)
Note that such an action ϕ exists if and only if the order |a| divides the order |c|. By
Example 2.4(1), we have
Z1
(〈c〉, 〈x〉) {xi ∣∣R(xi, c, |c|)= 1},
where
R(xi, c, j)= xi · xia · · ·xiaj−1 = xi trj (a). (3.2)
Since tr|c|(a)= |c||a|T (a) by Lemma 3.1(2), we obtain the following theorem.
Theorem 3.3. If 〈c〉 acts on 〈x〉 by (3.1), then
Z1
(〈c〉, 〈x〉)AnnZn
( |c|
|a|T (a)
)
,
∣∣Z1(〈c〉, 〈x〉)∣∣= ( |c||a|T (a)
)
n
.
It is trivial that |Ker ϕ|, the order of the kernel of the action ϕ, is |c|/|a|. Thus the
theorem implies
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Since |a|n divides T (a)n by Theorem 3.2, the preceding theorem also shows that the
conjecture for this case is true, namely,
Theorem 3.5. If 〈c〉 acts on 〈x〉, then |Z1(〈c〉, 〈x〉)| ≡ 0 (mod gcd(|c|, |x|)).
As stated in Section 1, although the conjecture for this case has already been verified, it
is important to consider the problem whether |Z1(〈c〉, 〈x〉)| = |c|n or not. If n divides |c|,
then it is clear that |Z1(〈c〉, 〈x〉)| = |c|n = n. Otherwise, the problem is reduced to the
question whether |a|n = T (a)n or not. In the next subsection, we shall compare |a|n with
T (a)n in the special case where n is a non-trivial power of 2.
3.2. The values of T for cyclic 2-groups
Throughout the subsection, let n be a non-trivial power of 2. It is well known that
U(Zn) = 〈5〉 × 〈−1〉 (even if n = 2,4). Note that a ∈ 〈5〉 if and only if a ≡ 1 mod 4Zn
in Zn. Since U(Zn) is a 2-group, we have |a|n = |a| for any a ∈ U(Zn). Set
In =
{
a ∈ U(Zn)
∣∣ |a| 2}=


{1} if n= 2,
{±1} if n= 4,{±1,±1+ n2 } otherwise.
We first display the data below as examples for small n.
[n= 8]
a |a| T (a) T (a)n/|a|
1= 50 1 1 1
3 2 4 2
5= 51 2 6 1
7 2 0 4
[n= 16]
a |a| T (a) T (a)n/|a|
1= 50 1 1 1
3 4 8 2
5= 51 4 12 1
7 2 8 4
9= 52 2 10 1
11 4 8 2
13 = 53 4 12 1
15 2 0 8
[n= 32]
a |a| T (a) T (a)n/|a|
1= 50 1 1 1
3 8 16 2
5= 51 8 24 1
7 4 16 4
9= 56 4 20 1
11 8 16 2
13= 57 8 24 1
15 2 16 8
17= 54 2 18 1
19 8 16 2
21= 55 8 24 1
23 4 16 4
25= 52 4 20 1
27 8 16 2
29= 53 8 24 1
31 2 0 16
In each table, the last column has integer values, which is the assertion of Theorem 3.2.
Moreover, we can find that the table of n, except the first and the last rows, occurs in
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of |a| and T (a). This observation leads us to give an inductive method to calculate T (a)
as follows.
Given m ∈ Zn/2, we choose m′ ∈ Z such that m = m′ + (n/2) ∈ Zn/2, and denote the
element 2m′ + (n) ∈ Zn by 2 ∗m. This definition is independent of the choice of m′, and
thus 2 ∗m ∈ Zn is uniquely determined by m ∈ Zn/2.
Lemma 3.6. Let π :U(Zn)→U(Zn/2) be the canonical epimorphism, and let Tn/2 denote
T of Zn/2. Then T (a) of a ∈ U(Zn) is one of the following:
(1) T (1)= 1.
(2) If n 4 (i.e., |In| 2), then T (−1)= 0.
(3) If n 8 (i.e., |In| = 4), then T (−1+ n2 )= n2 and T (1+ n2 )= 2+ n2 .(4) If |a| 4, then |a| = 2|π(a)| and T (a)= 2 ∗ Tn/2(π(a)).
Proof. Since (1)–(3) are obvious, it suffices to show (4). If |a| 4, then n 16 and
Kerπ =
〈
1+ n
2
〉
< 〈5〉<U(Zn)= 〈5〉 × 〈−1〉.
The assertion on |a| follows at once. Choose a′ ∈ Z such that a = a′ + (n) ∈ Zn. Then
π(a)= a′ + ( n2 ) ∈ Zn/2. By Lemma 3.1, we have
tr|a|(a′)= tr2|π(a)|(a′)= tr|π(a)|(a′) · tr2
(
(a′)|π(a)|
)
as integers. However, since π(a) 
= 1 ∈ Zn/2, it follows that Tn/2(π(a)) /∈ U(Zn/2),
and thus tr|π(a)|(a′) ∈ 2Z. On the other hand, tr2((a′)|π(a)|) = 1 + (a′)|π(a)| ≡ 1 + 1 =
2 (mod n/2). Hence we obtain
tr|a|(a′)≡ tr|π(a)|(a′) · 2 (mod n).
This implies the statement (4), and completes the proof of the lemma. ✷
By the lemma, we can calculate T (a) inductively, and conclude as follows.
Proposition 3.7. Let a ∈ U(Zn). Then
(1) T (a)n =


n if n 4 and a =−1,
|a| if a ∈ 〈5〉,
n
2 otherwise;
(2)
T (a)n
|a| =
(1+ a)n
2
;
(3) (1− a)n · T (a)n =
{2n if n 4 and a =−1,
n otherwise;
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(
T (a)
)= {Zn if n 4 and a =−1,
(1− a) otherwise;
(5) If |a| 4, then
∣∣∣a + n2
∣∣∣= |a| and T (a + n2
)
= T (a).
Proof. It suffices to prove them for a 
= ±1.
(1) We use induction on |a|. If |a| = 2, then the assertion follows from Lemma 3.6(3).
Assume |a| 4. Then |a| = 2|π(a)| and T (a)= 2 ∗ Tn/2(π(a)) by Lemma 3.6(4). By the
inductive assumption, the assertion holds for Tn/2(π(a)), and hence for T (a).
(2) Since a2 ∈ 〈5〉, it follows from (1) above that T (a2)n = |a2|. Thus we have
n > T (a)n =
(
(1+ a) · T (a2))
n
= (1+ a)n ·
∣∣a2∣∣= (1+ a)n · |a|2 .
(3) Since a 
= ±1, it follows that n (1− a)n · (1+ a)n = (1− a2)n. Whence we have
(1− a)n · T (a)n = (1− a)n · (1+ a)n · T
(
a2
)
n
= (1− a2)
n
· T (a2)
n
= · · · = (1− 1)n · T (1)n = n.
(4) It is clear by (3).
(5) If |a| 4, then |a + n/2| = |(1 + n/2)a| = |a| 4. The assertion on T (a) follows
from Lemma 3.6(4) since π(a + n/2)= π(a). ✷
Remark. Let n be a non-trivial power of an odd prime p. Then the set of p-elements
of U(Zn) coincides with the coset 1 + pZn as subsets of Zn. Hence if a ∈ U(Zn) is not a
p-element, then 1−a ∈ U(Zn), while (1−a)T (a)= 1−a|a| = 0. It follows that T (a)= 0.
On the other hand, if a 
= 1 is a p-element, then, as in Lemma 3.6(4), we can prove that
|a| = p|π(a)| and T (a)= p ∗ Tn/p(π(a)), where π :U(Zn)→ U(Zn/p) is the canonical
epimorphism. Therefore, as an element of Zn, we have
T (a)=
{ |a| if a is a p-element of U(Zn),
0 otherwise.
4. Z1(〈c1〉 × 〈c2〉, 〈x〉)
4.1. Calculation for cyclic p-groups
Let p be a prime, and n a non-trivial power of p. Assume that 〈x〉 is a cyclic group of
order n on which A= 〈c1〉 × 〈c2〉 acts by a homomorphism
ϕ :A→ U(Zn), ϕ(c1)= a1, ϕ(c2)= a2. (4.1)
We shall calculate |Z1(A, 〈x〉)|. By Example 2.4(2) and Theorem 3.3, we have
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(
A, 〈x〉)

{
(i1, i2) ∈ AnnZn
( |c1|
|a1|T (a1)
)
×AnnZn
( |c2|
|a2|T (a2)
) ∣∣∣ (1− a2)i1 = (1− a1)i2
}
,
where ζ ∈ Z1(A, 〈x〉) corresponds to (i1, i2) such that ζ(c1)= xi1 , ζ(c2)= xi2 . Therefore
the following is a pullback diagram:
Z1(A, 〈x〉) π1
π2
AnnZn
( |c1||a1|T (a1))
(1−a2)l
AnnZn
( |c2||a2|T (a2)) (1−a1)l Zn,
where πj is the projection, and (1 − aj )l is multiplication by (1 − aj ) for each j = 1,2.
Because n is a power of p, the ring Zn is uniserial (i.e., Zn has a unique composition series
of ideals). Hence we may assume that Im(1− a2)l ⊂ Im(1− a1)l in the diagram, namely,
(1− a2)AnnZn
( |c1|
|a1|T (a1)
)
⊂ (1− a1)AnnZn
( |c2|
|a2|T (a2)
)
. (4.2)
Then Zn at the lower right corner in the diagram can be replaced with Im(1− a1)l , which
makes (1 − a1)l surjective. From well-known properties of pullback diagrams, it follows
that π1 is surjective and Kerπ1 Ker(1− a1)l . Hence we have
∣∣Z1(A, 〈x〉)∣∣= | Imπ1| · |Kerπ1|
=
∣∣∣∣AnnZn
( |c1|
|a1|T (a1)
)∣∣∣∣ ·
∣∣∣∣AnnZn
( |c2|
|a2|T (a2)
)
∩AnnZn (1− a1)
∣∣∣∣.
The last factor is equal to either∣∣∣∣AnnZn
( |c2|
|a2|T (a2)
)∣∣∣∣ or ∣∣AnnZn (1− a1)∣∣
since Zn is uniserial.
Case 1. AnnZn (
|c2||a2|T (a2))⊂AnnZn (1− a1).
In this case, (1− a1)l , and hence (1− a2)l , is the zero-map. Thus we have
Z1
(
A, 〈x〉)Z1(〈c1〉, 〈x〉)×Z1(〈c2〉, 〈x〉),∣∣Z1(A, 〈x〉)∣∣= ( |c1||a1|T (a1)
)
n
·
( |c2|
|a2|T (a2)
)
n
≡ 0 (mod |c1|n · |c2|n),
by Theorem 3.5.
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|c2||a2|T (a2))⊃AnnZn (1− a1).
Since T (a1) · (1− a1)= 0 in Zn, we have
∣∣Z1(A, 〈x〉)∣∣= ( |c1||a1|T (a1)
)
n
· (1− a1)n ≡ 0 (mod n).
Note that |c1|n · |c2|n ≡ 0 (mod |A|n). Therefore the conjecture for this case is true, namely,
Theorem 4.1. Let p be a prime. If A = 〈c1〉 × 〈c2〉 acts on a cyclic p-group 〈x〉, then
|Z1(A, 〈x〉)| ≡ 0 (mod gcd(|A|, |x|)).
4.2. Boundary value problem for cyclic 2-groups
We continue to restrict our attention to the case p = 2, namely, we assume that
A= 〈c1〉 × 〈c2〉 acts on a cyclic 2-group 〈x〉 of order n by (4.1), where n is a non-trivial
power of 2. As stated in Section 1, we shall consider the question whether |Z1(A, 〈x〉)| ≡
0 (mod |A|2n) or not.
Lemma 4.2. Assume that |a1| · |c2| ≡ 0 (mod 2n) and a1 
= 1. Then, as ideals of Zn,
(
T (a1)
)⊂ (1+ a1)AnnZn
( |c2|
|a2|T (a2)
)
.
Proof. From Proposition 3.7(2), it follows that
(
T (a1)
)= (1+ a1)
( |a1|
2
)
⊂ (1+ a1)AnnZn(|c2|)⊂ (1+ a1)AnnZn
( |c2|
|a2|T (a2)
)
. ✷
Theorem 4.3. Let A = 〈c1〉 × 〈c2〉 acts on a non-trivial cyclic 2-group 〈x〉 of order n
by (4.1). Then |Z1(A, 〈x〉)| 
≡ 0 (mod |A|2n) if and only if the following conditions are
satisfied:
(1) |A| ≡ 0 (mod 2n);
(2) for either i = 1 or i = 2, we have
(i) |ci |n = |ai |, and
(ii) ai 
= −1 if n 4.
Moreover, in this case, we have |Z1(A, 〈x〉)| = n.
Remark. (a) The condition (1) is equivalent to |A|2n = 2n, and also to |A|2n > |A|n.
(b) The condition (2)(ii) is equivalent to T (ai)n · (1− ai)n = n by Proposition 3.7(3).
(c) If both |c1| and |c2| are even, then the condition (2) implies ai 
= 1 and n 8.
Proof. Suppose that |c1| is odd. Then a1 = 1, and the condition (2) is always satisfied.
Since Z1(〈c1〉, 〈x〉) = Hom(〈c1〉, 〈x〉) = {0}, we have |Z1(A, 〈x〉)| = |Z1(〈c2〉, 〈x〉)|  n.
Therefore it follows from Theorem 4.1 that |Z1(A, 〈x〉)| 
≡ 0 (mod |A|2n) if and only if the
condition (1) is satisfied. In this case, it is clear that |Z1(A, 〈x〉)| = |A|n = n.
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≡
0 (mod |A|2n). Then the condition (1) is satisfied by Theorem 4.1. Since both |c1| and |c2|
are even, it follows that |c1|n · |c2|n ≡ 0 (mod 2n). Thus Case 1 with the assumption (4.2)
in the preceding subsection does not arise. In Case 2, it is easy to see that |Z1(A, 〈x〉)|
takes the minimum value n if and only if both |c1|n = |a1| and T (a1)n · (1− a1)n = n are
satisfied. Therefore we obtain the condition (2) from Proposition 3.7(3).
Conversely, we assume that |A| ≡ 0 (mod 2n), |c1|n = |a1|, and a1 
= ±1 (see
Remark (c)). Proposition 3.7(4) implies
(1− a2)AnnZn
( |c1|
|a1|T (a1)
)
= (1− a2)(1− a1)⊂ (1− a1)AnnZn
( |c2|
|a2|T (a2)
)
.
Hence the assumption (4.2) in the preceding subsection is satisfied. Moreover, Lemma 4.2
implies
AnnZn(1− a1)=
(
T (a1)
)⊂ (1+ a1)AnnZn
( |c2|
|a2|T (a2)
)
AnnZn
( |c2|
|a2|T (a2)
)
. (4.3)
Thus Case 2 in the preceding subsection arises. Therefore we obtain |Z1(A, 〈x〉)| =
T (a1)n · (1− a1)n = n. This completes the proof. ✷
We note that the last inclusion in (4.3) is strict because AnnZn ( |c2||a2|T (a2)) contains
T (a1) 
= 0. Consequently, Case 1 in the preceding subsection does not arise.
5. Z1(〈c〉,G)
Throughout this section, let G be a non-cyclic exceptional 2-group, namely, one of the
following groups:
D2n =
〈
x, y
∣∣ xn = y2 = 1, yxy = x−1〉 for n 2,
Q2n =
〈
x, y
∣∣ xn/2 = y2, yxy−1 = x−1〉 for n 4,
SD2n =
〈
x, y
∣∣ xn = y2 = 1, yxy = x−1+n/2〉 for n 8,
where n is a power of 2. Then |G| = 2n, and |x| = n. Further, 〈x〉 is a characteristic
subgroup of G, except when G is the four-group D4 or the quaternion group Q8.
We shall first obtain information on the automorphisms of G. We can define an
automorphism σb,a of G by
σb,a(x)= xa, σb,a(y)= xby,
where a ∈ U(Zn) and b ∈ Zn if G=D2n, Q2n, while b ∈ 2Zn if G= SD2n. It is easy to
see that σb,a is indeed a well-defined automorphism, and that any automorphism leaving
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automorphism τ of order 3 by
τ (x)= xy, τ (y)= x.
Let Sm denote the symmetric group of degree m. Then the following is easily verified.
Proposition 5.1. The automorphism group of G is given by
Aut(G)=


{σb,a | b ∈ Z2, a ∈ U(Z2)}〈τ 〉  S3 if G=D4,
{σb,a | b ∈ Z4, a ∈ U(Z4)}〈τ 〉  S4 if G=Q8,
{σb,a | b ∈ 2Zn, a ∈ U(Zn)}  2Zn U(Zn) if G= SD2n,
{σb,a | b ∈ Zn, a ∈U(Zn)}  Zn U(Zn) otherwise,
where the action of U(Zn) on Zn is given by ordinary multiplication. Moreover, if G=D4,
Q8, then
{
σb,a
∣∣ b ∈ Zn, a ∈U(Zn)}= {σ ∈Aut(G) ∣∣ σ(〈x〉)= 〈x〉}
is a Sylow 2-subgroup of Aut(G).
We shall prove the following proposition as an application of earlier sections.
Proposition 5.2. Let σb,a ∈Aut(G).
(1) For any positive integer j , we have (σb,a)j = σtrj (a)b,aj .(2) The order of σb,a is given by
|σb,a| = |a|n
(T (a)b)n
.
(3) The exponent of Aut(G) is given by
exp Aut(G)=


6 if G=D4,
12 if G=Q8,
n
2 if G= SD2n,
n otherwise.
Proof. We identify σb,a with (b, a) ∈ Zn U(Zn).
(1) It follows from Example 2.4(1) and Eq. (3.2) that
(b, a)j = (R(b, a, j), aj)= (trj (a)b, aj).
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Put j = |a|l. Then, by Lemma 3.1(2), we have
tr|a|l(a)b= T (a)lb= 0 ⇔ l ∈AnnZn
(
T (a)b
)= ( n
(T (a)b)n
)
.
Hence the order of (b, a) is |a|n/(T (a)b)n.
(3) It is clear that expS3 = 6 and expS4 = 12. The exponent of Zn  U(Zn) is the
maximum value of the orders of its elements since ZnU(Zn) is a 2-group. However, the
order |(b, a)| n because |a| divides T (a)n by Theorem 3.2. Thus the order |(1,1)| = n
is the exponent of Zn U(Zn). Likewise, |(2,1)| = n/2 is the exponent of 2Zn U(Zn).
This completes the proof of the lemma. ✷
Now, we assume that a finite cyclic group 〈c〉 acts on G by a homomorphism
ϕ : 〈c〉→ Aut(G), ϕ(c)= σb,a. (5.1)
Other actions on D4 and Q8 will be discussed in Section 7. This action ϕ induces an action
of 〈c〉 on 〈x〉, namely, cx = xa . Note that |a| divides |σb,a| by Proposition 5.2(2), and |σb,a|
divides |c| since ϕ is a homomorphism.
We shall calculate |Z1(〈c〉,G)| for this action ϕ. We begin by dividing Z1(〈c〉,G) into
the following subsets:
Z+(〈c〉,G)= {ζ ∈ Z1(〈c〉,G) ∣∣ ζ(c) ∈ 〈x〉},
Z−(〈c〉,G)= {ζ ∈ Z1(〈c〉,G) ∣∣ ζ(c) ∈ 〈x〉y}.
Then Z1(〈c〉,G) is the disjoint union of these subsets. Note that Z−(〈c〉,G) may be
empty, while Z+(〈c〉,G) 
= ∅ since it contains the zero-map. Further, it is clear that
Z+(〈c〉,G)Z1(〈c〉, 〈x〉). Therefore the following proposition immediately follows from
Theorem 3.3 and Proposition 3.7(2).
Proposition 5.3. Let 〈c〉 act on G by (5.1). Then
Z+(〈c〉,G)AnnZn
( |c|
|a|T (a)
)
=AnnZn
(
|c| · (1+ a)n
2
)
,
∣∣Z+(〈c〉,G)∣∣= ( |c||a|T (a)
)
n
=
(
|c| · (1+ a)n
2
)
n
.
By Example 2.4(1), we have
Z−(〈c〉,G) {xiy ∈G ∣∣R(xiy, c, |c|)= 1}.
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ε =
{−1 if G=D2n,Q2n,
−1+ n2 if G= SD2n,
δ =
{
n
2 if D =Q2n and |c| ≡ 2 (mod 4),
0 otherwise.
(5.2)
Thus yxy−1 = xε , and y |c| = xδ whenever |c| is even.
Lemma 5.4. For any positive integer j , we have
R
(
xiy, c, j
)= x trj (εa)i+∑j−1k=0 εk trk(a)byj .
Proof. We use induction on j . The assertion is obvious for j = 1. We assume that the
result holds for j . From Proposition 5.2(1) and the inductive assumption, we obtain
R
(
xiy, c, j + 1)=R(xiy, c, j) · cj (xiy)= x trj (εa)i+∑j−1k=0 εk trk(a)byj · xiaj+trj (a)by
= x trj (εa)i+
∑j−1
k=0 εk trk(a)bxε
j (iaj+trj (a)b)yj+1
= x trj+1(εa)i+
∑j
k=0 εk trk(a)byj+1,
as desired. This completes the proof. ✷
Hence R(xiy, c, |c|)= 1 if and only if
|c| is even and tr|c|(εa)i +
|c|−1∑
k=0
εk trk(a)b+ δ = 0 in Zn.
To simplify the latter equation, we show the following lemma.
Lemma 5.5. For any positive integer j , we have
2j−1∑
k=0
εk trk(a)≡ ε trj
(
a2
)
mod (1+ ε) in Zn.
Proof. We use induction on j . The assertion is true for j = 1 since tr0(a)+ ε tr1(a)= ε =
ε tr1(a2). Assume that the result holds for j . Since ε2 = 1, we have
2j+1∑
k=0
εk trk(a)=
2j−1∑
k=0
εk trk(a)+ tr2j (a)+ ε tr2j+1(a)
≡ ε trj
(
a2
)+ (1+ ε) tr2j (a)+ εa2j ≡ ε trj+1(a2) mod(1+ ε),
as desired. This completes the proof. ✷
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case, we have
2j−1∑
k=0
εk trk(a)b= ε trj
(
a2
)
b=− trj
(
a2
)
b.
Thus R(xiy, c, |c|)= 1 if and only if
|c| is even and tr|c|(εa)i = tr|c|/2
(
a2
)
b+ δ in Zn.
Assume that |c| is even, and set S(a)= tr|c|/2(a2). Then, by Lemma 3.1(1),
tr|c|(εa)= S(εa)(1+ εa)= S(a)(1+ εa).
If G =Q2n and |c| ≡ 2 (mod 4), then a2 = 1, so δS(a) = δ|c|/2 = δ. Otherwise, δ = 0.
Therefore R(xiy, c, |c|)= 1 if and only if
|c| is even and S(a)(1+ εa)i = S(a)(b+ δ) in Zn.
Since a2 ∈ 〈5〉U(Zn), it follows from Proposition 3.7(1) that T (a2)n = |a2|, and hence
(
S(a)
)= (tr|c|/2(a2))=
( |c|
2|a2|T
(
a2
))= ( |c|
2
)
, AnnZn
(
S(a)
)= ( n
(|c|/2)n
)
as ideals of Zn. Consequently, we obtain
Proposition 5.6. Let 〈c〉 act on G by (5.1). Then, Z−(〈c〉,G) 
= ∅ if and only if
|c| is even and b+ δ ∈
(
1+ εa, n
(|c|/2)n
)
in Zn.
Moreover, if |c| is even, then
Z−(〈c〉,G) {i ∈ Zn ∣∣ tr|c|(εa)i = tr|c|/2(a2)(b+ δ)}
=
{
i ∈ Zn
∣∣∣ (1+ εa)i ≡ b+ δ mod ( n
(|c|/2)n
)}
.
If Z−(〈c〉,G) 
= ∅, then
∣∣Z−(〈c〉,G)∣∣= ( |c||εa|T (εa)
)
n
=
(
|c| · (1+ εa)n
2
)
n
.
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for Z−(〈c〉,G) to be empty. Once we know Z−(〈c〉,G) 
= ∅, we can easily calculate
|Z−(〈c〉,G)| as follows: Fix an element ζ ∈ Z−(〈c〉,G) and write ζ(c) = xiy . Then
right multiplication ζr in Theorem 2.5 induces a bijection Z+(〈c〉,Gζ∗ϕ)  Z−(〈c〉,G),
where ζ ∗ϕ is given by (ζ ∗ϕ)(c)= σ(1−ε)i−b,εa. Thus |Z−(〈c〉,G)| can be obtained from
Proposition 5.3. This is the main method of the following section.
If the data (G, |c|, b, a) are given, then we can describe the set Z1(〈c〉,G) at once by
the propositions above. We can also verify the conjecture for this case.
Theorem 5.7. If 〈c〉 acts on G by (5.1), then |Z1(〈c〉,G)| ≡ 0 (mod gcd(|c|, |G|)).
Proof. Let |G| = 2n. By Propositions 5.3 and 5.6, |c|n divides both |Z+(〈c〉,G)| and
|Z−(〈c〉,G)| (even if Z−(〈c〉,G) = ∅). If |c| 
≡ 0 (mod 2n), then the assertion is
true since |c|2n = |c|n. If |c| ≡ 0 (mod 2n), then |Z+(〈c〉,G)| = |Z−(〈c〉,G)| = n by
Propositions 5.3 and 5.6. Thus we obtain |Z1(〈c〉,G)| = 2n. This completes the proof. ✷
6. Z1(〈c1〉 × 〈c2〉,G)
Throughout this section, let G be a non-cyclic exceptional 2-group of order 2n as in the
preceding section. We also assume that A= 〈c1〉 × 〈c2〉 acts on G by a homomorphism
ϕ :A→ Aut(G), ϕ(c1)= σb1,a1, ϕ(c2)= σb2,a2 . (6.1)
Other actions on D4 and Q8 will be discussed in Section 7. Note that we can define a
homomorphism ϕ by (6.1) if and only if
|σbi,ai | =
|ai |n
(T (ai)bi)n
divides |ci | for each i = 1,2, and
(1− a1)b2 = (1− a2)b1. (6.2)
We begin by showing the following lemmas concerning this action ϕ.
Lemma 6.1. Let ϕ :A→ Aut(G) be a homomorphism as in (6.1). Assume that n 4 and
|c1| is even.
(1) We can define a homomorphism ϕ′ :A→ Aut(G) by
ϕ′(c1)= σb1+n/2,a1, ϕ′(c2)= σb2,a2 .
(2) If both b1 and b2 belong to 2Zn, then we can define a homomorphism ϕ′′ :A→Aut(G)
by
ϕ′′(c1)= σb1,a1+n/2, ϕ′′(c2)= σb2,a2 .
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(1) Because (1 − a1)b2 = (1 − a2)b1 = (1 − a2)(b1 + n/2), it suffices to show that
|σb1+n/2,a1| divides |c1|. If a1 
= 1, then T (a1) ∈ 2Zn since (1 − a1)T (a1)= 0. It follows
immediately that |σb1+n/2,a1 | = |σb1,a1 | unless (b1, a1)= (0,1) or (b1, a1)= (n/2,1). On
the other hand, both |σ0,1| = 1 and |σn/2,1| = 2 divide |c1| by assumption. This completes
the proof of (1).
(2) Since b2 ∈ 2Zn, we have (1 − (a1 + n/2))b2 = (1 − a1)b2 = (1 − a2)b1. Thus it
suffices to show that |σb1,a1+n/2| divides |c1|. If |a1|  4, then |σb1,a1+n/2| = |σb1,a1| by
Proposition 3.7(5). If a1 =−1 
= 1 + n/2 (so n  8), then |σb1,−1+n/2| = |σb1,−1| = 2 by
Lemma 3.6 and the assumption b1 ∈ 2Zn. Hence it is easily shown that |σb1,a1+n/2| =
|σb1,a1| unless (b1, a1) = (0,1) or (b1, a1) = (0,1 + n/2). On the other hand, both
|σ0,1| = 1 and |σ0,1+n/2| = 2 divide |c1| by assumption. This completes the proof of the
lemma. ✷
Lemma 6.2. Let ϕ :A → Aut(G) be a homomorphism as in (6.1). If |c1|n = |a1| and
a1 
= −1, then there exist s, t ∈ Zn such that
b1 = (1− a1)s, b2 = (1− a2)s + tT (a1).
Proof. The assumption |c1|n = |a1| implies that |a1| = |σb1,a1 | = |c1|n. Thus we have
(T (a1)b1)n = n, and b1 ∈ AnnZn(T (a1)). However, the assumption a1 
= −1 and
Proposition 3.7(4) yield that AnnZn(T (a1))= (1− a1). Therefore there exists s ∈ Zn such
that b1 = (1− a1)s. Further, (6.2) implies
(1− a1)b2 = (1− a2)b1 = (1− a2)(1− a1)s,
and hence b2 ≡ (1− a2)s mod AnnZn(1− a1)= (T (a1)). This completes the proof. ✷
We shall verify the conjecture for the action ϕ as in (6.1). By Example 2.4(2), there is a
bijection
Z1(A,G)
 {(ζ1, ζ2) ∈ Z1(〈c1〉,G)×Z1(〈c2〉,G) ∣∣ ζ1(c1) · c1ζ2(c2)= ζ2(c2) · c2ζ1(c1)}.
Proposition 6.3. Let A= 〈c1〉 × 〈c2〉 act on G by (6.1). If |c2| is odd, then |Z1(A,G)| =
|Z1(〈c1〉,G)| ≡ 0 (mod |A|2n).
Proof. In this case, σb2,a2 = 1 and Z1(〈c2〉,G)= Hom(〈c2〉,G)= {0}. Thus Z1(A,G)
Z1(〈c1〉,G). Since |A|2n = |c1|2n, the assertion follows from Theorem 5.7. ✷
By the proposition, we may assume that both |c1| and |c2| are even. As before, we divide
Z1(A,G) into the following subsets:
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Z−+(A,G)= {ζ ∈ Z1(A,G) ∣∣ ζ(c1) ∈ 〈x〉y, ζ(c2) ∈ 〈x〉},
Z+−(A,G)= {ζ ∈ Z1(A,G) ∣∣ ζ(c1) ∈ 〈x〉, ζ(c2) ∈ 〈x〉y},
Z−−(A,G)= {ζ ∈ Z1(A,G) ∣∣ ζ(c1) ∈ 〈x〉y, ζ(c2) ∈ 〈x〉y}.
Then Z1(A,G) is the disjoint union of these subsets. The action ϕ induces an action of A
on 〈x〉 such that ci x = xai for i = 1,2. Let 〈x〉a1,a2 denote the group 〈x〉 with this action
of A. Then there is a natural bijection
Z++(A,G)Z1(A, 〈x〉a1,a2). (6.3)
Assume that Z−+(A,G) 
= ∅. We fix an arbitrary element ζ ∈Z−+(A,G), and express
ζ(c1)= xi1y , ζ(c2)= xi2 . Let ε be the element of Zn such that yxy−1 = xε , as defined in
(5.2). Theorem 2.5 states that ζ ∗ ϕ :A→Aut(G), given by
(ζ ∗ ϕ)(c1)= σ(1−ε)i1−b1,εa1, (ζ ∗ ϕ)(c2)= σ(1−ε)i2+b2,a2,
is a homomorphism and right multiplication ζr :Z1(A,Gζ∗ϕ)→ Z1(A,G) is a bijection.
Moreover, by the definition of ζr , this induces the following four bijections:
Z++(A,Gζ∗ϕ)→ Z−+(A,G), Z−+(A,Gζ∗ϕ)→Z++(A,G),
Z+−(A,Gζ∗ϕ)→ Z−−(A,G), Z−−(A,Gζ∗ϕ)→Z+−(A,G). (6.4)
Therefore, assuming Z−+(A,G) 
= ∅, we obtain
∣∣Z−+(A,G)∣∣= ∣∣Z++(A,Gζ∗ϕ)∣∣= ∣∣Z1(A, 〈x〉εa1,a2 )∣∣, (6.5)
where the last term is either divisible by |A|2n or equal to n by Theorem 4.3.
The same statements hold for both Z+−(A,G) and Z−−(A,G). Thus the conjecture is
reduced to the question how many |Z∗∗(A,G)| are not divisible by |A|2n.
Proposition 6.4. Let A= 〈c1〉 × 〈c2〉 act on G by (6.1). Assume that both |c1| and |c2| are
even, and |Z++(A,G)| 
≡ 0 (mod |A|2n). Then we have
∣∣Z−+(A,G)∣∣{≡ 0 (mod 2n) if G= SD2n and |c1|n = 2,= n otherwise.
Proof. From Theorem 4.3 and the bijection (6.3), it follows that the assumption
|Z++(A,G)| 
≡ 0 (mod |A|2n) is equivalent to the condition
(∗) |A| ≡ 0 (mod 2n), and for either k = 1 or k = 2, |ck|n = |ak| and ak 
= ±1.
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First, we shall consider the case where G= SD2n and |c1|n = 2. Since |c2|n = n > |a2|,
the condition (∗) is satisfied only for k = 1. Thus a1 = ±1 + n/2. If Z−+(A,G) 
= ∅,
then Eq. (6.5) holds. However, since εa1 =±1, the parameter (|c1|, |c2|, εa1, a2) does not
satisfy the condition (∗). Therefore we obtain |Z−+(A,G)| ≡ 0 (mod 2n).
Next, we assume that either G 
= SD2n or |c1|n  4 holds. By Example 2.4(2),
Propositions 5.3 and 5.6, there exists a crossed homomorphism ζ :A → G such that
ζ(c1)= xi1y , ζ(c2)= xi2 if and only if the following conditions are satisfied:
(I) (1+ εa1)i1 ≡ b1 + δ1 mod AnnZn
( |c1|
2
)
,
(II) i2 ∈ AnnZn
( |c2|
|a2|T (a2)
)
,
(III) (1− a2)i1 − b2 = (1− εa1)i2,
where δ1 is defined by
δ1 =
{
n
2 if G=Q2n and |c1|n = 2,
0 otherwise.
If G = Q2n and |c1|n  4, then regarding ϕ as a homomorphism A→ Aut(Q2n) 
Aut(D2n) we have
Z++
(
A, (Q2n)ϕ
) Z++(A, (D2n)ϕ), Z−+(A, (Q2n)ϕ)Z−+(A, (D2n)ϕ),
while if G=Q2n and |c1|n = 2 (i.e., δ1 = n/2), then taking ϕ′ of Lemma 6.1(1) we have
Z++
(
A, (Q2n)ϕ
)Z++(A, (D2n)ϕ′), Z−+(A, (Q2n)ϕ)Z−+(A, (D2n)ϕ′),
by the bijection (6.3) and by comparing the conditions (I), (II), and (III), respectively.
On the other hand, suppose that G = SD2n. Since the parameter (|c1|, |c2|, a1, a2)
satisfies the condition (∗) with the assumption |c1|n  4, so does (|c1|, |c2|,−εa1, a2).
Hence |Z1(A, 〈x〉−εa1,a2)| = n. Since −εa1 = a1 + n/2, taking ϕ′′ of Lemma 6.1(2) we
have ∣∣Z++(A, (D2n)ϕ′′)∣∣= n, Z−+(A, (SD2n)ϕ)Z−+(A, (D2n)ϕ′′)
by comparing the conditions (I), (II), and (III).
Consequently, we may assume that G = D2n, namely, δ1 = 0 and ε = −1. We now
prove Z−+(A,G) 
= ∅ from the condition (∗).
Case 1. |c1|n = |a1| and a1 
= ±1.
It follows from Lemma 6.2 that there exist s, t ∈ Zn such that
b1 = (1− a1)s, b2 = (1− a2)s + tT (a1).
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and (III) are described as follows:
i2 ∈ AnnZn
( |c2|
|a2|T (a2)
)
and − tT (a1)= (1+ a1)i2.
Lemma 4.2 states that such an element i2 surely exists.
Case 2. |c2|n = |a2| and a2 
= ±1.
It follows from Lemma 6.2 that there exist s, t ∈ Zn such that
b2 = (1− a2)s, b1 = (1− a1)s + tT (a2).
However, Proposition 3.7(2) implies
T (a2)n · |c1|2 =
(1+ a2)n
2
· |a2| · |c1|
2
≡ 0 (mod n),
and hence T (a2) ∈ AnnZn(|c1|/2). Therefore i1 = s and i2 = 0 satisfy the conditions (I),
(II), and (III).
We have just shown that Z−+(A,G) 
= ∅. Since the parameter (|c1|, |c2|, a1, a2)
satisfies the condition (∗), so does (|c1|, |c2|,−a1, a2). This and Eq. (6.5) yield∣∣Z−+(A,G)∣∣= ∣∣Z1(A, 〈x〉−a1,a2)∣∣= n.
We have thus completed the proof of the proposition. ✷
Note that the same statement as in Proposition 6.4 holds for Z+−(A,G).
Theorem 6.5. Let A= 〈c1〉 × 〈c2〉 act on G by (6.1). Suppose that both |c1| and |c2| are
even.
(1) If G=D2n or G=Q2n, then one of the following is satisfied:
∣∣Z++(A,G)∣∣≡ ∣∣Z−+(A,G)∣∣≡ ∣∣Z+−(A,G)∣∣≡ ∣∣Z−−(A,G)∣∣≡ 0 (mod |A|2n),∣∣Z++(A,G)∣∣= ∣∣Z−+(A,G)∣∣= ∣∣Z+−(A,G)∣∣= ∣∣Z−−(A,G)∣∣= n,
(2) If G= SD2n, then the number of Z∗∗(A,G) such that |Z∗∗(A,G)| 
≡ 0 (mod |A|2n)
is 0, 2 or 4.
Proof. To prove (1) and (2), suppose that there exists a subset Z∗∗(A,G) such that
|Z∗∗(A,G)| 
≡ 0 (mod |A|2n) (henceZ∗∗(A,G) 
= ∅). We may assume that this Z∗∗(A,G)
is Z++(A,G) by the bijections (6.4). Thus |A|2n = 2n and |Z++(A,G)| = n by
Theorem 4.3.
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However, the same holds for the subsets of Z1(A,Gζ∗ϕ) in (6.4) since |Z++(A,Gζ∗ϕ)| =
|Z−+(A,G)| = n. Thus we obtain |Z−−(A,G)| = |Z+−(A,Gζ∗ϕ)| = n.
(2) Let G= SD2n (so n  8). The case |c1|n = |c2|n = 2 does not arise since |A|2n =
2n  16. Suppose that |c1|n  4. We have |Z−+(A,G)| = n by Proposition 6.4, and
consider the bijections (6.4). Since |Z++(A,Gζ∗ϕ)| = |Z−+(A,G)| = n, it follows from
Proposition 6.4 that∣∣Z+−(A,G)∣∣= n ⇔ |c2|n  4 ⇔ ∣∣Z−−(A,G)∣∣= ∣∣Z+−(A,Gζ∗ϕ)∣∣= n.
Hence the assertion follows at once. ✷
Remark. (1) Both the equations in (1) may simultaneously hold if |A2n| n.
(2) If |c2| is odd, then we have Z+−(A,G) = Z−−(A,G) = ∅ and Z1(A,G) 
Z1(〈c1〉,G) by the proof of Proposition 6.3. Moreover, it follows from the proof of
Theorem 5.7 that
∣∣Z++(A,G)∣∣≡ ∣∣Z−+(A,G)∣∣≡ 0 (mod |A|2n) if |A| 
≡ 0 (mod 2n),∣∣Z++(A,G)∣∣= ∣∣Z−+(A,G)∣∣= n otherwise.
Consequently, we can immediately verify the conjecture for this case.
Theorem 6.6. If A= 〈c1〉×〈c2〉 acts on G by the homomorphism (6.1), then |Z1(A,G)| ≡
0 (mod gcd(|A|, |G|)).
7. The four-group and the quaternion group
Throughout this section (except Theorem 7.3), let G be either the four-group D4 or the
quaternion group Q8:
G=
{
D4 = 〈x, y | x2 = y2 = 1, yxy = x〉,
Q8 = 〈x, y | x2 = y2, yxy−1 = x−1〉.
Set
n= |x| =
{
2 if G=D4,
4 if G=Q8, m=
{
3 if G=D4,
4 if G=Q8.
Then |G| = 2n, and as stated in Proposition 5.1, Aut(G)= ST  Sm, where
S = {σb,a ∣∣ b ∈ Zn, a ∈ U(Zn)}
is a Sylow 2-subgroup of Aut(G) and
T = 〈τ 〉, τ (x)= xy, τ (y)= x,
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Suppose that a finite cyclic group 〈c〉 acts on G by a homomorphism ϕ : 〈c〉→ Aut(G).
We shall calculate |Z1(〈c〉,G)|. Since ϕ(c) ∈ Aut(G)  Sm, ϕ(c) is conjugate either to
an element of S or to τ in Aut(G). By Proposition 2.7(1), we may assume that either
ϕ(c) ∈ S or ϕ(c)= τ . Because the case ϕ(c) ∈ S has already been calculated in Section 5,
we assume that ϕ(c)= τ . By Example 2.4(1), there is a bijection Z1(〈c〉,G)Λ(〈c〉,G),
where
Λ
(〈c〉,G)= {g ∈G ∣∣R(g, τ, |c|)= 1}⊂G.
As in Lemma 3.1, we have
R(g, τ, |c|)= g · τ g · τ 2g · · · τ |c|−1g =R(R(g, τ,3), τ 3, |c|/3)=R(g, τ,3)|c|/3.
On the other hand, it follows from Proposition 2.7(2) that T acts on Λ(〈c〉,G) since
T = Aut〈c〉(G), the centralizer of ϕ(〈c〉)= T in Aut(G) Sm. The T -orbits of D4 is {1}
and {x, xy, y} with
R(1, τ,3)=R(x, τ,3)= 1,
while the T -orbits of Q8 is {1}, {x2}, {x, xy, y}, and {x3, x3y, x2y} with
R(1, τ,3)=R(x, τ,3)= 1, R(x2, τ,3)=R(x3, τ,3)= x2.
Therefore we obtain
Λ(〈c〉,D4)=D4, Λ(〈c〉,Q8)=
{
Q8 if |c| is even,
{1, x, xy, y} otherwise.
Proposition 7.1. Let ϕ : 〈c〉→ Aut(G) be a homomorphism. If |ϕ(c)| = 3, then
∣∣Z1(〈c〉,D4)∣∣= 4, ∣∣Z1(〈c〉,Q8)∣∣=
{
8 if |c| is even,
4 otherwise.
In particular, we have |Z1(〈c〉,G)| ≡ 0 (mod gcd(|c|, |G|)).
Remark. By Corollary 2.6, Z1(〈c〉,Z(Q8))=Hom(〈c〉, 〈x2〉) acts on Z1(〈c〉,Q8). Hence
if |c| is even, then Λ(〈c〉,Q8) is closed under multiplication by x2.
Suppose that A = 〈c1〉 × 〈c2〉 acts on G by a homomorphism ϕ :A→ Aut(G). We
shall completely verify the conjecture for |Z1(A,G)|. Since ϕ(A) is an abelian subgroup
of Aut(G)  Sm, ϕ(A) is conjugate either to a subgroup of S or to T in Aut(G). By
Proposition 2.7(1), we may assume that either ϕ(A) S or ϕ(A)= T . Because the case
ϕ(A)  S has been verified in Section 6, we assume that ϕ(A) = T . Further, we may
assume that
ϕ(c1)= τ, ϕ(c2)= 1 or τ
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ϕ(c2)= τ . Let p1,p2, . . . , pm be the prime divisors of |A|, and let
〈c1〉 = P1 × P2 × · · · × Pm, 〈c2〉 =Q1 ×Q2 × · · · ×Qm
be the decompositions into the direct product of Sylow pi -subgroups Pi and Qi of 〈c1〉 and
〈c2〉, respectively. ExchangingPi and Qi if necessary, we may assume that |c1| divides |c2|
with ϕ(c1)= ϕ(c2)= τ . In this case, we obtain
A= 〈c1〉 ×
〈
c−11 c2
〉
, ϕ(c1)= τ, ϕ
(
c−11 c2
)= 1.
Consequently, we may assume that ϕ(c1)= τ and ϕ(c2)= 1.
By Example 2.4(2), there is a bijection Z1(A,G)Λ(A,G), where
Λ(A,G)= {(g1, g2) ∈G×G ∣∣R(g1, τ, |c1|)= g|c2|2 = 1, g1 · τ g2 = g2 · g1}.
If g1 · τ g2 = g2 · g1, then τ g2 ≡ g2 mod 〈x2〉 since G/〈x2〉 is abelian. However, because
τ fixes no non-identity element in G/〈x2〉, we obtain g2 ∈ 〈x2〉. Conversely, if g2 ∈ 〈x2〉,
then the condition g1 · τ g2 = g2 · g1 is satisfied for every g1 ∈G. Therefore we have
Λ(A,D4)=
{
(g1,1) ∈D4 × {1}
∣∣R(g1, τ, |c1|)= 1},
Λ(A,Qg)=
{
(g1, g2) ∈Q8 ×Z(Q8)
∣∣ R(g1, τ, |c1|)= g|c2|2 = 1},
and the following.
Proposition 7.2. Let A= 〈c1〉 × 〈c2〉 act on G by ϕ :A→ Aut(G). If |ϕ(A)| = 3, then we
can re-choose c1 and c2 so that A= 〈c1〉 × 〈c2〉, |ϕ(c1)| = 3 and ϕ(c2)= 1. In this case,
we have{
Z1(A,D4)Z1(〈c1〉,D4),∣∣Z1(A,D4)∣∣= 4,
{
Z1(A,Q8)Z1(〈c1〉,Q8)×Hom
(〈c2〉,Z(Q8)),∣∣Z1(A,Q8)∣∣= ∣∣Z1(〈c1〉,Q8)∣∣ · |c2|2.
Consequently, we can verify the conjecture for this case, and hence for all cases, namely,
Theorem 7.3. Let p be a prime. If A= 〈c1〉× 〈c2〉 acts on an exceptional p-group G, then
|Z1(A,G)| ≡ 0 (mod gcd(|A|, |G|)).
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