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Resumen
Se evalúa el desempeño de la metodología propuesta por Nieto(2005) para el ajuste de
un modelo autorregresivo de umbrales (TAR) en series de tipo financiero. Se obtienen expre-
siones para la curtosis y la función de autocovarianzas del modelo TAR cuando este es dé-
bilmente estacionario. Empíricamente, se utilizan datos del mercado accionario Brasilero y
Colombiano para ajustar un modelo y se realiza una comparación con los modelos GARCH
vía los momentos condicionales.
Palabras clave: Modelo GARCH, Modelo TAR, Hechos estilizados, Volatilidad.
Abstract
The performance of Nieto’s (2005) methodology for fitting a TAR model to financial
time series is evaluated. Expressions for computing the kurtosis and the autocovariance
function of the TAR process, when this is weakly stationary, are obtained. Empirically, and
using data from the Brasilian and Colombian stock market, the TAR model is compared
with GARCH models via conditional moments.
Key words: GARCH model, TAR model, Stylized facts, Volatility
II
Introducción
En muchas situaciones prácticas es necesaria la construcción de un modelo que repre-
sente el comportamiento dinámico de un proceso estocástico que genera una serie de tiempo
financiera. Como se conoce en la literatura, estas series presentan hechos estilizados, los
cuales tiene que ver con: (i) observaciones remotas que ocurren con gran frecuencia, (ii)
sensibilidad a anuncios, comentarios, leyes o decretos que pueden generar cambio estruc-
turales en la serie, (iii) decaimiento lento de la función de autocorrelación de los valores
absolutos y de los cuadrados de los retornos y (iv) conglomerados de valores extremos.
Estos hechos estilizados deben analizarse con especial cuidado con el fin de disminuir los
errores de especificación que se tienen al proponer un modelo.
Si bien los modelos más utilizados son los ARCH Y GARCH que permiten una especifi-
cación de la heterocedasticidad condicional, muchos autores han encontrado apropiado uti-
lizar modelos no lineales para reflejar estas características. También se encuentran, aunque
no son muy usados, los modelos STAR(Smooth Threshold Autorregresive) de Terasvita &
Anderson (1992), SETAR(Self-Exciting Treshold Autorregresive) de Tong (1990), los de
cambio de régimen de Hamilton (1994) y los modelos TAR (Threshold Autoregressive) de
Tsay (1989).
Los modelos STAR, SETAR, TAR y de cambio de régimen, se encuentran muy relacionados,
pues los cuatro se caracterizan por la presencia de un número determinado de regímenes; sin
embargo, todos han presentado dificultades en los procesos de identificación y estimación de
los parámetros estructurales (número de regímenes y valores umbrales). Los SETAR y CR
se caracterizan por la presencia de un número discreto de regímenes y en el modelo SETAR
la variable de umbrales es la misma variable de interés rezagada d periodos. Finalmente,
los modelos TAR permiten una variable de umbrales diferente a la variable objetivo y
un número de regímenes mayor, permitiendo una mayor generalidad. Recientemente Nieto
(2005) desarrolló una metodología para analizar series de tiempo, en presencia de datos
faltantes, que provienen de un modelo no lineal de tipo TAR, usando el enfoque Bayesiano
para la identificación y estimación de parámetros. Hoyos (2006) usa esta metodología en el
análisis de series de tiempo económicas, mientras que Nieto (2005) la utilizó en el análisis
de series de tiempo hidrológicas/ meteorológicas.
Teniendo en cuenta las ventajas del modelo TAR frente a otros de su misma naturaleza y
dado que rara vez son considerados en el ámbito de las finanzas, resulta entonces apropiado
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evaluar el comportamiento de dichos modelos en series de tiempo financieras; ya que se ha
observado que una trayectoria típica de un proceso estocástico TAR refleja conglomerados
de valores grandes.
De esta manera, este trabajo pretende investigar el desempeño de los modelos TAR y de
la metodología de análisis propuesta por Nieto(2005), en series de tiempo financieras y
además realizar una comparación de este modelo con los modelos GARCH en términos de
algunos de los momentos marginales y condicionales del proceso estocástico subyacente.
Esta comparación inicial dará luces para una investigación más profunda sobre el tema.
El trabajo se organiza de la siguiente manera: Inicialmente se obtendrán nuevas propiedades
del proceso TAR acerca de sus momentos marginales y su función de autocovarianzas, luego
se explorará la capacidad de ajuste del modelo en algunas series de tiempo financieras y
se hará una comparación con los modelos GARCH.
CAPÍTULO 1
Prerrequisitos teóricos
1.0.1. Modelo TAR
Especificación del modelo TAR
Un modelo TAR representa un sistema dinámico con un proceso de entrada Zt y uno
de salida Xt, tales que
Xt = a
(j)
0 +
kj∑
i=1
a
(j)
i Xt−i + h
(j)εt, t ∈ Z, (1.1)
si Zt ∈ Rj = (rj−1, rj) para algún (j = 1, · · · , l), con r0 = −∞ y rl = ∞. Además a(j)i ,
h(j) (j = 1, · · · , l; i = 0, 1, · · · , kj) son números reales; los números rj con r1 < · · · < rl−1,
que definen l regímenes para el proceso Zt, son llamados los valores umbrales y los números
enteros no negativos k1, · · · , kl representan los órdenes autorregresivos en cada régimen.
Adicionalmente el proceso {εt} es Gaussiano de media cero y varianza 1 y es mutuamente
independientes de {Zt}. Se usa el símbolo TAR(l; k1, · · · , kl) para representar el modelo y
l; r1, · · · , rl−1; k1, · · · , kl se llaman los parámetros estructurales.
En la definición anterior el proceso {Zt} es exógeno en el sentido de que no existe
retroalimentación de {Xt} hacia él y su comportamiento estocástico esta descrito por una
cadena de Markov homogénea de orden p, con distribución inicial F1(z, θz) y distribu-
ción kernel F (zt/zt−1, · · · , zt−p, θz), donde θz es un vector de parámetros en un espacio
numérico apropiado. Se asume también que estas distribuciones tienen densidades f1(z, θz)
y f(zt|zt−1, · · · , zt−pθz) respectivamente y que la cadena de Markov p-dimensional Zt,
(Zt = (zt, · · · , zt−p+1)), tiene distribución estacionaria fp(·) y kernel de transición fp(·|·),
lo cual implica que {Zt} también tiene una distribución estacionaria; de hecho todas las
propiedades de la cadena {Zt} se derivan de este proceso p-dimensional.
El modelo TAR describe una relación no lineal entre las variables X y Z, la cual no
es necesariamente lineal a trozos, como podría sugerirse de la especificación del modelo o
como sucede en el modelo SETAR.
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Con base en esta clase de modelos se puede explicar cierto tipo de heterocedasticidad
en {Xt} ya que una realización típica de él puede exhibir conglomerados de datos extremos,
como sucede en ciertas variables financieras.
Una de las principales herramientas en el análisis del modelo TAR es su función de
verosimilitud. Sea y = (x, z); x y z vectores de datos observados para los procesos {Xt} y
{Zt}, en el periodo muestral t = 1 hasta t = T y θx el vector de todos los parámetros no
estructurales a′s y h′s. Condicional en los parámetros estructurales l, r1, · · · , rl−1, k1, · · · , kl
y en xk = (x1, · · · , xk), la función de verosimilitud está dada por
f(y|θx, θz) = f(x|z, θx, θz)f(z|θx, θz),
donde
f(z|θx, θz) = f(zp|θz)f(zp+1|zp; θz) · · · f(zT |zT−1; θz)
y
f(x|z, θz, θx) = f(xk+1|xk, z, θx, θz) · · · f(xT |xT−1, · · · , x1; z, θz, θx),
con zp = (zp, · · · , z1) y zt = (zt, · · · , zt−p+1). Si el proceso {εt} es Gaussiano entonces
f(x|z, θz, θx) = (2pi)−(T−k)/2
[
T∏
t=k+1
{h(jt)}−1
]
exp
(
−1
2
T∑
t=k+1
e2t
)
,
donde
et =
xt − a(jt)0 −
∑kjt
i=1 a
(jt)
i xt−i
h(jt)
con {jt} la secuencia observada para el proceso {Jt} y {Jt} una secuencia de variables
indicadoras tales que Jt = j si y solo si Zt ∈ Bj , para algún j = 1, · · · , l y tal que en las
ecuaciones anteriores se supone que no hay relación entre los parámetros θx y θz y que la
función de densidad para x no depende de θz.
Nieto (2005) desarrolló una metodología estadística para el análisis del modelo en pre-
sencia de datos faltantes que consta de las fases de identificación, estimación y validación
del modelo. Esta se basa en los métodos de simulación MCMC y en el enfoque Bayesiano.
Acá, se presentarán los principales aspectos del análisis para el caso de series de tiempo
completas.
Estimación del modelo TAR
El problema que se plantea aquí es estimar los parámetros no estructurales del modelo,
a
(j)
i y h
(j) (j = 1, 2, · · · , l); suponiendo que este ya se tiene identificado, es decir que
se conocen los parámetros estructurales l; r1, · · · , rl−1 y k1, · · · , kl. La metodología esta
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basada en el muestreador de Gibbs, para lo cual es necesario disponer de la densidades
condicionales completas y de las densidades a priori.
Sean θ el vector de parámetros desconocidos de {Xt} y {Zt}, θj = (a(j)0 , a(j)1 , · · · a(j)kj ),
(j = 1, · · · , l), h = (h(1), · · · , h(l)) y θx = (θ1, · · · , θl,h). Así θ = (θx, θz) y la densidad
condicional de interés es p(θ|x, z).
Las densidades a priori para las componentes de θx son las siguientes:
θj ∼ N(θo,j , V −1o,j ), j = 1, · · · , l,
con θo,j un vector de kj + 1 componentes y V −1o,j una matriz diagonal, y
[h(j)]2 ∼ IG(γo,j , βo,j)
con j = 1, · · · , l. «IG» representa la distribución Gamma inversa. Bajo estas consideracio-
nes las densidades a posteriori se presentan en las Proposiciones 1 y 2 siguientes planteadas
por Hoyos (2006). Se asume a priori que los parámetros entre regímenes son independientes,
que θj y h(j) son también independientes, y que θx no depende de θz.
Proposición 1. Para cada j = 1, · · · , l, sea {t : jt = j} = {t1,j , · · · , tnj ,j} donde nj denota
el número de observaciones de X en el régimen j. La distribución condicional completa de
θj dado θi; i 6= j; h; θz, x y z, es multinormal con media
θ∗j = V
−1
j [(1/{h(j)}2)W
′
jXj + Vo,jθo,j ]
y varianza
V −1j = [(1/{h(j)}2)W
′
jWj + Vo,j ]
−1
con Wj = (wt1,j , · · · , wtnj,j )′, w
′
t = (1, xt−1, · · · , xt−kj ), Xj = (xt1,j , · · · , xtnj,j )′.
Proposición 2. La densidad condicional completa de [h(j)]−2 dado θj,θz, x y z; j =
1, · · · , l; corresponde a una distribución Gamma con parámetro de forma γo,j + nj2 y pará-
metros de escala βo,j + (1/2)(Xj −Wjθj)′(Xj −Wjθj).
Se recomienda estimar θz de acuerdo al problema a la mano. Una vez se tengan las
densidades condicionales completas se usa el muestreador de Gibbs para obtener las esti-
maciones de los parámetros, tomando los promedios muestrales de las muestras generadas,
véase Nieto (2005) para mayores detalles.
Validación del modelo TAR
Para cada t = 1, · · · , T , sea
eˆt = (Xt −Xt|t−1)/h(j)
si Zt ∈ Bj para algún j(j = 1, · · · , n), donde
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Xt|t−1 = a
(j)
0 +
kj∑
i=1
a
(j)
i Xt−i|t−1
es el predictor un paso adelante de Xt. En este documento, se utilizan las gráficas CUSUM
y CUSUMSQ y la función de autocorrelación parcial de los residuos para chequear hetero-
cedasticidad en {εt}, la especificación del modelo y la no correlación serial en los residuos,
con base en el conjunto {eˆ : t = km, · · · , T}, km = max{k1, · · · , kl}.
Identificación del modelo
El primer paso a llevar a cabo en el ajuste del modelo TAR es la identificación de
los parámetros estructurales. Se debe (1) identificar el número de regímenes y los valores
umbrales y (2) especificar los órdenes autorregresivos.
Como una alternativa a las consideraciones empíricas y al criterio AIC, que son los
métodos frecuentemente utilizados en la identificación del modelo TAR, Nieto (2005) pro-
pone usar los métodos MCMC y el enfoque Bayesiano para resolver los problemas (1) y (2).
Con la perspectiva Bayesiana, es posible establecer un conjunto de distribuciones a priori
para el número de regímenes y los órdenes autorregresivos en cada régimen y entonces
proceder a obtener las a posteriori y de allí lograr los estimadores óptimos.
Identificación de los valores umbrales
Es de resaltar, como se verá más adelante, que el proceso de identificación del número de
regímenes apropiado necesita de un proceso previo de identificación de los posibles valores
umbrales.
La idea es postular un número máximo de regímenes l0 de manera que existen l0 − 1
modelos candidatos para los datos, denotados por Mj(j = 2, · · · , l0). La identificación de
los umbrales para cada uno los modelosMj se realiza vía minimización del criterio de infor-
mación NAIC de Tong (1990), por medio de una búsqueda ordenada entre combinaciones
de los cuantiles de la distribución empírica de los datos z y de los órdenes autorregresivos,
estableciendo un orden autorregresivo máximo para todos los regímenes.
Nieto (2005) recomienda para la postulación de l0 realizar una regresión no paramétrica
entre Zt y Xt y para la selección del orden k¯ máximo, ajustar un modelo autorregresivo
lineal a los datos x usando el criterio de información de AIC.
Estos umbrales para los diferente valores de l, serán usados posteriormente en la iden-
tificación del número de regímenes, y una vez se encuentre el valor de l adecuado, los
umbrales corresponderán a los ya seleccionados.
Identificación del número de regímenes
El problema de identificación de l es análogo al problema de escogencia de un modelo
Bayesiano por medio de la utilización de los métodos MCMC. Así, se considera la variable
aleatoria discreta L con valores en el conjunto {2, 3, · · · , l0} y con distribución a priori pi =
{pi2, · · · , pil0}. De esta manera existen l0−1 modelos candidatos para los datos y denotados
por Mj (j = 2, · · · , lo), cada uno de ellos parametrizado por el vector de parámetros
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θj = (θx,j ,kj , rj) donde kj = (k1j , · · · , kjj), con kij representando el orden autorregresivo
del régimen i para el modelo con j regímenes (i = 1, · · · , j) y rj = (r1j , · · · , rj−1,j) con rij
el i-ésimo umbral del modelo j; θx,j representa el vector de parámetros no estructurales del
modelo Mj . Finalmente, sea Θ = (θ′2, · · · , θ′l0) la matriz de todos los posibles parámetros.
El interés está ahora en la distribución a posteriori p(l|y), la cual puede obtenerse
marginalmente de la distribución a posteriori conjunta p(vecΘ, l|y) (l = 2, · · · , l0). Para
usar el muestreador de Gibbs y simular esta distribución conjunta se necesitan las distribu-
ciones condicionales completas p(vecΘ|l,y) y p(l|vecΘ,y) o equivalentemente el conjunto
de distribuciones p(θj |θi; i 6= j; l,y) (j = 2, · · · , l0) y p(l|vecΘ,y).
La distribución p(θj |θi; i 6= j; l,y) puede ser descompuesta en el conjunto equivalente de
distribuciones condicionales completas p(θx,j |(vecΘ)−(x,j), l,x, z) y p(kj |(vecΘ)−(k,j), l,x, z)
donde (vecΘ)−(.,.) denota el vector vecΘ sin el subvector indicado, así mismo la distribu-
ción condicional para kj se puede simplificar aún más como p(kij |(vecΘ)−(kij), l,x, z),
donde i = 1, · · · , j, kij = 0, 1, · · · , k¯j , y k¯j el orden autorregresivo máximo para todos los
regímenes del modelo Mj .
Con las anteriores consideraciones, el conjunto de distribuciones condicionales comple-
tas para correr el muestreador de Gibbs está dado por:
p(θx,j |(vecΘ)−(x,j), l,x, z) ∝
{
f(x|z, θl, l)p(θl|l), si j = l,
p(θj |l), si j 6= l,
(1.2)
p(ki,j |(vecΘ)−(ki,j), l,x, z) =

f(x|z,θl,l)p(kil|l)∑k¯l
kil=0
f(x|z,θl,l)p(kil|l)
, si j = l,
p(kij |θl, l), si j 6= l,
(1.3)
y
p(l|vecΘ,y) = c−1f(x|z, θl, l)pil, (l = 2, · · · , l0) (1.4)
donde c =
∑l0
l=2 f(x|z, θl, l)pil.
Las distribuciones p(θj |l) y p(kij |θl, l) son conocidas como las distribuciones de enlace y
deben ser escogidas apropiadamente para tener una convergencia razonable del muestreador
de Gibbs, ver Carlin & Chib (1995).
Las distribuciones a priori de los parámetros no estructurales, de los órdenes autorre-
gresivos y del número de regímenes se representan por p(θl|l), p(kil|l) y pil. Nieto (2005)
sugiere tomar la media o la mediana de la muestra {pˆ(i)l }i como el estimador final de
p(l|vec(Θ),x, z), con pˆ(i)l el valor de p(l|vecΘ,y) en la i-ésima iteración del muestreador
de Gibbs para cada l = 2, · · · , lo, y la moda de la distribución pˆ2, · · · , pˆl0 determina el
número de regímenes apropiado lˆ.
Estimación de los órdenes autorregresivos
Sea l := lˆ. Condicional en el número estimado de regímenes lˆ, el siguiente paso es la
estimación de los órdenes autorregresivos k1, · · · , klˆ. La distribución condicional de estos
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está dada por
p(ki|(vecΘ)−(ki), l,y) =
f(x|z, θl, l)p(ki|l)∑k¯l
k
′
i=0
f(x|z, θl, l)p(k′i|l)
donde i = 1, · · · , j; ki = 0, 1, · · · , k¯l y p(ki|l) es la distribución a priori para ki. Como esti-
mación de kˆi se recomienda tomar la moda de la distribución a posteriori correspondiente.
Otras características del modelo TAR
Con la intención de explorar más adelante la relación entre los momentos marginales
y condicionales tanto en el modelo TAR como en el modelo GARCH, se hace necesario
especificar algunos de estos momentos teóricos ya utilizados en algunas aplicaciones (Nieto
2008). Para esto, se debe conocer la distribución marginal y condicional de Xt con t =
1, · · · ,∞.
Es posible demostrar que, para cada t, la función de distribución acumulada marginal
de Xt está dada por
Ft(x) =
l∑
j=1
P ((Xt ≤ x)/Zt ∈ Bj)P (Zt ∈ Bj)
=
l∑
j=1
pjFt,j(x), (1.5)
donde Ft,j(x) = P ((Xt ≤ x)/Zt ∈ Bj)) y P (Zt ∈ Bj) = pj . Nótese además que
∑l
j=1 pj =
1, por lo que Ft(x) es una mezcla de distribuciones acumuladas condicionales. Ahora,
siempre que las raíces del polinomio φj(y) = 1−
∑kj
i=1 a
(j)
i y
i en el modelo (1.1), estén por
fuera del círculo unitario y εt ∼ N(0, 1) es posible verificar, para cada j = 1, · · · , l que
Ft,j(x) = Φ0,1
(
x− ψj(1)a(j)0
h(j)σj
)
,
donde ψj(y) = 1φj(y) =
∑∞
i=0 ψ
(j)
i y
i, σ2j =
∑∞
i=0(ψ
(j)
i )
2 y Φ0,1(.) denota la función de
distribución acumulada de una normal estándar. De esta manera se concluye que
Xt/Zt ∈ Rj ∼ N
(
ψj(1) a
(j)
0 , (h
(j)σj)2
)
. (1.6)
En segundo lugar, denotando x˜t−1 = {xt−1, · · · , x1}, la distribución condicional de Xt
dado x˜t−1 está dada por
Ft(x/x˜t−1) =
l∑
j=1
pjP ((Xt ≤ x)/Zt ∈ Bj , x˜t−1). (1.7)
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Bajo el supuesto de que εt ∼ N(0, 1), P ((Xt ≤ x)/Zt ∈ Bj , x˜t−1) corresponde a la dis-
tribución acumulada de la normal con media a(j)0 +
∑kj
i=1 a
(j)
i xt−i y varianza [h
(j)]2, es
decir
Xt/Zt ∈ Rj , x˜t−1 ∼ N
a(j)0 + kj∑
i=1
a
(j)
i xt−i, [h
(j)]2
 . (1.8)
Momentos no condicionales
Esperanza no condicional
Por definición del valor esperado y de (1.5), se obtiene que, para todo t,
E(Xt) =
∫
<
XtdFt(x)
=
l∑
j=1
pj
∫
<
XtdFj,t(x).
Haciendo
∫
<XtdFj,t(x) = µt,j,1, que se entiende como el primer momento deXt condicional
al régimen j, se obtiene la expresión para el valor esperado no condicional
E(Xt) =
l∑
j=1
pj µt,j,1.
Varianza no condicional
De manera similar, con
∫
<X
2
t dFj,t(x) = µt,j,2 y teniendo en cuenta que var(Xt) =
E(X2t )− (E(Xt))2, se deduce la siguiente expresión para la varianza no condicional:
var(Xt) =
l∑
j=1
pj µt,j,2 −
 l∑
j=1
pj µt,j,1
2
para todo t. De (1.6) es posible observar que
µt,j,1 =
a
(j)
0
φj(1)
y
µt,j,2 = (h(j)σj)2 +
(
a
(j)
0
φj(1)
)2
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para todo t. De estos dos resultados se resalta que la función de media y la función de
varianza no condicionales son constantes.
Momentos condicionales
Media y varianza condicional x˜t−1
Por último, condicionando únicamente en la información observada hasta el tiempo
t− 1 y de (1.7) y (1.8), se puede afirmar que
E(Xt/x˜t−1) =
l∑
j=1
pja
(j)
0 +
l∑
j=1
pja
(j)
1 xt−1 + · · ·+
l∑
j=1
pja
(j)
kj
xt−kj
y
var(Xt/x˜t−1) =
l∑
j=1
pj
(h(j))2 −
a(j)0 + kj∑
i=1
a
(j)
i xt−i
2−
 l∑
j=1
pj
a(j)0 + kj∑
i=1
a
(j)
i xt−i
2 .
Los otros momentos condicionales están dados en las expresiones (1.6) y (1.8). De esta
manera se distinguen tres tipos de condicionamiento, en los regímenes, en el conjunto de
la información hasta el tiempo t− 1 y en ambos casos.
1.0.2. Modelos GARCH
Dentro de los métodos estadísticos más comunes para modelar la volatilidad de los
retornos de un activo, esta los bien conocidos modelos GARCH. De aquí en adelante,
por volatilidad se entenderá la desviación estándar condicional de los retornos, la cual
corresponde a un proceso no observable en forma directa.
Engle (1982) propone un modelo en el cual la varianza condicional de una serie es una
función de los choques pasados, estos modelos se denominan modelos autorregresivos de
heterocedasticidad condicional ARCH. Aunque el planteamiento de este modelo es bastante
sencillo a menudo requiere muchos parámetros para describir adecuadamente el proceso
de volatilidad; además, para evitar problemas relacionados con una varianza condicional
negativa es necesario imponer restricciones en los parámetros del modelo. En consecuencia,
la estimación del modelo ARCH no siempre es directa. Una extensión de los modelos ARCH
resulta de incluir rezagos de la misma varianza condicional, esta extensión es bien conocida
como los modelos GARCH (Bollerslev 1986).
A continuación se hará una breve presentación de los modelos GARCH. Para esto sea
Xt la variable de interés, que por lo general en el ámbito financiero corresponde a los
retornos del precio de un activo o portafolio, y de la misma manera que en el modelo TAR
considérese x˜t−1 = {xt−1, · · · , x1}. La varianza condicional de Xt dada la información
pasada (var(Xt/x˜t−1)) mide la incertidumbre en la desviación de Xt con respecto a su
media condicional (E(Xt/x˜t−1)). Así, se define el siguiente modelo
Xt = µt + at (1.9)
donde
µt = E(Xt/x˜t−1) y σ2t = var(Xt/x˜t−1) = E((Xt − µt)2/x˜t−1).
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Se observa en la práctica que las series de tiempo de tipo financiero son poco correla-
cionadas, por consiguiente se asume que Xt sigue un modelo ARMA(p, q) estacionario de
bajo orden definido por
µt = φ0 +
p∑
i=1
φiXt−i −
q∑
i=1
θiat−i,
con p y q enteros positivos. Entonces at, sigue un modelo GARCH(m, s) si:
at = σt²t y σ2t = α0 +
m∑
i=1
αia
2
t−i +
s∑
j=1
βjσ
2
t−j (1.10)
Donde ²t es una secuencia de variables aleatorias independientes e idénticamente dis-
tribuidas con media cero y varianza uno, α0 > 0,αi ≥ 0, βj ≥ 0, y
∑max(m,s)
i=1 (αi+βi) < 1,
esta última para que la varianza no condicional de at sea finita.
En la práctica, es usual que el modelo GARCH(p, q) con valores bajos de p y q,
proporcionen un mejor ajuste a los datos que los modelos ARCH(q) con una alto valor
para q.
Para la estimación de los parámetros de los modelos ARCH y GARCH, se utiliza la
estimación por máxima verosimilitud que es más eficiente que los estimadores consistentes
obtenidos por mínimos cuadrados, en el sentido de que los parámetros estimados convergen
a sus contrapartes poblacionales de una manera mucho más rápida. Los procedimientos de
estimación y verificación de estos modelos se encuentran implementados en la mayoría de
los paquetes estadísticos.
Tal como es señalado en la literatura, el procedimiento para modelar el proceso GARCH,
consiste en cuatro pasos:
1. Identifique un modelo adecuado para la media usando las herramientas para la iden-
tificación de un proceso ARMA.
2. Una vez estimado el modelo para la media, se debe verificar la existencia de hetero-
cedasticidad condicional a través de los residuos obtenidos.
3. Si se verificó la existencia de heterocedasticidad condicional en los residuos, se debe
identificar el modelo para la varianza condicional usando los residuales al cuadrado
obtenidos en el primer paso y posteriormente se lleva a cabo la estimación conjunta
de la ecuación para la media y para la varianza.
4. Por último se debe chequear el ajuste del modelo y refinar si es necesario.
En cuanto a la etapa de verificación del modelo, se utilizan los residuales estandarizados
a˜t = aˆt/σˆt. En este documento se usaran las gráficas de la función de autocorrelación de
estos residuales para verificar si el modelo para la media es adecuado. Con respecto a la
ecuación para la varianza se usará la función de autocorrelación parcial de a˜2t .
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Algunas características del modelo GARCH
Las medias y varianzas condicionales y no condicionales para los procesos {at} y {Xt}
en el modelo 1.10 se presentan en el Tabla 1.1, en esta se supone como caso particular un
modelo autorregresivo de orden p para la media, es decir:
Xt = φ0 +
p∑
i=1
φiXt−i + at.
La expresión para la var(Xt) se ilustra para cada aplicación, ya que el cálculo para el caso
general resulta un poco dispendioso.
Modelo Media no condicional Media condicional Varianza no condicional Varianza condicional
ARCH(p) E(at) = 0 E(at/at−1, · · · ) = 0 var(at) = α0
1−
p∑
i=1
αi
var(at/at−1, · · · ) = σ2t
E(Xt) =
φ0
1−
p∑
i=1
φi
E(Xt/x˜t−1) = µt = var(Xt/x˜t−1)
GARCH(1,1) E(at) = 0 E(at/at−1, · · · ) = 0 var(at) = α01−α1−β1 var(at/at−1, · · · ) = σ
2
t
E(Xt) =
φ0
1−
p∑
i=1
φi
E(Xt/x˜t−1) = µt = var(Xt/x˜t−1)
GARCH(m,s) E(at) = 0 E(at/at−1, · · · ) = 0 var(at) = α0
1−
max(m,s)∑
i=1
(αi+βi)
var(at/at−1, · · · ) = σ2t
E(Xt) =
φ0
1−
p∑
i=1
φi
E(Xt/x˜t−1) = µt = var(Xt/x˜t−1)
Tabla 1.1: Medias y varianzas para un ARCH(P)
Otra característica del modelo GARCH es la curtosis, Tsay (2005) deriva el exceso de
curtosis de un modelo GARCH(1,1)
at = σt²t,
σ2t = α0 + α1a
2
t−1 + β1σ
2
t−1
donde α0 > 0, α1 ≥ 0, β1 ≥ 0, α1 + β1 < 1, y {²t} es una secuencia de variables aleatorias
independientes e idénticamente distribuidas que satisface
E(²t) = 0
V ar(²t) = 1,
E(²4t ) = K² + 3
donde K² es el exceso de curtosis de la innovación ²t. Basados en estos supuestos, el exceso
de curtosis es
Ka =
(K² + 3)[1− (α1 + β1)2]
1− 2α21 − (α1 + β1)2 −K²α21
Si ² se distribuye en forma normal, entonces K² = 0, y α4 = E(a4t )/(E(a2t ))2 viene a
ser
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K(g)a =
6α21
1− 2α21 − (α1 + β1)2
La expresión para la curtosis en un modelo GARCH(p, q) de orden más alto es muy
complicada y las restricciones para su existencia son mucha más exigentes.
Si ² obedece a una distribución t con v grados de libertad, se tiene que
E(²4t ) = 6/(v − 4) + 3, si v > 4
y el exceso de curtosis de at es de
Ka =
[6 + (v + 1)K(g)a ]
[v − 4−Kga ]
simpre y cuando 1− 2α21(v − 1)/(v − 4)− (α1 + β1)2 > 0.
1.0.3. Hechos estilizados en las series de tiempo financieras
El análisis de series de tiempo financieras ha sido un asunto de gran interés en años
recientes. En esta sección se presentan un conjunto de características comunes a una amplia
variedad de activos financieros conocidos como hechos estilizados. Cont (2001) hace una
revisión de estos hechos estilizados, Malmsten & Terasvirta (2010) discuten también estas
características y evalúan el desempeño de tres modelos populares de volatilidad, a saber
los autorregresivos de heterocedasticidad condicional generalizados (GARCH), los GARCH
Exponenciales y los modelos autorregresivo de volatilidad estocástica. Por otro lado, Tsay
(2005) puntualiza algunas debilidades de los modelos GARCH.
A continuación se presenta un listado de los principales hechos estilizados, mencionados
por Cont (2001), Malmsten & Terasvirta (2010) y Tsay (2005):
• Ausencia de autocorrelación:
Por lo general, los retornos de los activos son poco correlacionados.
• Colas pesadas:
Se observa un exceso de curtosis en las series financieras, es decir en la distribución
no condicional de los retornos hay más probabilidad de encontrar valores extremos.
• Asimetría en el comportamiento de la volatilidad: Se observa en precios de activos
y valores de índices de acciones que la volatilidad reacciona diferente a descensos en
los precios que a incrementos grandes de estos.
• Conglomerados de volatilidad: Diferentes medidas de volatilidad exhiben una corre-
lación positiva sobre varios dias, lo cual implica que si, por ejemplo, la volatilidad es
alta en un momento del tiempo, en el periodo siguiente esta seguirá siendo alta.
• Decaimiento lento de la funciones de autocorrelación de los valores absolutos y de los
retornos al cuadrado.
CAPÍTULO 2
Nuevas propiedades del modelo TAR
En este trabajo se han encontrado nuevas características del modelo TAR, en relación
con lo ya investigado por Nieto(2005,2008). Esencialmente, se han obtenido expresiones
para calcular la curtosis de la variable de interés en cada tiempo t y la función de auto-
covarianzas del proceso {Xt} cuando las raíces de los polinomios característicos en cada
régimen están por fuera del círculo unitario.
Curtosis en el modelo TAR
Conviene recordar de la sección 1.0.1 que siempre y cuando las raíces del polinomio
φj(y) = 1 −
∑kj
i=1 a
(j)
i y
i, en el modelo (1.1), estén por fuera del circulo unitario, el valor
esperado de Xt no depende del tiempo. Así, sea µ = E(Xt).
La curtosis es, por definición, el cuarto momento estandarizado, esto es, para cada t la
curtosis de Xt es
α4,t =
E(Xt − µ)4
[E(Xt − µ)2]2 . (2.1)
Para el modelo TAR definido en (1.1), y teniendo en cuenta que Ft(x) =
∑l
j=1 pjFt,j(x),
se tiene
E(Xt − µ)4 =
∞∫
−∞
(Xt − µ)4dFt(x)
=
∞∫
−∞
(Xt − µ)4d(
l∑
j=1
pjFt,j(x))
=
l∑
j=1
pj
∞∫
−∞
(Xt − µ)4d(Ft,j(x))
=
l∑
j=1
pjE((Xt − µ)4/Zt ∈ Rj). (2.2)
12
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Haciendo µ′t,j,4 = E((Xt − µ)4/Zt ∈ Rj) se obtiene que
E(Xt − µ)4 =
l∑
j=1
pjµ
′
t,j,4.
De manera similar, y con µ′t,j,2 = E((Xt − µ)2/Zt ∈ Rj), se obtiene el segundo momento
central alrededor de la media
E(Xt − µ)2 =
l∑
j=1
pjµ
′
t,j,2.
Así, reemplazado en (2.1),
α4,t =
∑l
j=1 pjµ
′
t,j,4(∑l
j=1 pjµ
′
t,j,2
)2
para cada t.
Ahora como Xt/Zt ∈ Bj ∼ N
(
ψ(1)aj0, [h
(j)]2σ2j
)
, por medio de su función generadora
de momentos es posible calcular los primeros cuatro momentos centrales de Xt/Zt ∈ Bj
alrededor de cero. Descomponiendo los términos µ′t,j,4 y µ
′
t,j,2 y calculando valor esperado
se obtiene
α4,t =
∑l
j=1 pj [6σ
2
(j)(βj − µ)2 + β4j − 4µβ3j + 6µ2β2j − 3µ3βj + µ4 + 3σ4(j)]
[
∑l
j=1 pj(σ
2
(j) + β
2
j − 2µβj + µ2)]2
(2.3)
para todo t, con βj = ψ(1)a
(j)
0 y σ
2
(j) = [h
(j)]2σ2j (σ
2
j =
∑∞
i=0(ψ
(j)
i )
2). Es decir la
curtosis de Xt es constante con respecto a t.
Función de distribución conjunta de Xt y Xt−h en el modelo
TAR
Para obtener la función de autocovarianza del proceso {Xt}, se determinará primero la
función de distribución acumulada bivariada de Xt y Xt−h, con h > 0, que se denota por
Ft,t−h. Continuaremos bajo la restricción de que las raíces de φj(y) = 1−
∑kj
i=1 a
(j)
i y
i, en
el modelo (1.1), están por fuera del círculo unitario, para cada j = 1, · · · , l.
Sea (xt, xt−h) ∈ R2, la distribución acumulada conjunta del vector aleatorio (Xt, Xt−h) es
por definición
Ft,t−h(xt, xt−h) = P (Xt ≤ xt, Xt−h ≤ xt−h)
= PXt,Xt−h((−∞, xt]× (−∞, xt−h])
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= PXt,Xt−h
{
[(−∞, xt]× (−∞, xt−h]]
⋂
R2
}
= PXt,Xt−h
((−∞, xt]× (−∞, xt−h])⋂
 l⋃
j,k=1
(Bj ×Bk)

donde Bj , j = 1, · · · , l es el régimen j del proceso {Zt} y PXt,Xt−h es la probabilidad induci-
da por el vector aleatorio (Xt, Xt−h). Además, es fácil demostrar que R2 =
⋃l
j,k=1(Bj×Bk),
gracias a que los regímenes Bj ; j = 1, · · · , l, constituyen una partición de R. Así,
Ft,t−h(xt, xt−h) = PXt,Xt−h

l⋃
j,k=1
[
((−∞, xt]× (−∞, xt−h])
⋂
(Bj ×Bk)
]
=
l∑
j,k=1
PXt,Xt−h
{
((−∞, xt]× (−∞, xt−h])
⋂
(Bj ×Bk)
}
Por teorema de Bayes se obtiene que
Ft,t−h(xt, xt−h) =
l∑
j,k=1
PXt,Xt−h|Zt∈Bj ,Zt−h∈Bk((−∞, xt]× (−∞, xt−h]|Bj ×Bk)PZt,Zt−h(Bj ×Bk)
donde PZt,Zt−h(Bj × Bk) es la probabilidad conjunta del vector aleatorio (Zt, Zt−h) eval-
uada en Bj × Bk y PXt,Xt−h|Zt∈Bj ,Zt−h∈Bk es la probabilidad conjunta condicionada a los
regímenes j y k. Ahora,
PZt,Zt−h(Bj ×Bk) = PZt/Zt−h∈Bk(Bj)PZt−h(Bk),
donde PZt/Zt−h∈Bk(Bj) = pj/k, esto es la probabilidad de que Zt esté en el régimen Bj
dado que Zt−h estuvo en el régimen Bk. Entonces
PZt,Zt−h(Bj ×Bk) = pj/kpk
para cada j, k = 1. · · · , l. pj/k es invariante en el tiempo pues {Zt} es una cadena de Markov
homogénea. Además, este número puede ser obtenido a partir del kernel de transición de
la cadena. A nivel de datos, pj/k se puede estimar usando el principio de substitución de
frecuencias (Bickel & Doksum 1977).
Sea Ft,t−h;j,k(xt, xt−h) = PXt,Xt−h/Zt,Zt−h((−∞, xt]× (−∞, xt−h]/Bj ×Bk), se obtiene
finalmente que
Ft,t−h(xt, xt−h) =
l∑
j,k=1
pj/kpkFt,t−h;j,k(xt, xt−h),
donde
∑l
j,k=1 pj/kpk = 1, esto significa que la función de distribución conjunta es una
mezcla de distribuciones conjuntas condicionales.
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Función de autocovarianza en el modelo TAR
La función de autocovarianzas del modelo TAR se deduce a través de la expresión
Cov(Xt, Xt−h) = E(XtXt−h)− E(Xt)E(Xt−h), (2.4)
para todo t ∈ Z y h ∈ Z. Recordemos que para todo t,
E(Xt) =
l∑
j=1
pj µt,j,1, (2.5)
luego
E(Xt−h) =
l∑
k=1
pj µt−h,k,1 (2.6)
para todo h ∈ Z, con µt,j,1 = a
(j)
0
φj(1)
y µt−h,k,1 =
a
(k)
0
φk(1)
. Supongase que h > 0, entonces
E(XtXt−h) =
∫ ∞
−∞
∫ ∞
−∞
xtxt−hdFt,t−h(xt, xt−h)
=
l∑
j,k=1
pj/kpkE(XtXt−h/Zt ∈ Bj , Zt−h ∈ Bk). (2.7)
(2.8)
Sea ψj(B) = 1/φj(B) = 1 +
∑∞
i=1 ψ
(j)
i B
i, de esta manera, condicional al régimen j,
1− kj∑
s=1
a(j)s B
s
Xt = a(j)0 + h(j)εt,
entonces
Xt = ψj(B)[a
(j)
0 + h
(j)εt].
Haciendo α(j) = ψj(1)a
(j)
0 , se obtiene que
Xt = α(j) + h(j)
[
εt +
∞∑
s=1
ψ(j)s εt−s
]
si Zt ∈ (rj−1, rj ],
de igual manera
Xt−h = α(k) + h(k)
[
εt−h +
∞∑
m=1
ψ(k)m εt−h−m
]
si Zt−h ∈ (rk−1, rk].
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Por lo tanto,
XtXt−h = α(j)Xt−h + h(j)Xt−h
[
εt +
∞∑
s=1
ψ(j)s εt−s
]
= α(j)
[
α(k) + h(k)
(
εt−h +
∞∑
m=1
ψ(k)m εt−h−m
)]
+ h(j)
[
α(k) + h(k)
(
εt−h +
∞∑
m=1
ψ(k)m εt−h−m
)]
×[
εt +
∞∑
s=1
ψ(j)s εt−s
]
= α(j)α(k) + α(j)h(k)
(
εt−h +
∞∑
m=1
ψ(k)m εt−h−m
)
+
(
h(j)α(k) + h(j)h(k)
(
εt−h +
∞∑
m=1
ψ(k)m εt−h−m
))
×(
εt +
∞∑
s=1
ψ(j)s εt−s
)
= α(j)α(k) + α(j)h(k)
(
εt−h +
∞∑
m=1
ψ(k)m εt−h−m
)
+ h(j)α(k)εt + h(j)α(k)
∞∑
s=1
ψ(j)s εt−s
+ h(j)h(k)εt−hεt + h(j)h(k)εt−h
∞∑
s=1
ψ(j)s εt−s
+ h(j)h(k)
( ∞∑
m=1
ψ(k)m εt−h−m
)
εt
+ h(j)h(k)
∞∑
m=1
ψ(k)m εt−h−m
∞∑
s=1
ψ(j)s εt−s.
Como {εt} ∼ RBG(0, 1), E(εt) = 0 y Cov(εt, εt−k) = E(εtεt−k) = 0. Si k 6= 0 entonces,
tomando valor esperado se obtiene
E(XtXt−h/zt ∈ Bj , zt−h ∈ Bk) = α(j)α(k) + h(j)h(k)ψ(j)h + h(j)h(k)
∞∑
m=1
ψ(k)m ψ
(j)
h+m
Reemplazando en (2.7):
E(XtXt−h) =
l∑
j,k=1
pj/kpk
(
α(j)α(k) + h(j)h(k)ψ(j)h + h
(j)h(k)
∞∑
m=1
ψ(k)m ψ
(j)
h+m
)
(2.9)
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De las expresiones (2.4), (2.5) y (2.6) se concluye que:
Cov(Xt, Xt−h) =
l∑
j,k=1
pj/kpk
(
α(j)α(k) + h(j)h(k)ψ(j)h + h
(j)h(k)
∞∑
m=1
ψ(k)m ψ
(j)
h+m
)
−
 l∑
j=1
pj
a
(j)
0
φj(1)
2
(2.10)
Una conclusión importante en este punto es que la expresión de la función de auto-
covarianzas solo depende del rezago h. De la misma manera las expresiones para E(Xt)
y V ar(Xt) en la sección 1.0.1 no dependen de t. Así el proceso {Xt} es débilmente esta-
cionario siempre y cuando las raíces de los polinomios característicos en cada régimen estén
por fuera del círculo unitario.
Un caso particular de (2.10), es cuando {Xt} es lineal, esto es Xt =
∑k
i=1 aiXt−i+ hεt
si Zt ∈ R, entonces
Cov(Xt, Xt−h) = h2
∞∑
m=0
ψmψh+m,
expresión que también se obtiene con los métodos para procesos lineales convencionales.
CAPÍTULO 3
Resultados empíricos
Determinar patrones de comportamiento en mercados financieros ha sido un asunto de
mucho interés; son múltiples los trabajos realizados al respecto debido a la disponibilidad
de grandes bases de datos y la facilidad computacional. Este capítulo busca evaluar el
desempeño del modelo TAR propuesto por Nieto (2005), en el análisis de los hechos es-
tilizados del mercado accionario. Se utilizarán series financieras de las bolsas de valores de
Brasil, Londres y Colombia. Paralelamente, se realizará una comparación con los modelos
GARCH, muy conocidos en el ámbito financiero.
De esta manera, la variable de interés en las tres aplicaciones corresponde a los rendimien-
tos logarítmicos diarios de los índices de la bolsa de cada uno de estos países, BOVESPA
en el caso de Brasil, el FTSE 100 para Londres y el IGBC en el caso Colombiano. En el
modelo TAR la variable de umbrales para los tres casos es el índice industrial Dow Jones,
el principal índice del mercado estadounidense. Entre las acciones que conforman el Dow
Jones se encuentran nombres mundialmente reconocidos como Coca Cola, General Motors,
McDonalds, Procter and Gamble, IBM y Microsoft.
Los datos fueron obtenidos del sistema de información Bloomberg y corresponden a los
rendimientos logarítmicos de los índices en los días hábiles de las bolsas de los tres países.
Sin embargo, para efectos del ajuste de los modelos, se completaron las series de tal manera
que los valores corresponden a los rendimientos de los días lunes a viernes, para esto se
utilizó la metodología propuesta por Nieto & Ruiz (2002). Es importante decir que no se
tiene en cuenta el factor «fin de semana». Además, cabe recordar que por volatilidad se
entenderá la desviación estándar condicional a la información pasada de los retornos.
3.1. Rendimientos del BOVESPA
Descripción de los datos
En este ejemplo, tomamos Xt = ln(BOV ESPAt)− ln(BOV ESPAt−1) y
Zt = ln(DOWJONESt) − ln(DOWJONESt−1). Se consideran 2473 datos que corre-
sponden a las observaciones registradas desde el viernes 8 de diciembre de 2000 hasta el
18
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miércoles 2 de junio de 2010. En la Figura 3.1 se aprecia claramente los llamados conglo-
merados de valores extremos, bien conocidos en el ámbito financiero.
La Figura 3.2 muestra correlaciones ligeramente significativas en los rezagos 3 y 7
para la serie de retornos del BOVESPA, en tanto que en la Figura 3.3, se observa la alta
dependencia que existe en los retornos al cuadrado de la variable de interés.
En la Tabla 3.4 se observa que en ambos casos la media es muy cercana a cero, un exceso
de curtosis que es mayor en el caso del DOWJONES y un comportamiento asimétrico para
la serie de rendimientos del BOVESPA.
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Figura 3.1: Retornos logarítmicos: (a) BOVESPA, (b)
DOWJONES
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Figura 3.2: Función de autocorrelación (a) y de autocorrela-
ción parcial (b) de la serie de retornos del BOVESPA
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Figura 3.3: Función de autocorrelación (a) y de autocorre-
lación parcial (b) de la serie de retornos al cuadrado del
BOVESPA
BOVESPA DOWJONES
Media 5.8× 10−4 −1.8× 10−5
Curtosis(exceso) 4.37 8.67
Coef. Asimetria -0.12 0.04
Tabla 3.4: Algunas estadísticas descriptivas de las series de
rendimientos
Ajuste de un modelo TAR
El primer paso al ajustar el modelo TAR es explorar la no linealidad de la variable Xt.
Con este fin, se utiliza la estadística de prueba propuesta por Tsay (1998) para modelos de
umbrales multivariados, en la que se contrasta la hipótesis nula de linealidad contra la alter-
nativa de no linealidad explicada por el modelo TAR. En este ejemplo, la prueba se realiza
para diferentes rezagos de la variable umbral, esto es, para Zt−d con d = 0, 1, 2, 3, · · · , 7.
El orden autorregresivo considerado, con base en los criterios AIC y BIC, fue k¯ = 4. Los
resultados se presentan en el Tabla 3.5, en la que se observa que la variable de umbrales
apropiada debe ser la misma Zt sin rezagar, que es donde se obtiene el mayor valor de
la estadística de prueba. En el Apéndice A, Tabla A.1 se encuentran los p-valores para
esta prueba tomando distintos órdenes autorregresivos y allí se observa que la decisión se
mantiene.
Para la postulación del número máximo de regímenes l0, se ajusta una función de
regresión no paramétrica a los datos (zt, xt). Usando el kernel de Epanechnikov se obtiene
la función de regresión estimada presentada en la Figura 3.6, donde se observa en general
tres tipos de comportamientos. Los regímenes se distinguen por los valores de los extremos
y los datos del centro; esto indica que el número máximo de regímenes apropiado para los
datos es 3, con posibles umbrales -0.05 y 0.05. No se consideran más regímenes por que
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estos quedarían con muy pocos datos.
Rezago de la variable umbral
Test 0 1 2 3 4 5 6 7
χ2 841.75 9.21 2.99 3.02 3.38 23.12 7.06 17.26
p-valor 0.000 0.021 0.000 0.700 0.362 0.000 0.058 0.000
Tabla 3.5: Prueba de no linealidad para BOVESPA
Z
X
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Figura 3.6: Regresión no paramétrica entre el BOVESPA y el
DOWJONES
En lo que sigue, será necesario especificar las densidades a priori para los parámetros
no estructurales, dadas en la sección 1.0.1. Los parámetros utilizados para estas densidades
a priori fueron θo,j = 0¯, V0,j = 0.01I donde I es la matriz identidad, γo,j = 1.5, βo,j =
σ˜2/2, con j = 1, 2, 3 y σ˜2 = 0.000374 que corresponde a la varianza de los residuos
de ajustar un modelo lineal AR(4) a la serie de rendimientos del BOVESPA. Además el
orden autorregresivo máximo escogido para todos los regímenes fue el mismo y corresponde
a k¯ = 4. Las distribuciones a priori para el número de regímenes y para los órdenes
autorregresivos utilizadas en la identificación de l, fueron pi2 = pi3 = 0.5 y p(kil/l) = 0.2
donde i = 1, · · · , l y kil = 0, 1, 2, 3, 4
Se procede entonces a identificar los umbrales ri (i = 1, · · · , l−1) de los l0−1 modelos
posibles denotados por Mj (j = 2, · · · , lo), como se indicó en la sección 1.0.1. Para la
identificación de los umbrales se tomaron como posibles candidatos los percentiles de la
forma 5k, con k = 1, · · · , 19, de la distribución empírica de Z cuyos valores son -0.0200,
-0.0130, -0.0100, -0.0076, -0.0054, -0.0038, -0.0026, -0.0013, -0.0003, 0.0004, 0.0012, 0.0022,
0.0031, 0.0042, 0.0057, 0.0072, 0.0093, 0.0124 y 0.0186 respectivamente. Para la escogencia
del umbral del modelo M2 (modelo con dos regímenes), se realizó una búsqueda entre
el conjunto de posibles candidatos y para la detección de los umbrales del modelo M3
la búsqueda se hizo entre todas las combinaciones de las parejas ri < rj , i < j de los
cuantiles seleccionados. Los umbrales seleccionados de acuerdo al mínimo NAIC para los
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posibles regímenes se presentan en el Tabla 3.7. Nótese que los umbrales para el caso de 3
regímenes, r1 = −0.0054 y r2 = 0.0031, corresponden a los percentiles 25 y 65.
l Umbrales Órdenes autorregresivos Mínimo NAIC
2 0.0004 3 , 4 -1.65
3 -0.0054, 0.0031 2, 0, 3 -2.17
Tabla 3.7: Identificación de umbrales para el BOVESPA
Con este conjunto de posibles umbrales, se calculó la función de probabilidad a poste-
riori para el número de regímenes, la cual se presenta en la Tabla 3.8. Para esto se realizaron
3.000 iteraciones y se tomó el 10% de las muestras como punto de calentamiento. La con-
vergencia del muestreador fue monitoreada via el enfoque de estacionariedad. Las gráficas
de las autocorrelaciones para pˆ(i)l , que se presentan en el Anexo A, Figuras A.2 y A.3,
evidencian la convergencia del muestreador. Los resultados muestran que el número de
regímenes apropiado para los datos es dos.
l
2 3
0.55 0.44
Tabla 3.8: Distribución a posteriori para el número de
regímenes en el caso del BOVESPA
El umbral definitivo para el modelo con dos regímenes corresponde al identificado en la
Tabla 3.7, esto es r1 = 0.0004. Sin embargo, como se muestra en el Anexo A, Tabla A.5 y
Figuras A.6-A.7, el modelo ajustado no fue apropiado para explicar la heterocedasticidad
marginal en los datos. Así, con base en el criterio de información NAIC se seleccionó
el modelo TAR para el BOVESPA. Este fue el modelo con umbrales r1 = −0.0054 y
r2 = 0.0057 para 3 regímenes.
Condicional en lˆ = 3, los órdenes autorregresivos k1,k2,k3 fueron estimados (Tabla
3.9). Se realizaron 6.000 iteraciones y se tomó el 10% de las muestras como punto de
calentamiento. La convergencia del muestreador fue monitoreada via el enfoque de esta-
cionariedad. En el Anexo A, Figuras A.8-A.10 se muestran las gráficas de las autocorrela-
ciones muestrales para algunas secuencias de las muestras generadas por el muestreador
de Gibbs {pˆgki}.
Se realizó un análisis de sensibilidad para modificaciones en los valores a priori de los
parámetros no estructurales y las probabilidades a priori de los órdenes autorregresivos
(Anexo A, Tablas A.11 y A.12). Los resultados de los órdenes identificados se mantienen
para cambios en las a priori de los parámetros no estructurales pero cambian con algunos
valores en la a priori de los órdenes autorregresivos. Sin embargo, se continuará trabajando
con los resultados de la Tabla 3.9, los cuales muestran que los órdenes autorregresivos
estimados para los datos son kˆ1 = 2, kˆ2 = 0 y kˆ3 = 4.
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Régimen
Orden 1 2 3
0 0.20 0.33 6.48× 10−4
1 0.22 0.24 1.00× 10−4
2 0.25 0.17 2.37× 10−5
3 0.15 0.14 0.09
4 0.17 0.12 0.90
Tabla 3.9: Distribución a posteriori para los órdenes autorre-
gresivos en el caso del BOVESPA
Con lo anterior se concluye la etapa de identificación del modelo, obteniéndose un
TAR(3; 2, 0, 4) con umbrales r1 = −0.0054 y r2 = 0.0057, los cuales corresponden a los
percentiles 25 y 75 de los rendimientos logarítmicos del DOWJONES. La estimación de
los parámetros de este modelo se presenta en la Tabla 3.10 junto con sus respectivos
errores estándar e intervalos de credibilidad del 90%. En el Anexo A, Figuras A.13-A.30
se puede observar la gráfica de las simulaciones para [h(1)]2, [h(2)]2 y [h(3)]2 y para algunos
coeficientes a(j)i ; así como la gráfica de las autocorrelaciones muestrales y de la densidad a
posteriori para algunos coeficientes autorregresivos. Las funciones de autocorrelación para
todos los parámetros decae rápidamente indicando la convergencia del muestreador.
Los resultados de la Tabla 3.10 muestran que todos los coeficientes autorregresivos son
estadísticamente significativos al 10% y que la varianza de los términos de error no varia
mucho en los tres regímenes. En cuanto el análisis de sensibilidad de las estimaciones de
lo parámetros, en el Anexo A, Tabla A.31 se muestra que los parámetros estimados no
presentan mayores alteraciones cuando se modifican los valores a priori. Esto resultados
tampoco cambian cuando se realiza un número mayor de iteraciones o cuando se toma un
punto de calentamiento grande. El modelo ajustado es el siguiente:
Xt =

−0.0127 + 0.1113Xt−1 − 0.0685Xt−2
+0.0198εt, si Zt < −0.0054,
6.81× 10−4 + 0.0137εt, si −0.0054 ≤ Zt < 0.0057,
0.0135− 0.0837Xt−1 − 0.0684Xt−2
−0.1687Xt−3 − 0.0633Xt−4 + 0.0191εt, si Zt ≥ 0.0057
(3.1)
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Régimen 1 Régimen 2 Régimen 3
a
(j)
0 -0.0127 6.81× 10−4 0.0135
(8.0× 10−4) (3.88× 10−4) ( 7.67× 10−4)
[ -0.0139 -0.0113 ] [2.85× 10−5 0.0013] [ 0.0122 0.0147 ]
a
(j)
1 0.1112 -0.0837
(0.0363) (0.0379)
[0.0508 0.1705 ] [ -0.1458 -0.0212]
a
(j)
2 -0.0685 -0.0684
(0.0349) (0.0384)
[ -0.1274 -0.0111] [ -0.1325 -0.0039 ]
a
(j)
3 -0.1687
(0.0347)
[-0.2261 -0.1133 ]
a
(j)
4 -0.0633
(0.0376)
[ -0.1263 -0.0019]
h(j) 0.0198 0.0137 0.0191
Tabla 3.10: Parámetros estimados del modelo TAR(3; 2, 0, 4)
para el BOVESPA. Errores estándar en paréntesis e intervalos
creíbles en corchetes cuadrados
Al examinar los residuales del modelo, se encontró que no hay autocorrelación en los
residuos estandarizados (Figura 3.11 parte (a)), Las gráficas CUSUM y CUSUMSQ (Figura
3.12) indican que no hay evidencia de una especificación incorrecta del modelo aunque se
observa un poco de heterocedasticidad marginal. Pese a esto, el modelo tiene un ajuste
aceptable, a la luz de los criterios de Nieto (2005)
Por otro lado se observan correlaciones parciales significativas en los residuos al cuadra-
do y en sus valores absolutos. Como se mencionó en la sección 1.0.1 del capitulo 1 las gráficas
de la función de autocorrelación de los residuos al cuadrado y de sus valores absolutos se
presentan con la intención de evaluar el desempeño del modelo TAR en la explicación de
algunos hechos estilizados típicos de las series financieras, pero es importante recordar que
su objetivo no es validar el modelo TAR.
Ajuste del modelo GARCH a la serie de rendimientos del BOVESPA
Se aplica la metodología de Box et al. (1977) para ajustar un modelo ARMA(p, q) a
la media condicional de los datos, posteriormente se ajusta un modelo GARCH para la
varianza condicional y finalmente se hace la estimación conjunta de todos los parámetros
del modelo.
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Figura 3.11: FACP del modelo TAR(3;2,0,4) en el caso
del BOVESPA: (a)Residuos estandarizados (b) Residuos es-
tandarizados al cuadrado y (c) Valores absolutos de los resi-
duos estandarizados
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Figura 3.12: CUSUM y CUSUMSQ, (a) y (b) respectiva-
mente, para los residuos del modelo TAR(3;2,0,4) en el caso
del BOVESPA
De acuerdo a la Figura 3.2, por parsimonia y por dar mejores resultados en la estadística
Q para los residuales, el modelo ARMA más adecuado para la serie temporal observada
es
Xt = 5.73× 10−4 − 0.04Xt−3 + at
Las estadísticas t y sus niveles de significancia para la media y el coeficiente autorre-
gresivo son 1.53 (0.12) y -2.19 (0.03). Aunque la constante no es significativamente distinta
de cero, se decide dejarla en el modelo dado que ella determina el retorno esperado no
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condicional.
Los correlogramas de los retornos al cuadrado (Figura 3.3) y de los residuos después
de ajustar el modelo para la media (Figura 3.13), muestran claramente la existencia de
heterocedasticidad condicional y las pruebas estadísticas no son necesarias. La FACP ilustra
que en caso de ajustar un modelo ARCH se necesitarían muchos rezagos. En efecto, un
análisis preliminar arroja que un ARCH(11) es un posible modelo. Sin embargo, como
veremos a continuación, el modelo más apropiado para la dinámica de la volatilidad de la
serie es un GARCH(1,1) con una distribución t para el proceso {²t}. La estimación de los
grados de libertad fue de 7.
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Figura 3.13: Función de autocorrelación (a) y de autocorre-
lación parcial (b), de los residuos al cuadrado del modelo
Xt = 5.73× 10−4− 0.04Xt−3+ at para el caso del BOVESPA
El modelo estimado es el siguiente:
Xt = 0.0014− 0.0393Xt−3 + at,
at = ²tσt,
σ2t = 7.512× 10−6 + 0.0736a2t−1 + 0.9062σ2t−1. (3.2)
En este modelo todos los parámetros son significativos al 5%. Los valores de la estadís-
tica t y el valor p para la constante en la ecuación de la media y el coeficiente autorregresivo
son 4.52 (6.08 × 10−6) y -1.92 (0.045), para la ecuación de la varianza estos valores son,
respectivamente, de 3.14 (0.0017) 5.97 (0.00) 58.36 (0.00).
La Figura 3.14 muestra no correlación serial en los residuos, residuos al cuadrado,
y en sus valores absolutos, indicando que los modelos para la media y la varianza son
adecuados. La estadística de Ljung-Box de los residuales estandarizados es Q(40) = 43.81
con p− valor = 0.32 y de a˜2t es Q(40) = 39.07 con p− valor = 0.51. Además, las gráficas
CUSUM y CUSUMSQ (Figura 3.15), muestran que no hay evidencia de una especificación
incorrecta del modelo o de heterocesdasticidad marginal en {Xt}.
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Figura 3.14: Diagnóstico del modelo GARCH para la serie de
retornos del BOVESPA. FACP muestral para: (a)los residua-
les estandarizados (b)los residuos estandarizados al cuadrado
y (c)los valores absolutos de los residuos estandarizados
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Figura 3.15: CUSUM y CUSUMSQ (a) y (b) respectivamente
para los residuos estandarizados del modelo GARCH para el
BOVESPA
Momentos condicionales y no condicionales de los modelos TAR y GARCH
para la serie de rendimientos del BOVESPA
Modelo TAR
El modelo TAR ajustado a la serie de rendimientos logarítmicos del BOVESPA es
presentado en la ecuación (3.1). En este se obtiene que p1 = 0.25, p2 = 0.50 y p3 = 0.25. Por
otro lado se verificó que las raíces de los polinomios característicos en cada régimen están
por fuera del círculo unitario. Así, los inversos están dados por ψ(j)(y) = 1−ψ(j)1 y−ψ(j)2 y2−
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ψ
(j)
3 y
3 − · · · y sus coeficientes para el caso del primer y tercer régimen se presentan en el
Anexo A, Tabla A.32, ya que en el segundo el polinomio inverso esta dado por ψ(2)(y) = 1.
A partir de esta información se tiene que ψ(1)(1) = 1.045, ψ(2)(1) = 1 y ψ(3)(1) = 0.722.
Además, σ21 = 1.016, σ22 = 1 y σ23 = 1.039.
Los valores de µt,j,1 = a
(j)
0 /φj(1) y µt,j,2 = (h
(j)σj)2 +
(
a
(j)
0 /φj(1)
)2
(j = 1, 2, 3),
necesarios para el cálculo de los momentos no condicionales se presenta en la Tabla 3.16.
Por último, los momentos condicionales y no condicionales se presentan en la Tabla 3.17,
recordando que para este modelo existen tres tipos de condicionamiento, en los regímenes,
en la información pasada y en ambos conjuntos de información.
Régimen µt,j,1 µt,j,2
1 -0.0132 0.0006
2 0.0007 0.0002
3 0.0097 0.0005
Tabla 3.16: Momentos condicionales en cada régimen
Momento Valor
Media no condicional E(Xt) =
l∑
j=1
pj µt,j,1 = −0.0005
Varianza no condicional var(Xt) =
l∑
j=1
pj µt,j,2 −
[
l∑
j=1
pj µt,j,1
]2
=0.0003
Media condicional E(Xt/Zt ∈ Rj) = ψj(1) a(j)0
a los regímenes E(Xt/Zt ∈ R1) = −0.0132
E(Xt/Zt ∈ R2) = 0.0007
E(Xt/Zt ∈ R3) = 0.0097
Varianza condicional var(Xt/Zt ∈ Rj) =
(
h(j)σj
)2
a los regímenes V ar(Xt/Zt ∈ R1) = 0.0004
V ar(Xt/Zt ∈ R2) = 0.0002
V ar(Xt/Zt ∈ R3) = 0.0004
Media condicional E(Xt/Zt ∈ Rj , x˜t−1) = a(j)0 +
∑kj
i=1 a
(j)
i xt−i
a los regímenes
y a la información E(Xt/Zt ∈ R1, x˜t−1) = −0.0127 + 0.1113xt−1 − 0.0685xt−2
hasta el tiempo t− 1 E(Xt/Zt ∈ R2, x˜t−1) = 6.81× 10−4
E(Xt/Zt ∈ R3, x˜t−1) = 0.0135− 0.0837xt−1 − 0.0684xt−2
−0.1687xt−3 − 0.0633xt−4
Varianza condicional var(Xt/Zt ∈ Rj , x˜t−1) = [h(j)]2
a los regímenes
y a la información V ar(Xt/Zt ∈ R1, x˜t−1) = 0.0004
hasta el tiempo t− 1 V ar(Xt/Zt ∈ R2, x˜t−1) = 0.0002
V ar(Xt/Zt ∈ R3, x˜t−1) = 0.0004
Media condicional a E(Xt/x˜t−1) =
l∑
j=1
pj(a
(j)
0 +
∑kj
i=1 a
(j)
i xt−i)
la información E(Xt/x˜t−1) = 0.0005 + 0.0069xt−1 − 0.0338xt−2
hasta el tiempo t− 1 −0.0416xt−3 − 0.0156xt−4
Varianza condicional a
la información var(Xt/x˜t−1) = 0.0003− 0.2475(−0.0127 + 0.1113xt−1 − 0.0685xt−2)2
hasta el tiempo t− 1 −0.2467(0.0135− 0.0837xt−1 − 0.0684Xt−2 − 0.1687xt−3 − 0.0633xt−4)2
(0.0005 + 0.0069xt−1 − 0.0338xt−2 − 0.0416xt−3 − 0.0156xt−4)2−
(0.0005 + 0.0069xt−1 − 0.0338xt−2
−0.0416xt−3 − 0.0156xt−4)2
Curtosis no condicional α4 = 3.52
Tabla 3.17: Medias y varianzas para el modelo TAR en el caso del BOVESPA
Los tres regímenes del modelo TAR para el caso del índice del BOVESPA deben inter-
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pretarse con cuidado. Los umbrales elegidos en el modelo corresponden a los percentiles 25
y 75 de la distribución empírica del DOWJONES, así que los valores presentes en el primer
y tercer régimen se pueden interpretar como eventos aislados en el valor de los retornos del
índice estadounidense.
En el primer régimen se tienen grandes pérdidas en la bolsa estadounidense, que se
reflejan en un retorno esperado del índice brasilero del −1.32% (100E(Xt/Zt ∈ R1)) y en
una desviación estándar diaria del 2% (100
√
var(Xt/Zt ∈ R1)); en el segundo régimen,
el retorno esperado en el índice de Brasil corresponde al 0.07% (100E(Xt/Zt ∈ R2))
y la desviación es del 1.41% (100
√
var(Xt/Zt ∈ R2)); por último, en el tercer régimen
de grandes ganancias para el DOWJONES, se observa un retorno esperado en la bolsa
brasilera correspondiente al 0.97% (100E(Xt/Zt ∈ R3)) con una desviación diaria del 2%
(100
√
var(Xt/Zt ∈ R3)).
Se observa que si la rentabilidad de los precios en la bolsa estadounidense tiene rendimien-
tos negativos por debajo del −0.54% o rendimientos positivos por encima del 0.57%, esto
representa una mayor variabilidad diaria en el mercado brasilero para el primer y tercer
régimen, en ambos casos, con una desviación estándar del 2% diario, por lo que no se
observa un efecto asimétrico de esta medida de variabilidad sobre el rendimiento esperado.
Por otro lado, el efecto de la varianza condicional del segundo régimen en la rentabilidad
es un poco menor, con un valor de 1.41%.
Obsérvese también que el retorno esperado condicional en cada unos de los regímenes
y en la información pasada (E(Xt/Zt ∈ Rj , t− 1)) es en el segundo régimen una constante
equivalente a 0.068%, en cambio en el primer y último régimen esta depende de los retornos
en los dos periodos anteriores.
Por otro lado, el retorno esperado en la bolsa brasilera corresponde a−0.05% (100E(Xt)),
con una varianza no condicional de 0.0003 (var(Xt)) que equivale a una desviación estándar
marginal diaria de 1.73%.
Por último la curtosis de 3.52 refleja una distribución leptocúrtica.
Modelo GARCH
En la Tabla 3.18 se presentan los momentos condicionales y no condicionales del proceso
{Xt} que obedece el modelo GARCH de la ecuación (3.2).
Momento Valor
Media no condicional E(Xt) = φ0
1−
p∑
i=1
φi
= 0.0014
Varianza no condicional var(Xt) = 3.71× 10−4
Media condicional E(Xt/x˜t−1) = 0.0014− 0.0393xt−3
Varianza condicional var(Xt/x˜t−1) = 7.512× 10−6 + 0.0736a2t−1 + 0.9062σ2t−1
= var(at/a˜t−1)
Curtosis no condicional α4 = 10.91
Tabla 3.18: Medias y varianzas para el modelo GARCH estimado para la serie
de rendimientos del BOVESPA
Con respecto al modelo GARCH, el valor esperado del retorno diario para el BOVESPA
es de 0.14% (100E(Xt)), y la desviación estándar marginal diaria del 1.92% (100
√
var(Xt)).
La rentabilidad condicional depende principalmente de la rentabilidad observada tres dias
antes, de la misma manera la varianza condicional no es constante.
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Análisis comparativo:
Si bien el modelo TAR no es un modelo diseñado para explicar la evolución a través
del tiempo de la volatilidad condicional, el modelo tiene un ajuste aceptable a la luz de los
criterios de Nieto (2005). Sin embargo, al analizar los residuos al cuadrado se encuentra que
estos son adecuadamente representados por el modelo GARCH. De igual manera ocurre
con los valores absolutos de los residuos en cada modelo, su estructura de correlación es
capturada por el modelo GARCH, pero no por el modelo TAR. Es importante puntualizar
que el modelo TAR resulta adecuado para explicar el comportamiento no lineal de la serie
de rendimientos del índice brasilero en términos de los regímenes del DOWJONES.
La Tabla 3.19 muestra los momentos que son comparables en los dos modelos y a partir
de ellos podemos decir que:
Modelo TAR
E(Xt) -0.0005
var(Xt) 0.0003
E(Xt/x˜t−1) 0.0005 + 0.0069xt−1 − 0.0338xt−2
−0.0416xt−3 − 0.0156xt−4
var(Xt/x˜t−1) 0.0003− 0.2475(−0.0127 + 0.1113xt−1 − 0.0685xt−2)2
−0.2467(0.0135− 0.0837xt−1 − 0.0684Xt−2 − 0.1687xt−3 − 0.0633xt−4)2
(0.0005 + 0.0069xt−1 − 0.0338xt−2 − 0.0416xt−3 − 0.0156xt−4)2−
(0.0005 + 0.0069xt−1 − 0.0338xt−2
−0.0416xt−3 − 0.0156xt−4)2
Modelo GARCH
E(Xt) 0.0014
var(Xt) 3.71× 10−4
E(Xt/x˜t−1) 0.0014− 0.0393xt−3
var(Xt/x˜t−1) 7.512× 10−6 + 0.0736a2t−1 + 0.9062σ2t−1
Tabla 3.19: Momento comunes de los modelos TAR y GARCH
(i)el retorno esperado no condicional es un poco diferente, (ii)la varianza no condicional
es básicamente la misma para ambos modelos, (iii)con respecto al retorno esperado condi-
cional a la información pasada este depende de sus valores en los cuatro dias anteriores en
el modelo TAR, y en el modelo GARCH dependen del valor que tomó tres dias antes, y
(iv) la varianza condicional en el modelo GARCH corresponde al modelo de volatilidad de
la variable latente σ2t−1, mientras que en el TAR la varianza condicional a x˜t−1 depende
de las variables observables Xt−i(i = 1, · · · , 4).
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3.2. Rendimientos del FTSE 100
Descripción de los datos
En esta aplicación tomamosXt = ln(FTSEt)−ln(FTSEt−1) y Zt = ln(DOWJONESt)−
ln(DOWJONESt−1). Se consideran 2466 datos que corresponden a las observaciones re-
gistradas desde el viernes 8 de diciembre de 2000 hasta lunes 24 de mayo de 2010. En la
Figura 3.20 nuevamente se pueden observar los bien conocidos conglomerados de valores
extremos.
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Figura 3.20: Retornos logarítmicos: (a) FTSE 100, (b)
DOWJONES
La serie de la bolsa de Londres muestra correlaciones ligeramente significativas en los
rezagos desde el 1 hasta el 5, 7 y 8 y correlaciones parciales significativas en los rezagos
desde el 1 hasta el 8 (Figura 3.21). Por otro lado, en la Figura 3.22, se observa la alta
dependencia que existe en los retornos al cuadrado de la variable de interés.
En la Tabla 3.23 se presentan algunas estadísticas descriptivas de las dos series; se
observa que la media en ambos casos es cercana a cero y un exceso de curtosis que es
mayor en el caso del DOWJONES.
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Figura 3.21: Función de autocorrelación (a) y de autocorre-
lación parcial (b) de la serie de retornos del FTSE 100
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Figura 3.22: Función de autocorrelación (a) y de autocorrela-
ción parcial (b) de la serie de retornos al cuadrado del FTSE
100
FTSE 100 DOWJONES
Media −8.7× 10−5 −2.5× 10−5
Curtosis(exceso) 6.88 8.52
Coef. Asimetria -0.13 0.13
Tabla 3.23: Algunas estadísticas descriptivas de las series de
rendimientos
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Ajuste de un modelo TAR
El orden autorregresivo elegido nuevamente con base en los criterios AIC y BIC, nece-
sario para explorar la no linealidad de la variable de interés a través de la estadística de
prueba propuesta por Tsay (1998) fue k¯ = 8. Los resultados de esta prueba para los diferen-
tes rezagos se presentan en la Tabla 3.24, en la que se observa que la variable de umbrales
apropiada debe ser el DOWJONES en el mismo tiempo t, es decir sin rezagar, que es
la que presenta el mayor valor de la estadística de prueba, aunque cabe resaltar que ella
rezagada una unidad de tiempo también puede ser una alternativa, por lo tanto la variable
de entrada al sistema dinámico es Zt. En la Tabla B.1 del Apéndice B, se encuentran los
p-valores para la prueba tomando distintos órdenes autorregresivos donde se observa que
la conclusión se mantiene para todos estos.
Rezago de la variable umbral
Test 0 1 2 3 4 5 6 7
χ2 631.44 303.89 116.27 27.33 12.99 29.17 61.31 37.76
p-valor 0.000 0.000 0.000 0.001 0.1632 0.001 0.000 0.000
Tabla 3.24: Prueba de no linealidad para FTSE 100
La regresión no paramétrica para la postulación del número máximo de regímenes l0
usando el kernel de Epanechnikov se presenta en la Figura 3.25, donde se observan varios
puntos de quiebre que ratifican la evidencia de no linealidad encontrada en la prueba
formal. El gráfico también indica que el número máximo de regímenes apropiado para los
datos es 3.
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Figura 3.25: Regresión no paramétrica entre el FTSE 100 y
el DOWJONES
Los parámetros de las densidades a priori utilizados fueron θo,j = 0¯, V0,j = 0.01I,
γo,j = 1.5, βo,j = σ˜2/2, con j = 1, 2, 3 y σ˜2 = 0.000169, este último corresponde a la
varianza de los residuos de ajustar un modelo lineal AR(8) a la serie de rendimientos del
índice Londres. Además el orden autorregresivo máximo escogido para todos los regímenes
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corresponde a k¯ = 8. Las distribuciones a priori para el número de regímenes y para
los órdenes autorregesivos, fueron pi2 = pi3 = 0.5 y p(kil/l) = 19 donde i = 1, · · · , l y
kil = 0, · · · , 8.
Para la identificación de los umbrales se tomaron nuevamente los percentiles, de la forma
5k con k = 1, · · · , 19, de la distribución empírica de Z cuyos valores son -0.0199, -0.0134,
-0.0103, -0.0078, -0.0055, -0.0038, -0.0028, -0.0015, -0.0005, 0.0004, 0.0013, 0.0023, 0.0032,
0.0043, 0.0057, 0.0072, 0.0092, 0.0124 y 0.0184, respectivamente. Los umbrales selecciona-
dos de acuerdo al mínimo NAIC para los diferentes valores del número de regímenes se pre-
sentan en la Tabla 3.26. Nótese que los umbrales para el caso de 3 regímenes, r1 = −0.0038
y r2 = 0.0043, corresponden a los percentiles 30 y 70.
l Umbrales Órdenes autorregresivos Mínimo NAIC
2 -0.0005 8 , 6 -2.39
3 -0.0038 0.0043 8, 8, 8 -2.93
Tabla 3.26: Identificación de umbrales para el FTSE 100
La función de probabilidad a posteriori para el número de regímenes, tomando el 10%
de las muestras como punto de calentamiento, se presenta en la Tabla 3.27. Los resulta-
dos muestran que el número de regímenes apropiado para los datos es tres. Las gráficas
de las autocorrelaciones de las probabilidades para los diferentes valores del número de
regímenes pˆil, se presentan en las gráficas B.2, B.3, del Anexo B donde se puede observar
la convergencia del muestreador.
l
2 3
0.29 0.71
Tabla 3.27: Distribución a posteriori para el número de
regímenes en caso del FTSE 100
Una vez identificado el número de regímenes es posible conocer los umbrales definitivos,
r1 = −0.0038 y r2 = 0.0043. Sin embargo, como se muestra en el Anexo B, Tablas B.4
y B.5 y Figuras B.6-B.7, en el caso de la bolsa de Londres tampoco fue posible ajustar
un modelo TAR para estos umbrales que pasara las pruebas de validación. A pesar de
que se probó con varias combinaciones de órdenes autorregresivos. Por lo anterior con
base en el criterio de información NAIC se seleccionó el modelo para los rendimientos
del índice de Londres. Este fue el modelo con umbrales r1 = −0.0055 y r2 = 0.0057 que
corresponden a los percentiles 25 y 75 del DOWJONES y con la variable de umbrales
rezagada una unidad de tiempo, es decir la variable de entrada la sistema dinámico es
Z˜t = ln(DOWJONESt−1)− ln(DOWJONESt−2).
Condicional en lˆ = 3, los órdenes autorregresivos k1, k2, k3, fueron estimados. Se
realizaron 6.000 iteraciones y se tomó el 10% de las muestras como punto de calentamiento.
La convergencia del muestreador fue monitoreada via el enfoque de estacionariedad (Anexo
B, Figuras B.8-B.10). Como estimador final de la distribución a posteriori se tomó la media
de la muestra {pˆgki}. En la Tabla 3.28 se presenta la función de probabilidad a posteriori
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para los distintos órdenes autorregresivos.
Régimen
Orden 1 2 3
0 0.001 1.44× 10−4 3.42× 10−4
1 4.61× 10−4 5.42× 10−4 2.36× 10−4
2 0.020 0.001 2.36× 10−4
3 0.908 5.52× 10−4 1.44× 10−4
4 0.044 0.026 1.44× 10−4
5 0.012 0.280 0.002
6 0.009 0.239 0.533
7 0.003 0.267 0.291
8 8.58× 10−4 0.183 0.172
Tabla 3.28: Distribución a posteriori para los órdenes auto-
rregresivos en el caso del FTSE 100
Los resultados muestran que los órdenes autorregresivos estimados para los datos son
kˆ1 = 3, kˆ2 = 5 y kˆ3 = 6. Una vez más, se modificaron los valores a priori de los parámetros
no estructurales y las probabilidades a priori de los órdenes autorregresivos para el análisis
de sensibilidad (Anexo B). Los resultados se mantienen para cambios en la a priori de
los órdenes autorregresivos (Tabla B.11) y también para cambios en la a priori de los
parámetros no estructurales (Tabla B.12).
Los coeficientes estimados para el modelo TAR(3; 3, 5, 6) con umbrales -0.0055 y 0.0057,
se presentan en la Tabla 3.29 con sus respectivos errores estándar e intervalos de credibilidad
del 90%. En el Anexo B, se pueden observar las gráficas de las simulaciones para [h(1)]2,
[h(2)]2, [h(3)]2 y para algunos coeficientes a(j)i , así como la gráfica de las autocorrelaciones
muestrales y de la densidad a posteriori para algunos coeficientes autorregresivos (Figuras
B.13-B.30).
Los resultados de la Tabla 3.29, muestran que casi todos los coeficientes son estadísti-
camente significativos al 10% y que la varianza condicional en el primer y tercer régimen
son aproximadamente iguales. Por otro lado, las funciones de autocorrelación para todos
los parámetros decae rápidamente indicando la convergencia del muestreador. En cuanto
el análisis de sensibilidad de las estimaciones, la Tabla B.31 del Anexo B muestra que los
parámetros estimados no presentan mayores alteraciones cuando se modifican los valores a
priori. Esto resultados tampoco cambian cuando se realiza un número mayor de iteraciones
o cuando se toma un punto de calentamiento grande.
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El modelo ajustado es:
Xt =

−0.0061− 0.1708Xt−1 − 0.1252Xt−2
−0.1209Xt−3 + 0.0158εt, si Z˜t < −0.0055,
4.17× 10−4 − 0.2242Xt−1 + 0.0379Xt−2
+0.0028Xt−3 + 0.0774Xt−4
−0.0764Xt−5 + 0.0099εt, si −0.0055 ≤ Z˜t < 0.0057,
0.0044− 0.2114Xt−1 − 0.1008Xt−2
−0.1725Xt−3 − 0.0791Xt−4
−0.2297Xt−5 − 0.1131Xt−6
+0.0132εt, si Z˜t ≥ 0.0057
(3.3)
Régimen 1 Régimen 2 Régimen 3
a
(j)
0 -0.0061 4.17× 10−4 0.0044
(7.10× 10−4) (2.87× 10−4) (6.13× 10−4)
[-0.0073 -0.0049] [−5.51× 10−5 8.96× 10−4] [0.0034 0.0054]
a
(j)
1 -0.1708 -0.2242 -0.2114
(0.0426) (0.0313) (0.040)
[-0.2411 -0.1012] [-0.2751 -0.1727] [-0.2773 -0.1465]
a
(j)
2 -0.1252 0.0379 -0.1008
(0.0403) (0.0268) (0.0372)
[-0.1912 -0.0586] [-0.0056 0.0828] [-0.1607 -0.0386]
a
(j)
3 -0.1209 0.0028 -0.1725
(0.0421) (0.0291) (0.0339)
[-0.1884 -0.0507] [-0.0453 0.0499] [-0.2278 -0.1171]
a
(j)
4 0.0774 -0.0791
(0.0271) (0.0377)
[ 0.0332 0.1218] [-0.1416 -0.0172]
a
(j)
5 -0.0764 -0.2297
(0.0277) (0.0350)
[-0.1227 -0.0299] [-0.2869 -0.1731]
a
(j)
6 -0.1131
(0.0353)
[-0.1715 -0.0536]
h(j) 0.0158 0.0099 0.0132
Tabla 3.29: Parámetros estimados del modelo TAR(3; 3, 5, 6)
para el FTSE. Errores estándar en paréntesis e intervalos
creíbles en corchetes cuadrados
CAPÍTULO 3. RESULTADOS EMPÍRICOS 37
Respecto a las pruebas de validación del modelo, la función de autocorrelación parcial de
los residuos estandarizados presentada en las Figura 3.30 parte (a) señala no correlación
serial en los residuos. La gráfica CUSUM (Figura 3.31) indica que no hay evidencia de
una especificación incorrecta del modelo pero si se observa que el modelo explica muy
parcialmente la heterocedasticidad marginal de la serie como lo indica la Figura 3.30 parte
(b); razón por la cual el modelo no es valido. Por otro lado, obsérvese también la presencia
de correlaciones parciales significativas para distintos rezagos en los residuos al cuadrado
y en sus valores absolutos.
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Figura 3.30: FACP del modelo TAR(3; 3,5,6) en el caso
del FTSE 100: (a)Residuos estandarizados (b) Residuos es-
tandarizados al cuadrado y (c) Valores absolutos de los resi-
duos estandarizados
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Figura 3.31: CUSUM y CUSUMSQ, (a) y (b) respectiva-
mente, para los residuos del modelo TAR(3; 3, 5, 6) en el caso
del FTSE 100
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Ajuste del modelo GARCH a la serie de rendimientos del FTSE 100
En cuanto al ajuste del modelo GARCH a la serie de rendimientos logarítmicos del
índice de Londres, tenemos que el modelo ARMA más adecuado para la serie observada,
de acuerdo a la Figura 3.21 es
Xt = −8.28× 10−5 − 0.07Xt−1 − 0.05Xt−2 − 0.09Xt−3 + 0.08Xt−4−
0.07Xt−5 − 0.04Xt−6 + 0.05Xt−7 + 0.05Xt−8 + at.
La estadística de Ljung-Box para m = 20 de este modelo fue de Q(20) = 23.43 con
un p−valor 0.27. Las estadísticas t y sus niveles de significancia para los parámetros son
respectivamente -0.35(0.721), -3.27(0.001), -2.52(0.012), -4.36(1.36 × 10−5), 3.91(−8.28 ×
10−5), -3.43 (0.0006), -1.88(0.060), 2.49(0.013) y 2.62(0.009). Aunque la constante no es
significativamente distinta de cero se decidió dejarla en el modelo ya que ella determina el
retorno esperado no condicional.
Los correlogramas de los retornos al cuadrado (Figura 3.22) y de los residuos después
de ajustar el modelo para la media (Figura 3.32), muestran claramente la existencia de
heterocedasticidad condicional. Un análisis preliminar arroja que un ARCH(5) es un posible
modelo para explicar la volatilidad de la serie; sin embargo, el modelo que permite modelar
en forma más simple y adecuada la dinámica de la volatilidad es un GARCH(1,1) con
distribución t para el proceso {²t}, donde se estimaron 11 grados de libertad.
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Figura 3.32: Función de autocorrelación (a) y de autocorrela-
ción parcial (b), de los residuos al cuadrado del modelo AR(8)
a la serie de rendimientos del FTSE 100
Después de eliminar los parámetros que nos son significativos en la estimación conjunta
de los parámetros, se obtiene el modelo
Xt = 5.01× 10−4 − 0.0614Xt−1 + at,
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at = ²tσt,
σ2t = 1.27× 10−6 + 0.1182a2t−1 + 0.8779σ2t−1. (3.4)
En este modelo todos los parámetros son significativos al 5%. Los valores de la estadís-
tica t y el valor p para la constante y el coeficiente autorregresivo en la ecuación de la
media son 3.33 (8.5 × 10−4) y -2.94 (0.003); para la ecuación de la varianza esto valores
son respectivamente 3.32 (9.10× 10−4), 7.88 (0.00) y 62.86 (0.00).
Note que en el modelo ajustado se tiene que α1+α2 = 0.996, que es ligeramente menor
que la unidad, este es un resultado que comúnmente se observa en la práctica y que conduce
a imponer la restricción en el proceso de estimación de los parámetros de que la suma sea
igual a la unidad, resultando en modelo GARCH integrado (IGARCH) lo que conduciría
a que la varianza no condicional del modelo no este definida y por lo tanto su curtosis
tampoco. En este documento descartamos la posible no estacionariedad de la varianza y
con ella la utilización de los modelos IGARCH ya que en la gráfica 3.20 no existen indicios
de una varianza permanente creciente.
La Figura 3.33 muestra que los residuos, los residuos al cuadrado y en valor absoluto son
no correlacionados. Además, las gráficas CUSUM y CUSUMSQ (Figura 3.34), muestran
que no hay evidencia de una especificación incorrecta del modelo o de heterocesdasticidad
en {Xt}. La estadística de Ljung-Box para los residuales estandarizados Q(20) = 25.98 con
un p valor de 0.17 y para los residuales al cuadrado Q(20) = 27.45 con un p valor de 0.12,
ratifican estas afirmaciones.
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Figura 3.33: Diagnóstico del modelo 3.4 para la serie de re-
tornos del FTSE 100. FACP muestral para: (a)los residuales
estandarizados (b)los residuos estandarizados al cuadrado y
(c)los valores absolutos de los residuos estandarizados
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Figura 3.34: CUSUM y CUSUMSQ (a) y (b) respectivamente
para los residuos estandarizados del modelo 3.4 para la serie
de retornos del FTSE 100
Momentos condicionales y no condicionales de los modelos TAR y GARCH
para la serie de rendimientos del FTSE 100
Modelo TAR
El modelo TAR ajustado a la serie de rendimientos logarítmicos del FTSE se presenta
en la ecuación (3.3). En este modelo se obtiene que p1 = 0.25, p2 = 0.50 y p3 = 0.25. Se
verificó además que en todos los regímenes, las raíces de los polinomios están por fuera
del círculo unitario. Así, los coeficientes de los inversos de estos polinomios (ψ(j)(y) =
1− ψ(j)1 y − ψ(j)2 y2 − ψ(j)3 y3 − · · · ) se presentan en el Anexo B, Tabla B.32.
A partir de esta información se tiene que ψ(1)(1) = 0.706, ψ(2)(1) = 0.846 y ψ(3)(1) =
0.524. Además, σ21 = 1.048, σ22 = 1.083 y σ23 = 1.112. Los primeros dos momentos condi-
cionales a los regímenes se presentan en la Tabla 3.35. La Tabla 3.36 presenta un resumen
de los principales momentos en el modelo TAR para la serie de rendimientos del índice de
Londres.
Régimen µt,j,1 µt,j,2
1 -0.0043 0.0003
2 0.0003 0.0001
3 0.0023 0.0002
Tabla 3.35: Momentos condicionales en cada régimen modelo TAR para el
FTSE 100
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Momento Valor
Media no condicional E(Xt) =
l∑
j=1
pj µt,j,1
=-0.0003
Varianza no condicional var(Xt) =
l∑
j=1
pj µt,j,2 −
[
l∑
j=1
pj µt,j,1
]2
=0.0002
Media condicional E(Xt/Z˜t ∈ Rj) = ψj(1) a(j)0
a los regímenes E(Xt/Z˜t ∈ R1) = −0.0043
E(Xt/Z˜t ∈ R2) = 0.0003
E(Xt/Z˜t ∈ R3) = 0.0023
Varianza condicional var(Xt/Z˜t ∈ Rj) =
(
h(j)σj
)2
a los regímenes V ar(Xt/Z˜t ∈ R1) = 0.0003
V ar(Xt/Z˜t ∈ R2) = 0.0001
V ar(Xt/Z˜t ∈ R3) = 0.0002
Media condicional E(Xt/Z˜t ∈ Rj , x˜t−1) = a(j)0 +
∑kj
i=1 a
(j)
i xt−i
a los regímenes
y a la información E(Xt/Z˜t ∈ R1, x˜t−1) = −0.0061− 0.1708xt−1 − 0.1252xt−2 − 0.1209xt−3
hasta el tiempo t− 1 E(Xt/Z˜t ∈ R2, x˜t−1) = 4.17× 10−4 − 0.2242xt−1 + 0.0379xt−2
+0.0028xt−3 + 0.0774xt−4 − 0.0764xt−5
E(Xt/Z˜t ∈ R3, x˜t−1) = 0.0044− 0.2114xt−1 − 0.1008xt−2
−0.1725xt−3 − 0.0791xt−4 − 0.2297xt−5 − 0.1131xt−6
Varianza condicional var(Xt/Z˜t ∈ Rj , x˜t−1) = [h(j)]2
a los regímenes
y a la información V ar(Xt/Z˜t ∈ R1, x˜t−1) = 0.0002
hasta el tiempo t− 1 V ar(Xt/Z˜t ∈ R2, x˜t−1) = 0.0001
V ar(Xt/Z˜t ∈ R3, x˜t−1) = 0.0002
Media condicional a E(Xt/x˜t−1) =
l∑
j=1
pj(a
(j)
0 +
∑kj
i=1 a
(j)
i xt−i)
la información −0.0002− 0.2076xt−1 − 0.0555xt−2
hasta el tiempo t− 1 −0.0719xt−3 − 0.0189xt−4 − 0.0956xt−5 − 0.0283xt−6
Varianza condicional a
la información var(Xt/x˜t−1) = 0.0002− 0.25(−0.0061− 0.1708xt−1 − 0.1252xt−2 − 0.1209xt−3)2
hasta el tiempo t− 1 −0.50(4.17× 10−4 − 0.2242xt−1 + 0.0379xt−2
+0.0028xt−3 + 0.0774xt−4 − 0.0764xt−5)2
−0.25(0.0044− 0.2114xt−1 − 0.1008xt−2
−0.1725xt−3 − 0.0791xt−4 − 0.2297xt−5 − 0.1131xt−6)2
−(−0.0002− 0.2076xt−1 − 0.0555xt−2
−0.0719xt−3 − 0.0189xt−4 − 0.0956xt−5 − 0.0283xt−6)2
Curtosis no condicional α4 = 3.51
Tabla 3.36: Medias y varianzas para el modelo TAR en el caso del FTSE 100
Los umbrales elegidos en el modelo son de nuevo los percentiles 25 y 75 de la distribución
empírica, estos regímenes se pueden interpretar de la misma manera que en el caso brasilero.
En particular para esta aplicación la variable umbral corresponde a los retornos del índice
estadounidense rezagados una unidad de tiempo.
Si los retornos de los precios de las acciones en el mercado estadounidense esta por
debajo del −0.55%, el retorno esperado al día siguiente en el índice de Londres corres-
ponde al −0.43% (100E(Xt/Zt ∈ R1)) con una desviación estándar diaria del 1.73%
(100
√
var(Xt/Zt ∈ R1)). Si la rentabilidad de los precios de las acciones en el mercado
estadounidense esta entre el −0.55% y el 0.57% la rentabilidad esperada al día siguiente
en el índice de Londres corresponde al 0.03% (100E(Xt/Zt ∈ R2) con desviación diaria
del 1% (100
√
var(Xt/Zt ∈ R2)). Por último, cuando la rentabilidad de los precios de las
acciones en el mercado estadounidense esta por encima del 0.57%, la rentabilidad espe-
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rada en el índice de Londres al día siguiente es de 0.23% (100E(Xt/Zt ∈ R3) con una
desviación diaria del 1.41% (100
√
var(Xt/Zt ∈ R3)). Estas varianzas condicionales a cada
régimen representan de cierta manera el efecto de apalancamiento conocido en la literatura
financiera, donde una rentabilidad negativa en el índice estadounidense implica una mayor
variabilidad condicional al día siguiente en las rentabilidades del índice de Londres.
Por otro lado, la rentabilidad marginal diaria esperada en los rendimientos del índice de
Londres es de −0.03% (100E(Xt)) con una varianza no condicional de var(Xt) = 0.0002
que equivale a una desviación marginal diaria de 1.41%. Por último la curtosis de 3.36
refleja una distribución leptocúrtica.
Modelo GARCH
En la Tabla 3.37 se presentan los momentos condicionales y no condicionales del proceso
{Xt} que obedece el modelo GARCH de la ecuación (3.4).
Momento Valor
Media no condicional E(Xt) = φ0
1−
P∑
i=1
φi
= 0.0005
Varianza no condicional var(Xt) = 0.0003
Media condicional E(Xt/x˜t−1) = 5.01× 10−4 − 0.0614xt−1
Varianza condicional var(Xt/x˜t−1) = 1.27× 10−6 + 0.1182a2t−1
+0.8779σ2t−1 = var(at/a˜t−1))
Tabla 3.37: Medias y varianzas para el modelo AR(1)-GARCH(1,1) estimado
para la serie de rendimientos del FTSE 100
No fue posible el cálculo de la curtosis pues no satisface la condición 1−2α21(v−1)/(v−
4)− (α1 + β1)2 > 0, el resultado de esta expresión fue de -0.032.
Para este caso, el valor esperado del retorno diario indica una rentabilidad casi nula
del 0.05%, con una desviación estándar marginal diaria del 1.73% (100
√
var(Xt)). Por
otro lado, la varianza condicional no es constante y depende en gran medida de la varianza
predicha en el periodo anterior y de la información sobre la volatilidad observada en los dos
periodos anteriores. La rentabilidad esperada condicional a la información pasada, depende
del valor de esta en el periodo inmediatamente anterior.
Análisis comparativo:
El modelo TAR presenta algunas dificultades, no es útil para representar directamente
la heterocedasticidad marginal de la serie (Figura 3.31). Nuevamente, al examinar los
residuales al cuadrado y sus valores absolutos se encuentra que estos tienen correlaciones
parciales significativas, que si estan adecuadamente representadas por el modelo GARCH.
La Tabla 3.38 muestra los momentos que son comparables en los dos modelos. Se
observa que sus valores esperados y sus varianzas no condicionales no son muy diferentes,
por otro lado las expresiones para el retorno esperado y la varianza condicional son más
simples en el caso del modelo GARCH.
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Modelo TAR
E(Xt) -0.0003
var(Xt) 0.0002
E(Xt/x˜x˜t−1 ) E(Xt/x˜t−1) = −0.0002− 0.2076xt−1 − 0.0555xt−2
−0.0719xt−3 − 0.0189xt−4 − 0.0956xt−5 − 0.0283xt−6
var(Xt/x˜t−1) 0.0002− 0.25(−0.0061− 0.1708xt−1 − 0.1252xt−2 − 0.1209xt−3)2
−0.50(4.17× 10−4 − 0.2242xt−1 + 0.0379xt−2
+0.0028xt−3 + 0.0774xt−4 − 0.0764xt−5)2
−0.25(0.0044− 0.2114xt−1 − 0.1008xt−2
−0.1725xt−3 − 0.0791xt−4 − 0.2297xt−5 − 0.1131xt−6)2
−(−0.0002− 0.2076xt−1 − 0.0555xt−2
−0.0719xt−3 − 0.0189xt−4 − 0.0956xt−5 − 0.0283xt−6)2
Modelo GARCH
E(Xt) 4.72× 10−4
var(Xt) 3.27616× 10−4
E(Xt/x˜x˜t−1 ) 5.01× 10−4 − 0.0614xt−1
var(Xt/x˜t−1) 1.27× 10−6 + 0.1182a2t−1
+0.8779σ2t−1
Tabla 3.38: Momento comunes de los modelos TAR y GARCH
CAPÍTULO 3. RESULTADOS EMPÍRICOS 44
3.3. Rendimientos del IGBC
Descripción de los datos
La última aplicación corresponde al caso colombiano. Así, sea
Xt = ln(IGBCt)− ln(IGBCt−1) y Zt = ln(DOWJONESt)− ln(DOWJONESt−1).
Se consideran 2319 datos que corresponden al periodo desde el miércoles 4 de julio de
2001 hasta el lunes 24 de mayo de 2010. En la Figura 3.40 se observan algunos de los ya
mencionados hechos estilizados de las series financieras.
La Figura 3.41 muestra correlaciones ligeramente significativas en los rezagos 1,6,10,13,14
para la serie de retornos del IGBC y correlaciones parciales significativas a los rezagos
1,2,6,10,13, en tanto que en la Figura 3.42 nuevamente se observa la alta dependencia que
existe en los retornos al cuadrado de la variable de interés.
En la Tabla 3.39 se observa un exceso de curtosis que es mayor en el caso del IGBC y
un comportamiento asimétrico para la serie de rendimientos del IGBC.
IGBC DOWJONES
Media 1.073× 10−3 −2.1× 10−5
Curtosis(exceso) 13.98 8.99
Coef. Asimetria -0.20 0.13
Tabla 3.39: Algunas estadísticas descriptivas de las series de rendimien-
tos
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Figura 3.40: Retornos logarítmicos: (a) IGBC, (b)
DOWJONES
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Figura 3.41: Función de autocorrelación (a) y de autocorrelación par-
cial (b) de la serie de retornos del IGBC
(a)
0 5 10 15 20 25 30
-1.00
-0.75
-0.50
-0.25
0.00
0.25
0.50
0.75
1.00
(b)
0 5 10 15 20 25 30
-1.00
-0.75
-0.50
-0.25
0.00
0.25
0.50
0.75
1.00
Figura 3.42: Función de autocorrelación (a) y de autocorrelación par-
cial (b) de la serie de retornos al cuadrado del IGBC
Ajuste de un modelo TAR
La prueba de no linealidad de Tsay (1998) se realiza para diferentes rezagos de la
variable umbral Zt−d con d = 0, 1, 2, 3, · · · , 7. El orden autorregresivo considerado, con
base en los criterios AIC y BIC, fue k¯ = 3. Al igual que en el caso de Brasil se toma la
variable umbral sin rezagar ya que ella presenta el mayor valor de la estadística de prueba
(Tabla 3.43). En el Anexo C, Tabla C.1, se encuentran los p-valores para esta prueba
tomando distintos órdenes autorregresivos, donde se ratifica el resultado.
La regresión no paramétrica para la postulación del número máximo de regímenes l0,
usando el kernel de Epanechnikov se presenta en la Figura 3.44 y al igual que en las dos
aplicaciones anteriores se observan que el número máximo de regímenes apropiado para los
datos es 3.
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Rezago de la variable umbral
Test 0 1 2 3 4 5 6 7
χ2 155.39 44.09 12.77 5.72 9.84 39.28 18.53 47.13
p-valor 0.000 0.000 0.012 0.221 0.043 0.000 0.001 0.000
Tabla 3.43: Prueba de no linealidad para IGBC
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Figura 3.44: Regresión no paramétrica entre el IGBC y el
DOWJONES
Las densidades a priori para los parámetros no estructurales presentes en el vector θx,
necesarios en la identificación y estimación del modelo TAR fueron: θo,j = 0¯, V0,j = 0.01I,
donde I es la matriz identidad en un espacio numérico apropiado, γo,j = 1.5, βo,j = σ˜2/2,
con j = 1, 2, 3 y σ˜2 = 0.000188 que corresponde a la varianza de los residuos de ajustar un
modelo lineal AR(3) a la serie de rendimientos del IGBC. Además el orden autorregresivo
máximo escogido para todos los regímenes fue el mismo y corresponde a k¯ = 3. Las
distribuciones a priori para el número de regímenes y para los órdenes autorregresivos
utilizadas en la identificación de l, fueron respectivamente pi2 = pi3 = 0.5 y p(kil/l) = 0.25
donde i = 1, · · · , l y kil = 0, 1, 2, 3.
De nuevo para la identificación de los umbrales se tomaron como posibles candidatos
los percentiles de la forma 5k con k = 1, · · · , 19 de la distribución empírica de Z cuyos
valores son -0.0198, -0.0133, -0.0102, -0.0076, -0.0053, -0.0038, -0.0026, -0.0013, -0.0004,
0.0004, 0.0013, 0.0023, 0.0032, 0.0042, 0.0056, 0.0070, 0.0091, 0.0124 y 0.0183. Se realiza
una búsqueda de los umbrales para cada uno de los 2 modelos posibles, es decir los modelos
con 2 y 3 regímenes. Los umbrales seleccionados de acuerdo al mínimo NAIC para los
diferentes valores del número de regímenes se presentan en la Tabla 3.45. Nótese que los
umbrales para el caso de 3 regímenes corresponden a los percentiles 35 y 70, los mismos
que fueron identificados en el caso del BOVESPA.
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l Umbrales Órdenes autorregresivos Mínimo NAIC
2 0.0013 3,3 -2.28
3 -0.0026 0.0042 1,2,2 -2.68
Tabla 3.45: Identificación de umbrales para el IGBC
Con este conjunto de posibles umbrales, se estima la función de probabilidad a posteriori
para el número de regímenes, los resultados se presentan en la Tabla 3.46 y muestran que el
número de regímenes apropiado para los datos es dos. Para este cálculo se realizaron 3.000
iteraciones y se tomó el 10% de las muestras como punto de calentamiento. La convergencia
del muestreador fue monitoreada via el enfoque de estacionariedad (Figuras C.2, C.3, del
Anexo C). Para el cálculo de p(θj | l) se tomó, en todas las iteraciones el orden k¯ máximo
ya especificado. Como estimador final de la distribución a posteriori se tomó la media de
la muestra {pˆ(i)l }i. Un análisis de sensibilidad es presentado en el Anexo C, Tablas C.4 y
C.5.
l
2 3
0.60 0.39
Tabla 3.46: Distribución a posteriori para el número de
regímenes en el caso del IGBC
El umbral definitivo para el modelo TAR con dos regímenes es r1 = 0.0013. Sin em-
bargo como se muestra en el Anexo C, Figuras C.8-C.9, no fue posible ajustar un modelo
que pasara las pruebas de validación. Por lo tanto, de nuevo con base en el criterio de
información NAIC se seleccionó el modelo con umbrales r1 = −0.0026 y r2 = 0.0042, que
corresponden a los ya identificados en la Tabla 3.45.
Condicional en lˆ = 3, los órdenes autorregresivos k1, k2, k3 fueron estimados. Se re-
alizaron 6.000 iteraciones y se tomó el 10% de las muestras como punto de calentamiento.
Como estimador final de la distribución a posteriori se tomó la media de la muestra {pˆ(g)ki }g.
En la Tabla 3.47 se presenta la función de probabilidad a posteriori y en el Anexo C, Figuras
C.10-C.12 se muestra la gráfica de las autocorrelaciones muestrales para algunas secuencias
{pˆgki}, donde se evidencia la convergencia del muestreador.
Régimen
Orden 1 2 3
0 0.1398 0.4254 0.0043
1 0.2624 0.2393 3.70× 10−4
2 0.5577 0.0518 6.79× 10−5
3 0.0401 0.2834 0.9953
Tabla 3.47: Distribución a posteriori para los órdenes auto-
rregresivos en el caso del IGBC
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Los resultados muestran que los órdenes autorregresivos estimados para los datos son
kˆ1 = 2, kˆ2 = 0 y kˆ3 = 3. Una vez más, se modificaron los valores a priori de los parámetros
no estructurales y las probabilidades a priori de los órdenes autorregresivos para el análisis
de sensibilidad. Los resultados se mantienen para cambios en la a priori Tabla C.13 y
también para cambios en la a priori de los parámetros no estructurales Tabla C.14.
Con lo anterior, se concluye la identificación del modelo, obteniéndose un TAR(3; 2, 0, 3)
con umbrales -0.0026 y 0.0042. La estimación de los parámetros con sus respectivos errores
estándar e intervalos de credibilidad del 90% se presentan en la Tabla 3.48. En el Anexo
C, Figuras C.15-C.32, se puede observar la gráfica de las simulaciones para [h(1)]2, [h(2)]2
y [h(3)]2 y para algunos coeficientes a(j)i , asi como la gráfica de las autocorrelaciones mues-
trales y de la densidad a posteriori para algunos coeficientes.
Los resultados de la Tabla 3.48, muestran que casi todos los coeficientes son estadís-
ticamente significativos al 10% y que la varianza del términos de error en el segundo y
tercer régimen no difiere casi. Por otro lado, las funciones de autocorrelación para todos
los parámetros decae rápidamente indicando la convergencia del muestreador. En cuanto
al análisis de sensibilidad de las estimaciones, la Tabla C.33 muestra que los parámetros
estimados no presentan mayores alteraciones cuando se modifican los valores a priori.
Régimen 1 Régimen 2 Régimen 3
a
(j)
0 -0.0021 0.0015 0.0042
(5.26× 10−4) (4.61× 10−4) (4.58× 10−4)
[ -0.0030 -0.0013 ] [ 7.16× 10−4 0.0022 ] [ 0.0035 0.0050 ]
a
(j)
1 0.2457 0.2745
( 0.0356) (0.0343)
[0.1881 0.3040 ] [ 0.2169 0.3315 ]
a
(j)
2 -0.0016 -0.1866
( 0.0353) (0.0335)
[-0.0611 0.0567 ] [ -0.2419 -0.1303 ]
a
(j)
3 -0.1892
(0.0348)
[-0.2462 -0.1337 ]
h(j) 0.0148 0.0129 0.0119
Tabla 3.48: Parámetros estimados del modelo TAR(3; 2, 0, 3) para el IGBC.
Errores estándar en paréntesis e intervalos creíbles en corchetes cuadrados
El modelo estimado es
Xt =

−0.0021 + 0.2457Xt−1 − 0.0016Xt−2
+0.0148εt, si Zt < −0.0026,
0.0015 + 0.0129εt, si −0.0026 ≤ Zt < 0.0042,
0.0042 + 0.2745Xt−1 − 0.1866Xt−2
−0.1892Xt−3 + 0.0119εt, si Zt ≥ 0.0045
(3.5)
Con respecto a las pruebas de validación, las funciones de autocorrelación parcial pre-
sentadas en la Figura 3.49 indican que el modelo parece representar adecuadamente la
dinámica de la dependencia lineal presente en la serie. Sin embargo se observa que los
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residuos al cuadrado y en valor absoluto son correlacionados. Además las gráficas CUSUM
y CUSUMSQ presentadas en la Figura 3.50, muestran que no hay evidencia de una especi-
ficación incorrecta del modelo pero este no es adecuado para explicar la heterocedasticidad
marginal presente en los datos. El modelo tiene un ajuste medianamente aceptable a la luz
de los criterios de Nieto (2005).
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Figura 3.49: FACP del modelo TAR(3; 2,0,3) en el caso del
IGBC: (a)Residuos estandarizados (b) Residuos estandariza-
dos al cuadrado y (c) Valores absolutos de los residuos es-
tandarizados
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Figura 3.50: CUSUM y CUSUMSQ (a) y (b) respectivamente,
para los residuos del modelo TAR(3;2,0,3) en el caso del IGBC
Ajuste del modelo GARCH a la serie de rendimientos del IGBC
De acuerdo a la Figura 3.41, por parsimonia y por dar mejores resultados en la es-
tadística Q para los residuales, el modelo ARMA más adecuado para la serie temporal
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observada es
Xt = 1.07× 10−3 + 0.22Xt−1 − 0.05Xt−2 + at.
Las estadísticas t y sus niveles de significancia para los parámetros son respectivamente
de 3.13 (0.002), 10.43 (0.000) y -2.27 (0.023).
Los correlogramas de los retornos al cuadrado (Figura 3.42) y de los residuos después
de ajustar el modelo para la media (Figura 3.51), muestran claramente la existencia de
heterocedasticidad condicional y las pruebas estadísticas no son necesarias. El modelo que
permite modelar en forma más simple y adecuada la dinámica de la volatilidad es un
GARCH(1,1), con una distribución t para los errores. Los grados de libertad estimados
fueron 5.
La estimación conjunta de la ecuación para la media y para la varianza es
Xt = 0.0010 + 0.2603Xt−1 − 0.0625Xt−2 + at,
at = ²tσt,
σ2t = 1.3945× 10−05 + 0.3498a2t−1 + 0.6157σ2t−1. (3.6)
Las estadísticas t y sus p-valores para la ecuación de la media condicional son respectiva-
mente de 5.65 (2 × 10−08), 11.09(0.00) y -2.84 (0.0045), y para la ecuación de volatilidad
de 4.39 (1.11× 10−05), 6.77 (0.00) y 13.01 (0.00).
La Figura 3.52 muestra una correlación pequeña significativa a los rezagos 1, 8 y 9
en los residuos estandarizados, los rezagos más altos nos son considerados; los residuos
al cuadrado y en valores absolutos son prácticamente no correlacionados, indicando que
los modelos para la media y la varianza son adecuados. Además, las gráficas CUSUM y
CUSUMSQ (Figura 3.53), muestran que no hay evidencia de una especificación incorrecta
del modelo o de heterocesdasticidad en {Xt}. Las estadísticas de Ljung-Box para los re-
siduales estandarizados y para los residuales al cuadrado son de Q(20)=39.060 con un p
valor de 0.098 y Q(20)=3.094 con un p valor de 0.999 respectivamente.
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Figura 3.51: Función de autocorrelación (a) y de autocorre-
lación parcial (b), de los residuos al cuadrado del modelo
Xt = 1.07 × 10−3 + 0.22Xt−1 − 0.05Xt−2 + at a la serie de
rendimientos del IGBC
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Figura 3.52: Diagnóstico del modelo GARCH para la serie de
retornos del IGBC. FACP muestral para: (a) los residuales
estandarizados (b) los residuos estandarizados al cuadrado y
(c)los valores absolutos de los residuos estandarizados
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Figura 3.53: CUSUM y CUSUMSQ (a) y (b) respectivamente
para los residuos estandarizados del modelo GARCH para la
serie de retornos del IGBC
Momentos condicionales y no condicionales de los modelos TAR y GARCH
para la serie de rendimientos del IGBC
Modelo TAR
El modelo TAR ajustado a la serie de rendimientos logarítmicos del IGBC se presenta
en la ecuación (3.5). En este modelo se encontró que p1 = 0.35, p2 = 0.35 y p3 = 0.30. Por
otro lado, se verificó que las raíces de los polinomios característicos en cada régimen están
por fuera del círculo unitario. Los coeficientes de los polinomios inversos para el primer y
tercer régimen se muestran en el Anexo C, Tabla C.34.
A partir de esta información se tiene que ψ(1)(1) = 1.323, ψ(2)(1) = 1 y ψ(3)(1) = 0.908.
Además, σ21 = 1.064, σ22 = 1 y σ23 = 1.183. Con base en estas cantidades se obtienen los
dos primeros momentos condicionales que se presenta en la Tabla 3.54.
Régimen µt,j,1 µt,j,2
1 -0.0028 0.0002
2 0.0015 0.0002
3 0.0038 0.0002
Tabla 3.54: Momentos condicionales en cada régimen modelo TAR para el
IGBC
Así, los momentos del modelo TAR se resumen la Tabla 3.55. Los umbrales para este
caso corresponden a los percentiles 35 y 70 de la distribución empírica del DOWJONES.
Condicional a cada uno de los regímenes se puede afirmar que, la rentabilidad esperada
del índice colombiano en el primer, segundo y tercer régimen son respectivamente del
−0.28%, 0.15% y 0.38% (100E(Xt/Zt ∈ Rj) con una desviación estándar condicional
diaria del 1.41% (100
√
var(Xt/Zt ∈ Rj)) para los tres regímenes.
La desviación condicional a los regímenes y a la información pasada (h(j)) presente en
el modelo para los retornos del IGBC, presenta valores de 1.45% 1.26% y 1.18% para los
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tres regímenes respectivamente, distinto a las dos aplicaciones anteriores no se evidencia
una menor variabilidad en el régimen 2 y el efecto de apalancamiento no es tan evidente.
También es importante resaltar que la rentabilidad esperada condicional en cada uno de
los regímenes y en la información pasada E(Xt/Zt ∈ Rj , x˜t−1)), es en el segundo régimen
una constante del 0.15% que no depende de los retornos pasados. Por otro lado, se espera
una rentabilidad marginal del 0.07% (100E(Xt)) para la serie de retornos del índice colom-
biano con una varianza 0.0002 (var(Xt)) que traduce a una desviación estándar diaria del
1.41%.
La curtosis no condicional del modelo fue 3.09, la cual se queda corta en reflejar la
leptocurtosis ya advertida en los datos de la muestra (Tabla 3.39).
Momento Valor
Media no condicional E(Xt) =
l∑
j=1
pj µt,j,1
0.0007
Varianza no condicional var(Xt) =
l∑
j=1
pj µt,j,2 −
[
l∑
j=1
pj µt,j,1
]2
0.0002
Media condicional E(Xt/Zt ∈ Rj) = ψj(1) a(j)0
a los regímenes E(Xt/Zt ∈ R1) = −0.0028
E(Xt/Zt ∈ R2) = 0.0015
E(Xt/Zt ∈ R3) = 0.0038
Varianza condicional var(Xt/Zt ∈ Rj) =
(
h(j)σj
)2
a los regímenes V ar(Xt/Zt ∈ R1) = 0.0002
V ar(Xt/Zt ∈ R2) = 0.0002
V ar(Xt/Zt ∈ R3) = 0.0002
Media condicional E(Xt/Zt ∈ Rj , x˜t−1) = a(j)0 +
∑kj
i=1 a
(j)
i Xt−i
a los regímenes
y a la información E(Xt/Zt ∈ R1, x˜t−1) = −0.0021 + 0.2457xt−1 − 0.0016xt−2
hasta el tiempo t− 1 E(Xt/Zt ∈ R2, x˜t−1) = 0.0015
E(Xt/Zt ∈ R3, x˜t−1) = 0.0042 + 0.2745xt−1 − 0.1866xt−2
−0.18924xt−3
Varianza condicional var(Xt/Zt ∈ Rj , x˜t−1) = [h(j)]2
a los regímenes
y a la información V ar(Xt/Zt ∈ R1, x˜t−1) = 0.00021
hasta el tiempo t− 1 V ar(Xt/Zt ∈ R2, x˜t−1) = 0.00016
V ar(Xt/Zt ∈ R3, x˜t−1) = 0.00014
Media condicional a E(Xt/x˜t−1) =
l∑
j=1
pj(a
(j)
0 +
∑kj
i=1 a
(j)
i xt−i)
la información 0.0010 + 0.1684xt−1 − 0.0566xt−2
hasta el tiempo t− 1 −0.0568xt−3
Varianza condicional a
la información var(Xt/x˜t−1) = 0.0002− 0.3501(−0.0021 + 0.2457xt−1 − 0.0016xt−2)2
hasta el tiempo t− 1 −0.3001(0.0042 + 0.2754xt−1 − 0.1866xt−2 − 0.1892xt−3)2
−(0.0010 + 0.1684xt−1 − 0.0566xt−2 − 0.0568xt−3)2
Curtosis no condicional α4 = 3.09
Tabla 3.55: Medias y varianzas para el modelo TAR en el caso del IGBC
Modelo GARCH
En la Tabla 3.56 se presentan los momentos condicionales y no condicionales del proceso
{Xt} que obedece el modelo GARCH de la ecuación 3.6. Nuevamente la curtosis no se puede
calcular debido a que 1− 2α21(v − 1)/(v − 4)− (α1 + β1)2 = −0.911.
La rentabilidad diaria esperada para el IGBC es del 0.13% (100E(Xt)), La varianza
no condicional V (Xt) traduce a una desviación estándar diaria del 2%; por otro lado, la
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varianza condicional no es constante y depende de la varianza predicha y de la información
sobre la volatilidad observada en el periodo anterior.
Momento Valor
Media no condicional E(Xt) = φ0
1−
2∑
i=1
φi
= 0.0013
Varianza no condicional var(Xt) = 0.0004
Media condicional E(Xt/x˜t−1) = 0.0010 + 0.2603xt−1 − 0.0625xt−2
Varianza condicional var(Xt/x˜t−1) = 1.3945× 10−05 + 0.3498a2t−1 + 0.6157σ2t−1
= var(at/at−1, · · · )
Tabla 3.56: Medias y varianzas para el modelo AR(2)−GARCH(1, 1) estimado
para la serie de rendimientos del IGBC
Análisis comparativo:
Una vez mas, el modelo TAR presenta dificultades para capturar la heterocedasticidad
marginal de la serie; sin embargo este es adecuado para describir la dependencia lineal
en los retornos. Por otro lado, el modelo GARCH presenta un buen desempeño en ambos
aspectos.
la Tabla 3.57 muestra los momentos que son comparables en los dos modelos. Se ob-
serva que sus varianzas no condicionales son relativamente parecidas. Por otro lado las
expresiones para el retorno esperado y la varianza condicional son más simples en el caso
del modelo GARCH.
Modelo TAR
E(Xt) 0.0007
var(Xt) 0.0002
E(Xt/x˜t−1) 0.0010 + 0.1684xt−1 − 0.0566xt−2
−0.0568xt−3
var(Xt/x˜t−1) 0.0002− 0.3501(−0.0021 + 0.2457xt−1 − 0.0016xt−2)2
−0.3001(0.0042 + 0.2754xt−1 − 0.1866xt−2 − 0.1892xt−3)2
−(0.0010 + 0.1684xt−1 − 0.0566xt−2 − 0.0568xt−3)2
Modelo GARCH
E(Xt) 0.0013
var(Xt) 0.0004
E(Xt/x˜t−1) 0.0010 + 0.2603xt−1 − 0.0625xt−2
var(Xt/x˜t−1) 1.3945× 10−05 + 0.3498a2t−1 + 0.6157σ2t−1
Tabla 3.57: Momento comunes de los modelos TAR y GARCH
4Conclusiones
En primer lugar el modelo TAR permite calcular la curtosis de la variable de interés en
términos de los parámetros del modelo bajo la condición de que las raíces de los polinomios
característicos en cada régimen estén por fuera del círculo unitario. Esta condición, junto
con los dos primeros momentos de la variable, también implica que el proceso estocástico
TAR es estacionario en sentido débil, pues se puede obtener su función de autocovarianza
en términos, únicamente, de sus parámetros y del rezago que hay entre variables.
Acerca del desempeño del modelo TAR en el análisis de algunas series financieras,
podemos afirmar lo siguiente:
Es de resaltar, que sin importar cómo se modele la volatilidad de los rendimientos
de una activo, una práctica común es emplear modelos que incorporen el efecto de la
variabilidad en el modelo para los rendimientos. Esto constituye un valor agregado en el
modelo TAR ya que la presencia del término h(j) en el modelo para la serie de rendimientos
permite observar, como se sucedió en una de las aplicaciones, algunos «efectos de apalan-
camiento», en cuanto a que rentabilidades negativas en el índice estadounidense podrían
reflejar una mayor variabilidad condicional en los retornos de la variable de interés, que las
rentabilidades positivas; además permite representar el hecho de que la rentabilidad de un
activo está relacionada con las expectativas de riesgo sobre este. Por otro lado, los modelos
GARCH no permiten representar el efecto de apalancamiento financiero y tampoco reflejar
la relación de estas medidas de riesgo con los rendimientos.
De acuerdo a los resultados empíricos, también se debe decir que si bien el modelo
GARCH representa la dinámica de la volatilidad condicional a la información pasada en
la serie de un forma más simple, si el modelo TAR se puede ajustar, este ofrece un nutrido
conjunto de medidas de variabilidad, condicionales a los regímenes, a la información pasada
o en ambos, que permiten dar interpretaciones importantes en el fenómeno estudiado.
Por último, en los tres ejemplos empíricos se detectó dificultad para ajustar un modelo
TAR, pues en algunos casos este no captura en forma adecuada la heterocedasticidad
marginal de la serie. Además no explica la estructura de autocorrelación de los valores
absolutos y de los cuadrados de los retornos, lo cual fue un denominador común en las tres
aplicaciones.
Esto nos lleva a concluir que los conglomerados de datos extremos explicados por un
TAR son de naturaleza distinta a los explicados por un GARCH. En el modelo TAR, es-
tos se explican a través de los regímenes de la variable de umbrales, mientras que en el
GARCH, estos conglomerados se deben al comportamiento dinámico de la heterocedasti-
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cidad condicional.
En cuanto a los aspectos que a juicio del autor deben profundizarse en futuras inves-
tigaciones, están, determinar en qué casos la curtosis del modelo TAR es mayor que tres
y segundo realizar la extensión del modelo TAR al caso donde el proceso {εt} siga una
distribución diferente a la normal, esto quizá logre capturar en forma más adecuada la
leptocurtosis típica en las series financieras.
APÉNDICE A
Generalidades del modelo TAR en el caso del
BOVESPA
Prueba de no linealidad
Rezago de la variable umbral
p 0 1 2 3 4 5 6 7
1 0.000 0.037 0.816 0.871 0.253 0.043 0.921 0.544
2 0.000 0.056 0.974 0.906 0.348 0.000 0.066 0.717
3 0.000 0.05 0.558 0.554 0.496 0.000 0.133 0.002
4 0.000 0.020 0.000 0.700 0.362 0.000 0.058 0.000
5 0.000 0.007 0.000 0.489 0.513 0.000 0.093 0.000
6 0.000 0.000 0.000 0.595 0.502 0.000 0.137 0.000
7 0.000 0.000 0.000 0.614 0.283 0.000 0.198 0.000
8 0.000 0.000 0.000 0.516 0.000 0.000 0.205 0.000
9 0.000 0.000 0.000 0.593 0.000 0.000 0.022 0.000
10 0.000 0.000 0.000 0.019 0.000 0.000 0.047 0.000
Tabla A.1: Prueba de no linealidad para diferentes valores de
k
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Identificación del número de regímenes
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Figura A.2: Autocorrelaciones para pˆ2
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Figura A.3: Autocorrelaciones para pˆ3
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Análisis del modelo TAR con umbral 0.0004
Régimen
Orden 1 2
0 0.16 6.17×10−5
1 0.22 6.18×10−5
2 0.18 6.42×10−5
3 0.25 0.11
4 0.19 0.89
Tabla A.4: Distribución a posteriori para los órdenes autorre-
gresivos en cada régimen
Régimen 1 Régimen 2
a
(j)
0 -0.0072 0.0082
(5.09×10−4 )[ -0.0080,-0.0063] ( 5×10−4 )[0.0074 0.0091]
a
(j)
1 0.0918 -0.0506
(0.0256)[0.0493 0.1334] (0.0255)[-0.0927 -0.]
a
(j)
2 -0.0178 -0.0726
(0.0252)[-0.0596 0.0230] (0.0273)[-0.1168 -0.0272]
a
(j)
3 0.0651 -0.1440
(0.0263)[0.0222 0.1093] (0.0254)[-0.1858 -0.1019]
a
(j)
4 -0.0454
(0.0266)[-0.0895 -0.0021]
h(j) 0.0179 0.0173
Tabla A.5: Parámetros estimados, errores estándar en parén-
tesis e intervalos creíbles en corchetes cuadrados
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Figura A.6: Diagnóstico del modelo TAR(2; 3,4). FACP mues-
tral para: (a)los residuales estandarizados (b)los residuos es-
tandarizados al cuadrado y (c)los valores absolutos de los re-
siduos estandarizados
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Figura A.7: CUSUM y CUSMSQ, (a) y (b) respectivamente,
para los residuos del modelo TAR(2; 3,4)
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Estimación de los órdenes autorregresivos
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Figura A.8: Autocorrelaciones para pˆki con i = 1 y ki = 0
0 5 10 15 20 25 30
-1.00
-0.75
-0.50
-0.25
0.00
0.25
0.50
0.75
1.00
Figura A.9: Autocorrelaciones para pˆki con i = 2 y ki = 0
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Figura A.10: Autocorrelaciones para pˆki con i = 3 y ki = 4
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p(ki/l) (i = 0, · · · , 4) 0.3, 0.2, 0.3, 0.1, 0.1
Orden Régimen 1 Régimen 2 Régimen 3
0 0.28 0.42 3.75×10−4
1 0.21 0.22 1.26×10−4
2 0.36 0.23 9.41×10−5
3 0.07 0.06 0.09
4 0.08 0.06 0.91
p(ki/l) (i = 0, · · · , 4) 0.5 0.1 0.1 0.2 0.1
Orden Régimen 1 Régimen 2 Régimen 3
0 0.47 0.63 2.67×10−6
1 0.12 0.10 9.06×10−6
2 0.14 0.08 2.47×10−5
3 0.17 0.12 0.14
4 0.09 0.06 0.86
p(ki/l) (i = 0, · · · , 4) 0.05 0.05 0.1 0.3 0.5
Orden Régimen 1 Régimen 2 Régimen 3
0 0.08 0.14 1.86×10−4
1 0.07 0.09 8.24×10−6
2 0.16 0.12 5.48×10−6
3 0.26 0.26 0.07
4 0.42 0.38 0.93
Tabla A.11: Distribución a posteriori para los órdenes autorregre-
sivos con diferentes a prioris
Vo,j = 0.01,γo,j = 3.0, βo,j = 0.5σ˜2
Orden Régimen 1 Régimen 2 Régimen 3
0 0.21 0.32 8.79×10−6
1 0.22 0.24 7.67×10−6
2 0.25 0.17 2.64×10−5
3 0.15 0.14 0.09
4 0.17 0.13 0.91
Vo,j = 0.05,γo,j = 1.5, βo,j = 0.2σ˜2
Orden Régimen 1 Régimen 2 Régimen 3
0 0.20 0.32 1.05×10−6
1 0.22 0.24 1.59×10−5
2 0.25 0.17 2.49×10−5
3 0.15 0.14 0.09
4 0.16 0.13 0.91
Tabla A.12: Distribución a posteriori para los órdenes autorregre-
sivos con diferentes a prioris de los parámetros no estructurales
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Estimación de los parámetros no estructurales
del modelo TAR(3; 2, 0, 4)
3000 3250 3500 3750 4000 4250 4500
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0.000475
Figura A.13: Simulaciones [h(1)]2 del modelo TAR(3; 2, 0, 4)
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Figura A.14: Simulaciones [h(2)]2 del modelo TAR(3; 2, 0, 4)
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Figura A.15: Simulaciones [h(3)]2 del modelo TAR(3; 2, 0, 4)
APÉNDICE A. GENERALIDADES DEL MODELO TAR EN EL CASO DEL BOVESPA 64
3000 3250 3500 3750 4000 4250 4500
-0.016
-0.015
-0.014
-0.013
-0.012
-0.011
-0.010
Figura A.16: Simulaciones del coeficiente a(1)0 del modelo
TAR(3; 2, 0, 4)
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Figura A.17: Simulaciones del coeficiente a(2)0 del modelo
TAR(3; 2, 0, 4)
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Figura A.18: Simulaciones del coeficiente a(3)4 del modelo
TAR(3; 2, 0, 4)
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Figura A.19: Autocorrelaciones para [h(1)]2 del modelo
TAR(3; 2, 0, 4)
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Figura A.20: Autocorrelaciones para [h(2)]2 del modelo
TAR(3; 2, 0, 4)
0 5 10 15 20 25 30
-1.00
-0.75
-0.50
-0.25
0.00
0.25
0.50
0.75
1.00
Figura A.21: Autocorrelaciones para [h(3)]2 del modelo
TAR(3; 2, 0, 4)
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Figura A.22: Autocorrelaciones para el coeficiente a(1)0 del mo-
delo TAR(3; 2, 0, 4)
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Figura A.23: Autocorrelaciones para el coeficiente a(2)0 del mo-
delo TAR(3; 2, 0, 4)
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Figura A.24: Autocorrelaciones para el coeficiente a(3)4 del mo-
delo TAR(3; 2, 0, 4)
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Figura A.25: Densidad a posteriori para el coeficiente a(1)0 del
modelo TAR(3; 2, 0, 4)
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Figura A.26: Densidad a posteriori para el coeficiente a(2)0 del
modelo TAR(3; 2, 0, 4)
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Figura A.27: Densidad a posteriori para el coeficiente a(3)4 del
modelo TAR(3; 2, 0, 4)
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Figura A.28: Densidad a posteriori para [h(1)]2 del modelo
TAR(3; 2, 0, 4)
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Figura A.29: Densidad a posteriori para [h(2)]2 del modelo
TAR(3; 2, 0, 4)
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Figura A.30: Densidad a posteriori para [h(3)]2 del modelo
TAR(3; 2, 0, 4)
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Análisis de sensibilidad de los parámetros no estructurales del
modelo TAR(3; 2, 0, 4)
Vo,j = 0.01,γo,j = 3.0, βo,j = 0.5σ˜2
Régimen 1 Régimen 2 Régimen 3
a
(j)
0 -0.0127 6.8633×10−4 0.0135
( 7.97×10−4 ) (3.95×10−4 ) (7.65×10−4 )
a
(j)
1 0.1106 -0.0843
( 0.0365) ( 0.0366)
a
(j)
2 -0.0681 -0.0685
( 0.0353) (0.0381)
a
(j)
3 -0.1696
(0.0344)
a
(j)
4 -0.0637
( 0.0370)
h(j) 0.0197 0.0137 0.0190
Vo,j = 0.05,γo,j = 1.5, βo,j = 0.2σ˜2
Régimen 1 Régimen 2 Régimen 3
a
(j)
0 -0.0127 6.7981×10−4 0.0135
(7.9279×10−4 ) (3.8823×10−4 ) (7.6940×10−4 )
a
(j)
1 0.1114 -0.0841
(0.0369) (0.0372)
a
(j)
2 -0.0689 -0.0678
( 0.0345) ( 0.0373)
a
(j)
3 -0.1687
( 0.0353)
a
(j)
4 -0.0638
( 0.0371)
h(j) 0.0198 0.0137 0.0191
Tabla A.31: Parámetros estimados modelo TAR(3; 2, 0, 4),
con cambios en la densidad a priori
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Coeficientes de los polinomios inversos en el modelo TAR(3; 2, 0, 4)
para el caso del BOVESPA
Coeficientes ψj(y) Régimen 1 Régimen 3
Valor coef Valor coef
ψ
(j)
0 1 1
ψ
(j)
1 -0.11147 0.08374
ψ
(j)
2 0.05610 0.06140
ψ
(j)
3 0.01396 0.15782
ψ
(j)
4 -0.00230 0.03173
ψ
(j)
5 -0.00120 -0.02911
ψ
(j)
6 0.00002 -0.03024
ψ
(j)
7 0.00008 -0.01081
ψ
(j)
8 0.00000 0.00587
ψ
(j)
9 0.00000 0.00719
ψ
(j)
10 0.00000 0.00273
ψ
(j)
11 0.00000 -0.00102
ψ
(j)
12 0.00000 -0.00168
ψ
(j)
13 0.00000 -0.00070
ψ
(j)
14 0.00000 0.00017
ψ
(j)
15 0.00000 0.00038
ψ
(j)
16 0.00000 0.00018
ψ
(j)
17 0.00000 -0.00002
ψ
(j)
18 0.00000 -0.00008
ψ
(j)
19 0.00000 -0.00004
ψ
(j)
20 0.00000 0.00000
ψ
(j)
21 0.00000 0.00001
ψ
(j)
22 0.00000 0.00001
ψ
(j)
23 0.00000 0.00000
ψ
(j)
24 0.00000 0.00000
ψ
(j)
25 0.00000 0.00000
ψ
(j)
26 0.00000 0.00000
ψ
(j)
27 0.00000 0.00000
ψ
(j)
28 0.00000 0.00000
Tabla A.32: Coeficientes de los polinomios inversos ψj(y) = 1φj(y)
APÉNDICE B
Generalidades del modelo TAR en el caso del FTSE
100
Prueba de no linealidad
Rezago de la variable umbral
p 0 1 2 3 4 5 6 7
1 0.000 0.000 0.000 0.184 0.154 0.537 0.000 0.009
2 0.000 0.000 0.000 0.440 0.115 0.163 0.000 0.019
3 0.000 0.000 0.000 0.004 0.061 0.007 0.000 0.002
4 0.000 0.000 0.000 0.005 0.179 0.007 0.000 0.005
5 0.000 0.000 0.000 0.000 0.138 0.002 0.000 0.001
6 0.000 0.000 0.000 0.000 0.115 0.003 0.000 0.003
7 0.000 0.000 0.000 0.000 0.075 0.000 0.000 0.000
8 0.000 0.000 0.000 0.001 0.163 0.000 0.000 0.000
9 0.000 0.000 0.000 0.001 0.080 0.001 0.000 0.000
10 0.000 0.000 0.000 0.000 0.048 0.000 0.000 0.000
Tabla B.1: Prueba de no linealidad, para diferentes valores de
k, para los rendimientos logarítmicos del FTSE 100
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Figura B.2: Autocorrelaciones para pˆ2, para el caso del FTSE
100
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Figura B.3: Autocorrelaciones para pˆ3 para el FTSE 100
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Análisis del modelo TAR para el FTSE 100 con umbrales
r1 = −0.0038 y r2 = 0.0043
Régimen
Orden 1 2 3
0 0.00 0.33 7.09×10−4
1 0.00 0.28 1.54×10−4
2 0.19 0.04 6.17×10−5
3 0.31 0.03 0.00
4 0.02 0.04 0.00
5 0.17 0.04 0.05
6 0.21 0.02 0.45
7 0.07 0.03 0.28
8 0.01 0.17 0.22
Tabla B.4: Distribución a posteriori para los órdenes autorregresi-
vos en el modelo TAR con umbrales r1 = −0.0038 y r2 = 0.0043
para el FTSE 100
Régimen 1 Régimen 2 Régimen 3
a
(j)
0 -0.0069 -5.13×10−5 0.0063
(5.29×10−4 ) (2.80×10−4 ) (4.77×10−4 )
[-0.0078 -0.0061] [-5.06×10−4 4.16×10−4 ] [0.0055 0.0071]
a
(j)
1 -0.0572 -0.0967
(0.0352) (0.0338)
[-0.1146 7.70×10−4 ] [-0.1525 -0.0420]
a
(j)
2 -0.1017 -0.0712
(0.0353) (0.0312)
[-0.1594 -0.0436] [-0.1223 -0.0196]
a
(j)
3 -0.0266 -0.2277
(0.0337) (0.0339)
[-0.0804 0.0292] [-0.2830 -0.1711]
a
(j)
4 0.0517
(0.0322)
[-0.0022 0.1044]
a
(j)
5 -0.0880
(0.0326)
[-0.1409 -0.0349]
a
(j)
6 -0.0938
(0.0319)
[-0.1457 -0.0416]
h(j) 0.0144 0.0087 0.0129
Tabla B.5: Parámetros estimados del modelo TAR(3; 3,0,6) para el
FTSE 100. Errores estándar en paréntesis e intervalos creíbles en
corchetes cuadrados
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Figura B.6: FACP muestral para: (a)los residuales es-
tandarizados (b)los residuos estandarizados al cuadrado y
(c)los valores absolutos de los residuos estandarizados. Mo-
delo TAR(3; 3,0,6) para el FTSE 100
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Figura B.7: CUSUM y CUSMSQ, (a) y (b) respectivamente,
para los residuos del modelo TAR(3; 3,0,6) para el FTSE 100
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Estimación de los órdenes autorregresivos del TAR para el
FTSE 100
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Figura B.8: Autocorrelaciones para pˆki con i = 1 y ki = 1
para el FTSE 100
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Figura B.9: Autocorrelaciones para pˆki con i = 2 y ki = 2
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Figura B.10: Autocorrelaciones para pˆki con i = 3 y ki = 5
p(ki/l) (i = 0, · · · , 8) 0.2 0.2 0.2 0.1 0.5 0.5 0.1 0.5 0.5
Orden Régimen 1 Régimen 2 Régimen 3
0 0.0011 8.2×10−5 1.79×10−4
1 8.06×10−4 2.78×10−4 2.64×10−4
2 0.0357 7.23×10−4 7.94×10−5
3 0.7745 1.22×10−4 3.9698×10−5
4 0.1379 0.0316 1.98×10−4
5 0.0334 0.3519 0.0046
6 0.0054 0.0632 0.2170
7 0.0085 0.3276 0.4962
8 0.0026 0.2244 0.2814
p(ki/l) (i = 0, · · · , 8) 0.05 0.05 0.05 0.05 0.1 0.2 0.2 0.2 0.1
Orden Régimen 1 Régimen 2 Régimen 3
0 7.41×10−4 4.10×10−5 5.86×10−5
1 5.04×10−4 1.79×10−4 2.22×10−4
2 0.0199 3.45×10−4 3.70×10−5
3 0.8491 1.61×10−4 3.70×10−5
4 0.0659 0.0143 7.41×10−5
5 0.0307 0.3049 0.0023
6 0.0243 0.2722 0.5788
7 0.0076 0.3026 0.3207
8 0.0012 0.1051 0.0977
p(ki/l) (i = 0, · · · , 8) 0.2 0.2 0.1 0.05 0.05 0.2 0.1 0.05 0.05
Orden Régimen 1 Régimen 2 Régimen 3
0 0.0013 2.59×10−4 2.89×10−4
1 0.0014 0.0010 8.21×10−4
2 0.0381 0.0010 1.33×10−4
3 0.8662 2.17×10−4 6.64×10−5
4 0.0386 0.0115 6.65×10−5
5 0.0366 0.4956 0.0042
6 0.0147 0.2326 0.6834
7 0.0023 0.1519 0.1947
8 7.05×10−4 0.1059 0.1163
Tabla B.11: Distribución a posteriori para los órdenes autorregresivos
con diferentes a prioris en el caso del FTSE 100
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Vo,j = 0.01,γo,j = 3.0, βo,j = 0.5σ˜2
Orden Régimen 1 Régimen 2 Régimen 3
0 7.41×10−4 4.52×10−4 1.42×10−4
1 2.79×10−4 5.21×10−4 4.96×10−4
2 0.0193 0.0011 1.26×10−4
3 0.9109 4.70×10−4 1.26×10−4
4 0.0435 0.0248 1.26×10−4
5 0.0118 0.2736 0.0026
6 0.0095 0.2401 0.5346
7 0.0029 0.2713 0.2916
8 8.86×10−4 0.1877 0.1702
Vo,j = 0.05,γo,j = 1.5, βo,j = 0.2σ˜2
Orden Régimen 1 Régimen 2 Régimen 3
0 7.42×10−4 8.22×10−5 1.52×10−4
1 4.187×10−4 4.57×10−4 6.37×10−4
2 0.0210 9.78×10−4 8.22×10−5
3 0.9090 4.64×10−4 8.225×10−5
4 0.0437 0.0257 8.22×10−5
5 0.0117 0.2783 0.0021
6 0.0093 0.2425 0.5350
7 0.0031 0.2667 0.2915
8 9.61×10−4 0.1848 0.1703
Tabla B.12: Distribución a posteriori para los órdenes auto-
rregresivos con diferentes a prioris de los parámetros no es-
tructurales en el caso del FTSE 100
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Estimación de los parámetros no estructurales del modelo
TAR(3; 3, 5, 6) para el FTSE 100
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Figura B.13: Simulaciones [h(1)]2 del modelo TAR(3; 3, 5, 6)
para el FTSE 100
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Figura B.14: Simulaciones [h(2)]2 del modelo TAR(3; 3, 5, 6)
para el FTSE 100
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Figura B.15: Simulaciones [h(3)]2 del modelo TAR(3; 3, 5, 6)
para el FTSE 100
0 5 10 15 20 25 30
-1.00
-0.75
-0.50
-0.25
0.00
0.25
0.50
0.75
1.00
Figura B.16: Autocorrelaciones para [h(1)]2 del modelo
TAR(3; 3, 5, 6) para el FTSE 100
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Figura B.17: Autocorrelaciones para [h(2)]2 del modelo
TAR(3; 3, 5, 6) para el FTSE 100
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Figura B.18: Autocorrelaciones para [h(3)]2 del modelo
TAR(3; 3, 5, 6) para el FTSE 100
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Figura B.19: Densidad a posteriori para el coeficiente a(1)0 del modelo
TAR(3; 3, 5, 6) para el FTSE 100
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Figura B.20: Densidad a posteriori para el coeficiente a(2)3 del modelo
TAR(3; 3, 5, 6) para el FTSE 100
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Figura B.21: Densidad a posteriori para el coeficiente a(3)6 del modelo
TAR(3; 3, 5, 6) para el FTSE 100
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Figura B.22: Densidad a posteriori para [h(1)]2 del modelo
TAR(3; 3, 5, 6) para el FTSE 100
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Figura B.23: Densidad a posteriori para [h(2)]2 del modelo
TAR(3; 3, 5, 6) para el FTSE 100
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Figura B.24: Densidad a posteriori para [h(3)]2 del modelo
TAR(3; 3, 5, 6) para el FTSE 100
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Figura B.25: Simulaciones del coeficiente a(1)0 del modelo
TAR(3; 3, 5, 6) para el FTSE 100
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Figura B.26: Simulaciones del coeficiente a(2)3 del modelo
TAR(3; 3, 5, 6) para el FTSE 100
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Figura B.27: Simulaciones del coeficiente a(3)6 del modelo
TAR(3; 3, 5, 6) para el FTSE 100
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Figura B.28: Autocorrelaciones para el coeficiente a(1)0 del modelo
TAR(3; 3, 5, 6) para el FTSE 100
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Figura B.29: Autocorrelaciones para el coeficiente a(2)3 del modelo
TAR(3; 3, 5, 6) para el FTSE 100
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Figura B.30: Autocorrelaciones para el coeficiente a(3)6 del modelo
TAR(3; 3, 5, 6) para el FTSE 100
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Vo,j = 0.01,γo,j = 3.0, βo,j = 0.8σ˜2
Régimen 1 Régimen 2 Régimen 3
a
(j)
0 -0.0061 4.20×10−4 0.0044
7.28×10−4 (2.80×10−4 ) (6.11×10−4 )
a
(j)
1 -0.1716 -0.2230 -0.2111
(0.0414) (0.0314) (0.0409)
a
(j)
2 -0.1249 0.0377 -0.1001
( 0.0402) (0.0267) (0.0377)
a
(j)
3 -0.1217 0.0022 -0.1722
(0.0414) ( 0.0292) (0.0334)
a
(j)
4 0.0781 -0.0799
( 0.0270) (0.0377)
a
(j)
5 -0.0763 -0.2293
(0.0273) (0.0346)
a
(j)
6 -0.1139
(0.0347)
h(j) 0.0158 0.0099 0.0132
Vo,j = 0.05,γo,j = 1.5, βo,j = 0.2σ˜2
Régimen 1 Régimen 2 Régimen 3
a
(j)
0 -0.0061 4.23×10−4 0.0044
(7.18×10−4 ) (2.85×10−4 ) (6.05×10−4 )
a
(j)
1 -0.1717 -0.2238 -0.2124
(0.0421) (0.0319) (0.0405)
a
(j)
2 -0.1261 0.0372 -0.1006
(0.0403) (0.0265) (0.0377)
a
(j)
3 -0.1211 0.0018 -0.1727
(0.0411) (0.0288) (0.0335)
a
(j)
4 0.0775 -0.0785
(0.0263) (0.0378)
a
(j)
5 -0.0769 -0.2289
(0.0277) (0.0347)
a
(j)
6 -0.1134
(0.0351)
h(j) 0.0158 0.0099 0.0132
Tabla B.31: Parámetros estimados del modelo TAR(3; 3, 5, 6)
para el FTSE 100, con cambios en la densidad a priori
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Coeficientes de los polinomios inversos en el modelo TAR(3; 3, 5, 6)
para el caso del FTSE 100
Coeficientes ψj(y) Régimen 1 Régimen 3 Régimen 2
Valor coef Valor coef Valor coef
ψ
(j)
0 1 1 1
ψ
(j)
1 0.171 0.224 0.211
ψ
(j)
2 0.096 -0.088 0.056
ψ
(j)
3 0.083 0.025 0.139
ψ
(j)
4 -0.047 -0.086 0.008
ψ
(j)
5 -0.014 0.114 0.188
ψ
(j)
6 -0.002 -0.053 -0.004
ψ
(j)
7 0.008 0.025 -0.067
ψ
(j)
8 0.001 -0.016 -0.057
ψ
(j)
9 -0.001 0.020 -0.013
ψ
(j)
10 -0.001 -0.018 -0.024
ψ
(j)
11 0.000 0.011 0.001
ψ
(j)
12 0.000 -0.006 0.025
ψ
(j)
13 0.000 0.004 0.020
ψ
(j)
14 0.000 -0.004 0.004
ψ
(j)
15 0.000 0.003 0.000
ψ
(j)
16 0.000 -0.002 -0.003
ψ
(j)
17 0.000 0.001 -0.007
ψ
(j)
18 0.000 -0.001 -0.006
ψ
(j)
19 0.000 0.001 -0.001
ψ
(j)
20 0.000 -0.001 0.002
ψ
(j)
21 0.000 0.000 0.002
ψ
(j)
22 0.000 0.000 0.002
ψ
(j)
23 0.000 0.000 0.001
ψ
(j)
24 0.000 0.000 0.000
ψ
(j)
25 0.000 0.000 -0.001
ψ
(j)
26 0.000 0.000 -0.001
ψ
(j)
27 0.000 0.000 0.000
ψ
(j)
28 0.000 0.000 0.000
ψ
(j)
29 0.000 0.000 0.000
Tabla B.32: Coeficientes de los polinomios inversos ψj(y) = 1φj(y) para el
modelo TAR en el FTSE 100
APÉNDICE C
Generalidades del modelo del TAR en el caso del
IGBC
Prueba de no linealidad
Rezago de la variable umbral
p 0 1 2 3 4 5 6 7
1 0.000 0.000 0.295 0.890 0.012 0.000 0.486 0.000
2 0.000 0.000 0.008 0.194 0.022 0.000 0.078 0.000
3 0.000 0.000 0.012 0.221 0.043 0.000 0.000 0.000
4 0.000 0.000 0.042 0.217 0.078 0.000 0.000 0.000
5 0.000 0.000 0.000 0.002 0.104 0.000 0.000 0.000
6 0.000 0.000 0.000 0.000 0.047 0.000 0.001 0.000
7 0.000 0.000 0.000 0.000 0.009 0.000 0.001 0.000
8 0.000 0.000 0.000 0.000 0.008 0.000 0.001 0.000
9 0.000 0.000 0.000 0.000 0.010 0.000 0.001 0.000
10 0.000 0.000 0.000 0.000 0.014 0.000 0.000 0.000
Tabla C.1: Prueba de no linealidad para diferentes valores de
k para el caso del IGBC
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Figura C.2: Autocorrelaciones para pˆ2, para el caso del IGBC
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Figura C.3: Autocorrelaciones para pˆ3 para el caso del IGBC
APÉNDICE C. GENERALIDADES DEL MODELO DEL TAR EN EL CASO DEL IGBC 89
Identificación del número de regímenes para el IGBC
pij pˆ2 pˆ3
0.2, 0.8 0.61 0.39
0.8, 0.2 0.64 0.21
0.3, 0.7 0.63 0.01
0.7, 0.3 0.64 0.47
Tabla C.4: Distribución a posteriori para el número de
regímenes con diferentes valores de la densidad a priori para
el caso del IGBC
Vo,j γo,j βo,j pˆ2 pˆ3
0.01 2.0 0.2σ2 0.63 0.36
0.01 3.0 1.5σ2 0.65 0.35
0.01 1.5 1.5σ2 0.63 0.37
0.05 3.0 0.5σ2 0.64 0.36
0.05 1.5 1.5σ2 0.61 0.39
Tabla C.5: Distribución a posteriori para el número de
regímenes con diferentes valores de la densidad a priori de
los parámetros no estructurales para el caso del IGBC
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Análisis del modelo TAR con umbral 0.0013
Régimen
Orden 1 2
0 0.31 0.00
1 0.51 9.26×10−5
2 0.18 9.16×10−5
3 0.00 0.99
Tabla C.6: Distribución a posteriori para los órdenes autorre-
gresivos en el caso del IGBC
Régimen 1 Régimen 2
a
(j)
0 -9.84×10−4 0.0034
(4.06×10−4 )[ -0.0017 -3.09×10−4 ] (3.65×10−4 )[0.0028 0.0040]
a
(j)
1 0.2129 0.2174
(0.0281)[ 0.1665 0.2581 ] (0.0282)[ 0.1713 0.2634 ]
a
(j)
2 -0.1294
( 0.0268)[-0.1732 -0.0854 ]
a
(j)
3 -0.1646
(0.0276)[ -0.2088 -0.1181 ]
h(j) 0.0145 0.0119
Tabla C.7: Parámetros estimados del modelo TAR(2; 1, 3)
para el IGBC. Errores estándar en paréntesis e intervalos
creíbles en corchetes cuadrados
APÉNDICE C. GENERALIDADES DEL MODELO DEL TAR EN EL CASO DEL IGBC 91
(a)
0 5 10 15 20 25 30
-1.00
-0.50
0.00
0.50
1.00
(b)
0 5 10 15 20 25 30
-1.00
-0.50
0.00
0.50
1.00
(c)
0 5 10 15 20 25 30
-1.00
-0.50
0.00
0.50
1.00
Figura C.8: FACP muestral para: (a)los residuales es-
tandarizados (b)los residuos estandarizados al cuadrado y
(c)los valores absolutos de los residuos estandarizados. Mo-
delo TAR(2; 1,3) para el IGBC
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Figura C.9: CUSUM y CUSMSQ, (a) y (b) respectivamente,
para los residuos del modelo TAR(2; 1,3) para el IGBC
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Estimación de los órdenes autorregresivos
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Figura C.10: Autocorrelaciones para pˆki con i = 1 y ki = 0
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Figura C.11: Autocorrelaciones para pˆki con i = 2 y ki = 0
0 5 10 15 20 25 30
-1.00
-0.75
-0.50
-0.25
0.00
0.25
0.50
0.75
1.00
Figura C.12: Autocorrelaciones para pˆki con i = 3 y ki = 3
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p(ki/l) (i = 0, · · · , 3) 0.4 0.4 0.1 0.1
Orden Régimen 1 Régimen 2 Régimen 3
0 0.17 0.55 0.00
1 0.35 0.32 4.63×10−4
2 0.44 0.02 7.33×10−5
3 0.03 0.11 0.99
p(ki/l) (i = 0, · · · , 3) 0.3 0.3 0.1 0.3
Orden Régimen 1 Régimen 2 Régimen 3
0 0.16 0.44 0.01
1 0.31 0.25 5.55×10−4
2 0.44 0.02 2.54×10−5
3 0.08 0.29 0.99
p(ki/l) (i = 0, · · · , 3)0.3 0.1 0.5 0.1
Orden Régimen 1 Régimen 2 Régimen 3
0 0.17 0.58 0.0058
1 0.14 0.12 2.78×10−4
2 0.67 0.14 3.42×10−4
3 0.01 0.16 0.99
Tabla C.13: Distribución a posteriori para los órdenes auto-
rregresivos en el caso del IGBC con diferentes a prioris
Vo,j = 0.01,γo,j = 3.0, βo,j = 0.5σ˜2
Orden Régimen 1 Régimen 2 Régimen 3
0 0.13 0.42 0.01
1 0.27 0.24 2.78×10−4
2 0.55 0.05 6.79×10−5
3 0.04 0.28 0.99
Vo,j = 0.05,γo,j = 1.5, βo,j = 0.2σ˜2
Orden Régimen 1 Régimen 2 Régimen 3
0 0.14 0.43 0.005
1 0.26 0.24 8.02×10−4
2 0.55 0.05 1.35×10−4
3 0.04 0.28 0.99
Tabla C.14: Distribución a posteriori para los órdenes auto-
rregresivos en el caso del IGBC con diferentes a prioris de los
parámetros no estructurales
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Estimación de los parámetros no estructurales del modelo TAR(3; 2, 0, 3)
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Figura C.15: Simulaciones [h(1)]2 del modelo TAR(3; 2, 0, 3) para el
IGBC
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Figura C.16: Simulaciones [h(2)]2 del modelo TAR(3; 2, 0, 3) para el
IGBC
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Figura C.17: Simulaciones [h(3)]2 del modelo TAR(3; 2, 0, 3) para el
IGBC
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Figura C.18: Autocorrelaciones para [h(1)]2 del modelo TAR(3; 2, 0, 3)
para el IGBC
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Figura C.19: Autocorrelaciones para [h(2)]2 del modelo TAR(3; 2, 0, 3)
para el IGBC
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Figura C.20: Autocorrelaciones para [h(3)]2 del modelo TAR(3; 2, 0, 3)
para el IGBC
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Figura C.21: Densidad a posteriori para el coeficiente a(1)1 del modelo
TAR(3; 2, 0, 3) para el IGBC
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Figura C.22: Densidad a posteriori para el coeficiente a(2)0 del modelo
TAR(3; 2, 0, 3) para el IGBC
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Figura C.23: Densidad a posteriori para el coeficiente a(3)3 del modelo
TAR(3; 2, 0, 3) para el IGBC
0.000175 0.000200 0.000225 0.000250 0.000275
0
5000
10000
15000
20000
25000
30000
35000
40000
Figura C.24: Densidad a posteriori para [h(1)]2 del modelo
TAR(3; 2, 0, 3) para el IGBC
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Figura C.25: Densidad a posteriori para [h(2)]2 del modelo
TAR(3; 2, 0, 3) para el IGBC
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Figura C.26: Densidad a posteriori para [h(3)]2 del modelo
TAR(3; 2, 0, 3) para el IGBC
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Figura C.27: Simulaciones del coeficiente a(1)1 del modelo
TAR(3; 2, 0, 3) para el IGBC
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Figura C.28: Simulaciones del coeficiente a(2)0 del modelo
TAR(3; 2, 0, 3) para el IGBC
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Figura C.29: Simulaciones del coeficiente a(3)3 del modelo
TAR(3; 2, 0, 3) para el IGBC
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Figura C.30: Autocorrelaciones para el coeficiente a(1)1 del modelo
TAR(3; 2, 0, 3) para el IGBC
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Figura C.31: Autocorrelaciones para el coeficiente a(2)0 del modelo
TAR(3; 2, 0, 3) para el IGBC
APÉNDICE C. GENERALIDADES DEL MODELO DEL TAR EN EL CASO DEL IGBC 100
0 5 10 15 20 25 30
-1.00
-0.75
-0.50
-0.25
0.00
0.25
0.50
0.75
1.00
Figura C.32: Autocorrelaciones para el coeficiente a(3)3 del modelo
TAR(3; 2, 0, 3) para el IGBC
Vo,j = 0.01,γo,j = 3.0, βo,j = 0.8σ˜2
Régimen 1 Régimen 2 Régimen 3
a
(j)
0 -0.00215 0.0015 0.0043
(5.22×10−4 ) (4.55×10−4 ) (4.54×10−4 )
a
(j)
1 0.2470 0.2753
( 0.0355) (0.0341 )
a
(j)
2 -0.0020 -0.1878
( 0.0357 ) (0.0331)
a
(j)
3 -0.1884
(0.0344)
h(j) 0.0148 0.0129 0.0119
Vo,j = 0.05,γo,j = 1.5, βo,j = 0.2σ˜2
Régimen 1 Régimen 2 Régimen 3
a
(j)
0 -0.0021 0.0015 0.0042
( 5.23×10−4 ) (4.52×10−4 ) ( 4.50×10−4 )
a
(j)
1 0.2462 0.2752
(0.0355) (0.0338 )
a
(j)
2 -0.0023 -0.1877
( 0.0358 ) ( 0.0330 )
a
(j)
3 -0.1880
( 0.0346 )
h(j) 0.0148 0.0129 0.0119
Tabla C.33: Parámetros estimados modelo TAR(3; 2, 0, 3)
para el IGBC, con cambios en la densidad a priori
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Coeficientes de los polinomios inversos en el modelo TAR(3; 2, 0, 3)
para el caso del IGBC
Coeficientes ψj(y) Régimen 1 Régimen 3
Valor coef Valor coef
ψ
(j)
0 1 1
ψ
(j)
1 -0.24569 -0.27447
ψ
(j)
2 -0.05877 0.11127
ψ
(j)
3 -0.01404 0.27100
ψ
(j)
4 -0.00335 0.10555
ψ
(j)
5 -0.00080 -0.04265
ψ
(j)
6 -0.00019 -0.08269
ψ
(j)
7 -0.00004 -0.03471
ψ
(j)
8 -0.00001 0.01397
ψ
(j)
9 -0.00000 0.02596
ψ
(j)
10 0.00000 0.01108
ψ
(j)
11 0.00000 -0.00444
ψ
(j)
12 0.00000 -0.00820
ψ
(j)
13 0.00000 -0.00351
ψ
(j)
14 0.00000 0.00140
ψ
(j)
15 0.00000 0.00259
ψ
(j)
16 0.00000 0.00111
ψ
(j)
17 0.00000 -0.00044
ψ
(j)
18 0.00000 -0.00082
ψ
(j)
19 0.00000 -0.00035
ψ
(j)
20 0.00000 0.00014
ψ
(j)
21 0.00000 0.00025
ψ
(j)
22 0.00000 0.00011
ψ
(j)
23 0.00000 -0.00004
ψ
(j)
24 0.00000 -0.00008
ψ
(j)
25 0.00000 -0.00003
ψ
(j)
26 0.00000 0.00001
ψ
(j)
27 0.00000 0.00002
ψ
(j)
28 0.00000 0.00001
ψ
(j)
29 0.00000 0.00000
ψ
(j)
30 0.00000 -0.00001
ψ
(j)
31 0.00000 0.00000
ψ
(j)
32 0.00000 0.00000
ψ
(j)
33 0.00000 0.00000
ψ
(j)
34 0.00000 0.00000
ψ
(j)
35 0.00000 0.00000
ψ
(j)
36 0.00000 0.00000
ψ
(j)
37 0.00000 0.00000
ψ
(j)
38 0.00000 0.00000
ψ
(j)
39 0.00000 0.00000
ψ
(j)
40 0.00000 0.00000
ψ
(j)
41 0.00000 0.00000
Tabla C.34: Coeficientes de los polinomios Inversos ψj(y) = 1φj(y) para el
modelo TAR en el IGBC
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