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Cap tulo 
Introduccin
Clsicamente en el rea de la programacin paralela el principal objetivo
ha sido conseguir la mayor e
ciencia posible explotando al mximo los recur
sos hardware disponibles  Para ello se utilizaban lenguajes de muy bajo nivel
que eran dependientes de la arquitectura concreta en la que se ejecutaran 
Por dicho motivo portar las aplicaciones paralelas a nuevas arquitecturas
requera reescribir en gran medida las aplicaciones 
Con el paso del tiempo la comunidad paralela ha procurado incrementar
el grado de abstraccin buscando lenguajes que faciliten la portabilidad a
distintas arquitecturas  El objetivo ideal es que no slo sea posible portar el
cdigo sino que al portarlo se mantenga tambin la e
ciencia  Esto ltimo
resulta particularmente complejo en un entorno paralelo ya que las topolo
gas internas de los distintos sistemas pueden ser radicalmente distintas 
Por su parte clsicamente la programacin funcional se ha centrado
en proporcionar mtodos genricos de programacin sin dar demasiada im
portancia a la e
ciencia en tiempo de ejecucin sino slo a la e
ciencia en
tiempo de desarrollo y mantenimiento de los programas  As el paradigma
ha mostrado ser muy til desde el punto de vista docente vase por ejem
plo LLR JvdBvdH Ker NPP POR pero han sido pocas las
aplicaciones reales que se han realizado en la industria donde slo ha tenido
xito el lenguaje funcional impuro Erlang AWV 
En los ltimos aos la comunidad funcional ha comenzado a preocu
parse en mayor medida por la e
ciencia realizndose tanto mejoras en los
procesos de compilacin e g  San JS como en los entornos de desa
rrollo  Particularmente relevantes son los per
ladores que permiten detectar
y corregir ine
ciencias relativas al tiempo de ejecucin y al consumo de me
moria de los programas e g  RW San RR	a as como los trazadores
CRW NS SR Gil PPRS que permiten detectar y corregir f
cilmente errores en los programas funcionales 
El mbito de trabajo de la presente tesis se encuentra en la interseccin
de ambas lneas de evolucin la evolucin hacia mayor abstraccin de la pro

gramacin paralela y la evolucin hacia mayor e
ciencia de la programacin
funcional  Por tanto el objetivo principal de esta tesis es obtener un entor
no de programacin funcional paralela e
ciente entendiendo el concepto de
e
ciencia en sus dos vertientes
  La e
ciencia en tiempo de ejecucin tanto secuencial como paralela
de los programas desarrollados 
  La e
ciencia en tiempo de desarrollo y mantenimiento de los progra
mas expresado en tiempo de programador 
Esta tesis muestra cmo obtener buenos resultados en ambos aspectos del
concepto de e
ciencia  Para ello se mejorar la e
ciencia del lenguaje Eden 
Eden BLOP es un lenguaje funcional paralelo que extiende al lenguaje
funcional perezoso Haskell PH con construcciones para permitir especi

car programas paralelos incluyendo la de
nicin y concrecin de procesos 
Para lograr el objetivo de la mejora de su e
ciencia trabajaremos en tres
frentes distintos
  Transformaciones automticas en tiempo de compilacin que mejoren
la e
ciencia del cdigo generado 
  Herramientas que proporcionen realimentacin al usuario informn
dole sobre las principales ine
ciencias de sus programas 
  Metodologa de programacin que conjuge rapidez de desarrollo con
e
ciencia de los resultados 
Compilador Lgicamente el mecanismo ideal para mejorar la e
ciencia
de cualquier programa es disponer de un compilador altamente inteligente
capaz de optimizar el cdigo por s mismo  Por dicho motivo uno de los
objetivos de la tesis ser conseguir un compilador de Eden que optimice el
cdigo lo ms posible tanto en lo referente a las partes puramente secuen
ciales como a las que expresan el paralelismo  Tendremos como objetivo
que nuestro compilador genere cdigo secuencial tan e
ciente como el ms
e
ciente de los compiladores funcionales perezosos disponibles  Asimismo
nuestro objetivo tambin ser conseguir que el cdigo generado explote en la
mayor medida posible todo el paralelismo que aparezca en la especi
cacin
de los programas de entrada  El Captulo  se dedicar a introducir mejoras
en el compilador de Eden 
Herramientas Una de las principales razones de la falta de e
ciencia de
los programas paralelos es el hecho de que para los programadores resulta
complicado razonar acerca del comportamiento paralelo de sus programas 
As pues el programador necesita herramientas que le proporcionen infor
macin sobre el comportamiento real de su programa de forma que pueda
  Introduccin
determinar no slo la presencia de ine
ciencias sino tambin sus causas  Por
ello otro de los objetivos de la tesis ser disear e implementar herramientas
fciles de usar y que proporcionen dicha realimentacin  Al incluir dichas
herramientas en nuestro entorno de programacin conseguiremos no slo el
objetivo de facilitar el desarrollo de aplicaciones e
cientes sino tambin el
objetivo de reducir los tiempos de desarrollo  En el Captulo  se disea e
implementa una de estas herramientas que permite simular ejecuciones de
Eden sobre arquitecturas paralelas 
Esqueletos Para conseguir el objetivo de desarrollar aplicaciones rpi
damente es fundamental disponer de una metodologa de desarrollo  Los
lenguajes funcionales perezosos han demostrado sobradamente su capacidad
para desarrollar prototipos secuenciales rpidamente por lo que no debere
mos preocuparnos por las partes secuenciales aunque s de las paralelas  El
desarrollo de aplicaciones paralelas es una tarea compleja as que es fun
damental disponer de mecanismos de abstraccin que permitan obviar los
detalles de implementacin de bajo nivel  Durante la ltima dcada ha sur
gido el concepto de esqueleto que permite especi
car un esquema general
de resolucin de una familia de aplicaciones paralelas como por ejemplo la
familia de los problemas divide y vencers de modo que un programa ba
sado en esqueletos simplemente necesite invocar al esqueleto o conjunto de
esqueletos necesarios para crear la estructura paralela sin preocuparse por
como implementar la estructura paralela sobre la arquitectura subyacente 
Un objetivo prioritario de la tesis ser permitir el uso de esqueletos dentro
de nuestro entorno de programacin  Para ello no slo se proporcionar una
librera de esqueletos para que pueda utilizarla el usuario sino que tambin
se desarrollar una metodologa que permita a los programadores especi
car
sus propios esqueletos sin abandonar el lenguaje Eden  Gracias al uso de
esqueletos podr lograrse no slo el objetivo de desarrollar los programas
ms rpidamente sino que tambin se mejorar la e
ciencia en tiempo de
ejecucin pues los usuarios normales podrn utilizar esqueletos previamente
optimizados por programadores expertos  Los captulos 	 y  con
rmarn
la utilidad de la metodologa de Eden basada en esqueletos 
A continuacin se detalla la estructura del resto de la tesis donde los dos
primeros captulos sern bsicamente recopilaciones de trabajos realizados
por terceras personas mientras que la parte original de la tesis comenzar
en el Captulo   En cada uno de los captulos originales de la tesis se
incluir una seccin 
nal de conclusiones en la que se resumirn los resultados
obtenidos 
El Captulo  contiene una introduccin a los conceptos bsicos en pro
gramacin paralela as como sendos resmenes sobre el estado del arte en
las reas de programacin con esqueletos y programacin funcional paralela 
El objetivo de dichos resmenes es encuadrar el contenido de la tesis dentro
del rea general de investigacin a la que pertenece de modo que pueda
apreciarse en mejor medida cules son las aportaciones del autor de la tesis 
El Captulo  describe el lenguaje funcional paralelo Eden que ser el que
se utilice durante el resto de la tesis para conseguir el objetivo de programa
cin funcional paralela e
ciente  Dicho captulo no slo describe el lenguaje
propiamente dicho sino que tambin da detalles acerca de la estructura del
compilador ya que sern relevantes en captulos posteriores 
En el Captulo  y tras una descripcin del estado del arte en el rea de
las herramientas de caracterizacin del rendimiento en lenguajes funcionales
paralelos comienzan las contribuciones originales de la tesis  En dicho cap
tulo se disea e implementa un simulador de arquitecturas paralelas capaz de
predecir el comportamiento sobre distintas arquitecturas de los programas
escritos en Eden  Esta herramienta proporcionar gr
cas que representen
la evolucin en el tiempo del grado de paralelismo de los programas por lo
que permitir detectar y corregir ine
ciencias en la paralelizacin  Gracias
a ello no slo se mejorar la e
ciencia de los programas sino que tambin
se reducir el tiempo de desarrollo de los mismos pues se emplear menos
tiempo en tratar de corregir ine
ciencias  Cabe resaltar que la herramienta
no slo ser til para el programador de Eden sino tambin para los desa
rrolladores del compilador pues facilitar la deteccin de ine
ciencias en la
implementacin del compilador 
El Captulo  se centra en la optimizacin automtica de programas
Eden  En l se desarrollan transformaciones que se aplican en tiempo de
compilacin para mejorar la e
ciencia de los programas  As el objetivo de
mejorar la e
ciencia se consigue sin necesidad de involucrar al programador 
Las principales aportaciones del captulo sern  de
nir un esquema de
compilacin que facilite futuras transformaciones  proponer e implemen
tar una transformacin automtica que incrementa el grado de paralelismo
mediante un lanzamiento impaciente de procesos  de
nir un conjunto de
transformaciones que permitan realizar un anlisis de bypassing que reduzca
la cantidad de comunicaciones entre los procesos y  reutilizar las optimi
zaciones secuenciales que realiza el compilador ms e
ciente de Haskell 
El Captulo 	 presenta el punto de unin de la programacin funcional
paralela con la programacin basada en esqueletos  En l se muestra cmo
puede utilizarse el lenguaje Eden para implementar esqueletos de forma clara
y concisa a la vez que e
ciente  De este modo se implementa una librera de
esqueletos que permitir obtener las ventajas propias de la programacin con
esqueletos pero sin heredar sus restricciones a la hora de expresar nuevos
esquemas paralelos  Cabe resaltar que sta es la primera implementacin de
una librera de esqueletos que se realiza en algn lenguaje funcional paralelo
y que cualquier programador Eden podr extenderla con nuevos esqueletos
que cubran sus reas de trabajo habituales lo que no puede hacerse en los
lenguajes habituales basados en esqueletos 
El Captulo  presenta un banco de pruebas formado por varios pro
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gramas Eden que utilizan distintos esqueletos de los de
nidos en el captulo
anterior  El objetivo es mostrar que efectivamente la programacin en Eden
es e
ciente tanto en tiempo de programador como en tiempo de cmputo 
El tiempo de desarrollo de las aplicaciones ser muy bajo gracias tanto al
alto nivel de abstraccin del lenguaje como al entorno de desarrollo que
incluye una librera de esqueletos y un conjunto de per
ladores tanto para
los cmputos secuenciales como para los paralelos  La e
ciencia del lenguaje
queda contrastada en la Seccin   donde se realiza una comparacin con
otros dos lenguajes paralelos representativos del estado del arte en las reas
de programacin paralela con esqueletos y programacin funcional paralela 
Finalmente el Captulo  contiene las conclusiones generales de la tesis
as como las lneas de investigacin que tiene previsto explorar en el futuro
el autor 
Parte de los resultados que se muestran en esta tesis aparecen publicados
en HPR PPRS KPR  KLPR  PR  LOP
 
 mientras
que otros resultados estn actualmente sometidos a un proceso de revisores
en PRS  LRS
 
   Para facilitar la identi
cacin de estas publicaciones
originales de la tesis utilizaremos letra negrita para resaltarlas siempre que
aparezcan tanto en el texto como en la bibliografa 
nal 
En la medida de lo posible a lo largo de la tesis se utilizarn trminos
castellanos en lugar de sus equivalentes anglosajones  Ahora bien determi
nadas palabras se mantendrn en su versin original inglesa por falta de un
trmino espaol comnnmente aceptado  En dichos casos la palabra apa
recer siempre en letra itlica  Una excepcin ser el trmino array que se
utilizar como una palabra normal de nuestro lenguaje  Son muchas las tra
ducciones que aparecen en la literatura incluyendo vectores y matrices
para distinguir si son unidimensionales o no formaciones arreglos etc 
El autor considera que ninguno de estos trminos es satisfactorio y que a
falta de una palabra propia de nuestro idioma es mejor introducir en nuestro
lenguaje el trmino original 

Cap tulo 
Preliminares y trabajo
relacionado
El presente captulo contiene una introduccin al rea de trabajo en la
que se sita esta tesis mostrando tanto los conceptos bsicos como el tra
bajo relacionado  Presenta el estado del arte del rea de la programacin
paralela en sus vertientes de programacin con esqueletos y de programacin
funcional  Por tanto no forma parte de las contribuciones originales de la
tesis 
  Conceptos bsicos
En esta seccin se introducen algunos conceptos bsicos sobre programa
cin paralela con el objetivo de poder utilizarlos posteriormente a lo largo
de la tesis  El lector conocedor del rea probablemente preferir pasar direc
tamente a la siguiente seccin 
Aceleracin absoluta
La aceleracin absoluta obtenida al paralelizar un programa se de
ne
como el tiempo de ejecucin de la versin secuencial dividido por el tiempo
de ejecucin de la versin paralela donde el tiempo de ejecucin secuencial
debe obtenerse con el algoritmo ms e
ciente conocido que no tiene que
coincidir necesariamente con el algoritmo utilizado en la versin paralela
A
abs
 
T
sec
T
p
Lgicamente dicho valor puede depender del nmero de procesadores uti
lizados en la paralelizacin  Por dicho motivo los datos sobre aceleracin
se muestran siempre como un par nmero procesadoresaceleracin  Por
ejemplo puede decirse que se ha obtenido una aceleracin de   usando 

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procesadores pero no tiene sentido decir simplemente que la aceleracin es
  
Podra pensarse que en lugar de utilizarse un par podra verse como un
porcentaje de aprovechamiento de los procesadores es decir como la fraccin
aceleracion
numero de procesadores
En este caso perderamos informacin relevante pues
dicho porcentaje puede variar en gran medida dependiendo del nmero de
procesadores normalmente a ms procesadores menor suele ser el grado de
aprovechamiento 
Aceleracin relativa
La escalabilidad es la capacidad de adaptacin de un mismo programa
paralelo a un nmero creciente de procesadores  Es deseable aunque no
siempre posible que no sea necesario modi
car el cdigo fuente del programa
cada vez que se quiera ejecutar sobre un nmero distinto de procesadores
sino que ste se adapte automtica y e
cientemente a los recursos de que
disponga 
Con el objetivo de comparar la escalabilidad de distintos programas se
de
ne un nuevo tipo de aceleracin llamada aceleraci n relativa que resul
ta de dividir el tiempo de ejecucin del programa paralelo ejecutado sobre un
monoprocesador entre el tiempo de ejecucin de ese mismo programa cuando
se ejecuta con n procesadores
A
rel
 
T

T
p
As pues la nica diferencia con la aceleracin absoluta es el punto de
referencia en vez de ser la mejor versin secuencial es la versin paralela
pero ejecutada sobre un monoprocesador  Por tanto el referente incluye los
sobrecostes debidos a la introduccin de paralelismo en el programa creacin
de hebras comunicaciones entre ellas plani
cacin de tareas etc 
Paralelismo medio
El paralelismo medio o grado de paralelismo es la media aritmtica
del nmero de procesadores que se encuentran activos en cada instante de la
ejecucin  Expresa el grado de utilizacin de los procesadores disponibles 
Por ejemplo   con  procesadores expresa que de los  procesadores
disponibles se est perdiendo completamente la capacidad de cmputo co
rrespondiente a   procesadores  Ms concretamente siendo T
p
el tiempo
de ejecucin del programa paralelo podemos de
nir el paralelismo medio
como
G
p
 

T
p
Z
T
p

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Ntese que el grado de paralelismo es notablemente diferente de la acele
racin puesto que se considera que un proceso tambin est activo cuando
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est realizando un trabajo que no se realizara en la versin monoprocesador
tanto secuencial como paralela ya sea por motivos de especulacin o sim
plemente por motivos de los sobrecostes debidos a la creacin de procesos y
a las comunicaciones entre los procesadores 
Isoeciencia
La e
ciencia de un algoritmo para un determinado nmero de procesado
res es igual a la aceleracin absoluta dividida por el nmero de procesadores 
La funcin de isoe
ciencia de un algoritmo mide en qu grado debe incre
mentarse el tamao del problema de entrada para que se mantenga constante
la e
ciencia a medida que se incrementa el nmero de procesadores dispo
nibles  As una funcin de isoe
ciencia de OP  indica que la escalabilidad
del algoritmo es buena pues basta con que el tamao del problema crezca li
nealmente con el nmero de procesadores para que se mantenga la e
ciencia 
Sin embargo una isoe
ciencia OP

 indica que la escalabilidad es mala
pues el tamao del problema debe crecer mucho para mantener la e
ciencia 
Ley de Amdahl
Uno de los aspectos que limitan ms seriamente la aceleracin que puede
alcanzarse al paralelizar un programa es la cantidad de cdigo inherentemen
te secuencial que existe en el algoritmo  Y esto es as incluso cuando pueda
parecer que dicha parte secuencial es pequea en comparacin con la parte
paralela  Este hecho se re eja claramente en la ley de Amdahl Amd	
que establece cul es la aceleracin mxima que puede obtenerse para un
algoritmo cualquiera  As si disponemos de p procesadores y la proporcin
en tanto por  inherentemente secuencial del algoritmo es f  entonces
aceleracion maxima  

f  
    f
p
Por ejemplo si el ! del cmputo que debe realizar nuestro algoritmo
es inherentemente secuencial entonces aunque dispusiramos de un nmero
in
nito de procesadores a lo sumo aceleraramos el cmputo en un factor de
 puesto que

  
 

es  
Esta ley debe tenerse siempre en mente a la hora de interpretar los resul
tados obtenidos al paralelizar distintos algoritmos pues de lo contrario en
muchas circunstancias podra parecer que el grado de paralelismo obtenido
no es satisfactorio cuando realmente puede estar muy prximo al mximo
terico alcanzable 
Tipo de comunicaciones
El tipo de comunicaciones que pueden establecerse entre distintos proce
sos puede clasi
carse del modo siguiente
 Conceptos bsicos 
Sncrona tanto el receptor como el emisor del mensaje deben coincidir en
determinados puntos de sus respectivas ejecuciones para que la comu
nicacin pueda tener lugar 
Asncrona el emisor no necesita esperar a que el receptor del mensaje se
encuentre en el punto de la ejecucin en el que espere recibir el mensaje 
Las comunicaciones asncronas se dividen a su vez en dos tipos
  Cuando el emisor debe esperar a recibir peticiones del receptor se
dice que las comunicaciones son de tipo pull 
  En caso de que el emisor enve datos sin necesidad de que el
receptor los haya demandado se dice que las comunicaciones son
de tipo push  Este mecanismo permite evitar tiempos de espera
en el receptor pues dispondr de los datos antes de necesitarlos 
Especulacin
Cuando se realiza un trabajo que realmente no va a ser necesario para el
resultado 
nal se dice que dicho trabajo es especulativo  En programacin
funcional secuencial el empleo de evaluacin perezosa garantiza que en cada
momento se computa slo lo que realmente hace falta por lo que no existe
especulacin  Ahora bien dado que en un entorno paralelo disponemos de
varios procesadores suele ser til comenzar cmputos antes de que se sepa si
sern necesarios o no con el 
n de emplear procesadores que estaran ociosos
en caso contrario 
Ubicacin de tareas
La decisin sobre qu procesador debe computar cada una de las tareas
que se generen puede tomarse esttica o dinmicamente  En el primero de
los casos la decisin se toma en tiempo de compilacin para lo cual es preciso
conocer en dicho momento tanto el nmero de tareas como el de procesa
dores  Por ello suele ser necesario restringir el tipo de algoritmos paralelos
que pueden implementarse  Cuando la ubicacin de tareas es dinmica exis
ten dos posibilidades para repartir nuevas tareas que se creen en tiempo de
ejecucin
Activamente el procesador que ha generado la nueva tarea decide qu
procesador debe encargarse de resolverla 
Pasivamente la nueva tarea permanece en el procesador hasta que otro
procesador le pida trabajo 
En cualquiera de los dos casos el objetivo debe ser que el reparto de carga
entre los distintos procesadores sea lo ms homogneo posible con el 
n de
que todos los procesadores terminen sus cmputos ms o menos al mismo
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tiempo  De este modo se aprovechar la capacidad de cmputo de todos
ellos durante casi todo el tiempo de la ejecucin 
Planicadores de tareas
Habitualmente cada procesador tiene varias tareas a realizar  Si el tiem
po de cmputo del procesador se reparte equitativamente entre todas sus
tareas se dice que el plani
cador es justo o expropiativo mientras que en
caso contrario es injusto  Los plani
cadores justos deben realizar cambios de
contexto frecuentes para dar paso a las distintas tareas de ah el nombre de
expropiativos por lo que son menos e
cientes que los injustos  Por su parte
los injustos asignan el procesador a una tarea hasta que dicha tarea 
naliza
o se bloquea y slo en ese momento se cambia de contexto para dar paso a
otra tarea  En caso de que la tarea que se est ejecutando sea especulativa
puede desaprovecharse mucho cmputo resultando en una notable prdida
en la e
ciencia general  De hecho en el caso peor el cmputo de la tarea
puede ser in
nito por lo que el programa puede que no termine debido a la
eleccin de un plani
cador de tareas injusto mientras que usando uno justo
s terminara 
Tipos de paralelismo
Clsicamente se han distinguido dos tipos de paralelismo paralelismo de
datos y paralelismo de tareas  La idea subyacente en el paralelismo de datos
es realizar operaciones globales sobre grandes estructuras de datos de modo
que las operaciones sobre los elementos individuales de la estructura puedan
realizarse simultneamente  Por tanto con paralelismo de datos la tarea
principal del programador consiste en decidir cmo distribuir las estructuras
de datos entre los procesadores 
En el caso del paralelismo de tareas la fuente del paralelismo est en
el control  La labor del programador es repartir entre los procesadores las
distintas actividades que deban realizarse durante la ejecucin  Por ejemplo
al paralelizar un esquema divide y vencers el programador debe especi
car
qu procesos se encargarn de realizar tareas de divisin del problema en
subproblemas y qu procesos resolvern tareas bsicas  De entre los pa
ralelismos de tareas cabe destacar el paralelismo de tipo stream  En dicho
tipo existen listas de tareas de tamao desconocido que se generan din
micamente y deben repartirse tambin dinmicamente entre los distintos
procesadores  Un ejemplo tpico de este tipo de paralelismo es el paralelismo
de tubera en el que debe aplicarse una serie de etapas de cmputo a cada
uno de los elementos de una lista de tamao desconocido 
 Tipos de lenguajes paralelos 
Tipos de arquitecturas paralelas
La clasi
cacin ms extendida de arquitecturas hardware fue propuesta
en  por Flynn Fly y distingue cuatro tipos de arquitecturas
SISD Single Instruction Single Data  Se corresponde con las arquitecturas
monoprocesador clsicas 
SIMD Single Instruction Multiple Data  Una misma instruccin se eje
cuta simultneamente sobre mltiples datos de entrada  El ejemplo
tpico de este tipo de arquitecturas son los procesadores vectoriales
que permiten aplicar en paralelo operaciones sobre arrays 
MIMD Multiple Instruction Multiple Data  Distintas instrucciones se eje
cutan en paralelo cada una de ellas operando sobre datos diferentes 
Es el tipo de paralelismo ms general que viene representado por las
arquitecturas multiprocesador 
MISD Multiple Instruction Single Data  Es el tipo de arquitecturas menos
convencional  De hecho no existen mquinas reales que se adapten
completamente a este tipo si bien algunos autores consideran que los
procesadores segmentados se encuadran dentro de esta categora pues
sobre cada dato de entrada se ejecutan distintas operaciones en cada
una de las etapas 
La clasi
cacin de Flynn no slo ha servido para clasi
car hardware sino
que ha in uido tambin en algunas clasi
caciones de programas paralelos
generando los conceptos de programacin SPMD Single Program Multiple
Data y MPMD Multiple Program Multiple Data  En principio los progra
mas SPMD se corresponden con los programas que slo explotan paralelismo
de datos mientras que los MPMD cubren el tipo ms general de paralelis
mo  En realidad la nica exigencia de SPMD es que el mismo cdigo resida
en todos los procesadores por lo que tambin puede cubrir cualquier tipo
de paralelismo sin ms que utilizar los identi
cadores de los procesadores
para realizar bifurcaciones en el cdigo del programa  Tambin existe un
equivalente a las arquitecturas MISD que es el paralelismo de tipo MPSD
Multiple Program Single Data que explota paralelismo de tipo tubera 
   Tipos de lenguajes paralelos
Pueden distinguirse dos tipos de lenguajes en funcin de quin sea el
responsable de detectar el paralelismo
Lenguajes con paralelismo implcito el programador slo escribe pro
gramas secuenciales y es el sistema quien detecta cmo puede extraerse
paralelismo empleando para ello anlisis de dependencias de datos 
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Lenguajes con paralelismo explcito el programador es el responsable
de decidir qu tareas deben realizarse en paralelo 
Dado que el diseo de programas paralelos es una tarea compleja los len
guajes puramente implcitos no permiten obtener buenas aceleraciones es
pecialmente en arquitecturas en las que las latencias son altas comparadas
con la capacidad de cmputo de los procesadores 
Los lenguajes de programacin paralelos tambin pueden clasi
carse en
funcin del nivel de abstraccin en el que deba moverse el programador a la
hora de desarrollar sus programas  Una de las clasi
caciones ms relevantes
es la realizada por Susanna Pelagatti en Pel que clasi
ca los lenguajes
de paralelismo explcito del siguiente modo
Completamente abstractos el programador slo debe decidir el algorit
mo paralelo a emplear pero la implementacin paralela es responsabi
lidad del sistema 
Parcialmente abstractos el programador no slo decide el algoritmo a
emplear sino que tambin debe 
jar el grafo de procesos que se em
plear as como el reparto de tareas entre los procesos  Este nivel se
subdivide en otros dos
De alto nivel el programador slo de
ne explcitamente el grafo de
procesos y el reparto de tareas entre los procesos pero no las
comunicaciones y sincronizaciones 
De bajo nivel el programador tambin debe manejar explcitamente
las comunicaciones y sincronizaciones entre los procesos 
Dependientes de la mquina el programador debe controlar todos los
detalles de la implementacin incluyendo los dependientes de la arqui
tectura subyacente 
Ejemplos del nivel ms abstracto son los lenguajes dataparallel como High
Performance Fortran HPF sin directivas For o NESL que se describir
en la seccin siguiente  Dichos lenguajes proporcionan operaciones primiti
vas sobre estructuras de datos que pueden estar distribuidas fsicamente en
distintos procesadores pero cuya distribucin es completamente transparen
te para el programador que las ve como si fueran estructuras locales  Por
ejemplo HPF proporciona arrays distribuidos permite aplicar una misma
funcin a cada uno de los elementos del array o combinar los valores de
todos ellos mediante operadores suministrados por el programador 
Entre los lenguajes parcialmente abstractos de alto nivel se encuentran to
dos los lenguajes funcionalesparalelos que describiremos en la Seccin   
as como los lenguajes dataparallel que incluyen directivas para la descom
posicin explcita de las estructuras de datos  Cuando se incluyen directivas
 Lenguajes de esqueletos 
HPF vuelve a ser el ejemplo prototpico de este tipo de lenguajes  Por ejem
plo la directiva PROCESSOR permite especi
car la estructura del grafo de pro
cesadores DISTRIBUTE permite especi
car cmo se distribuye un array entre
los distintos procesadores mientras que ALIGN permite alinear dos arrays
distribuidos de modo que se garantice que determinadas partes del primero
estarn en el mismo procesador que determinadas partes del segundo 
Entre los lenguajes parcialmente abstractos de bajo nivel se encuentran
lenguajes como Linda CG en los que el programador debe realizar las
comunicaciones explcitamente mediante funciones como send y receive  En
este mismo nivel se encuentran las libreras de paso de mensajes que no
son espec
cas de una arquitectura concreta como las conocidas libreras
PVM PVM GBDJ y MPI Mes GLS que facilitan la portabili
dad a distintas mquinas paralelas  Por dicho motivo estas libreras estn
siendo utilizadas como lenguaje destino de la compilacin de otros lenguajes
paralelos de ms alto nivel 
En el nivel ms bajo de la jerarqua se encuentran lenguajes para ar
quitecturas espec
cas como por ejemplo el uso de Occam sobre transpu
ters MSK	 
La eleccin del nivel de abstraccin al que desarrollar los programas pa
ralelos requiere establecer un compromiso entre e
ciencia portabilidad y
capacidad expresiva  Los niveles ms bajos permiten explotar ms e
ciente
mente los recursos hardware pero no puede portarse a otras arquitecturas ni
el cdigo ni mucho menos la e
ciencia  Los niveles ms altos permiten portar
trivialmente el cdigo de unas arquitecturas a otras pero slo puede portarse
la e
ciencia cuando se restringe el tipo de paralelismo que puede explotarse 
Por ejemplo los lenguajes dataparallel permiten programar a un alto nivel
de abstraccin consiguiendo portabilidad de cdigo y e
ciencia pero restrin
giendo notablemente el tipo de programas que pueden desarrollarse pues no
slo se restringen a paralelismo de datos sino que las estructuras de datos
deben ser siempre estticas y en muchas ocasiones incluso se restringen a
estructuras unidimensionales 
  Lenguajes de esqueletos
Los lenguajes basados en esqueletos aumentan el nivel de abstraccin
en el que se escriben los programas paralelos  La idea principal consiste en
proporcionar un conjunto de esquemas bsicos de paralelizacin de modo
que el programador se limite a concretar dichos esquemas para su proble
ma espec
co pero sin tener que descender al detalle de cmo implementar
e
cientemente los esquemas paralelos bsicos  En principio los lenguajes
de esqueletos pueden clasi
carse como completamente abstractos pues nor
malmente slo requieren que se especi
que el algoritmo paralelo pero su
implementacin es responsabilidad del sistema de soporte  Ahora bien en la
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prctica algunos lenguajes de esqueletos requieren la intervencin del usuario
cada vez que se quiere portar un programa manteniendo la e
ciencia a una
nueva arquitectura por lo que dichos lenguajes se clasi
caran como par
cialmente abstractos de alto nivel  A continuacin se exponen los conceptos
bsicos del enfoque as como las aproximaciones ms signi
cativas que se
han llevado a cabo en el rea 
	 Conceptos bsicos
En programacin secuencial han surgido histricamente dos abstracciones
importantes que han contribuido a crear una metodologa de programacin
adecuada para abordar la construccin de grandes programas la abstracci n
funcional y la abstracci n de datos  Tanto en una como en otra se pueden
distinguir dos aspectos
  Su especicaci n que determina su comportamiento observable para
un usuario potencial 
  Su implementaci n en trminos de abstracciones ms simples que de
termina su e
ciencia  Para una misma especi
cacin son posibles en
general varias implementaciones 
Un esqueleto representa una abstraccin en programacin paralela y en ge
neral son posibles varias implementaciones del mismo atendiendo a factores
tales como la arquitectura paralela subyacente la granularidad de las ta
reas creadas la estrategia de reparto de carga entre los procesadores etc 
Cada implementacin tendr en general una e
ciencia diferente  Una de
las caractersticas ms importantes de un esqueleto es que debe ser posible
predecir el coste paralelo de cada una de sus implementaciones  Por coste
paralelo se entiende el tiempo de ejecucin del algoritmo desde que el primer
procesador empieza a trabajar hasta que termina de trabajar el ltimo  La
frmula matemtica que describe dicho coste se denomina modelo de coste
de la implementacin Fos 
La especi
cacin describe como mnimo el valor de los datos producidos
por el esqueleto en funcin del valor de los datos de entrada esto es su
comportamiento funcional  Pero normalmente la especi
cacin determina
tambin la familia de problemas a la que es aplicable dicho esqueleto  Por
ejemplo existe un esqueleto divide y vencers paralelo aplicable a problemas
que admitan una funcin split para partir un problema en subproblemas
una funcin combine que combine los resultados de los subproblemas etc 
Afortunadamente para casi todos los esqueletos existe una versin secuencial
del mismo como es el caso de divide y vencers 
Resumiendo un esqueleto consiste en las dos siguientes piezas de infor
macin
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Especicacin Consta del tipo del esqueleto y del algoritmo secuencial que
describe el comportamiento funcional del esqueleto 
Implementaciones Cada una de ellas consta a su vez de dos partes a
un algoritmo paralelo que describe la topologa de procesos creada
y la asignacin de trabajo a cada uno de ellos y b un modelo de
coste que describe el tiempo paralelo esperado del algoritmo 
Los modelos de coste estn parametrizados por ciertos valores que dependen
o bien del problema concreto a resolver o bien del sistema de soporte a la
ejecuci n o bien de la arquitectura hardware subyacente 
Los modelos de coste son en general sencillos de calcular si se conoce en
qu orden y dnde se crean los procesos  Para describir el tiempo paralelo
slo es necesario tener en cuenta las actividades que suceden en el camino
crtico del algoritmo y el coste de cada una  El camino crtico lo constituyen
las actividades que necesariamente han de ejecutarse en secuencia para poner
a trabajar a todos los procesadores y las que se necesitan desde que acaba
la ltima subtarea hasta obtener el resultado 
nal  De las actividades que
pueden ejecutarse en paralelo en varios procesadores es necesario tomar en
consideracin la que termina ms tarde  Para una panormica de modelos
de coste puede consultarse Ham 
Las principales ventajas que ofrece la programacin con esqueletos pro
vienen de su alto nivel de abstraccin que no slo permite desarrollar los
programas ms rpidamente y con menos errores sino que tambin permite
portar los programas conservando gran parte de la e
ciencia ya que para
pasar a otras arquitecturas paralelas conservando la e
ciencia basta con im
plementar e
cientemente los esqueletos bsicos sin modi
car las aplicaciones
concretas 
	 Principales lenguajes de esqueletos
Cole El trmino esqueleto fue acuado por Murray Cole en su tesis doc
toral Col posteriormente publicada en Col  En dicha tesis propuso
un lenguaje paralelo en el que slo existan cuatro esqueletos bsicos de
paralelizacin  Cualquier aplicacin deba poder expresarse en trminos de
dichos esqueletos aunque se reconoca que el conjunto de esqueletos podra
incrementarse a ms de cuatro a medida que se detectara la conveniencia
de incluir nuevos esquemas paralelos  Para cada uno de los esqueletos se
propona una implementacin sobre una rejilla bidimensional de transputers 
El conjunto de esqueletos prede
nido era el siguiente
  FDCC Fixed Degree DivideConquer Paraleliza el conocido esquema
de programacin divide y vencers  Cada uno de los subproblemas en
los que se divide el problema inicial se resuelve en paralelo aplicando
recursivamente el esquema FDCC  Para simpli
car la implementacin
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el nmero de problemas en los que se subdivide cada problema se res
tringe de forma que sea una constante del esqueleto 
  IC Iterative Combination Este algoritmo sirve para aquellos proble
mas que se resuelven iterando una funcin hasta que se cumple una
determinada propiedad  Bsicamente partiendo de un conjunto de
datos x la funcin pares decide qu pares de datos deben combinarse
mientras que combinar los combina 
ic    b  a  a  a  b  a  Bool  a  a
ic combinar pares test x
 test x  x
 otherwise  ic combinar pares t combinar pares x x
  C Cluster Skeleton Este esqueleto es una generalizacin de los dos
anteriores  Sirve para aquellos problemas que pueden dividirse en sub
problemas como FDCC siendo dichos problemas paralelizables uti
lizando IC 
  TQ Task Queue Este esqueleto sirve para aquellos problemas en los
que inicialmente la entrada se divide en muchas tareas iniciales de mo
do que dichas tareas puedan ser resueltas independientemente  Dichas
tareas iniciales se introducen en una cola y cada uno de los trabaja
dores puede extraer una tarea de la misma y resolverla devolviendo su
resultado  Durante la resolucin de una tarea los trabajadores pueden
crear nuevas tareas que se aaden dinmicamente a la cola de tareas
global para que cualquier trabajador pueda resolverla 
El principal mrito de la aproximacin de Cole es el hecho de haber
sido el primero en plantear un lenguaje puramente basado en esqueletos 
Ahora bien sus esqueletos son excesivamente complejos  Por ejemplo no
se proporciona ningn ejemplo de aplicacin en el que sea til el esqueleto
C  Esta complejidad se debe en parte a que el lenguaje no permita anidar
esqueletos como todo programa deba ajustarse a alguno de los esqueletos
los esqueletos complejos podan adaptarse ms fcilmente a los problemas
concretos 
Por otro lado otra restriccin del enfoque es que no hay ninguna forma
de especi
car cuntos procesadores usar ya que se usan todos lo cual puede
ser contraproducente dependiendo de la relacin cmputo"comunicaciones 
Darlington A diferencia del enfoque de Cole esta aproximacin DFH
 

DGT incorpora un conjunto de esqueletos ms simples y en ellos no se
incluyen detalles de implementacin  Dichos detalles quedan relegados a
las implementaciones que se hagan de los esqueletos para cada arquitectura
destino 
 Lenguajes de esqueletos 
La propuesta del grupo de Darlington se basa en tres pilares los esque
letos sus modelos de coste para las distintas arquitecturas y un conjunto de
reglas de transformacin de programas 
Partiendo de una especi
cacin del problema en trminos de los esque
letos las reglas de transformacin permiten al programador optimizar la
implementacin para la arquitectura destino deseada  Para ello deben con
sultarse los modelos de coste de los distintos esqueletos 
Existen dos tipos de reglas las que traducen un esqueleto a otro y
las que permiten restringir los recursos a emplear por ejemplo reduciendo
el nmero de etapas de una tubera para que coincida con el nmero de
procesadores disponibles 
El conjunto de esqueletos es el siguiente
  Una tubera en la que cada etapa de la misma puede ejecutarse en
paralelo
pipe    a  a  a  a
pipe  fold 	
  Una simpli
cacin del esqueleto TQ de Cole en el que no se permite
que los trabajadores creen nuevas tareas dinmicamente
farm    a  b  c  b  a  c
farm f env  map g
where g x  f x env
donde env representa un conjunto de datos 
jos que van a ser necesarios
para el cmputo de todas las tareas 
  Un divide y vencers en el que no se restringe el nmero de subproble
mas en el que se divide el problema original
dc    a Bool  a b  a a  b b  a  b
dc test solve split combine x
 test x  solve x
 otherwise  combine 	
map dc test solve split combine 	 split x
  El esqueleto RAMP Reduce and Map Over Pairs captura aquellos pro
blemas en los que un conjunto de objetos evolucionan combinndose
entre s  Por cada uno de los elementos x de la lista se obtiene uno
nuevo consistente en una combinacin de x con el resto de elementos
de la lista
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ramp    a  a  b  b  b  b  a  b
ramp f g xs  map h xs
where h x  fold g map f x xs
  El esqueleto DMPA Dynamic Message Passing Architecture permite
especi
car cualquier topologa de comunicacin entre procesos  Es ne
cesario especi
car el estado inicial de cada proceso qu cmputo realiza
y cmo interacciona con cada uno de los otros procesos  Todo par de
procesos puede interaccionar entre s mediante paso de mensajes 
Al igual que la propuesta de Cole el anidamiento de esqueletos sigue sin
estar permitido slo pueden especi
carse estructuras planas de paraleliza
cin 
El enfoque transformacional que fundamenta el enfoque es meramente
metodolgico ya que no es un proceso automtico ni existe ningn ti
po de soporte semiautomtico para la optimizacin de los programas  La
responsabilidad es completamente del programador cuyo nico punto de
apoyo son los modelos de coste existentes para los distintos pares esquele
to"arquitectura  Adems dado que los modelos de coste para las distintas
arquitecturas son distintos portar un programa a otra arquitectura requiere
repetir el proceso manual de optimizacin del algoritmo paralelo 
Los puristas de la programacin basada en esqueletos critican fundamen
talmente el ltimo esqueleto debido a que permite cualquier topologa  De
hecho se considera una puerta de escape del mundo de los esqueletos 
La escuela de HeriotWatt El lenguaje SkelML Bra Bra Braa
Brab desarrollado por Bratvold es una versin paralela de un subcon
junto del lenguaje funcional impaciente Standard ML RTHM  SkelML
identi
ca fuentes potenciales de paralelismo a partir del uso de las siguien
tes funciones de orden superior map filter y fold  La implementacin
paralela se basa en llamadas a Occam Inm 
Para determinar cundo debe paralelizar un uso de dichas funciones y
cundo no debe hacerlo es preciso realizar una fase previa a la ejecucin
del programa  En dicha fase se utiliza un per
lador para determinar cunto
cmputo y cuntas comunicaciones se requieren en las aplicaciones de las
funciones paralelizables  A partir de dichos datos y a partir de los modelos
de coste disponibles para la arquitectura de destino el compilador es capaz
de decidir qu debe paralelizarse  As pues es el compilador quien decide en
ltima instancia el paralelismo que se debe extraer 
Al igual que los enfoques de Cole y Darlington SkelML tampoco permite
la composicin general de esqueletos  La nica composicin permitida es la
composicin en modo tubera de modo que en cada etapa se utilice un
esqueleto distinto  En particular cuando una tubera est formada por un
fold y un map el compilador lo optimiza utilizando un esqueleto foldmap 
 Lenguajes de esqueletos 
Posteriormente a SkelML se han desarrollado distintos lenguajes basa
dos en l  La principal aportacin de los nuevos diseos ha sido introducir
anidamiento de esqueletos 
Por ejemplo en la tesis de Hamdam Ham se presenta Ektran un
lenguaje funcional muy simple que permite utilizar esqueletos anidados  Si
guiendo las ideas de SkelML el paralelismo se extrae de la aplicacin de cier
tas funciones de orden superior que en este caso son map fold y combine
que representa una tubera  Dichas funciones pueden anidarse sin restric
ciones y el compilador es capaz de detectar qu debe paralelizarse y qu no 
Las principales restricciones son que el lenguaje base es excesivamente simple
para utilizarse en aplicaciones reales slo se han desarrollado programas de
unas pocas lneas de cdigo y que la introduccin de un nuevo esqueleto
implica modi
car muy notablemente el compilador 
En la misma lnea del trabajo de Hamdam pero partiendo del lenguaje
ML se encuentra PMLS MSBK SMH Parallel ML with Skeletons
que extrae paralelismo de las funciones map y fold y permite anidamiento
arbitrario de esqueletos  La implementacin de los esqueletos se realiza en
C # MPI 
POPE El lenguaje POPE RS SR	 ParadigmOriented Programming
Environment est orientado hacia los algoritmos que se ajustan al esquema
SIT Static Iterative Transformation  Dicho esquema sigue bsicamente la
misma idea que el esqueleto IC de Cole  Los problemas se resuelven iterando
una serie de pasos donde cada paso puede consistir en operaciones con datos
locales en una multidifusin de datos globales desde el procesador principal
o en la combinacin de datos recibidos de distintos procesadores 
POPE extiende Haskell con facilidades para expresar paralelismo itera
tivo y genera cdigo C con llamadas a PVM  Reutiliza GRIP HJ para
generar cdigo 
SCL Tras su primera aproximacin explicada previamente el grupo de
Darlington desarroll el lenguaje SCL Structured Coordination Language
DGTYa DGTYb ADG
 
	  SCL est concebido como un lenguaje de
coordinacin de modo que el lenguaje secuencial a emplear puede ser cual
quiera  SCL slo de
ne cmo coordinar la parte paralela de los programas 
Para ello utiliza funciones de segundo orden que de
nen los esqueletos  B
sicamente el lenguaje pretende obtener lo mejor del mundo funcional y del
imperativo utiliza estilo funcional para los esqueletos mientras que permite
que el cdigo secuencial sea imperativo para mejorar la e
ciencia 
SCL est orientado hacia paralelismo de datos  Su tipo de datos ms
importante son los arrays distribuidos  Para manejar estos arrays el lenguaje
incluye distintos tipos de esqueletos
  Los esqueletos de conguraci n permiten distribuir cmodamente los
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arrays y son muy similares a las directivas de HPF  El esqueleto
partition transforma un array secuencial en un array paralelo de
arrays secuenciales de modo que cada subarray pueda ubicarse en un
procesador distinto  Por su parte align permite relacionar dos arrays
distribuidos estableciendo qu pares de subarrays deben residir en los
mismos procesadores  Adems de estos esqueletos bsicos se inclu
yen otros que combinando los bsicos facilitan de
nir cmo distribuir
cualquier conjunto de arrays  Por ltimo un array distribuido puede
convertirse en normal mediante gather 
  Los esqueletos elementales permiten operar con arrays distribuidos  Se
incluyen dos versiones de map para la segunda es relevante el ndice de
cada elemento un fold y un scan  Tambin se incluyen esqueletos
tanto para realinear como para modi
car arrays 
  Los esqueletos computacionales abstraen las estructuras de control ms
habituales  Incluyen esqueletos pipe farm y dc como en el enfoque
anterior del grupo de Darlington as como versiones de un iterUntil
similar al esqueleto IC de Cole  Por ltimo los esqueletos spmd y mpmd
abstraen respectivamente las caractersticas de los cmputos SPMD
y de los MPMD 
A diferencia de los enfoques presentados hasta ahora SCL s permite
anidamiento de esqueletos  Esto dota de una gran  exibilidad a las soluciones
que pueden darse a los problemas  Al igual que en el primer enfoque del
mismo grupo el sistema incluye un conjunto de reglas de transformacin
de esqueletos que permiten optimizar las implementaciones  En este caso
el enfoque transformacional es semiautomtico ya que el sistema es quien
aplica las reglas de transformacin pero en determinados casos es el usuario
quien debe especi
car qu reglas aplicar y en qu orden hacerlo 
P

L Uno de los lenguajes ms relevantes del area es P

L Pisa Parallel
Programming Language Pel BDO
 
 Pel Pel  El lenguaje pro
porciona una serie de esqueletos que pueden anidarse sin ningn tipo de
restriccin  A partir de la especi
cacin dada por el programador el sistema
es capaz de optimizar la estructura de procesos dependiendo de la arquitec
tura destino 
El lenguaje incluye construcciones para poder expresar tanto paralelismo
de tipo stream como paralelismo de datos  As para el primer tipo incluye
los esqueletos farm y pipe similares a los introducidos en la primera apro
ximacin del grupo de Darlington  Para el paralelismo de datos se incluyen
esqueletos map reduce y comp  El esqueleto map permite realizar operaciones
sobre arrays facilitando la especi
cacin de cmo deben distribuirse dichos
arrays entre los procesadores  El esqueleto reduce permite aplicar un fold
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sobre un array es decir reduce un array mediante un operador binario aso
ciativo  Por su parte comp es la versin dataparallel de pipe utilizndose
para componer distintas aplicaciones de esqueletos dataparallel  Adems
de los esqueletos anteriores tambin se incluye el esqueleto loop similar al
IC de Cole para expresar paralelismo iterativo tanto de tipo stream como
paralelismo de datos  El ltimo esqueleto que se proporciona es un esque
leto para realizar ejecuciones secuenciales  De esta forma se consigue que
absolutamente todas las construcciones del lenguaje sean esqueletos 
En principio la programacin de las partes secuenciales se podran hacer
en cualquier lenguaje secuencial si bien la versin actual slo permite utilizar
C 
La primera fase que se realiza para optimizar un programa P

L consiste
en efectuar ejecuciones reales de las partes secuenciales con el objetivo de
poder concretar los modelos de coste con los datos espec
cos del problema
en curso
 
 
A partir de la especi
cacin dada por el programador el compilador de
P

L primero optimiza la estructura de procesos aplicando reglas generales
de reescritura de rboles de procesos  Tras optimizar la estructura se op
timizan los recursos procesadores asignados a cada esqueleto  Tras una
primera asignacin de recursos en la que no se tienen en cuenta el nmero
mximo de procesadores en una segunda pasada se van eliminando recursos
de los distintos esqueletos hasta que pueda ejecutarse en la mquina real  El
objetivo 
nal es minimizar el tiempo de ejecucin minimizando tambin en
la medida de lo posible el nmero de procesadores 
Ntese que el proceso de transformaciones es completamente automtico 
As pues portar un programa a otra arquitectura slo requiere realizar eje
cuciones reales para obtener informacin de proling y despus utilizar las
transformaciones automticas del compilador para que optimice la estructura
de acuerdo a dicha informacin 
Para aadir un esqueleto al lenguaje es preciso modi
car el compilador 
En particular para cada una de las arquitecturas de destino es preciso aadir
a las bibliotecas la siguiente informacin
  Cdigo fuente de los esqueletos 
  Estructura del grafo de procesos e informacin sobre cmo ubicar los
procesos en procesadores 
  Modelo de coste 
  Para poder componer esqueletos apropiadamente hay que aadir infor
macin sobre
 
Si no se quieren realizar dichas ejecuciones  el sistema tambin permite que el usuario
diga directamente cules son los tiempos
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 Cmo enlazar e
cientemente las subpartes paralelas 
 Cmo combinar los modelos de coste de las subpartes paralelas
para obtener un modelo global 
Actualmente P

L es capaz de generar cdigo para dos tipos de arquitec
turas Meiko CS arquitecturas en malla tipo transputers y arquitecturas
que soporten PVM y que por tanto permitan conexiones entre cualquier
par de procesadores  Para cada tipo de mquina existe una mquina abs
tracta sobre la que se desarrollan los modelos de coste que determina qu
parmetros son relevantes 
Una de las principales restricciones del lenguaje es que slo proporciona
tipos estticos  As pues es preciso conocer en tiempo de compilacin el
tamao de todos los arrays  Esto facilita la prediccin automtica de costes
del programa pero restringe el abanico de problemas que pueden resolverse 
En particular no pueden resolverse problemas que requieran utilizar listas
de tamao inde
nido  De hecho el nico tipo de datos del que se extrae
paralelismo son los arrays ndimensionales  Por tanto realmente no existen
streams en el sentido de un  ujo continuo de datos de longitud desconocida
sino que el paralelismo de tipo stream slo se puede utilizar con arrays de
tamao 
jo 
Adems de la restriccin anterior P

L presupone que la mquina paralela
a utilizar est dedicada por entero a su aplicacin  As pues no puede uti
lizarse para programar tareas en mquinas que ejecutan varias aplicaciones
simultneamente 
HDC Otro lenguaje reciente basado en esqueletos es HDC HLG
 
 HL
Higherorder Divide and Conquer desarrollado en la universidad de Pas
sau  HDC toma como lenguaje de partida un subconjunto de Haskell cambia
el orden de evaluacin perezoso por el estricto y aade esqueletos para per
mitir la evaluacin en paralelo  Como su nombre indica HDC pretende ex
plotar fundamentalmente el paralelismo de tipo divide y vencers  De hecho
incluye una jerarqua de cinco esqueletos para el esquema divide y vencers 
As para cada problema se elegir el esqueleto que mejor se comporte en ese
caso 
Aunque el lenguaje se basa en el esquema divide y vencers tambin
se incluyen esqueletos para map filter scan y red fold  Ahora bien
dichos esqueletos tambin siguen un enfoque divide y vencers  Por ejemplo
cuando el compilador decide paralelizar un map divide la lista de tareas en
dos sublistas y asigna cada una de ellas a un procesador distinto  En cada
uno de ellos se repite el proceso de divisin en dos listas hasta que se decida
resolver la lista de tareas en secuencial 
Por tanto en principio slo se permiten comunicaciones jerrquicas cada
bloque slo comunica con su maestro o sus descendientes en modo divide y
vencers  Slo existe una excepcin el lenguaje permite de
nir estructuras
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de datos globalmente distribuidas y en ese caso se puede usar acceso a
memorias remotas para acceder a cualquier dato 
Para aadir un nuevo esqueleto al sistema es necesario extender el prelu
dio con su de
nicin de tipos para luego de
nir el cdigo Haskell que genera
la implementacin del esqueleto  Dicho cdigo Haskell es realmente una ca
dena de caracteres que incluye el cdigo C con llamadas a MPI preciso
para implementar el esqueleto 
Skil El lenguaje Skil BK BK Bot extiende el lenguaje C con ca
ractersticas funcionales funciones de orden superior aplicaciones parciales
y tipos polimr
cos  Estas caractersticas se eliminan en tiempo de compi
lacin generndose cdigo C con llamadas a MPI  El lenguaje C tambin
se extiende incluyendo estructuras de datos distribuidas permitiendo de
nir
arrays distribuidos si bien las estructuras distribuidas no pueden anidarse 
Aunque permite paralelismo de tareas Skil est especialmente orienta
do hacia el paralelismo de datos  En ese sentido sus esqueletos permiten
operar de forma distribuida con arrays  As el esqueleto create genera
arrays distribuidos map y zip permiten operar sobre arrays suponiendo que
estn idnticamente distribuidos fold combina los elementos de un array
distribuido para obtener un nico resultado permute permite variar la dis
tribucin de un array y broadcast enva un bloque de un array a todos los
procesadores 
A diferencia de otros lenguajes imperativos basados en esqueletos como
por ejemplo P

L los esqueletos de Skil no son una parte interna del lenguaje
sino que el programador puede tanto reutilizar los esqueletos existentes como
crear esqueletos nuevos  Para esto ltimo slo hay que de
nir el programa
C con las correspondientes primitivas de paso de mensajes  Ahora bien Skil
no permite anidamiento de esqueletos 
  Programacin funcional paralela
Durante la ltima dcada se han propuesto diversas extensiones a lengua
jes de programacin funcionales con la intencin de facilitar la especi
cacin
de sistemas concurrentes as como la explotacin de paralelismo tanto in
troducindolo de forma explcita como explotando el paralelismo implcito
todo ello tomando como base un entorno de trabajo funcional  En HM
puede encontrarse una recopilacin de las principales reas de investigacin
que se encuentran abiertas actualmente mientras que en TLP aparece
una descripcin detallada de los principales lenguajes paralelos y"o concu
rrentes que extienden el lenguaje funcional Haskell PH 
En el presente trabajo nos centraremos en las extensiones paralelas no
sin antes mencionar brevemente algunos de los lenguajes funcionales concu
rrentes ms relevantes  Cabe mencionar Facile GMP Concurrent ML
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Rep Erlang AWV y Concurrent Haskell PGF	  Estos lengua
jes funcionales concurrentes proporcionan construcciones primitivas para la
creacin dinmica de procesos concurrentes mediante spawn o fork y para
el intercambio de mensajes entre los procesos send y receive  Por tan
to la concurrencia se maneja a un nivel de abstraccin bastante bajo lo
cual viola el estilo de programacin funcional que aboga por utilizar altos
niveles de abstraccin  Otros lenguajes como Haskell with Ports HN o
GdH Glasgow distributed Haskell PTL incluyen tambin primitivas pa
ra el desarrollo de sistemas distribuidos utilizando tambin un bajo nivel de
abstraccin 
Otra aproximacin completamente diferente sobre la que se ha trabaja
do pretende explotar el paralelismo implcito de los lenguajes funcionales
de modo que se mejore el tiempo de ejecucin del programa secuencial para
lelizndolo automticamente  Normalmente el programador debe introducir
anotaciones para optimizar la ejecucin paralela de modo que sea l quien
controle que la granularidad sea la adecuada as como que la ubicacin de
procesos en procesadores sea ptima  El resto de la seccin est dedicada a
comentar los lenguajes ms relevantes de este enfoque con la excepcin de
HDC y la familia de SkelML que ya fueron descritos en la seccin anterior 
Una mencin especial merecer el lenguaje GpH Glasgow Parallel Haskell
debido a que es un lenguaje muy cercano al lenguaje Eden sobre el cual
trata esta tesis  De hecho la implementacin de Eden reutiliza gran parte
de la de GpH  Esta circunstancia permite hacer comparaciones muy precisas
entre ambos lenguajes ya que al utilizar la misma tecnologa secuencial las
diferencias de e
ciencia entre ambos lenguajes dependen fundamentalmente
del diseo y metodologa de uso de los lenguajes 

 Lenguajes basados en arrays
SISAL Uno de los primeros lenguajes funcionales paralelos exitosos fue
SISAL Streams and Iterations in a Single Assignment Language CF
Can  SISAL era un lenguaje estricto sin orden superior y utilizaba no
tacin imperativa aunque fuera funcional  A pesar de utilizar asignaciones
el lenguaje era funcional debido a su condicin de single assignment que
garantiza que a cada variable slo se le pueda realizar una asignacin 
El principal rea de destino del lenguaje era el desarrollo de programas
para clculo cient
co donde consiguieron e
ciencias competitivas con las del
lenguaje Fortran  SISAL no slo estaba pensado para multiprocesadores
sino que tambin permita aprovechar el paralelismo de bajo nivel de los
monoprocesadores al garantizar que las asignaciones eran nicas permita
detectar fcilmente las dependencias de datos lo cual facilitaba la mejora de
rendimiento en procesadores segmentados 
Desde el punto de vista de paralelismo de multiprocesadores el lenguaje
era implcito tanto en la extraccin de paralelismo como en la interaccin
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de las hebras  El esquema bsico era de paralelismo de datos incluyendo
operaciones sobre arrays distribuidos  Tambin permita extraer paralelismo
de tubera comunicando productores y consumidores  Por ltimo permita
extraer paralelismo evaluando en paralelo subexpresiones independientes 
SAC De forma similar a SISAL SAC Single Assignment C Sch Sch	
Sch es un lenguaje funcional estricto de primer orden basado en para
lelismo de datos que emplea sintaxis imperativa y cuya principal rea de
aplicacin es el cmputo numerico  SAC es bsicamente un subconjunto fun
cional de C en el que se eliminan las variables globales y punteros pero en
el que se aaden operaciones de alto nivel sobre arrays de dimensiones va
riables  El lenguaje permite de
nir cualquier tipo de operacin sobre arrays
mediante el uso deWITHloops un mecanismo que generaliza la notacin de
listas intensionales de los lenguajes funcionales para permitir trabajar con
arrays de dimensiones y formas desconocidas a priori  Este mecanismo per
mite aplicar operaciones sobre cualquier subrango de cualquier array aunque
el subrango concreto no se conozca a priori 
NESL NESL Ble BG	 Ble	 es un lenguaje funcional paralelo ba
sado en ML  Es estricto fuertemente tipado con paralelismo implcito e
interaccin implcita entre hebras  El modelo de paralelismo es el de parale
lismo de datos siendo su principal caracterstica permitir el anidamiento de
paralelismo 
Los tipos de datos bsicos son los arrays unidimensionales sequences 
Slo puede extraerse paralelismo con operaciones sobre este tipo  As el uso
de un map sobre el mismo permite que el cmputo sobre cada componente
pueda realizarse en paralelo  Adems de map permite el uso de otras muchas
funciones paralelas como para sumar o permutar elementos de una sequence 
En general se extrae paralelismo a partir del uso de funciones de orden
superior y de construcciones similares a listas intensionales 
Como puede apreciarse realmente es el programador quien debe especi

car explcitamente dnde reside el paralelismo del algoritmo si bien ser el
sistema quien decida cmo distribuir realmente el trabajo y cmo sincronizar
las distintas tareas 
El lenguaje no es completamente funcional ya que no siempre mantiene
la transparencia referencial  En particular la construccin write sirve para
escribir en paralelo sobre sequences permitiendo que se modi
que una misma
posicin dos o ms veces  Dado que no se especi
ca cul ser la actualizacin
que se conservar el resultado es no determinista 

 Lenguajes basados en anotaciones
Parafunctional Programming Una aproximacin bastante extendida
es la de aadir anotaciones a los programas funcionales para especi
car c
  Preliminares y trabajo relacionado
mo ejecutarlos en paralelo  El enfoque original proviene de Parafunctional
programming planteado por Paul Hudak Hud	 e implementado poste
riormente MH tomando como lenguaje secuencial Haskell  A cada ex
presin se le puede asociar mediante la palabra clave sched una expresin
de plani
cacin  Dicha plani
cacin puede de
nir un orden parcial entre
eventos especi
cando entre otras cosas qu debe suceder en secuencia y qu
puede ser ejecutado en paralelo  En la plani
cacin puede indicarse tam
bin en qu procesador concreto debe evaluarse cada parte de una expresin
proporcionando un alto grado de control sobre la implementacin paralela 
Dado que la paralelizacin consiste en aadir anotaciones a los programas
secuenciales en principio puede aislarse completamente la parte paralela de
la secuencial  As idealmente no sera necesario alterar el cdigo secuencial
si bien en la prctica suele ser necesario hacerlo cuando se quieren obtener
buenas aceleraciones 
El principal inconveniente del lenguaje es que el hecho de usar anotacio
nes de bajo nivel suele conducir a programas oscuros difciles de entender 
Concurrent Clean Concurrent Clean PvE NSvP Kes es un len
guaje funcional perezoso muy similar a Haskell  Permite implementar pro
gramas paralelos aadiendo anotaciones a los programas secuenciales  Di
chas anotaciones permiten indicar en qu procesador se quiere llevar a cabo
la evaluacin a forma normal de raz de una expresin  Los argumentos no
los evaluar dicho procesador sino que debern serles transmitidos en forma
normal de raz cuando los valores sean demandados  Para ello cuando un
procesador demanda datos de otro en el procesador propietario de los datos
se crear un nuevo proceso encargado de la reduccin a forma normal de
raz de los mismos a menos que ya estuvieran en forma normal  Existe una
excepcin a este modo de proceder cuando una funcin es estricta en algu
no de sus argumentos dicho argumento se reduce a forma normal completa
antes de que se cree el proceso remoto para la evaluacin de la aplicacin 
Ntese que slo se transmiten valores en forma normal de modo que el
trabajo nunca se duplica en distintos procesadores 
Adems de las anotaciones el lenguaje incorpora como primitiva una
funcin que devuelve en qu procesador est siendo evaluado un valor dado 
La combinacin de esta funcin y de las anotaciones permite un alto grado
de control sobre la topologa de procesos a crear 
Caliban La versin inicial de Caliban fue desarrollada por Paul Kelly
Kel Kel y posteriormente Frank Taylor lo rede
ni y reimplemen
t Tay KT pero manteniendo el esquema bsico del lenguaje 
Siguiendo la idea de GC de distinguir el modelo de cmputo del de
coordinacin Caliban utiliza un lenguaje para especi
car los cmputos y otro
distinto para la coordinacin de las tareas siendo ambos lenguajes funciona
 Programacin funcional paralela 
les  El cdigo de coordinacin se aade mediante anotaciones que especi
can
cmo ejecutar en paralelo programas Haskell el lenguaje de cmputo  Di
chas anotaciones son una descripcin declarativa del grafo de procesos a
crear  Por cada proceso hay que indicar qu tareas va a realizar y qu arcos
le van a comunicar con los otros procesos  Un proceso puede tener varias
tareas a realizar en cuyo caso debera repartir el tiempo entre ellas mediante
un plani
cador justo y expropiativo

para garantizar la evolucin de todos
los cmputos 
Aunque el lenguaje de cmputo es perezoso el lenguaje de coordinacin
introduce impaciencia para poder obtener paralelismo  As la evaluacin de
las salidas de un proceso se realiza aunque no exista demanda de modo que el
productor y el receptor puedan trabajar en paralelo  Dado que los procesos
se comunican mediante streams el consumidor puede utilizar los datos a
medida que se van produciendo sin necesidad de esperar a la 
nalizacin del
cmputo completo incrementndose el grado de paralelismo 
La principal restriccin del lenguaje reside en el hecho de que todas las
anotaciones se interpretan en tiempo de compilacin por lo que slo pueden
especi
carse estructuras de procesos estticas  As por ejemplo al de
nir
una granja de procesos el nmero de trabajadores debe conocerse en tiempo
de compilacin  Por tanto si quiere utilizarse el programa con distintos
nmeros de procesadores disponibles es necesario recompilar para cada nueva
con
guracin 

	 GpH
GpH Glasgow Parallel Haskell THJ
 
	 es una extensin del lenguaje
Haskell que aade un nuevo combinador de composicin paralela par que
al ser utilizado junto a la composicin secuencial seq permite controlar el
grado de paralelismo de los programas  La semntica de estos combinadores
es la siguiente
  seq  y  
x  seq  y  y
x  par  y  y
Operacionalmente seq fuerza la evaluacin a forma normal dbil

de su pri
mer argumento antes de evaluar el segundo argumento mientras que par
indica que la evaluacin a WHNF de su primer argumento puede realizarse
en paralelo con la evaluacin del segundo argumento aunque ser en tiempo

En la implementacin actual el planicador no es expropiativo  por lo que no puede
garantizarse la terminacin del cmputo global

Una clausura est en forma normal dbil cuando tiene un constructor en cabeza  o
cuando es una lambda abstraccin En lo sucesivo usaremos WHNF Weak Head Normal
Form
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de ejecucin cuando se decida si se crea o no una nueva hebra para eva
luar el primer argumento de par  Normalmente el primer argumento ser
necesario para la evaluacin del segundo pues de lo contrario se estara rea
lizando una evaluacin completamente especulativa  Ntese que el uso de
par es completamente transparente desde el punto de vista semntico es
decir los resultados obtenidos sern los mismos independientemente de que
se introduzcan o no combinadores par 
Ejemplo
A modo de ejemplo consideremos el siguiente programa para calcular
nmeros de Fibonacci
parfib  Int  Int
parfib   
parfib   
parfib n  nf  par  nf  seq  nf	nf	


where nf  parfib n

nf  parfib n

Las de
niciones de los casos base son evidentes pero el caso general merece
una explicacin ms detallada  Debe leerse como puede crearse una nueva
hebra para evaluar nf pero nf se evaluar en el procesador actual antes de
realizar la suma 
nal  Si se cre una nueva hebra para nf entonces ser la
responsable de evaluarlo y de comunicar el resultado a la hebra principal  Si
no se cre la hebra entonces todo el trabajo lo realizar la hebra principal 
Realmente el uso de las anotaciones par y seq proporciona una gran  e
xibilidad a la hora de realizar programas paralelos pero tiene como contra
partida el hecho de que la labor de programacin resulta demasiado laboriosa
y el comportamiento paralelo de los programas es difcilmente comprensible 
Implementacin
Buena parte de la e
ciencia de GpH se debe a que est implementa
do sobre el e
ciente compilador GHC Glasgow Haskell Compiler JHHP
Pey	  De hecho la implementacin de GpH slo modi
ca el sistema de
soporte a la ejecucin o runtime system en adelante RTS de GHC para
introducir las estructuras necesarias para gestionar la distribucin paralela
del cmputo conservndose por completo todas las fases de compilacin de
GHC 
El primer punto de la ejecucin en el que se diferencian el RTS de GHC
y el de GpH es en la evaluacin de par  La traduccin de las anotacio
nes par consiste en crear una semilla para evaluar el primer argumento y
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continuar evaluando el segundo

  Una semilla representa un trabajo que
potencialmente puede realizarse en un procesador independiente 
Para conocer las semillas existentes cada procesador necesita disponer de
una lista de semillas  Asimismo tambin dispone de una lista con las hebras
que est evaluando localmente de modo que cuando deja de evaluarse la
hebra en curso porque termine su cmputo o porque se bloquee a la espera
de datos se contina con la evaluacin de otra de las hebras de la lista local
realizndose el correspondiente cambio de contexto  Realmente en vez de
almacenar una lista de hebras se almacena una lista de TSOs

 siendo cada
TSO un registro que contiene toda la informacin que se necesita sobre una
hebra para poder realizar el cambio de contexto 
Ahora bien en ningn caso el plani
cador de tareas interrumpe la ejecu
cin de una hebra sino que una hebra se ejecuta hasta que termina o hasta
que se bloquea es decir el plani
cador es noexpropiativo 
En cuanto al reparto de carga entre procesadores cuando un procesador
no tiene ninguna hebra local que pueda ejecutar si tiene alguna semilla local
la convierte en hebra y comienza a evaluarla  Si tampoco tiene ninguna
semilla local entonces enva mensajes al resto de procesadores siguiendo
un orden aleatorio pidiendo que le enven alguna de sus semillas  Si algn
procesador dispone de semillas le enva una de ellas para lo cual debe
enviarle una copia de la parte del grafo de clausuras que es necesaria para
poder evaluar el cmputo asociado a la semilla  Finalmente si nadie le enva
ninguna semilla el procesador permanece ocioso  Ntese que en ningn caso
se permite que una hebra migre de un procesador a otro sino que slo pueden
migrar las semillas 
La sincronizacin entre las distintas hebras viene determinada nicamen
te por las dependencias de datos si una hebra necesita un dato que est
produciendo otra hebra entonces se bloquea hasta que haya sido producido
ntese que GpH no permite duplicar trabajo  Por ejemplo si en
nf  par  nf  seq  nf	nf	


se ha generado una hebra para nf y el cmputo de nf ha terminado antes
que el de nf entonces la hebra encargada de hacer la suma debe bloquearse
en espera de que la otra hebra termine de evaluar nf 
Las comunicaciones son asncronas es decir una vez que el enviante man
da el mensaje puede olvidarse por completo del mismo  Para establecer las
comunicaciones entre los distintos procesadores se utiliza la conocida libre
ra de paso de mensajes PVM lo cual facilita notablemente la portabilidad
de la implementacin  Adems para mejorar la e
ciencia los datos no se
envan uno a uno sino que se empaquetan por bloques con el objetivo de

Es decir  al evaluar e  par e  se generara una semilla para e   mientras se prosi	
gue el cmputo de e

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reducir el impacto negativo que pueden provocar altas latencias entre los
procesadores 
Estrategias
Con el objetivo de incrementar el grado de abstraccin de los programas
GpH se introduce el concepto de estrategias THLP  Las estrategias
sirven para controlar el grado de evaluacin de los cmputos  Son simples
funciones que demandan la evaluacin de su argumento hasta cierto grado
y que siempre devuelven 
 para indicar que la salida no es relevante  Se
aplican mediante la funcin using que primero aplica la estrategia al valor
de entrada y luego devuelve el valor
type Strategy a  a  
using    a  Strategy a  a
using x s  s x 
seq
 x
Un ejemplo simple de estrategia es la que demanda la espina de una lista
de valores  En dicha estrategia el ajuste de patrones fuerza a que aparezcan
explcitamente todas las constructoras 
 pero no se crea demanda para
los valores de la lista
spine    Strategy a
spine   
spine x xs  spine xs
Dado que las estrategias son simplemente funciones Haskell pueden ser
parmetros de otras estrategias  De esta forma es fcil de
nir estrategias
sobre estructuras de datos teniendo como parmetro la estrategia a apli
car sobre cada dato concreto  Por ejemplo la siguiente estrategia permite
implementar un map en paralelo
parList    Strategy a  Strategy a
parList strat   
parList strat x xs  strat x 
par
 parList strat xs
parMap s f xs  map f xs 
using
 parList s
El uso de estrategias permite implementar programas paralelos con un
mayor grado de abstraccin que cuando se emplean directamente los ope
radores seq y par  As idealmente permiten que el cdigo secuencial sea
completamente independiente del cdigo de coordinacin paralela  Ahora
bien en la prctica para programas complejos suele ser necesario modi
car
la estructura del programa secuencial para obtener mejores aceleraciones 

Cap tulo 
El lenguaje Eden
Este captulo describe el lenguaje funcional paralelo Eden en el cual se
basa esta tesis doctoral  El autor de la tesis no intervino en el diseo bsico
del lenguaje sino que se incorpor al grupo Eden cuando el lenguaje ya
exista siendo su principal aportacin al diseo de Eden la introduccin del
lanzamiento impaciente de procesos  La parte en la que ha intervenido ms
activamente el autor de la tesis ha sido en la implementacin del lenguaje
pues junto a Ulrike Klusik ha sido el implementador del compilador  Ulrike
Klusik ha implementado el backend mientras que el autor de la tesis ha
implementado el frontend del compilador de Eden 
 Fundamentos de Eden
El lenguaje Eden BLOP BLOP	 BLOP extiende el lenguaje fun
cional perezoso Haskell con construcciones para permitir el desarrollo de pro
gramas tanto concurrentes como paralelos  Siguiendo la clasi
cacin descrita
en la Seccin   Eden es un lenguaje paralelo parcialmente abstracto de alto
nivel es decir el programador es el responsable de 
jar el grafo de procesos
y el reparto de tareas entre los mismos mientras que las comunicaciones se
realizan de forma implcita  Las principales caractersticas del lenguaje son
las siguientes
  Los procesos se comunican intercambiando valores a travs de canales
de comunicacin modelados fundamentalmente mediante listas pere
zosas 
  La comunicacin es implcita y asncrona de tipo push 
  Permite la introduccin de cmputos especulativos 
  Permite el desarollo de programas reactivos 
  Puede realizar cmputos nodeterministas 

 Fundamentos de Eden 
  No asume la existencia de una memoria compartida sino que est
diseado para trabajar e
cientemente sobre arquitecturas distribuidas 
	 Procesos
Eden distingue entre abstracciones de procesos que especi
can mediante
un estilo funcional el comportamiento de futuros procesos y concreciones de
procesos en las que se proporcionan valores de entrada a las abstracciones
de procesos con el objetivo de crear procesos que se ejecuten realmente 
As pues la relacin entre las abstracciones y las concreciones de procesos
es la misma que entre las abstracciones y la aplicacin de las mismas una
vez que reciben los parmetros reales 
A este respecto cabe resaltar que las abstracciones de procesos son valo
res de primera clase es decir pueden usarse igual que cualquier otro valor
pueden utilizarse como parmetros de una funcin pueden almacenarse en
estructuras de datos pueden ser el resultado devuelto por una funcin etc 
Un proceso que toma como entradas in

        in
m
y produce como sali
das exp

        exp
n
 se especi
ca mediante una expresin de abstracci n de
proceso de la siguiente forma
process in

        in
m
  exp

        exp
n

where ecuacion

      ecuacion
r
cuyo tipo es Process 

        
m
 
 


       
 

n
 donde Process es un cons
tructor de tipos binario prede
nido y 

        
n
y
 


       
 

n
son respectiva
mente los tipos de las entradas y de las salidas  La parte where es opcional
y se utiliza para de
nir funciones auxiliares y subexpresiones comunes que
se utilizan en la de
nicin del proceso 
Realmente no es necesario que se nombren explcitamente todos y cada
uno de los canales de entrada y todas y cada una de las expresiones de salida
sino que para especi
car los canales de entrada puede utilizarse cualquier
ajuste de patrones incluyendo una nica variable mientras que la salida
del proceso puede ser cualquier expresin  La nica restriccin impuesta es
que los tipos sean correctos
process entradas  expresion
where ecuaciones
Un proceso puede tener como entrada respectivamente salida un nico
canal una tupla de canales o una lista de canales  Por tanto para inferir
tipos correctamente es preciso aplicar ciertos convenios
  Si el tipo inferido para a respectivamente para b en Process a b
es una tupla entonces cada uno de los componentes de dicha tupla se
considera un canal independiente 
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  Si un canal tiene tipo a es decir es una lista entonces se tratar
como una lista potencialmente in
nita que transmite su contenido
elemento a elemento 
  La anotacin a expresa que a es un canal  Por ejemplo la anotacin
a signi
ca lista de canales que se utiliza para de
nir abstraccio
nes de procesos con un nmero de canales que se desconoce en tiempo
de compilacin 
Ejemplo La siguiente abstraccin de proceso especi
ca un proceso que
mezcla dos listas ordenadas para formar una nueva lista ordenada
merger    Ord a  Process aa a
merger  process ss  smerge s s
where smerge  l  l
smerge l   l
smerge x l y t  if x  y then x smerge l y t
else y smerge x l t
ut
La creacin de procesos en tiempo de ejecucin tiene lugar mediante
concreciones de procesos es decir en el momento de aplicacin de una abs
traccin de proceso a una tupla de expresiones de entrada  Dicha aplicacin
dar lugar a otra tupla de canales de salida para el nuevo proceso
out

        out
n
   p  inputexp

        inputexp
m

Al igual que para las abstracciones de proceso no es necesario que las
concreciones mencionen explcitamente cada uno de los canales de entrada
y de salida y tampoco es necesario que p sea una variable que haya sido
declarada directamente como una abstraccin de proceso sino que puede ser
cualquier expresin  La nica restriccin que se impone es que los tipos sean
correctos  As pues y teniendo en cuenta que el tipo de $ es
    Transmissible aTransmissible b  Process a b  a  b
donde la clase Transmissible se utiliza para garantizar que existe un mtodo
para transmitir a traves de canales los valores de entrada y salida del proceso
se permite cualquier expresin como
e  e
siempre que est bien tipada  De hecho $ es un valor de primera clase por
lo que entre otras cosas puede pasarse como parmetro de una funcin de
orden superior como por ejemplo en
zipWith  ps ins
 Fundamentos de Eden 	
Ejemplo Puede crearse una red dinmica de ordenacin concretando la
abstraccin de proceso merger del ejemplo anterior
sortNet    Ord a Transmissible a  Process a a
sortNet  process list  sort list
where sort   
sort x  x
sort xs  merger  sortNet  l sortNet  l
where ll  unshuffle xs
unshuffle   
unshuffle x  x
unshuffle x y t  x ty t
where tt  unshuffle t
merger  			
Aquellas listas que tienen ms de dos elementos se dividen en dos sublis
tas para las cuales se generan nuevas concreciones de los procesos sortNet
y merger  La topologa resultante es un rbol binario de procesos 
	 Sistemas reactivos
Las construcciones presentadas hasta el momento son su
cientes para
programar sistemas concurrentes deterministas pero es necesario introducir
nuevos conceptos nofuncionales para extender el poder expresivo del len
guaje de modo que puedan de
nirse tambin sistemas reactivos 
En Eden la reactividad se introduce mediante la abstraccin de proceso
prede
nida merge que representa un proceso que mezcla de forma reactiva
una lista de canales donde cada uno de dichos canales es una lista
merge    Process a a
Tan pronto como un valor est disponible en alguna de las listas de entrada
el proceso merge lo copia a la salida  De esta forma puede conocerse el orden
temporal en el que se producen determinados valores pudiendo as reaccionar
apropiadamente en funcin de dicho orden  Ntese que el proceso merge
es no determinista pues distintas ejecuciones pueden conducir a distintos
rdenes en la lista de salida debido a carreras en la produccin de las listas
de entrada del proceso 
Eden proporciona canales dinmicos  Un proceso puede generar un nuevo
canal de entrada y enviar a otro proceso un mensaje que contenga el nombre
de dicho nuevo canal  Entonces el proceso receptor puede usarlo para devol
ver cierta informacin al proceso inicial recibir y usar o bien puede pasar
el nombre del canal a otro proceso recibir y pasar  Ambas posibilidades
son mutuamente excluyentes de forma que el programador debe asegurarse
de que cada canal dinmico slo se va a utilizar para establecer una conexin
unoauno entre un nico emisor y un nico receptor el que cre el canal 
  El lenguaje Eden
En caso contrario en tiempo de ejecucin se generar un mensaje de error
noti
cando que se ha roto dicha condicin y se abortar la ejecucin del
programa 
Para los nombres de canales dinmicos se introduce un nuevo constructor
de tipos denominado ChanName de modo que el nombre de un canal de tipo
a es de tipo ChanName a  Para crear un nuevo canal dinmico se utiliza la
siguiente construccin
new nombrecanal canal expr
La expresin anterior declara un nuevo canal cuyo nombre es nombrecanal
y cuyo contenido podr leerse accediendo a travs de canal  El mbito
de visibilidad tanto de nombrecanal como de canal es el cuerpo de la
expresin expr  Para poder establecer una comunicacin el nombre del
canal se enviar a otro proceso a travs de uno de los canales de salida ya
existentes  El proceso que reciba el nombre del canal y que quiera enviar
algn dato a travs de l podr hacerlo mediante una expresin de la forma
nombrecanal  expr

par expr

Antes de comenzar a evaluar expr

 se crea una nueva hebra concurrente
para la evaluacin de expr

 y el resultado de dicha hebra se transmitir a
travs del canal dinmico  El resultado de la expresin completa es el de
expr

 
Ejemplo En un sistema con un nico proceso distribuidor y varios proce
sos trabajadores la comunicacin puede simpli
carse introduciendo un canal
dinmico  La idea consiste en que cada vez que un proceso trabajador pide
que se le asigne un trabajo debe crear un nuevo canal dinmico a travs
del cual el distribuidor le comunicar el trabajo que debe realizar  As en el
trabajador tendremos
toManager  new taskname task
AskForWork taskname   waitForWork task
waitForWork Work work  doTheWork work   toManager
mientras que el distribuidor distribuir el trabajo a travs de los canales que
se le comuniquen
answerRequests workpool AskForWork chan  reqs
 chan  first workpool
par answerRequests rest workpool reqs
 Fundamentos de Eden 
		 Topologas de comunicacin y bypassing
Eden permite expresar fcilmente topologas de procesos mediante sis
temas de ecuaciones donde cada ecuacin describe los canales de entrada
y de salida de un proceso  De esta forma se pretende facilitar las tareas
de programacin de modo que puedan reutilizarse fcilmente esquemas de
procesos  En PR  se describen distintos esqueletos para representar una
amplia gama de topologas de procesos como tuberas toroides etc 
Figura   Cuadrcula de  procesos
Ejemplo La abstraccin de proceso grid genera una cuadrcula de 
procesos vase Figura    La abstraccin de proceso correspondiente a
los procesos de las celdas es un parmetro del proceso grid de modo que
el esqueleto es lo su
cientemente genrico como para que pueda concretarse
con cualquier abstraccin de proceso del tipo adecuado
grid    Process ab ab  Process aabb aabb
grid pabs  process left left top top 
right right bot bot
where right bot  pabs  left top
right bot  pabs  right top
right bot  pabs  left bot
right bot  pabs  right bot
ut
Ahora bien en Eden la comunicacin se realiza a travs de canales unidi
reccionales  de modo que cuando se crea un nuevo proceso sus canales
de salida se convierten en nuevos canales de entrada del proceso padre y
viceversa  El inconveniente es que este comportamiento no es deseable en el
caso en el que el proceso padre no utiliza el contenido de dicho canal sino
que simplemente trans
ere dicho contenido hacia"desde un tercer proceso 
El problema de establecer las conexiones directamente entre los nuevos
procesos y su padre radica en que la topologa resultante no sera la que se
  El lenguaje Eden
aprecia en la 
gura   sino que todas las conexiones internas de la cuadrcula
iran al padre y de l volveran al hijo correspondiente  Por tanto el proceso
padre se convertira en un cuello de botella no slo en este caso sino en un
gran nmero de topologas 
Por dicho motivo Eden requiere un mecanismo automtico denominado
bypassing KPS que sea capaz de redireccionar los canales de modo que
se establezcan conexiones directas entre los productores y los consumidores
obviando a los intermediarios 
En el Captulo  se trata de nuevo este problema  All se propone un
esquema de compilacin que permite la deteccin de situaciones de bypas 
sing  Para aquellos esquemas complejos en los que el anlisis no de buenos
resultados podr utilizarse la metodologa propuesta en la Seccin 	 	 para
derivar topologas no jerrquicas 
  Semntica
La semntica operacional de Eden es una extensin de la semntica ope
racional estndar de Haskell y re eja la distincin entre los sublenguajes de
cmputo y de coordinacin que conviven en Eden  Comprende dos niveles
de sistemas de transiciones el nivel inferior maneja aquellos efectos que son
locales a un nico proceso mientras que el nivel superior describe los efectos
que son globales al sistema completo la creacin de un nuevo proceso el
envo de un dato la recepcin de un dato la creacin de un canal dinmico
el establecimiento de una conexin usando un canal dinmico y la 
nali
zacin de una hebra   La interfaz entre ambos niveles est formada por
acciones que comunican al nivel superior la necesidad de un evento global
como por ejemplo la creacin de un proceso el envo de un mensaje o la
terminacin de un proceso  Los detalles concretos y formales sobre dicha
semntica pueden encontrarse en BLOP  Recientemente en HO se
ha desarrollado una nueva versin ms formal de dicha semntica  En lo que
resta de la presente seccin se describen de un modo informal los aspectos
fundamentales de la semntica de Eden 
Impaciencia vs pereza Aunque el modelo computacional de Eden es
un lenguaje perezoso Haskell se ha optado por no mantener dicha pereza
para el modelo de coordinacin con el objetivo de mejorar el comportamiento
paralelo de los programas  As la pereza se rompe en dos situaciones
  Una vez lanzado un proceso su cmputo est dirigido por la evaluacin
de sus expresiones de salida para las cuales siempre existe demanda 
De esta forma se incrementa el grado de paralelismo puesto que los
procesos pueden producir datos de forma independiente sin necesidad
de esperar a que nadie los demande 
 Semntica 
  Se permite que un proceso se lance antes de ser demandado con el
objetivo de acelerar la distribucin del cmputo  Vase la Seccin
   para ms detalles 
Ntese que al romper la evaluacin perezosa las dos reglas anteriores
pueden conducir a que se realice trabajo innecesario para el cmputo 
nal
pero es un riesgo que se acepta por la ventaja de mejorar el grado de para
lelismo de los programas si bien el programador deber tenerlo siempre en
mente a la hora de utilizar el lenguaje 
Reparto de trabajo Con el objetivo de poder razonar acerca del com
portamiento paralelo de los programas debe quedar claro qu partes del
cmputo deben realizarse en cada proceso  En Eden al evaluarse
e  e
el padre se encargar de evaluar e y de comunicar su valor a e mientras
que todo el cmputo necesario para evaluar e ser llevado a cabo por el
nuevo proceso hijo  Esto incluye no slo la aplicacin de e a los valores de
entrada correspondientes a e sino tambin la evaluacin de las variables
libres de e en caso de que sea preciso evaluarlas  A modo de ejemplo en
p    Int  Int  Process Int Int
p x y  process i  x  y  i
result  p fib  fib   fib 
el padre slo se encargar de evaluar fib  mientras que ser el proceso
hijo quien evale no slo la suma 
nal sino tambin fib  y fib  
Evaluacin de las salidas de los procesos El objetivo de un proceso es
evaluar sus salidas  Excepto las listas que se transmiten en forma de streams
las expresiones se evaluarn completamente es decir a forma normal antes
de ser enviadas por un canal de salida  As la evaluacin de las expresiones
de salida debe realizarse siempre por el emisor y nunca por el receptor 
Para cada una de las expresiones de salida de un proceso se crear un
 ujo de ejecucin concurrente distinto puesto que en principio dichas eva
luaciones son independientes  Por tanto se distinguen dos niveles de concu
rrencia en Eden la concurrencia y evaluacin paralela de los procesos y la
evaluacin concurrente de las distintas hebras de cada proceso 
Terminacin Dado que el cmputo de un proceso viene dirigido por la
evaluacin de sus canales de salida un proceso terminar de forma inmediata
en cuanto no tenga ningn canal de salida  Al terminar sus canales de
entrada dejarn de ser tiles por lo que se eliminarn y los correspondientes
canales de otros procesos que alimentasen dichas entradas sern cerrados
propagndose as la terminacin de unos procesos a otros 
  El lenguaje Eden
Sincronizacin Cuando una hebra concurrente de un proceso necesita un
cierto valor de un canal de entrada pero dicho valor an no ha sido recibido
la evaluacin de dicha hebra ser suspendida hasta que el correspondiente
emisor produzca y enve el dato  Ntese que la comunicacin a travs de
canales se realiza utilizando envo nobloqueante pero recepcin bloqueante
y que la sincronizacin entre los procesos se realiza nica y exclusivamente
mediante el intercambio de informacin a travs de los canales 
 Implementacin
Dado que Eden es una extensin de Haskell parece razonable tratar de
reutilizar un compilador de Haskell ya existente y extenderlo con el objetivo
de cubrir las caractersticas propias de Eden  Por dicho motivo el primer
compilador de Eden MEC MarburgMadrid Eden Compiler se ha reali
zado reutilizando el cdigo fuente de GHC de modo que soporte todas las
funcionalidades de GHC 
La eleccin de GHC como punto de partida para el desarrollo de MEC se
debe a su e
ciencia 
abilidad y disponibilidad ya que puede obtenerse su
cdigo fuente en la pgina web del proyecto http""www haskell org"ghc 
Actualmente est disponible una primera versin de Eden que imple
menta casi todas las caractersticas del lenguaje con slo dos excepciones
an no se han implementado las anotaciones de canales que permiten gene
rar estructuras de canales y todava no se realiza bypassing automtico de
canales 
El resto de la presente seccin describe el proceso de compilacin de MEC
para lo cual es preciso presentar con anterioridad el proceso de compilacin
de GHC  El lector interesado puede encontrar en KOP la descripcin
detallada y a nivel abstracto del RTS de MEC mientras que en Klu
pueden verse los detalles de la implementacin real del RTS 
		 El proceso de compilacin de GHC
El proceso de compilacin de GHC est dividido en las fases que pueden
apreciarse en la Figura    El cdigo fuente est escrito por completo en
Haskell con la excepcin del analizador sintctico escrito en Lex"Yacc y C
y del RTS escrito en C 
Existe una primera fase para convertir literate
 
Haskell en Haskell en el
caso en el que el programa original estuviese escrito as  Acto seguido el
analizador sintctico reconoce las fuentes Haskell generando como salida el
rbol de sintaxis abstracta correspondiente al programa de entada  Dado que
 
El modo literate da preferencia a los comentarios sobre el cdigo fuente  de modo
que  por defecto  todo son comentarios  y para introducir cdigo hay que utilizar notacin
especial
 Implementacin 
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Figura   Estructura de GHC
  El lenguaje Eden
el analizador genera C y el resto del compilador est escrito en Haskell es
necesaria una fase intermedia reader que adems se encarga de resolver las
precedencias de los operadores in
jos que se hayan utilizado en el programa 
El renamer resuelve con ictos debidos al mbito de visibilidad de los
identi
cadores especialmente en lo concerniente a las importaciones y ex
portaciones de los mdulos 
La fase de inferencia de tipos anota el programa con la informacin de
tipos correspondiente eliminando toda la sobrecarga que pudiera existir 
El desdulci
cador traduce la rica sintaxis abstracta de Haskell a un
lenguaje funcional mucho ms simple denominado Core  Ntese que esta
fase es posterior a la inferencia de tipos de modo que los mensajes de errores
de tipos pueden ofrecerse relacionados con el cdigo fuente hacindolos ms
fcilmente comprensibles por el programador 
Posteriormente se realizan de forma opcional un conjunto de transfor
maciones dentro del lenguaje Core con el objetivo de mejorar la e
ciencia
del cdigo generado 
A continuacin el programa Core se traduce a otro lenguaje funcional
ms simple STG

 y se realizan opcionalmente otras transformaciones
dentro de dicho lenguaje 
Finalmente se realiza la generacin de cdigo  GHC genera C como
lenguaje 
nal de modo que posteriormente es necesario procesarlo con un
compilador de C  Ahora bien con el objetivo de mejorar la e
ciencia sin
perder la portabilidad tanto a distintos compiladores de C como a distintas
arquitecturas en lugar de generarse directamente cdigo C se genera un
rbol de sintaxis abstracta C  As una ltima fase que puede ser distinta
para cada tipo de arquitectura lo traduce a C optimizando los recursos de
que se dispongan en cada caso 
Una vez generado el cdigo C se enlaza con el cdigo del RTS genern
dose el programa ejecutable 
El cdigo fuente correspondiente al RTS escrito en C es en cierto sen
tido independiente del proceso de compilacin propiamente dicho  Existen
distintos RTS en funcin del uso que se est haciendo de GHC  Por ejemplo
existe un RTS para Haskell otro que adems incluye las caractersticas nece
sarias para realizar per
les secuenciales un RTS para cuando se utiliza GpH
Glasgow Parallel Haskell otro para cuando se est trabajando con Gran
Sim Loi	 etc  Estos RTS comparten ciertas partes de su cdigo fuente
mientras que otras son propias de cada uno de ellos 
		 El proceso de compilacin de MEC
Con el objetivo de minimizar el esfuerzo en la labor de reingeniera la
idea fundamental en el desarrollo de MEC consiste en modi
car lo mnimo

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posible GHC de modo que slo se modi
ca una etapa del compilador cuando
es indispensable vase la Figura   
La primera fase que hace falta modi
car es lgicamente el analizador l
xico y sintctico pues en Eden existen construcciones que no estn presentes
en Haskell  Ahora bien con el objetivo de evitar que dicha modi
cacin aca
rree como consecuencia modi
caciones en las fases siguientes del compilador
no se modi
ca la sintaxis abstracta que puede generar el analizador  La idea
para conseguir esconder las construcciones Eden sin abandonar la sintaxis
correspondiente a Haskell consiste en utilizar funciones prede
nidas escritas
en Haskell  As por ejemplo cuando el analizador detecta la construccin
process patron  expresion
genera como salida la aplicacin de la funcin prede
nida process a una
funcin
process  patron  expresion
Es importante resaltar la gran diferencia existente entre el primer process
y el segundo  El primero corresponde a una palabra reservada en Eden mien
tras que en el segundo caso es simplemente el nombre de una funcin Haskell
que est de
nida en un mdulo que puede considerarse como el preludio de
Eden 
En dicho mdulo la de
nicin de process y del resto de funciones
bsicas se realiza de modo que el sistema de tipos de GHC sea capaz de
inferir correctamente los tipos de las expresiones de Eden  Para ello basta
conseguir las siguientes declaraciones de tipos
data Process a b  Process ab
process    a  b  Process a b
    Transmissible a Transmissible b  Process a b  a  b
De esta forma

se consigue engaar a GHC para que procese las cons
trucciones de Eden  Ahora bien debe llegar un punto en el que reaparezcan
las construcciones Eden  La forma de conseguirlo pasa por de
nir las fun
ciones del preludio Eden de modo que invoquen a otras funciones primitivas
escritas en C que se introduzcan directamente en el cdigo del RTS  As
por ejemplo cuando se evale
e  e
se llamar a una funcin primitiva que har que el RTS cree un nuevo
proceso para evaluar e as como que se creen nuevas hebras para evaluar
e  Vase la Seccin    para ms detalles sobre el RTS de Eden 

Lgicamente  tambin se realizan traducciones similares para el resto de las construc	
ciones de Eden
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Reader
Renamer
Typechecker
Desugarer
Haskell source Interface files
Prefix source
AbsSyntax
AbsSyntax
AbsSyntax
Core2Stg
StgSyntax
CodeGen
Abstract C
Flatten
C
C compiler
CoreSyntax
hsc : The core of the compiler
Stg2Stg
transformations
Core2Core
transformations
C compiler
Object code Object code
Linker
Executable
Haskell source
Litterate processor
Lex/Yacc parser
Other code
generators
Eden source
Eden source
Lex/Yacc Eden parser
C compiler
Object code
Eden Runtime System Runtime System
Figura   Estructura de MEC
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As se consigue un alto grado de reutilizacin del cdigo fuente de GHC 
Ahora bien existen algunas transformaciones automticas que seran desea
bles en Eden pero que no estn presentes en GHC como es el caso del lanza
miento impaciente de procesos vase la Seccin    por lo que es preciso
aadirlas en la fase de transformaciones a nivel Core  Adems desafortu
nadamente algunas de las transformaciones automticas que GHC efecta
al nivel del lenguaje Core no mejoran la e
ciencia de los programas Eden
sino que por el contrario pueden reducirla  Es ms determinadas trans
formaciones no slo pueden empeorar la e
ciencia sino que lo que es peor
pueden cambiar la semntica del programa Eden original  En el Captulo 
se muestra cmo se pueden mantener las transformaciones de GHC e incluir
nuevas transformaciones propias de Eden todo ello sin riesgos semnticos 
			 El RTS de Eden
Con el objetivo de reutilizar al mximo el compilador GHC el RTS de
Eden se ha desarrollado a partir del RTS de la versin paralela de GHC GpH
Glasgow Parallel Haskell  As podemos reusar las unidades de cmputo de
GpH denominadas hebras as como parte de sus mecanismos de comuni
cacin si bien siguen siendo precisas grandes modi
caciones en el RTS  As
por ejemplo GpH est implementado sobre la librera de paso de mensajes
PVM mientras que Eden lo est tanto sobre PVM como sobre MPI 
Adems de cuestiones de implementacin como la anterior existen otras
muchas cuestiones conceptuales que diferencian ambos RTSs  A continuacin
se describen los aspectos fundamentales del RTS de Eden 
Planicador de tareas Dentro de cada procesador Eden requiere la
existencia de un plani
cador de tareas justo que permita que evolucionen de
forma concurrente los cmputos asociados a las distintas hebras que residan
en el mismo procesador 
El plani
cador de tareas distribuye el tiempo de cmputo entre aquellas
hebras que no se encuentren bloqueadas para lo cual se mantiene una lista
con los TSOs

de dichas hebras de modo que cada vez que alguna se bloquea
se elimina de la lista y cada vez que alguna se desbloquea se aade a la
lista 
Estructuras adicionales al RTS de GpH Dado que en Eden existen
conceptos que no aparecen en GpH necesitamos registrarlos en el RTS  As
para cada procesador existen tres tablas adicionales que recogen informacin
acerca de los procesos y de los canales de Eden vase la Figura  

Thread State Object Un TSO es un registro que representa una hebra  y que contiene
toda la informacin necesaria sobre ella  de modo que puedan realizarse fcilmente los
cambios de contexto  o la recogida de basura
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Figura   Tablas adicionales del RTS de Eden 
  La tabla de inports relaciona cada canal de entrada que tiene asociado
un identi
cador localmente nico con la posicin de memoria sobre la
que deben escribirse los datos que se reciban por el canal  Asimismo
almacena para cada canal de entrada el identi
cador global asociado
al correspondiente canal de salida remoto con el objetivo de poder
propagar las condiciones de terminacin 
  La tabla de outports relaciona cada canal de salida que tiene asociado
un identi
cador localmente nico con el TSO de la hebra asociada
al mismo  La necesidad de esta tabla viene dada por cuestiones de
deteccin de terminacin as como para facilitar las labores de recogida
de basura 
  La tabla de procesos asocia a cada proceso local la lista enlazada de sus
canales de entrada as como la lista enlazada de sus canales de salida 
La razn de ser de esta tabla es que varios procesos pueden residir en
el mismo procesador por lo que es preciso distinguir de algn modo
qu hebras pertenecen a cada uno de ellos 
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Comunicaciones En Eden todas las comunicaciones entre procesos se
realizan a travs de canales de comunicacin  a  y todos los datos que se
envan se reducen previamente a forma normal  Una vez que disponemos de
un dato en forma normal que debemos enviar se empaqueta en un mensaje

MPI toda la parte del grafo de clausuras asociada al dato y se enva al
procesador donde resida el proceso receptor lo cual sabremos porque es una
informacin que se almacena en el TSO de la hebra enviante  Una vez all se
desempaqueta el mensaje se determina a qu canal de entrada pertenece y
se consulta la tabla de inports para determinar en qu posicin de memoria
debe escribirse el valor recibido 
Sincronizacin Con el 
n de evitar que dos hebras de un mismo proceso
evalen dos veces una misma clausura con la consiguiente duplicacin de
trabajo se utilizan un tipo especial de clausuras denominadas clausuras
QueueMe en lo sucesivo QM cuyo modo de operacin es el siguiente
  Cuando una hebra necesita evaluar una clausura que puede estar com
partida la convierte en una QM y procede a evaluarla 
  Cuando una hebra intenta consultar el contenido de una QM dicha
hebra queda bloqueada en espera de que la QM sea sobreescrita con
su valor 
  Cuando la hebra evaluadora concluye el cmputo de la clausura ac
tualiza la QM con el valor calculado y despierta a todas aquellas
hebras que estuvieran bloqueadas en espera de leer el valor de la QM 
Para poder despertarlas cada QM lleva asociada una cola en la que se
registran los TSOs de las hebras que estn suspendidas en la QM 
Adems de la sincronizacin entre las hebras de un mismo proceso es
preciso sincronizar los distintos procesos entre s  Para ello se utiliza la
misma idea de las QMs  A cada canal de entrada se le asocia una QM de
modo que si una hebra intenta leer su contenido antes de que el emisor haya
enviado el valor correspondiente la hebra quedar bloqueada hasta que se
reciba el dato  A este respecto cabe diferenciar los dos tipos de canales que
existen los de tipo stream y el resto  Cada vez que se recibe un dato por un
canal de tipo stream no slo se actualiza la QM correspondiente con el dato
recibido sino que es preciso crear una nueva QM para los siguientes datos
que se recibirn por el canal por lo que tambin debe actualizarse la tabla
de inports para que apunte a la direccin de la nueva QM  Sin embargo para
el resto de canales no es preciso pues slo se enva un nico mensaje 

Realmente puede ser en varios mensajes MPI  en caso de que no haya espacio suciente
en uno 
nico
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Lanzamiento de un proceso Al crear un proceso es preciso transmitir
al procesador responsable de su evaluacin toda la informacin precisa para
que pueda evaluarlo de acuerdo a las reglas semnticas del lenguaje  As al
evaluarse
e  e
es preciso transmitir al procesador remoto no slo la clausura asociada a e
sino todas aquellas clausuras que cuelguen de ella es decir todas aquellas
que puedan ser precisas para su evaluacin  De no hacerse as seran ne
cesarias comunicaciones posteriores para obtener dichos datos pero dichas
comunicaciones se realizaran de un modo oculto para el programador lo
cual es un comportamiento que contradice los principios del lenguaje 
As por ejemplo para
let
x  fib 
x  fib 
fib x  			
in
p x x  x
deberan copiarse las clausuras asociadas a p x x y fib as como las que
dependieran de fib  Es decir se copian todas las variables libres y todas
las variables libres de dichas variables libres y as sucesivamente

 
Una vez determinada la informacin a enviar se empaquetar en un
mensaje MPI y se enviar al procesador responsable de evaluar el nuevo
proceso 
Ntese que en el ejemplo anterior el cmputo de x se duplicar pues
deber hacerlo tanto el padre como el hijo 
Lgicamente adems de la transmisin del proceso es preciso aadir
nuevas entradas en las tablas Eden tanto en el procesador donde reside el
padre como en el que vaya a residir el hijo  As no slo se crearn nuevas
hebras y sus correspondientes TSOs sino que se crearn nuevos inports y
outports en ambos procesadores y en las tablas se recogern las conexiones
precisas para que puedan establecerse las comunicaciones posteriores  Ahora
bien para que el padre pueda establecer dichas conexiones es preciso esperar
a la llegada de un mensaje de con
rmacin del procesador hijo pues de lo
contrario el padre no podra conocer los identi
cadores de los canales del
nuevo hijo 

Las variables que se denen en el nivel ms externo del programa no se consideran
variables libres  por lo que no es necesario copiarlas La razn es que residen en todos los
procesadores  por lo que es absurdo copiarlas  basta con indicar cules son
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Terminacin Los procesos que no tienen canales de salida abiertos deben
terminar puesto que no pueden contribuir al cmputo global del programa 
As cada vez que se cierra un canal de salida se comprueba si el proceso
an tiene algn otro canal de salida para lo cual basta consultar la tabla de
procesos  Si no los tuviera entonces terminara el proceso lo cual consiste
en cerrar los canales de entrada y en enviar mensajes de terminacin a las
hebras que se encuentren al otro extremo de dichos canales de entrada 
Existen dos situaciones en las que se cierra un canal de salida cuando
la hebra termina de enviar todos los datos de salida y cuando el proceso
receptor enva un mensaje de terminacin debido a que ya no necesita ms
datos  Anlogamente hay dos situaciones en las que se cierra un canal de
entrada cuando muere el proceso y cuando deja de estar referenciado caso
en el cual el recolector de basura puede eliminarlo 
Ubicacin de tareas En Eden la asignacin de un proceso a un procesa
dor se realiza en el instante de creacin del proceso y es una decisin que se
toma internamente en el procesador en el que se encuentre el proceso padre
siguiendo la estrategia de reparto que se indique al RTS  Se proporcionan
dos modos distintos
  El modo roundrobin en el que todos los procesos creados desde un
mismo procesador p se crean en procesadores numerados consecutiva
mente empezando en el procesador p  
  El modo aleatorio en el que los procesos creados desde cualquier pro
cesador se crean en procesadores escogidos aleatoriamente 
El primer modo es adecuado cuando se crean tantos procesos como pro
cesadores ya que garantiza que stos se crearn en procesadores distintos
mientras que el segundo es til cuando se crean muchos ms procesos que
procesadores ya que proporciona una distribucin aleatoria de la carga  El
modo de distribucin de procesos se escoge al comienzo de cada ejecucin 
Otra decisin concerniente al reparto de carga que debe tenerse en cuenta
es que no se permite la migracin de procesos ni mucho menos de hebras de
un procesador a otro  Ello no slo implicara detener momentneamente la
ejecucin del proceso a migrar sino que supondra una grandsima cantidad
de informacin a transmitir de un procesador a otro  Adems sera preciso
modi
car las tablas de conexiones de todos los procesadores que compar
tieran algn canal de comunicacin con el proceso migrado de modo que
potencialmente se veran implicados todos los procesadores 
Mejora Dado que lo habitual es que no se pueda disponer de un procesa
dor para evaluar cada proceso varios procesos pueden residir en un mismo
procesador  En dicho caso si dos procesos de un mismo procesador deben
comunicarse entre s es absurdo que lo hagan a travs de mensajes MPI y
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tambin es absurdo que se pueda duplicar trabajo  Por tanto lo razonable
es que sus hebras compartan la memoria como si perteneciesen a un mismo
proceso y que se utilice el mismo mecanismo de sincronizacin que para las
hebras de un proceso  As evitamos los costes de empaquetamiento y desem
paquetamiento de clausuras el envo de mensajes y evitamos duplicaciones
de trabajo dentro de un mismo procesador 
Lgicamente aunque podamos tratar todas las hebras de un procesador
como si pertenecieran a un mismo proceso debe mantenerse una tabla en
la que se registre a qu proceso pertenece cada hebra con la intencin de
poder detectar las condiciones de terminacin de los procesos 

Cap tulo 
El simulador Paradise
En este captulo comienzan las contribuciones originales de esta tesis 
La primera parte del captulo no es an original sino que slo presenta el
estado del arte en el desarrollo de herramientas que proporcionan al usuario
realimentaciones para mejorar la e
ciencia de los programas  Primero se
describen las tcnicas bsicas empleadas en lenguajes funcionales perezosos
secuenciales para luego mostrar las herramientas ms relevantes que tratan
lenguajes funcionales paralelos  Tras esas dos secciones nos centraremos en
la parte original del captulo formada fundamentalmente por el simulador
Paradise que ha sido diseado e implementado como parte de esta tesis 
La parte original del captulo ha dado lugar a la publicacin HPR
en la que se describe el simulador Paradise 
 Perladores secuenciales
Existen dos aspectos a tener en cuenta a la hora de evaluar el coste de
un lenguaje de programacin
  La e
ciencia en ejecucin de los programas escritos utilizando dicho
lenguaje 
  El coste de desarrollo y mantenimiento de los programas 
Al comparar la e
ciencia en tiempo de ejecucin entre los lenguajes funcio
nales y los imperativos resulta evidente la supremaca de estos ltimos  Los
defensores de los lenguajes funcionales suelen basar la defensa de la e
cien
cia de su paradigma argumentando que la parte ms importante es el coste
en tiempo de programador es decir de
enden que es preferible optimizar
el tiempo de desarrollo y mantenimiento antes que el tiempo de ejecucin 
En este aspecto la programacin funcional resulta ms potente que la pro
gramacin imperativa debido a que su mayor nivel de abstraccin permite
desarrollar aplicaciones ms rpidamente y sobre todo facilita el manteni
miento de los sistemas pues su mayor concisin y claridad permite entender

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ms fcilmente el cdigo fuente y la ausencia de efectos laterales facilita los
razonamientos sobre la correccin de los programas as como la transforma
cin de los mismos 
Ahora bien aunque ponga ms nfasis en la defensa de la optimizacin
del tiempo de programador la comunidad funcional sigue trabajando para
mejorar el tiempo de ejecucin de sus programas desarrollando cada vez
mejores compiladores y desarrollando herramientas que permitan al progra
mador razonar sobre la e
ciencia de sus programas 
Una de las principales razones de la falta de e
ciencia de los programas
funcionales es el hecho de que para los programadores resulta muy complica
do razonar acerca de la e
ciencia de sus programas  En el mundo funcional
existe una gran diferencia entre el alto nivel de abstraccin en el que se mue
ve el programador y el bajo de nivel que corresponde a la ejecucin real de
la aplicacin  Esta diferencia se incrementa de forma considerable al razonar
sobre el orden de evaluacin cuando trabajamos con lenguajes perezosos en
los que resulta realmente complejo determinar cmo evoluciona la ejecucin
de los programas 
As pues lo que el programador necesita es algn modo de realimenta
cin de forma que pueda determinar no slo la presencia de ine
ciencias
sino tambin sus causas  As deberamos ser capaces de ver fcilmente cul
es la parte de cdigo responsable del comportamiento ine
ciente y slo ten
dramos que reescribir dicha parte 
Este tipo de realimentacin no slo resulta interesante en los lenguajes
funcionales  De hecho en el mbito imperativo los bene
cios de estas herra
mientas fueron expuestos en Knu por Knuth quien se dio cuenta de que
habitualmente ms de la mitad del tiempo de ejecucin de los programas se
deba nicamente a menos de un ! del cdigo fuente  De esta forma iden
ti
cando cules son los cuellos de botella de los programas resulta sencillo
dirigir los esfuerzos de optimizacin a una pequea parte del cdigo pudin
dose obtener as mejoras espectaculares dedicando tan slo unas pocas horas
de trabajo 
El empleo de herramientas de caracterizacin del rendimiento en lo su
cesivo per
ladores proporciona un enfoque distinto para desarrollar pro
gramas e
cientes  En lugar de escribir directamente programas oscuros en
aras de la e
ciencia el uso de estas herramientas conduce a un nuevo mtodo
de desarrollo
  Escribir la primera versin del programa de forma clara 
  Utilizar la herramienta para buscar errores de rendimiento 
  Si se han detectado errores corregirlos reescribiendo la parte corres
pondiente del programa y volver a  
De esta forma slo tenemos que preocuparnos por mejorar la e
ciencia de
aquellas partes del programa que realmente afectan de forma considerable
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al rendimiento global evitando as una dedicacin excesiva de tiempo para
optimizar el resto del cdigo al mismo tiempo que obtenemos programas
ms legibles  Por tanto este mtodo de trabajo mejora la e
ciencia en
tiempo de ejecucin al mismo tiempo que mejoramos la e
ciencia en tiempo
de desarrollo  Por otro lado este tipo de herramientas permite detectar no
slo ine
ciencias sino tambin qu partes de los programas merece la pena
paralelizar y cules no  As si determinada parte consume la mayor parte
del tiempo de ejecucin y no se debe a una ine
ciencia podramos acelerar
la ejecucin con slo paralelizar dicha parte del cdigo 
La forma habitual de implementar estas herramientas consiste en modi

car el compilador o intrprete de modo que la compilacin del programa
genere un ejecutable instrumentalizado que debe comportarse igual que el
ejecutable normal slo que adems debe registrar estadsticas sobre la eje
cucin que se est realizando y debe salvar dicha informacin en un 
chero
para que pueda ser analizada posteriormente 
A pesar de que en la programacin funcional perezosa hay una mayor
necesidad de obtener una realimentacin sobre el comportamiento de los
programas el desarrollo de herramientas con dicho objetivo fue bastante
tardo  La causa de esta tardanza se debe a que estas herramientas deben
devolver resultados relacionados con el cdigo fuente original a 
n de poder
ser comprensibles por los programadores lo cual es ms complejo a medi
da que se incrementa el grado de abstraccin pues las construcciones del
lenguaje se alejan ms y ms de la implementacin real subyacente  En con
creto necesitamos tratar caractersticas como el polimor
smo las funciones
de orden superior la evaluacin perezosa y las transformaciones automticas
que realizan los compiladores sobre el cdigo fuente 
El Glasgow Workshop on Functional Programming del ao  puede
considerarse el punto de partida de los per
ladores de lenguajes funcionales
perezosos  All Colin Runciman y David Wakeling RW plantearon la
necesidad de desarrollar dichas herramientas y expusieron cules deberan
ser los resultados que se obtuvieran a partir del uso de las mismas
  Qu funciones son las responsables de que se asigne ms memoria 
  Qu funciones son las responsables de retener ms cantidad de memoria
sin que pueda ser recogida por el recolector de basura 
  Qu funciones son las que consumen ms tiempo de ejecucin 
Con respecto a los aspectos referentes al consumo de memoria el trabajo
ms relevante lo ha llevado a cabo el grupo de Colin Runciman 
La primera herramienta RWa RWb para per
lar el consumo de
memoria de un lenguaje funcional fue desarrollada por Colin Runciman y
David Wakeling sobre el compilador LML"HBC
 
AJ Dicha herramienta
 
Compilador basado en la mquina G Inicialmente compilaba Lazy ML  y posterior	
mente se modic para Haskell
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Figura   Gr
ca de productores
permita visualizar gr
camente la evolucin en el tiempo del consumo de
memoria mediante dos gr
cas distintas que permiten determinar cules son
las funciones y constructores

que generan ms memoria
Un ejemplo de la apariencia de estas gr
cas puede apreciarse en la Fi
gura   que muestra que la funcin que debemos optimizar para mejorar
la residencia de memoria es insert 
Para realizar la implementacin cada objeto que se asigna en memoria
incluye dos campos adicionales para indicar cul fue la funcin responsable de
su creacin y cul fue su constructor  Durante la ejecucin del programa
cada cierto tiempo que puede 
jar el usuario se realiza un censo de la
memoria es decir se detiene el cmputo y se recorre la memoria almacenando
en un 
chero la cantidad de memoria viva que se debe a cada funcin y
constructor  Una vez terminada la ejecucin dicho 
chero se postprocesa
para poder representar de forma gr
ca la evolucin en el tiempo del consumo
de la memoria 
Dicha herramienta fue modi
cada incrementalmente  Primero se modi

c para obtener informacin sobre el tiempo de vida de las celdas de memoria

Si la celda es un valor de un tipo algebraico  el constructor ser la constructora que
se encuentre en cabeza si la celda es una funcin  el constructor ser el nombre de la
funcin  a menos que no tenga nombre  caso en el cual el constructor ser UNKNOWN
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y sobre qu parte del programa es la responsable de que no se puedan re
colectar RR	b  En la implementacin de este ltimo caso se aade a
cada celda una palabra extra para indicar qu conjunto de funciones la es
tn reteniendo en memoria  Por otra parte cada vez que se hace un censo
de la memoria hace falta anotar qu funciones retienen a cada celda  Para
ello por cada retenedor tendramos que recorrer toda la memoria que est
reteniendo anotando que l es uno de los responsables de que siga viva 
Posteriormente en RR	a RR	c se incluy informacin sobre si cada
clausura iba a ser utilizada o no en el futuro de modo que se detectase memo
ria intilmente almacenada que no se iba a usar  Para ello la implementacin
necesitaba realizar dos ejecuciones a 
n de poder obtener informacin sobre
si se usuara o no la memoria 
Con respecto al desarrollo de per
ladores de tiempo de ejecucin existen
bsicamente tres formas de implementarlos
  Muestreo Cada cierto tiempo 
jo se interrumpe la ejecucin del pro
grama para ver qu se est ejecutando  De esta forma tomando un
nmero signi
cativo de muestras podemos obtener unos resultados bas
tante 
ables  Ntese que al estar realizando muestras aleatorias los
resultados pueden variar de una ejecucin a otra 
  Ejecucin de bloques bsicos Cada vez que se ejecuta un bloque bsico
de instrucciones se incrementa el contador correspondiente a la parte
del programa que est ejecutndose  Sabiendo cunto tiempo dura la
ejecucin de cada bloque bsico podemos obtener el tiempo que se ha
gastado para ejecutar cada parte del programa 
  Llamadas al reloj Cada vez que el programa pasa de evaluar una
funcin a evaluar otra se llama al reloj del sistema para saber cunto
tiempo ha estado evaluando la funcin 
La ltima opcin es poco 
able debido a que acceder al reloj del sis
tema suele ser una operacin costosa y adems la precisin de los relojes
no suele ser su
cientemente buena  Por ello esta opcin no es aconsejable
para programas funcionales perezosos pues debido a la pereza la funcin
que estamos evaluando en cada momento cambia continuamente por lo que
estaramos introduciendo considerables distorsiones al realizar multitud de
llamadas al reloj  Adems debe notarse que dichas llamadas no se introdu
cen a intervalos regulares por lo que la distorsin en la atribucin de costes
no es homognea  En el caso del muestreo la distorsin en la atribucin de
costes es homognea en todas las funciones y como slo estamos interesados
en valores relativos sobre qu funciones consumen ms que otras entonces
el resultado global es prcticamente equivalente a no tener distorsiones 
Uno de los per
ladores de tiempo ms relevantes es el desarrollado por
P  Sansom San SJ SJ que se incluy en GHC y que es capaz
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de medir tanto consumo de tiempo como de memoria  Bsicamente para
indicar que quiere per
lar una expresin el usuario slo necesita anotar dicha
expresin con un centro de costes

  Tras ejecutar el programa el sistema
indicar cunto tiempo se ha empleado para la evaluacin de cada uno de
los centros de costes que se hayan declarado en el programa 
La implementacin de los centros de costes es relativamente sencilla  Se
utiliza un registro en el que se almacena el centro de costes que se encuentra
en curso  Dicho centro de costes debe actualizarse cada vez que cambiamos
de entorno lxico  Adems por cada centro de costes se mantienen una serie
de contadores  Cada cierto tiempo 
jo se detiene la ejecucin para consultar
cul es el centro de costes actual y se incrementa el contador de tiempo de
ejecucin asociado a dicho centro de costes  Adems del contador de tiempo
de ejecucin hay otros contadores para determinar entre otras cosas cunta
memoria ha asignado cada centro de costes 
Tras 
nalizar la ejecucin podemos obtener cunto tiempo se ha gastado
ejecutando cdigo asociado a cada centro de costes as como cunta memo
ria han generado  El tiempo se muestra como un 
chero de texto simple
donde a cada centro de costes se le asocia el tanto por ciento de tiempo
que ha consumido  Para poder ver la evolucin en el tiempo de la memoria
consumida se utiliza el mismo mtodo de censos que en el LML"HBC es
decir slo atributos estticos pero dividiendo las celdas de memoria por el
centro de costes que las gener en lugar de por funciones

  El nico cambio
que hay que hacer es que cada vez que se genera una nueva celda se marca
con el centro de costes que se encuentra en curso 
El per
lador de Sansom fue extendido por R  G  Morgan y S  A  Jarvis
MJ MJ de modo que los costes no se atribuyan slo al centro de
costes ms cercano sino a toda la pila de centros de costes que contienen
lxicamente a la expresin  Si queremos restringirnos al centro de costes ms
cercano slo tenemos que colapsar todas las pilas de centros de costes cuya
cima sea el mismo centro de costes 
Para una visin ms amplia sobre el estado del arte de los per
ladores
tanto de tiempo como de memoria de los lenguajes funcionales perezosos
secuenciales vase el Captulo  de Rub 
  Perladores paralelos
A diferencia de las herramientas mencionadas en las secciones anteriores
en las que se tomaban datos sobre ejecuciones reales en el mbito paralelo se
ha optado por dirigir los esfuerzos hacia el desarrollo de simuladores lo ms
 exibles posible de arquitecturas paralelas  Estos simuladores proporcionan

cost	centre

Tambin se permite dividir la memoria en funcin del tipo de datos al que pertenecen
las celdas
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aproximaciones sobre los resultados que se obtendran sobre arquitecturas
muy diversas e incluso inexistentes como arquitecturas ideales de latencia
cero y nmero in
nito de procesadores de forma que permiten hacer estu
dios de paralelizacin variando distintos parmetros de la arquitectura todo
ello sin necesidad de emplear mquinas reales 
Por otra parte el hecho de realizar simulaciones en lugar de obtener di
rectamente resultados de ejecuciones reales tiene la ventaja de que resulta
sencillo relacionar los resultados de los distintos procesadores lo cual resul
tara bastante complejo e ine
ciente en el caso de las ejecuciones reales 
De todas formas y como se expondr en la ltima seccin del captulo tam
bin es posible instrumentalizar las ejecuciones paralelas reales para obtener
cierta informacin 
En el Captulo  de Rub se recoge una visin ms amplia sobre el
estado del arte de los per
ladores que se han desarrollado para lenguajes
funcionales paralelos perezosos 

 GranSim
Sin lugar a dudas la herramienta ms relevante que se ha desarrollado
para analizar el rendimiento de programas funcionales paralelos es GranSim
HLP Loi	 Loi  GranSim es un simulador de arquitecturas para
lelas para ejecutar programas escritos utilizando GpH THJ
 
	  GranSim
posee unas buenas herramientas gr
cas para visualizar el comportamiento
paralelo de los programas y la herramienta destaca especialmente por su
gran  exibilidad as como por su 
abilidad 
Su objetivo primordial era estudiar tcnicas para analizar la granularidad
de las hebras as como para mejorar la e
ciencia de los programas a partir
de informaciones de granularidad  De hecho el objetivo a largo plazo del
proyecto es lograr paralelizar automticamente los programas sin necesidad
de anotaciones del programador  Por ese motivo adems de las anotaciones
de GpH seq y par permite otras anotaciones que incluyen informacin de
granularidad y sobre ubicacin para forzar que una hebra se evale en un
determinado procesador etc   Asimismo permite utilizar la informacin de
granularidad para utilizar otras estrategias a la hora de convertir semillas en
hebras de forma que primero se conviertan aquellas semillas que tengan una
anotacin de granularidad mayor 
Visualizacin
GranSim genera dos tipos de gr
cas de actividad y de granularidad 
Las gr
cas de actividad muestran de tres formas distintas la evolucin en
el tiempo del nmero y del estado de las hebras teniendo en cuenta que en
GranSim una hebra puede encontrarse en cinco estados
  Running En ejecucin 
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  Runnable Podra ejecutarse si hubiera procesadores disponibles 
  Blocked Se encuentra bloqueada esperando datos 
  Fetching este estado es propio de GpH Est pidiendo clausuras a un
procesador remoto con el objetivo de evaluarlas localmente 
  Migrating Est migrando de un procesador a otro 
Las gr
cas generadas son las siguientes
  Evolucin global Evolucin en el tiempo del nmero de hebras que se
encuentran en cada estado  Vase la Figura   
  Por procesador Evolucin en el tiempo del estado de cada procesador 
Un procesador puede estar activo color verde o inactivo color rojo 
Adems del estado del procesador esta gr
ca muestra informacin
sobre cuntas hebras hay en el procesador en estado runnable cuanto
ms oscuro es el verde ms hebras runnable hay en el procesador y
cuntas hay en estado blocked adems del color principal existe una
banda inferior de color azul que es ms gruesa cuantas ms hebras
estn bloqueadas en el procesador  Vase la Figura   
  Por hebra Evolucin en el tiempo del estado de cada hebra  Vase la
Figura   
Las gr
cas de granularidad muestran la distribucin de las hebras en
funcin de cunto tiempo ha durado su ejecucin o en funcin de cunta
memoria han generado  Dichas gr
cas pueden visualizarse de dos formas
  En forma de histograma La altura de cada barra indica cuntas hebras
de las que se generaron tuvieron la granularidad que se indica en el eje
x  Vase la Figura   
  De forma acumulativa para cada granularidad la altura de la gr
ca
indica cuntas hebras de las que se generaron tuvieron una granula
ridad igual o inferior a la granularidad que marca el eje x  Vase la
Figura  	 
Flexibilidad de la herramienta
GranSim permite simular un amplio abanico de arquitecturas para lo
cual el usuario slo necesita establecer una serie de parmetros que describan
la mquina que quiere simular  Dichos parmetros no slo incluyen el nmero
de procesadores de la mquina sino tambin el tiempo de latencia tiempo
para empaquetar un mensaje tiempo para realizar un cambio de contexto
para crear una hebra nmero de ciclos para realizar un operacin aritmtica
	  El simulador Paradise
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Figura   Gr
ca de actividad global simulando 	 procesadores 
una operacin en punto  otante una lectura de memoria un almacenamiento
en memoria y una instruccin de salto en memoria etc 
Adems es capaz de simular arquitecturas ideales con un nmero in

nito de procesadores modo Light de GranSim  Pero de todas formas
GranSim tiene restricciones en cuanto al tipo de arquitecturas que puede si
mular no soporta arquitecturas no uniformes con clusters de procesadores
ni tampoco procesadores vectoriales asume que la latencia entre dos proce
sadores es independiente del tr
co es decir no tiene en cuenta el ancho de
banda de los canales de comunicacin el nmero mximo de procesadores
que puede simular est limitado salvo en el modo Light por la longitud de
palabra de la computadora que se est utilizando si la longitud de palabra
es de  bits el nmero mximo de procesadores que podemos simular es  
La herramienta no slo es  exible en cuanto a las arquitecturas sino que
tambin permite simular distintas estrategias
  Migracin permite simular sistemas que autorizan la migracin de
hebras y sistemas que no la autorizan 
  Modo de empaquetamiento cuando se piden datos de un procesador
a otro se puede elegir entre empaquetamiento perezoso slo se empa
queta la clausura demandada o especulativo se empaqueta la clausura
demandada junto con un conjunto de clausuras que dependen de ella
con el objetivo de minimizar el nmero de comunicaciones 
 Perladores paralelos 	
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ca de actividad por procesadores simulando 	 procesado
res
  Paquetes permite 
jar el tamao mximo de los paquetes que se trans
miten entre procesadores 
  Tipo de comunicaciones cuando una hebra hace fetching a un procesa
dor remoto hay dos posibilidades sncrona la hebra se bloquea pero
no pierde el control del procesador o asncrona el procesador pasa a
ejecutar otra hebra 
Implementacin
Dado que GranSim pretende simular distintos tipos de arquitecturas no
pueden emplearse tcnicas de muestreo para obtener tiempos de ejecucin
como se hace en el per
lador secuencial de GHC comentado en la seccin
anterior sino que la solucin pasa por contar cuntos ciclos de reloj debera
tardar en ejecutarse cada bloque bsico de instrucciones  Para ello por
cada bloque bsico se cuenta cuntas operaciones elementales operaciones
aritmticas de punto  otante lecturas de memoria      realiza y se calcula
el nmero total de ciclos en funcin del tiempo necesario para realizar cada
tipo de operacin elemental

 

Dichos tiempos los puede variar el usuario en cada ejecucin
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Figura   Gr
ca de actividad por hebras
Por cada procesador es necesario disponer de un reloj que lleve la cuenta
de cuntos ciclos de reloj han transcurrido en el procesador  Adems para
gestionar el trabajo interno de cada procesador es necesario mantener dos
colas una cola de hebras y una cola de semillas  El tratamiento de dichas
colas es anlogo al que se hace en GpH el plani
cador de hebras es injusto
una hebra se ejecuta hasta que termina o hasta que se bloquea y una semi
lla slo se convierte en hebra si no hay ninguna hebra que pueda ejecutarse 
Para ser ms exactos el algoritmo que se sigue para buscar trabajo una
vez que la hebra en curso ha terminado o se ha bloqueado es el siguiente
primero se intenta ejecutar alguna hebra local y si no la hay se busca una
semilla local para convertirla en hebra  De no encontrarse se intenta robar
una semilla remota y si no hubiera ninguna disponible se intenta robar una
hebra remota  Este es el mtodo empleado por defecto si bien el usuario
puede variarlo para estudiar distintas polticas 
Para simular varios procesadores utilizando uno nico es necesario una
cierta justicia en cuanto al tiempo dedicado a simular cada procesador  Por
otra parte tambin es necesario que se simule correctamente la sincronizacin
entre los procesadores de modo que las comunicaciones se produzcan en los
momentos precisos sin que el tratamiento de ningn evento se adelante a
otros eventos que deben ser anteriores 
La sincronizacin entre procesadores se consigue mediante una nica cola
 Perladores paralelos 	
Figura   Histograma de granularidades
global de eventos la Figura   muestra la estructura general de GranSim
que recoge cules son los eventos que van a suceder en el futuro ordenados en
funcin del instante en el que debern tratarse  Por ejemplo si en el instante
t el procesador PE enva un dato al procesador PE y la latencia del sistema
es de n ciclos entonces se aadir un nuevo evento a la cola de eventos
indicando que en el instante tn PE recibir dicho dato  As se garantiza
que las comunicaciones no se hacen efectivas hasta el momento preciso de
modo que PE no pueda utilizar los datos antes de que realmente los haya
recibido  Anlogamente se crean otro tipo de eventos para indicar cundo
debe crearse una hebra cundo debe morir cundo debe desbloquearse     
El reparto de tiempo entre los procesadores tambin se realiza a travs
de la cola global de eventos  Para ello tras ejecutar cada bloque bsico
de instrucciones se da paso a tratar otros eventos no sin antes aadir a
la cola un evento especial consistente en continuar la ejecucin de la hebra
actual  Bsicamente si prescindimos del tratamiento del resto de eventos el
sistema realiza una plani
cacin roundrobin para repartir el tiempo entre
los procesadores 
Cada hebra lleva asociado un registro en el que se almacenan estadsticas
sobre la hebra en qu momento se cre si ha migrado o no cuntas pala
bras ha asignado en memoria cuntos bloques bsicos de instrucciones ha
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Figura  	 Gr
ca de granularidades acumuladas
ejecutado durante cunto tiempo se ha estado ejecutando cunto tiempo
y cuntas veces ha estado bloqueada cunto tiempo y cuntas veces ha
estado leyendo datos remotos etc  Estos campos se actualizan cada vez que
ocurre un evento relevante y se vuelcan en el 
chero histrico en el momento
en que muere la hebra 
Con el 
n de poder generar todas las gr
cas anteriormente menciona
das la herramienta almacena en un 
chero todos

los eventos relevantes que
se producen conversin de una semilla a hebra activacin de una hebra
tras haberse bloqueado migracin de una semilla migracin de una hebra
fetching solicitado por una hebra respuesta a un fetching bloqueo de una
hebra robo de una hebra robo de una semilla de otro procesador etc 
La implementacin del modo Light de GranSim es signi
cativamente
diferente  En el modo Light se supone que se dispone de un nmero in
nito
de procesadores motivo por el cual no es necesario que mantengamos una
cola de hebras por cada procesador ya que cada procesador slo se va a tener
que encargar de una nica hebra  As pues es su
ciente con utilizar una
nica cola global de hebras y otra nica cola global de semillas  Adems

Realmente la herramienta permite seleccionar entre  niveles de informacin a regis	
trar De esta forma slo se generan grandes cheros cuando realmente se quieren utilizar
para obtener todos los tipos de grcas
 Perladores paralelos 		
Figura   Estructura general de GranSim 
dado que disponemos de un nmero in
nito de procesadores las semillas
siempre se convierten automticamente en hebras 
Fiabilidad
Dado que GranSim es slo un simulador sus resultados no son completa
mente exactos  Por ejemplo GranSim no tiene en cuenta todos los detalles
de los costes de PVM  Tampoco calcula con exactitud el nmero de instruc
ciones mquina que se realizan de cada tipo pues slo hace estimaciones
super
ciales pero no tiene en cuenta optimizaciones que puede realizar el
compilador de C como por ejemplo para minimizar el nmero de operaciones
en punto  otante

 
Para medir el grado de 
abilidad real de la herramienta se ha utilizado
GranSim para predecir el comportamiento que tendra un cierto programa
Linsolv Loi sobre la mquina GRIP HJ que cuenta con 	 pro
cesadores  Pues bien GranSim prevea un paralelismo medio de  y una
aceleracin de   mientras que los datos reales obtenidos al utilizar GRIP
fueron un paralelismo medio de   y una aceleracin de    As pues
las predicciones son bastante buenas si bien debe tenerse siempre en mente
que no son exactas 

Los errores cometidos en el n
mero de operaciones realizadas al utilizar procesado	
res SPARC no superescalares son del orden del  en operaciones aritmticas   en
lecturasescrituras en memoria   en saltos y del  en operaciones en punto otante
	  El simulador Paradise
Restricciones
Adems de las restricciones mencionadas previamente acerca de las ar
quitecturas que no poda simular la principal restriccin de GranSim es que
slo muestra cuntas hebras estn en cada estado pero no es capaz de de
volver los datos en funcin del cdigo fuente es decir podemos saber que
hay muchas hebras bloqueadas pero no podemos saber cul es la parte del
cdigo fuente responsable de que se hayan generado esas hebras ni tampoco
podemos saber la causa por la que estn bloqueadas  Las dos secciones si
guientes comentan sendas extensiones a GranSim cuyo objetivo es solventar
esta restriccin 

 Perles por estrategias
En KHT y siguiendo el concepto de estrategia que se introdujo ori
ginalmente en THLP D  King y cia  extienden el simulador GranSim
de forma que el usuario pueda ver cunto paralelismo est generando cada
estrategia e incluso cada uso distinto de la misma estrategia  De esta forma
se facilita el modo de determinar cules son las partes del programa que es
tn mal paralelizadas pues sern aquellas correspondientes a las estrategias
que no estn generando paralelismo  As se resuelve una de las principales
restricciones de GranSim que no permita relacionar su salida con el cdigo
fuente 
A modo de ejemplo consideremos el siguiente fragmento de cdigo en el
que la funcin using aplica una estrategia y markStrategy es la encargada
de anotar las hebras con su estrategia correspondiente
main  print ab
  using  parPair rnf rnf

where
a      using  markStrategy A stratA
b      using  markStrategy B stratB
stratA    
stratB    
En este ejemplo para calcular la tupla ab
 se utiliza una estrategia que
consiste en utilizar una hebra para reducir a forma normal

la primera com
ponente y otra hebra para reducir a forma normal la segunda componen
te  Ms internamente la evaluacin de a se realiza mediante la estrategia
stratA y sus hebras se anotan con el nombre A  Anlogamente b se evala
mediante la estrategia stratB y sus hebras se anotan con el nombre B 
Una posible gr
ca

sera la que puede apreciarse en la Figura    Ntese
que en dicha 
gura se aprecia claramente cunto paralelismo est generando

rnf reduce to normal form

Se pueden generar el mismo conjunto de grcas que en GranSim
 Perladores paralelos 	
Figura   Per
l por estrategias
cada estrategia
 	
 de modo que si una de ellas no generara paralelismo de
inmediato sabramos sobre qu parte del cdigo fuente deberamos dirigir
nuestros esfuerzos 
La implementacin es bastante sencilla  Slo requiere aadir dos campos
ms a cada TSO la estrategia y la hebra creadora y de
nir una nueva
funcin markStrategy  Al crear una nueva hebra dichos campos se rellenan
a partir del TSO del padre y no se modi
car el campo correspondiente a
la estrategia hasta que se ejecute markStrategy  markStrategy tiene dos
argumentos una cadena de caracteres m y una estrategia e y devuelve
otra estrategia  Su ejecucin se limita a devolver su segundo argumento
pero modi
cando en el TSO de la hebra actual el campo correspondiente a
la estrategia creadora
TSOactual marca  TSOactual marca    % %    m
Ntese que en el TSO no se sustituye por completo la marca sino que
slo se concatena la nueva marca  De esta forma con el mismo esfuerzo
 	
En las grcas se utiliza un color distinto para las hebras running correspondientes
a cada estrategia Sin embargo  las hebras blocked  fetching y runnable no se distinguen
en funcin de la estrategia que las cre  pues slo estamos interesados en las hebras que
producen paralelismo real
	  El simulador Paradise
de implementacin
  
 no slo se consigue saber qu estrategias generan ms
paralelismo sino tambin cules son las secuencias de llamadas que generan
el paralelismo 

	 GranCC
K  Hammond y cia  HHLT HKL
 
 han extendido el compilador
GHC para mezclar el sistema GranSim y el per
lador de GHC vase la
Seccin    De esta forma se pretende que no slo podamos saber cunto
paralelismo se est generando sino qu partes del programa qu centros
de costes son las que generan ms paralelismo y qu partes menos siendo
el aspecto de las gr
cas generadas muy similar al de la herramienta de la
seccin anterior  Adems y a diferencia de la herramienta anterior no slo
podemos saber cunto paralelismo genera cada parte del programa sino que
tambin podemos combinar dichos datos con los datos sobre cunto tiempo
y memoria consume cada centro de costes 
A nivel conceptual la implementacin de la herramienta slo necesita
extender cada TSO con un campo correspondiente al centro de costes al que
pertenece  Dicho campo deber rellenarse convenientemente en el momento
de creacin de cada hebra  Aunque conceptualmente la implementacin de
esta herramienta es sencilla realmente el esfuerzo necesario para desarro
llarla es de grandes proporciones pues implica mezclar el cdigo fuente del
per
lador de GHC con el cdigo fuente de GranSim 
El principal inconveniente de este enfoque es que cada vez que se produce
un cambio de evaluacin de un centro de costes a otro es preciso registrarlo
en el 
chero que se usar para el postprocesamiento  Esto hace que dicho

chero adquiera habitualmente tamaos gigantescos y que su postprocesa
miento requiera no slo mucho espacio en memoria sino tambin mucho
tiempo de cmputo 
 Paradise

	 Introduccin
Como ya se dijo en la Seccin   resulta complicado razonar sobre el
comportamiento paralelo real de los programas que escribimos por lo que
necesitamos obtener una cierta realimentacin lo cual puede lograrse usando
un simulador como GranSim vase la Seccin    
En la presente seccin se describe Paradise PARAllel DIstribution Simu
lator for Eden HPR herramienta desarrollada como parte de esta tesis 
Paradise es fundamentalmente una modi
cacin del per
lador GranSim de
modo que trabaje sobre programas Eden en lugar de sobre programas GpH 
  
El sobrecoste es mnimo  y el 
nico riesgo es que haya una cadena de anidamientos de
estrategias demasiado larga  lo cual no sucede habitualmente
 Paradise 
Primero se describen las gr
cas que deseamos que se obtengan como resul
tado de utilizar la herramienta y posteriormente se describen las distintas
fases en las que se ha dividido el desarrollo de la misma 

	 Salidas que se espera que produzca Paradise
Queremos reutilizar GranSim de modo que trate programas Eden  Ahora
bien no slo queremos obtener el mismo tipo de gr
cas que GranSim sino
que queremos extender la herramienta de modo que podamos ver dichas
gr
cas de un modo distinto  Adems tambin queremos poder generar
otros tipos de gr
cas que tienen sentido para lenguajes como Eden pero no
para GpH 
Grcas reutilizadas
Paradise debe poder generar todas las gr
cas que produce GranSim
  Comportamiento global Queremos poder obtener una nica gr
ca
en la que se aprecie fcilmente la evolucin en el tiempo del nmero
de hebras que hay en el sistema distinguiendo cuntas de ellas se
encuentran en cada uno de los estados posibles running runnable y
blocked
 
 
  Por procesador Evolucin en el tiempo del nmero de hebras que
hay en cada procesador distinguiendo las hebras en funcin del estado
en el que se encuentren 
  Por hebras Evolucin en el tiempo del estado en el que se encuentra
cada una de las hebras 
  Grcas de granularidad Representacin en forma de histograma
del nmero de hebras de cada nivel de granularidad variable por el
usuario 
A diferencia de GpH ahora no estamos interesados en el modo Light del
simulador  La razn por la que se introdujo en GpH radica en la metodologa
de uso del lenguaje que se basa en comenzar la paralelizacin exponiendo
el mximo grado de paralelismo posible para luego ir reducindolo de modo
que la granularidad se ajuste adecuadamente a la mquina real  En Eden
se pretende controlar la granularidad desde un principio de modo que no se
creen falsas expectativas por la suposicin de una mquina ideal con in
nitos
procesadores y sobre todo coste de comunicaciones cero 
 
En Eden no existen los estados fetching y migrating
  El simulador Paradise
Grcas modicadas
GranSim proporciona diversas gr
cas que permiten determinar si el gra
do de paralelismo de un programa es satisfactorio o no pero no proporciona
ningn tipo de relacin entre las gr
cas generadas y el cdigo fuente del pro
grama  Esta circunstancia di
culta notablemente el proceso de optimizacin
de los programas ya que no estn claras las fuentes de las ine
ciencias 
En Paradise al igual que en las herramientas vistas en las Secciones   
y    se pretende relacionar la salida del simulador con el cdigo fuente 
En Eden el paralelismo est asociado a las abstracciones y concreciones de
procesos  As pues lo razonable sera que las gr
cas estuvieran relaciona
das con dichas partes del cdigo  As deberamos poder obtener todas las
gr
cas del apartado anterior comportamiento global por procesador por
hebras y granularidad pero restringidas para visualizar slo las hebras co
rrespondientes a un determinado grupo de abstracciones o concreciones de
procesos 
Asimismo tambin sera deseable poder particionarlas de modo que por
ejemplo para el comportamiento global no veamos slo cuntas hebras hay
en cada estado sino tambin cuntas hebras de cada abstraccin"concrecin
estn en cada estado 
Por ltimo resultara til que la gr
ca de comportamiento por hebras
incluyera como informacin adicional en qu procesador se encuentra cada
hebra puesto que ello facilitara razonar sobre ine
ciencias debidas al reparto
de carga entre los procesadores 
Nuevas grcas
Eden no es un lenguaje funcional perezoso puro puesto que cada hebra
evala sus salidas de forma especulativa sin necesidad de que nadie demande
los valores que produce  Por tanto si el programador no utiliza correctamen
te el lenguaje puede generar programas que realizan grandes cantidades de
trabajo completamente innecesario y no le resultar sencillo detectar la cau
sa de la ine
ciencia a menos que reciba algn tipo de informacin de ayuda
por parte del simulador 
Por dicha razn sera deseable una grca de especulaci n para cada
grupo de abstracciones o concreciones de procesos queremos ver la evolucin
en el tiempo de la cantidad de memoria que se ha enviado como salida de sus
hebras pero que an no ha sido utilizada en el correspondiente proceso re
ceptor  Asimismo no slo queremos obtener la diferencia entre lo producido
y lo usado en valores absolutos sino tambin porcentualmente 
Adems para evitar suministrar demasiados datos al usuario ser posible
restringir la salida de esta gr
ca de forma que slo se visualice informacin
acerca de aquellas partes del cdigo que ms especulen 
Como puede apreciarse esta gr
ca no re eja realmente cunto trabajo
 Paradise 
innecesario se ha realizado sino cunta memoria se ha generado de forma
especulativa sin que nadie la use  Aunque no es exactamente lo que de
searamos es un mtodo indirecto que puede ayudarnos a detectar trabajo
innecesario 
Finalmente otra caracterstica propia de Eden es que a diferencia de
GpH es posible duplicar un mismo trabajo en varios procesadores  Por dicho
motivo adems de la gr
ca de especulacin se proporcionar un nuevo
tipo de informacin esta vez en modo texto con el objetivo de determinar
la cantidad de trabajo que se ha duplicado  Bsicamente por cada par
de hebras se indicar cuntas clausuras comunes han sido evaluadas por
separado en distintos procesadores  Ahora bien con el objetivo de relacionar
la informacin con el cdigo fuente en vez de producir informacin sobre
cada par de hebras se producir informacin por cada par de partes del
cdigo fuente que el usuario estime oportuno  Como puede apreciarse no se
calcula realmente cunto tiempo se ha empleado realizando trabajo duplicado
lo cual sera sumamente complejo sino que slo se calcula el nmero de
repeticiones efectuadas 
Dado que la informacin anterior puede ser excesiva para una primera
aproximacin inicialmente se proporcionar nicamente la cantidad total
de repeticiones de trabajo que se han realizado  Posteriormente el usuario
podr ver cunto trabajo repetido se ha hecho en cada marca vase la
Seccin    y 
nalmente si desea toda la informacin podr verla por
pares de marcas 

		 Paradise
Como primer paso en el desarrollo del simulador Paradise  slo pro
porciona las mismas gr
cas que proporciona GranSim sin posibilidad de
relacionarlas con el cdigo fuente y sin ninguna informacin acerca de la
especulacin de los programas  Aunque pueda parecer que esta es la parte
ms sencilla realmente requiere una cuidadosa labor de reingeniera sobre el
cdigo fuente de GranSim 
Adems de las diferencias de bajo nivel entre las implementaciones subya
centes de GpH y de Eden las principales diferencias conceptuales que deben
subsanarse para poder convertir GranSim en un simulador de Eden son las
siguientes
  Planicador justo Eden es un lenguaje que necesita que el plani

cador de tareas sea justo puesto que de lo contrario una hebra podra
tomar el control del procesador y producir datos inde
nidamente de
forma especulativa sin permitir la ejecucin del resto de hebras que
se encuentren en el mismo procesador  Por tanto programas termi
nantes podran convertirse en noterminantes  Ahora bien GpH no
requiere justicia en el reparto de tiempo entre las hebras y por consi
  El simulador Paradise
guiente GranSim tampoco utiliza un plani
cador justo de modo que
es necesario modi
carlo para Paradise 
  Semillas vs hebras En GpH el programador no es quien decide qu
expresiones se van a calcular en paralelo sino que slo puede introducir
anotaciones del estilo esta expresin puede ejecutarse en una hebra
independiente  Para cada una de las expresiones anotadas se genera
una semilla que puede convertirse o no en una hebra siendo el RTS
el responsable de tomar esta decisin 
Ahora bien en Eden el programador es quien decide exactamente cun
tas hebras deben generarse y qu debe ejecutarse en cada hebra  As
pues es necesario modi
car GranSim de modo que todas las semillas
se conviertan siempre en hebras 
  Duplicacin de trabajo A diferencia de GpH en Eden es posible
duplicar la evaluacin de una misma expresin en distintos procesado
res  Por ejemplo si tenemos un programa como
let
x  			
in
p x  x
entonces x se calcular tanto por el proceso padre como por el hijo
siempre y cuando p demande el valor 
Dado que en GpH nunca se duplica trabajo en GranSim no es ne
cesario duplicar clausuras al moverlas o copiarlas de un procesador a
otro sino que basta con indicar en qu procesadores se encuentran 
Ahora bien en Paradise no puede permitirse que una misma clausura
actualizable est en dos procesadores pues en tal caso al evaluarla
el primer procesador el segundo ya la encontrara evaluada y no se
simulara 
elmente Eden pues no se duplicara trabajo  Esto implica
que es necesario modi
car el algoritmo de empaquetamiento de grafo
de clausuras de GranSim de modo que se hagan copias reales y no slo
simulaciones 
  Reparto de carga Las estrategias de reparto de carga de GpH y
Eden son completamente diferentes  En GpH los procesadores que no
estn ejecutando ninguna hebra y que no tienen ninguna semilla local
envan mensajes a los otros procesadores preguntndoles si tienen al
guna semilla y en caso a
rmativo se roba una de dichas semillas  Sin
embargo en Eden cada vez que se lanza un nuevo proceso se le asigna
a un procesador y no existe ninguna posibilidad de que posteriormente
pase a ejecutarse en otro procesador 
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  Mensajes Eden En Eden existen varios tipos de mensajes que pue
den enviarse de unos procesadores a otros principalmente para crear
nuevos procesos y para enviar datos de unos procesos a otros por
lo que es necesario aadir su simulacin a GranSim  La mejor forma
de hacerlo es utilizar el mismo mecanismo de GranSim es decir uti
lizar un tipo de evento distinto para cada tipo de mensaje que pueda
transmitirse 
Implementacin de los mensajes propios de Eden
Dado que en Eden existen tipos de mensajes que no aparecen en GpH
necesitamos introducir tantos nuevos eventos globales como nuevos tipos de
mensajes tenemos  Los mensajes que pueden enviarse de un procesador a
otro son
  createProcess Enva un mensaje con toda la informacin necesaria
para que un procesador cree y evale un nuevo proceso 
  Ack  Con
rmacin de la recepcin del mensaje anterior 
  sendHead  Envo a travs de un canal de un valor de salida de un
proceso 
  sendVal  Envo a travs de un canal de un valor de salida de un
proceso  A diferencia del mensaje anterior tras enviar el dato se cierra
el canal 
  DCH  Conexin a un canal dinmico 
  sendTerm Noti
cacin de que una hebra debe terminar como conse
cuencia de que el proceso receptor de sus mensajes ya ha concluido su
cmputo 
En la implementacin real vase la Seccin    dichos mensajes se
envan utilizando la librera de paso de mensajes MPI pero en GranSim
slo queremos simularlo generando eventos en los lugares en que realmente
deberan enviarse mensajes  Por ejemplo para el mensaje sendVal la hebra
enviante debe
  Empaquetar en un mensaje MPI los datos que deben enviarse 
  Enviar el mensaje MPI 
  Cerrar el canal de salida 
Mientras que el receptor cuando llega el mensaje debe
  Desempaquetar el mensaje MPI 
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  Escribir los datos recibidos en la posicin adecuada de la memoria y
despertar a las hebras que estuvieran bloqueadas en espera de los datos
que acaban de llegar 
  Cerrar el canal de entrada 
En Paradise debe hacerse exactamente lo mismo salvo por el hecho de que en
lugar de enviar un mensaje MPI se crea un nuevo evento global que indique
que lat ciclos despus del instante actual al procesador receptor llegar un
mensaje con los datos enviados donde lat es la latencia del sistema  Por su
parte cuando el procesamiento de la cola global de eventos nos conduzca a
tratar dicho evento el proceso receptor ejecutar los mismos pasos  y 
que en la versin real 
Adems para simular correctamente los tiempos es necesario calcular el
tiempo que se tarda en empaquetar y desempaquetar los datos en cerrar un
canal etc 
Estado actual
Actualmente existe una versin de Paradise  desarrollada por el autor
de esta tesis e integrada en el compilador de Eden  Dicha versin soporta
todas las caractersticas de Paradise   El nmero mximo de procesadores
que puede simularse es  
En las 
guras     y   puede apreciarse el aspecto de las gr
cas
generadas  En el resto de la tesis se incluyen algunos ejemplos reales de uso
de la herramienta 

	
 Paradise
A diferencia de la versin anterior Paradise  s relaciona la salida
producida con el cdigo fuente  Es decir es capaz de generar todos los tipos
de gr
cas propuestos en la introduccin salvo las gr
cas de especulacin 
Introduccin de marcas
La idea para relacionar la salida con el cdigo fuente es muy similar a la
utilizada en el per
lador de estrategias vase la Seccin    y consiste en
aadir una nueva funcin para introducir marcas cuya semntica operacional
se correspondera con la siguiente de
nicin Haskell
mark    String  a  a
mark nombre expr  expr
Como puede verse la semntica operacional de mark consiste simplemente
en devolver su segundo argumento  Ahora bien en tiempo de ejecucin su
evaluacin produce un efecto lateral no representable en Haskell consistente
en modi
car el nombre de la hebra que se encuentre en ejecucin
 Paradise 	
a.out +RTS -F2s -bC -bR -bP -bp32  
running runnable fetching blocked migrating
0 186358 372717 559075 745434 931792 1118150 1304509 1490867 1677226 1863584
ta
sk
s 27
18
16
14
12
10
8
6
4
2
0
Average Parallelism = 7.9
Runtime = 1863584
PARADISE
Figura   Gr
ca de comportamiento global 
tso	marca  tso	marca  	  nombre
Como puede apreciarse no se cambia el nombre de la hebra por completo
sino que slo se le aade una nueva cadena  De esta forma es posible recordar
la cadena completa de lanzamiento de procesos que ha tenido lugar hasta
que se ha creado la hebra  As se consigue una mayor  exibilidad con un
coste muy bajo
 
 
Modo de uso
Como puede observarse el tipo de mark es muy general por lo que puede
usarse en cualquier lugar del cdigo fuente  Ahora bien parece razonable
restringirnos a usarlo slo en los lugares en los que tenga ms sentido  Dado
que el objetivo es anotar el paralelismo slo deberamos utilizarla en los
puntos en los que aparece el paralelismo es decir en las abstracciones y"o en
las concreciones de procesos La metodologa recomendada es que slo debera
usarse justo despus de que se cree una nueva hebra  As el programador
 
A diferencia del perlador secuencial de pilas de centros de costes Seccin   en
programacin paralela no tiene sentido que haya una cadena de anidamientos muy larga 
pues conducira a una granularidad demasiado na Por tanto  no se necesitan complejos
algoritmos para minimizar las longitudes de las pilas de centros de costes  sino que basta
con concatenar la nueva marca
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a.out +RTS -F2s -bC -bR -bP -bp32  Mon Feb 22 15:24 1999
0 186358 372717 559075 745434 931792 1118150 1304509 1490867 1677226 1863584
ta
sk
s 193190
171
152
133
114
95
76
57
38
19
0
PARADISE
Figura   Gr
ca por hebras 
podra introducir marcas en tres situaciones distintas dependiendo del tipo
de informacin que quiera obtener
Abstracciones de procesos Si se quiere saber cunto paralelismo genera
cada abstraccin puede asociarse una marca con cada proceso
myProcess  mark mp process x  			
Dado que todas las hebras de la misma abstraccin se marcan con el
mismo nombre podremos obtener la cantidad de paralelismo producida
por cada abstraccin 
Concreciones de procesos A veces tambin estamos interesados en dis
tinguir las distintas concreciones de una misma abstraccin de proceso 
Por ejemplo al paralelizar el algoritmo de ordenacin por mezcla po
demos querer distinguir las concrecciones de las partes izquierdas de
las de las derechas
parMsort h  process xs  ys
where ys  h    seqMsort xs
 h    ordMerge mark L parMsort h  x
mark R parMsort h  x
xx  repartir xs
 Paradise 
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Figura   Gr
ca por procesadores 
Ntese que no slo es posible distinguir las concreciones de ambas ra
mas sino que realmente podemos distinguir todas y cada una de las
concreciones que se efecten durante la ejecucin del programa  La
razn es que mark no cambia por completo el nombre de la hebra sino
que slo aade un apndice a la marca en curso de modo que cada
hebra recuerda su camino de concreciones  Si la profundidad del rbol
de procesos es dos los procesos se etiquetaran como muestra la Figura
   Ntese que cada proceso tiene un nombre distinto tal y como
queramos  Es ms al haberse generado siguiendo un patrn regu
lar no slo es posible distinguir unos procesos de otros sino tambin
agruparlos por familias  De esta forma podramos distinguir cunto
trabajo se realiza en los hijos izquierdos y cunto en los %derechos%
as como cundo se realizan los trabajos  Esto lo sabremos porque to
das las hebras de los hijos izquierdos terminarn con la anotacin L
mientras que las de los derechos lo harn con R  Asimismo podramos
distinguir el paralelismo en funcin del nivel en el que se encuentren
las hebras dentro del rbol de concreciones de modo que veamos cun
to trabajo realizan las hojas ordenando listas mediante seqMsort y
cunto los nodos internos repartiendo trabajo y mezclando listas ya
ordenadas para lo cual slo hace falta contar el nmero de anotaciones
  El simulador Paradise
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Figura   &rbol de procesos para mergeSort
anidadas  Por ejemplo si tenemos  niveles de procesos MAIN L R
corresponder a una hoja
 
 mientras que MAIN R corresponder a
un nodo intermedio 
Hebras Tambin podemos distinguir cada hebra concreta de una abstrac
cin de proceso o de una concrecin  La forma de hacerlo es trivial
pues sabemos que se crear una hebra por cada valor de la tupla de
salida del proceso  As con
p  process iii  mark o o mark o o
tendremos que para todas las concreciones del proceso se distinguirn
los cmputos de la primera hebra de los de la segunda mientras que
con
q  mark i e mark i e
podremos marcar hebras concretas en las concreciones particulares 
Como hemos dicho en principio mark slo debe utilizarse para anotar
hebras justo despus de su nacimiento aunque a veces tambin puede ser
til incluir la anotacin en otros puntos  As podra ser interesante usar una
anotacin distinta para cada una de las alternativas de un proceso
p x  case x of
  mark  process ab  fact a
v  mark  process ab  fact b
con el objetivo de saber cul es la rama que se ha ejecutado 
 
La hebra principal est anotada como MAIN
 Paradise 
a.out +RTS -F2s -bC -bR -bP -bp7   
^MAIN.(L|R).(L|R)$ (^MAIN.(L|R)$)|(^MAIN$)
0 14085530 28171060 42256592 56342120 70427648 84513176 98598704 112684232 126769760 140855296
ta
sk
s 13
9
8
7
6
5
4
3
2
1
0
Average Parallelism = 3.8
Runtime = 140855297
PARADISE
Figura   Gr
ca de comportamiento global del algoritmo mergeSort con
 procesadores y  niveles de rbol de procesos 
Herramientas de visualizacin
Las herramientas de visualizacin de GranSim han sido adaptadas a Pa
radise por lo que pueden obtenerse exactamente el mismo tipo de gr
cas 
Ahora bien las herramientas de Paradise tambin permiten aprovechar el
sistema de marcas para mostrar ms informacin al usuario  As ahora el
comportamiento global de los programas no estar dividido en un nmero

jo de bandas sino que habr tres bandas running runnable o blocked por
cada marca diferente vase la Figura    Del mismo modo el compor
tamiento por hebras tambin incorpora el nombre de cada hebra e incluso
permite aadir el nmero de procesador en el que han sido ubicadas vase
la Figura   
Dado que la informacin recogida por las marcas puede ser excesivamen
te minuciosa a menudo estaremos interesados en restringir la cantidad de
informacin que queremos ver en las gr
cas  Para ello Paradise incorpora
las siguientes facilidades
Unicacin Todas las marcas que respondan a una expresin regular que
suministre el usuario sern representadas como una nica marca  Por
ejemplo si en el programa mergeSort queremos distinguir los procesos
hoja de los nodos intermedios basta utilizar expresiones regulares apro
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a.out +RTS -F2s -bC -bR -bP -bp10  Fri May 21 16:12 1999
0 93364 186727 280091 373454 466818 560181 653545 746908 840272 933635
ta
sk
s C.A.9B.8
B.8
A.8
C.A.7
B.6
B.6
A.6
C.B.5
B.5
B.5
A.5
C.A.4
B.4
B.4
A.4
C.B.3
B.3
B.3
A.3
C.B.2
B.2
B.2
A.2
C.A.1
B.1
A.1
A.1
C.A.0
A.0
A.0
PARADISE
Figura   Gr
ca de comportamiento por hebras incluyendo informacin
sobre el procesador en el que se ubican y ordenadas por marcas 
piadas  Como sabemos que la profundidad del rbol de procesos es dos
las marcas de las hojas debern ser de la forma b MAINLR
LR

donde b representa el comienzo de la cadena  el 
nal y  la eleccin
entre dos alternativas  En la Figura   puede verse el resultado que
se obtiene con las anotaciones 
Filtro Todas las marcas que encajen con una expresin regular que suminis
tre el usuario no sern representadas en la gr
ca  Esto nos permitir
ignorar las partes bien paralelizadas y centrarnos en aquellas que con
tengan la parte interesante a estudiar  Por ejemplo en la Figura  
nos restringimos a ver el paralelismo generado por los nodos internos
de parMsort  Dado que genera poco cmputo mejoraramos la e
cien
cia global si slo utilizsemos un nodo interno y el resto fuesen hojas 
Es decir deberamos aplanar el rbol de procesos 
Nmero de procesador Las marcas de las hebras pueden extenderse con
el nmero del procesador en el que residen 
Amplicacin La gr
ca puede restringirse al perodo de tiempo que elija
el usuario 
Colapsar bandas Para evitar un excesivo nmero de bandas se permite
 Paradise 
a.out +RTS -F2s -bC -bR -bP -bp7   
(^(L|R).Main)|(^Main$)
0 14085530 28171060 42256592 56342120 70427648 84513176 98598704 112684232 126769760 140855296
ta
sk
s 9
8
7
6
5
4
3
2
1
0
Average Parallelism = 1.2
Runtime = 140855297
PARADISE
Figura   Gr
ca de comportamiento global del algoritmo de mergeSort
con  procesadores  niveles de rbol de procesos y visualizando slo los
nodos intermedios 
colapsar en una nica banda las hebras blocked de todas las marcas
as como las running y runnable de una misma marca 
Ordenacin La herramienta permite visualizar las hebras ordenadas lexi
cogr
camente en funcin de sus marcas  De dicho modo se puede
acceder ms rpidamente a la informacin deseada 
Todas estas facilidades permiten extraer informacin de distintas formas
a partir del mismo 
chero de datos  De este modo con simples postproce
samientos distintos podemos obtener incrementalmente la informacin que
deseemos sin necesidad de volver a compilar y ejecutar el programa con unas
marcas distintas 
Implementacin
Al igual que para la herramienta de la Seccin    la principal modi

cacin que debe realizarse en el RTS es aadir un campo extra a cada TSO 
Dicho campo contendr la marca asociada a la hebra y slo cambiar su
valor cuando se ejecute la funcin mark  Adems para que la herencia de
las marcas sea correcta cada vez que se cree una nueva hebra su correspon
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diente campo de marca se inicializar con el valor de la marca de su padre
siendo MAIN la marca de la hebra principal 
Finalmente en el momento de la muerte de una hebra en el 
chero de
historia se escribir no slo la informacin que se inclua hasta el momento
sino un campo adicional indicando la marca asociada a la hebra 
No es su
ciente con modi
car el RTS para que obtenga toda la informa
cin necesaria sobre las marcas sino que tambin es preciso modi
car las
herramientas de visualizacin para que sean capaces de generar las nuevas
gr
cas 
Estado actual
Actualmente existe una versin de Paradise  desarrollada por el autor
de esta tesis e integrada en el compilador de Eden  Dicha versin soporta
todas las caractersticas de Paradise  incluyendo todas las facilidades de
postprocesamiento descritas 

	 Paradise
Finalmente Paradise  es la versin que producir todas las salidas
esperadas para Paradise  Las nicas caractersticas que no estaban incluidas
en Paradise  eran la generacin de gr
cas de especulacin y la generacin
de informacin sobre duplicacin de trabajo 
Duplicacin de trabajo
Para obtener informacin sobre el nmero de clausuras que se han eva
luado por duplicado necesitamos un generador de identi
cadores globales 
Adems a cada clausura se le aadir un nuevo campo que contenga cul es
su identi
cador global
 
 
  Cada vez que se crea una nueva clausura duplicando otra
 Si la clausura original an no tena asociado un identi
cador glo
bal entonces se le asigna uno nuevo y a la nueva clausura se le
asigna el mismo identi
cador global 
 Si la clausura original ya tena un identi
cador global entonces
se asigna ese mismo identi
cador a la nueva clausura 
  Cada vez que se evale una clausura que tenga asociado un identi
cador
global escribiremos en el 
chero de historia un par hebra evaluadora
identi
cador global 
De este modo tras la ejecucin se realizar un posterior postprocesamiento
que permitir detectar fcilmente cuntas clausuras se han evaluado dos o
ms veces y qu hebras han sido sus evaluadoras 
 
Si no lo tiene  el campo contendr un valor predenido que indique tal circunstancia
 Paradise 
Especulacin
Con respecto a las gr
cas de especulacin recordemos que Eden rompe
la pereza de Haskell en dos aspectos  una vez lanzado un proceso siempre
existe demanda para sus valores de salida y  puede lanzarse un proceso
antes de ser demandado vase la Seccin    
Por tanto cabe la posibilidad de que se realice ms trabajo del que
sera estrictamente necesario  Adems aun cuando todo el trabajo realizado
fuera til puede ser interesante conocer las velocidades de generacin y
consumo de los datos si el productor es demasiado lento puede convertirse
en un cuello de botella ralentizando la ejecucin en el proceso receptor si el
productor es demasiado rpido podra ser interesante modi
car el programa
fuente para tratar de ralentizarlo 
Adems las gr
cas de especulacin no slo resultaran tiles para los
programadores sino tambin para los desarrolladores del compilador pues
podra ayudar a comparar el comportamiento de distintos plani
cadores de
tareas 
Ejemplo Recordemos el ejemplo de la ordenacin por mezcla introducido
anteriormente
parMsort h  process xs  ys
where ys  h    seqMsort xs
 h    ordMerge mark L parMsort h

  x

mark R parMsort h

  x

xx
  repartir xs
En este caso aunque no se hace ningn tipo de trabajo innecesario s que
resultara interesante comparar las distintas velocidades a las que se pro
ducen y consumen los datos  De este modo sera sencillo determinar si la
distribucin de las listas a los procesos hijo es demasiado lenta o no 
Implementacin Para obtener la gr
ca de especulacin mencionada en
la Seccin    aadiremos a cada clausura un campo extra de especula
cin  Dicho campo servir para determinar si la celda es producto de la
especulacin o no  As si la celda ha sido generada como salida de un pro
ceso pero an no ha sido utilizada el campo de especulacin contendr el
identi
cador de la hebra enviante o la marca si queremos utilizar Paradise
  y en caso contrario tendr un valor reservado por ejemplo cero  Para
mantener correctamente los valores de dicho campo basta tener en cuenta
los siguientes casos
  Cuando se recibe un dato a travs de un canal de entrada el campo
de especulacin de la celda correspondiente a dicho dato se marca con
el identi
cador
 
de la hebra enviante 
 
Puede usarse el identicador 
nico de la hebra o su marca
  El simulador Paradise
Figura  	 Gr
ca de especulacin 
  Cuando se crea una celda debido a cualquier otra circunstancia el
campo correspondiente a la especulacin se marca con cero 
  Cada vez que se utiliza una celda su campo de especulacin se pone a
cero considerndose que una celda se ha utilizado cuando
 Realizamos un anlisis de casos sobre su valor 
 La aplicamos si es una funcin 
 La utilizamos como argumento de una funcin primitiva 
 Cuando se actualiza el valor 
Con este campo podemos hacer censos de la memoria a intervalos re
gulares de modo que para cada hebra o marca podemos obtener cunta
memoria de la que ha generado y que persiste en memoria no ha sido an
utilizada  As si escribimos dicha informacin en un 
chero tras la ejecu
cin sera sencillo realizar un postprocesamiento que mostrara las gr
cas
deseadas vase la Figura  	 
Como ya se dijo con estas gr
cas slo se obtiene una visin indirecta
del trabajo innecesario que se ha realizado pues slo calculamos cunta me
moria se ha generado sin necesidad  Es ms ni siquiera se obtiene realmente
eso sino que slo se visualiza cunta memoria de la generada y no usada
permanece en memoria sin ser recolectada 
Otro inconveniente de este enfoque es que no proporciona informacin
sobre el tanto por ciento de datos an no consumidos sino slo el valor
absoluto  Por tanto mostrara los mismos resultados si se han generado
 Paradise 	
 datos y se han consumido  que si se han generado  y se han
consumido slo  
Para conseguir todos los resultados deseables adems del campo de es
peculacin extra de cada celda deberamos aadir dos campos ms a cada
TSO  Dichos campos llammosles produccin y consumo recogeran
respectivamente la cantidad de memoria que ha enviado la hebra por su
canal de salida y la cantidad de dicha memoria que ya ha sido utilizada re
motamente  Dichos campos se muestrearan peridicamente y se escribiran
en un 
chero de salida  Tras la ejecucin del programa sera sencillo obtener
cules son las hebras sospechosas de producir demasiados datos tanto en
valor absoluto como porcentual 
La forma de mantener correctamente los valores de los nuevos contadores
es la siguiente
  Cada vez que se enva un dato por un canal de salida se incrementa el
contador de produccin de la hebra 
  Cuando se recibe un dato por un canal de entrada se anota su campo
de especulacin con el identi
cador de la hebra productora 
  Cuando se crea una nueva celda de otro modo su campo de especula
cin se pone a cero 
  Cuando se usa una celda cuyo campo de especulacin no estaba a cero
se pone a cero y se incrementa el contador de consumo de la hebra que
envi el dato
 
 
Ntese que aunque la informacin se recoja para cada hebra es sencillo
obtener la informacin acumulada por marcas pues sabemos a qu marca
pertenece cada hebra as que slo hay que acumular los contadores de cada
hebra de la marca 
Estado actual
En este momento el compilador de Eden est basado en la versin  
del compilador GHC por lo que actualmente la principal labor de imple
mentacin dentro del proyecto Eden es la migracin a la versin actual de
GHC  xx  El RTS de dicha versin de GHC ha sido completamente rees
crito con respecto a la versin   por lo que la migracin de Eden llevar
bastante tiempo de trabajo  Dado que en estos momentos el desarrollo de
Paradise  slo podra llevarse a cabo sobre el compilador no actualizado
se ha decidido postponer su implementacin hasta que se haya realizado la
migracin 
 
Podemos acceder a dicha hebra gracias a que el campo de especulacin contiene su
identicador  y a que en una simulacin se tienen accesibles todos los TSOs de cualquier
procesador
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 Perles paralelos reales
Para desarrollar programas paralelos e
cientes resulta muy til el uso de
simuladores pero tambin sera deseable disponer de per
les reales sobre la
mquina de destino  La razn es que un simulador slo puede proporcionar
aproximaciones sobre el comportamiento real pero puede esconder carac
tersticas difcilmente simulables  Por ejemplo en GranSim no se tiene en
cuenta la jerarqua de memoria ni el ancho de banda entre los procesadores
y se supone que la latencia es siempre la misma entre todos los procesadores 
Cuando se realizan per
les reales es fundamental evitar introducir dis
torsiones en el comportamiento del programa  Por este motivo no podemos
obtener tanta informacin como con un simulador  Ahora bien de todas
formas puede obtenerse la su
ciente informacin como para determinar si
las predicciones del simulador fueron correctas  En el resto de la seccin se
describe cmo debera ser un per
lador real para Eden 
Grado de paralelismo
Para determinar el grado de paralelismo de un programa deberamos
analizar los procesadores por separado para posteriormente juntar los datos
de todos ellos  Por cada procesador deberamos mantener  contadores
  NP Nmero de procesos que hay en el procesador 
  NH Nmero total de hebras que hay en el procesador 
  NB Nmero de hebras del procesador que estn bloqueadas 
  NE Nmero de hebras que se encuentran en estado de ejecucin en el
procesador    
El mantenimiento de estos  contadores es sencillo y barato tanto en tiempo
de ejecucin como en memoria  Las nicas modi
caciones que habra que
introducir al compilador seran
  Cada vez que se crea un nuevo proceso se incrementa el contador NP 
  Cada vez que muere un proceso se decrementa NP 
  Cuando se crea una hebra se incrementa NH 
  Cuando muere una hebra se decrementa NH 
  Cuando se bloquea una hebra se incrementa NB y se decrementa NE 
  Cuando un procesador pasa de estar inactivo a ejecutar una hebra se
incrementa NE 
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  Cuando el plani
cador de tareas decide cambiar la hebra que se en
cuentra en ejecucin no hay que hacer absolutamente nada pues no
afecta a ninguno de los contadores 
  Cuando se recibe un valor a travs de un canal por cada una de las he
bras que estuvieran bloqueadas en espera de dicho valor se decrementa
en una unidad NB 
Todos los casos anteriores estn perfectamente identi
cados en el compilador
por lo que no hace falta introducir ningn tipo de comprobacin en tiempo
de ejecucin que pueda distorsionar las medidas  Simplemente se modi
can
unos contadores lo cual requiere un tiempo mnimo  El nico caso en el que
podra parecer que debemos realizar comparaciones es en el ltimo de los
puntos pues debemos tener en cuenta cuntas hebras estaban suspendidas
en espera del dato  Ahora bien el compilador ya necesita procesar una a
una dichas hebras para despertarlas por lo que tampoco se introducira
ninguna distorsin signi
cativa 
A intervalos regulares dichos contadores seran muestreados y deberan
escribirse en un 
chero
 
 de modo que al 
nalizar la ejecucin pudiramos
postprocesar dicho 
chero para obtener gr
cas como la denominada por
procesador en GranSim 
Tambin sera deseable poder obtener una gr
ca de comportamiento glo
bal  Para ello sera necesaria una cierta sincronizacin entre los procesado
res pues de lo contrario no seramos capaces de mezclar los datos producidos
por cada uno de ellos  Ahora bien introducir dichas sincronizaciones puede
resultar complejo y lento por lo que es preferible no introducirlas  An as
si la precisin de los relojes locales de cada procesador es similar podemos
combinar sin temor los datos generados por ellos obtenindose gr
cas de
comportamiento general bastante 
ables 
Ntese que no es posible obtener informacin relacionada con el cdigo
fuente utilizando la funcin mark pues ello requerira recolectar mucha infor
macin durante la ejecucin al menos sera necesario un contador por cada
marca y sera necesario modi
carlos cada vez que el plani
cador de tareas
diese paso a otra hebra de otra marca distinta  Esto podra distorsionar
gravemente los resultados obtenidos 
Anlisis de granularidad
Para determinar la granularidad de las hebras creadas puede utilizarse
el mismo mecanismo que para los centros de costes de GHC vase la Seccin
  simplemente tenemos que muestrear la hebra que se est ejecutando
en vez de muestrear el centro de costes en curso  Tras concluir la ejecucin
 
Lgicamente debera existir un almacn intermedio  de modo que no fuera necesario
escribir directamente en disco cada muestreo  sino que se escribiera en memoria principal
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aquellas hebras que se hayan ejecutado durante ms tiempo tambin habrn
sido muestreadas ms veces 
Adems ahora s que puede utilizarse la funcin mark para relacionar el
grano de las hebras con el cdigo fuente  Para ello basta con muestrear la
marca de las hebras en vez de la hebra propiamente dicha  De este modo
puede obtenerse la misma informacin que con Paradise 
Especulacin
En principio sera deseable poder obtener la misma informacin que con
Paradise  pero eso implicara recoger demasiados datos por lo que los
resultados obtenidos podran estar distorsionados
Una posible simpli
cacin que podra implementarse consistira en utili
zar slo el campo de produccin de las hebras y muestrearlo slo una vez en
el momento de muerte de la hebra  De esta forma tendramos datos exactos
sobre cunto ha producido cada hebra
 
 aunque desconoceramos cunto
se ha consumido  Ahora bien es de esperar que los consumos totales sean
equivalentes a los obtenidos con Paradise pues dependen fundamentalmente
del modelo de cmputo un dato slo llegar a utilizarse si realmente hay de
manda para l y no de cuestiones como el reparto de carga o el plani
cador
de tareas  As combinando los datos reales con los de Paradise podemos
conocer la cantidad de memoria innecesaria que ha generado cada hebra o
marca 
De todas formas debe recalcarse que slo podemos obtener informacin
sobre cunto ha especulado cada hebra pero no podemos saber en qu mo
mentos de la ejecucin ha sido ms rpida dicha especulacin  Es decir
no podemos ver la evolucin en el tiempo de la especulacin slo los datos

nales 
Estado actual
Al igual que en el caso de Paradise  se ha decidio postponer la imple
mentacin del sistema hasta haber 
nalizado la migracin del compilador de
Eden a la nueva versin de GHC 
 Perles secuenciales en Eden
Para que un programa paralelo sea e
ciente no basta con que la distri
bucin del cmputo sea correcta sino que es preciso que la versin secuencial
original sea tambin e
ciente pues de lo contrario nunca obtendremos buenos
resultados  Por ello es fundamental disponer de un per
lador de programas
secuenciales 
 
O cada marca  pues podemos saber a qu marca pertenece cada hebra
	 Conclusiones 
As pues Eden necesita tambin un per
lador secuencial  Afortunada
mente dado que Eden est implementado reutilizando GHC podemos es
cribir la versin secuencial enteramente en Haskell y utilizar el per
lador
de GHC para mejorar la e
ciencia todo ello utilizando el mismo compila
dor  Pero tambin sera deseable que una vez escrito el programa en Eden
pudiramos seguir utilizando dicho per
lador  Para conseguirlo basta com
pilar nuestros programas Eden aadiendo en tiempo de compilacin la opcin
noeden  Dicha opcin consigue que el programa Eden se convierta autom
ticamente a Haskell
	
 de modo que pueden utilizarse todas las herramientas
propias de GHC 
Bsicamente slo hay que traducir
process ins  outs
como
Process ins  outs
a la vez que se de
ne  como
Process f  x  f x
donde Process es la nica constructura del tipo Process
data Process a b  Process a  b
De este modo todo programa Eden no reactivo se transforma en su
equivalente programa secuencial Haskell y puede utilizarse el per
lador de
GHC sin ninguna restriccin 
	 Conclusiones
En general no resulta sencillo comprender el comportamiento paralelo de
los programas por lo que las herramientas que proporcionan una realimenta
cin al programador resultan muy tiles para detectar y corregir ine
ciencias
en su paralelizacin  Dichas herramientas son especialmente tiles en lengua
jes que como GpH delegan en el RTS la mayor parte de las decisiones sobre
la paralelizacin  En Eden no es tan necesario disponer de dicha realimen
tacin pero sigue siendo muy til especialmente para los programadores
menos experimentados que suelen tener problemas para entender porqu
sus paralelizaciones no son tan satisfactorias como desearan  Tambin re
sulta til para programadores expertos aunque slo cuando se enfrentan a
problemas complejos 
	
Lgicamente existe una restriccin  y es que el programa Eden original no debe ser
reactivo  pues de lo contrario sera imposible escribirlo en Haskell
  El simulador Paradise
Disponer de un simulador como Paradise no slo resulta ventajoso pa
ra que los programadores mejoren la e
ciencia de sus programas sino que
tambin es una herramienta muy valiosa desde un punto de vista didctico 
Cuando se forman nuevos programadores paralelos suelen tener problemas
para entender qu no debe hacerse y porqu no  El uso de gr
cas que
muestran el comportamiento de los programas facilita la comprensin de los
principios bsicos que hay que tener en cuenta al paralelizar aplicaciones 
Recurdese que como dice el refrn una imagen vale ms que mil palabras 
Cabe resaltar que la implementacin de Paradise fue anterior a la im
plementacin de la versin paralela del compilador de Eden  Gracias a ello
las primeras ejecuciones de programas Eden en las que realmente se poda
apreciar la capacidad paralela del lenguaje se efectuaron con Paradise y
permitieron detectar problemas en el diseo del lenguaje  De este modo
dichos problemas pudieron corregirse antes de que se terminara el desarrollo
del compilador completo 
Por ltimo cabe mencionar que un programa paralelo slo puede ser
e
ciente si su correspondiente versin secuencial tambin lo es  Para ello
es conveniente disponer de herramientas que proporcionen la realimentacin
necesaria para mejorar dicha e
ciencia secuencial  En el caso de Eden esto
se ha conseguido gracias a la reutilizacin del compilador GHC que no slo
es el compilador de Haskell que genera un cdigo ms e
ciente sino que
tambin proporciona buenos per
ladores tanto de consumo de tiempo como
de memoria 

Cap tulo 
Optimizaciones automticas
Todo el contenido del captulo es original de esta tesis  En l se describe
cmo mejorar el proceso de compilacin de Eden introduciendo una fase
intermedia que facilita la implementacin de transformaciones automticas
que mejoren el cdigo paralelo de los programas Eden  El captulo comienza
planteando qu tipo de mejoras seran deseables para luego mostrar el es
quema general de la solucin  El resto del captulo describe detalladamente
la solucin propuesta 
El trabajo aqu expuesto ha dado lugar a la publicacin PPRS 
 Motivacin
En el proceso de compilacin de Eden las abstracciones y concreciones de
procesos permanecen ocultas durante la fase de optimizaciones automticas
que se realizan en el lenguaje Core  Este hecho tiene dos graves inconvenien
tes
  Las transformaciones automticas de Haskell pueden violar la semn
tica de Eden 
  No pueden realizarse optimizaciones espec
cas de Eden pues sus cons
trucciones estn ocultas 
En PPP PS se estudian los problemas que pueden ocasionar las trans
formaciones automticas de GHC sobre el cdigo Eden y se llega a la con
clusin de que deben desactivarse mientras no se encuentre una solucin a
los problemas descubiertos 
En lo que respecta a las optimizaciones espec
cas de Eden sera deseable
poder establecer comunicaciones directas entre los productores y consumido
res de mensajes vase la Seccin    y sobre todo sera conveniente poder
lanzar impacientemente procesos vase la Seccin     Asimismo debera
dejarse abierto el camino para futuros anlisis y transformaciones como por

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ejemplo para detectar qu partes de un programa son deterministas y cules
no vase PSa 
En este captulo se describe una solucin que resuelve ambos problemas
permite introducir nuevas optimizaciones y consigue inmunidad contra las
transformaciones de GHC 
 Lanzamiento impaciente de procesos
Supongamos que tenemos la siguiente implementacin paralela de la fun
cin de Fibonacci
fib  process x  f x
where fsec   
fsec   
fsec n  fsec n  fsec n
f n  if n   then fsec n else fib  n  fib  n
Debido a su sencillez se ha elegido para poner de mani
esto un problema
general debido a la pereza en la Figura   pueden observarse los per
les
de actividad general y por hebras de dicho programa al evaluar fib  
sin utilizar lanzamiento impaciente de procesos  Es evidente comprobar que
salvo en el instante de lanzamiento de nuevas hebras nunca hay ms de una
hebra ejecutndose es decir el programa no es paralelo  De hecho lo nico
que se ha obtenido es una ejecucin secuencial distribuida entre distintos
procesadores 
'Cul es el problema( Si nos 
jamos en la gr
ca se observa que no
se lanza ningn proceso
 
hasta que no ha terminado de evaluarse el proceso
anterior  La razn es que para evaluar en Haskell la expresin
fib  n  fib  n
primero se demanda la WHNF del argumento izquierdo

de la suma y una
vez que se ha obtenido se demanda la del derecho de modo que no existe
demanda para evaluar el segundo proceso hasta que no ha terminado la
evaluacin del primero 
El problema radica en el hecho de que para que se lance un proceso es
necesario que se demande su salida  La solucin pasa por violar la pereza de
forma que el lanzamiento de procesos sea especulativo es decir un proceso no
se lanza cuando se demandan sus salidas sino que se lanza en cuanto se crea
 
En este ejemplo  dado que cada proceso tiene slo un canal de salida  cada proceso
tiene slo una hebra  adems de las hebras que necesite para alimentar las entradas de sus
procesos hijos

La razn por la que se eval
a primero el argumento izquierdo se debe a la denicin de
  que primero hace ajuste de patrones sobre el primer argumento  y luego sobre el segundo
Otras funciones pueden demandar sus argumentos en otro orden  pero el problema ser el
mismo  ya que los argumentos se irn demandando uno a uno
 
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a.out +RTS -F2s -bC -bR -bP -bp32  
running runnable fetching blocked migrating
0 622684 1245367 1868051 2490735 3113419 3736102 4358786 4981470 5604153 6226837
ta
sk
s 7
6
5
4
3
2
1
0
Average Parallelism = 1.0
Runtime = 6226837
PARADISE
a.out +RTS -F2s -bC -bR -bP -bp32  Thu May 20 18:39 1999
0 622684 1245367 1868051 2490735 3113419 3736102 4358786 4981470 5604153 6226837
ta
sk
s 3130
27
24
21
18
15
12
9
6
3
0
PARADISE
Figura   Comportamiento global y por hebras de la versin paralela de la
funcin de Fibonacci
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su correspondiente clausura aun cuando nadie demande los valores  Aunque
este hecho puede conducir a realizar trabajo extra de forma innecesaria es
un riesgo que puede y debe controlar el programador 
En un entorno paralelo la pereza resulta un grave inconveniente pues
limita el grado de paralelismo generado  Como se coment en el Captulo 
Eden viola la pereza de Haskell en una situacin una vez que se ha lanzado
un proceso siempre hay demanda para sus salidas  As pues para conseguir
que se evalen en paralelo distintos procesos slo necesitamos conseguir que
se demande parte de su salida  Una vez demandada la WHNF de la salida del
proceso el resto de la evaluacin del proceso no requiere demanda externa 
El problema radica en que demandar la WHNF de un entero es equivalente a
demandar su forma normal por lo que no podemos proseguir con el cmputo
normal hasta que haya terminado la evaluacin del proceso 
El problema no se limita a los enteros y dems tipos simples sino que
es extensible a cualquier tipo que se utilice como salida del proceso ya que
en Eden los valores producidos por un proceso se envan siempre en forma
normal  Por tanto demandar la WHNF es equivalente a demandar la forma
normal es decir implica esperar a que el proceso termine su cmputo 
Las dos nicas excepciones son los procesos que devuelven tuplas y los
que devuelven listas devolver una tupla signi
ca que la salida del proceso se
divide en hebras que envan de forma independiente los datos que producen
los procesos que devuelven listas no las devuelven en forma normal sino
que envan una a una las componentes de la lista producida eso s cada
componente de la lista se enva en forma normal 
Por tanto para demandar la salida de un proceso sin necesidad de esperar
a que el proceso evale su resultado habra que escribir todos los procesos
de forma que devuelvan listas cuyo primer elemento se calcule de forma
inmediata de modo que la WHNF se obtenga lo antes posible  Esto es
intolerable como metodologa de programacin  Es preciso que sea el propio
compilador quien realice de forma automtica una transformacin que lance
impacientemente los procesos de modo que el programador pueda utilizar
el lenguaje usando un estilo claro y natural  Para ello debe quedar claro en
qu momento exacto deben lanzarse los procesos un proceso se lanzar en
cuanto su correspondiente clausura se haya creado independientemente de
que exista demanda para su salida 
 Conexin directa de canales
El bypassing automtico es una optimizacin de Eden que reduce el nme
ro de mensajes y de hebras que se emplean en tiempo de ejecucin  La idea
principal consiste en conectar directamente los productores de los mensajes
con los consumidores de modo que se elimine la necesidad de retransmisin
de mensajes a travs de procesos intermedios  Por ejemplo en el ejemplo de
la Figura   se aprecia que la topologa de comunicaciones que se crea no
 
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q    Process a aa  Process aa aa
q    pid
q p pp  process vv  vo
where oo  q pp  p  v
pid    Process a a
pid  process x  x
q (p:pp)
p q pp
o1
v2
v1
o2 o3
Figura   Un ejemplo de bypassing
es la realmente deseada pues gran parte de las comunicaciones no se reali
zan directamente  Sera conveniente que cada uno de los canales se tratara
de forma independiente para conectarlo con el proceso adecuado  As por
ejemplo en la Figura   v debera comunicarse directamente a p sin pasar
por el proceso asociado a q ppp
  Para conseguir conexiones directas es
preciso analizar todos los usos que se hacen de cada canal de modo que
nicamente se procede a la conexin directa cuando se detecta que un canal
slo lo usan un proceso emisor y uno receptor 
La estrategia de implementacin del bypassing se basa en una combina
cin de un anlisis en tiempo de compilacin y de una modi
cacin al RTS
para que aproveche las anotaciones obtenidas con el anlisis vase KPS
para una descripcin detallada de ambas partes  El anlisis debe decorar
con anotaciones tanto las abstracciones como las concreciones de procesos
dependiendo del tipo de bypassing que deba realizarse en cada caso  As
cuando deben conectarse procesos que corresponden a distintas generaciones
por ejemplo un abuelo con un nieto se anotan las abstracciones de pro
ceso mientras que cuando deben conectarse directamente distintos procesos
hermanos hace falta anotar los lets en los que aparezcan las concreciones 
  Esquema de la solucin
Siguiendo la estructura de compilacin expuesta en la Seccin   tras la
generacin del cdigo Core intermedio y antes de las transformaciones auto
mticas de Core proponemos introducir una nueva fase de transformaciones

 El lenguaje Core 
Core
CoreEden
Core
tr

tr

tr

corecore
Figura   Esquema general de las transformaciones 
CoreEden vase Figura    Lgicamente es preciso realizar una traduc
cin de Core a CoreEden que haga explcitos los procesos y posteriormente
deben realizarse las transformaciones que se estimen oportunas  Ahora bien
puede resultar extrao que posteriormente vuelva a generarse Core y que se
realicen las transformaciones corecore de GHC  El objetivo de este ltimo
paso es volver a esconder las construcciones de Eden de modo que el pro
ceso de compilacin de GHC se vea afectado lo menos posible  Esto incluye
conseguir que el compilador de Eden sea inmune a todas las transformacio
nes automticas que realice GHC y no tener que modi
car el lenguaje STG
ni la generacin de cdigo 
 El lenguaje Core
Para poder explicar la transformacin es preciso conocer previamente
algunos detalles del lenguaje Core San puesto que es el lenguaje en el
que se ha implementado la transformacin  Core es un lenguaje funcional
muy elemental vase la Figura   que se utiliza como lenguaje intermedio
en el proceso de compilacin de GHC  Los programas Haskell se traducen
a Core mediante un proceso de desazucaramiento  Una vez en Core GHC
realiza diversas transformaciones automticas con el objetivo de mejorar la
e
ciencia y despus prosigue el proceso de compilacin hasta la generacin de
cdigo vase la Seccin   para ms detalles sobre el proceso de compilacin
tanto de GHC como de MEC 
El lenguaje Core puede verse como un clculo de segundo orden

ex
tendido con construcciones let y case  Bsicamente la construccin let es la
encargada de generar clausuras en la memoria dinmica mientras que case
fuerza la evaluacin a WHNF  Es decir let es perezosa mientras que case

El  	clculo de segundo orden es  	clculo con abstracciones de tipos
 
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Bindings binds   bind
 
       bind
n
n  
bind   nonrec var  expr
j rec var
 
 expr
 
 
    
var
n
 expr
n
n  
Expression expr   expr
 
expr

Application
j expr type Type application
j n var   expr Lambda abstraction
j n tyvar   expr Type abstraction
j case expr of alts Case expression
j let bind in expr Local denitions
j con expr
 
   expr
n
Saturated constructor
j prim expr
 
   expr
n
Saturated primitive
j var Variable
j literal Literal
Alternatives alts   calt
 
       calt
n
  default   expr n   Boxed
j lalt
 
       lalt
n
  var   expr n   Unboxed
Constructor alt calt   con var
 
   var
n
  expr n  
Literal alt lalt   literal   expr
Figura   Sintaxis del lenguaje Core
es impaciente 
As la semntica de let bind in expresion consiste en crear una nueva
clausura en memoria para bind y seguir evaluando expresion pero sus
pendiendo la evaluacin de la nueva clausura hasta el momento preciso en el
que sea demandada  Realmente bind no siempre es una sola ligadura sino
que puede ser un conjunto de ligaduras mutuamente recursivas  As pues
en el caso general no slo se genera un clausura sino tantas como ligaduras
tenga bind 
Por su parte la semntica de case expresion of alternativas consiste en
evaluar expresion de forma estricta hasta WHNF y una vez alcanzada dicha
WHNF ejecutar la alternativa cuya guarda encaje con el valor obtenido 
Cuando se traduce un programa Haskell a un programa Core inicial
mente

slo aparece case como traduccin de los anlisis por casos en el
correspondiente programa Haskell

  En cuanto a los let se generan tantos
como haga falta para que las aplicaciones de funciones no se realicen sobre

Posteriormente  algunas transformaciones CoreCore transforman let en case cuando
se detecta que una funcin es estricta en alguno de sus argumentos Ahora bien  nues	
tra transformacin se realiza antes del resto de transformaciones  por lo que podemos
ignorarlas

Realmente tambin puede aparecer como consecuencia de haber utilizado en el pro	
grama una anotacin seq
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expresiones sino sobre variables ligadas a expresiones 
A modo de ejemplo dado un programa Haskell para calcular la funcin
de Fibonacci
fib   
fib   
fib n  fib n  fib n
la correspondiente traduccin a Core sera aproximadamente

la siguiente
fib  x  case x of
  
  
n  let
f  let
n   n 
in
fib n
in
let
f  let
n   n 
in
fib n
in
 f f
 El lenguaje CoreEden
Como ya se dijo anteriormente la principal transformacin que es desea
ble en Eden pero que no es fcil de realizar sin extender el lenguaje Core es
el bypassing de canales vase Seccin     Para poder realizar un anlisis
de bypassing necesitamos hacer explcitas las abstracciones y concreciones
de procesos  En caso contrario no podramos manejar fcilmente la informa
cin necesaria cules son los canales de entrada y de salida qu conexiones
hay entre las distintas concreciones de procesos y qu conexiones hay entre
una abstraccin de proceso y las distintas concreciones que aparecen en su
de
nicin 
La de
nicin del lenguaje CoreEden puede apreciarse en la Figura  
donde las partes que no se muestran coinciden exactamente con la sintaxis
del lenguaje Core  Bsicamente es necesario introducir un nuevo tipo de ex
presin para las abstracciones de proceso y un nuevo tipo de ligadura para
las concreciones de proceso  Ntese que no existe ninguna construccin es
pecial para los canales dinmicos ni para el proceso reactivo merge  La razn
es que las transformaciones a realizar actualmente no necesitan tratar dichas

Realmente el tratamiento de los enteros no es como se muestra en esta traduccin
 
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program   binds
 
       binds
n
binds      Core bindings   
 recpar bind
 
 
       bind
 
n
bind
 
  v  e
 channels  v  channels
channels  fv
 
       v
n
g
e      Core expressions   
 process channels   body
body   let binds in channels
Figura   Sintaxis de CoreEden
binds      Core bindings   
 recpar bind
 
 
       bind
 
n
bypass channels
e      Core expressions   
 process channels   body
bypass channels
Figura  	 Sintaxis de CoreEden con anotaciones de bypassing
construcciones por lo que podemos mantenerlas ocultas  Ahora bien en el
futuro podr extenderse el lenguaje CoreEden si se desea realizar algn tipo
de anlisis que necesite dicha informacin como por ejemplo determinar qu
partes de un programa son deterministas y cules pueden no serlo PSa 
Ntese que para las concreciones de procesos utilizamos ligaduras en lu
gar de expresiones  Esto se debe a que necesitamos nombrar explcitamente
los canales de entrada y de salida de modo que podamos decidir cules de
ben conectarse directamente  As existe un nuevo tipo de ligadura recpar
que agrupar todo tipo de ligaduras tanto paralelas como no  Y tenemos un
nuevo tipo de expresin process que hace explcitos los canales de entrada
y de salida de las abstracciones de proceso  De hecho para poder realizar
convenientemente el bypassing es necesario decorar los procesos con anota
ciones que indiquen cmo deben realizarse las conexiones  Dependiendo del
tipo de bypassing dichas anotaciones deben ligarse a las abstracciones o a
las concreciones por lo que la sintaxis de CoreEden debe extenderse como se
muestra en la Figura  	  Vase KPS para ms detalles sobre los distin
tos tipos de bypassing y PPRS para los distintos tipos de anotaciones
necesarias para identi
carlos 
 De Core a CoreEden
El primer paso que debemos llevar a cabo en nuestro esquema de compi
lacin es traducir de Core a CoreEden haciendo explcitas las abstracciones
y concreciones de procesos  En Core las abstracciones estn ocultas como
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Figura   Transformacin de Core a CoreEden
aplicaciones de la funcin process a la funcin que representa el compor
tamiento del proceso vase BKL  Dicha funcin de comportamiento
tendr como entrada un parmetro que represente la tupla de canales de
entrada  La traduccin se muestra en la Figura  a  Ntese que no slo se
ha hecho explcita la abstraccin de proceso sino tambin los canales de en
trada ya que ahora son independientes unos de otros  Los canales de salida
no se han separado todava sino que se separarn en etapas posteriores 
Por lo que respecta a las concreciones de procesos cada una de ellas
se encuentra oculta como una aplicacin de la funcin  a dos argumentos
que representan la abstraccin de proceso y la tupla de valores de entrada 
Ahora bien en CoreEden las concreciones no son expresiones sino ligadu
ras  Por dicho motivo la traduccin ms sencilla consistira en incluir las
concreciones dentro de nuevos lets como se muestra en la Figura  c  Afor
tunadamente habitualmente la concrecin ya aparece dentro de un let por
lo que puede aplicarse la regla b de la Figura    Ntese que en ambos
casos se crean variables frescas para los canales de salida mientras que en
la regla b tambin se mantiene el nombre original de la salida para mante
ner las referencias a l  Ntese tambin que en la regla b pueden aparecer
muchas concreciones dentro del mismo let en cuyo caso simplemente ha
bra que aplicar la transformacin a cada una de ellas pero manteniendo
un nico let  Es ms en caso de que una concrecin aparezca tras varios
 
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lets anidados los aplanaremos para poder tener todas las concreciones en
un nico let 
Lgicamente el conjunto de reglas de la Figura   se completa con
reglas triviales que exploran todas las posibilidades que ofrece la sintaxis del
lenguaje Core  Por ejemplo para los anlisis por casos basta la siguiente
regla
tr

case e of alts   case tr
 
e of tr

 
alts
	 Transformaciones en CoreEden
Antes de realizar el anlisis de bypassing y una vez generado el rbol de
sintaxis abstracta CoreEden de un programa lo primero que debe hacerse
es agrupar en construcciones recpar tantas ligaduras como sea posible uti
lizando transformaciones aplanadoras  Posteriormente tendremos que hacer
explcitos los canales de entrada y de salida de los procesos mediante trans
formaciones tupladoras  As al tener juntas varias concreciones de procesos
y al tener acceso a los distintos canales podremos determinar con mayor
facilidad las interconexiones de los procesos 
 Transformaciones aplanadoras
Las transformaciones aplanadoras tratan de juntar en un nico recpar
tantas concreciones de proceso como sea posible  Para ello basta aplicar las
tres reglas de transformacin siguientes
let recjrecpar binds
 
in let recpar binds
 
in e
let recpar binds

  binds
 
in e
case let recpar binds in e of alts
let recpar binds in case e of alts
let recpar binds in e x
let recpar binds in e x 
La principal transformacin es la primera mientras que la utilidad de las
otras dos se limita a exponer nuevos casos en los que pueda aplicarse la
primera regla  Con el 
n de obtener el mximo aplanamiento posible se
iterar la aplicacin de las reglas hasta que se alcance un punto 
jo 
Ntese que la aplicacin de las reglas preserva trivialmente la semntica
de Haskell y que tambin preservan la de Eden puesto que no se cambia el
momento en el que se lanzan los procesos  La razn es que en el lenguaje
Core case es estricto en su discriminante y la aplicacin funcional es estricta
en la funcin a aplicar por lo que slo se  otan aquellas expresiones que
realmente van a demandarse en el siguiente paso de cmputo 
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El aplanamiento que hemos especi
cado va en contra de las transfor
maciones de GHC que tratan de separar lo ms posible las ligaduras pa
ra facilitar optimizar partes concretas del programa  Ahora bien nuestra
transformacin no afecta negativamente a dichas optimizaciones pues GHC
realizar posteriormente un anlisis de dependencias para detectar compo
nentes fuertemente conexas JM por lo que nuestro aplanamiento ser

nalmente deshecho y slo habr sido utilizado por comodidad en etapas
intermedias de la compilacin 
 Transformaciones tupladoras
Estas transformaciones tratan de hacer explcitos los canales individuales
tanto de las abstracciones como de las concreciones de procesos  Slo hacen
falta para aquellos casos en los que deba realizarse bypassing entre procesos
que usen tuplas como entradas o salidas  Es ms slo hacen falta cuando
deba hacerse bypassing de canales individuales si todos los canales de una
misma tupla deben conectarse a un mismo proceso entonces no hace falta
diferenciarlos y a efectos de bypassing pueden tratarse como un nico canal
por lo que el tuplamiento no es necesario 
En todas las reglas que mostramos a continuacin supondremos que se
han eliminado previamente todos los alias  Es decir no existirn ligaduras
del estilo a   b sino que en todas las apariciones de a se usar b eliminndose
la de
nicin de a 
Concreciones de procesos
Tras la traduccin de una concrecin de procesos de Core a CoreEden
se obtiene una expresin como la siguiente
let recpar    fo

       o
m
g  p  fig    in e
por lo que ahora tendremos que hacer explcitos los distintos canales de
entrada y debern analizarse tanto las entradas como las salidas para tratar
de aislar los usos que se realizan de cada uno de los canales 
Tuplamiento de las entradas Slo puede realizarse bypassing de canales
individuales cuando no existe ningn cmputo que involucre la tupla entera
de canales  Por tanto si se usan los canales de modo independiente debe
existir una clausura como la siguiente
i  let binds
 
in let binds
 
in    i

       i
n

Si no se encuentra esta clausura slo ser posible realizar bypassing de todos
los canales juntos pero no individualmente de cada uno de ellos  Por tanto
el tuplamiento no ser ni posible ni necesario 
 
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Si se encuentra la clausura deben  otarse las ligaduras del let de mo
do que i se de
na como una tupla i

        i
n
  Tras ello basta aplicar la
siguiente transformacin para hacer explcitos los canales de entrada
fo
 
       o
m
g  p  i
fo
 
       o
m
g  p  fi
 
       i
n
g
Por ltimo es necesario eliminar todas las referencias que existieran a la
variable i para lo cual hay que aplicar la siguiente regla en todos los lugares
en los que sea posible
case i of      v
j
       e
ei
j
v
j

Si la tupla asociada a i no se utilizaba de modo global sino slo para acceder
a sus elementos individuales entonces tras el paso anterior deberan haber
desaparecido todas las referencias a i por lo que bastara usar la transfor
macin deadcode removal de GHC para eliminar la clausura 
Los pasos descritos anteriormente pueden resumirse del modo siguiente
  Buscar la clausura i   i

        i
n
 en el rbol sintctico que representa
el programa CoreEden 
  Si se encuentra dicha clausura entonces se aplica mayberemovei
que se de
ne como sigue
mayberemovei
def
 
n
 Sustituir usos de i por el correspondiente i
j
 Eliminar la de
nicin de i si fuera posible
Tuplamiento de las salidas En la traduccin de Core a CoreEden ya se
introdujeron canales independientes para los canales de salida por lo que la
expresin que tendremos ser de la forma
let recpar
  
fo
 
       o
m
g  p  fi
 
       i
n
g
o  o
 
       o
m

  
in e
Al igual que en el caso de los canales de entrada para que pueda hacerse
bypassing de los canales individualmente es necesario que no existan apari
ciones de o  Por ello basta con realizar los mismos dos ltimos pasos que
efectuamos con los canales de entrada es decir slo debe aplicarse may
beremoveo 
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Abstracciones de procesos
Tras la traduccin de Core a CoreEden las abstracciones de procesos
aparecen como expresiones de la forma
process i
 
       i
n
   let i  i
 
       i
n
 in let o  e in fog
Tuplamiento de las entradas Slo puede realizarse bypassing de los
canales de entrada individuales si no existen apariciones de i por lo que la
solucin se limita a aplicar mayberemovei 
Tuplamiento de las salidas Si la expresin e produce como valor 
nal
una tupla o

        o
m
 y adems puede realizarse bypassing de los canales
de salida individuales entonces debe ser posible acceder directamente a los
canales individuales  Por tanto la de
nicin de la salida del proceso debe
ser de la forma
let o  let    in o

       o
m

En dicho caso si o no se usa entonces la abstraccin de proceso se traducir
por
process fx    x
n
g   let    in fo

       o
m
g
	 Anlisis en CoreEden
Tras las transformaciones anteriores tenemos el camino allanado para
que pueda implementarse el anlisis de bypassing  La descripcin de dicho
anlisis se sale del tema de esta tesis por lo que el lector interesado debe
consultar KPS para ms detalles  Asimismo esta etapa es tambin la
adecuada para realizar cualquier otro tipo de anlisis como por ejemplo el
anlisis de nodeterminismo PSa 

 De CoreEden a Core
Tras haber realizado los anlisis pertinentes en el lenguaje CoreEden es
necesario volver a traducir al lenguaje Core para proseguir con el proce
so de compilacin de GHC  Los principales objetivos de esta etapa son los
siguientes
  Encapsular la informacin obtenida en los anlisis efectuados 
  Lanzar impacientemente procesos 
  Permitir que se reutilicen la mayor parte de las optimizaciones que
efecta GHC 
 
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tr

process fi

        i
n
g  body   let f    i

         i
n
  tr

body
in processB f
tr

let recpar bs in e   let rec bs

in case o


of       
case o

n
of  tr

e
where bs

 os

   trbs bs
v
i
  vsi
trbs bs   concat bss  concat oss


where bss  oss

   unzip map trb bs
trb fo

        o
m
g   p  fv

        v
n
g cs   bs o

	
where bs   o   case o

of Lift o

 o


o

  instantiate p v

        v
n

o

  case o of o


        o

m
 o


     
o
m
  case o of o


        o

m
 o

m
	
Figura   Traduccin de CoreEden a Core
En esta tesis nos centraremos slo en los dos ltimos puntos  La codi
cacin
de la informacin de los anlisis se describe en PPRS  La Figura  
muestra las partes relevantes de la funcin tr

que realiza la traduccin a
Core  Se utilizan dos nuevas funciones primitivas processB e instantiate
que se utilizan para ocultar respectivamente las abstracciones y las concre
ciones de procesos  La primera slo tiene un argumento que es la funcin
que contiene el comportamiento del proceso mientras que la segunda tiene
dos argumentos la abstraccin de proceso y el valor de entrada del proceso 
Abstracciones de procesos Cada abstraccin de proceso se oculta me
diante la aplicacin de la funcin prede
nida processB a la funcin que carac
teriza el comportamiento del proceso  En principio dicha funcin processB
podra ser exactamente la misma que la que se usaba previamente process
para ocultar las abtracciones de procesos en Core  Ahora bien utilizamos
una funcin distinta con el objetivo de poder aadir informacin obtenida
en los anlisis efectuados a nivel de CoreEden  De hecho processB tiene
un parmetro extra que no se muestra aqu y que recoge informacin de
bypassing vase PPRS para ms detalles 

 De Core a Core 
Concreciones de procesos Una expresin let recpar puede contener
varias concreciones de procesos y hay que conseguir que todas ellas se lancen
impacientemente  La idea principal es que deberan demandarse sus salidas
sin necesidad de esperar a que produzcan ningn resultado  Esto puede
conseguirse si utilizamos una funcin que siempre devuelva trivialmente el
mismo constructor en cabeza  As el operador de lanzamiento de procesos
se de
ne como sigue
 p v  case instantiate p v of Lift a  a
Ntese que la funcin instantiate siempre devuelve en cabeza el construc
tor Lift por lo que podremos demandar la salida de cualquier aplicacin
de instantiate sin necesidad de tener que esperar a que se evale ningn
proceso  Ahora bien en cuanto se demande la salida de una aplicacin de
instantiate la funcin primitiva que lanza el proceso se aplicar con lo que
el proceso se crear 
En la Figura   la funcin trb realiza la traduccin de cada una de las
concreciones de procesos  Para ello se generan varias ligaduras una para
mantener referencias a la salida o original m nmero de salidas para re
ferenciar directamente cada uno de los canales de salida y una ms para el
valor intermedio o

que incorpora el constructor Lift  El lanzamiento impa
ciente se produce en la funcin tr

gracias al uso de expresiones case aplicadas
a la variable o

  Tan pronto como se fuerza la evaluacin de instantiate la
funcin primitiva toma el control de la evaluacin del proceso y demanda
sus salidas sin necesidad de utilizar ningn otro case  Ntese que trbs sim
plemente aplica la funcin trb a cada una de las ligaduras de bs recolectando
as todas las nuevas ligaduras y todas las variables o

que deban usarse para
lanzar procesos 
En PS se muestra que el lanzamiento impaciente de procesos no se
ve afectado por ninguna de las transformaciones automticas que realiza
posteriormente GHC 
 De Core a Core
Al llegar a la ltima etapa de nuestra modi
cacin al proceso de compila
cin disponemos de cdigo Core no optimizado  En JM JS se muestra
que el cdigo no optimizado es en media   veces ms lento que el cdigo
GHC optimizado por lo que resulta evidente que debemos estar interesa
dos en mantener la mayora de las transformaciones que realiza GHC  En
PPP PS PPRS se han estudiado qu transformaciones de GHC
son peligrosas para Eden  En esta seccin primero presentaremos qu trans
formaciones podran ser peligrosas segn dichos estudios para luego analizar
cules seran los problemas reales que conllevara su uso 
 
 Optimizaciones automticas
transformacin antes despus
a
Full
laziness
let g   ylet x  e
in e

in   
let x  e
in let g   ye

in   
b
Static
arguments
foldr f z l 
case l of
    z
a  as 
let v  foldr f z as
in f a v
foldr f z l 
let foldr

l 
case l of
    z
a  as 
let v  foldr f z as
in f a v
in foldr

l
c
Specialization
g  	ty dict y
let f  	ty dicte
in f ty dict f ty dict y
g  	ty dict y
let f  	ty dicte
in let f

 f ty dict
in f

f

y
d
let oating
from let rhs
let x  let bind
in e
in b
let bind
in let x  e
in b
e
case oating
from let rhs
let v  case e
v
of
  
C
i
x
i 
   x
ik
  e
i
  
in e
case e
v
of
  
C
i
x
i 
   x
ik
  let v  e
i
in e
  
f let to case let v  e
v
in e case e
v
of v   e
g Unboxing
let to case
let v  e
v
in e
case e
v
of C v
 
   v
n
 
let v  C v
 
   v
n
in e
Figura   Reglas peligrosas de GHC
 Transformaciones peligrosas
En la mayora de reglas peligrosas que se detectaron en PPP PS
el principal problema resida en que las concreciones de proceso aparecan
ligadas en construcciones let  Gracias a la transformacin de CoreEden a
Core hemos conseguido que ahora las concreciones aparezcan en el discrimi
nante de construcciones case por lo que gran parte de las reglas peligrosas
dejaron de serlo  En PPRS se revisaron los dos trabajos anteriores
teniendo en cuenta la nueva estrategia de compilacin  Los posibles riesgos
que se detectaron en este ltimo trabajo se agrupan en tres tipos distintos
que se describen a continuacin 
Transformaciones que afectan al nodeterminismo
Algunas reglas pueden cambiar el comportamiento nodeterminista ex
presado por el programador  El motivo de dicho cambio es un incremento en
la comparticin de clausuras antes de la transformacin distintas evalua
ciones de una expresin nodeterminista pueden conducir a distintos valores
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mientras que tras la transformacin la expresin nodeterminista puede que
se evale slo una vez por lo que todas sus apariciones tendrn el mismo
valor  Las reglas que producen este efecto son las siguientes
Full Laziness Supongamos que en la Figura  a e es una expresin no
determinista  Antes de aplicar esta regla x podra producir distintos
valores en cada aplicacin de g mientras que tras usar la regla se
garantiza que x tomar un nico valor 
Static Argument Transformation En este caso vase la Figura  b el
problema se presenta cuando la aplicacin parcial de la funcin a sus
argumentos estticos es nodeterminista 
Specialization Supongamos que en la Figura  c e es una funcin no
determinista  Entonces las dos aplicaciones parciales f ty dict que
aparecen en g denotan dos funciones potencialmente distintas  Ahora
bien tras aplicar la regla se garantiza que ambas apariciones de f
denotan la misma funcin 
Transformaciones que afectan al nmero de procesos creados
Las tres reglas anteriores pueden reducir el nmero de veces que un proce
so se lanza  Por ejemplo si suponemos que en la regla full laziness e contiene
concreciones de procesos antes de aplicar la regla se lanzarn los procesos
tantas veces como veces se aplique la funcin g mientras que tras aplicar la
regla slo se lanzarn procesos la primera vez que se aplique la funcin 
Transformaciones con otros efectos peligrosos
Existen otras reglas que pueden afectar a la e
ciencia de los programas
paralelos Eden  Las posibles modi
caciones son
  Cambiar trabajo entre el proceso padre y el hijo reglas e f y g en
la Figura    Por ejemplo al  otar un case fuera de un let puede
forzarse un cmputo antes de lanzarse un proceso por lo que el proceso
padre ser el encargado de efectuar dicho cmputo mientras que antes
poda ser un trabajo de un hijo 
  Cambiar el trasiego de datos en las comunicaciones reglas d e f y g en
la Figura    Al modi
car la disposicin de las ligaduras la cantidad
de clausuras que deben comunicarse a los procesos hijo al crearse puede
verse modi
cada tanto para bien como para mal 
  Cambiar la memoria necesaria reglas d e f y g en la Figura    Al
igual que en el caso anterior la modi
cacin de la disposicin de las
ligaduras puede hacer que procesos que realmente no necesitaban una
clausura hayan tenido que crearla y almacenarla temporalmente en su
memoria 
 
 Optimizaciones automticas
 Discusin sobre los riesgos
Nodeterminismo Incrementar el nodeterminismo de un programa Eden
es claramente incorrecto puesto que podran obtenerse soluciones que no
estaban entre el conjunto de posibles soluciones de la especi
cacin del pro
blema  Ahora bien reducir el nodeterminismo no es ningn problema pues
toda solucin que se obtenga con el programa menos nodeterminista tambin
podra haberse obtenido con el programa original  Podra argumentarse que
el hecho de reducir el nmero de posibles soluciones del programa es incorrec
to pero esta argumentacin slo tendra sentido si la semntica del lenguaje
garantizara una cierta probabilidad a cada una de las posibles soluciones del
programa 
El lenguaje Eden no incorpora nodeterminismo porque sea deseable sino
que lo que realmente se desea obtener es reactividad  As el proceso merge
se introduce debido a sus caractersticas reactivas que desgraciadamente
tambin llevan asociadas nodeterminismo  Por tanto lo nico que deben
preservar las transformaciones son las propiedades reactivas no la cantidad
de nodeterminismo  As pues los posibles riesgos debidos a la reduccin de
nodeterminismo no son tales y pueden aplicarse sin ningn temor las reglas
que en PPRS se consideraban peligrosas por reducir el nodeterminismo 
Nmero de procesos El hecho de reducir el nmero de procesos utiliza
dos modi
ca claramente la semntica operacional del programa pero no la
denotacional pues el resultado 
nal del cmputo ser el mismo  As pues
lo nico que alterar ser la e
ciencia que en general mejorar por realizar
menos cmputos 
Otros problemas Los otros riesgos descritos previamente cambiar tra
bajo entre procesos cambiar el trasiego de datos y cambiar el consumo de
memoria no modi
can la semntica del lenguaje pero pueden afectar a la
e
ciencia del compilador  Ahora bien aunque a veces afectarn negativa
mente otras veces mejorarn la e
ciencia del programa pues slo cambian
trabajo de unos procesadores a otros  Dado que no son realmente negativas
y dado que consiguen mejorar sustancialmente la e
ciencia de las partes se
cuenciales del programa se ha decidido mantener todas las optimizaciones
de GHC aunque puedan modi
car ligeramente la e
ciencia de las partes
paralelas 
 Resultados obtenidos
Actualmente est completamente implementada la transformacin que
permite lanzar procesos impacientemente  A pesar de que en principio siem
pre debera utilizarse el lanzamiento impaciente hemos decidido aadir una
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opcin de compilacin eeager para que el usuario pueda activar o desac
tivar a su antojo la transformacin  De todos modos en todos los programas
que mostraremos a partir de ahora supondremos que la transformacin est
activada y tambin usaremos siempre todas las optimizaciones automticas
que proporciona GHC con el 
n de obtener la mejor e
ciencia posible 
A modo de ejemplo veamos el resultado que se produce cuando volvemos
a compilar utilizando lanzamiento impaciente de procesos el programa que
calculaba en paralelo la funcin de Fibonacci  Sin modi
car ninguna lnea
de cdigo se obtiene el resultado de la Figura    Ntese que el nmero de
hebras que se crea es exactamente el mismo que antes pero con la diferencia
de que ahora se crean al principio del cmputo 
Con lo que respecta al resto de transformaciones an no se han imple
mentado  El motivo es que todava no se ha implementado el anlisis de
bypassing por lo que no son necesarias las transformaciones aplanadoras ni
las tupladoras que se limitan a allanar el camino a dicho anlisis  De todos
modos dado que ya se ha implementado la transformacin que lanza impa
cientemente los procesos hemos adquirido todos los conocimientos de bajo
nivel precisos para realizar cualquier otra transformacin fcilmente 
 Conclusiones
Las principales contribuciones de este captulo han sido las siguientes
  Introducir el lanzamiento impaciente de procesos 
  Reutilizar las optimizaciones automticas de GHC 
  Facilitar el proceso de introduccin en el compilador de nuevas trans
formaciones y anlisis propios del lenguaje Eden 
El lanzamiento impaciente de procesos que se ha descrito e implementado
ha probado ser fundamental para conseguir buenas paralelizaciones en el
lenguaje Eden 
Dado que estamos interesados en mejorar la e
ciencia de Eden es im
prescindible poder reutilizar en el mayor grado posible las optimizaciones
que realiza automticamente GHC  Hemos mostrado que dicha reutilizacin
puede ser total gracias a lo cual se mantiene para Eden las mejoras del
cdigo secuencial que obtena GHC es decir un factor de   
Gracias a la introduccin del lenguaje intermedio CoreEden se ha facili
tado el camino para posteriores transformaciones o anlisis automticos que
se deseen efectuar  Adems se han adquirido los su
cientes conocimientos
de bajo nivel de dicha fase de la compilacin como para poder implementar
rpidamente cualquier nueva transformacin 
Adems de las tres principales contribuciones expuestas cabe resaltar
en este captulo la utilidad del simulador Paradise descrito en el captulo
 
 Optimizaciones automticas
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Figura   Comportamiento global y por hebras de Fibonacci usando lan
zamiento impaciente de procesos
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anterior para detectar problemas en el compilador  El ejemplo del progra
ma de Fibonacci que se expuso en la Seccin    fue realmente el primer
programa que se ejecut en Paradise  El autor de la tesis tras implemen
tar la primera versin de Paradise decidi probar un ejemplo sencillo para
comprobar el correcto funcionamiento del simulador y no slo comprob di
cho correcto funcionamiento sino tambin el incorrecto funcionamiento del
propio lenguaje Eden  Gracias a Paradise pudo introducirse el lanzamiento
impaciente de procesos antes de que se completara el desarrollo de la versin
paralela del compilador de Eden 
Cap tulo 
Esqueletos en Eden
Todo el contenido de este captulo pertenece a la parte original de la tesis 
El captulo desarrolla una librera de esqueletos escritos en el lenguaje Eden 
A diferencia de los lenguajes basados en esqueletos en los que el conjunto
de esqueletos era 
jo en este captulo mostramos cmo puede utilizarse
Eden para de
nir nuevos esqueletos utilizando nicamente las caractersticas
del propio lenguaje sin necesidad de utilizar ningn otro lenguaje auxiliar
de ms bajo nivel  Gracias a ello el programador Eden podr disponer
de las ventajas de los lenguajes de esqueletos pero sin verse limitado a
tener que expresar sus programas en funcin de un nmero 
jo de esqueletos
prede
nidos cuando existan esqueletos que se ajusten a sus necesidades los
usar y cuando no los haya los podr de
nir l mismo 
Cabe destacar que el nico lenguaje funcional paralelo en el que se ha
implementado una librera de esqueletos es Eden  De hecho la originalidad
del captulo radica en buena parte en este punto las especi
caciones de los
esqueletos presentados no son especialmente novedosas sino que la novedad
est en el hecho de poder implementarlas e
cientemente utilizando un len
guaje de programacin funcional de alto nivel  Gracias a ello la librera de
esqueletos puede crecer fcilmente a medida que el usuario lo necesite sin
necesidad de depender de los desarrolladores del compilador 
Parte del trabajo aqu expuesto ha sido publicado en KPR KLPR 
PR  LOP
 
 PRS  
	 Introduccin
En el presente captulo mostramos cmo puede utilizarse el lenguaje Eden
para implementar esqueletos  A diferencia de los lenguajes basados en esque
letos vase la Seccin   en los que el conjunto de esqueletos disponibles
era 
jo para cada lenguaje Eden es de los pocos lenguajes de alto nivel en
el que los esqueletos se pueden de
nir y usar en el mismo lenguaje e incluso
en el mismo programa  En la inmensa mayora de los restantes enfoques la

	 Introduccin 	
creacin de esqueletos se considera una actividad del programador de siste
mas o incluso una actividad asociada a la construccin del compilador  El
sistema ofrece un nmero limitado de esqueletos y la creacin de un nue
vo esqueleto acarrea normalmente un esfuerzo considerable  El programador
de aplicaciones puede utilizar los esqueletos disponibles pero no crear otros
nuevos 
As en Eden podemos obtener los bene
cios de tener esqueletos pero con
la ventaja de que los esqueletos se de
nen en el propio lenguaje  Por tanto
los programadores no necesitan cambiar de lenguaje para crear y usar esque
letos sino que pueden aadir paulatinamente nuevos esqueletos a la librera
de esqueletos pudiendo de
nir esqueletos espec
cos de las reas de trabajo
en las que el programador trabaje habitualmente  Hay una gran similitud
entre crear esqueletos en Eden y crear funciones de orden superior en un
lenguaje funcional secuencial en Eden se puede programar en paralelo utili
zando explcitamente abstracciones y concreciones de procesos al igual que
en programacin secuencial puede programarse directamente usando funcio
nes recursivas  A veces es ms conveniente el uso de recursin explcita que
el uso de funciones de orden superior pero los programadores experimen
tados siempre tratarn de usar orden superior en la medida de lo posible
con el objetivo de reducir tando la cantidad de trabajo empleado como los
errores introducidos  Del mismo modo el programador Eden tratar de usar
esqueletos en la medida de lo posible  As pues Eden puede verse como un
lenguaje con dos niveles y con dos reas de aplicacin vase la Figura 	 
Programacin con procesos Los procesos se de
nen y lanzan de forma
explcita  A este nivel cuando nos encontremos en el rea de aplicacio
nes el programador expresar su algoritmo con topologas de procesos
adhoc  Esto podr ser necesario cuando no exista ningn esqueleto
que encaje adecuadamente con el algoritmo que deba implementarse 
En este mismo nivel el programador de sistemas podr abstraer un
esquema de resolucin paralela de problemas escribiendo un esqueleto
mediante usos explcitos de procesos 
Programacin de orden superior El programador de aplicaciones dise
ar sus algoritmos paralelos utilizando concreciones de los esqueletos
disponibles mientras que el programador de sistemas podr de
nir
nuevos esqueletos reutilizando los previamente existentes 
En aplicaciones complejas puede ser necesario mezclar ambos niveles y
reas  Esto ser posible gracias a que el lenguaje no impone barreras entre
ellos 
En las Secciones 	  a 	  se presenta una librera de esqueletos en Eden
clasi
cados segn el tipo de paralelismo que explotan  Por cada uno de
los esqueletos se incluyen una o varias implementaciones junto con sus co
rrespondientes modelos de coste  Dichos modelos estarn basados en los
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&rea de sistemas &rea de aplicaciones
Nivel superior Esqueletos en trmi
nos de esqueletos
Programas en trmi
nos de esqueletos
Nivel procesos Esqueletos en trmi
nos de procesos
Programas en trmi
nos de procesos
Figura 	  Eden como lenguaje de dos niveles y dos reas
conceptos que se muestran en la siguiente seccin 
	  Modelos de coste en Eden
Como ya se dijo en la Seccin    un modelo de coste es una frmula
matemtica que describe el tiempo de ejecucin de un programa paralelo 
En Eden los modelos de coste estarn parametrizados por ciertos valores
que dependen o bien del problema concreto a resolver o bien del RTS o bien
de la arquitectura hardware subyacente  En la Figura 	  se detallan dichos
parmetros  En lo que respecta a los parmetros que dependen del problema
los dos primeros N y t
f
 caracterizan el tiempo de cmputo de la aplicacin
de
niendo tanto el tiempo necesario para evaluar una tarea como el nmero
de tareas  Los otros dos parmetros nwI y nwO caracterizan la cantidad
de comunicaciones del programa especi
cando el nmero de palabras de
cada mensaje 
Los parmetros que dependen del RTS son los referentes al tiempo de
creacin de los procesos  Existen dos parmetros debido a que la creacin
de un proceso involucra a dos procesadores por lo que es necesario poder
asignar tiempos a cada uno de ellos de forma correcta  El procesador en el
que reside el proceso padre del nuevo proceso ser el encargado de asumir
el coste t
create
 mientras que al procesador en el que se cree el proceso se le
asignar el coste t

 
Obviamente los parmetros t
f
 t
create
y t

tambin dependen del proce
sador empleado pero por claridad no lo incluimos en el apartado referente
a la arquitectura  En dicho apartado adems del nmero de procesadores
P  y de la latencia  resulta fundamental conocer el tiempo que se tardar
en enviar y recibir los mensajes  Para ello har falta conocer el sobrecoste
inicial  que se aplica a todos los mensajes as como el coste  de enviar
cada palabra adicional  La Figura 	  proveniente de Fos muestra los
valores de estos parmetros para varias arquitecturas tpicas 
Para simpli
car la exposicin en los modelos que se presentan en las sec
ciones posteriores se utilizan los siguientes parmetros que son combinacin
de los que aparecen en la 
gura
	 Modelos de coste en Eden 
Par metros dependientes del problema
N Tamao de los datos de entrada
t
f
coste secuencial de la funcin f
nwI nmero de palabras de mensaje de entrada a un hijo
nwO nmero de palabras de mensaje de salida de un hijo
Par metros dependientes del RTS
t
create
tiempo de CPU en un procesadorpadre para crear un procesohijo
t

tiempo de CPU en un procesadorhijo para crear un nuevo proceso
Par metros dependientes de la arquitectura
P Nmero de procesadores
 latencia de un mensaje	 desde comienzo de env
o a comienzo de recepcin
 coste jo por mensaje para enviar o recibir un mensaje
 coste por palabra para enviar o recibir un mensaje
Figura 	  Parmetros de los modelos de coste
Arquitectura  
IBM SP   
Intel Paragon   
Meiko CS   
nCUBE   
Thinking Machines CM   
Workstations con Ethernet   
Figura 	  Parmetros en segundos de algunas arquitecturas 
t
unpackI
  nwI coste de desempaquetar un mensaje de entrada a un hijo
t
unpackO
  nwO coste de desempaquetar un mensaje de salida de un hijo
t
packI
  nwI coste de empaquetar un mensaje de entrada a un hijo
t
packO
  nwO coste de empaquetar un mensaje de salida de un hijo
A la hora de calcular los modelos de coste habr que tener en cuenta
cmo se ubican procesos en procesadores  Recurdese que como se dijo en
la Seccin    en Eden existen dos modos de ubicacin de tareas de forma
roundrobin y de forma aleatoria  En la mayora de los casos supondremos el
uso del modo roundrobin pues permitir controlar mejor cmo se reparten
las tareas entre procesadores  En el caso de utilizar el modo aleatorio no
podra predecirse con exactitud la aceleracin pues ejecuciones distintas
podran tener tiempos de ejecucin bastante diferentes 
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main
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Figura 	  Topologa de procesos de map
	 Paralelismo de datos
	 Map
En numerosos algoritmos paralelos es necesario aplicar una misma ope
racin a un conjunto de datos del mismo tipo por ejemplo calcular el deter
minante de todas las matrices de una lista  No existen dependencias entre
unos datos y otros es decir el resultado de cada aplicacin slo depende de
su correspondiente argumento  En ese caso es indiferente el orden en que
se calcule el conjunto de resultados  En particular pueden calcularse en pa
ralelo  Dado que la fuente del paralelismo est en los datos es el ejemplo
prototpico de paralelismo de datos  Estructuras apropiadas para aplicarlo
son los vectores o las matrices y las listas 
En la terminologa de esqueletos el paralelismo de datos para listas es
t expresado por la funcin map cuyo tipo y algoritmo en Haskell son los
siguientes
map    a  b  a  b
map f   
map f x xs  f x   map f xs
El esqueleto map ha de aplicar una misma funcin a todos los elementos
de una lista  Describimos a continuacin distintas posibles implementaciones
paralelas en Eden  En la literatura este esqueleto aparece continuamente
y normalmente se implementa a bajo nivel  En Eden se pueden expresar
varias implementaciones distintas utilizando un alto nivel de abstraccin 
Dado que Eden es un lenguaje de programacin orientado al paralelismo de
tareas todos los esquemas tienen un aspecto maestroesclavo en el que un
proceso gestor controla el trabajo de los restantes procesos 
Implementacin ingenua
Es la ms simple y consiste en crear un proceso para evaluar cada ele
mento de la lista  El operador using aplica la estrategia de evaluacin spine
vase la Seccin    a la lista de lanzamientos de procesos  El resultado
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es que se crean impacientemente todos los procesos indicados en la lista y
cada uno comienza a ejecutarse en paralelo con los dems si hay su
cientes
procesadores  Cada proceso simplemente aplica la funcin f del esqueleto al
elemento correspondiente de la lista  Esta solucin slo es apropiada cuan
do la granularidad de las tareas es gruesa y adems el tiempo de cmputo
de todas ellas es similar pues de lo contrario el reparto de carga no sera
satisfactorio  Para ms detalles sobre estrategias puede verse THLP 
mapnaive    Transmissible aTransmissible b  abab
mapnaive f xs  process y  f y  x  x  xs 
using
 spine
Para calcular el modelo de coste suponemos el modo roundrobin de distri
bucin de procesos y suponemos tambin que la granularidad de los procesos
es decir el coste de la funcin f es uniforme  Ntese que de no hacer dichas
suposiciones no podra obtenerse un modelo de coste 
able pues dependera
de dos distribuciones aleatorias la distribucin de procesos en procesado
res y la distribucin de granularidades de los distintos procesos  Con las
suposiciones mencionadas el modelo sera el siguiente
t
mapnaive
  L
init
 t
worker
 L
nal
L
init
  P t
create
 t
packI
  
L
nal
    t
unpackO
t
worker
  d
N
P
et

 t
unpackI
 t
f
 t
packO

El tiempo total de ejecucin viene dado por la suma de los tiempos de las
tareas que se encuentran en el camino crtico  Distinguimos entre el tiempo
de inicializacin L
init
 el tiempo de cmputo realmente paralelo L
worker

y el tiempo de 
nalizacin L
nal
 distincin que tambin realizaremos en
el resto de los modelos que mostraremos a lo largo del presente captulo 
La inicializacin del esqueleto contabiliza el tiempo que se tardar hasta
que todos los procesadores empiecen a trabajar  Para ello en el camino
crtico han de crearse P procesos en el procesador padre y tambin han de
empaquetarse P mensajes para enviar una tarea a cada uno de los procesos
creados  Despus de enviar una tarea a cada procesador habr que esperar
un tiempo  hasta que el procesador al que se le envi la ltima tarea la
reciba realmente y pueda empezar a realizar cmputos  Esa misma latencia
 tendr que contabilizarse tambin en el tiempo de 
nalizacin del esqueleto
L
nal
 de modo que se espere hasta que llegu el ltimo mensaje desde el
ltimo procesador  A dicha latencia habr que sumarle el coste t
unpackO
de
desempaquetar los datos recibidos en ese ltimo mensaje 
El tiempo de cmputo paralelo t
worker
ser el tiempo de cmputo del
procesador ms cargado que recibir d
N
P
e tareas  Para resolver cada una de
esas tareas primero se tendr que crear el proceso correspondiente para lo
cual emplear un tiempo t

  Posteriormente en un tiempo t
unpackI
se de
sempaquetar la tarea asociada al proceso para luego efectuar los cmputos
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que resuelven la tarea en un tiempo t
f
  Finalmente el resultado del cmputo
se empaquetar y se enviar al proceso principal hecho que se contabiliza
en el tiempo t
packO
 
El resto de las actividades del procesador padre es decir el envo de
N P mensajes y la recepcin de N   resultados se consideran fuera del
camino crtico o de coste despreciable  Si no fuera as habra que aadir los
costes correspondientes a t
worker
 pues el procesador con mayor carga sera el
principal que adems de resolver sus propias tareas debera distribuir tareas
y recolectar resultados 
Implementacin mediante una granja
Cuando hay menos procesadores que elementos en la lista se puede re
ducir la sobrecarga asociada a la creacin de procesos creando tan slo uno
por procesador y repartiendo la lista de tareas entre ellos  De esta forma
se consigue una granularidad mayor para cada proceso  Esta con
guracin
se denomina granja  En ella el proceso padre o granjero es responsable
de la distribucin de los datos a los procesos trabajadores y de la reco
leccin de los resultados  Para ello admite dos parmetros adicionales las
funciones unshuffle y shuffle que realizan respectivamente el reparto y la
recoleccin  Han de ser tales que para toda lista xs y para todo natural n
xs  shuffle  unshuffle n
 xs  Al igual que en la versin ingenua
el modelo de coste supone que la distribucin de procesos en procesadores
es roundrobin y que la granularidad de las tareas es uniforme  Si el nmero
de procesadores es elevado las tareas de distribucin y recoleccin pueden
suponer un coste no despreciable por lo que es ms e
ciente dedicar un pro
cesador al proceso granjero  Para ello el esqueleto admite un parmetro ms
threshold que especi
ca el umbral a partir del cual debe crearse un proce
so trabajador menos para dedicar un procesador al granjero  La constante
noPe est reservada en Eden y toma en tiempo de ejecucin el nmero de
procesadores disponibles 
mapfarm    Transmissible aTransmissible b 
Intaa  bb Int 
ab a b
mapfarm unshuffle shuffle threshold f tasks
 noPe  threshold  farm noPe
 otherwise  farm noPe
where farm np  shuffle mapnaive map f unshuffle np tasks
Las siguientes funciones shuffle y unshuffle realizan una distribucin y
recoleccin roundrobin de las tareas entre los procesos trabajadores
unshuffle    Int  a  a
unshuffle n ins
 lf  n  take n map   firsts  repeat 
	 Paralelismo de datos 
 otherwise  mzipWith   firsts unshuffle n rest
where firsts rest  splitAt n ins
lf  length firsts
mzipWith f  ys  
mzipWith f x xs y ys  f x y   mzipWith f xs ys
shuffle    a  a
shuffle  concat 	 transpose
El modelo de coste para mapfarm es el siguiente
t
mapfarm
  L
init
 t
worker
 L
nal
L
init
  P t
create
 t
packI
 t
unshue
 
  
L
nal
    t
unpackO
 t
shue
 
t
worker
  t

 d
N
P
et
unpackI
 t
f
 t
packO

La diferencia esencial con el modelo de mapnaive es que ahora el coste t

de creacin de un procesohijo slo se carga una vez a cada trabajador  Se
aaden tambien en el camino crtico el coste de unshuffle para los primeros
P mensajes y el de shuffle para el ltimo mensaje recibido por el proceso
granjero 
Implementacin mediante trabajadores replicados
La implementacin mediante una granja no es adecuada en las tres si
tuaciones siguientes
  Cuando la granularidad de las tareas no es uniforme 
  Cuando los procesadores no tienen todos la misma potencia de clculo 
  Cuando el esqueleto comparte los procesadores con otros programas 
El problema en todos los casos es el mismo el reparto de carga entre los
distintos procesadores no es equitativo  En el primer caso las tareas que
recibe uno de los procesadores pueden ser de grano grueso mientras que las
de otro pueden ser de grano 
no  La Figura 	  muestra un ejemplo de un
reparto de carga que es de
ciente debido a este hecho donde resulta evidente
que se desaprovecha tiempo de cmputo de los procesadores con tareas de
grano 
no los procesadores  y  en la 
gura  El comportamiento ideal
sera el de la Figura 	 	 
En los otros dos casos el problema es exactamente el mismo si los pro
cesadores tienen distinta potencia de clculo los ms potentes deberan re
cibir ms trabajo pues de lo contrario se desaprovecharan  Por ltimo si
los procesadores no estn dedicados nicamente a nuestra aplicacin otros
trabajos pueden robarnos tiempo de CPU y en general no lo robarn ho
mogneamente a todos los procesadores  El resultado es que desde el punto
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MiniNaive2  PEs: 4 Average parallelism: 3.1PARADISE
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Figura 	  Comportamiento por procesadores con mal reparto de carga 
de vista de nuestra aplicacin la potencia de cmputo de los procesadores
ser diferente 
En los tres casos la solucin consiste en no realizar una distribucin
a priori de las tareas entre procesadores sino en irlas distribuyendo bajo
demanda a medida que se completan las anteriores  Esta implementacin
recibe el nombre de trabajadores replicados KPR   En ella al igual que
en la granja se crean tantos procesos trabajadores como procesadores o uno
menos si se desea reservar un procesador para la distribucin y recoleccin 
El proceso gestor asigna inicialmente una o ms tareas a cada procesador 
Si se asignan al menos dos se conseguir solapar el tiempo de comunicacin
del resultado de la primera tarea y de la recepcin de una nueva con el clculo
de la segunda mejorando as la utilizacin de los procesadores al disminuir
los tiempos ociosos  Cada vez que un trabajador 
naliza una tarea enva
su resultado al gestor el cual asigna inmediatamente una nueva tarea al
trabajador  El cmputo termina cuando el gestor ha recibido los resultados
de todas las tareas 
La clave de este esqueleto est en su naturaleza reactiva  No es posible
escribir una funcin que distribuya la lista de tareas entre los trabajadores sin
tener en cuenta el orden temporal de terminacin de las tareas previas  Este
orden temporal slo se conoce en tiempo de ejecucin dado que depende de
	 Paralelismo de datos 
MiniWorker2  PEs: 4 Average parallelism: 3.9PARADISE
0
1
2
3
0 123259080 246518160 369777248 493036320 616295424 739554496 862813568 986072640 1109331712
Figura 	 	 Comportamiento por procesadores con buen reparto de carga 
la granularidad de las tareas y de la potencia de clculo de los procesadores 
Un lenguaje funcional puro no puede computar dicho orden a partir de los
resultados de los trabajadores  Pero Eden s puede ya que dispone del
proceso reactivo merge que produce una lista en la que el orden de los valores
a la salida es precisamente el orden temporal en que dichos valores estaban
disponibles en las listas de entrada  Por tanto el resultado es nodeterminista
lo que hace de merge un proceso no funcional 
La implementacin de map con trabajadores replicados que llamaremos
maprw utiliza la funcin rw que recibe como parmetros  el nmero
de trabajadores a crear  el nmero de tareas iniciales asignadas a cada
trabajador  la funcin de cmputo y  la lista de tareas a distribuir 
Las principales ideas de la implementacin son las siguientes
  La lista tasksAndIds asigna un nmero diferente a cada tarea  Este
nmero se utilizar posteriormente por sortMerge para ordenar los re
sultados de modo que el orden coincida con el de las tareas iniciales 
Dado que los resultados producidos por cada proceso ya estn ordena
dos la funcin de ordenacin es simplemente una generalizacin de la
tpica funcin de mezcla del algoritmo mergesort 
  Se de
ne un nuevo tipo de datos ACK para devolver datos al proce
so principal  Dicho tipo no slo incluye el resultado computado sino
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Figura 	  Topologa de procesos generada con trabajadores replicados 
tambin el identi
cador del proceso trabajador para que pueda asig
nrsele una nueva tarea y el identi
cador de la tarea para que pueda
ordenarse el resultado 
  Los resultados se mezclan de forma no determinista generndose la
lista unordResult y se utilizan en distribute para distribuir nuevas
tareas tan pronto como un proceso trabajador termina una tarea 
La topologa de procesos creada puede verse en la Figura 	   Ntese que
los resultados que produce cada trabajador llegan al gestor a travs de dos
caminos  el directo que se usa para extraer los resultados 
nales y  a
travs de merge para poder asignar nuevas tareas dinmicamente a medida
que se 
nalizan las anteriores  El cdigo fuente es el siguiente
maprw    Transmissible aTransmissible b  Intabab
maprw thr  noPe  thr  rw noPe 
 otherwise  rw noPe 
rw    Transmissible aTransmissible b  IntIntabab
rw np prefetch f tasks  results where
results  sortMerge outsChildren
outsChildren  worker f iinputs 
iinputs zip 		np inputss
inputss  distribute tasksAndIds
initReqsmap owner unordResult
tasksAndIds  zip 		 tasks
initReqs  concat replicate prefetch 		np
unordResult  merge  outsChildren
distribute    replicate np 
distribute e es i is  insert i e distribute es is
where insert  e x xs  e x xs
	 Paralelismo de datos 	
insert n e x xs  x insert n e xs
worker f i  process ts  map f ts
where f idtt  ACK i idt f t
data ACK a  Transmissible a  ACK Int Int a
owner ACK p    p
result ACK   b  b
taskId ACK  i   i
 Extract a sorted output from an unordered
 list of lists of acknoledgments
sortMerge    ACK a  a
sortMerge xss  map result sortN xss
 Assuming each of the lists are sorted
 it merges them in order to form a sorted list
sortN    Ord a  a  a
sortN   
sortN xs  xs
sortN xss  sort sortN xss sortN xss
where xssxss  unshuffle xss
sort   Ord a  a  a  a
sort  ys  ys
sort xs   xs
sort x xs y ys  if x  y then x sort xs y ys
else y sort x xs ys
unshuffle    a  aa
unshuffle  foldr  x xsxs  x xsxs 
Merece la pena resaltar cmo interaccionan las distintas caractersticas de
Eden en este esqueleto para obtener el comportamiento deseado
Pereza La conexin circular entre el proceso principal y los trabajadores se
describe elegantemente mediante ecuaciones mutuamente recursivas 
El esquema funciona porque las listas son perezosas y todas las fun
ciones utilizadas son productivas siendo funciones productivas aquellas
que pueden producir parte de su salida antes de consumir por completo
sus entradas vase Sij para una descripcin ms formal de produc
tividad  Ejemplos de este tipo de funciones son zip map concat 		
y distribute  En PSb se demuestra que este y otros esqueletos
son productivos 
Impaciencia En general la pereza se opone al paralelismo  Nuestro es
quema es paralelo gracias a que los procesos del esqueleto se lanzan
impacientemente y gracias a que una vez lanzados producen sus sali
das sin necesidad de demanda  En el esqueleto tanto outsChildren
como unordResult se producen impacientemente por los procesos co
rrespondientes  Ademas siempre hay demanda para la lista inputss
 	 Esqueletos en Eden
puesto que se han creado hebras en el proceso padre para alimentar a
los trabajadores 
No determinismo reactivo El proceso merge es el corazn del esqueleto 
Sin este proceso reactivo sera imposible reaccionar a los mensajes de
los trabajadores en el orden en el que se producen 
Ntese que gracias al uso de la funcin sortMerge el no determinismo no
contamina el exterior del esqueleto  Por tanto y a pesar de que el esqueleto
internamente se comporta de manera no determinista el resultado de maprw
es completamente determinista para un usuario del mismo  De hecho su
comportamiento es exactamente igual al de la funcin map 
El modelo de coste es similar al de la implementacin mediante una
granja con la importante salvedad de que ahora a pesar de que las tareas
pueden tener distinta granularidad se considera que cada trabajador recibe
el nmero promedio de tareas
N
P
ntese la ausencia del operador d e de
redondeo por exceso cada una de ellas con un coste promedio t
comp
que es la
media aritmtica del coste individual t
f
i
de cada tarea i  Es decir el modelo
permite que la granularidad de las tareas sea irregular y aun as permite
suponer que la carga est perfectamente equilibrada entre los procesadores 
Consideramos que t
distribute
 
acumula los costes de zip concat y replicate
para una tarea  Por ltimo y al igual que en los modelos anteriores se
supone que se usa el modo roundrobin de distribucin de procesos para
garantizar que los procesos se ubican en procesadores diferentes 
t
maprw
  L
init
 t
worker
 L
nal
L
init
  P t
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 t
packI
 t
distribute
 
  
L
nal
    t
unpackO
 t
sortMerge
 
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  t


N
P
t
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 t
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Implementacin con datos jos compartidos
Frecuentemente las implementaciones que hemos mostrado tanto con la
granja de procesos como con los trabajadores replicados no son convenien
tes  Cuando existen estructuras de datos 
jas y que deben usar todas las
tareas debera enviarse dicha estructura una nica vez a cada proceso de
modo que las tareas de cada proceso compartan la misma estructura  De
lo contrario las comunicaciones entre el proceso principal y los trabajadores
podran incrementarse drsticamente  Un ejemplo de esta situacin puede
verse en el trazador de rayos descrito en KLPR  donde todas las tareas
comparten una escena 
ja 
La solucin es muy simple los nuevos esqueletos tienen un parmetro
extra los datos compartidos que se enva a los trabajadores una nica vez
a travs de un canal independiente para que la comunicacin slo se efecte
	 Paralelismo de datos 
una vez  Para el caso de los trabajadores replicados el cdigo fuente sera
el siguiente
rwF    Transmissible a Transmissible b Transmissible fixed 
Int  Int  fixed  fixed  a  b  a  b
rwF np prefetch fixed fw tasks  results where
			
outsChildren  worker fw i  fixedinputs 
iinputs  zip 		np inputss
worker    Transmissible a Transmissible b Transmissible fixed 
fixed a b  Int  Process fixedInta ACK b
worker f i  process fixedts  map f ts
where f idtt  ACK i idt f fixed t
y para las granjas se procedera de forma anloga  Ntese que estas nuevas
implementaciones no se ajustan exactamente al esquema secuencial de map
sino a la siguiente rede
nicin del mismo
mapF    fixed  fixed  a  b  a  b
mapF fixed f   
mapF fixed f x xs  f fixed x   mapF fixed f xs
Esta de
nicin no tiene mucho sentido en secuencial ya que se podra haber
utilizado simplemente map f fixed
 xs  Ahora bien en el caso paralelo
necesitamos hacer explcito que queremos enviar fixed a travs de un canal
pues de lo contrario se pasara sin evaluar a los procesos hijo y se repetira
su evaluacin tantas veces como procesos trabajadores tuviramos 
Con respecto a los modelos de coste las nicas diferencias con los in
troducidos anteriormente son dos  ahora t
worker
tiene un coste extra
desempaquetando el mensaje que contiene la estructura compartida y 
L
init
tiene un coste extra empaquetando ese mismo mensaje y debe empa
quetarlo P veces 
	 Map  reduce
Un esquema tpico que proporcionan gran cantidad de lenguajes de esque
letos es el denominado map  reduce  La idea paralela subyacente consiste
en ejecutar un paso map paralelo seguido de una combinacin tambin pa
ralela de dichos resultados  La especi
cacin secuencial es una combinacin
de las funciones map y foldl donde se recibe una funcin a aplicar a to
dos los elementos de una lista y otra funcin asociativa conmutativa y con
elemento neutro neutral que se usar para combinar los resultados
mr f comb neutral tasks  foldl comb neutral map f tasks
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Implementacin
Este esquema puede paralelizarse aplicando primero en paralelo la etapa
correspondiente al map para despus aplicar en secuencial el fold  Ahora
bien sabiendo que el operador es asociativo y que tiene elemento neutro
cada proceso puede encargarse de aplicar la funcin fold a la parte del
resultado que ha calculado de modo que cada proceso devuelva un nico
valor  As la etapa secuencial se reducir a aplicar fold sobre una lista
mucho ms pequea un elemento por cada proceso eliminndose posibles
cuellos de botella  En la implementacin en Eden incluiremos dos parmetros
adicionales el primero ser el nmero de procesos a crear mientras que el
segundo permitir especi
car cmo quieren repartirse las tareas entre los
procesos  Dado que el reparto es determinista la granularidad de las tareas
debe ser regular pues de lo contrario el reparto de carga podra degradarse 
En dicho caso la solucin pasara por utilizar un esquema similar al de los
trabajadores replicados 
mrPM    Transmissible a Transmissible b 
Int  Int  a  a 
a  b  b  b  b  b  a  b
mrPM np unshuffle f comb neutral tasks  foldl comb neutral results
where results  workerPM f comb neutral  mtasks
 mtasks  unshuffle np tasks 
using
 spine
workerPM f comb neutral  process tasks  foldl comb neutral results
where results  map f tasks
Ntese que a diferencia de lo que ocurra con las granjas de procesos del
esqueleto map ahora slo es necesario suministrar una funcin unshuffle
pero no la correspondiente shuffle  El motivo es que el operador de com
binacin es asociativo y conmutativo por lo que da igual el orden en que se
combinen los resultados  Ntese tambin que utilizamos foldl es decir la
versin estricta de foldl  Gracias a ello podemos mejorar la e
ciencia en
consumo de memoria del esqueleto 
Con esta implementacin hemos conseguido paralelizar la etapa fold y
reducir las comunicaciones que van desde los trabajadores al proceso padre
puesto que slo deben comunicar un resultado en lugar de una lista  Ahora
bien al comienzo de la ejecucin el proceso padre debe comunicar las listas de
tareas a los trabajadores  En muchas ocasiones vase por ejemplo la Seccin
   la generacin de la lista de tareas es muy poco costosa mientras que la
comunicacin de las mismas lo es mucho ms  En dichos casos sera preferible
que cada trabajador generara l mismo su propia lista de tareas de modo que
se redujeran las comunicaciones iniciales entre el padre y los trabajadores 
Esta idea general que recibe el nombre de autoservicio vase KLPR 
se implementara del siguiente modo para el esqueleto map  reduce
mrAS    Transmissible b  Int  Int  a  a 
	 Paralelismo de datos 
ab  bbb  b  a  b
mrAS np unshuffle f comb neutral tasks  foldl comb neutral results
where results  workerAS f comb neutral mtasks  
 mtasks  unshuffle np tasks 
using
 spine
workerAS f comb neutral tasks  process   foldl comb neutral results
where results  map f tasks
Ntese que la lista de tareas no se pasa a los procesos trabajadores a travs
de un canal de entrada sino a travs de un parmetro  Dado que los par
metros no se reducen a forma normal en el padre vase la Seccin   slo
ser necesario comunicar la clausura que representa cmo obtener la lista
de tareas  Este es el motivo por el que en el contexto de mrAS slo aparece
Transmissible b y no aparece Transmissible a 
Al igual que en el caso de map el nmero de procesos que deben emplear
se depender del de procesadores disponibles  Dado que habitualmente la
distribucin de tareas entre procesos ser un simple reparto roundrobin la
incluiremos por defecto en la implementacin
mapreduceas    Transmissible b 
Int  ab  bbb  b  a  b
mapreduceas thr
 noPe  thr  mrAS noPe unshuffle
 otherwise  mrAS noPe unshuffle
unshuffle    Int  a  a
unshuffle n xs  takeEach n drop i xs  i  		n
where takeEach    Int  a  a
takeEach n   
takeEach n x xs  x   takeEach n drop n xs
Ntese que la de
nicin de unshuffle est pensada para su ejecucin pa
ralela  La versin para ejecucin secuencial podra hacerse ms e
ciente
garantizando que la lista de tareas se recorre slo una vez  Ahora bien en
nuestra implementacin cada proceso podr calcular sus tareas de forma in
dependiente al resto de procesos y cada proceso slo recorrer una vez la
lista de tareas 
El modelo de coste de mapreduceas es el siguiente donde se supone
que el tiempo t
f
necesario para evaluar una tarea es igual para todas ellas
t
mapreduceas
  L
init
 t
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 L
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L
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Ntese que las diferencias con los modelos de map radican en que L
init
no
cuenta costes por comunicaciones del padre a los hijos L
worker
cuenta cos
tes para generar las tareas t
takeEach
 y combinar los resultados t
fold
d
N
P
e
 y
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L
final
cuenta el coste de combinar los resultados producidos por los traba
jadores t
foldl
P
 
	 Paralelismo de tareas
Otra fuente de paralelismo en los programas es el llamado paralelismo
de tareas en el cual hay que identi
car un conjunto de tareas posiblemente
distintas y trabajando cada una de ellas con datos diferentes tales que com
binando sus resultados se puede calcular el resultado del problema original 
Presentamos en esta seccin tres esqueletos el de divide y vencers el de
ramicaci n y poda y la tubera de procesos 

 Divide y vencers
En el esquema divide y vencers es necesaria una funcin que determine
si el problema es su
cientemente sencillo o no  En caso de que lo sea se
aplicar otra funcin que resuelve el caso base mientras que si no lo es
hace falta dividir el problema en una lista de subproblemas aplicar a cada
uno de ellos el mtodo divide y vencers y posteriormente combinar todos
los resultados parciales para obtener el resultado global  La especi
cacin
de este esqueleto es simplemente el esquema secuencial que expresado en
Haskell es
dc    aBool  ab  aa  abb  a  b
dc trivial solve split combine x  trivial x  solve x
 otherwise  combine x children
where children  map dc trivial solve split combine split x
Ntese la suposicin de que la funcin combine puede utilizar el argumento
x lo cual sucede a menudo en la aplicacin de este esquema  Ntese tambin
que el rbol de llamadas no es necesariamente homogneo y que las soluciones
triviales pueden aparecer en cualquier nivel del rbol como se aprecia en la
Figura 	  
Implementacin ingenua
La solucin ms evidente consiste en crear un rbol dinmico de procesos
que se corresponda con el rbol de llamadas del esquema secuencial  Un
parmetro natural permite al programador controlar hasta qu nivel del rbol
desea que se creen nuevos procesos de modo que a partir de ese nivel se
utilizar el algoritmo secuencial  De no hacerse as la granularidad de las
hojas sera excesivamente pequea 
dcnaive    Transmissible aTransmissible b  Int  aBool 
a  b  a  a  a  b  b  a  b
	 Paralelismo de tareas 

  
        
                   
Figura 	  Ejemplo de topologa de procesos generada con un divide y
vencers
dcnaive  triv solve split comb  dc triv solve split comb
dcnaive d triv solve split comb x  triv x  solve x
 otherwise  comb x children
where children  mapnaive dcnaive d triv solve split comb
split x
Ntese la utilizacin del esqueleto mapnaive en cada nivel recursivo  Se
crean tres tipos de procesos  los que corresponden a un nivel intermedio
del rbol y cuya tarea consiste en descomponer un problema en subproble
mas y en componer un resultado a partir de los subresultados  los que se
dedican a la resolucin de un problema trivial y  los que estn a profundi
dad d y utilizan el esquema secuencial  sto da lugar a una gran diversidad
de granularidades  A diferencia de los esqueletos precedentes aqu no existe
un proceso central que distribuya el trabajo entre los restantes cada proceso
excepto la raz es hijo de algn otro y padre a su vez excepto los de
profundidad d y los de las hojas del rbol de otros procesos 
Dado que el nmero de procesos y sus granularidades son desconocidos a
priori el modo apropiado para el RTS es el aleatorio vase la Seccin    
Es difcil dar un modelo de coste para esta implementacin porque habra
que suponer conocidas dos distribuciones la de procesos en procesadores y la
de granularidades entre los procesos  Esta segunda es adems dependiente
del problema concreto a resolver  La combinacin de dos distribuciones
distintas en un mismo modelo producira resultados estadsticamente poco
signi
cativos 
Implementacin mediante trabajadores replicados
Esta implementacin persigue dos objetivos  disminuir la sobrecarga
debida a la creacin de procesos creando tan solo uno por procesador y 
distribuir la carga equilibradamente entre los procesadores  Para ello un
proceso gestor descompone el rbol hasta una profundidad pre
jada d y crea
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una lista de tareas donde cada una de ellas se resolver utilizando el algorit
mo secuencial  Para aplicarlo se puede emplear cualquier implementacin del
esqueleto map aunque la recomendable es la rw pues ser capaz de repartir
mejor la carga  El proceso gestor que ha conservado los argumentos de cada
nivel en una estructura de datos de tipo rbol combina cada subconjunto de
resultados con su argumento correspondiente hasta alcanzar la raz del rbol
de llamadas donde calcula el resultado del problema inicial  Esta implemen
tacin es apropiada cuando el trabajo de descomposicin y combinacin es
pequeo en comparacin con el de resolucin de subproblemas de forma que
un solo procesador lo pueda realizar sin convertirse en un cuello de botella 
Si ese no fuera el caso podra adoptarse una solucin intermedia de modo
que la combinacin de resultados se realizara entre varios procesos  El c
digo fuente de la versin con trabajadores replicados es la siguiente donde
el primer parmetro se utiliza para decidir a partir de cuntos procesadores
merece la pena que el proceso principal resida en un procesador propio
dcrw    Transmissible aTransmissible b  Int  Int  aBool
 a  b  a a  a b  b  a  b
dcrw thr d trivial solve split combine x
 combineTop combine levels results
where taskslevels  generateTasks d trivial split x
results  maprw thr dc trivial solve split combine
tasks
Adems de generar una lista de tareas la funcin generateTasks crear un
rbol que permitir a la funcin combineTop combinar adecuadamente la
lista de soluciones de modo que se sepa qu soluciones deben combinarse
con qu otras
data Tree a  Node a Tree a
generateTasks    Int  a  Bool  a  a  a  aTree a
generateTasks    a  aNode a 
generateTasks n trivial split a
 trivial a  aNode a 
 otherwise  concat assTree a ts
where assts  map generateTasks n trivial split split a
assts  unzip assts
combineTop    a  b  b  Tree a  b  b
combineTop c t bs  fst combineTop c t bs
combineTop    abb  Tree a  b  bb
combineTop  Node a  b bs  bbs
combineTop combine Node a ts bs  combine a reverse resbs
where bsres  foldl f bs ts
f oldsnews t  remainingb news
where bremaining  combineTop combine t olds
	 Paralelismo de tareas 
Puede utilizarse el modelo de coste de maprw cargando en el parmetro
t
distribute
 
el coste promedio de generar P tareas y en t
sortMerge
 
el coste pro
medio de combinar un resultado  Asimismo es necesario conocer el nmero
de tareas N a profundidad d y el tiempo promedio t
comp
de resolucin de
cada una  Ambos datos pueden obtenerse a partir del algoritmo secuencial 

 Ramicacin y poda
Los algoritmos de rami
cacin y poda e g  vase HS Captulo  no
pueden expresarse utilizando ninguno de los esqueletos mostrados hasta el
momento pues ninguno permite explorar un espacio de bsqueda orientando
dicha bsqueda en funcin de qu nodos son ms prometedores  El primer
parmetro f de nuestro esqueleto de rami
cacin y poda es la funcin que
expande el espacio de bsqueda generando una nueva lista de tareas o un
resultado si se ha llegado a una solucin  Dicha funcin tendr dos parme
tros de entrada la tarea actual y la cota superior en curso de modo que la
funcin no genere tareas con cotas inferiores peores que dicha cota superior 
El segundo parmetro iniUB del esqueleto ser la cota superior de coste del
problema que tpicamente se habr obtenido mediante algn algoritmo de
vorador  El tercer y cuarto parmetros lbf y ubf extraen respectivamente
la cota inferior de una tarea y la cota superior de un resultado  El ltimo
parmetro iniTasks es una lista de tareas iniciales que tpicamente ser
una lista unitaria que contenga la tarea raz del rbol de bsqueda  Su es
peci
cacin secuencial se muestra a continuacin  Ntese que se utiliza una
cola de prioridades con el objetivo de que en cada paso pueda extraerse la
tarea ms prometedora de las que se hayan generado hasta el momento
bb    taskInt  Either task result  Int 
task  Int  result  Int  task  result
bb f iniUB lbf ubf iniTasks  last bb f iniUB lbf ubf tq
where tq  foldr insertPQueue emptyPQueue iniTasks
bb    taskInt  Either task result  Int 
task  Int  result  Int  PQueue task  result
bb f ub lbf ubf tq
 isEmptyPQueue tq  lbf promising  ub  
 isLeft nextsOrResult  bb f ub lbf ubf tq
 ubResult  ub  result   bb f ubResult lbf ubf tq
 otherwise  bb f ub lbf ubf tq
where promising  minPQueue tq
nextsOrResult  f promisingub
Left nexts  nextsOrResult
Right result  nextsOrResult
ubResult  ubf result
tq  elimMinPQueue tq
tq  foldr insertPQueue tq nexts
isLeft Left    True
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isLeft Right   False
Implementacin
Un posible enfoque para paralelizarlo consistira en dividir el espacio
de bsqueda en muchos subrboles independientes utilizar un map paralelo
para resolver cada uno de ellos y tras recoger todos los posibles resultados
se elegira el mejor de ellos  Cada trabajador debera seguir un algoritmo
tpico de rami
cacin y poda que busque la mejor solucin en su subrbol 
Obviamente este enfoque es completamente ingenuo  En los algoritmos
de rami
cacin y poda las soluciones que se van encontrando sirven como
cota superior a la solucin ptima y se utilizan para podar ramas del rbol de
bsqueda que se sabe que nunca obtendrn soluciones mejores  Ahora bien si
se implementara la opcin anterior las soluciones obtenidas en un trabajador
slo serviran para podar ramas en su propio subrbol pero no en los de los
dems trabajadores ya que las tareas de un map paralelo son completamente
independientes  La consecuencia sera que el algoritmo paralelo podara
muchas menos partes del rbol de bsqueda es decir realizara mucho ms
cmputo que la versin secuencial  Este hecho ha sido con
rmado en la
prctica en KPR  
Una solucin ms inteligente debera permitir a todos los trabajadores
conocer la mejor cota superior encontrada por cualquiera de los trabaja
dores hasta el momento  Hemos implementado esta idea modi
cando el
esquema de trabajadores replicados que inclua estructuras de datos com
partidas rwF  La solucin no ser ptima pues cada vez que se mejore la
cota superior a utilizar los trabajadores no podrn utilizarla con la tarea
que est en curso sino que slo la podrn utilizar con las siguientes tareas
que reciban  A este esqueleto lo denominaremos rwBBnaive  Tendr dos
parmetros adicionales con respecto a rwF iniUB ser la cota superior inicial
con la que empezar la evaluacin y ubf ser una funcin que extraer el
coste a partir de un resultado  Existir una lista ubs de cotas superiores que
se realimentar desde la salida de los trabajadores a sus entradas mediante
la funcin flushUB  Las modi
caciones con respecto a rwF son las siguientes
rwBBnaive    Transmissible aTransmissible bTransmissible fixed 
Int  Int  fixed  fixed  aInt  Maybe b 
Int  b  Int  a  b
rwBBnaive nPE prefetch fixed fw iniUB ubf tasks  results where
			
ubs  replicate nPE  prefetch iniUB 
flushUB ubf iniUB unordResult
distribute    Ord a  a  Int  Int  aInt
distribute     replicate nPE 
distribute t ts i is ub ubs  insert i tub
distribute ts is ubs
	 Paralelismo de tareas 	
flushUB    result  Int  Int  ACK result  Int
flushUB ubf c r rs  c  c  c   flushUB ubf c rs
 otherwise  c   flushUB ubf c rs
where ACK   r  r
c  ubf r
Una diferencia entre este enfoque y el algoritmo secuencial es que en el
secuencial siempre se expande el nodo ms prometedor del rbol de bsqueda
es decir el que tiene la menor cota inferior de todos los nodos vivos del
rbol  Ahora bien en el algoritmo paralelo cada trabajador expandir el
nodo ms prometedor de su subrbol  Ntese que esto es claramente peor
que expandir los n nodos ms prometedores del rbol completo siendo n el
nmero de trabajadores  As pues la versin paralela desperdiciar trabajo
expandiendo nodos menos prometedores
La siguiente idea para solventar este problema consiste en introducir una
cola global de tareas pendientes y permitir que los trabajadores aadan
tareas a dicha cola  De hecho en la literatura e g  vase Les Captulo
 el esquema de trabajadores replicados es ms general que los esqueletos
que hemos presentado hasta el momento ya que permite que los trabajadores
generen nuevas tareas dinmicamente de modo que se aadan a un almacen
global  Este enfoque ms general parece adecuado para resolver algoritmos
de rami
cacin y poda puesto que permite que el proceso principal enve a
los trabajadores las tareas ordenadas por sus cotas mnimas  Lgicamente
para obtener buenas aceleraciones la granularidad de las tareas debera ser
grande en comparacin con las comunicaciones entre la cola global y los
trabajadores  El esqueleto rwBB generaliza al anterior mediante estas ideas
  Al igual que en rwBBnaive los trabajadores reciben cada tarea unida
a la mejor cota superior obtenida hasta el momento por el sistema
completo  Por tanto no debera generar ninguna tarea con una cota
inferior igual o peor que la mejor cota superior 
  Por cada tarea recibida cada trabajador puede devolver una solucin
junto con su coste o una lista de nuevas tareas donde cada una llevar
asociada su cota inferior 
  El proceso principal eliminar aquellas tareas cuya cota inferior supere
o iguale el coste de la mejor solucin obtenida hasta el momento 
  Cuando un trabajador termine una tarea el proceso principal le asig
nar la tarea con la menor cota inferior de las tareas pendientes 
  El resultado del esqueleto ser la mejor solucin de todas las encontra
das por los trabajadores 
Una primera versin de rwBB es la siguiente
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rwBB    Transmissible fixedTransmissible taskTransmissible result
Ord task Ord result  Int  Int  fixed 
fixed  taskInt  Either task result  Int 
task  Int  result  Int  task  result
rwBB nPE pref fixed fw iniUB lbf ubf iniTasks  minimum results
where
results  map ACK  Right r  r 	 filter isResult
unordResult
unordResult  merge  outsChildren
outsChildren  worker fw i  fixedinputs 
iinputs  zip 		nPE inputss
inputss  distribute tasks
initReqs  map owner unordResult ubs
tasks  iniTasks  unordTasks
initReqs  concat replicate pref 		nPE
unordTasks  concat 	 map ACK  Left ts  ts 	
filter isTask unordResult
ubs  replicate min n nppref iniUB 
flushUB ubf iniUB unordResult
n  length iniTasks
distribute    Ord a  a  Int  Int  aInt
distribute t ts i is ub ubs
 lbf t  ub  distribute ts i is ub ubs
 otherwise  insert i tub distribute ts is ubs
flushUB    result  Int  Int 
ACK Either task result  Int
flushUB ubf c r rs  isResult r  c  c  c   flushUB ubf c rs
 otherwise  c   flushUB ubf c rs
where ACK  Right r  r
c  ubf r
worker    Transmissible fixedTransmissible taskTransmissible res
 fixed  taskInt  res  Int 
Process fixedtaskInt ACK res
worker f i  process fixedts  map f ts
where f t  ACK i f fixed t
Los primeros cuatro parmetros tienen el mismo signi
cado que en el es
queleto rwF si bien la funcin a utilizar en los trabajadores ha cambiado
ahora el trabajador recibe una cota superior junto con cada tarea y puede
devolver tanto un resultado como una lista de nuevas tareas  El siguiente pa
rmetro es la cota superior inicial como en rwBBnaive  Las siguientes dos
funciones sirven respectivamente para extraer la cota inferior de una tarea
y para extraer el coste de una solucin  El ltimo parmetro es la lista de
tareas iniciales que en los algoritmos de rami
cacin y poda suele consistir
en una nica tarea que representa la raz del rbol de bsqueda  La principal
	 Paralelismo de tareas 
filter minimum
  
map owner
flushCounts
distribute
merge
worker
workern
results
unordTasks
iniTasks



Figura 	  Flujo de datos del esqueleto rwBB
novedad con respecto a rwBBnaive es que ahora las tareas devueltas por
los trabajadores se aaden a la lista de tareas iniciales 
Al tratar de aplicar este enfoque aparecen dos problemas
  Las tareas se envan desordenadas a los trabajadores degradando te
rriblemente la e
ciencia de la bsqueda 
  Cuando no quedan ms tareas disponibles el algoritmo termina en un
interbloqueo 
Por lo que respecta a la no terminacin dado que la funcin distribute
en ningn momento cierra la lista de listas inputss los trabajadores no
podrn saber si an van a recibir ms tareas o no  Adems tampoco est
claro dnde debera detectarse la terminacin del algoritmo podra ser tanto
en la funcin distribute cuando todas las tareas se hayan consumido o
en flushUB cuando todos los trabajadores hayan devuelto sus respuestas a
todas las tareas que se les asignaron  De hecho la terminacin en un entorno
distribuido no slo es un problema delicado en Eden sino que tambin lo es
en las versiones imperativas del esqueleto vase Les Captulo  
La solucin al primer problema tampoco est nada clara en un entorno
funcional 'cmo puede ordenarse o calcularse el mnimo valor de una lista
que est siendo producida por otros procesadores( Semnticamente equivale
a ordenar una lista in
nita o una lista con una cola inde
nida  Operacional
mente si un proceso trata de evaluar un valor an no producido se quedar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suspendido en una clausura queueMe vase la Seccin    causando un
interbloqueo 
La solucin a los dos problemas es la misma en el momento en que se
aplica la funcin distribute se cuentan el nmero nc de tareas consumidas
y el nmero nd de tareas enviadas a trabajadores  Por su parte al aplicar
la funcin flushUB se cuentan el nmero np de tareas producidas por el
algoritmo completo as como el nmero na de respuestas recibidas desde los
trabajadores  Inicialmente np   n siendo n el tamao de la lista inicial
de tareas  Cada vez que un trabajador devuelve un ACK con nuevas tareas
np se incrementa con el tamao de dicha lista y na se incrementa en una
unidad  La relacin np  nc  nd  na es un invariante del algoritmo  Si la
funcin flushCounts la equivalente a flushUB en rwBBnaive suministra
a distribute los contadores np y na entonces distribute dispondr de los
cuatro contadores 
As si np  nc sabremos que pueden extraerse de forma segura np 
nc tareas de la lista unordTasks sin riesgo de quedarse bloqueado  Esto
resuelve el primero de los problemas puesto que dicho segmento inicial puede
introducirse en una cola de prioridades de la que se puede sacar trivialmente
el menor elemento 
La condicin de terminacin es simplemente np   nc  nd   na es
decir todas las tareas producidas han sido enviadas a algn trabajador o
eliminadas de la cola por ser peores que la mejor solucin encontrada hasta
el momento y todos los trabajadores han terminado de evaluar las tareas
que tenan asignadas 
Los nicos detalles que quedaran por solventar son los relativos a dispo
ner de su
cientes mensajes ACK para poder distribuir las tareas pendientes 
En rw cada vez que un trabajador terminaba una tarea y enviaba el corres
pondiente ACK el proceso padre le enviaba una nueva a menos que no quedara
ninguna  En este ltimo caso ya se saba que no se le enviara ninguna ms
y poda cerrarse la entrada al proceso  Ahora bien en rwBB puede ser que
cuando un trabajador enve un ACK no haya ninguna tarea disponible para
l pero que posteriormente s que la haya dado que las tareas se generan
dinmicamente otro trabajador puede generar nuevas tareas despus de que
el primero enviara su ACK  Este problema se resuelve mediante las funcio
nes productivas expand y expandOneAck que guardan memoria de los ACK
recibidos y no tratados 
En la Figura 	  se muestra el diagrama de  ujo de la implementacin 
El cdigo fuente es el siguiente donde las de
niciones no mostradas son las
mismas que en la versin anterior
rwBB nPE prefetch fixed fw iniUB lbf ubf iniTasks  minimum results
where
			
inputss  distribute emptyPQueue   tasks
initReqs  map owner unordResult counts
	 Paralelismo de tareas 
counts  replicate min n nPEprefetch iniUBn
 expand moreACKs flushCounts n  ubf iniUB unordResult
moreAcks  max npprefetch  n 
distribute    Ord a  PQueue  Int  Int 
a  Int  IntIntIntInt  aInt
distribute q nc nd ts wi is ubnpnant cs
 np  nc  lbf tmin  ub  if na  nd then replicate nPE 
else distribute emptyPQueue np nd
ts w expandOneACK cs
 np  nc  insert i tminub
distribute q nc nd ts is cs
 np  nc  na  nd  replicate nPE 
 np  nc  na  nd  distribute q nc nd ts w expandOneACK cs
where tsts  splitAt np  nc  longPQueue q ts
qaux  foldr insertPQueue q ts
tmin  minPQueue qaux
q  elimMinPQueue qaux
flushCounts    Int  Int  result  Int  Int 
ACK Either task result  IntIntIntInt
flushCounts np na ubf c r rs
 isTask r  cnpntnant   flushCounts npntna ubf c rs
 isResult r  c  c
 cnpna   flushCounts np na ubf c rs
 otherwise  cnpna   flushCounts np na ubf c rs
where ACK  Right r  r
ACK  Left ts  r
c  ubf r
nt  length ts
expand  xs  xs
expand n xnt xs
 nt  ntn  replicate nt x  expand nnt xs
 nt  replicate n x  xs
 otherwise  x expand n xs
expandOneACK   
expandOneACK xabcnt xs
 nt    abcnt abc xs
 otherwise  x expandOneACK xs
Para poder utilizar un modelo de coste necesitaramos saber el nmero
de nodos que se exploran en el rbol de bsqueda en la versin paralela 
Desgraciadamente esto no puede saberse a priori puesto que en las distintas
ejecuciones explorar un conjunto de nodos diferentes ya que depende de
las velocidades de cmputo de los distintos trabajadores  Es ms el nmero
de nodos a explorar por la versin paralela puede ser incluso menor que en
la versin secuencial lo que puede conducir a aceleraciones superlineales al
tener que realizar menos cmputos totales es posible que con p procesadores
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se obtenga una aceleracin superior a p 
Por tanto no es posible determinar el tiempo paralelo de nuestros progra
mas  En el supuesto de que furamos capaces de calcular el nmero de nodos
que se expanden podramos utilizar un modelo similar al de rwF con algunas
pequeas modi
caciones para re ejar ms exactamente las caractersticas de
rwBB
t
rwBB
  L
init
 t
worker
 L
nal
L
init
  P t
create
 t
packF
 t
packI
 t
distribute
 
  
L
nal
    t
unpackO
 t
minimum
t
worker
  t

 t
unpackF

N
P
t
unpackI
 t
comp
 t
packO

t
comp
 

N
P
N
i
t
f
i
donde suponemos que el proceso principal no comparte procesador con nin
gn trabajador y que sus cmputos no suponen un cuello de botella a la
hora de distribuir el trabajo 

	 Tuberas de procesos
Una descomposicin paralela muy conocida es la tubera de procesos cuya
idea es similar a la del trabajo en una cadena de montaje  Cada etapa de la
tubera recibe una secuencia de datos procesados en la etapa anterior aplica
a cada uno una funcin 
ja y los enva a la etapa siguiente  Las funciones de
cada etapa son normalmente diferentes entre s  El paralelismo se consigue
cuando una vez cargadas todas las etapas cada una trabaja sobre un dato
distinto de la lista  La especi
cacin en Haskell es un caso particular de la
funcin de orden superior foldl pipe recibe una lista no vaca de funciones
y devuelve su composicin funcional  Es necesario alterar el orden habitual
del operador de composicin 
 mediante flip para que las funciones se
apliquen de izquierda a derecha 
pipe    a  a  a  a
pipe  foldl flip 	
Ntese que cada funcin recibe una lista de valores y produce otra lista pues
si las etapas de la tubera no trabajasen sobre listas no sera posible extraer
paralelismo alguno 
Implementacin
La implementacin ms inmediata consiste en crear un proceso por cada
una de las funciones de la lista
pipe    Transmissible a  aa  a  a
pipe f xs  process xs  f xs
pipe fs xs  ppipe fs  xs
	 Paralelismo de tareas 
main



Figura 	  Topologa generada con pipe
main



Figura 	  Topologa generada con pipeD
ppipe    Transmissible a  aa  Process a a
ppipe f  process xs  f xs
ppipe f fs  process xs  ppipe fs  f xs
Dado que las conexiones entre procesos en Eden se establecen entre el proceso
creador y sus procesos hijo esta de
nicin no consigue la topologa de tubera
sino una en la que el ltimo proceso enva su resultado al penltimo ste a
su vez al anterior y as hasta llegar al procesopadre vase la Figura 	  
Este problema es un ejemplo de lo que en KPS se denomina bypassing
between generations  Sera deseable que el compilador fuera capaz de detectar
y corregir automticamente este problema generndose la topologa deseada
vase la Figura 	  pero desgraciadamente an no es posible  Ahora bien
el programador tambin puede corregir el problema utilizando los canales
dinmicos descritos en la Seccin   
  El proceso padre debe crear un canal dinmico cuyo nombre ser trans
mitido a travs de la tubera hasta el ltimo proceso de la misma  El
resultado global del esqueleto ser el valor que se reciba por dicho
canal 
  El ltimo proceso enviar su resultado a travs del canal dinmico por
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lo que ser recibido directamente por el procesopadre 
Ntese que para llevar a cabo este diseo es preciso modi
car las abstraccio
nes de proceso para que dispongan de un canal extra de entrada por el que
se recibir el nombre del canal que ha creado el padre  El cdigo fuente es
el siguiente
pipeD    Transmissible a  aa  a  a
pipeD f xs  process xs  f xs
pipeD fs xs  new cnc let dummy  ppipeD fs  xscn in c
ppipeD    Transmissible a  aa  Process aChanName a 
ppipeD f  process xscn  cn  f xs par 
ppipeD f fs  process xscn  ppipeD fs  f xscn
Como puede apreciarse las similitudes entre ambos programas son nota
bles  De hecho esta segunda versin puede derivarse a partir de la primera
utilizando la metodologa que se propone en la Seccin 	 	 
El modelo de coste para esta implementacin es el siguiente
t
pipenaive
  L
init
 t
worker
 L
nal
L
init
  F t
create
 t

 t
packI
 
L
nal
    t
unpackO
t
worker
  d
F
P
eNt
unpackI
maxft
comp
i
g
F
i
 t
packO

siendo F el nmero de funciones de la tubera N el nmero de datos de la
lista de entrada y t
comp
i
el coste de la funcin de la etapa i aplicada a un dato
de la lista  Suponemos F  P y el modo roundrobin en el RTS  Ntese el
uso de la funcin max en el modelo  Expresa el hecho bien conocido de que
la velocidad de proceso de una tubera viene determinada por el procesador
ms lento es decir por la etapa ms costosa 
	 Esqueletos sistlicos
Los algoritmos paralelos llamados sist licos se caracterizan porque los
procesos que los componen alternan un paso de cmputo paralelo con una
sincronizacin global entre todos los procesos del programa a semejanza de
la alternancia entre sstole y distole que sucede en los corazones de los ma
mferos  Los esqueletos que se presentan en esta seccin responden a este
esquema  En ellos cada proceso reside en un procesador distinto con lo que
la topologa de comunicacin entre procesos debe entenderse tambin como
la topologa de comunicacin entre procesadores  No damos para ellos una
especi
cacin en trminos de un programa secuencial ya que estas topologas
slo tienen sentido como programas paralelos  De todos modos si se desea
ra disponer de una versin secuencial en Eden siempre puede conseguirse
una a partir de cualquier programa paralelo simplemente reemplazando las
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abstracciones de proceso process x  e por lambdaabstracciones  x 
e y los lanzamientos de proceso e  e por aplicaciones e e  De he
cho existe un modo del compilador de Eden que realiza esta transformacin
automticamente como se vio en la Seccin  
 Mtodo iterativo
Esta topologa consiste en un proceso gestor y un conjunto de procesos
trabajadores idnticos  Tanto uno como otros mantienen un estado local
propio  En la fase de comunicacin el gestor recibe resultados de los tra
bajadores los procesa y enva a cada uno una nueva tarea  En el paso
de cmputo cada trabajador realiza en paralelo su tarea  La diferencia con
el esqueleto de los trabajadores replicados de la Seccin 	   es que ahora
todos los trabajadores han de sincronizarse a la vez con el gestor tras cada
tarea pero la topologa de procesos es la misma de la Figura 	   El esque
leto es apropiado para algoritmos que exigen iterar un clculo hasta que se
alcanza una condicin de convergencia  Ejemplos tpicos son la resolucin
de sistemas lineales de ecuaciones o la resolucin de ecuaciones diferenciales 
El gestor se inicializa con un dato de tipo inp el problema de entrada
y con el estado local del gestor de tipo ml  Cada trabajador se inicializa
con un dato de tipo wl estado local del trabajador y con una tarea de tipo
t  En cada iteracin cada trabajador computa un subresultado de tipo sr
as como un nuevo estado local que se utilizar en la siguiente iteracin  Al
gestor slo se le comunica el subresultado pero no el nuevo estado local 
El gestor combina los subresultados y produce o bien un nuevo conjunto de
tareas y un nuevo estado local o bien un resultado global caso en el cual el
cmputo 
naliza  Los parmetros del esqueleto son los siguientes
  Una funcin split que usar el gestor para obtener el estado inicial y
la tarea inicial de cada trabajador as como el propio estado local del
gestor  El primer parmetro de esta funcin es un entero que indica en
cuntas partes debe dividirse el trabajo y que depender del nmero
de procesadores disponibles 
  Una funcin wf que se utiliza por los trabajadores y que dados un
estado local y una tarea devolver un subresultado y el nuevo estado
local a emplear en la siguiente iteracin 
  Una funcin comb que usar el gestor para combinar los subresultados
producidos por los trabajadores  Dependiendo de si el cmputo global
ha 
nalizado o no devolver el resultado 
nal o el nuevo conjunto de
tareas y el nuevo estado local 
  El problema de entrada de tipo inp 
El cdigo fuente Eden es el siguiente
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iterUntil    Transmissible wl Transmissible t
Transmissible sr 
inp  Int  wltml   split function
wl  t  sr wl   worker function
ml  sr  Either r tml   combine function
inp  r
iterUntil split wf comb x  result where
result moretaskss  manager comb ml transpose srss
srss  mapnaive worker wf zip wlocals taskss
taskss  transpose initials   moretaskss
wlocalsinitialsml  split x noPe
manager    mlsrEither r tml  ml  sr  rt
manager comb ml srs   srss  case comb ml srs of
Left res  res 
Right tsml  let restss  manager comb ml srss
in rests tss
worker    wl  t  sr wl  wl t  sr
worker wf local   
worker wf localt ts  sr   worker wf localts
where sr local  wf local t
transpose  foldr mzipWith   repeat 
mzipWith f    
mzipWith f x xs y ys  f x y   mzipWith f xs ys
Ntese que para obtener una versin secuencial bastara con utilizar map en
vez de mapnaive  Al disponer de slo un procesador la funcin split no
dividira el problema en subproblemas y el algoritmo se comportara como
se esperara de una versin pensada para ejecucin secuencial 
El modelo de coste de la implementacin es el siguiente
t
iterUntil
  L
init
 I t
worker
 I  t
parent
 L
nal
L
init
  t
split
 P t
create
 t
packI
  
L
nal
  P t
unpackO
 t
combine
t
parent
  P t
unpackO
 t
combine
 P t
packI
 
t
worker
  t
unpackI
 t
compW
 t
packO
 
donde I es el nmero de iteraciones del algoritmo  Ntese que ahora los
costes de los trabajadores y del gestor se alternan estrictamente en el camino
crtico por lo que debemos sumar los tiempos de cmputo de ambos en el
tiempo total t
iterUntil
 
 Toroide
El toroide Figura 	  es una topologa bien conocida en la que cada
proceso est conectado con cuatro vecinos  Se puede entender como una
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Figura 	  Ejemplo de topologa de procesos en toroide 
matriz bidimensional de procesos en la que se consideran tambin vecinos al
primero y al ltimo de cada 
la y al primero y al ltimo de cada columna 
Adicionalmente existe un proceso padre que enva datos iniciales a todos los
procesos del toroide y recibe los resultados 
nales de todos ellos  Una vez
recibidos y procesados los datos iniciales se sucede una secuencia en la que
se alterna un paso de comunicacin y un paso de cmputo  En el paso de
comunicacin todo proceso del toroide enva datos hacia sus vecinos del Sur
y del Este y los recibe de sus vecinos del Norte y del Oeste 
En la implementacin la funcin torus es la responsable de crear la
topologa toroidal creando las dependencias de datos adecuadas entre las
entradas y salidas de los distintos procesos ptorus  Para ello las entradas a
los procesos se obtienen desplazando circularmente las salidas de los mismos 
As para las comunicaciones horizontales basta con indicar que la entrada
del primer proceso corresponde a la salida del ltimo proceso de la 
la de
modo que la entrada del segundo corresponda a la salida del primero la
entrada del tercero a la salida del segundo y as sucesivamente 
El primer parmetro del esqueleto ser el tamao que se desea que tenga
el toroide tpicamente ser b
p
noPec el segundo proporciona el mtodo
para repartir los datos de entrada entre los distintos procesos mientras que
el tercero especi
ca cmo combinar los datos enviados al proceso padre para
obtener el resultado global del esqueleto  El cuarto parmetro ser la funcin
a utilizar en cada trabajador y el ltimo ser el problema de entrada 
Cada ptorus recibe una entrada de tipo c del padre otra de tipo a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de su vecino del Norte y otra de tipo b de su vecino del Este  Forzamos a
que las comunicaciones con los vecinos se realicen mediante listas para que
el esquema sea realmente sistlico
 the torus topology
torus    Transmissible aTransmissible b
Transmissible cTransmissible d 
Int  Int  c  c  d  d 
cab  dab  c  d
torus size dist comb f input  comb outssToParent where
toChildren  dist size input
outss  ptorus f  outAB  outAB  outs  outs  outss
outssToParent outssA outssB  unzip map unzip outss
outssA  mzipWith   nrows map last outssA map init outssA
outssB  last outssB   init outssB
outss  mzipWith mzip toChildren outssA outssB
nrows  length toChildren
 each individual process of the torus
ptorus    Transmissible aTransmissible b
Transmissible cTransmissible d 
cabdab  Process cab dab
ptorus f  process fromParentinAinB  f fromParentinAinB
mzip x xs y ys z zs  xyz   mzip xs ys zs
mzip     
mzipWith f x xs y ys z zs  f x y z   mzipWith f xs ys zs
mzipWith      
mzipWith f     
mzipWith f n x xs y ys  f x y   mzipWith f n xs ys
Las sucesivas barreras de sincronizacin vienen expresadas por las depen
dencias de datos de la funcin f la cual ha de producir el primer elemento
de las listas de salida antes de consumir el primer elemento de las listas de
entrada pues de lo contrario la topologa podra bloquearse ha de producir
el segundo tras haber consumido el primero y as sucesivamente  Ntese que
las funciones mzip mzipWith y mzipWith son simplemente versiones ms
perezosas de la familia de zip  Esta pereza es necesaria para poder romper
las dependencias circulares que aparecen con las de
niciones mutuamente
recursivas que conectan los distintos procesos 
Al igual que ocurra con las tuberas de procesos la topologa creada con
el programa anterior no es la deseada pues ninguna de las comunicaciones
se producirn directamente entre vecinos sino que se realizarn a travs del
proceso padre que se convertir en un cuello de botella  El motivo vuelve a
ser el hecho de que slo se generan topologas jerrquicas de procesos  En este
caso estaramos interesados en realizar una conexin directa entre hermanos
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denominada bypassing between siblings en KPS que el compilador no
es capaz de realizar por s slo  Para establecer conexiones directas entre los
procesos del toroide sin involucrar al proceso padre en ellas utilizamos de
nuevo los canales dinmicos de Eden 
La idea principal vuelve a ser que por cada canal que queramos conectar
directamente deberemos crear un nuevo canal dinmico  El proceso lector
del canal original debera ser quien creara el canal dinmico y quien enviara
el nombre del canal al proceso que deba escribir a travs de l  Para po
der enviar dichos nombres de canales necesitaremos que sea el proceso padre
quien reenve adecuadamente los nombres de canales a los destinatarios ade
cuados  Ntese que dado que queremos que los receptores de datos enven
mensajes nombres de canales a los emisores de datos lo que realmente hay
que hacer es crear la topologa inversa a la que tenamos originalmente  Para
ello habr que modi
car los procesos que forman el toroide siguiendo estos
pasos
  Los canales de salida que se utilizaban para enviar valores a los vecinos
se sustituyen por dos canales de entrada adicionales  Por dichos canales
se recibirn los nombres de los canales dinmicos que se utilizarn para
enviar valores a los vecinos 
  En lugar de utilizar los canales de salida antiguos se enviarn los
datos a travs de los canales dinmicos que se reciban por los canales
de entrada 
  Se eliminan los canales de entrada que se utilizaban para recibir valo
res de los vecinos  En su lugar deben crearse localmente dos nuevos
canales dinmicos y sus nombres deben enviarse a travs de los dos
nuevos canales de salida 
  En lugar de utilizar los valores que se reciban originalmente por los
canales de entrada se utilizan los valores de los canales dinmicos que
se han creado localmente 
As pues ahora cada proceso crea dos canales por los que espera recibir
los mensajes de sus vecinos del Norte y del Oeste y recibe otros dos canales
por los que enva sus resultados a sus vecinos del Sur y del Este
ptorus    Transmissible aTransmissible b
Transmissible cTransmissible d 
cab  dab 
Process cChanName aChanName b
dChanName aChanName b
ptorus f  process fromParentoutChanAoutChanB  out
where out  new inChanA inA new inChanB inB
let toParentoutAoutB  f fromParentinAinB
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   
   
   
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Figura 	  Toroide con comunicaciones invertidas 
in outChanA  outA par outChanB  outB par
toParentinChanAinChanB
Ntese que an no ha sido necesario modi
car la funcin torus que se en
carga de establecer las conexiones entre los procesos  Si no modi
camos la
funcin que genera la topologa de conexin lo que obtendremos es lo que se
aprecia en la Figura 	  donde las comunicaciones se realizan en el sentido
contrario  Ahora bien desde el punto de vista del diseo de un toroide re
sulta completamente irrelevante en qu sentido se transmitan los datos  As
pues sin necesidad de modi
car la funcin torus hemos obtenido el toroi
de deseado puesto que tenamos que invertir la topologa original y dicha
topologa era circular la topologa inversa es equivalente a la original 
De todas formas si realmente quisiramos obtener exactamente la misma
topologa tendramos que modi
car torus para invertir el orden en el que
se realizan las comunicaciones  Lo nico que habr que cambiar es la forma
en la que se realiza el desplazamiento de las salidas de los procesos antes de
suministrarlas como entradas a los otros procesos  As bastar con modi
car
las de
niciones de outssB y outssA para obtener exactamente la topologa
de la Figura 	 
outssB  tail outssB  head outssB
outssA  mzipWith  nrows map tail outssA
map  	head outssA
Ntese que simplemente se han desplazado las salidas hacia la izquierda y
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hacia arriba en vez de hacia la derecha y hacia abajo  En el caso gene
ral seran necesarias reestructuraciones ms signi
cativas del cdigo pero
afortunadamente la mayora de las topologas interesantes anillos toroides
ncubos etc  son circulares por lo que no hace falta ninguna modi
cacin 
Adems la mayora de las que no son circulares son muy regulares como
por ejemplo las rejillas por lo que es sencillo invertirlas 
El modelo de coste del toroide es el siguiente
t
torus
  L
init
 t
worker
 L
nal
L
init
  t
dist
 P t
create
 t
packC
  
L
nal
    P t
unpackD
 t
comb
t
worker
  t

 t
unpackC
 t
comp

Nt
packA
 t
packB
 t
unpackA
 t
unpackB
 t
comp

t
packD
donde las letras A B C y D denotan el tipo de los mensajes transmitidos
es decir A y B se usan para los mensajes que se transmiten entre hermanos
mientras C y D se usan respectivamente para los mensajes del padre a los
hijos y de los hijos al padre  N es el nmero de pasos de cmputo es decir la
longitud de las listas a y b y t
comp
es el coste de un paso de cmputo 
Se supone que dicho paso cuesta los mismo en todos los hijos  Asimismo se
supone que cada proceso tiene un procesador dedicado incluido el proceso
padre  Por tanto el nmero de procesadores ha de ser m  n   siendo
m n las dimensiones del toroide 
	 Anillo
Un anillo unidireccional es un caso particular del toroide donde cada
proceso est conectado slo con sus vecinos de la izquierda y de la derecha
adems de con el proceso padre vase la Figura 	   Al igual que en el caso
del toroide para crear la topologa de procesos basta con utilizar de
niciones
mutuamente recursivas que establezcan las dependencias de datos adecuadas
de modo que las entradas de los procesos coincidan con las salidas de los
mismos pero desplazadas 
 the ring topology
ring    Transmissible aTransmissible bTransmissible c 
Int  Int  b  b  c  c 
ba  ca  b  c
ring n dist comb f input  comb toParent where
toChildren  dist n input
outs  pring f  outA  outA  outs
toParentoutsA  unzip outs
outsA  last outsA   init outsA
outs  mzip toChildren outsA
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
  

Figura 	  Ejemplo de topologa de procesos en anillo 
 each individual process of the ring
pring   Transmissible aTransmissible bTransmissible c 
ba  ca  Process ba ca
pring f  process fromParent inA  out
where out  f fromParent inA
mzip x xs y ys  xy   mzip xs ys
mzip    
Pero al igual que en el caso del toroide la topologa que se crear no ser
adecuada puesto que todas las comunicaciones se realizarn a travs del
proceso padre  La solucin vuelve a ser utilizar canales dinmicos siguiendo
los mismos pasos que con el toroide  Dado que el anillo es tambin una
topologa circular no har falta rede
nir la funcin que crea la topologa de
procesos sino slo la de
nicin de las abstracciones de procesos sustituyendo
los canales normales por los dinmicos siguiendo los mismos pasos que en
el toroide
pring   Transmissible aTransmissible bTransmissible c 
ba  ca 
Process bChanName a cChanName a
pring f  process fromParentoutChanA  out
where out new inChanA inA
let toParentoutA  f fromParentinA
in outChanA  outA par toParentinChanA
Al igual que con el toroide si realmente quisiramos que las comunicaciones
se efectuaran en el mismo sentido que en la versin sin canales dinmicos
	
 Esqueletos sistlicos 
tendramos que invertir las conexiones lo cual puede hacerse trivialmente
modi
cando en ring la de
nicin de outsA 
outsA  tail outsA  head outsA
El modelo de coste es el siguiente
t
ring
  L
init
 t
worker
 L
nal
L
init
  P t
create
 t
packB
  t
dist
 
L
nal
    P t
unpackC
 t
comb
t
worker
  t

 t
unpackB
 t
comp
Nt
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 t
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 t
comp
  t
packC
siendo P el nmero de trabajadores cada uno en un procesador diferente
N el nmero de etapas sistlicas del sistema y t
comp
el tiempo que emplea
cada trabajador en realizar una etapa  Al igual que en el caso del toroide
las letras A B y C denotan el tipo de los mensajes transmitidos usndose
A para los mensajes entre hermanos B para los mensajes del padre a los
hijos y C de los hijos al padre 

 Rejilla
Una rejilla es una topologa bidimensional en la que cada proceso est
conectado con sus cuatro vecinos  La diferencia con el toroide es que en
la rejilla no se consideran vecinos al primero y al ltimo proceso de una

la o columna  Adems los procesos no tienen conexiones adicionales para
conectarse con el proceso principal slo los nodos de la primera 
la o de la
primera columna reciben entradas del padre y slo los de la ltima 
la o
columna envan datos al padre vase la Figura 	  por lo que el proceso
padre puede considerarse vecino de todos ellos  Ntese que una rejilla puede
verse tambin como una tubera bidimensional 
Al igual que el toroide y el anillo las rejillas tambin suelen usarse en
algoritmos sistlicos  En cada paso cada proceso trabajador recibe datos
de sus vecinos del Oeste y del Norte realiza un cmputo y posteriormente
enva datos a sus vecinos del Este y del Sur  Como en los dems algorit
mos sistlicos en lugar de barreras de sincronizacion se utilizan listas para
simular las distintas etapas del cmputo  La funcin grid es la encargada
de crear las dependencias adecuadas para formar la rejilla que conecte los
distintos procesos pgrid  Cada pgrid recibe dos entradas provenientes de
sus vecinos y produce como salida otras dos  Visto desde el exterior las
entradas a la rejilla son los datos que debe suministrar el proceso principal a
los trabajadores de la primera 
la y de la primera columna y las salidas del
sistema son las salidas de la ltima 
la y de la ltima columna  La funcin
que deben aplicar los procesos ser un parmetro del esqueleto  El cdigo
Eden completo es el siguiente
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Figura 	  Ejemplo de una topologa en rejillla 
 the grid topology
grid    Transmissible aTransmissible b 
abab  ab  ab
grid f insAinsB  outsAoutsB where
outss  pgrid f  outAB  outAB  outs
 outs  outss 
using
 spine	concat
outssAoutssB  unzip map unzip outss
outssA  mzipWith   insA map init outssA
outssB  insB   init outssB
outss  zipWith zip outssA outssB
outsA  map last outssA
outsB  last outssB
 each individual process of the torus
pgrid    Transmissible a Transmissible b 
abab  Process ab ab
pgrid f  process inAinB  outAoutB
where outAoutB  f inAinB
Donde la estrategia spineconcat se utiliza para demandar la salida de la
lista de listas de procesos 
Al igual que suceda con las topologas anteriores sigue siendo necesario
realizar una conexin directa entre hermanos pues de lo contrario todas las
comunicaciones se realizarn a travs del proceso padre  As pues debemos
utilizar canales dinmicos para establecer realmente la topologa deseada  A
diferencia de los dos casos anteriores ahora la topologa no es circular pues el
proceso principal slo manda datos a los primeros procesos y slo los recibe
de los ltimos  Por tanto ahora no bastar con modi
car la de
nicin de
la abstraccin de proceso sino que tambin ser preciso reescribir la funcin
grid que conecta los procesos  Por lo que respecta a la abstraccin pgrid la
metodologa de modi
cacin es exactamente la misma que para el toroide de
modo que es trivial obtener el cdigo que se muestra a continuacin  Ntese
que cada pgrid recibe dos nombres de canales dinmicos que utiliza para
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enviar datos directamente a sus vecinos y que crea internamente dos nuevos
canales dinmicos y enva sus nombres para que los vecinos puedan mandarle
datos a travs de ellos 
pgrid    Transmissible a Transmissible b 
abab  Process ChanName aChanName b
ChanName aChanName b
pgrid f  process outChanAoutChanB  nothing
where nothing  new inChanAinA new inChanBinB
let outAoutB  f inAinB
in outChanA  outA par
outChanB  outB par
inChanAinChanB
Para modi
car grid debemos adaptar las comunicaciones del proceso padre
a los nuevos procesos  Dado que todas las comunicaciones de los hijos se
realizan mediante canales dinmicos el padre tambin deber comunicarse
con ellos del mismo modo  Para ello seguir los siguientes pasos
  Deben crearse tantos nuevos canales dinmicos como conexiones direc
tas se necesiten para recibir datos de los hijos 
  En lugar de utilizar los valores que se reciban de los hijos se utilizarn
los nuevos canales creados 
  En lugar de enviar datos a los hijos se enviarn los nombres de los
nuevos canales dinmicos 
  Los datos que el padre deba enviar a los hijos se enviarn a travs de
los nombres de canales dinmicos que los hijos le habrn enviado 
El cdigo fuente completo se incluye a continuacin  Ntese que la estruc
tura bsica sigue siendo la misma salvo renombramientos si bien es preciso
aadir una cantidad de cdigo considerable para que todos los detalles de la
implementacin se cubran adecuadamente
grid    Transmissible aTransmissible b 
abab  ab  ab
grid f insAinsB  everything where
nr  length insA  number of rows of the grid
nc  length insB  number of columns of the grid
outss  pgrid f  outAB  outAB  outs
 outs  outss 
using
 spine	concat
outssAoutssB  unzip map unzip outss
outssA  mzipWith   outsAToParent map init outssA
outssB  outsBToParent   init outssB
outss  zipWith zip outssA outssB
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Figura 	 	 Rejillla con comunicaciones invertidas 
 The parent creates new channels to receive values from
 the last column and the last row children of the grid
channelsA  generateChannels nr
channelsB  generateChannels nc
outsAToParentoutsA  unzip channelsA
outsBToParentoutsB  unzip channelsB
 The parent sends values to the first column and first row
 of the grid and waits until receiving values from the
 last column and last row
everything  sendInitAs
sendInitAs  sendValues zip insB last outssB sendInitBs
sendInitBs  sendValues zip insA map last outssA outsAoutsB
donde las funciones generateChannels y sendValues son funciones genera
les que pueden utilizarse para de
nir cualquier otra topologa no simtrica
 Generates and returns a list of dynamic channels
generateChannels    Transmissible a  Int  ChanName a a
generateChannels   
generateChannels n  new cnc cnc   generateChannels n
 Sends a list of values through their associated dynamic
 channels and continues evaluating expresion e
sendValues    Transmissible a  a ChanName a  b  b
sendValues  e  e
sendValues vch more e  ch  v par sendValues more e
Al igual que ocurra en el caso del toroide al no haber modi
cado la estruc
tura bsica de interconexin obtendremos la topologa de comunicaciones
inversa vase Figura 	 	 a la original  Como en los ejemplos anteriores
para obtener la misma topologa deberamos cambiar el sentido en el que se
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desplazan las salidas de los procesos  En el caso de la rejilla esto implica
modi
car las siguientes de
niciones
outssA  mzipWith  map tail outssA map   outsAToParent
outssB  tail outssB  outsBToParent
sendInitAs  sendValues zip insB head outssB sendInitBs
sendInitBs  sendValues zip insA map head outssA outsAoutsB
Dado que una rejilla es una tubera bidimensional el modelo de coste
tendr un gran parecido con el de la tubera con la diferencia de que ahora
es el proceso padre el encargado de crear todos los procesos de la topologa 
La latencia inicial tendr que contar todo el tiempo que transcurra hasta
que todos los procesos hayan recibido sus datos de entrada  Suponiendo que
hay n 
las y m columnas para que el proceso de la ltima 
la y columna
reciba un dato habrn tenido que realizarse n m   pasos de cmputo 
Suponiendo que se realizan I iteraciones el modelo sera el siguiente
t
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		 Derivacin de topologas no jerrquicas
Como se ha podido apreciar en varios de los esqueletos anteriores en
muchas situaciones el simple empleo de abstracciones y concreciones de pro
cesos no permite especi
car la topologa de comunicaciones deseada  Para
poder implementar topologas no jerrquicas siempre ha sido necesario el
uso de canales dinmicos  Ahora bien tambin se ha visto que exista una
gran similitud entre las especi
caciones que no usaban canales dinmicos
y las implementaciones reales que s los usaban  En la presente seccin se
resume el mtodo a seguir para derivar una topologa no jerrquica a par
tir de una especi
cacin que slo haga uso de procesos tambin presentado
en PRS   Dependiendo del tipo de conexin directa a resolver vase
KPS aplicaremos el mtodo correspondiente 
 Conexin directa entre hermanos
Un anillo un toroide o una rejilla son ejemplos en los que es necesario
establecer comunicaciones directas entre distintos procesos hermanos que
han sido generados por un mismo proceso padre  Como ya hemos explicado
es preciso generar la topologa inversa a la utilizada en la especi
cacin
de modo que los receptores de mensajes puedan enviar los nombres de los
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canales dinmicos a los emisores de mensajes  Los pasos a seguir son los
siguientes
  Para cada abstraccin de proceso que se vaya a usar se crea una nueva
siguiendo estos pasos
 Para cada canal de salida out de tipo t que deba comunicarse
directamente
 Se elimina ese canal de salida 
 Se aade un nuevo canal de entrada cn de tipo ChanName t 
 Se envan a travs de cn los valores que antes se enviaran a
travs de out 
 Por cada canal de entrada inc de tipo t que deba comunicarse
directamente
 Se elimina ese canal de entrada 
 Se aade un nuevo canal de salida ocn de tipo ChanName t 
 Se crea un nuevo canal dinmico cnc
 siendo c de tipo t
y cn de tipo ChanName t 
 Se enva cn a travs de ocn 
 Se leen de c los valores que antes se lean de inc 
  En el proceso padre hace falta crear la topologa de conexin inversa 
Si la topologa era circular como en el toroide o en el anillo no hace
falta hacer nada mientras que en el caso general debera reescribirse
completamente el cdigo  Las nicas reglas generales que pueden darse
establecen cmo ajustar el proceso padre para que pueda comunicarse
con los canales de sus hijos que han pasado a ser canales dinmicos
debido a los pasos anteriores
 El proceso padre debe crear tantos canales dinmicos como cone
xiones directas necesite para recibir datos de los hijos y enviarle
los nombres a stos 
 En lugar de utilizar los canales por los que reciba datos de los
hijos se utilizarn los correspondientes canales dinmicos 
 En lugar de enviar valores a los hijos recibe de stos los nombres
de los nuevos canales dinmicos 
 Los valores a enviar a los hijos se mandan a travs de los nombres
de canales dinmicos que los hijos le han enviado previamente 
 Conexin directa entre generaciones
En KPS se distinguan dos clases dentro de este tipo de conexin
directa dependiendo de si la comunicacin deba realizarse desde un descen
diente a un ascendiente o viceversa 
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Comunicaciones desde un descendiente a un ascendiente
Un ejemplo de este tipo de bypassing se vio en la tubera  El ltimo
proceso de la tubera enviaba un mensaje al anterior ste simplemente lo
reenviaba al anterior y ste al anterior y as hasta llegar al proceso padre 
La solucin general a este problema es la siguiente
  Para cada abstraccin de proceso que se vaya a usar se crea una nueva
siguiendo estos pasos
 Para cada canal de salida out de tipo t que deba comunicarse
directamente
 Se elimina ese canal de salida 
 Se aade un nuevo canal de entrada cn de tipo ChanName t 
 Si el proceso es quien debe enviar realmente mensajes a travs
del canal los enva a travs de cn  En caso contrario enva
cn al proceso hijo correspondiente 
  En el proceso principal por cada canal de entrada inc que deba es
tablecer una comunicacin directa desde un descendiente al proceso
principal para comunicar valores de tipo t
 Se crea un nuevo canal dinmico cnc
 siendo c de tipo t y cn
de tipo ChanName t 
 Se enva cn al hijo correspondiente 
 Se leen de c los valores que antes se lean de inc 
Comunicaciones desde un ascendiente a un descendiente
Este tipo de bypassing resulta poco frecuente en las aplicaciones reales 
De hecho no slo no se necesita en ninguno de los esqueletos mostrados en
esta tesis sino tampoco en ninguno de los programas que se han desarro
llado hasta la fecha en el lenguaje Eden  De todas formas por completitud
incluimos el mtodo a seguir que utilizar unas pautas similares a las del
apartado anterior con algunas complicaciones adicionales  Ahora es un des
cendiente quien debe recibir datos directamente por lo que debe ser l quien
cree el canal dinmico y enve el nombre de dicho canal al ascendiente co
rrespondiente atravesando tantos procesos intermedios como sea menester 
En el programa original los procesos intermedios deberan tener un parme
tro de entrada adicional que slo se utilizar para transmitir valores desde
el ascendiente al descendiente  Dicho parmetro deber desaparecer y en
su lugar aparecer un canal de salida por el que los procesos transmitirn a
su ascendiente el nombre del canal dinmico por el que debe establecerse la
comunicacin directa
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  Para cada abstraccin de proceso que se vaya a usar se crea una nueva
siguiendo estos pasos
 Para cada canal de entrada inc de tipo t que deba comunicarse
directamente
 Se elimina ese canal de entrada 
 Se aade un nuevo canal de salida ocn de tipo ChanName t 
 Si el proceso es quien debe recibir realmente mensajes a travs
del canal debe crear un nuevo canal dinmico cnc
 leer
de c los datos que antes leyera de inc y enviar cn a travs
del canal de salida ocn  En caso de no ser el receptor real
de los mensajes slo debe enviar a travs de su canal ocn el
nombre cn que haya recibido del correspondiente canal ocn
de su hijo 
  En el proceso principal por cada canal de salida out que deba esta
blecer una comunicacin directa hacia un descendiente para comunicar
valores de tipo t
 Se recibir cn del hijo correspondiente 
 Los valores que debieran enviarse a travs de out se enviarn a
travs de cn 
	
 Anidamiento de esqueletos
Una de las mayores di
cultades con las que se encuentran los diseadores
de lenguajes de esqueletos es el anidamiento de los mismos  Como se vio en
la Seccin   una gran cantidad de dichos lenguajes no permitan que los
esqueletos se anidaran debido a las di
cultades que ello entraa a la hora de
implementar los compiladores  Aquellos que s lo permiten suelen requerir
complejas y laboriosas tcnicas para hacerlo  As puede llegar a ser nece
sario tener que especi
car cmo se combina cada posible par de esqueletos
que soporte el sistema aunque algunos lenguajes como P

L proporcionan
soluciones bastante satisfactorias 
En principio en Eden la implementacin del anidamiento de esqueletos
es trivial puesto que los esqueletos son simples funciones y como tales pue
den combinarse a gusto del programador  Ahora bien aunque el anidamiento
pueda implementarse de forma trivial ello no quiere decir que la e
ciencia de
los programas obtenidos sea ptima ni mucho menos  En este aspecto Eden
sufre los mismos problemas que el resto de enfoques basados en esqueletos
puesto que no es fcil decidir cmo repartir los procesadores en presencia de
anidamientos  De hecho una importante rea de investigacin que se en
cuentra abierta actualmente pretende optimizar el reparto de procesadores
de forma automtica mediante combinaciones de modelos de coste si bien
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slo existen resultados satisfactorios para casos muy simples como el caso en
el que cada etapa de una tubera pueda ejecutarse en paralelo  Dicha situa
cin es fcil de optimizar pues slo hay que atacar a los cuellos de botella de
la tubera a las etapas ms costosas se les asignarn tantos recursos como
sea posible hasta que dejen de ser los cuellos de botella y a ninguna etapa
se le asignarn recursos que no contribuyan a reducir el tiempo de ejecucin
global 
Desde nuestro punto de vista la solucin al problema del anidamiento de
be pasar por una involucracin del programador en el reparto de los recursos
pues no creemos que en el caso general sea posible hacerlo automticamente 
Como ha podido apreciarse a lo largo del presente captulo los esqueletos
mostrados permiten especi
car cuntos procesadores quieren emplearse de
modo que cuando se tienen varios esqueletos el programador puede decidir
cmo repartirles los recursos  Desgraciadamente el control del que dispone se
limita a indicar cuntos procesos se quieren utilizar pero podra ser deseable
un control ms 
no 
En Fos se clasi
can en tres grupos las formas en las que se pueden
componer programas paralelos  secuencialmente  en paralelo y 
concurrentemente  Aplicando esta clasi
cacin a la composicin de esque
letos en el primer caso la computadora paralela se utiliza por esqueletos
distintos en diferentes momentos por lo que la optimizacin es trivial  En el
segundo caso la mquina se divide en dos o ms subconjuntos disjuntos de
procesadores y a cada esqueleto se le asigna uno de dichos subconjuntos  El
ltimo caso es similar al segundo salvo por el hecho de que los subconjuntos
pueden no ser disjuntos  Las construcciones actuales de Eden no permiten
dividir en subconjuntos los procesadores disponibles si bien estamos pen
sando en aadir un mecanismo similar al de los communicators de la librera
MPI que permite que a cada subconjunto de procesadores se le asigne un
identi
cador de grupo siendo all el identi
cador del conjunto completo de
procesadores  Si incorporsemos esta caracterstica bastara con aadir al
operador $ de lanzamiento de procesos un parmetro opcional g el identi

cador del grupo de modo que se garantizara que el nuevo proceso se lance
dentro del subconjunto de procesadores g 
Siendo ms precisos extenderamos el lenguaje con un nuevo tipo abs
tracto prede
nido Commm que represente los comunicadores  Cada valor de
dicho tipo contendr la lista de procesadores que forman parte del bloque 
El tipo debe proporcionar un elemento distinguido allPEs que contenga to
dos los procesadores disponibles  Asimismo sern necesarias funciones para
generar nuevos comunicadores  El siguiente conjunto de funciones sera su

ciente para nuestros objetivos
allPEs    Comm
sizeComm    Comm  Int
splitCommAt    Int  Comm  Comm Comm
splitCommRel    Float  Comm  Comm Comm
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La funcin sizeComm devolver el nmero de procesadores que forman parte
del comunicador que se le pase como parmetro  La funcin splitCommAt
genera dos nuevos comunicadores a partir de uno inicial donde su primer
parmetro indica cuntos procesadores se quieren asignar al primer comu
nicador de modo que el resto de procesadores se asignen al segundo  Por
ltimo la funcin splitCommRel es igual a la anterior salvo por el hecho
de que la divisin en comunicadores no se realiza en valores absolutos sino
relativos por ejemplo si el primer parmetro es 	 la cuarta parte de los
procesadores se asignarn al primer comunicador y las restantes tres cuartas
partes al segundo  Ntese que los comunicadores deben tener siempre al me
nos un procesador pues de lo contrario no podran ejecutar ninguna tarea 
Por dicho motivo al realizar las divisiones habr que garantizar que al menos
se asigna un procesador a cada parte lo cual implica que si el comunicador
original slo dispona de un procesador entonces los dos nuevos comuni
cadores debern compartir el mismo nico procesador  La implementacin
completa del tipo necesario para los comunicadores es la siguiente
newtype Comm  Comm Int  lista de procesadores
allPEs    Comm
allPEs  Comm 		noPe
sizeComm    Comm  Int
sizeComm Comm xs  length xs
splitCommAt    Int  Comm  Comm Comm
splitCommAt n cComm xs
 sizeComm c  n  Comm xs Comm xs
 sizeComm c    Comm init xs Comm last xs
 otherwise  cc
where xsxs  splitAt n xs
splitCommRel    Float  Comm  Comm Comm
splitCommRel f c  splitCommAt n c
where s  fromInt sizeComm c
n  round sf
Con este nuevo tipo disponible podra de
nirse un nuevo operador de lan
zamiento de procesos que tuviera en cuenta el comunicador en el que quiere
lanzarse el proceso
    Process a b  a  Comm  b
de modo que el operador  original se rede
nira trivialmente en funcin del
nuevo operador
p  x  p  x allPEs
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Para poder anidar esqueletos utilizando el mecanismo de los comunicadores
sera su
ciente rede
nir todos los esqueletos aadindoles un parmetro ex
tra que represente el comunicador en el que se ejecutarn y utilizar dicho
parmetro en todos los lanzamientos de proceso que se produzcan en el es
queleto  Por ejemplo en el caso de la versin ms simple de map bastara
con rede
nirla como sigue
mapnaive    Transmissible a Transmissible b 
Comm  a  b  a  b
mapnaive c f xs  process y  f y  x c  x  xs

using
 spine
Una vez que los esqueletos disponen de un comunicador la composicin de
esqueletos slo necesita pasar a cada esqueleto el comunicador adecuado
previo cmputo de cul es el mejor reparto de procesadores 
A modo de ejemplo reconsideremos el problema de la Seccin    en
el que se calculaban las fuerzas existentes entre un conjunto de partculas 
Supongamos que queremos extenderlo para que no trabaje sobre un nico
conjunto de partculas sino que queremos que reciba varios conjuntos de par
tculas y que para cada uno de ellos no slo compute las fuerzas que existen
entre ellas sino que tambin utilice las fuerzas calculadas para efectuar otro
tipo de cmputos posteriores  Este problema podra resolverse mediante una
tubera de dos etapas en la que la primera etapa fuera un anillo y la segun
da un map  Para cada conjunto de datos de entrada a la tubera el anillo
calculara las fuerzas existentes y el map usara dichas fuerzas para calcular
por ejemplo cul sera el tiempo que aguantara cada partcula sin destruirse
bajo la fuerza calculada 
Suponiendo que sabemos que la primera etapa requiere  veces ms tiem
po de cmputo que la segunda etapa y suponiendo que queremos reservar
dos procesadores para los procesos principales de cada etapa la combinacin
de esqueletos se expresara del modo siguiente
newForcess particless  pipe cp ring cr 			  maprw cm 			 
cp crest  splitCommAt  allPEs
cr cm  splitCommRel 	 crest
Para que el mecanismo descrito pueda llevarse a la prctica slo es nece
sario introducir dos modi
caciones en el RTS de Eden  introducir tablas
en las que por cada comunicador se almacene la lista de procesadores que lo
componen y  modi
car las estrategias de ubicacin de procesos de modo
que cuando se cree un nuevo proceso se garantice que se crea dentro del
comunicador adecuado 
	 	 Esqueletos en Eden
	 Conclusiones
Hemos mostrado que el lenguaje Eden permite la implementacin con
cisa y sin embargo e
ciente de esqueletos bien conocidos  Como prueba
de tal concisin los algoritmos que aparecen en este trabajo ocupan cada
uno unas pocas lneas lo cual con
rma la utilidad de Eden como lenguaje
de sistema para la creacin de esqueletos  Como se ha visto a lo largo del
captulo hay dos caractersticas de Eden que merece la pena resaltar para
desarrollar esqueletos verstiles y e
cientes
  La existencia del proceso reactivo merge que permite un reparto de
carga ptimo en presencia de granularidades no homogneas 
  La existencia de canales dinmicos que permite implementar cualquier
topologa de interconexin entre procesos 
Estas dos construcciones con
eren al lenguaje el su
ciente bajo nivel como
para ser un lenguaje de sistema pero sin necesidad de perder el alto nivel de
abstraccin propio de un lenguaje funcional  De hecho el nodeterminismo
de merge no suele contaminar el exterior de los esqueletos  Por su parte
aunque los canales dinmicos puedan considerarse construcciones de bajo ni
vel y su empleo directo pueda parecer complejo hemos visto que en la prc
tica slo se utilizan para implementar especi
caciones realizadas en el propio
lenguaje utilizando abstracciones y concreciones de procesos existiendo una
metodologa que dirige el modo de llevar a cabo dichas implementaciones 
Ntese que en el tipo de ninguno de los esqueletos que se han mostrado
aparece el constructor de tipos Process  Gracias a ello el programador Eden
podr escribir sus programas paralelos sin ms que invocar a determinados
esqueletos pasndoles como parmetros simples funciones Haskell  Por tanto
no necesitar utilizar abstracciones ni concreciones de procesos ni mucho
menos el proceso merge o los canales dinmicos consiguindose as un alto
grado de abstraccin 
Cabe destacar que el nico lenguaje funcional paralelo perezoso en el que
se ha implementado una librera de esqueletos es Eden los lenguajes que co
mo GpH no incluyen el concepto de proceso no permiten crear estructuras
de procesos controlables por el programador y los lenguajes como Caliban
que s incluyen tal concepto deben decidir en tiempo de compilacin la to
pologa de comunicaciones a crear restringiendo notablemente la capacidad
expresiva de los mismos slo se ha implementado el esqueleto map  Adems
ninguno de ellos tiene facilidades reactivas 
Comparado con los lenguajes basados en esqueletos la capacidad expre
siva de Eden es muy superior al permitir de
nir cualquier nuevo esqueleto
fcilmente  El conjunto de esqueletos que suministran los lenguajes conven
cionales suele ser muy restringido y por ejemplo en ninguno se proporciona
un esquema de rami
cacin y poda ni topologas en anillo o rejilla  Por otra
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Esqueletos Anida Topologas Nuevos Distribuir streams Reactivo Lenguaje
miento dinmicas esqueletos datos cmputo
P

L S S No Modi
car S No No C
compilador
PMLS S S No Modi
car S S No ML
compilador
Skil S No S C # MPI S S S C extendido
GpH No  S  No S No Haskell
Caliban map  No Caliban S S No Haskell
Eden S S S Eden S S S Haskell
Figura 	  Comparacin de lenguajes paralelos basados en esqueletos o
funcionales paralelos
parte en la mayora de lenguajes de esqueletos es necesario que la estructu
ra de procesos se conozca en tiempo de compilacin por lo que no pueden
describir topologas dinmicas  Adems suelen restringir tambin el tipo de
paralelismo que explotan  Por ejemplo dado que P

L no posee ningn tipo
de estructuras dinmicas no permite explotar paralelismo de tipo stream 
La Figura 	  resume las caractersticas de que disponen tanto los len
guajes basados en esqueletos ms signi
cativos como los lenguajes funcio
nales paralelos ms relevantes  Puede apreciarse que todos los lenguajes
salvo Eden carecen de alguna caracterstica que les hace perder capacidad
expresiva a la hora de escribir programas paralelos  Slo Skil proporciona
casi todas las caractersticas examinadas pero lo consigue a expensas de
permitir que se desarrollen nuevos esqueletos usando lenguajes de bajo nivel
C#MPI as como prohibiendo el anidamiento de esqueletos  Por contra
Eden es el nico capaz de reunir en un nico lenguaje una gran capacidad
expresiva y un alto nivel de abstraccin 
Cap tulo 
Aplicaciones paralelas
El contenido de la primera parte del presente captulo que muestra un
conjunto de aplicaciones desarrolladas en Eden es completamente original de
esta tesis y ha sido publicado en KPR  PR  LOP
 
  La segunda
parte del captulo contiene una comparacin de los resultados obtenidos al
implementar un mismo conjunto de aplicaciones en tres lenguajes funcionales
paralelos distintos  El trabajo de comparacin se realiz entre tres personas
una por cada lenguaje de modo que la parte original de la segunda seccin
se restringe a la concerniente al lenguaje Eden  An as se incluye la com
paracin completa con el objetivo de poder comparar el trabajo del autor
de la tesis con el de otros investigadores del mismo rea  El trabajo expuesto
en la segunda parte del captulo ha dado lugar al artculo LRS
 
  

 Introduccin
A diferencia del captulo anterior en el que utilizbamos Eden como len
guaje de sistemas en el presente captulo mostraremos ejemplos de uso de
Eden como lenguaje de desarrollo de aplicaciones  Comenzaremos mostran
do un conjunto de programas paralelos escritos en Eden y que utilizan los
esqueletos que de
nimos en el captulo anterior  Para cada uno de ellos
describiremos el problema mostraremos el cdigo fuente relevante e inclui
remos las aceleraciones reales obtenidas en mquinas paralelas del tipo Beo
wulf RBMS 
La segunda parte del captulo est dedicada a comparar la programacin
en Eden con la programacin en otros dos de los lenguajes funcionales parale
los ms relevantes en estos momentos PMLS y GpH  El objetivo es comparar
la e
ciencia de las aplicaciones desarrolladas la capacidad expresiva de los
lenguajes la facilidad de uso y la portabilidad  Para ello se utilizarn tres
ejemplos tpicos de algoritmos paralelos que se han implementado en los tres
lenguajes 
	
 Programacin en Eden 		

  Programacin en Eden
En esta seccin se muestran los resultados obtenidos para varios ejemplos
que utilizan los esqueletos del captulo anterior  Para cada ejemplo se in
cluirn tanto aceleraciones reales como predicciones de los modelos de coste 
Las medidas se han llevado a cabo en un Beowulf de 	 procesadores del
que dispone la universidad de St  Andrews  Cada uno de sus nodos es un
Pentium II a MHz con MB de RAM y con sistema operativo Linux
RedHat    Por lo que respecta a la interconexin de los nodos se lleva a
cabo mediante un switch full duplex fast Ethernet Mb"s CISCO G
siendo la latencia del sistema    s  Dicho Beowulf es un entorno pa
ralelo de bajo coste por lo que es una arquitectura de destino deseable para
Eden pero tambin es una arquitectura con altas latencias por lo que es un
reto para un lenguaje distribuido de alto nivel como Eden 
Aunque el Beowulf dispone de  procesadores no es posible utilizarlos
todos a la vez debido fundamentalmente a con ictos con otros usuarios 
Por ello nuestras medidas suelen utilizar slo la mitad de los procesadores
siendo  el nmero mximo de procesadores que hemos usado en alguno de
los experimentos 
El mtodo seguido en todos los experimentos ha sido el mismo  La com
pilacin siempre se ha realizado con todas las optimizaciones activadas para
obtener el mejor cdigo posible y siempre se ha utilizado la misma libre
ra de paso de mensajes PVM     Se han realizado medidas para todo
nmero de procesadores menor o igual al mximo disponible efectuando al
menos  ejecuciones por cada nmero de procesadores  Por cada nmero de
procesadores se extrae la media de las medidas realizadas eliminando los
resultados que sean muy irregulares con el 
n de aislarnos de interferencias
de otros usuarios o de procesos del sistema operativo 
En todos los ejemplos mostraremos gr
cas de aceleraciones relativas a
la versin paralela ms rpida con  procesador  No usaremos aceleracio
nes absolutas para ignorar los sobrecostes del RTS de Eden que an no ha
sido completamente optimizado  En general la versin paralela con un pro
cesador es aproximadamente un ! ms lenta que la ejecucin secuencial
pura 
 Conjuntos de Mandelbrot
Descripcin del problema
Los conjuntos de Mandelbrot vase e  g  Bra se utilizan para generar
fractales como el de la Figura    Por cada pxel de la pantalla es necesario
calcular su color que se corresponde con su distancia al conjunto de Man
delbrot  Dicho color depender de las coordenadas y se calcular iterando
una funcin hasta que o bien se obtenga una aproximacin su
cientemente
buena o bien se alcance un nmero mximo de iteraciones  en nuestras
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Figura   Ejemplo de salida del programa de Mandelbrot
medidas  As pues para algunos pixels es su
ciente realizar unas pocas
iteraciones mientras que para otros harn falta  iteraciones  El ncleo
del algoritmo secuencial es el siguiente
mandel sizeX sizeY  map aPixelOfMandel range sizeXsizeY
aPixelOfMandel xy  iterate firstAprox xy 
iterate v its
 its  maxIts  goodAprox v  extractColor v
 otherwise  iterate nextAprox v its
Algoritmo paralelo
Dado que el cmputo de cada pxel puede realizarse en paralelo puede
utilizarse el esqueleto map  Ahora bien para incrementar la granularidad de
las tareas asignaremos una lnea completa de la pantalla a cada tarea en
lugar de un nico pxel 
El algoritmo es altamente paralelo pues todos los cmputos son com
pletamente independientes y por tanto la relacin cmputocomunicaciones
es muy buena  Pero desgraciadamente la complejidad de las tareas es muy
variable como ya se anticip en la descripcin del problema  Por tanto
paralelizaciones ingenuas del problema pueden conducir a malos repartos de
carga que degraden la aceleracin obtenida  Por ejemplo si simplemente
dividimos la pantalla en p regiones siendo p el nmero de procesadores y
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Figura   Aceleraciones para conjuntos de Mandelbrot
utilizamos un proceso para cada una de las regiones no podemos garanti
zar un reparto de carga equitativo  Adems es sabido que los pixels que
requieren ms cmputo suelen estar prximos entre s por lo que no es re
comendable asignar a un mismo procesador zonas vecinas entre s  Puede
utilizarse la implementacin mapfarm pero en ese caso habr que tener
mucho cuidado a la hora de elegir las funciones shuffle y unshuffle pues
las aceleraciones variarn drsticamente dependiendo de ellas  Por si fuera
poco las aceleraciones dependern del conjunto de Mandelbrot concreto que
se calcule y para conjuntos distintos pueden convenir distintas funciones de
reparto  Por todo lo anterior la solucin ms inteligente es el empleo de la
implementacin maprw ya que equilibra el reparto de carga por s misma 
Los cambios necesarios en el cdigo fuente son slo los siguientes
mandel sizeX sizeY  maprw  oneLineOfMandel sizeY 		sizeX
oneLineOfMandel sizeY x  map aPixelOfMandel range xxsizeY
donde el primer parmetro de maprw indica que a partir de  procesadores
es mejor que el proceso principal no comparta su procesador con un proceso
trabajador 
Resultados obtenidos
Hemos generado un conjunto de Mandelbrot para una pantalla de 
 pixels siendo el tiempo de ejecucin secuencial  segundos  La 
gura
  muestra los resultados obtenidos tanto con maprw como con mapfarm 
En el caso de mapfarm hemos empleado dos estrategias distintas para re
partir tareas entre procesos  La primera estrategia simplemente divida la
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pantalla en tantas regiones como procesadores hubiera pero nos condujo a
un mal reparto de carga con el que slo se lleg a una aceleracin de  
con  procesadores  La otra estrategia asignaba las lneas i n  psimas
al procesador isimo siendo p el nmero de procesadores y obtuvo unos
resultados muy prximos a los de maprw con una aceleracin de 	  frente
a los   de maprw 
Las medidas con
rman que el esqueleto maprw es el ms apropiado para
este problema al igual que lo ser para cualquier otro en el que las granula
ridades sean variables  Aunque los sobrecostes de maprw sean ligeramente
superiores que los de mapfarm la aceleracin absoluta que se obtiene es
mayor debido al reparto ptimo de la carga  Ntese que mapfarm puede
acercarse a maprw con elecciones apropiadas de unshuffle y shuffle pero
esto no slo implica ms trabajo por parte del programador sino que puede
depender del problema de entrada del programa  Adems en caso de que
la mquina paralela est siendo compartida con otros usuarios el compor
tamiento de mapfarm se ver muy afectado al no poder equilibrar la carga
mientras que maprw se adaptar para extraer el mximo partido de los tiem
pos de CPU que se le asignen  Por ello en el resto de ejemplos usaremos
slo maprw descartando mapfarm 
Ntese tambin que las predicciones efectuadas para maprw son bas
tante precisas y que la escalabilidad es bastante buena  Para facilitar la
exposicin tanto en esta aplicacin como en las siguientes simpli
caremos
el modelo de coste de los trabajadores replicados colapsando parmetros de
modo que la expresin que de
ne el tiempo paralelo sea ms manejable y
slo distinga los costes que son proporcionales al nmero de procesadores p
de los que son 
jos
t
p
 
t
sec
p
 p  c

 c

En nuestro caso el coste c

es muy pequeo pues es slo de   segundos
que es el tiempo necesario para crear un proceso y enviarle una tarea  La
principal ine
ciencia est en el coste c

 que es de   segundos  Dicho
cuello de botella se debe a la necesidad de combinar adecuadamente los
resultados enviados por los trabajadores de modo que pueda generarse la
gr
ca deseada  En el caso de mapfarm no proporcionamos predicciones
debido a que el modelo de coste supone que las granularidades de las tareas
deben ser regulares y ello no es cierto para los conjuntos de Mandelbrot 
 Trazador de rayos
Descripcin del problema
El programa raytracer calcula una imagen bidimensional a partir de una
escena con objetos tridimensionales y a partir de la posicin de la cmara 
Para ello traza todos los rayos posibles a travs de una ventana bidimensio
nal perpendicular a la direccin de orientacin de la cmara  La resolucin
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Figura   Escena utilizada por el trazador de rayos
de la ventana viene dada a travs de un parmetro que indica el nmero de
pixels de cada lnea  Al trazar un rayo se calculan las intersecciones con los
objetos  Cuando se encuentra una interseccin se re eja el rayo y el color
del punto de interseccin se calcula a partir de la fuerza del rayo y de la
textura del objeto interceptado 
El programa original proviene del banco de programas de Impala Imp
y fue traducido a Haskell por el grupo que desarrolla GpH  El cdigo fuente
del ncleo del programa Haskell se muestra a continuacin  La funcin ray
toma como parmetros el tamao de la ventana en las dimensiones x e y
y la escena world que est formada por una lista de esferas  El cmputo a
realizar se estructura con dos maps anidados donde el ms externo trabaja
sobre lneas de la ventana mientras el interno aplica la funcin tracepixel
a cada punto de la ventana 
ray    Int  Int  Sphere  Int Int Vector
ray x y world  map doline world sizesy
where doline    Int  IntInt Vector
doline world i  map  j  ij f world i j sizesx
sizesx  		x
sizesy  		y
f world i j  tracepixel world lights i j firstray scrnx scrny
firstray scrnx scrny  camparams x y
  Aplicaciones paralelas
0
5
10
15
20
25
30
0 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30
sp
ee
du
p
number of PEs
ray_rw
predicted
linear speedup
Figura   Aceleraciones del trazador de rayos
Algoritmo paralelo
Dado que los cmputos de todos los pixels son independientes entre s
podemos aplicar el esqueleto map  Al igual que en el caso de los conjuntos
de Mandelbrot para incrementar la granularidad cada tarea calcular los
impactos de una lnea completa  Ahora bien dado que todas las tareas ne
cesitarn conocer la escena a trazar es absurdo que haya que enviar dicha
escena cada vez que se asigna una nueva tarea a un proceso  Por ello uti
lizaremos la versin del esqueleto map que incorporaba un parmetro extra
para estructuras de datos 
jas y compartidas por todas las tareas  Ms con
cretamente utilizaremos la versin basada en trabajadores replicados para
garantizar un buen reparto de la carga  La modi
cacin del cdigo fuente es
trivial
ray x y world  maprwF  world doline sizesy where 			
Resultados obtenidos
Las aceleraciones que se muestran en la Figura   han sido obtenidas
para una imagen de    pixels con una escena formada por 	 es
feras vase la Figura   y su tiempo de ejecucin secuencial fue 	 
segundos  Como era de esperar los resultados obtenidos son muy satisfacto
rios ya que el problema es altamente paralelo  Adems el modelo de coste
predice acertadamente las aceleraciones  En este caso y utilizando de nuevo
el modelo simpli
cado
t
p
 
t
sec
p
 p  c

 c

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observamos que c

vuelve a valer   segundos pues las tareas a realizar
por cada procesador son bsicamente las mismas que en el problema anterior
crear un proceso y enviarle una tarea inicial  Al igual que con los conjuntos
de Mandelbrot la principal ine
ciencia es un cuello de botella secuencial de
  segundos debido a la combinacin de los resultados obtenidos por los
trabajadores 
	 Suma de nmeros de Euler
Descripcin del problema
El nmero de Euler de un valor x dado es el nmero de enteros menores
que x que son primos relativos con respecto a x  La suma de los nmeros de
Euler consiste en calcular la suma de los nmeros de Euler de los n primeros
naturales  La versin secuencial es trivial
sumEuler    Int  Int
sumEuler n  sum map euler nn		
euler    Int  Int
euler x  length filter relprime x 		x
Este sencillo programa ha sido propuesto recientemente en TLP para
comparar los distintos estilos de programacin de diferentes lenguajes fun
cionales paralelos basados en Haskell por lo que merece la pena ver cmo se
implementara en Eden  Ntese que la lista de nmeros se genera de mayor
a menor  El motivo es que la versin original fue propuesta para el len
guaje GpH en el que si se genera la lista de menor a mayor se degrada la
e
ciencia de la versin paralela  En el caso de Eden es irrelevante el orden
de generacin de los nmeros as que mantenemos el orden de la versin
original 
Algoritmo paralelo
El problema encaja perfectamente en el esquema map  reduce vase la
Seccin 	   pues primero se aplica un map con la funcin euler para luego
sumar todos los resultados obtenidos  Dado que sum es un caso particular
de fold la utilizacin del esqueleto genrico ser muy simple  Adems la
lista de tareas puede calcularse de modo trivial en cada trabajador con lo
que se reducirn las comunicaciones  As pues la paralelizacin simplemente
requiere cambiar la de
nicin de sumEuler del siguiente modo
sumEuler    Int  Int  Int
sumEuler th n  mapreduceas th euler   nn		
donde el parmetro th indicar a partir de cuntos procesadores interesa
que el proceso principal no comparta procesador con un trabajador  Dado
  Aplicaciones paralelas
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Figura   Aceleraciones obtenidas para los nmeros de Euler
que la granularidad de la funcin euler depende directamente de su valor
de entrada ser importante tener cuidado a la hora de distribuir las tareas
entre procesadores  La granularidad se decrementa a medida que el valor de
entrada es menor por lo que lo razonable es emplear un reparto roundrobin
que evite que a un procesador le toquen ms tareas costosas que a otros 
Resultados obtenidos
La Figura   muestra los resultados obtenidos utilizando tanto la versin
mapreduceas como la mapreducepm usando  como valor de entra
da y siendo el tiempo de ejecucin secuencial   segundos  El valor usado
para el parmetro th ha sido   Puede apreciarse que la escalabilidad de la
primera es bastante buena dado que hemos reducido las comunicaciones al
mnimo la principal imperfeccin en la paralelizacin ser el tiempo necesa
rio para que el proceso principal cree e inicialice al resto de procesos que es
de   segundos por cada procesador  As pues en el modelo simpli
cado
t
p
 
t
sec
p
 p  c

 c

tendremos que c

vale   segundos mientras que c

ser despreciable
ya que el nico cmputo secuencial consiste en una suma de p elementos 
Por lo que respecta a la versin que usa mapreducepm existe un cuello de
botella secuencial de   segundos debido a que el proceso principal tiene
que enviar  tareas  A partir de la gr
ca resulta obvia la importancia
que tiene minimizar las comunicaciones 
Ntese que a diferencia de los resultados obtenidos en los ejemplos ante
riores las gr
cas no son completamente regulares  Esto se debe a que ahora
 Programacin en Eden 
no se utiliza el esquema de trabajadores replicados para equilibrar la carga
por lo que el algoritmo es ms sensible a nmeros concretos de procesadores
as como a breves interferencias por parte de otras aplicaciones tanto de
otros usuarios como del propio sistema operativo 

 Algoritmo de Karatsuba
Descripcin del problema
El algoritmo de Karatsuba KO	 calcula el producto de dos enteros de
longitud arbitraria  Para ello utiliza un enfoque divide y vencers  Siendo n
la longitud de los enteros en su base de representacin fsica la complejidad
del algoritmo ingenuo es On

 mientras que el algoritmo de Karatsuba tiene
una complejidad On
log


 
Si queremos multiplicar dos enteros x e y representados en base b el
algoritmo funciona del modo siguiente
  Sea n la mitad de la longitud del nmero ms largo de entre x e y 
  Sean x

  xb
n
 x

  xmod b
n
 y

  yb
n
e y

  ymod b
n
 
  Sea u   x

 y

 v   x

 y

 w   x  x  y  y 
  Entonces el producto es u  b
n
 w  u v  b
n
 v 
Ntese que para obtener x

 x

 y

e y

no ha sido necesario realizar ninguna
divisin sino que ha sido su
ciente cortar las listas que representan a x y a
y  Anlogamente el producto por b
n
y por b
n
no necesita multiplicaciones
sino slo aadir ceros a las representaciones de los enteros largos  Por tanto
slo son necesarias tres multiplicaciones es decir el problema de partida
se divide en tres subproblemas  Dado que el tamao de cada uno de los
subproblemas es la mitad del original y la complejidad de la combinacin de
los subresultados es On tenemos que la complejidad total del algoritmo es
On
log


 
Algoritmo paralelo
Este algoritmo encaja en el esquema divide y vencers pero ntese que
la granularidad de las tareas puede ser variable debido a que los tamaos
de los enteros pueden ser muy distintos  Por ejemplo si uno de los enteros
es de tamao  y el otro es de tamao  generaremos tres problemas
uno con enteros de longitudes  y  y otros dos con ambos enteros de
tamao   La implementacin del algoritmo de Karatsuba en trminos del
esqueleto divide y vencers es la siguiente
type MyInteger  Int
kara    Int  Int  MyInteger  MyInteger  MyInteger
  Aplicaciones paralelas
kara is is  dc trivial multSeq split combine isis
trivial isis  limit  min length is length is
split isis  isaisaisbisb
addSeq isa isbaddSeq isa isb
where ldiv  max length is length is 
div
 
isbisa  splitAt ldiv is
isbisa  splitAt ldiv is
combine isis uvw  result
where ldiv  max length is length is 
div
 
us  replicate ldiv   u
wuvs  subSeqS w addSeq u v
wuvs  replicate ldiv   wuvs
result  addSeqS addSeq us v wuvs
donde las funciones no mostradas son simples funciones Haskell que im
plementan las sumas restas y productos secuenciales addSeq subSeqS y
multSeq 
Resultados obtenidos
Hemos probado tanto la versin dcrw como la dcnaive sobre el mismo
problema de entrada  El tiempo de ejecucin secuencial de  segundos 
La Figura  	 muestra tanto las aceleraciones predichas como las obtenidas
realmente  Como era de esperar la versin ingenua del esqueleto no slo es
peor sino tambin mucho ms irregular que la otra  La versin ingenua tiene
ms sobrecostes debido a que crea ms procesos pero la principal razn de
su peor e
ciencia es el mal reparto de carga que se produce  Ntese que la
prediccin realizada para dcrw es bastante aproximada al comportamien
to real mientras que no proporcionamos ninguna prediccin para la versin
ingenua debido a que no disponemos de ningn modelo de coste su
ciente
mente bueno 
 Problema del viajante
Descripcin del problema
El problema del viajante es un problema NPcompleto clsico que requie
re calcular caminos mnimos en un grafo  Partiendo de una ciudad concreta
un viajante de comercio debe visitar un conjunto de ciudades y volver a la
ciudad de origen de modo que el tiempo empleado en realizar el recorrido
completo sea mnimo  El conjunto de caminos que conectan unas ciudades
con otras se da como parmetro de entrada as como el tiempo necesario
para recorrer cada uno de dichos caminos  Ntese que el problema slo tiene
 Programacin en Eden 	
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Figura  	 Aceleraciones del algoritmo de Karatsuba
sentido cuando el grafo generado por el conjunto de caminos es conexo pues
de lo contrario sera imposible realizar el recorrido pedido 
Algoritmo paralelo
Existen muchas soluciones a este problema  Aqu utilizaremos dos de
ellas ambas basadas en el esquema de rami
cacin y poda  La primera
solucin es la clsica propuesta en HS donde en cada paso se extiende
un camino parcial con un nuevo vrtice  Para calcular la cota inferior de un
camino parcial se emplea un algoritmo voraz de coste On

 por lo que en
cada nodo se resuelve un problema On

 siendo n el nmero de vrtices 
En la versin paralela el rbol de bsqueda se divide inicialmente en
n  n  n   subrboles para lo cual basta descender tres niveles
en el rbol  A continuacin puede utilizarse el esqueleto rwBBnaive para
distribuir las tareas entre los trabajadores y para realimentarles con la mejor
cota superior obtenida hasta el momento por cualquiera de ellos
type Graph  Array IntInt Int  Adjacency matrix with costs
type Path  Int  A list of consecutive vertices
type Tour  IntPath  The integer is the tour cost
salesman    Int  Graph  Tour
salesman np g  minimum rwBBnaive np  g worker iniUB fst paths
where iniUB  			 cost of a non optimal solution
paths  ijk  i  		n j  		n  i
k  		n  ij
worker    Graph  PathInt  Tour
worker g pub  			  BB starting at p using ub to prune
  Aplicaciones paralelas
Ntese que utilizamos un prefetch de  con el objetivo de obtener la mejor
cota superior lo antes posible 
La segunda paralelizacin es una adaptacin del algoritmo de Little
LMSK	 siguiendo las indicaciones de Qui Captulo   Ahora ca
da nodo representa un conjunto de restricciones a los caminos alcanzables
desde l  Una restriccin puede consistir en incluir una arista o en excluirla 
La raz del espacio de bsqueda es el conjunto vaco de restricciones  Para
procesar un nodo debemos considerar todas las aristas aceptables una aris
ta es aceptable si no viola ninguna de las restricciones y adems existe al
menos un camino tras elegir dicha arista y calcular las cotas inferiores de
los problemas resultantes de excluir cada una de dichas aristas eligindose
la arista que incremente ms la cota inferior  Se generan dos nuevas tareas
la que tiene la restriccin de excluir la arista y la que la incluye  Dado
que el conjunto de aristas aceptables puede variar entre O y On

 y
el cmputo por cada una es On

 el cmputo de cada nodo variar entre
On

 y On

  Esto proporciona una buena granularidad para la versin
paralela  Adems este algoritmo permite podar muchos ms nodos que el
primer algoritmo expuesto  La implementacin en Eden utilizar el esqueleto
rwBB
type Edge  IntInt  Origin and destination
type Tour  IntEdge  The Int is the tour cost
newtype Task  MkT EdgeEdgeInt  Included and excluded edges
 and lower bound
salesman    Int  Graph  Tour
salesman np g  rwBB np  g worker iniUB lbf fst MkT c
where iniUB  			 cost of a non optimal greedy solution
lbf  MkTlblb
c  lowerBound g  
worker    Graph  TaskInt  Either Task Tour
worker g MkT includedexcludedlbub  			
Resultados obtenidos
A diferencia del resto de aplicaciones mostradas en este captulo los
resultados no se han obtenido con una arquitectura de tipo Beowulf sino
con una estacin de trabajo que dispone de cuatro procesadores UltraSparc
II a MHz  La estacin dispone de  MBytes de memoria compartida
y Mbyte de memoria cache por cada procesador  Aunque la arquitectura
dispone de memoria compartida la utilizaremos como si tuviera memoria
distribuida para obtener un comportamiento ms similar al que se obtendra
con una Beowulf  De hecho utilizaremos una implementacin de PVM sobre
TCP"IP en vez de sobre memoria compartida  La latencia de la arquitectura
bajo estas condiciones ser de  segundos 
La decisin de no emplear la arquitectura Beowulf se debe a problemas
tcnicos  El compilador actual de Eden no es completamente estable sino
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que an necesita que se lleven a trmino tareas de depuracin de su RTS que
an presenta errores para algunos problemas concretos  Para el problema
del viajante las ejecuciones realizadas en la mquina Beowulf fallaban en
tiempo de ejecucin debido fundamentalmente a problemas en la gestin
de memoria del RTS  Afortunadamente dicho fallo se produce slo en la
versin para arquitecturas Linux pero no en el caso de mquinas SUN por
lo que hemos podido medir la aceleracin en otra arquitectura siendo el nico
problema que la nueva arquitectura slo dispone de cuatro procesadores 
Como era de esperar en la Figura   puede apreciarse que las acele
raciones obtenidas con la versin ingenua son bastante pobres   con 
procesadores  El motivo no es un mal reparto de carga sino que el principal
problema radica en que el algoritmo paralelo computa muchos ms nodos que
el secuencial  Por su parte la versin que utiliza rwBB obtiene unas acelera
ciones bastante buenas   con  procesadores  El problema de entrada
que se ha utilizado est formado por un grafo de 	 nodos que representa
un caso promedio en el sentido de que la versin paralela no explora mu
chos ms nodos que la secuencial ni tampoco menos  Como es sabido las
aceleraciones en los problemas de rami
cacin y poda son muy sensibles al
problema particular que haya que resolverse  As hemos encontrado casos
en los que debido a cmputos especulativos en la versin paralela las ace
leraciones eran peores que las mostradas en la 
gura mientras que hemos
encontrado otros casos patolgicos en los que la aceleracin era superlineal 
Los resultados obtenidos son satisfactorios para cuatro procesadores pe
ro ser necesario esperar a poder utilizar mquinas con ms procesadores
para sacar conclusiones ms relevantes acerca de la escalabilidad de nuestra
solucin 
 Gradiente conjugado
Descripcin del problema
El gradiente conjugado vase e g  KGGK Captulo  es un mtodo
iterativo para encontrar soluciones aproximadas en sistemas de ecuaciones
en los que la matriz de coe
cientes sea de
nida positiva  En cada iteracin
del algoritmo se re
na la solucin actual x aplicando la funcin
xt   xt   stdt
donde d es el vector de direccin hacia la solucin y s es el tamao del paso
a realizar  Cada iteracin necesita realizar los siguientes cmputos
gt   Axt   b
dt   gt 
gt
T
gt
gt 
T
gt 
dt 
  Aplicaciones paralelas
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Figura   Aceleraciones del algoritmo del viajante
st   
dt
T
gt
dt
T
Adt
xt   xt   stdt
donde en la primera iteracin se inicializan a cero los vectores x d y
g mientras que g se inicializa con b 
El mtodo del gradiente conjugado garantiza que x converge en a lo sumo
n iteraciones siendo n el nmero de ecuaciones del sistema  Dado que la
complejidad de cada paso es On

 el coste total del algoritmo es On

 
Algoritmo paralelo
Este algoritmo es un ejemplo tpico de uso del esqueleto iterUntil est
formado por varias etapas iguales cada etapa puede paralelizarse y cada
etapa debe completarse totalmente antes de empezar la siguiente 
El algoritmo tiene una complicacin adicional con respecto a los algorit
mos tpicos de iteracin y es que cada etapa realmente est formada por
dos etapas paralelizables el producto de A por x y el de A por d  Dichos
productos son los ms costosos por lo que son los que deben paralelizar
se  Desgraciadamente no puede hacerse en un nico paso paralelo pues es
necesario conocer los resultados producidos por otros procesadores antes de
poder realizar el segundo producto  Para poder diferenciar ambas etapas en
el programa Eden bastar utilizar el tipo Either para saber en qu subeta
 Programacin en Eden 
pa nos encontramos cada vez  A continuacin se muestra el cdigo fuente
en el que puede apreciarse cmo se distinguen ambas etapas
type Input  MatrixVectorVectorVectorVector
type Task  Either Vector Vector  d or x
type SubResult  Either Vector Vector  Ad or Ax
type LocalW  MatrixVector  Ai and bi
type LocalM  VectorVectorVectorDoubleInt
 dgxggiterations left
gc    Int  Matrix  Vector  Vector
gc a b  gc a b ns b map negate b
where ns  replicate length b 
gc a b x d g  iterUntil split fit comb abxdg where
split    Input  Int  LocalWTaskLocalM
split abxdg np  splitIntoN np zip a b
replicate np Left d
dgxprVV g glength b
fit    LocalW  Task  SubResultLocalW
fit l t  fit l tl  The local data is always the same
fit aibi Right x  Right zipWith  prMV ai x bi  g
fit aibi Left d  Left prMV ai d  Ad
comb    LocalM  SubResult  Either Vector TaskLocalM
comb dgxggcont srsLeft  
 cont    Left newx
 otherwise  Right replicate np Right newx
dgnewxggcont
where ad  concat map theLeft srs
s  prVV d g  prVV d ad
newx  zipWith  x prEV s d
np  length srs
comb dgxggcont srsRight  
 Right replicate np Left newdnewdnewgxnumcont
where newg  concat map theRight srs
newd  zipWith  gds newg
num  prVV newg newg
gds  prEV num gg d
np  length srs
prEV e v  zipWith e v
prVV v v  sum zipWith  v v
prMV m v  zipWith prVV m repeat v
  Aplicaciones paralelas
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Figura   Aceleraciones del gradiente conjugado
Resultados obtenidos
La Figura   muestra las aceleraciones obtenidas para un sistema de
 ecuaciones cuyo tiempo de ejecucin secuencial es de 	 segundos 
El motivo de los malos resultados se debe a la baja proporcin cmputo
comunicaciones  Siendo n el nmero de ecuaciones y p el de procesadores
en cada iteracin el proceso principal debe comunicar Onp datos mientras
que el cmputo de cada trabajador es On

p  As pues slo se obtendrn
buenos resultados cuando se cumpla que n 	 p

  Por dicho motivo la
aceleracin para p    es bastante buena pero deja de serlo para valores
alrededor de  
En trminos de los modelos de coste el principal cuello de botella es el
coste t
PackI
que aparece en t
parent
  Dicho coste es proporcional al nmero
de procesadores pues el proceso principal debe empaquetar el mismo vector
para cada uno de los trabajadores y debe hacerlo en cada una de las I
iteraciones  En nuestro ejemplo concreto el nmero I de iteraciones es
 el tamao de los vectores es de  elementos y el sobrecoste por
cada procesador es de   segundos  Un segundo cuello de botella menos
importante es un cmputo secuencial de  segundos para generar el sistema
de ecuaciones al comienzo de la ejecucin 
La Figura   muestra un zoom del comportamiento paralelo habitual del
programa  Puede apreciarse claramente que se alternan fases de cmputo
secuencial en el padre y fases paralelas en los hijos  Ahora bien debido a
que el envo de datos por parte del padre es muy costoso y lento la reduccin
en la aceleracin resulta ms que notable 
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Figura   Simulacin Paradise del gradiente conjugado
 Producto de matrices
El producto de una matriz M de tamao m  n y de otra matriz M
de tamao n p produce como resultado una matriz M de tamao m p
donde cada Mij es el producto escalar de la 
la isima de M y la columna
jsima de M
prMMseq m m  prMMTr m transpose m
prMMTr m m  prVV row col col  m   row  m
prVV row col  sum zipWith  row col
Algoritmo paralelo
En principio cada elemento de la matriz resultante puede calcularse en
paralelo pero esto implicara una cantidad de comunicaciones excesiva  Para
poder paralelizar el algoritmo adecuadamente ser preciso obtener una buena
proporcin entre cmputo y comunicaciones 
Si las matrices son de tamao n  n y disponemos de p procesadores
deberan crearse slo p tareas mediante un map  Si cada tarea se responsabi
liza del cmputo de np 
las de la matriz resultante entonces el cmputo de
cada proceso sera On

p mientras que las comunicaciones de cada proce
so seran On

 debido a que sera necesario comunicar a todos los procesos
la segunda matriz completa  Aunque pueda parecer una buena proporcin
  Aplicaciones paralelas
Figura   Producto de matrices por bloques
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Figura   Producto de matrices con un map paralelo
entre cmputo y comunicaciones debe tenerse en cuenta que el proceso prin
cipal tendr que enviar una copia de la segunda matriz a cada uno de los
procesos trabajadores por lo que sus comunicaciones sern On

 p  Por
ello slo se obtendrn buenas aceleraciones si n	 p

  Ntese que la granu
laridad de las tareas es muy regular por lo que en la implementacin Eden
utilizaremos mapnaive
prMM    Matrix  Matrix  Matrix
prMM m m  concat out
where out  mapnaive uncurry prMMTr
zip splitIntoN noPe mrepeat transpose m
donde noPe representa el nmero de procesadores disponibles y splitIntoN
n xs divide xs en n sublistas de tamao casiigual 
Para reducir las comunicaciones puede utilizarse el algoritmo de Gentle
man Gen en el que cada proceso calcula una bloque rectangular de la
 Programacin en Eden 
matriz 
nal como se muestra en la Figura    Utilizando esta divisin
del trabajo los cmputos de cada proceso siguen siendo On

p pero sus
comunicaciones se reducen a On


p
p puesto que ahora no es necesario
recibir la segunda matriz completa  La implementacin de esta idea puede
realizarse utilizando una versin paralela de map pero eso implicara que el
proceso principal tendra que realizar On


p
p comunicaciones al co
mienzo del cmputo por lo que podra convertirse en un cuello de botella 
De hecho la simulacin Paradise de la Figura   muestra un cuello de
botella en el proceso principal que no da abasto para suministrar datos a
los  trabajadores existentes  Dicho cuello de botella representa la tercera
parte del cmputo por lo que no pueden esperarse buenas aceleraciones 
Una solucin mejor pasa por emplear una topologa en forma de toroide
de modo que inicialmente cada proceso slo reciba del padre un bloque de
cada matriz a multiplicar y posteriormente reciba el resto de bloques de
sus vecinos los bloques de la primera matriz se transmitirn de izquierda
a derecha en el toro mientras que los de la segunda matriz lo harn de
arriba a abajo  Con esta aproximacin se consigue que el proceso principal
slo realice On

 comunicaciones  Ntese que hay una gran diferencia entre
On


p
p y On

 pues en el segundo caso las comunicaciones no dependen
del nmero de procesadores por lo que se mejora la escalabilidad  El nico
inconveniente de la solucin que utiliza el toroide es que hace falta que el
nmero de procesadores sea un cuadrado perfecto 
El programa Eden necesita especi
car el tamao del toroide i e  b
p
pc
suministrar las funciones que dividen las matrices en bloques y que combinan
los bloques para obtener la matriz resultante y de
nir la funcin a utilizar en
cada proceso trabajador  Dicha funcin debe realizar una lista de productos
de bloques uno por cada par de bloques que reciba y sumarlos todos  El
nmero de productos realizados en cada nodo coincidir con el tamao del
toroide 
mult    Matrix  Matrix  Matrix
mult m m  torus torusSize split combine mult torusSize mm
where torusSize  floor 	 sqrt 	 fromInt noPe
combine  concat 	 map foldr zipWith  repeat 
split  			
 Function performed by each worker
mult    Int  MatrixMatrixMatrixMatrix 
MatrixMatrixMatrix
mult size smsmsmssms  resulttoRighttoBottom
where toRight  take size sm sms
toBottom  take size sm sms
sm  transpose sm
sms  zipWith prMMTr sm sms sm sms
result  foldl addMatrices sms
  Aplicaciones paralelas
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Figura   Aceleraciones del producto de matrices
donde split es una simple funcin Haskell que divide las matrices en bloques
vase la Figura   y los desplaza convenientemente para que encajen
adecuadamente en el toroide 
Resultados obtenidos
La Figura   muestra las aceleraciones obtenidas  Las medidas se rea
lizaron con matrices cuadradas de    siendo el tiempo de ejecucin
secuencial  segundos  Puede apreciarse que la escalabilidad de la ver
sin ingenua no es satisfactoria mientras que la del algoritmo que utiliza
el toroide es mucho mejor siendo el motivo de esta diferencia la relacin
cmputocomunicaciones 
La prediccin realizada para la versin ingenua se ajusta bastante bien
a los resultados reales  En este caso el parmetro dominante del modelo de
coste es t
packI
 pues se necesitan   segundos para empaquetar la segunda
matriz completa  Dado que este parmetro se multiplica por p en L
init
 a
medida que incrementa el nmero de procesadores se incrementan tambin
los sobrecostes  Es por ello que no slo no se mejora el tiempo de ejecucin
con muchos procesadores sino que incluso empeora a medida que aadimos
procesadores 
Las predicciones para la versin que usa el toroide tambin son bastante
precisas  Ahora bien fallan cuando el nmero de procesadores es un cua
drado perfecto  El motivo es muy simple el modelo de coste supone que
el proceso principal no comparte procesador con ningn proceso trabajador
pero eso no sucede en nuestras medidas cuando el nmero de procesadores
es un cuadrado perfecto  Si se quisiera podra modi
carse trivialmente el
 Programacin en Eden 	
modelo de coste para distinguir este caso 
La principal razn por la que la escalabilidad de la versin del toroide es
mejor nos la da el modelo de coste  En el toroide L
init
no depende de forma
relevante del nmero de procesadores pues t
packC
es proporcional a p  Por
tanto a medida que incrementa p disminuye el tamao de los bloques por
lo que las comunicaciones totales iniciales siguen siendo las mismas 
 Clculo de fuerzas entre n partculas
Descripcin del problema
Dado un conjunto de n partculas queremos calcular la fuerza global que
ejercen las dems partculas sobre cada una de ellas  El vector de fuerza f
i
que acta sobre cada partcula se de
ne mediante
f
i
 
n
X
j
F x
i
 x
j

donde F x
i
 x
j
 denota la atraccin o repulsin existente entre las partculas
x
i
y x
j
  Se considerar que para todo x
i
se cumple que F x
i
 x
i
    
Algoritmo paralelo
El problema puede paralelizarse empleando n tareas independientes ca
da una encargada de calcular la fuerza que acta sobre cada partcula  Con
el objetivo de obtener una granularidad ms razonable a cada tarea no se
le asignar el cmputo de fuerzas sobre una nica partcula sino sobre np
siendo n el nmero de partculas y p el nmero de procesadores  Para reducir
las comunicaciones del proceso padre en lugar de emplear un map parale
lo usaremos un anillo  Inicialmente el padre enviar a cada trabajador su
correspondiente conjunto de partculas que los trabajadores conservarn du
rante todo el cmputo  Cada trabajador calcular las fuerzas que se ejercen
entre s las partculas que se le han asignado  Posteriormente en cada ite
racin los trabajadores enviarn a su vecino el conjunto de partculas que
hayan recibido en la iteracin anterior y calcularn las fuerzas que ejercen
las nuevas partculas sobre su conjunto de partculas  Dichas fuerzas se su
marn a las ya calculadas en las iteraciones anteriores  El cdigo fuente es
el siguiente
force    Atom  ForceVec
force xs  ring noPe splitIntoN concat force np xs
force    Int  AtomAtom  ForceVecAtom
force np localins  totalouts
where outs  take np   local   ins
total  foldl f forcess
f acums news  zipWith addForces acums news
  Aplicaciones paralelas
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Figura   Aceleraciones para interacciones entre partculas
forcess  map faux ats local  ats  local ins
faux xs y  sumForces map forcebetween y xs
sumForces l  foldl addForces nullvector l
Resultados obtenidos
La Figura   muestra las aceleraciones obtenidas utilizando  par
tculas problema que requiere   segundos para su resolucin secuen
cial  Las comunicaciones totales de cada proceso son On mientras que
sus cmputos son On

p siendo n el nmero de partculas y p el de pro
cesadores  Puede apreciarse que hemos incluido dos conjuntos de medidas 
El primero de ellos se corresponde con la implementacin exacta que hemos
descrito en esta seccin  Aunque sus resultados son bastante buenos existe
un cuello de botella secuencial de   segundos debido a que el proceso prin
cipal debe enviar todas las partculas una a una a los procesos trabajadores
y las fuerzas calculadas por los trabajadores tambin deben recibirse una a
una  El problema est en el tipo de los canales de comunicaciones con los
hijos que es Atom por lo que debe emplearse un mensaje distinto por ca
da tomo que se transmita  El segundo conjunto de medidas se ha realizado
tras una modi
cacin trivial del cdigo fuente para que los canales sean de
tipo Atom donde la lista ms externa slo contiene una nica lista
splitIntoNl n xs  map   splitIntoN n xs
concatl xsss  concat map head xsss
force np xs  head ring np splitIntoNl concatl force np xs
force    Int  AtomAtom  ForceVecAtom
force np localins  totalouts where 			
 Comparacin con otros lenguajes funcionales paralelos 
De esta forma se consigue que el proceso principal enve todas las partculas
de cada hijo con un nico mensaje reducindose los tiempos de comunica
ciones hasta hacerse despreciables con respecto a los tiempos de cmputo 
Ahora la principal ine
ciencia desde el punto de vista de la paralelizacin
es el tiempo que necesita el proceso principal para crear un hijo y mandar
le los datos correspondientes que requiere tan slo   segundos por cada
procesador 
Como puede apreciarse en la Figura   la mejora obtenida con el uso
de listas de listas es ms que notable  Por dicho motivo el programador
Eden deber tener cuidado para no utilizar canales de tipo a cuando no
necesite realmente utilizar streams pues de lo contrario incurrir en graves
sobrecostes por tener que realizar demasiados empaquetamientos envos y
recepciones 

 Comparacin con otros lenguajes funcionales
paralelos
Recientemente en LRS
 
  hemos tenido la oportunidad de realizar
una comparacin detallada entre tres de los lenguajes funcionales paralelos
ms representativos del estado del arte PMLS GpH y Eden  PMLS vase
la Seccin    es una extensin con esqueletos map y fold del lenguaje
estricto ML mientras que GpH es una extensin paralela de Haskell que
permite al programador introducir anotaciones sobre paralelismo vase la
Seccin    
Para la comparacin se han elegido tres ejemplos un resolutor de sis
temas de ecuaciones linsolv un trazador de rayos y la suma de los n
meros de Euler  Dichos ejemplos se han implementado en cada uno de los
tres lenguajes utilizando en todos ellos la misma estructura para facilitar
las comparaciones  De hecho en el caso de GpH y Eden se ha reutilizado
el cdigo Haskell y slo se ha modi
cado el cdigo necesario para la espe
ci
cacin del paralelismo  La equidad en la comparacin se garantiza por
la participacin en el estudio de desarrolladores de los tres lenguajes  Ms
concretamente los programas y medidas en PMLS han sido desarrollados
por Norman Scaife y los de GpH por HansWolfgang Loidl 
El objetivo es comparar no slo la e
ciencia de los lenguajes sino tam
bin su capacidad expresiva facilidad de uso y portabilidad a distintas ar
quitecturas  Comenzaremos presentando los distintos ejemplos por separado
incluyendo para cada uno de ellos los resultados obtenidos en cada uno de los
lenguajes as como las di
cultades encontradas en su desarrollo  Posterior
mente presentaremos las conclusiones obtenidas tras el estudio comparativo 
En todas las medidas se ha utilizado la misma mquina paralela un
Beowulf de  procesadores del que dispone la universidad HeriotWatt de
Edimburgo  Cada uno de los nodos tiene un procesador Celeron a MHz
  Aplicaciones paralelas
kB de memoria cache MB de memoria RAM y un disco duro de
 GB  El sistema operativo de todos los nodos es Linux RedHat 	  y la
interconexin de los procesadores se realiza por medio de un switch fast Et
hernet a Mb"s siendo s la latencia del sistema  Aunque la mquina
paralela dispone de  procesadores las medidas se han realizado con slo
	 para no entrar en con ictos con otros usuarios 
	 LinSolv
Descripcin del problema
El algoritmo linsolv encuentra una solucin exacta a un sistema de
ecuaciones de la forma Ax   b donde A 
 Z
nn
 b 
 Z
n
  A diferencia
de otros algoritmos numricos que suelen producir una solucin aproximada
utilizando nmeros en coma  otante con una cierta precisin este algoritmo
encuentra la solucin exacta trabajando con enteros de longitud ilimitada 
Para calcular la solucin a un sistema de ecuaciones el algoritmo emplea
un enfoque de m	ltiples imgenes homom rcas  Este enfoque habitual en
el rea de lgebra computacional realiza los siguientes pasos
  Proyectar los datos de entrada sobre varias imgenes 
  Calcular la solucin en cada una de ellas 
  Combinar los resultados de las imgenes para obtener un resultado en
el dominio original 
En el caso de linsolv la estructura de la implementacin es la que se
aprecia en la Figura   
 
Los datos de entrada se proyectan mdulo dis
tintos nmeros primos se resuelve el sistema para cada primo y 
nalmente
se combinan los resultados aplicando el teorema chino de los restos CRA
vase Lip para una descripcin matemtica detallada del algoritmo  La
nica restriccin sobre cada primo es que el determinante de la matriz de
coe
cientes no debe ser cero mdulo el primo  Adems el nmero de im
genes necesarias depende del tamao de los datos de entrada  La estructura
principal del programa Haskell originalmente presentado en Loi es la
siguiente
linSolv    SqMatrix Integer   nxn matrix A
Vector Integer   n vector b
Vector IntegerIntegerInteger  n vector x  Axb
linSolv a b  x where
! Step  forward mapping "
			
 
El autor tanto de esta grca como la descripcin del algoritmo  es Hans	Wolfgang
Loidl  que amablemente me ha autorizado para reutilizarlas
 Comparacin con otros lenguajes funcionales paralelos 
! Step  Computation of solutions in Z p "
			
 Infinite list of hom	 solutions of axb in Zp
xList  map gethomSol primes
gethomSol    Integer  Integer
gethomSol p  p   modDet   pmx
where b  toHom p b
a  toHom p a
modDet  toHom p determinant a
pmx   toHom p determinant replaceColumn j a b 
 j  jLo		jHi 
iLojLoiHijHi  matBounds a
! Step  lifting via listbased CRA "
			
primeList  projection  xList  primes bases for the hom ims
detList  projection  xList  dets in all hom ims
det  snd listcra pBound primeList detList detList
xi i  snd listcra pBound primeList xiList detList
where xiList  projection i xList
 overall solution 
x  vector map xi 		n
			
La funcin toHom realiza la proyeccin sobre las imgenes mientras que
xList es una lista in
nita de los resultados en todas las imgenes  La fun
cin listcra combina los resultados de las imgenes aplicando el algoritmo
chino de los restos 
Este enfoque es apropiado para operaciones sobre enteros de longitud
ilimitada debido a que el dominio original es el conjunto de todos los posibles
enteros Z mientras que las imgenes homomr
cas estn en Z mdulo p
denotado Z
p
 donde p es un nmero primo  La ventaja se aprecia cuando
los nmeros de entrada son muy grandes y cada nmero primo cabe en una
nica palabra fsica  En ese caso la aritmtica en las imgenes se reduce a
simples operaciones con enteros cuyo resultado siempre cabe en una palabra
mquina por lo que no hay que pagar costes adicionales para mantener una
precisin ilimitada  Dichos costes slo volvern a aparecer cuando se aplique
CRA para combinar los resultados de las imgenes 
Algoritmo paralelo
Dado que tenemos que resolver el mismo problema en distintas imgenes
homomr
cas ello puede hacerse en paralelo  Ahora bien existen dos di

cultades en la paralelizacin  debe garantizarse que se calculan nuevos
resultados si alguno de los primos no es exitoso es decir si el determinante
de la matriz A mdulo dicho primo es cero y  deben evitarse cuellos de
  Aplicaciones paralelas
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Figura   Estructura del algoritmo linsolv
botella secuenciales en la fase 
nal de combinacin de resultados 
GpH La versin escrita en GpH simplemente asocia una estrategia a la
expresin principal del cdigo secuencial  Dicha estrategia es la siguiente
strat 
 res 
rnf noOfPrimes 
seq

parListN noOfPrimes parsolstrat xList 
par

parList rnf xs
where parsolstrat    Strategy Integer
parsolstrat   p modDet pmx  rnf modDet 
seq

if modDet   
then parList rnf pmx
else 
donde xList es una lista in
nita de tuplas que representan los resultados de
todas las imgenes homomr
cas asocindolas con el primo correspondiente 
La estrategia trata de adivinar el nmero de primos noOfPrimes que ser
necesario y utiliza la estrategia parListN para generar paralelismo sobre un
segmento de la lista xList  Cuando se detecta que uno de los primos no ha
sido exitoso por ser el determinante correspondiente cero listcra evaluar
ms resultados demandando un elemento ms de la lista  La estrategia

nal parList rnf x especi
ca que todos los elementos deben combinarse en
paralelo 
 Comparacin con otros lenguajes funcionales paralelos 
Eden La versin Eden inicial de este programa no fue desarrollada por el
autor de esta tesis sino por Ulrike Klusik si bien el doctorando modi
c
la versin Eden simpli
cndola notablemente y mejorando la obtencin de
paralelismo  El nico cambio necesario en el cdigo fuente es sustituir un
map por una versin paralela del mismo ms concretamente por una versin
basada en trabajadores replicados
xListall  maprwND gethomSol primes
xList  filter lucky xListall
donde maprwND es una variante nodeterminista de maprw ideada por Ulri
ke Klusik  La nica diferencia est en que la lista de resultados no se ordena
mediante sortMerge sino que se devuelve en el orden en el que se com
putara  En este caso es irrelevante qu resultados se han calculado antes
pues es su
ciente con saber que el nmero de resultados parciales es su

cientemente alto por lo que no necesitamos determinismo  Ntese que esta
versin es especulativa se realizan cmputos que no sean relevantes para el
resultado 
nal  A cada proceso se le envan nuevos primos en cuanto ter
mina su cmputo anterior y una vez recibido un primo puede comenzar a
resolver el sistema de ecuaciones mdulo dicho primo  En cuanto el gestor
principal recibe la su
ciente cantidad de soluciones no necesita ms por lo
que pueden descartarse los trabajos que estn realizando todos los trabaja
dores en ese momento que habrn resultado intiles  Ntese que slo se
realiza trabajo especulativo al 
nal del cmputo en la ltima tarea asignada
a cada procesador  As pues dichos cmputos no hacen perder tiempo de
proceso pues slo se realizan cuando no haba disponible ninguna otra tarea
noespeculativa 
PMLS La principal di
cultad en PMLS est en el manejo de los primos
no vlidos  Dado que SML es un lenguaje estricto no es posible demandar
nuevos primos durante la evaluacin del esqueleto map  La solucin empleada
en PMLS consiste en iterar la fase de generacin de imgenes hasta que el
nmero de primos vlido sea correcto  La estructura bsica del programa
PMLS es la misma salvo por el hecho de que se aade dicha fase de iteracin
 Solve ax  b modulo p 
fun genxList a b p 
let
val ab  matHom p avecHom p b
val modDet  modHom p determinant a
val iLojLoiHijHi  matBounds a
val pmx 
fxlist jLo jHijLoL
fn j  modHom p determinant replaceColumn j a b
in
  Aplicaciones paralelas
p  modDet  pmx
end
 Iterative forward mapping phase 
fun getSols xList   xList
 getSols xList primes 
let
val xList  map genxList aN bN primes
val noUnlucky  countUnlucky xList
val xList  filter not o isUnlucky xList
val primes  additionalprimes primes noUnlucky
in
getSols xListxList primes
end
val xList  getSols  primesuptomaxprod pBound
 Combination via CRA 
val detList  projection  xList
val det  listcra pBound primes detList detList
fun xi i 
let
val xiList  projection i xList
in
listcra pBound primes xiList detList
end
val x  seqmap xi fxlist  n fn x  x
Resultados obtenidos
Como problema de entrada hemos usado una matriz densa de tamao
   con enteros de precisin arbitraria y una densidad del !  El
tiempo de ejecucin en Eden fue de  	 segundos mientras que en GpH
fue   y en PMLS   segundos  La razn por la que GpH es ms lento
que Eden se debe a que aunque utiliza una versin ms moderna y e
ciente
del compilador GHC an no permite utilizar el recolector de memoria gene
racional de GHC lo cual ralentiza las ejecuciones de aplicaciones intensivas
en memoria como es el caso en este ejemplo  La Figura   muestra las
aceleraciones relativas obtenidas en el Beowulf de HeriotWatt  Puede apre
ciarse que Eden obtiene la mejor aceleracin   con 	 procesadores  Los
resultados tanto de GpH como de PMLS son tambin bastante buenos pero
algo inferiores   para GpH y   para PMLS con 	 procesadores 
Ntese que el tiempo de ejecucin en Eden era mucho mejor que en GpH
y PMLS por lo que desde el punto de vista de la comparacin la acelera
cin de Eden es bastante mejor que la de los otros lenguajes pues tiene ms
mrito paralelizar adecuadamente una versin cuya parte de cmputo est
ms optimizada pues el efecto de las comunicaciones es ms signi
cativo en
dicho caso 
 Comparacin con otros lenguajes funcionales paralelos 
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Figura   Aceleraciones de linsolv
Por lo que respecta a GpH la principal anomala es una ralentizacin del
cmputo con menos de cinco procesadores que se debe a problemas en la
distribucin de los datos y tareas entre procesadores  Por su parte PMLS
tiene un comportamiento bastante regular 
Ntese que la gr
ca de Eden no es completamente regular como suceda
en las aplicaciones que se han presentado hasta el momento  La razn est
en que el nmero de tareas disponibles no es su
cientemente alto por lo que
los trabajadores replicados no siempre consiguen un reparto de carga ptimo 
Por dicho motivo para determinados nmeros de procesadores no se mejora
signi
cativamente la e
ciencia  Por ejemplo con 	 procesadores se obtiene
una aceleracin de   mientras que con  se obtiene   pero esto no
signi
ca que la aceleracin no mejore con ms procesadores sino slo que
ese valor concreto no mejora particularmente los resultados  De hecho con
 procesadores la aceleracin es de   
	 Trazador de rayos
Descripcin del problema
El problema es exactamente el mismo que el descrito en la Seccin    
  Aplicaciones paralelas
Algoritmo paralelo
Como ya se vio en la Seccin    este algoritmo puede paralelizarse
explotando un simple map sobre las lneas de la ventana a visualizar 
GpH La implementacin en GpH usa una estrategia de paralelizacin de
map  Para incrementar la granularidad de las tareas la estrategia dispone
de un parmetro chunk para especi
car cuntas lneas agrupar en una nica
tarea
ray    Int  Int  Int  Sphere  Int Int Vector
ray chunk x y world  map doline world sizesy

using
 parListChunk chunk rnf
PMLS El programa en PMLS est formado por dos esqueletos map anida
dos pero se ha deshabilitado el anidamiento de esqueletos de modo que slo
se explote paralelismo en el ms externo pues de lo contrario la granulari
dad sera muy baja  Adems para el map externo se agruparn varias lneas
para formar cada una de las tareas  Ntese que este problema es ideal para
PMLS pues es un map puro y el problema puede paralelizarse en tiempo de
compilacin  El cdigo fuente es el siguiente
fun ray x y world 
let val firstray scrnx scrny  camparams x y
fun dopixel ij 
let val ij  ij div ij mod 
in ijtracepixel world lights real i real j
firstray scrnx scrny
end
val ind  indxs  x    y  
in map map dopixel ind
end
Eden El programa Eden que se utiliz en las comparaciones era ligera
mente distinto al mostrado en la Seccin    aunque las aceleraciones son
prcticamente iguales  La diferencia radica en que en lugar de utilizar la tc
nica de los trabajadores replicados hemos utilizado la del autoservicio vase
la Seccin 	    Esta decisin se tom principalmente para mostrar la ver
satilidad del lenguaje Eden a la hora de especi
car algoritmos paralelos y
no para mejorar la e
ciencia  El programa es el siguiente
ray    Int  Int  Int  Sphere  String
ray np x y world  shuffle outps
where outps   process i  fdm i    i  		np

using
 spine
fdm n   map doline world takeEach np drop n sizesy
 Comparacin con otros lenguajes funcionales paralelos 	
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Figura  	 Aceleraciones del trazador de rayos
donde la funcin fdm representa el trabajo a realizar en cada procesador  La
funcin takeEach reparte el trabajo entre los procesos mediante un mtodo
roundrobin mientras que shuffle combina los resultados obtenidos 
Resultados obtenidos
La Figura  	 recoge las aceleraciones obtenidas con el mismo problema
que se us en la Seccin    la escena est formada por 	 esferas y el
tamao de la ventana es de    El tiempo de ejecucin secuencial en
los tres lenguajes es muy parecido 	  segundos en Eden 	  en GpH
y   en PMLS  GpH es ligeramente mejor que Eden debido a que utiliza
la versin ms reciente del compilador GHC mientras que la e
ciencia de
PMLS en este ejemplo est entre las de GpH y Eden 
Para mejorar la granularidad las tareas creadas tanto por GpH como
PMLS constaban de  lneas cada una  Dado que el problema es muy re
gular se adapta muy bien al esquema de paralelizacin esttica de PMLS
como se re eja en la gr
ca  Las aceleraciones de Eden   con 	 proce
sadores son casi tan buenas como las de PMLS   con 	 procesadores
pero Eden tiene que pagar algunos sobrecostes debidos a utilizar una para
lelizacin dinmica mientras que PMLS distribuye las tareas en tiempo de
compilacin  Por su parte GpH queda a gran distancia de Eden y PMLS
con una aceleracin de slo 	   Segn los desarrolladores de GpH una de
  Aplicaciones paralelas
las posibles razones del mal comportamiento de GpH es un mal reparto de
carga debido a que todas las tareas las genera el mismo procesador y el resto
de procesadores no roban su
cientes tareas para equilibrar la carga 
A pesar de que PMLS obtiene las mejores aceleraciones en este ejemplo
hay que mencionar que la primera versin de PMLS que se prob generaba
aceleraciones mucho peores que las de Eden y GpH  Debido a una limitacin

en el compilador fue necesario una intervencin manual durante el proce
so de compilacin para poder sacar provecho al paralelismo presente en el
programa 
		 Suma de nmeros de Euler
Descripcin del problema
El problema es el mismo que se describi en la Seccin    
Algoritmo paralelo
Como se vio en la Seccin    este algoritmo es un ejemplo tpico del
esquema map  reduce por lo que su paralelizacin es trivial 
GpH La estructura de la paralelizacin en GpH es la de un map donde
cada hebra realiza otro map de la funcin euler y suma todos los resultados
que calcula  La lista de tareas se genera dividiendo en bloques de tamao c
la lista de entrada
sumEuler    Int  Int  Int
sumEuler c n  sum sum 	 map euler x  x  splitAtN c nn		

using
 parList rnf
Ntese que la lista de entrada se genera de mayor a menor  Este hecho es
muy relevante en GpH pues permite que las tareas de grano ms grueso
se creen al principio  Esto es importante porque a la hora de robar tareas
siempre se eligen primero las que primero se crearon  Por tanto el programa
consigue que se distribuyan apropiadamente las tareas de grano ms grueso
por lo que se obtiene un buen reparto de carga gracias a este detalle 
PMLS En principio este problema debera paralelizarse trivialmente en
PMLS pues es una combinacin de los dos esqueletos que suministra el
lenguaje map y fold  Ahora bien las versiones ms simples que se emplearon
no consiguieron buenos resultados debido fundamentalmente a cuellos de
botella en la aplicacin del paso fold  Tras varias aproximaciones la versin
de
nitiva utilizada fue la que se muestra a continuacin que requiere aadir
tipos de datos para distinguir distintas fases del cmputo

La limitacin est relacionada con la curricacin y descurricacin de funciones du	
rante el proceso de compilacin
 Comparacin con otros lenguajes funcionales paralelos 
 Argument list for folded versions 
datatype EI  E of I	int  I of I	int
val nListEI  seqmap fn n  I n nList
fun eulerEI I n  euler n
 eulerEI E n  n
fun eiplus I iI i  E euler i  euler i
 eiplus I iE e  E euler i  e
 eiplus E eI i  E e  euler i
 eiplus E eE e  E e  e
 Nested parallel fold and parallel map 
val nListEIS  split c nListEI
fun sumeulerEI eileil 
let val resultList  map eulerEI eil  eil
in seqfold eiplus E L resultList
end
val E result  fold sumeulerEI E L nListEIS
Eden El programa Eden es el mismo que el usado en la Seccin    y
tambin se utiliz  como valor del parmetro th
sumEuler    Int  Int  Int
sumEuler th n  mapreduceas th euler   nn		
Resultados obtenidos
La Figura   muestra las aceleraciones obtenidas con los tres lenguajes
donde tanto GpH como PMLS utilizaron tareas de tamao   Como era de
esperar los tiempos de ejecucin secuenciales fueron similares en Eden  
segundos y GpH   segundos ya que ambos utilizan bsicamente el
mismo programa y compiladores muy similares  La ejecucin del programa
PMLS fue bastante ms lenta 	  segundos 
A diferencia de los resultados obtenidos en la aplicacin anterior ahora
GpH muestra aceleraciones comparables a las de Eden y PMLS  De hecho
PMLS no supera a GpH hasta los  procesadores  A partir de ah la
aceleracin de GpH se estabiliza mientras que la escalabilidad de Eden y
PMLS sigue siendo buena  La razn de la mejora de GpH se debe a que en
este caso s que saca partido de su distribucin dinmica de recursos pues las
tareas de grano ms grueso se crean al principio y adems las comunicaciones
necesarias son bastante bajas  De todas formas los mejores resultados los
consigue Eden y lo hace empleando una paralelizacin trivial  Ntese que
aunque la diferencia en aceleraciones no es muy grande entre Eden y PMLS
  en Eden y   en PMLS con 	 procesadores realmente el tiempo de
ejecucin secuencial en Eden es menos de la mitad del de PMLS por lo que
las aceleraciones de Eden son an ms meritorias 
  Aplicaciones paralelas
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Figura   Aceleraciones de la suma de nmeros de Euler
	
 Comparacin de los tres lenguajes
Aceleraciones y tiempos de ejecucin En trminos de aceleraciones
cuando el programa es altamente regular trazador de rayos PMLS obtiene
los mejores resultados seguido de cerca por Eden  En el resto de casos
Eden es ligeramente mejor que PMLS  Puede decirse que en general ambos
lenguajes obtienen resultados similares mientras que GpH est siempre por
detrs de ambos estando incluso muy por detrs de ellos en el trazador de
rayos 
En lo que se re
ere a tiempos de ejecucin secuenciales GpH y Eden
son muy similares debido a que ambos se basan en el compilador GHC 
La diferencia entre ellos est en que GpH utiliza la versin ms reciente
de GHC mientras que Eden usa una versin ms antigua por lo que la
e
ciencia de GpH debera ser ligeramente mejor  Ahora bien GpH todava
no puede utilizar el recolector de basura generacional de GHC sino que slo
dispone del recolector de dos espacios por lo que pierde e
ciencia comparado
con Eden  As pues en aplicaciones intensivas en memoria Eden es mejor
mientras que en el resto GpH es ligeramente ms e
ciente  Con respecto a
PMLS su tiempo secuencial slo era comparable al de GpH y Eden en el caso
del trazador de rayos siendo bastante ms lento en los otros dos ejemplos 
 Comparacin con otros lenguajes funcionales paralelos 
Capacidad expresiva La capacidad expresiva de Eden es muy superior a
la de GpH y PMLS PMLS slo puede explotar paralelismo a partir de map
y fold mientras que GpH no tiene capacidad para expresar topologas de
comunicaciones debido a la ausencia del concepto de proceso 
Tiempo de desarrollo de programas paralelos Debido a su alto grado
de abstraccin los tres lenguajes permiten rpidas paralelizaciones  En GpH
suele ser su
ciente con anotar los programas con determinadas estrategias
de evaluacin  Idealmente en PMLS no hace falta modi
car absolutamen
te nada el cdigo secuencial pues el paralelismo se extrae directamente de
las aplicaciones de map y fold  Desgraciadamente en la prctica suele ser
necesario modi
car sustancialmente el cdigo fuente para obtener buenos
resultados  En lo que respecta a Eden cuando se utilizan esqueletos simples
los cambios son mnimos por ejemplo reemplazar map por maprw mientras
que hacen falta cambios ms sustanciales cuando se quieren aplicar topolo
gas ms elaboradas como el toroide 
Disponibilidad de los lenguajes GpH se distribuye como una parte ms
del compilador GHC y est disponible incluso para las versiones ms moder
nas de GHC gracias a lo cual dispone de ms usuarios que Eden y PMLS 
En la pgina web del proyecto Eden puede obtenerse una versin del corres
pondiente compilador aunque para obtener las versiones ms actualizadas
es necesario contactar con los desarrolladores  El proceso de instalacin de
Eden es bsicamente el mismo que el de GHC con algunas pequeas compli
caciones aadidas  Por ltimo PMLS no est disponible para su uso general
debido a su complejo sistema de instalacin y uso y no est previsto que se
distribuya ni a corto ni a medio plazo 
Comparacin general El lector es libre de decidir qu lenguaje es me
jor dependiendo de cules sean los criterios que considere ms importantes 
Desde el punto de vista del autor de esta tesis Eden es el lenguaje que sale
mejor parado del estudio pues es el nico que conjuga buenas aceleraciones
con facilidad de uso y disponibilidad del lenguaje  Aunque GpH es fcil de
usar y su disponibilidad es absoluta sus resultados suelen ser bastante ms
pobres que los de Eden  Por su parte aunque PMLS tiene buenas acelera
ciones conseguirlas suele requerir un profundo conocimiento del sistema y
un gran esfuerzo por parte del programador  Adems el compilador an no
es completamente automtico 
Merece la pena resaltar que Eden es la solucin adecuada gracias al uso
de esqueletos  Si no se emplearan esqueletos un programador no experto
en el lenguaje necesitara emplear mucho tiempo en desarrollar sus aplica
ciones empleando directamente abstracciones y concreciones de procesos y
normalmente obtendra peores aceleraciones pues no sera capaz de disear
  Aplicaciones paralelas
soluciones tan ptimas como las suministradas en los esqueletos 
Otra ventaja competitiva que merece la pena resaltar es la existencia
de modelos de coste en Eden que permite predecir las aceleraciones que
se obtendrn  Ntese que esta predecibilidad tambin se debe al empleo de
esqueletos y que no podra conseguirse utilizando directamente las construc
ciones bsicas del lenguaje  Al estar basado en esqueletos PMLS tambin
dispone de modelos de coste pero no son visibles al programador sino que
slo los usa el compilador internamente  Por ltimo resulta impensable pre
decir el comportamiento de los programas GpH debido a que el RTS es quien
decide dinmicamente qu debe paralelizarse y cmo hacerlo  De hecho dos
ejecuciones consecutivas de un mismo programa GpH pueden tener tiempos
de ejecucin muy diferentes 

 Conclusiones
En el presente captulo se ha presentado un conjunto de aplicaciones que
pueden considerarse representantes de una amplia gama de esquemas parale
los  Algunas de ellas como el producto de matrices el gradiente conjugado
o los conjuntos de Mandelbrot son problemas clsicos en programacin pa
ralela  Otras como la suma de los nmeros de Euler el trazador de rayos o
linsolv son ejemplos que se estn convirtiendo en un vehculo de compa
racin entre distintos lenguajes funcionales paralelos  El resto de ejemplos
fuerzas entre partculas algoritmo de Karatsuba y problema del viajante
son menos clsicos en programacin paralela si bien formarn parte de un
futuro banco de pruebas comn a distintos lenguajes funcionales paralelos 
De hecho actualmente el grupo de desarrollo de GpH est traducindolas a
su lenguaje y probablemente tambin sean traducidas en breve a PMLS y
potencialmente a otros lenguajes funcionales paralelos 
Las conclusiones bsicas que se pueden obtener a partir de los ejemplos
mostrados en esta seccin son las siguientes
  Los algoritmos se implementan de forma clara y concisa en Eden 
  Las aceleraciones obtenidas son casi siempre aceptables y en muchos
casos muy buenas 
  Los resultados obtenidos son competitivos estando a la altura de los
de otros lenguajes funcionales paralelos que representan el estado del
arte del rea 
  Las aceleraciones son predecibles 
El motivo por el que se cumplen las a
rmaciones anteriores no se debe ni
camente al lenguaje Eden sino que resulta fundamental la metodologa de
programacin basada en esqueletos  Los algoritmos se pueden expresar cla
ramente gracias a la existencia de esqueletos en el lenguaje  Si no fuera
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as resultara tedioso el desarrollo de toda aplicacin no trivial  Adems la
e
ciencia de dichos programas sera peor a no ser que los programas los desa
rrollara un programador experto e invirtiera mayores cantidades de tiempo
en el desarrollo  Por ltimo la predecibilidad tambin se obtiene gracias al
empleo de esqueletos que incorporan modelos de coste 
Resumiendo podemos asegurar que la programacin en Eden cumple la
divisa de aceleracin aceptable con poco esfuerzo  Es decir no se apro
vecha al mximo el paralelismo disponible pero es fcil obtener resultados
su
cientemente buenos  As pues la relacin calidad"precio es muy buena 
Adems de los resultados positivos obtenidos a partir de las experiencias
negativas de este captulo puede aprenderse tambin una leccin a tener en
cuenta cuando se desarrolle cualquier programa en Eden no deben utilizarse
streams si no es necesario  En la Seccin    qued patente el hecho de que
es mucho ms e
ciente comunicar muchos datos juntos que hacerlo de uno
en uno  As pues cuando no necesitemos streams pero el tipo de una de
las componentes de entrada o salida de un proceso sea una lista habr que
convertirla en otro tipo como por ejemplo una lista de listas o simplemente
aadir un constructor de un nuevo tipo newtype D a  D a 
La re exin anterior puede aplicarse no slo a las listas sino tambin
a las tuplas que tambin tienen un tratamiento especial en Eden  El pro
gramador slo deber utilizar tuplas como entrada o salida de un proceso
cuando realmente le interese calcular y"o enviar de forma independiente ca
da una de las componentes  En caso contrario ser preferible utilizar una
rede
nicin del tipo de las tuplas para garantizar que se crea una nica
hebra y que los datos se envan de forma compacta 
Otra leccin que puede aprenderse se re
ere a la optimizacin del propio
compilador de Eden  Como era de esperar los ejemplos en los que se han
obtenido peores resultados son aquellos en los que la relacin cmputo v s 
comunicaciones era ms baja  Dichos malos resultados eran esperables pe
ro son peores de los que suelen obtenerse con lenguajes de ms bajo nivel 
Aunque no es posible mejorar las diferencias en rdenes de complejidad s
que es posible y deseable mejorar las constantes involucradas en los costes
de las comunicaciones  En la versin actual de Eden no se realiza ninguna
optimizacin en las rutinas de empaquetamiento y desempaquetamiento que
de optimizarse podran reducir los tiempos necesarios para comunicar gran
des estructuras de datos  Por ejemplo cuando se transmite un paquete que
contiene una lista se envan no slo los elementos de la lista sino tambin
la estructura de la lista propiamente dicha es decir todos los constructores
  intermedios  Dado que sabemos que los datos que se envan estn en for
ma normal no es preciso enviar dicha estructura sino que basta con enviar
la lista de elementos y la estructura podr reconstruirse en el receptor del
mensaje  As pues una de las principales tareas que deber llevarse a cabo
para mejorar el compilador ser optimizar las rutinas de empaquetamiento
y desempaquetamiento de clausuras 
Cap tulo 
Conclusiones y trabajo futuro
El principal eslogan que defendemos en esta tesis es que el lenguaje Eden
permite obtener una e
ciencia aceptable con poco esfuerzo  Esta mxima
no se cumplira simplemente por la de
nicin del lenguaje sino que resultan
fundamentales las tres lneas de trabajo que se han expuesto en esta tesis
  El desarrollo de per
ladores para detectar y corregir ine
ciencias tanto
en cmputos secuenciales como paralelos 
  El desarrollo de un compilador que realice optimizaciones automticas
para mejorar tanto el cdigo secuencial como el paralelo 
  El desarrollo de una metodologa de programacin paralela basada en
la utilizacin de esqueletos 
En lo referente a per
ladores la principal contribucin de la tesis es el
simulador Paradise  Paradise ha demostrado ser til no slo para detectar
y corregir ine
ciencias en programas concretos sino que tambin ha sido
una pieza importante en el proceso de mejora del compilador de Eden ya
que su uso apunt hacia la introduccin en el compilador del lanzamiento
impaciente de procesos 
La realimentacin gr
ca que proporciona Paradise es especialmente til
para programadores inexpertos a los que les suele resultar ms complejo
razonar acerca del comportamiento real de sus programas  Por su parte
el programador ms experimentado encontrar menos atrayente el uso del
simulador salvo en aplicaciones especialmente complejas  Esta distincin
entre programadores inexpertos y expertos ha sido vivida en primera perso
na por el autor de la tesis quien inicialmente recurra con mucha frecuencia
a simulaciones para comprender el comportamiento real de los programas
mientras que en la actualidad no suele emplear la herramienta durante sus
desarrollos  De hecho la principal facilidad de Paradise que el autor usa ac
tualmente es su vertiente didctica ya que es una herramienta muy til para
ensear a los nuevos programadores de Eden cmo utilizar adecuadamente
el lenguaje 


Evidentemente para que un programa paralelo sea e
ciente es necesario
que su correspondiente versin secuencial tambin lo sea  Por dicho motivo
era fundamental reutilizar la mayor parte de las optimizaciones automticas
que realiza GHC en tiempo de compilacin  En esta tesis no slo hemos
conseguido reutilizar las optimizaciones que realiza GHC sobre el cdigo
secuencial sino que tambin hemos planteado un esquema de compilacin
que permite introducir optimizaciones sobre el cdigo paralelo  Utilizando
dicho esquema hemos especi
cado e implementado una transformacin au
tomtica que lanza impacientemente procesos de modo que se incremente
el grado de paralelismo de los programas y por tanto se mejore la acele
racin obtenida  Asimismo hemos especi
cado completamente el conjunto
de transformaciones que seran precisas para poder realizar un anlisis de
bypassing que permita minimizar el nmero de mensajes que se enven en
tre procesos  La implementacin del lanzamiento impaciente de procesos no
slo ha mejorado muy notablemente el rendimiento de los programas Eden
sino que tambin nos ha proporcionado conocimientos de bajo nivel acerca
de cmo introducir nuevas transformaciones de modo que resulte sencillo
implementar cualquier otro anlisis o transformacin automtica 
Las dos lneas de trabajo expuestas anteriormente per
ladores y trans
formaciones automticas son muy importantes para mejorar la e
ciencia de
los programas pero resultan insu
cientes para mejorar el tiempo de desarro
llo de las aplicaciones paralelas  Aunque los per
ladores ayudan a detectar
ine
ciencias rpidamente y por tanto reducen el tiempo de desarrollo no
sirven para implementar aplicaciones rpidamente  Para ello hemos emplea
do una metodologa basada en esqueletos  La programacin con esqueletos
proporciona estructuras paralelas de muy alto nivel de modo que el progra
mador slo debe especi
car el esqueleto concreto a utilizar sin necesidad de
proporcionar detalles de bajo nivel sobre su implementacin 
En esta tesis hemos mostrado cmo puede utilizarse Eden tanto como len
guaje de sistema para implementar esqueletos como lenguaje de aplicaciones
para utilizar los esqueletos en programas concretos  Gracias a su segunda
vertiente obtenemos los mismos bene
cios que los lenguajes de esqueletos
facilidad de desarrollo de aplicaciones predictibilidad de las aceleraciones y
e
ciencia de las soluciones paralelas debido a utilizar esqueletos previamente
optimizados  Ahora bien a diferencia de los lenguajes de esqueletos en los
que el conjunto de esqueletos disponibles es 
jo Eden es tambin un lenguaje
de sistema por lo que no impone ninguna restriccin al tipo de aplicaciones
que pueden resolverse y de hecho hemos demostrado que es sencillo desarro
llar nuevos esqueletos  As pues el programador de Eden podr desarrollar
sus propios esqueletos espec
cos de sus reas de aplicacin  Por dicho moti
vo la capacidad expresiva de nuestro enfoque es muy superior a la capacidad
expresiva de los lenguajes basados en esqueletos puesto que no restringimos
en ningn sentido el tipo de paralelismo que puede explotarse 
  Conclusiones y trabajo futuro
Merece la pena resaltar que sta es la primera vez que se implementa
una librera de esqueletos en un lenguaje funcional paralelo  La razn por
la que Eden permite el desarrollo de esta librera radica en la forma en la
que conjuga estructuras de alto nivel y de bajo nivel el proceso merge y
los canales dinmicos con
eren al lenguaje el su
ciente bajo nivel como para
permitir su uso como lenguaje de sistema pero sin necesidad de perder el
alto nivel de abstraccin propio de los lenguajes funcionales 
Gracias a las tres vertientes en las que hemos mejorado la e
ciencia del
lenguaje hemos comprobado que las aplicaciones escritas en Eden suelen ob
tener aceleraciones aceptables y en muchos de los casos incluso muy buenas 
Ms importante todava el estudio comparativo con los lenguajes GpH y
PMLS demuestra que nuestra aproximacin es cuando menos competitiva
con dichos lenguajes que son representativos del estado del arte en progra
macin funcional paralela y programacin con esqueletos respectivamente y
que han estado desarrollndose durante toda una dcada  De los tres len
guajes Eden suele ser el que mejores resultados obtiene tanto en trminos
de aceleraciones como de tiempos paralelos y todo ello con unos tiempos
de desarrollo muy cortos  Adems es el que tiene una mayor capacidad ex
presiva pues PMLS slo puede explotar sus esqueletos prede
nidos y GpH
carece del concepto de proceso por lo que no permite controlar de forma
adecuada ni la distribucin de los datos ni la de las tareas 
Tras el trabajo realizado a lo largo de la tesis la metodologa de desarrollo
de aplicaciones en Eden puede resumirse de la forma siguiente
  Desarrollar una versin secuencial e
ciente utilizando para ello las
facilidades que incorpora GHC per
ladores interfaces con otros len
guajes etc  
  a Si existe un esqueleto adecuado para nuestro problema utilizarlo
con las funciones secuenciales oportunas utilizando los modelos
de coste para elegir la implementacin del esqueleto que mejor se
adapte al problema concreto 
b Si no existe un esqueleto apropiado
i  Si el esquema paralelo puede reutilizarse en otras aplicaciones
se escribir un nuevo esqueleto 
ii  En caso contrario se implementar la aplicacin utilizando
directamente procesos sin usar esqueletos auxiliares 
  Compilar utilizando todas las optimizaciones posibles incluyendo el
lanzamiento impaciente de procesos 
  Si la aceleracin es satisfactoria habremos terminado en caso contrario
a Utilizar Paradise para detectar las fuentes de las ine
ciencias 
b Volver al punto  
	
Parte del trabajo futuro a realizar ya se ha planteado a lo largo de la
tesis  Cabe recordar que las aplicaciones que se presentaron en el Captulo
 mostraron que los tiempos de empaquetamiento y desempaquetamiento
suelen ser los que imponen las mayores limitaciones al grado de paralelismo
de las aplicaciones en Eden  Por dicho motivo una de las principales lneas
de trabajo para el futuro cercano ser la mejora de las rutinas encargadas de
dichos empaquetamientos y desempaquetamientos  La mejora se basar en
minimizar la cantidad de datos a empaquetar aprovechando el conocimiento
de que disponemos acerca de las clausuras que se transmiten sabemos su tipo
y sabemos que las estructuras de datos se transmiten en forma normal  Por
ejemplo en el caso de transmitir una lista en forma normal no necesitaremos
enviar las clausuras correspondientes a los constructores sino slo la lista de
elementos reducindose as la cantidad de informacin enviada 
Otra limitacin del lenguaje que se ha apreciado al desarrollar aplicacio
nes en Eden es la falta de facilidades de multidifusin  Por ejemplo en
la implementacin del producto de matrices con un map paralelo la segun
da matriz deba transmitirse a todos los procesos trabajadores por lo que
el proceso padre deba empaquetarla y enviarla tantas veces como procesos
hijo hubiera  El mismo problema suceda en el problema del gradiente con
jugado en el que en cada iteracin era preciso enviar a todos los procesos el
mismo vector  Este comportamiento es claramente ine
ciente como puede
apreciarse en las aceleraciones que se obtuvieron con ambos ejemplos  Con
las herramientas de que dispone Eden en la actualidad la nica solucin pasa
por utilizar topologas como el toroide en el caso del producto de matrices o
un anillo en el caso del gradiente conjugado inicialmente podra enviarse a
cada proceso trabajador slo una parte del vector y los pedazos del vector
circularan por el anillo hasta que todos los procesos tuvieran el vector com
pleto pero son soluciones que requieren modi
car notablemente el cdigo
fuente  Como trabajo futuro se realizar un anlisis de multidifusin que
en tiempo de compilacin detectar datos que deban transmitirse a varios
procesos por igual  La informacin obtenida en tiempo de compilacin se
utilizar en tiempo de ejecucin de modo que se minimice el nmero de
mensajes enviados 
Los resultados mostrados en esta tesis nos hacen pensar que el lenguaje
Eden y su entorno de programacin han alcanzado la madurez necesaria para
comenzar a cruzar la frontera que separa los lenguajes de investigacin de
los lenguajes reales  Por dicho motivo la principal lnea de trabajo futura
se centra en el uso de Eden para desarrollar aplicaciones reales  El objetivo
a medio y largo plazo es utilizar Eden como lenguaje de programacin de
aplicaciones reales que se lleven a cabo en la industria  Ahora bien antes
de dar ese gran salto tenemos previsto iniciar la venta del lenguaje en
entornos menos reacios a la programacin no imperativa como es el caso de
los departamentos universitarios de otras reas de conocimiento  De hecho
ya hemos comenzado nuestros contactos con algunos departamentos y em
  Conclusiones y trabajo futuro
pezaremos en breve a trabajar con miembros del departamento de &lgebra
de la Universidad Complutense para paralelizar un problema concreto de
monodroma de trenzas en el que estn interesados  Actualmente disponen
de una solucin desarrollada en Maple CGG
 
 NW	 y nuestro objetivo
es utilizar Eden como lenguaje de coordinacin reutilizando para las par
tes secuenciales el cdigo Maple ya existente  Ser preciso implementar una
interfaz EdenMaple para lo cual se reutilizar un interfaz existente entre
GHC y Maple que ha sido desarrollado recientemente por HansWolfgang
Loidl y Wolfgang Schreiner vase LS  El desarrollo de dicho interfaz
permitir no slo resolver el problema concreto de monodroma de trenzas
sino que ser una herramienta muy valiosa para muchos tipos de aplicacio
nes ya que Maple es uno de los entornos matemticos ms utilizados en la
actualidad 
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