Abstract. As a sequel to our previous work [Zhang, SIAM J. Numer. Anal., 51:2822 [Zhang and Fogelson, SIAM J. Sci. Comput., 36: A2369, 2014, this paper presents MARS, a generic framework for analyzing interface tracking (IT) methods via mapping and adjusting regular semialgebraic sets. Our mathematical model for moving material regions is the metric space of bounded regular semianalytic sets, equipped with Boolean algebras and advected by homeomorphic flow maps of a nonautonomous ordinary differential equation. By examining the actions of semidiscrete and discrete flow maps upon this metric space, we pinpoint in Lemma 3.9 a fundamental difficulty in achieving an IT accuracy higher than the second order. We then propose a generic IT method by concatenating three unitary operations on the modeling space, bound its overall IT error by the sum of intuitively defined error terms, and further estimate the individual errors in terms of the time step size and a Lagrangian length scale. The analytic utility of MARS is demonstrated by applying it to analyze a variety of IT methods including volume-of-fluid (VOF) methods and the improved PAM method (iPAM). MARS has a great potential in helping the further development of highly accurate and efficient IT methods. As an example, a cubic iPAM method inspired by MARS resolves two vortex-shear tests to machine precision on a 128-by-128 grid; it could also be vastly superior to VOF methods in terms of efficiency. Fourth-order accuracy in curvature estimation is also achieved under the framework of MARS.
1. Introduction. The study of multiple homogeneous materials separated by sharp and moving phase boundaries appears in various fields of science. The evolution of such a phase boundary generally depends both on the geometry of the interface and on the physics of the distinct phases. If the geometric quantities dominate, the motion of the interface can be described by dX dt = u = V (X, t, n, ∇n), (1.1)
With the general context (1.1) in mind, we limit the scope of this work by making two assumptions: (IT-1) the velocity of the interface is given a priori as u = u(x, t), which is independent of any geometric and physical quantities, (IT-2) u(x, t) is sufficiently continuous both in time and in space so that no topological changes of the tracked material can occur. Level set methods [34, 42] still apply to this more restricted interface tracking (IT) problem and have been very successful in terms of simplicity and robustness. Two other popular families of IT methods are front tracking methods [50] and volume-offluid (VOF) methods [29] . Coupled, adaptive, variant versions of these methods have also been proposed, e.g. [45, 26, 48, 15, 41, 46, 31, 33, 28, 52, 30] . The momentof-fluid (MOF) method [13, 1, 14, 2] reconstructs interfaces more accurately than VOF methods, while at the same time achieving independence from the underlying grid structure. Another relatively new family of IT methods that evolved from VOF methods is the polygonal area mapping (PAM) method [64] and the improved PAM method (iPAM) [62] . There the material regions near the interface are represented as piecewise polygons. Together with Lagrangian characteristic tracing of boundary points and Boolean operations of polygons, this polygonal representation removes the numerical diffusion in VOF and level set methods that smears the neighborhood of interfacial C 1 discontinuities 1 . Furthermore, a relation between the Eulerian grid size h and the Lagrangian length scale h L of the interface is imposed in the iPAM method, leading to fourth-order convergence rates independent of dynamical kinks. Numerical results in [62] show that the iPAM method is more accurate and efficient than stateof-the-art VOF methods. As a limitation, currently the iPAM method only applies to two dimensions (2D).
This work has been driven by a list of open questions on the above IT methods. (Q-1) Can we rigorously prove the second-order accuracy of the PAM method and the fourth-order accuracy of the iPAM method? (Q-2) After answering (Q-1), can we gain any insights or utilities for the extension of the iPAM method to three dimensions (3D)? (Q-3) For VOF methods, will the combination of second-order advection and secondorder reconstruction yield an overall IT accuracy of the second order? (Q-4) What is the main difficulty associated with improving VOF methods and other IT methods to accuracy higher than the second order? (Q-5) The MOF method is second-order accurate in reconstructing static material regions [13] . How can we show the overall second-order IT accuracy when combining MOF reconstruction with a second-order advection algorithm? (Q-6) How is the second-order accuracy of front tracking methods influenced by the operations that handle merges and separations of materials? Is it possible to improve front tracking methods to fourth-order accurate even in the presence of topological changes? (Q-7) The fourth-order accuracy of the iPAM method is achieved at the price of an O(1/h 2 ) complexity in 2D. Can we reduce the cost while retaining the accuracy? (Q-8) Can we further improve the convergence rates of the iPAM method to even higher numbers such as 6 and 8?
1 These interfacial C 1 discontinuities are sometimes referred to as kink s. It is well known that a purely hyperbolic system might generate new kinks from smooth initial conditions and smooth velocity fields. However, Sard's theorem [40] dictates that the kinks on the interface be a set of measure zero for a sufficiently continuous velocity field.
(Q-9) Curvature of a moving interface is one of the most important geometric quantities in many multiphase flow applications, but it is difficult to estimate curvature to high-order accuracy. Is it possible to achieve fourth-order accuracy in curvature estimation under the same framework proposed in this paper? In dramatic contrast to level set methods, explicit IT methods are rarely analyzed systematically. The authors are unaware of any rigorous analytic framework for front tracking methods. Early characterization of the advection substep in VOF methods relies on the numerical analysis of scalar hyperbolic conservation laws. We believe, however, that the theories based on donating regions [58, 61] are more suitable for analyzing the advection schemes of VOF methods [57] . As for the reconstruction substep, the second-order convergence proof [37, 38] are for static material regions. It is an open question whether or not the reconstruction error accumulates to first order over multiple time steps. Given the different nature of the analyses on advection and reconstruction, it is not obvious at all how to answer (Q-3) and (Q-5). In our opinion, further developing VOF-type methods without answering questions (Q-3) and (Q-4) would be more or less a search in the dark. Therefore, a coherent analytic framework is urgently needed for analyzing current IT methods and for developing more accurate and efficient IT methods.
We answer this need by proposing a generic analytic framework called MARS, where, roughly speaking, the material regions are modeled by point sets with piecewise smooth boundaries and passively advected by flow maps determined from the velocity. MARS answers questions (Q-1) to (Q-6) under a single coherent framework. In particular, Lemma 3.9, the answer of (Q-4), pinpoints a fundamental difficulty associated with improving current second-order IT methods to a higher order of accuracy. Applicable to both 2D and 3D, MARS serves as the theoretical foundation for extending the iPAM method to 3D. In addition, MARS can be extended to treat material merges and separations via a coupling to the level set approach, since it is a trivial task to generate level sets from explicit representations of the interface. Hence the two assumptions (IT-1) and (IT-2) are not intrinsic limitations of MARS. In other words, MARS is potentially useful for the numerical analysis of (1.1) in more general contexts such as the geometric evolution equation [12] .
As a product of interdisciplinary research, MARS draws from various fields such as solid modeling, Boolean algebra, and ordinary differential equations. However, the employed concepts from these fields are elementary, and they are explained with more details in a coherent manner in the supplement of this paper. We therefore hope that MARS could reach out to the wide audience of IT.
The rest of this paper is organized as follows. In Section 2, we briefly summarize our choice of a mathematical space for modeling moving material regions. In Section 3, we study the actions of various homeomorphic flow maps on the metric space of (either open or closed) bounded regular semianalytic sets. In Section 4, we propose a generic MARS method by concatenating three unitary operations on this metric space, define intuitive error terms, bound the overall error of the MARS method by the sum of individual errors, and estimate these errors in terms of the Lagrangian length scale and the time step size. The generality and utility of MARS are demonstrated in Section 5 and the supplement, where questions (Q-1) to (Q-6) are answered by analyzing current IT methods under the proposed framework. In Section 6, questions (Q-7), (Q-8), and (Q-9) are numerically investigated by performing two popular benchmark tests with a cubic iPAM method. Finally, Section 7 concludes this paper with several future research prospects.
Preliminaries.
The formulation of the MARS framework calls for a mathematical space that appropriately models physically meaningful material regions. This space must meet three requirements: (i) each element in the space is described by a finite sequence of symbol structures; (ii) the modeling space is closed under relevant procedures such as Boolean operations; (iii) the employed mathematical entities are amenable to numerical analysis of IT.
As discussed in the supplement of this paper, the space of regular closed semianalytic sets form a Boolean algebra and it satisfies the aforementioned requirements (i) and (ii). The restriction of this space to some bounded elements leads to the r-sets [49] , a concept widely used in solid modeling and computer-aided geometric design.
Unfortunately, the r-sets do not meet requirement (iii). First, regular open sets are sometimes preferred over regular closed sets for good reasons [3] even inside the discipline of solid modeling. Second, we track the codimension-1 interface by tracking the codimension-0 material region 2 , but restricting the material regions to be closed is not amenable to numerical analysis. For example, donating regions, a geometric construction of flux sets of a fixed simple curve [58, 57, 61] , can only be based on regular open sets 3 . Third, the IT accuracy in the MARS framework is measured by the volume of the symmetric difference between the true and computed solutions, and this error metric applies to both open and closed regular semianalytic sets. Therefore, it is neither necessary nor appropriate to require the regular sets to be closed.
We denote by S To equip S D with a metric, we define the volume of a regular semianalytic set S ∈ S D to be the absolute value of the integral of the constant one over S,
which is well defined because the generating functions of S are analytic. The analysis in Section 4 relies essentially on the fact that
where "⊕" denote the symmetric difference or exclusive disjunction "⊕" defined in equation (1.2) of the supplement. It follows from (2.1) and (2.2) that 2 The boundary of a bounded subset of R D is uniquely determined from the given set, but the converse is not true; cf. the well-known example of the lakes of Wada [53, p. 60] . In other words, two or more bounded subsets of R D may share the same boundary. Indeed, unambiguity is a basic principle for representing a solid via its boundary.
3 Regular closed sets are not appropriate for defining the initial loci of the fluxing Lagrangian particles because the boundary points do not cross the fixed curve properly [61] . In other word, the flux sets are always open because the proper-intersection requirement excludes the boundary points.
3. Flow Maps: Unitary Operations on the Modeling Space. So far our mathematical space only models stationary material regions. Their movements are governed by a nonautonomous ordinary differential equation (ODE) of the form
According to the classic ODE theory, (3.1) admits a unique solution for any given initial time and position as long as u is continuous in time and Lipschitz continuous in space. This uniqueness furnishes an exact flow map φ and we briefly review it in Section 3.1. In Section 3.2, we approximate the exact flow map in time by a semidiscrete flow map, which is in turn approximated by a discrete flow map in space. In Section 3.3, the actions of these flow maps on the metric space (S D , d) are examined as a preparation of MARS in Section 4.
3.1. The exact flow map φ. The unique solution of (3.1) for a given initial time and position furnishes a flow map φ :
where the three independent variables t 0 , p(t 0 ), and τ are the initial time, initial position at time t 0 , and time increment, respectively; p(t 0 + τ ) is the value of a solution to (3.1) whose value at time t 0 is p(t 0 ). The "+" and "−" superscript signs denote forward and backward tracing respectively. When the initial time t 0 is given, each flow map with a fixed τ is a homeomorphism, i.e., a continuous bijective function with continuous inverse, and the set of flow maps Ξ t0 = φ σ t0 : σ ∈ R forms a oneparameter group of diffeomorphisms [4, p. 6] . For convenience we will also use − → • and ← − • as synonymous notation for φ +τ t0 and φ
where the time increment τ is always positive. For a fixed initial time t 0 and a fixed initial position p(t 0 ), (3.3) and the second fundamental theorem of calculus yield
Then the Taylor expansion of φ k t0 (p(t 0 )) in time can be written as
which can also be derived by a Taylor expansion of the velocity inside the integral in the first identity of (3.3). In general, the flow maps also apply to a point set S:
where φ +τ t0 (S) and φ −τ t0 (S) are, respectively, the image and preimage of S; they are both homeomorphic to S,
because each flow map with fixed τ is a homeomorphism. Consequently, it is also a unitary operation on S D and a homomorphism with respect to the binary Boolean operations. In other words, the relative structure of two regular semianalytic sets is preserved by the exact flow map, e.g. 
Due to the consistency,φ is also a homeomorphism as k → 0. Hence a semidiscrete flow map commutes with the boundary operation of a point set, 9) and it also commutes with Boolean operations. Proposition 3.2. For all P, Q ∈ S D and sufficiently small time increments, a semidiscrete flow map satisfies
(3.10)
The exact flow maps Ξ t0 = φ σ t0 : σ ∈ R form a group of diffeomorphisms. This also holds for semidiscrete flow maps if we make the following assumption. Assumption 3.3 (Semi-discrete flow maps form a group).
) is assumed to be a group, where "•" denotes function composition, φnk
is an identity map.
In particular, for all m, n ∈ Z,
As an example, let v be a temporally continuous vector field and u a small positive real number. Approximating the exact velocity field u = (1 + u )v withů = v, the semidiscrete flow mapsφ determined byů clearly satisfy Assumption 3.3. See Figure  3 .1 for another illustration of semidiscrete flow maps. For P ∈ S D q , a semidiscrete flow mapφ acts on all of its boundary points, hence it might not be possible to exactly representφ(∂P) with a finite number of polynomials. This motivates the notion of discrete flow maps. is an approximation of a semidiscrete flow mapφ by two steps: (DFM-1) applyφ to each vertex (0-simplex) of P; (DFM-2) construct a polynomial approximation ofφ (∂P) that is homeomorphic to ∂P. For q = 1, the adjacent vertices are connected by linear edges/triangles. As illustrated in Figure 3 .2, there are a number of differences between the semidiscrete flow map and the discrete flow map:
•φ acts on regular semianalytic sets whileφ acts on regular semialgebraic sets;
• the temporal mapping inφ is applied to all boundary points while that ofφ to only a finite number of boundary points; • by Definition 3.1 and (3.9),φ is a unitary operation on S D , whereas, in order forφ to qualify for a unitary operation on S D , step (DFM-2) in Definition 3.4 is indispensable;
• for P ∈ S D q ,φ(P) depends on the particularities of the discrete representation (such as details of the reconstructing polynomials) whileφ(P) does not. If the time increment is sufficiently small, we have the homeomorphisms 12) since φ,φ, andφ share the same velocity field.
3.3. The actions of flow maps on regular semianalytic sets. Let ∂P denote the total length and total area of ∂P in 2D and 3D, respectively. For each P ∈ S D , the fact that it is bounded and regular implies
where P is defined in (2.1). Proposition 3.5. The flow map φ :
In particular, for incompressible flows,
Proof. Define the value of a color function g(x, t) to be 1 if x is in the closure of P(t) and 0 otherwise; here P(t) is the image of P = P(t 0 ) under φ t−t0 t0 . Clearly, the function v P (t) := P(t) depends on time only. The Reynolds transport theorem then yields 16) where P depends on τ and n is the normal vector of ∂P. The first right-hand-side term of (3.16) is clearly zero. The divergence theorem and the solenoidal velocity then yield (3.15). For both incompressible and compressible flows, we have 17) where the first step follows from integrating (3.16) over [t 0 , t 0 + k] and the second step from the mean value theorem for integrals. Then (3.13) yields (3.14).
Proposition 3.6. A κth-order accurate semidiscrete flow mapφ satisfies
Proof. The truncation error ofφ is O(k κ+1 ) for mapping any point p ∈ ∂P. By (3.12), there is a one-to-one correspondence between the boundary points ofφ The actions of exact and semidiscrete flow maps on a semianalytic set. The dashed curve represents the boundary of a semianalytic set P, the thick solid curve φ(∂P), and the thin solid curveφ(∂P). The one-to-one correspondence between points of φ(∂P) and those ofφ(∂P) is represented by the two "•" dots. In subplot (b), the solid squares represent dynamically generated kinks on the mapped boundaries. For sufficiently small time step sizes, the semidiscrete flow map preserves the feature of the exact flow map concerning the generation of dynamic kinks.
The difference between the actions of semidiscrete and discrete flow maps on linear semialgebraic sets. The dashed lines represent part of the boundary of a linear semialgebraic set P, the thick dashed line an edge p j p j+1 ⊂ ∂P. The discrete flow mapφ first uses the semidiscrete flow mapφ to send p j toφ(p j ) for all j's, then connect adjacent vertices with linear segments (dotted lines). In contrast, the semidiscrete flow mapφ acts on all points of ∂P. In particular, the thick dotted line representsφ(p j p j+1 ), the solid curveφ(p j p j+1 ), and the shaded area the symmetric difference betweenφ(P) andφ(P) contributed by the edge p j p j+1 . and those of φ k tn (P). As shown in Figure 3 .1, the left-hand side of (3.18) can be written as an integral similar to that in (3.17) . Applying the integral mean value theorem and (3.13) completes the proof. 
Proof. By (2.2) and (2.3), we have
Then Propositions 3.5 and 3.6 complete the proof. Proposition 3.5 and Corollary 3.7 state that the volume change of a point set under either a flow map or a semidiscrete flow map is proportional to the time increment; the difference of these two maps is quantified in Proposition 3.6. After characterizing regular semialgebraic sets with a length scale in Definition 3.8, we quantify the mapping difference between a semidiscrete flow map and a discrete flow map in Lemma 3.9.
Definition 3.8. The Lagrangian length scale of a semialgebraic set P ∈ S D q is the maximum distance between the two endpoints of all edges, i.e.
where x, y are vertices (0-simplices) of P, xy an edge (1-simplex) of P, and d 2 (x, y) the Euclidean distance between x and y. Lemma 3.9. Consider the approximation of a semidiscrete flow mapφ with a discrete flow mapφ :
. Ifφ is κth-order accurate with κ ≥ 2, then, for each
Proof. For D = 2, let p 1 p 2 denote an edge of ∂P. By Definition 3.8, we have
Then, for any fixed time, Taylor expansions of u (m) (p 1 ) and
where we have applied (3.22) . As shown in Figure 3 .2, it follows that
where the first step follows from (3.22) and Definition 3.4, the second step from the assumption ofφ being κth-order accurate, the third step from (3.5) and (3.23), and the last step from (3.22) and (3.24) . By (3.12), there is a one-to-one correspondence between the boundary points ofφ k tn (P) and those ofφ k tn (P). Hence the left-hand side of (3.21) can be written as an integral similar to that in (3.17) . Applying the integral mean value theorem and (3.13) yields (3.21).
The above arguments also apply to 3D in a straightforward way. Interestingly, the above proof suggests that Lemma 3.9 holds regardless of dynamically generated kinks. On the other hand, any method that does not explicitly detect the dynamic kinks and account for the discontinuities cannot do better than second-order accuracy. In particular, using a piecewise cubic polynomial representation instead of the piecewise linear one does not give accuracy
For any numerical simulation performed on computers, the underlying data structure has to be finite and it must finish in a finite number of steps. Hence in practice the semidiscrete flow map must be approximated by a discrete flow map. In answering the question (Q-4) posed in Section 1, Lemma 3.9 pinpoints a fundamental difficulty in achieving an IT accuracy higher than the second order: the accumulated error of approximating the semidiscrete flow map is always proportional to the square of the Lagrangian length scale h L ; this is independent of the polynomial representation of the boundary of material regions. This difficulty, due to the dynamically generated kinks on the interface, is the main reason that VOF methods with parabolic and cubic reconstruction are still second-order accurate.
One way to overcome this fundamental difficulty is to set the Lagrangian length scale h L to be a power function of the Eulerian grid size h. If this can be done without significantly increasing the computational cost, the result is an efficient and effectively higher-order method. The iPAM method is such an example, as shown in Section 6. and f satisfies the advection equation
In terms of the color function, we give the following point-set formulation of the IT problem.
Definition 4.1 (the IT problem). Denote the area occupied by the tracked material M at time t by
The IT problem is the determination of M(T ) from the initial condition M(t 0 ) and the given velocity field u(
The initial condition M(t 0 ) in the above definition is modeled as a regular semianalytic set and discretely represented as a regular semialgebraic set; both may be either open or closed. As mentioned in Section 2, this modeling choice does not incur any loss of generality for physically meaningful material regions. Since the flow maps are diffeomorphisms, M(t) belongs to S D for any subsequent time instance. In addition, the definitions of regular semianalytic sets and their volume (2.1) ensure that consistent IT is possible by excluding pathological regular sets such as one whose boundary is nowhere differentiable.
An alternative approach to the IT problem makes use of the tracked material's mass density ρ(x, t) instead of the color function f . In this approach, the area occupied by the material M is defined as M ρ := {x : ρ(x, t) > 0}, where ρ satisfies the scalar conservation law ∂ρ ∂t +∇·(uρ) = 0. However, in compressible flows the latter approach is susceptible to numerical difficulties when the velocity field dilutes the density of the tracked material to be close to zero. Furthermore, from a physical viewpoint of IT, the type of the tracked material is a uniform and steady property of each Lagrangian particle and should be independent of any properties of the underlying flow, a property which is captured by the color function. Another convenience of our modeling choice is that (4.1) yields a natural definition of volume fraction in (4.4). The above discussion justifies our modeling choice of the advection equation (4.2) of the color function (4.1).
Measuring the accuracy of IT methods.
Partition the computational domain Ω into a collection of fixed control volumes. The region occupied by the tracked material inside a cell C is M C = M ∩ C. The volume fraction of M for cell C is then
In most VOF methods, the IT error at time t n is measured by the geometric error
where f (t n ) C and f n C are, respectively, the exact and the computed volume fraction of cell C. A different measure is adopted in [13, 2, 57] as
where M(t n ) denotes the exact material region at t n and M n its approximation by an IT method.
The measure (4.6) is more rigorous than (4.5) for three reasons. First, E 1 is a metric on S D as is discussed in Section 2. In contrast, E g is not a metric: E g = 0 does not necessarily imply exact IT. Second, E 1 does not depend on the partition of Ω while E g does. Lastly, E g tends to hide reconstruction errors of VOF methods [57, sect. 3.6] . 
is of the βth-order accuracy in the 1-norm if E 1 (T ) = O(k β ) as the time step size k approaches zero. L IT is said to be consistent if β > 0.
In practice, the calculation of (4.6) tends to be ill-conditioned. Meanwhile, for any regular semianalytic set M, E g → E 1 as the cell volume and time step size approach zero. Hence we use (4.6) for theoretical analysis and (4.5) for numerical experiments.
4.3.
A generic IT method. Conceptually one could simply apply the discrete flow map in Definition 3.4 to a discrete representation of the initial condition to obtain a result of IT. In practice, this seldom works because two adjacent markers on an interface might become far apart after being stretched by the velocity field, which deteriorates the IT accuracy. This can be prevented by concatenating the discrete flow map with preprocessing and postprocessing operations that maintain certain desired properties of the interface. As unitary operations on S D q , the preprocessing and postprocessing procedures also render the method generic. Definition 4.3. A MARS method is an IT method of the form
where
is a mapping operation that approximates the exact flow map φ both in time and in space by sending one semialgebraic set at t n to another at t n + k, ψ n :
an augmentation operation at t n to prepare M n for the mapping, and
an adjustment operation after the mapping to fulfill some representation invariants (either abstract or concrete) of M n+1 . For example, an augmentation operation could add more vertices to M n so that the Lagrangian length scale h L ( M n+1 ) does not exceed a prescribed threshold for
a mapping operation ϕ could be the discrete flow map in Definition 3.4; an adjustment operation could enforce mass conservation by changing M n+1 so that the volume of M n+1 equals that of M n . It follows from Definition 4.3 that
4.4. Dividing the overall error into individual terms. The error of a MARS method is studied via a "divide-and-conquer" approach. First, the exact and calculated solutions of the IT problem are linked by a number of "stepping-stone" solutions: the expressions of every two adjacent solutions differ only by a single element and the symmetric difference of adjacent pairs leads to error definitions in Definition 4.4. Then the overall IT error of a MARS method is bounded by the sum of the individual error terms in Theorem 4.5.
Definition 4.4. Consider a MARS method of which the mapping operation ϕ is obtained from the exact flow map φ by first discretizing φ in time (leading to a semidiscrete flow mapφ) and then discretizingφ in space. The time-integration error E ODE (t n ), the representation error E REP (t n ), the augmentation error E AUG (t n ), the mapping error E MAP (t n ), and the adjustment error E ADJ (t n ) of such a MARS method at t n = t 0 + nk are, respectively,
are called the error regions of the ith time step, i = 0, . . . , n − 1. Here E ODE is the error caused by approximating the exact flow map φ with a semidiscrete flow mapφ, E REP the final IT error caused by representing the material region with a semialgebraic set at the initial time, E AUG the accumulated error of augmenting the semialgebraic sets, E MAP the accumulated error of approximating the semidiscrete flow map with the mapping operation, and E ADJ the accumulated error of adjusting the mapped semialgebraic sets.
It follows from (3.8) and Proposition 3.5 that 12) which implies that the representation error does not accumulate in time to a larger order of magnitude. As for E ODE , the temporal accumulation of integration errors caused by a semidiscrete flow map has been formally encapsulated within its definition. The forms of E AUG , E MAP , E ADJ also suggest that they may accumulate over the time steps. However, error accumulations of
of different time steps are sent to the same final time by the semidiscrete flow maps while the accumulated atom errors in E ODE are at different time instances. The implication of this difference will be further discussed in Sections 4.5 and 4.6.
The main result of this subsection is the following theorem: Theorem 4.5. The IT error of a MARS method is bounded as
where the individual error terms are defined in Definition 4.4. Proof. Definition 4.3 and the definition of E 1 (t n ) in (4.6) lead to
where the second step follows from (2.2), the third step from (2. 
(4.14)
Proof. Denote M n ψ = ψ n M n , then (4.9) and Definition 4.3 yield
We prove (4.14) by an induction on the number of time steps taken. The induction basis of n = 1 holds because
where the first step follows from (2.2), the second step from (4.15), the last step from (3.10) and Definition 4.4. Assume (4.14) holds. Then for step n + 1 we have
where the first step follows from (2.2); the second step from (4.15), (3.10), and Definition 4.4; the third step from the induction hypothesis and (3.10); the fourth step from Assumption 3.3; the last step from the commutativity of the exclusive disjunction operator.
Estimating the individual error terms.
According to Definition 4.3, a MARS method is unambiguously described by fully specifying the details of its three operations and the representation of M(t n ) by M n . After examining the representation error, we use the results in Section 3.3 to make the error bound in Theorem 4.5 more concrete.
Proposition 4.7. If a MARS method represents the initial material region with a linear semialgebraic set, i.e.
In 2D, all vertices of M 0 clearly belong to M(t 0 ). For two adjacent vertices p j and p j+1 , if the arc p j p j+1 ⊂ ∂M(t 0 ) is C 2 , set up a local orthogonal coordinate system (x, y) with its x-axis aligned with the line segment p j p j+1 ⊂ ∂M 0 , |y(x)| is then the distance between corresponding points of p j p j+1 and p j p j+1 . Since y j = 0, y j+1 = 0, Rolle's theorem implies that there exists a point p ∈ p j p j+1 such that dy dx p = 0. Then it follows from a Taylor expansion of y at p that the maximum distance between p j p j+1 and
contains a kink of ∂M(t 0 ). However, by definition of semianalytic sets, the number of kinks on ∂M(t 0 ) is O(1), hence
are the numbers of edges of the two cases. In 3D, similar arguments yield
where the first step follows from (3.8) and the second step from Proposition 3.5. Clearly, Proposition 4.7 holds independently of whether all kinks of M(t 0 ) have been captured by the vertices and edges in the discrete representation M 0 .
Corollary 4.8. If the semidiscrete flow mapφ of a MARS method is κth-order
Proof. This follows directly from Proposition 3.6 and the fact that there are O(
The next corollary is a consequence of Lemma 3.9. Proposition 4.9. If a MARS method represents material regions with linear semialgebraic sets for all time steps, has the discrete flow map as its mapping operation (ϕ =φ), and uses a κth-order accurate semidiscrete flow mapφ with κ ≥ 2, then
where the three steps follow from the definition of E MAP in (4.11), (2.3), and Proposition 3.5, respectively. The proof is then completed by Lemma 3.9 and the fact that there are O( 1 k ) time steps. Corollary 4.10. If a MARS method represents material regions with linear semialgebraic sets for all time steps, has the discrete flow map as its mapping operation (ϕ =φ), and uses a κth-order accurate semidiscrete flow mapφ with κ ≥ 2, then the overall IT error of the MARS method can be bounded as
Proof. This follows from applying Theorem 4.5 with the last three error terms on the right-hand side of (4.13) replaced with the estimates in Proposition 4.7, Corollary 4.8, and Proposition 4.9.
The above corollary is the main conclusion on the overall error of the special MARS method using S 
where h L,χP is the Lagrangian length scale of χP as in Definition 3.8. Suppose χ is also idempotent, i.e. χ•χ = χ, and it is used in the MARS method
21)
where I denotes the identity operation and ϕ k tn is based on a second-order semidiscrete flow mapφ k tn . Then the adjustment error of each time step can be sharpened as
and M n is defined in (4.9). Proof. Consider the mappings in the MARS method before t n :
The condition (4.20) implies
The second-order accuracy ofφ k tn and Lemma 3.9 yield
It follows from (4.24), (4.25), and the triangle inequality (2.3) that 
which implies lim k→0 φk tn−1 ψ tn−1 M n−1 ⊕ M n = 0. Hence (4.26) is sharpened as 27) which, together with (4.25) and the triangle inequality, gives (4.22).
For an idempotent adjustment operation that is second-order accurate for static semialgebraic sets, the above lemma states that the adjustment error at each time step should be scaled by the time step size if the MARS method has a second-order time integrator and consistent augmentation and mapping operations.
Applications: Analyzing Interface Tracking Methods.
In this section, we demonstrate the utilities of MARS by analyzing VOF methods and the iPAM method. Other IT methods, including MOF methods, the PAM method, and front tracking methods are analyzed in the supplement. These discussions answer questions (Q-1) to (Q-6) posed in Section 1.
As mentioned in Section 4.2, a cell material region is the intersection of the cell C with the material region, written M C (t n ) := M(t n ) ∩ C. A cell satisfying M C (t n ) = ∅ or M C (t n ) = C is a pure cell at time t n ; otherwise it is an interface cell at time t n . An interface candidate cell at time t n is a cell that might become an interface cell at time t n + k.
VOF methods. VOF methods represent the interface inside an interface cell both explicitly with a piecewise function and implicitly with a volume fraction.
Within each time step, the new volume fractions are first updated by calculating edge fluxes of the color function f from the known material regions [57] ; then the new material regions are determined from the new volume fractions. These two substeps are called, respectively, the advection substep and the reconstruction substep. Stateof-the-art VOF methods for these two substeps are the unsplit advection algorithms [57] and the piecewise linear interface reconstruction (PLIC) [54, 36, 35, 39] . Puckett [37, 38] showed that, given a square grid of size h covering a C 2 simple closed curve in the plane, one can construct a PLIC interface from the volume fractions so that the pointwise distance between the C 2 curve and its linear reconstruction is O(h 2 ). Referring to Definition 4.3, VOF methods can be considered as a special class of MARS method with its augmentation operation ψ as the identity operation (thus E AUG VOF = 0), its mapping operation ϕ as the advection substep, and its adjustment operation χ as the reconstruction substep: n unique, we could impose additional conditions. However, the analysis of VOF methods does not depend on the way in which ϕ k tn M n is made unique, because it is merely an intermediate result and will be promptly changed by the reconstruction substep. In other words, the analysis in the rest of this subsection holds for any definition of ϕ k tn M n that satisfies (i) and (ii). The overall second-order accuracy of VOF methods is usually taken for granted when coupling a second-order advection algorithm and a second-order reconstruction scheme. However, the reasons for the overall IT accuracy being second order are not obvious at all. As the main difficulty, the second-order accuracy of the advection algorithm is with respect to the entire simulation (the temporal error accumulation has already been incorporated), whereas that of the reconstruction scheme is for a fixed time instant. This difficulty is resolved by the following theorem, which states that the idempotence of the reconstruction operation guarantees the overall secondorder accuracy.
Theorem 5.1. A VOF method of the form (5.1) is second-order accurate in the 1-norm (4.6) if (a) its advection algorithm is second-order accurate; (b) its reconstruction scheme χ is second-order accurate, i.e. χ satisfies (4.20); (c) χ is idempotent.
Proof. By Theorem 4.5, the overall error of VOF methods is 
, which completes the proof.
PLIC reconstructions are idempotent because they preserve volume fractions, and these volume fractions uniquely determine the reconstructed interface. Thus Theorem 5.1 yields the following.
Corollary 5.2. A PLIC VOF method with second-order advection and secondorder reconstruction has overall IT accuracy of the second order in the 1-norm (4.6).
The above corollary answers question (Q-3) posed in Section 1. As a caveat, some of the so-called second-order advection algorithms are strictly speaking only first-order accurate; this order reduction has recently been demonstrated in [57] for certain cases such as vortical flows.
The second-order accuracy of the MOF method is proved in Section 2.2 of the supplement. For a discussion on improving VOF methods to higher-order accuracy, see Section 2.4 of the supplement.
The iPAM method.
Recently, the authors proposed a fourth-order iPAM method [62] as an improvement of the second-order PAM method (see Section 2.1 in the supplement for a justification of the second-order accuracy). The accuracy of the iPAM method is achieved by (i) augmenting the abstract data structure of PAM to faithfully represent multiple components of material regions within a single cell; (ii) removing restrictive assumptions of PAM to reduce the adjustment errors; (iii) adjusting the volume of represented cell material regions via VAPER [62, sect. 4.2]; a computational-geometry algorithm based on polygon ear removal, and (iv) maintaining a relation (h L = r h h α ) between the Eulerian grid size h and the Lagrangian length scale h L (see Definition 3.8). The last improvement (iv) is the key feature of iPAM that distinguishes it from other methods [15, 33, 28] utilizing Lagrangian markers to increase resolutions.
Definition 5.3 (The iPAM method [62] ). Let [r tiny h L , h L ] be given as the range of the allowed distance between adjacent interface markers. Within each time step [t n , t n + k], the iPAM method advances M n to M n+1 by applying six substeps to each interface candidate cell: . In substep (iPAM-1), a cell preimage is obtained from the preimage of its boundary; the tracings are consistent for neighboring cells in that the preimage of a cell edge is used simultaneously for the two cells whose boundaries share the same edge. Consequently, the first two substeps, (iPAM-1) and (iPAM-2), can be interpreted as a repartition of the approximated material region M n := C⊆Ω M n C for global mass conservation. In contrast, the last step, (iPAM-6), attempts to enforce local mass conservation for each interface candidate cell. Note that this step of mass conservation should not be invoked for compressible flows. The substep (iPAM-4) enforces an upper bound of the distance between two adjacent markers by subdividing long interface edges with newly added markers. In comparison, (iPAM-5) enforces a lower bound by replacing edges of negligible lengths with their midpoints, which is equivalent to imposing an upper bound on n mks , the maximum number of interface markers. See [62, Fig. 4 .2] for illustrations of (iPAM-4) and (iPAM-5).
In Definition 5.3, (iPAM-1), (iPAM-2), and (iPAM-4) can be considered as an augmentation operation for inserting additional vertices into the interface at the beginning of the time step. In (iPAM-3), the discrete flow map acts on the material regions. (iPAM-5) and the VAPER algorithm in (iPAM-6) can be regarded as an adjustment operation. Therefore, iPAM is of MARS type. 
Proof. By (iPAM-4) and assumptions (b) and (c), the maximum distance between two adjacent vertices on the interface is
for all time steps. Adding new markers to the edges does not incur any error, hence E AUG = 0. By Corollary 4.10, it suffices to show that
The adjustment operation χ in iPAM method consists of (iPAM-5) and the VAPER algorithm in (iPAM-6). When (iPAM-6) is invoked for incompressible flows, we have
. By Proposition 3.6 and Lemma 3.9,
Hence VAPER in (iPAM-6) incurs adjustment errors totaling at most
It is readily verified that χ is idempotent. It is also trivial to verify that (4.21) holds for iPAM. By Lemma 4.11, it suffices to show that (4.20) holds when (iPAM-5) is applied to a static semialgebraic set.
As shown in [62, Fig. 6 (c) and (d)] and Figure 5 .1 (a), the error caused by replacing an edge p j p j+1 with its midpoint q is the total volume of two triangles, one with vertices p j−1 , p j , q and the other p j+1 , p j+2 , q. Consider the latter triangle in Figure 5.1 (b) . The vertices define a quadratic curve, the tight bounding box of which also contains the triangle. By Rolle's theorem, the maximum distance of the points on the curve to the longest edge of the triangle is O(h 
. The proof is completed by applying Corollary 4.10 with assumption (a).
Results of the numerical tests in [62] confirm that setting α = 1.5 and α = 2 leads, respectively, to third-and fourth-order accuracy of the iPAM method.
Since the iPAM method runs in O( There exist high-order IT methods such as the spectral element method by Sussman and Hussaini [46] . However, the interface there is assumed to be locally smooth, and this smoothness assumption is essential in establishing the spectral convergence rates higher than two. In particular, no numerical experiments are performed in [46] for problems with dynamically generated kinks. As discussed at the end of Section 3.3, Lemma 3.9 dictates that the second-order error in approximating the semidiscrete flow map cannot be improved by using higher-order representations of material boundaries, due to the fundamental difficulty incurred by dynamic C 1 discontinuities. This is confirmed by numerical experiments performed in Section 6.
As a unique feature of iPAM, its fourth-order accuracy in terms of h is achieved by enforcing the relation h L = O(h 2 ), and this fourth-order accuracy is independent of dynamic kinks, as shown both by the analysis in Proposition 5.4 and by numerical experiments in [62] . To the best of our knowledge, the iPAM method is the first fourth-order IT method whose convergence rates are independent of C 1 discontinuities dynamically generated on the interface.
To avoid any potential confusion and misinterpretation, we reiterate that the iPAM method is fourth-order accurate in terms of the Eulerian grid size h, but is only second-order accurate in terms of the Lagrangian length scale h L . Inspired by the analysis in MARS, the fourth-order accuracy of the iPAM method is not a contradiction of Lemma 3.9, but rather a circumvention of the fundamental difficulty caused by dynamic kinks.
6. Numerical Experiments. In this section, further improvements of the iPAM method are numerically investigated to answer questions (Q-7), (Q-8), and (Q-9) posed in Section 1.
A cubic iPAM method is attained from the original linear iPAM method by turning off (iPAM-6) in Definition 5.3 and representing material region with cubic splinegons, i.e. curvilinear polygons with cubic splines as the edges. When computing the intersection of two such splinegons, we first calculate intersections of the corresponding linear polygons and then use them as the initial guess in an iterative Newton's method to obtain accurate intersection points of the splinegons. This algorithm of splinegon intersection works well because the topology of the intersection in the cubic case is the same as that in the linear case for a sufficiently small Eulerian grid size h. The advected Lagrangian markers are used as the knots of the periodic cubic splines. When dividing a long edge into smaller ones, the new markers are added on the cubic spline so that augmentation errors remain zero.
Rotation of the Zalesak disk.
In this test, a slotted disk is placed in a purely rotational velocity field given by the stream function
where O = (x O , y O ) is the center of the rotation and ω the constant angular velocity. The initial setup and other parameters of this test are shown in Figure 6 .1. After a full revolution of 2π rotation, the slotted circle returns to its initial location, hence the exact solution is the same as the initial condition. We perform this test using the cubic iPAM method with h L = 0.1h, h 3/2 , 5h 2 . At the initial time, the cubic splinegons in the interface cells are computed from a single cubic spline that represents the boundary of the slotted disk. Since the four corners of the initial disk remain C 1 discontinuities during the solid-body rotation, at each time step we only specify C 0 continuity for each of the four corners when constructing (a) linear iPAM with h L = 5h 2 for t = Table 6 .2 An accuracy comparison of state-of-the-art VOF methods with the cubic iPAM method for the Zalesak-rotation test in Figure 6 .1 on a grid with h = 0.02. For this test, the definition of the geometric error in these VOF methods differs from Eg in (4.5) by a constant factor of about 0.74. Hence the error of the cubic iPAM method is multiplied by a factor of 1.35 to facilitate the comparison.
Method
Geometric error (1.35E g with h = 0.02) Stream/Puckett [26] 1.00 × 10
EMFPA-SIR (cubic spline) [31] 9.73 × 10
Quadratic fit + continuity [41] 4.16 × 10
cubic iPAM with h L = 0.1h (this work) 1.53 × 10
the corresponding cubic splinegon within some interface cell. In Figure 6 .2, material polygons of the cubic iPAM method with h L = 0.1h are plotted on actual grids for two time instants t = 1 2 T and t = T , along with the corresponding results of the linear iPAM method [62] . Clearly, the cubic iPAM method preserves the shape of the sharp corners on the periphery of the disk much better than the linear iPAM method.
We compare errors and convergence rates of the linear iPAM method to those of the cubic iPAM method for the relation h L = 5h
2 . From the first two lines of Table  6 .1, the maximum numbers of markers for each test are exactly the same for the two methods, yet the accuracy on the finest grid is improved by 8 orders of magnitude! The last three lines of Table 6 .1 demonstrate the effect upon the overall IT accuracy from various choices of r h and α in the relation h L = r h h α . The choices of α = 1, 2 has already lead to solutions that are accurate enough. As shown in the second and the third lines of Table 6 .1, the choice of h L = h 3/2 has an accuracy very close to that of h L = 5h 2 on the finest grid, although the asymptotic expense of the former is much less than that of the latter. The above observations illustrate the flexibility of the iPAM method in striking a balance between accuracy and efficiency; see [62, sect. 5 .2] for more discussions. Questions (Q-7) and (Q-8) posed in Section 1 are also partially answered by these numerical results.
We also compare the accuracy of the cubic iPAM method (h L = 0.1h) to that of state-of-the-art VOF methods in Table 6 .2. On the finest grid, the iPAM method is more accurate than the VOF methods by roughly 6 orders of magnitude! Although VOF methods can utilize adaptive mesh refinement (AMR) to increase its accuracy, it can be shown that the complexity of such a AMR-VOF method is O( To compare the efficiency of the two methods in achieving the same accuracy, we quantify the speedup of the cubic iPAM method over VOF methods in terms of CPU time. Systematic arguments and simple formulas for this purpose have already been proposed in [60, sect. 7] and [62, sect. 5.3 ], here we simply apply the same idea to the Zalesak-rotation test. In order to reach the same accuracy of the cubic iPAM method in Table 6 .2, the EMFPA-SIR has to refine the grid at least 11 times (by a factor of 2) so that the second-order accuracy yields an error reduction ratio of 4
11 . Meanwhile, the computational cost in terms of CPU time is increased by a factor of 4.0 × 10 6 , due to the linear complexity of each time step and the fact that the solution has to be advanced over O( 1 k ) time steps. Since the EMFPA-SIR method is about four times faster than the cubic iPAM method on the grid with h = 0.02, the speedup of the cubic iPAM method over the EMFPA-SIR method is roughly 10
6 . As of June 2015, the fastest computer in the world was the Tianhe-2 computer in China with 3,120,000 cores and a maximum Linpack performance at 33, 862, 700 Gigaflops [32] . The personal desktop of the first author has a single Intel R i7-3930 hexa-core CPU and runs at a speed around 138 Gigaflops. Clearly, an upper bound 5 of the speedup in switching from the author's personal desktop to Tianhe-2 is about 2.5 × 10
5 . The following remark is justified by the fact that the speedup of the cubic iPAM method over EMFPA-SIR (10 6 ) is greater than 2.5 × 10 5 .
Remark 6.1. To achieve an IT accuracy of 1.5 × 10 −9 for the Zalesak-rotation test detailed in Figure 6 .1, it is faster to run the cubic iPAM method on a personal computer than to run the EMFPA-SIR method on the fastest supercomputer in the world! It is shown in [60, sect. 7] and [62, sect. 5.3] that the CPU-time speedup of a fourth-order method over a second-order method grows as a power function as the targeted accuracy is reduced. This pattern remains the same for different tests, although values of the speedup for a given accuracy may vary largely across these tests.
6.2. Vortex shear of a circular disk. In this test, we numerically solve the popular single-vortex problem, where a nonuniform, transient velocity field given by the stream function
is imposed on a circular disk. The initial setup and other test parameters are shown in Figure 6 .3. At time t = T 2 , the velocity field is reversed by the cosinusoidal temporal factor so that the exact solution at t = T coincides with the initial condition.
For vortex-shear tests with short time periods T = 0.5, 2, Figure 6 .4 shows the material regions at t = since cubic splines might round the corner at a true kink. During the entire course of these simulations, we do not observe any kinks. However, as shown in [62, Fig. 5.6] , the tail of the spiral develops into a prominent kink for the test with T = 8.
We list the errors and convergence rates of the cubic iPAM method along with those of the original iPAM method in Table 6 
, respectively. The accuracy of the economy case h L = 0.2h is substantially worse than that of the The order reduction also confirms the fundamental difficulty of high-order IT revealed by Lemma 3.9 that reduction of the mapping error is limited by the Lagrangian length scales. Despite its eighth-order accuracy in the absence of dynamic C 1 discontinuities, the current cubic iPAM method with h L = O(h 2 ) is still a fourth-order method. After all, an IT method has to be fourth-order accurate for all possible test cases to be called a "fourth-order" IT method. On the other hand, results of the Zalesak-rotation test indicate that the cubic iPAM method may be improved to an accuracy higher than fourth order if we can capture local dynamic kinks with enough accuracy. These discussions partially answer question (Q-8) posed in Section 1.
6.3. Curvature estimation. In simulating multiphase flows, it is notoriously difficult to accurately estimate the curvature of a deforming interface. For VOF methods, curvature can be estimated from volume fractions to second-order accuracy by the height function approach [27, 44] . Fourth-order formulas of this approach also exist for static shapes [47] , but the authors are not aware of any demonstrated fourthorder accuracy in estimating curvature from the results of a nontrivial IT test. As the major difficulty, rarely does an IT method have the property that, after a finite time period of deformation, the tracked interface is still accurate enough to support fourth-order curvature estimation.
The iPAM method is an exception in that it is fourth-order accurate not only for IT, but also for curvature estimation. To support this claim, we estimate the interface curvature at both the initial and the final times of simulations for the vortex-shear tests presented in the previous section. The steps are detailed as follows. (CE-1) For all cells of a grid with size h, compute at time t = 0 the volume fractions resulting from a linear or cubic spline representation of the circle; the Eulerian grid size is set to h = 
where i is the multi-index of an interface cell,
f i+( ,j) if the local interface is aligned more horizontally, Table 6 .4, we organize results of the 72 vortex-shear tests into six cases as many tests yield the same results. Case I contains all tests of curvature estimation at the initial time. For all choices of h L and h, either the linear or the cubic spline representation is accurate enough to achieve fourth-order curvature estimation of the circle both in the max-norm and the 1-norm. Note that fourth-order convergence rates of curvature estimation for a static unit circle have already been shown by Sussman and Ohta [47] . Since the circle radii in our tests and theirs are, respectively, 0.15 and 1, the error of their curvature estimation at the grid size The results of Case II are identical to those of Case I, implying that if the interface is always smooth, the iPAM method with all the above choices of h L tracks the interface well enough so that the curvature errors caused by IT are much smaller that those caused by the fourth-order formula (6.3). 1.59e-04 L 1 (E κ ) 1.21e-02 4.52 5.29e-04 4.34 2.61e-05
As detailed in Table 6 .4, the last four cases concern curvature estimation at the final time of the longest vortex-shear test, where a C 1 discontinuity is prominent for most of the period [62, Fig. 12 ]. With the choice h L = O(h 2 ) in Cases III and VI, we observe convergence rates close to four for both cases. The slightly better accuracy of Case VI is probably due to its cubic spline representation. Due to the adverse effect of the kink, the nonconvergent curvature estimation of Case IV is expected. In Table 6 .3, the IT error for this case with h = 1 128 is 7.28 × 10 −8 , much smaller than 0.235, the max-norm of corresponding curvature errors. This dramatic contrast suggests that tracked interface loci that appear accurate might lead to very inaccurate curvature estimates. In addition, a comparison of the errors of Case III to those of Case IV shows that the curvature estimated from a spline representation might be much less accurate than that from a linear-segment representation.
With a slight increase of the computational cost in Case V, we were able to obtain second-order and fourth-order convergence rates in the max-norm and in the 1-norm, respectively. The above discussion on the results in Table 6 .4 suggests that using cubic splines with h L = O(h) and h L = O(h 3 2 ) might be efficient choices of accurate curvature estimation for a smooth interface and a C 1 discontinuous interface, respectively.
Our stringent numerical tests strongly suggest that, despite the possible formation of C 1 discontinuities on a deforming interface, its curvature can always be estimated to fourth-order accurate by appropriately choosing the spline type and the Lagrangian length scale under the MARS framework. In summary, this subsection gives a positive answer to question (Q-9) posed in Section 1, supporting our discussions in the previous section on the iPAM method being fourth-order accurate.
7. Conclusions. We have proposed MARS, a generic framework of analyzing IT methods in both compressible and incompressible flows. By examining the coupling of advection algorithms and reconstruction schemes, we prove a theorem on the overall second-order accuracy of VOF methods including the MOF method. The fourth-order accuracy of the iPAM method is also rigorously proved. In addition, MARS applies directly to front tracking methods, thanks to the similarity between the iPAM method and front tracking methods, To the best of our knowledge, MARS is the first generic framework for systematic analysis of explicit IT methods.
We investigate the possibilities of further improving the accuracy and efficiency of the iPAM method by solving standard benchmark tests with a cubic iPAM method. When cubic splines are used to represent the interface, a central issue with practical significance is how to minimize the adverse influence of local dynamic kinks on the global IT accuracy. One possible solution is to capture these dynamic kinks and enforce C 0 continuity on the underlying spline representation. Numerical results demonstrate the great potential of MARS in directing future development of highly accurate and efficient IT methods. To achieve a geometric accuracy of 1.5 × 10 −9 for the Zalesak-rotation test, a cubic iPAM method with optimal linear complexity running on the author's personal desktop is faster than a state-of-the-art VOF method running on the fastest supercomputer in the world! Under the MARS framework, the interface curvature can also be estimated to fourthorder accuracy, regardless of the potential development of C 1 discontinuities. The next step along this line of research is the extension of the iPAM method to 3D and an arbitrary number of materials under the guidance of MARS. In future research of numerically simulating multiphase flows with moving boundaries, the MARS framework serves as a solid theoretical foundation for coupling the iPAM method to fourth-order finite volume methods [63, 59, 60] . For irregular domains, spatial operators can be discretized as linear combinations of cell-averaged quantities on structured control volumes, via combining the representation of material regions by regular semialgebraic sets, the interpolation stencils based on principal lattices [55] , and the algebraic formulas for multidimensional quadrature on donating regions [56] . The ultimate goal is a fourth-order semi-Lagrangian method of linear complexity for solving the incompressible Navier-Stokes equations with sharp moving boundaries, of which the convergence rates are dependent neither on dynamic C 1 discontinuities of the interface nor on topological changes of the material regions.
