The National Ignition Facility (NIF) is a stadium-sized facility containing a 192-beam, 1.8 MJ, 500-TW, 351-nm laser system together with a 10-m diameter target chamber with room for many target diagnostics. NIF is the world's largest laser experimental system, providing a national center to study inertial confinement fusion and the physics of matter at extreme energy densities and pressures. A computational system, the Laser Performance Operations Model (LPOM) has been developed that automates the laser setup process, and accurately predict laser energetics. LPOM uses diagnostic feedback from previous NIF shots to maintain accurate energetics models (gains and losses), as well as links to operational databases to provide 'as currently installed' optical layouts for each of the 192 NIF beamlines. LPOM deploys a fully integrated laser physics model, the Virtual Beamline (VBL), in its predictive calculations in order to meet the accuracy requirements of NIF experiments, and to provide the ability to determine the damage risk to optical elements throughout the laser chain. LPOM determines the settings of the injection laser system required to achieve the desired laser output, provides equipment protection, and determines the diagnostic setup. Additionally, LPOM provides real-time post shot data analysis and reporting for each NIF shot. The LPOM computation system is designed as a multi-host computational cluster (with 200 compute nodes, providing the capability to run full NIF simulations fully parallel) to meet the demands of both the controls systems within a shot cycle, and the NIF user community outside of a shot cycle.
INTRODUCTION
The NIF 1 at LLNL is the U.S. Department of Energy and NNSA national center to study inertial confinement fusion and the physics of extreme energy densities and pressures. In NIF, 192 extremely powerful laser beams will compress small fusion targets to conditions in which they will ignite and burn, liberating more energy than is required to initiate the fusion reactions. NIF experiments will allow the study of physical processes at temperatures approaching 100 million K and 100 billion times atmospheric pressure. These conditions exist naturally only in the interior of stars and in nuclear weapons explosions. Success on many of the NIF laser's missions depends on obtaining precisely specified energy waveforms from each of the 192 beams over a wide variety of pulse lengths and temporal shapes, and producing energy balance among the beams to a very high precision 2 . Since the energetic performance of each of the beams will be different, due to slight differences in amplifier gains, optical transmission losses, and frequency conversion in the constructed beamline, a detailed computational model of the facility is required to accurately determine the input conditions required to generate the requested output. The model must also be part of a computational system connected to the NIF controls system, in order to provide the setup information in a time frame consistent with NIF's shot cycle time. The Laser Performance Operations Model (LPOM) 3, 4 has been developed to provide this function for NIF. The LPOM is one of the NIF Integrated Computer Control System (ICCS) high-level software supervisory systems. The primary role of the LPOM is to automate the setup of the 192 individual NIF laser beams. To achieve this, LPOM maintains a current description of the system that includes the optical paths, optical losses, amplifier configurations, and frequency conversion configurations for each beam, as well as a database of laser energetics models (amplifier gains, frequency conversion) that are calibrated, and updated frequently, with measured diagnostic data. LPOM uses a detailed energy extraction and propagation code called the Virtual Beamline (VBL) 5, 6 the mainstay of design, verification, and component selection for the NIF laser system, to calculate the energetics throughout the beamlines, based on the current optical properties of each of the 'as-built' NIF beamlines. VBL is a 4-dimensional (3 spatial and 1 temporal) code that models energy extraction from amplifiers by solving the Frantz-Nodvik equation 8 . Propagation of the laser pulse is modeled using a Fast-Fourier Transform method. Optical imperfections in the many components comprising each NIF beamline significantly influence beam propagation. VBL includes these effects either as measured metrology data or as power spectral density-based simulated phase screens. With careful inclusion of this information, a quantitative prediction of the near-field beam modulation and far-field spot size can be made by LPOM. By maintaining an accurate description of the optical system, and by using a detailed physics model at its core, LPOM can accurately calculate the required settings for the Injection Laser System (ILS) that will produce the requested output energies and powers. In addition to the ILS settings, LPOM also predicts the energies and powers at each of the laser diagnostic locations in NIF, thereby assuring that the each diagnostic is set up to accurately measure the results of each shot. As NIF has transitioned to a user-facility that is required to support operations spanning a wider range of pulse shapes and durations, as well as over a broader spectrum of operating wavelengths, enhancements to both LPOM and VBL have been made to support precise, automated calculations. These include models for gain including lower-level lifetime, temporal pulse overlap within the NIF optical path, and gain variation as a function of wavelength 9 .
A second function of the LPOM is to provide online equipment protection of the NIF optical system. After calculating the setpoints for a proposed shot, the LPOM provides an assessment of the shot to the NIF expert groups prior to the approval of the experiment. This assessment includes a report on the probability of a shot causing optical damage (both optical bulk damage, and filamentation), as well as a report on the feasibility of achieving the proposed shot goals. The LPOM's shot assessment is part of NIF's "defense-in-depth" approach to equipment protection, playing an engineering role in preventing conducting an experiment that could lead to significant optical damage. In addition to shot assessment, LPOM provides an additional equipment protection feature during a shot, by verifying that the measured energies and powers at the output of the Injection Laser System match those required by LPOM. The final function of LPOM is to provide post-shot data analysis and reporting to the NIF user community. LPOM presents its analysis results within minutes of a shot through a web browser interface (the LPOM Data Reporting Tool) that allows fast, convenient and detailed reports to aid in shot operations and shot planning. The drill-down design of the reporting allows a reliable realtime assessment of the outcome of a shot in terms of both performance (accuracy compared to request) and system integrity (flagging alerts for possible problems with the system based on anomalies in measured performance). In this paper, we begin with a general description of the NIF laser system. We then describe the LPOM, and its role in NIF shot activities. Included in this description we will show comparisons of measured and predicted data from recent experiments on NIF.
DESCRIPTION OF NIF
NIF is shown schematically in Figure 1 . NIF consists of four main elements: a laser system and optical components; the target chamber and its experimental systems; an environmentally controlled building housing the laser system and target area; and an integrated computer control system. NIF's laser system features 192 high-power laser beams. A NIF laser beam begins with a nanojoule energy pulse from the master oscillator (MOR), a diode-pumped fiber laser system that can provide a variety of pulse shapes for target experiments. The master oscillator pulse is shaped in time and smoothed in intensity and then transported to the preamplifier modules (PAM) for amplification and spatial beam shaping. Each PAM first amplifies the pulse by a factor of 1 million (to the millijoule level) in a regenerative amplifier. The output pulse from the regenerative amplifier is propagated through a beam shaping module that modifies the output Gaussian spatial shape to carefully shaped pulse that will compensate for non-uniformities in the main laser amplifier gain profiles. The shaped pulse is then amplified once again up to the energies of several Joules by passing the beam four times through a flashlamp-pumped rod amplifier. The beam out of the PAM then passes through the Preamplifier Beam Transport System (PABTS) where a set of waveplates and polarizers splits the energy for injection into four separate main laser beamlines. Within each quad there are three PABTS waveplates that first split the energy among the four beamlines of a quad. There are a total of 48 PAMs on NIF, each feeding a 'quad' of four laser beams. From the PABTS the laser beam next enters the main laser system, which consists of two large amplifier units -the power amplifier and the main amplifier. These amplifier systems are designed to efficiently amplify the nominal 1-J input pulse from the PAM/PABTS to the required power and energy maintaining the input beam's spatial and spectral characteristics. Since the temporal shape of the input beam is modified significantly as it passes through the main laser due to gain saturation, the initial MOR pulse shape has to be designed to compensate for all temporal distortion accrued in the preamplifier and main amplifier sections. The NIF main amplifiers are designed to contain 16 glass slabs per beam line, with 11 slabs in the main amplifier section and 5 slabs in the power amplifier section. This configuration is routinely referred to an 1^^11/Ì .. 
The ILS
Fiber '11-5' configuration (other configurations such as 9-5 and 7-5 are routinely used for lower energies shots). The amplifiers use 42-kg slabs, 46 cm x 81 cm x 3.4 cm of neodymium-doped phosphate glass set vertically at Brewster's angle to minimize reflective losses in the laser beam. The slabs are stacked four high and two wide to accommodate a 'bundle' of eight laser beams. The operating configuration of NIF has a beam pass 4 times through the main amplifier and twice through the power amplifier. Multipassing through the main laser amplifiers is achieved using a kind of optical switch called a plasma electrode Pockels cell (PEPC) 10 . This device uses electrically induced changes in the refractive index of an electrooptic crystal (made of KDP). When combined with a polarizer, the PEPC allows light to pass through or reflect off a polarizer. The PEPC will essentially trap the laser light between two mirrors as it makes two round trips through the main amplifier system before being switched out to continue its way back through the power amplifier on its way to the target chamber. The PEPC consists of thin KDP plates sandwiched between two gas-discharge plasmas so tenuous that they have no effect on the laser beam passing through the cell. Nonetheless, the plasmas serve as conducting electrodes allowing the entire surface of the thin crystal plate to charge electronically in about 100 nanoseconds so the beam can be switched efficiently. After exiting the main laser amplifier section, the beam passes through a spatial filter to remove any high-frequency noise that has accumulated on the wavefront of the pulse. The beam then enters the Final Optics Assembly (FOA) as it continues toward the target chamber. At this point along the propagation path, the wavelength of the pulse is 1.053µm (infrared) corresponding to the lasing transition wavelength in the Nd glass. It is in the FOA that the beam is frequencyconverted to 351-nm (0.351µm by way of third-harmonic generator). The NIF frequency converter consists of a KDP plate and a deuterated KDP plate. The first crystal frequency doubles the 1.053 µm light, while the second crystal combines first and second harmonic light to generate 3rd harmonic light at 0.351µm. A final focus lens in the FOA focuses the beam from its nominal 35x35 cm beam size, to a few hundred-micron diameter at the center of the target chamber approximately 8 meters away. The beams from all 192 beamlines must be carefully aligned and timed so that the energy hits a target at essentially the same time. The commissioning of the first quad of NIF began late in 2002 and concluded in the fall of 2004. The LPOM was deployed in the NIF facility prior to the first shots in the commissioning series, and was used to set up the initial full system shot in a manual mode (requiring an operator interacting with a GUI). Since then, as NIF has grown to a fully operational system (2009), LPOM has evolved in terms of automation, complexity and scope. The LPOM initially proved to be an invaluable tool for NIF during the commissioning activities, providing accurate output power and energy settings over a wide range of operating conditions, and allowing for a quick ramp up in energy for each quad of the system. Since then, LPOM has been a critical tool that has allowed NIF to accurately and safely meet the stringent requirements of its broad user community
DESCRIPTION OF THE LASER PERFORMANCE OPERATIONS MODEL
The LPOM is an essential tool used by the NIF Operations to set up and assess the performance of each of NIF's laser beams. Its primary functions are to calculate settings for the lasers and diagnostics (shot setup), to assess operational and performance feasibility (equipment protection) and to analyze and archive laser performance (shot reporting). The LPOM has been implemented as one of the high-level systems of the Integrated Computer Control System (ICCS). An ICCS shot supervisor connects LPOM to the NIF controls system, automating its functions within the state of a NIF shot life cycle. Since LPOM interacts directly with the NIF database, it can be run outside of the NIF controls network, allowing users to access past shot data, and to prepare for upcoming shots. This flexibility in design has made LPOM a heavily used computational tool for shot preparation, shot planning, as well as shot operations.
Shot Setup
The primary role of the LPOM is to setup and optimize the performance of the NIF laser beams. LPOM starts the beam setup process based on requests of desired energies and the temporal shapes (power) of the beams at a specified location. During the Operations Phase, the specified location will normally be the Target Chamber Center. To perform its predictive function, the LPOM incorporates a model of the laser system having enough fidelity to produce realistic and accurate performance calculations. The model includes the optical paths and configurations for each beam, spatial pulse shaping effects, energy control, amplifier gains, transmission losses, and frequency conversion. For useful and accurate predictions, the laser model must be kept current with the "as built" state of the laser system. The LPOM therefore continually acquires data from past shots in order to update its energetics models (gains and losses). Eventually, the LPOM will be connected to the metrology and maintenance databases (LOCOS and GLOVIA) so that information on component changeouts, as well as measured metrology data for installed optical elements can be automatically incorporated into the modeling. Figure 2 illustrates the LPOM shot setup process. LPOM reads the goals of an experiment or NIF shot from the ICCS Setup Database. LPOM takes the goals of the experiment, including information about the proposed laser configuration (e.g., the number of amplifier slabs to be used, the level of flashlamp pumping of the slabs), and generates beamline specific input files for VBL. LPOM conducts a series of VBL calculations in order to self-consistently determine the settings for the ILS system that will produce the required output energetics (described in more detail below). The energetics calculations for each beamline in a quad can be run independently on separate CPU's (the dedicated LPOM cluster consists of 26 dual quad-core processors for a total of 208 compute nodes); however, the calculations for the components of the single PAM feeding the quad can only be run in series. Currently, a complete calculation of setup of the 192 NIF beams takes approximately 20 minutes, using a spatial grid of 128x128 (1-mm resolution in the main laser) and 30 temporal slices (approximately 0.5-ns resolution. Upon completion of its setup calculation, the LPOM has determined: 1) the waveplate settings required by the PABTS splitting waveplates; 2) the attenuations for the input and output waveplates on the PAM four-pass amplifier; and 3) the MOR temporal pulse shape. In addition, LPOM predicts the energy and power expected at each diagnostic location for the quad. These energies are used to determine the attenuation settings necessary for each diagnostic device so that the shot is accurately measured. These settings are uploaded to the ICCS Shot database, where they can be accessed by all NIF subsystems (ILS, and Laser Diagnostics) that require this data in order to set up for a shot. In order to maintain an accurate model of each beamline, LPOM requires feedback at the conclusion of each shot from each diagnostic. This feedback loop is shown in Figure 2 . In addition to these system setpoints, LPOM conducts a series of analyses to produce reports for a variety of expert groups that are used to assess the feasibility and cost of a proposed shot. These analyses include the prediction of expected laser performance (including shot-to-shot variations in front end performance and pulse shaping), and expected growth of optical damage. When the predictions of the model begin to deviate from measured data, LPOM uses a set of measured data to modify or optimize its models of the laser. For the most rapidly changing portion of the laser energetics, the PAM gain, the model is updated automatically. For the main laser and frequency conversion, alerts are sent to operations support staff with proposed updated models; LPOM provides a graphics-based tool that allows staff to review and deploy these models if applicable.
Figure 2-The LPOM Feedback loop. The illustration shows the process of predicting the laser equipment and laser diagnostics setpoints, and receiving the measured diagnostic data. Automated updates from system configuration databases (GLOVIA and LOCOS), allows LPOM to model the 'as-built' configuration of the laser; diagnostic data is used to update the models of gain, loss and frequency conversion used in VBL by LPOM.
2.1.1
Iterative process of setting the ILS to meet the requested 3 ω pulse shape LPOM is responsible for defining the 1ω pulseshape from each of the AMCs in the MOR that will deliver the total requested 3 ω output to a NIF target. The request for the 3 ω output begins with a web-based interface for NIF experimenters, called the Pulse Shape Editor. The request for the relative amplitude of the power as a function of time (pulse shape) defined by a target designer can be specified by as few as ~11 and up to as many as 300 points in time, and is provided to LPOM as part of the shot goals. For most experiments, pulse shapes are defined with 50-ps resolution. As a first step in its calculation sequence, LPOM interpolates, if necessary, this requested pulse shape onto a 50-ps temporal grid (the temporal resolution of the MOR pulse shaping and 1 ω diagnostic systems). We refer to this interpolated shape as the 'fine shape'. In addition, LPOM interpolates the requested pulse shape onto a coarser temporal grid, referred to as the 'plan shape', of typically 0.5-ns (30 temporal slices for requested pulses greater than 15-ns in duration, and 15 slices for duration less than 15-ns). Figure 3 shows a comparison of a finely gridded ignition pulse with the course-gridded pulse shape that is actually used in the shot setup calculations. To determine the PABTS output pulse shapes LPOM executes VBL in an 'Input Pulse Solve' (IPS) for each of the beamlines. In this mode, VBL runs a sequence of calculations from the PABTS output to the 3 ω output, varying the input pulse shape and energy until converging on the requested output energy and shape. The algorithm for adjusting the input pulse shape uses the results of subsequent calculations to construct frequency conversion curves (connecting the requested 3 ω power to the required 1 ω power at the laser output) and Frantz-Nodvik energetics curves (connecting the required output 1 ω power to the input 1 ω power). At the conclusion of this sequence (a process that runs parallel for all of NIF and takes approximately 10 minutes), LPOM has determined, for each quad, the required energy out of the ILS, the required PABTS splits into each beamline (taking into consideration of the variations in main laser gain and frequency conversion among the quad's four beamlines), and the pulse shape that meets the requested 3 ω power for four beams in the quad.
Using the results of this initial pulse solve, LPOM then iteratively solves backwards from the output of the preamplifiers to the output of the regenerative amplifier (Regen_O) and, finally, to the output of the AMC within the MOR. Again, this step involves running a sequence of VBL calculations for the regenerative amplifier and the MPA, adjusting the pulse shape into the regen, as well as the two energy waveplates (input and output, referred to as Energy Attenuators in Fig.  4 .2-1) in the MPA, until the output energy and shape matches that calculated in the main laser Input-Pulse-Solve sequence. This process determines the MPA waveplate settings to meet the energy goals for the shot, and gives a low-resolution (0.5-ns) MOR pulse shape (MOR_O). At the conclusion of this step, LPOM runs a set of 'forward' VBL calculations (a process that runs in parallel for all of NIF and takes approximately 4 minutes) from the input of the regen to TCC with settings determined in the Input-Pulse-Solve steps. As a final step, LPOM uses the temporal results of these forward calculations to create energy extraction curves for the main laser (output energy vs. input energy), and frequency conversion curves (output power vs. input power). These smoothly varying curves ("transfer functions") are then used to interpolate the coarsely gridded temporal pulses onto the fine temporal grid (50-ps resolution) that is required for both accurately setting-up the MOR, and accurately diagnose the performance of the laser after a shot. This use of energy 'transfer functions' allows LPOM to perform accurate the high-resolution (in both space and time) predictive calculations required to meet the energy and equipment protection needs for NIF in a reasonable time (~ 25 minutes for a full NIF setup, including post processing of the simulation results and database interactions).
With a description of the desired pulseshapes from the AMCs in hand, post-processing analysis is completed to evaluate the practical feasibility of a proposed experiment. As part of this process, LPOM runs a simulation of the MOR pulse shaping process (using an idealized description of the FETs in the AMCs) to estimate the error that the real system will encounter when trying to shape the request. If errors exceed operationally based bounds, an alert is sent to experiment review team to warn that it may not be possible to accurately produce the pulseshape as requested. This generally results for pulses with features that are too sharp for the FETs to resolve. In addition to this check, LPOM checks the ILS settings (in particular the energy waveplates) to assure that the setup lies within the normal operating regime. Both of these checks help assure that the experiment setup calculated by LPOM will have a high probability of meeting the request of the experimenters.
On the day of the experiment rod shots (where only the ILS is energized) in NIF are used to verify that the system is performing as required by the LPOM setup prior to taking the system shot. During these rod shots, LPOM compares its calculations of preamplifier performance (energy, power and fluence) with that measured. If any of the diagnostic checks of the ISP data are out of tolerance (based on both equipment protection and quality of shot), more rod shots for tuning will be required. Typically not more than two rod shots are needed before the laser is ready for the full-system shot, even when an experiment is very different (wavelength, energy, pulse shape) from those recently conducted. This is a result of LPOM data-driven model-updating which keeps the predictive models closely in sync with actual system performance, and operational-experience-based logic that generally produces the ILS setup in a regime (linear energy gain of the MPA) that is easy to adapt to within the shot cycle.
Equipment Protection
The Equipment Protection Module of the LPOM is designed to help minimize the risk of optical damage to the system. This module will protect the ILS's 4-pass amplifier, the PABTS optics, the main amplifier and the Final Optics Assembly (FOA). The Equipment Protection Module has two components that play roles at different phases in the Shot Cycle. The first module, called the Setup Assessment Code, checks the calculated system setup before the ICCS Laser Supervisory System implements it. The second module, called the Setup Verification Module, evaluates the actual pulses generated during a series of low-energy shots prior to the initiation of a full-system shot. Its role is to verify that the ILS pulses match those predicted and that these pulses will not have a significant negative impact on equipment lifetime. Both modules serve as both engineering and administrative controls for equipment protection, with the Assessment Module serving as a first line of defense and the Verification Module serving as a next line of defense.
The Setup Assessment module evaluates the feasibility of the proposed shot setup calculated by the Shot Setup Module. In this context, "feasibility" has two components. First, the impact of the shot on equipment protection or equipment lifetime must be assessed. Second, the ability of the NIF Laser system to meet the goals or needs (e.g., total energy delivered to the chamber, power imbalance) of a proposed experiment must be assessed. The Shot Setup module uses the energetics calculations performed in Shot Setup described in the previous section to evaluate the probability of damage to key optical elements in the NIF beamline. Since LPOM uses a detailed laser propagation and energetics model, it provides predictions of the fluence, intensity and spatial contrast of the laser beam as it propagates throughout the system from the input of the ILS to the output of the FOA. The quantities are evaluated at ten locations (considered to be highest risk) through the laser chain to assess the overall risk of a proposed experiment. These tests include the probability of optical damage initiation, beam filamentation, and excessive beam spatial contrast (beam breakup due to nonlinear optical effects). If the proposed system setup does not exceed any of these criteria, the LPOM's recommendations of laser system and laser diagnostic system settings are transmitted to the ICCS Laser Supervisory System and the NIF Shot scheduling system is notified that the system can support the proposed shot. If either criteria (equipment protection, or inability to meet the goals) is not satisfied, alerts are sent to the ICCS Laser Supervisory System and Shot Director, and prevent the experiment from being loaded by the ICCS system for a shot. This engineering control, which runs outside of the NIF laser shot cycle, is a key to minimizing the likelihood that a high-risk experiment is conducted. Figure 5 shows the top-level summary of the shot setup of a proposed experiment, giving RI's and shot review personnel a quick, but detailed, assessment of the feasibility and damage risk of the setup. The experiment in this figure, shot on NIF on November 19, 2013 11 , was the first experiment that demonstrated fuel gain exceeding unity in an inertially confined fusion implosion.
The Setup Verification Code runs as a part of the NIF shot cycle, and is invoked at two separate steps in the cycle. Initially, LPOM is called by the controls system after each rod shot and is commanded to verify that the actual laser pulse and energy output from the ILS: 1) has a high probability to meet the goals of the experiment; and 2) to assess the probability of damage to the main laser or final optics. To achieve this, the Setup Verification Code reads the pulse energy, power and spatial shape measured at the both the ISP and OSP diagnostics from the ICCS shot archive. The module then runs through a sequence of analysis routines (written in IDL) that compare the measured ILS power to the predicted power, and evaluates the statistical variations in both pulse energy and temporal shape. In addition, LPOM compares the measured near field spatial profile to that predicted, and verifies that the energy splits among the beamlines of a quad agree with the requested setpoint (using both the OSP energy and OSP near field images). Using rules or guidelines determined by expert groups, the Setup Verification determines the state of each quad with regard to both damage and shot quality. At a high level, these results are 'rolled up' to report on the total energy deviation of the system, and on the state of each quad with a color-coded flag. A 'Red' alert is an indication that the system is out of compliance with accepted rules, and requires either an additional rod shot, or evaluation by expert reviewer, before moving on to the system shot. A 'Yellow' warning indicates that the energy/pulse shape is out of tolerance and may not meet the goals of the experiment. No action is required to proceed to a system shot for a yellow warning. If the alert or warning is due to deviation in the measured ISP energy, a recommended adjustment to the ILS energy waveplates is sent from LPOM to the ICCS database, where it can be applied through the NIF 'Change Manager'. Any adjustment of any setpoint does force an additional rod shot for verification before moving onto a system shot.
In addition to this comparison of measured to predicted energetics, LPOM also uses the measured data, along with the 'transfer functions' from the setup calculation, to predict the performance of the system shot. This prediction includes the expected 3 ω energy deviation (from request) and predicted 3 ω energy balance. These metrics are used in real time by the NIF Shot Directors and the shot RI to help determine if tuning of the system by conducting additional rod shots is required to meet the expectations of the experiment. Figure 6 shows a screen capture of 'Shot Verification Screen' on the LPOM Data Browser (a web-based data reporting and analysis package) at the end of a rod shot. Note that for a rod shot, the energies of the pulses at the output of the main laser are too low to be accurately measured on the diagnostics. For these shots, the verification screen is concentrating on the metrics associated with the ILS system. The results shown in this figure come from the precursor rod shot to the November 19, 2013 ignition-gain system shot, whose setup was described in Figure 5 . The system shot is given the shot number N141119-002-999. Metrics that fall inside or outside of prescribed limits are highlighted with green, yellow and red. Where applicable, LPOM automatically recommends adjustments to setpoints to the Shot Director based on the measured energies of the rod shot. Hyperlinks to each quad give the Shot Director and reviewers easy access the details of the high-level analysis for each quad, allowing them to quickly determine the cause and severity of an alert. The detailed quad reporting is shown in Figure 7 , and demonstrates the ability to drill down from the system reports to the individual quad and finally to the results of a specific laser diagnostic. Since each quad can be analyzed independently, the quad-level analysis is run in parallel on the compute cluster. Upon completion of the quad-level analysis, a sequence of system-level analysis (using the results of the quad processing) is run in a sequence of parallel and series steps on the cluster. The parceling of jobs in this manner allows LPOM to present its post-rod shot assessment within five minutes (included one minute to read the data, and two minutes to build all the webpages used in the reporting) of being called by ICCS.
An extension of the Shot Verification Code runs after all system shots, with an emphasis on the performance of the main laser (both at the OSP and TCC diagnostics). As is the case with the post rod shot analysis, alerts and warnings are presented on the LPOM web interface to highlight potential equipment protection issues, system malfunctions (for example, low 1 ω energy performance across a bundle indicating probable amplifier flashlamp misfire) and/or performance (for example, measured energies much lower than predicted based on measured front end energies) abnormalities. Automated emails are sent to expert systems with an overall assessment of the shot, with required actions when equipment protection alerts occur, along with a hyperlink to the shot report on the LPOM web browser providing an easy gateway to the detailed results. Continued development of the analysis packages based on experience has greatly improved the reliability of these alerts. The growth of LPOM as an 'expert system' has been a great contributor to the NIF's ability to increase its shot rate, without incurring an unacceptable level of accumulated damage to the system.
Data Reporting
The third function of the LPOM is to provide post-shot data analysis and reporting. The LPOM is directly linked to the ICCS shot database. After a shot is conducted and all diagnostic subsystems conclude archiving, the LPOM Shot Supervisor signals LPOM to access to the data and analyze the results of the shot energetics, near-field and far-field images). The LPOM manipulates the measured data, using routines written in IDL, to present comparisons of predicted and measured results. In particular, LPOM can quickly (within minutes) provide the NIF Shot Director and user community with a report that summarizes the measured energetics of a shot, and gives metrics relating the ability to match the requested goals of the shot. LPOM presents its post-shot data analysis on a web server that is accessible to operations staff within the NIF control room, and to the extended NIF users community through a secure network connection. Figure 6 -Top-level assessment of a NIF rod shot presented on the LPOM web browser. This view is designed to give a quick assessment to Shot Directors and operations staff of the status of the system to proceed on to a system shot.
Detailed analysis results
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Data visualization tool supports shot operations, shot planning and post -shot analysis Figure 7 -Web-based LPOM data browser is designed to easily allow operations and the user community to navigate from system-level results, to quad-level analysis and finally results from specific laser diagnostics.
energy and power vs. request), as well as the grid showing the shot quality for each participating quad (with green/yellow/red color shading indicating the overall assessment). Equipment protection related alerts are also presented at this level in order to draw the attention of operations staff and expert groups. Figure 8 shows a screen capture of the high level reporting for the November 19, 2013 ignition gain experiment described previously. The shot quality matrix can be 'drilled down" into the detailed results which are displayed at various levels of complexity (from quad to NIF), and designed by and for different expert groups (including target physics, operations staff, and laser scientists)
In addition to the high-level NIF reporting, and detailed quad reporting, LPOM also presents detailed analysis designed to quantitatively assessment the performance of the shot compared to experimental expectations. For example, metrics such as the overall power balance and accuracy of the shot, delivered energy symmetry to the target, and predicted degradation of the deposable debris shields are presented in both graphical and text reports. Further, LPOM provides expert groups with detailed reports that: 1) highlight trends in beamline performance, which are used to alert staff that VBL data models updates are required; 2) detect anomalies in the measured data that might indicate saturation of power sensors and/or near-field cameras, and 3) detect anomalies in measured data that would indicate potential target back scatter events that could lead to upstream optical data. Figures 9 and 10 are examples of such reports, generated as part of the LPOM post system shot verification and accessible to the user community from various tabs on the web browser. In Figure 9 , LPOM is reporting on the power balance (defined as the standard deviation of the measured quad powers, compared to the average), compared to requirements specified by the target design team for the shot of N141119-002-999. Here, the power balance is broken into the two sets of laser 'cones' that hit the inner and outer portion of the target. This view of the data is important both to the target designers, since they use the processed LPOM results to understand the implosion physics of their targets, and to the laser staff who are responsible for maintaining the models that assure high precision energetics performance of the system. Figure 10 presents the results of this same shot in a very targetcentric view, by plotting the deviation in the delivered laser energy in a global perspective as viewed from the target itself. This analysis, which was designed by the target physics community and implemented by LPOM staff, gives a visual that can be used to qualitatively predict and/or understand the measured symmetry of the target implosion process. These are two of several other views into the data implemented in LPOM that have been driven by demanded from the user community. The design of the LPOM post shot verification system allows for the complete set of analysis to be broken into several independent packets that can run in parallel on the compute cluster, with a minimization of serial steps. Despite the large amount of data consumed and magnitude of the analysis performed, LPOM is able to present its complete system shot reports to the user community in approximately ten minutes after being called by ICCS.
Summary
We have described a computational system, LPOM, which is used to automate the laser setup and diagnose the performance of the National Ignition Facility. The LPOM uses an accurate, detailed physics models of beam propagation and energy extraction, coupled with descriptions of the individual optical configuration of each beamline to produce the settings required on the injection laser system that will produce the requested output energetics. The LPOM was deployed prior to the NIF commissioning activities, and interacts with the NIF controls system by interaction with the shot database. The LPOM has been used to set up every shot conducted on NIF, and has been able to produce output pulses that match those requested within a few percent. The ability to meet requested energy and power, and to achieve beam-to-beam energy balance with great accurate is unparalleled for any large, multibeam laser fusion system. In addition, the LPOM provides an online equipment protection function that minimizes the risk that a proposed shot can cause significant optical damage to the system. Finally, the LPOM provides shot reporting and data analysis that gives a detailed verification of a shot within minutes of its completion. This computational system makes it possible to setup, conduct and analyze shots in the first NIF quad well within the operational goal of the mature facility. LPOM is run on a dedicated compute cluster that allows parallelization of computational steps in both shot setup and post shot analysis. The LPOM staff developed its own job queuing system that is designed to optimize the job flow of each of these operationally critical tasks. This hardware and software system allows full NIF (192 beam) setup calculations in less than 25 minutes at a spatial and temporal fidelity matching those of the NIF diagnostics, and to perform the post shot analysis required to conduct shots in a time (less than 5 minutes for time-critical rod shot analysis and less than 10 minutes for system shots) consistent with NIF's operational goals.
