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Abstract. In a wet clutch system, a piston is used to compress the friction disks to 
close the clutch. The position and the velocity of the piston are the key effectors for 
achieving a good engagement performance.  In a real setup, it is impossible to 
measure these variables. In this paper, we use transmission torque and slip to 
approximate the piston velocity and position information. By using this 
information, a process neural network is trained. This neural predictor shows good 
forecasting results on the piston position and velocity. It is helpful in designing a 
pressure profile which can result in a smooth and fast engagement in the future. 
This neural predictor can also be used in other model-based control techniques. 
Keywords: Neural predictor, wet clutch system, nonlinear system, process 
neuron model. 
1 Introduction 
A clutch is a mechanical device which provides for the transmission power from input 
device to output device. Clutches are used whenever the transmission of power or 
motion needs to be controlled either in amount or over time. Normally inside of a clutch 
system, there are hydraulic, electrical and mechanical components. It is very difficult to 
identify and model the wet clutch system since this is a typical nonlinear system [1].  
Recently, some advanced learning control methods are used to control and optimize 
the engagement performance of the wet clutch system. Zhong, et al. [2], used a genetic 
algorithm (GA) to optimize the parametric signal to improve the engagement 
performance. Depraetere, et al. [3, 4], introduced a two-level iterative learning 
controller (ILC) to generate and track an optimal pressure profile, so that a good 
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(a)        (b) 
Fig. 3. (a) Illustrative example of the performance of a wet clutch; (b) Torque transmission in the 
wet clutch 
When closing a wet clutch, the inside of the system can be explained by some 
fundamental physical laws. An illustrative figure is given to show the closing of the 
wet clutch (Fig. 4). 
 
Fig. 4. The closing of a wet clutch, i is the triggle signal for the valve, p is the flow pressure, Tin 
and Vin are the input torque and velocity, Tout and Vout are the output torque and velocity, and Δz is 
the displacement of the piston. 
The pressure of the fluid in the left side of the chamber is denoted as pc, and if the 
area of the piston is known as A, then the normal force applied on the piston F can be 
expressed as: 
ܨ ൌ ݌௖ · ܣ         (2) 
and by using Newton’s law, we can have: 
 ܨ ൌ ݉ · ݖሷ ൅ ܾ · ݖሶ ൅ ݇ሺݖ ൅ ݖ଴ሻ       (3) 
where m is the mass of the piston, b is the total damping efficient in the chamber, k is 
the spring constant of the return spring, and z0 is the position of the piston when the 
clutch is fully open. 
In Fig. 3(b), we schematically illustrate the torque transmission in a wet clutch. The 
rotational motion of the input shaft is on the left side with an angular velocity ω1, and 
0 0.5 1 1.5 2 2.5 3-0.6
-0.4
-0.2
0
Time
To
rq
ue
 
 
0
1
Sl
ip
torque
slip
Δz
478    Y. Zhong et al. 
the output shaft is on the other side of the figure with an angular velocity ω2. The 
transmission torque on the clutch is denoted as Tcl. 
The transmission torque Tcl can be expressed as a function of slip [13]: 
௖ܶ௟ ൌ ݃ሾሺ߱ଵ െ ߱ଶሻሿ        (4) 
and: 
 ௖ܶ௟ ൌ ߤ · ሺ߱ଵ െ ߱ଶሻ                                     (5) 
where μ is a generalized coefficient which is proportional to the velocity of the piston. 
From the above analysis, we can notice that the position and the velocity of the 
piston are the key factors for achieving a good engagement. Unfortunately, it is 
impossible to use any sensor to measure either the position or the velocity of the piston. 
To overcome this drawback, a neural predictor can be used to predict the position and 
velocity of the piston. 
3 A Process Neural Network and Its Input and Outputs 
3.1 Inputs and Outputs 
From the analysis in section 2.3, we can understand that the purpose for training a 
neural predictor is to predict the position and the velocity of the piston with regards to 
the input pressure. Since there is no measurement for either position or velocity, we 
have to obtain the information based on the measureable outputs. 
On the test bench, the available measurable variables are input rotational speed, 
output rotational speed, and transmission torque. Based on the input and output 
rotational speed, slip value can be calculated by (1). It can be assumed that when the 
piston has moved 90% of the complete distance to the friction plates, the output shaft 
starts to accelerate. From this position, the speed of the piston is critical since it will 
directly affect the transmission torque. Thus, we can approximate the position and 
velocity based on the slip and torque respectively. And for the position, it is very hard to 
define in accurate, so we set the position as a binary variable, and defined as [14]: 
ݖሺݐሻ ൌ ൜0, ݈ܵ݅݌ ൒ 0.951, ݈ܵ݅݌ ൏ 0.95       (6) 
And the velocity: 
ݒሺݐሻ ൌ ܭ௩ሾܶሺݐሻ െ ܶሺݐ െ 1ሻሿ      (7) 
where T(t) is the torque measurement, and Kv is the gain. The value we get is not the real 
velocity, but this can give an indication of the speed changes according to the different 
input pressure profiles. The input of the system is the pressure p(t). In the training 
process, since Kv and A are constants, the values can be arbitrary. For simplification, 
these values are set as 1. 
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3.2 Process Neuron Model 
Since the inputs and the outputs are all time-varying functions, a conventional neuron 
model is not suitable for this case study. A process neuron and process neuron network 
[15], similar to additive model [16], will be implemented here to obtain a neural 
predictor. 
The major difference between a process neuron and a traditional artificial neuron is 
in the process neuron, i.e., the inputs and the synaptic weights are time-varying 
functions. Additionally, besides the linear combiner to sum up the weighted inputs, 
there is also a time aggregation operator, which can integrate the input time-varying 
signal. Fig. 5(a) shows a process neuron model. 
Therefore, we can write the output y as: 
ݕ ൌ ߮ ൬ቀ׬ ሺ∑ ݓ௜ሺݐሻݔ௜ሺݐሻ௡௜ୀଵ ሻ்଴ ቁ ݀ݐ െ ܤ௞ሺݐሻ൰   (8) 
If considering a neural network which is composed by neurons presented in (8), we can 
have the output of this neural network y(t) as: 
ݕሺݐሻ ൌ ∑ ݒ௝ሺݐሻ௠௝ୀଵ ௝݂ ቀ׬ ൫∑ ݓ௜௝ሺݐሻݔ௜௝ሺݐሻ௡௜ୀଵ ൯݀ݐ െ ܤ௝ሺݐሻ்଴ ቁ  (9) 
where vj(t) is the connection weight from the hidden layer to the output layer; n is the 
number of inputs; and m is the number of neurons in the hidden layer (see Fig. 5(b)). 
Taking the pressure p(t) as the input and the position z(t) as the output, and z’(t) as 
the desired output for the given input, the error of the neural network can be written as: 
݁ ൌ ฮݖሺݐሻ െ ݖ ′ሺݐሻฮ       (10) 
where z (t) is: 
ݖሺݐሻ ൌ ∑ ݒ௝ሺݐሻ݂ ቀ׬ ݓ௝݌ሺݐሻ݀ݐ்଴ െ ߮௝ሺݐሻቁ௠௝ୀଵ                    (11) 
  
(a)         (b) 
Fig. 5. (a)Process neuron model, x1(t), x2(t),…xn(t) are the time –varying inputs; w1(t), 
w2(t),…wn(t) are the time –varying connection weights; Bk is the bias of the neuron, also a 
time-varying function; ∑ is the adding operator; ∫ is the time aggregation operator; φ(.) is the 
activation function; and y is the output; (b) Process neural network 
480    Y. Zhong et al. 
The learning rules for the connection weights and bias are: 
ݓ௜௝௞ ሺݐሻ ൌ ݓ௜௝௞ିଵሺݐሻ ൅ ߙ∆ݓ௜௝௞ିଵሺݐሻ     (12) 
ݒ௝௞ሺݐሻ ൌ ݒ௝௞ିଵሺݐሻ ൅ ߚ∆ݒ௝௞ିଵሺݐሻ      (13) 
߮௝௞ሺݐሻ ൌ ߮௝௞ିଵሺݐሻ ൅ ߛ∆߮௝௞ିଵሺݐሻ     (14) 
where α, β, and γ are the learning rates, k is the number of iteration. 
Finally, we have that: 
∆ݓ௜௝௞ ሺݐሻ ൌ െ߲݁/߲ݓ௜௝௞ିଵሺݐሻ       (15) 
∆v୨୩ሺtሻ ൌ െ߲݁/ ∂v୨୩ିଵሺtሻ        (16) 
∆φ୨୩ሺtሻ ൌ െ∂e/ ∂φ୨୩ିଵሺtሻ       (17) 
And the same method is used to build the neural model for the velocity prediction. 
4 Experiments and Results 
The data used to train and validate the neural network is from [2]. In this paper, 
engagement time and the torque loss are treated as two objectives to be optimized 
simultaneously. The tuning target is the parametric signal in Fig. 2. A nondominated 
sorting genetic algorithm (nsGA) [17] is used in order to obtain the Pareto solutions.  
In this method, the nondominated solutions constituting a nondominated front are 
assigned the same dummy fitness value. Nondomination here is defined as: in a 
minimization problem, if a vector X1 is partially less than X2, we say X1 dominates X2, 
and any member of such vectors that is not dominated by any other member is said to be 
nondominated [17]. These solutions are ignored in the further classification process. 
Then the front is extracted. This procedure is repeated until all individuals in the 
population are classified. 
The genetic algorithm has a population size equal to 50, and stops at 8th generation. 
So in that paper [2], totally there are 400 test runs. Some of the individuals didn’t pass 
the safety check, and were penalized. The safety check is defined as “For safety 
reasons, the individuals are tested under low external load and low breaking inertial 
condition in laboratory environments. Before sending the individuals to test, all the 
individuals are first tested under no external load and no breaking inertial condition for 
safety reasons. If the reading of the torque loss under such working condition is larger 
than 200 N·m for any individual, then it is considered as “unsafe”, and will not be tested 
further.” Individuals which failed to pass the safety check are not used in this paper, so 
the total number of remaining test runs is 369. In this study, 70% of the data are used for 
training and the remaining data is used for validating the network. The neural network 
has 1 input and 2 outputs, and 5 neurons in the hidden layer, so the structure is 1-5-2. 
Some validation results are shown in Fig. 6. We can find that the obtained neural 
network can provide a very good forecast on the position and velocity of the piston.  
 Position and Velocity Predictions of the Piston in a Wet Clutch System 481 
In Fig. 6(a), the slip drops below 0.95 at 0.327s, while the neural network gives the 
position indicator switch from 0 to 1 at 0.324s. In Fig. 6(b), we can notice that from 
0.278s to 0.309s, the transmission torque experiences a sudden drop, and the neural 
network at this time gives the prediction of the velocity at this time will be very large. 
 
(a)       (b) 
Fig. 6. (a) Predictive position indicator and slip; (b) Predictive velocity and transmission torque 
5 Concluding Remarks and Future Work 
In this paper, a process neural network is developed for predicting the position and 
velocity of the piston in a wet clutch system during its engagement. The input and 
outputs of the neural network are selected based on the fundamental analysis of the 
physical behavior of the wet clutch. The resulted neural network shows a good 
prediction on the position and velocity for a given input pressure profile. 
Next, this neural network can be used for designing a pressure profile which can 
have the output as: switch on the position indicator as fast as possible while keep the 
velocity at this moment as low as possible. We expect that such pressure profiles can 
ensure a smooth and fast engagement on the test bench. 
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