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If D is a tame central division algebra over a Henselian valued field F , then
the valuation on D yields an associated graded ring GD which is a graded division
ring and is also central and graded simple over GF . After proving some properties
of graded central simple algebras over a graded field (including a cohomological
characterization of its graded Brauer group), it is proved that the map D 7→ GDg
yields an index-preserving isomorphism from the tame part of the Brauer group of
F to the graded Brauer group of GF . This isomorphism is shown to be functorial
with respect to field extensions and corestrictions, and using this it is shown that
there is a correspondence between F-subalgebras of D (with center tame over F)
and graded GF-subalgebras of GD. © 1999 Academic Press
INTRODUCTION
If D is a division ring finite-dimensional over its center F , and the field
F has a Henselian valuation v, then v is known to extend uniquely to a
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valuation on D. The features associated with the valuation on D, especially
the residue division algebra D and the value group 0D; carry much infor-
mation about the structure of D, and often can be used to settle questions
such as decomposability and which fields can be subfields of D. However,
D and 0D do not determine D, and there are many subtleties in the way
they interact.
Associated to the valuation on D there is a filtration of D by the prin-
cipal fractional ideals of the valuation ring, which allows one to build an
associated graded ring GD =Lγ∈0D GDγ, where GD0 = D and the grade
group of GD is precisely the value group 0D of D. Furthermore, GD is
a graded division ring, i.e., its homogeneous elements are all units. In ad-
dition, as shown in [B2], the total ordering on 0D allows one to define
a valuation on GD which extends to the ring of quotients QGD of GD,
which is a division algebra. The valued division algebra QGD is usually not
isomorphic to D, not even after Henselization, but we will see that their
structures are closely related. The very presence of a valuation on QGD
suggests that not so much is lost in the passage from D to its graded ring
GD, even though GD appears to have a much simpler structure than D.
We will show, in fact, that if D is tame then it is completely determined by
GD, and its subalgebra structure is faithfully mirrored in that of GD.
Specifically, let TBrF denote the tame part of the Brauer group of the
Henselian field F and let GBrGF denote the graded Brauer group of the
graded field GF determined by the valuation on F . We will show in The-
orem 5.3 that the map D 7→ GDg gives a Schur-index-preserving group
isomorphism TBrF → GBrGF, which (see Corollary 5.7 and Theo-
rem 6.1) is functorial with respect to scalar extensions and corestrictions.
The index-preserving and functorial properties allow us to deduce (see The-
orem 5.9) that if K is a tame valued field extension of F , and D and A are
tame division algebras with center F , then K (resp. A) embeds in D iff GK
(resp. GA) embeds in GD.
These results show that much of what is known about tame valued divi-
sion algebras can be carried over readily to graded division algebras finite-
dimensional over their centers, when the grade group is torsion-free (as has
been done in several cases in [B2] and [B3]). Beyond that, it lays the foun-
dation for proving theorems about valued division algebras by first proving
corresponding results in the relatively easier setting of graded division al-
gebras. This approach has previously been applied successfully for wildly
ramified valued division algebras by Tignol in [T].
This paper is organized as follows: Before considering connections be-
tween valued and graded division algebras, we develop the graded theory in
the first three sections. In Section 1 we recall basic properties of graded di-
vision algebras and graded central simple algebras (GCSAs) over a graded
field with torsion-free grade group, and point out the analogues of Wedder-
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burn’s theorem and the double centralizer theorem. We also prove a version
of the Skolem–Noether theorem for GCSAs, which is somewhat delicate.
In Section 2 we prove properties for graded division algebras which are
analogous to known properties of tame valued division algebras. This is
used in Section 3 to prove a cohomological characterization of the graded
Brauer group GBrR of a graded field R. In Section 4, we show how to
get back and forth between tame valued division algebras and graded divi-
sion algebras. If we start with a graded field R with totally ordered grade
group 0R, then GHR ∼=g R (graded isomorphism) canonically, where GHR
is the graded field obtained from the valuation on the Henselian field HR
obtained from the valuation on the quotient field of R determined by the
grading on R. But, if we start with a Henselian valued field F , and take
the Henselization HGF of the quotient field of the graded field GF (with
respect to the valuation determined by the grading on GF), where GF is
built from the valuation on F , then usually HGF 6∼= F . (These fields need
not even have the same characteristic.) Nonetheless, we prove in Theo-
rem 4.4 that TBrHGF ∼= TBrF. In Section 5 we prove the isomorphism
TBrF ∼= GBrGF mentioned above, and the correspondences between
tame subalgebras and graded subalgebras. Finally, the compatibility with
the corestriction is given in Section 6.
1. GRADED DIVISION ALGEBRAS AND GRADED
CENTRAL SIMPLE ALGEBRAS
We begin by setting up notation and recalling some results about graded
division algebras and graded central simple algebras. Except for the graded
Skolem–Noether theorem, Proposition 1.6, most of what we say in this sec-
tion can be found in the literature somewhere (see especially [B2], [CvO],
[NvO]), though not always in the generality we need.
Let A = Lγ∈0 Aγ be a graded ring. This means for us that A is an
associative ring with 1, 0 is an abelian group, each Aγ is a subgroup of the
additive group of A, and Aγ ·Aδ ⊆ Aγ+δ for all γ; δ ∈ 0. Because we are
interested in the graded rings associated to valuation rings, we will assume
throughout that 0 is torsion-free. We set
0A =

γ ∈ 0  Aγ 6= 0
}
; the grade set of A;
and
Ah = [
γ∈0A
Aγ; the set of homogeneous elements of A:
For a ∈ Ah, a 6= 0, we write dega = γ if a ∈ Aγ. Each c ∈ A is uniquely
expressible as c = Pγ∈0A cγ with each cγ ∈ Aγ. The cγ are called the ho-
mogeneous components of c. Let A∗ denote the group of units of A. A
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subring S of A is a graded subring if S = Lγ∈0AS ∩ Aγ (iff for each
s ∈ S, all the homogeneous components of s lie in S). Note that if S is a
graded subring of A, then its centralizer CAS is also a graded subring
of A. In particular, the center of A, ZA = CAA; is a graded subring
of A. A (left, right, or two-sided) ideal I of A is said to be homogeneous
if I =Lγ∈0AI ∩Aγ (iff I is generated as a left, right, or two-sided ideal
of A by homogeneous elements). Suppose B =Lγ∈0′ Bγ is another graded
ring and suppose there is a torsion-free group 1 containing 0 and 0′ as sub-
groups. A graded ring homomorphism f x A→ B is a ring homomorphism
such that f Aδ ⊆ Bδ for all δ ∈ 1. (It is understood that A =
L
δ∈1 Aδ,
where Aδ = 0 for δ ∈ 1− 0A; likewise for B.) If, further, f is bijective,
then f is a graded isomorphism, and we write A ∼=g B. We frequently ab-
breviate “graded” by gr. The graded ring A is said to be graded simple if
A > 1 (i.e., 1A 6= 0A) and the only homogeneous two-sided ideals of A
are A and 0.
A graded left A-module M is a left A-module with a direct sum decom-
position as abelian groups M = Lγ∈0′Mγ , where 0′ is some torsion-free
abelian group containing 0, such that Aγ ·Mδ ⊆ Mγ+δ, for all γ ∈ 0A,
δ ∈ 0′. Then 0M , Mh, and graded submodules are defined just as above for
rings. We can make M into a graded A-module in other ways by shifting
the grading: For any γ ∈ 0′, the γ-shift of M, denoted sγM; is defined by
sγM =M as an A-module, and
sγMδ =Mγ+δ; for all δ ∈ 0′:
So, 0sγM = −γ + 0M . Now, let N =
L
γ∈0′′ Nγ be another graded left
A-module, such that there is a torsion-free abelian group 1 containing 0′
and 0′′ as subgroups. A graded A-module homomorphism f x M → N is
an A-module homomorphism such that f Mδ ⊆ Nδ for all δ ∈ 1. There
is the corresponding notion of graded isomorphism, and when there is one
between M and N we write M ∼=g N. Let GHomAM;N denote the group
of graded A-module homomorphisms from M to N, so GHomAM;N is
a subgroup of the group HomAM;N of all A-module homomorphisms
from M to N. For each δ ∈ 1, we have a subgroup of HomAM;N of
δ-shifted homomorphisms
HomAM;Nδ =

f ∈ HomAM;N  f Mγ ⊆ Nγ+δ for all γ; δ ∈ 1
}
:
Of course, HomAM;Nδ = GHomAM; sδN = GHomAs−δM;N:
Clearly,
L
δ∈1 HomAM;Nδ is subgroup of HomAM;N; if M is a finitely
generated A-module, then
HomAM;N =
M
δ∈1
HomAM;Nδ
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(cf. [NvO, Lemma I.6.1, p. 26]). Indeed, for f ∈ HomAM;N, δ ∈ 1,
define fδ ∈ HomAM;Nδ; for m =
P
γ∈1 mγ with mγ ∈ Mγ, by setting
fδm =
P
ε∈1f mε−δε. When M is finitely generated, all but finitely
many fδ = 0, and f =
P
δ fδ. In particular, for any finitely generated graded
left A-moduleM, EndAM = HomAM;M is a graded ring. When A acts
on M on the left, we view EndAM as acting on M on the right; so M is
a graded A-EndAM-bimodule.
Now, let M = Lγ∈0′Mγ be a graded right A-module and let N =L
γ∈0′′ Nγ be a graded left A-module, with 0
′; 0′′ ⊆ 1 for some torsion-
free abelian group 1. Then, M ⊗A N has a natural grading as ZA-module
given by
M ⊗A Nδ =
X
i
mi ⊗ ni  mi ∈Mh; ni ∈ Nh; degmi + degni = δ

;
δ ∈ 1:
One can see that this gives a grading on M ⊗A N by observing that the
corresponding grading on M ⊗A0 N is clearly well defined, and the grading
on M ⊗A0 N is inherited by M ⊗A N ∼= M ⊗A0 N/J, since the subgroup J
of M ⊗A0 N is generated by the homogeneous elements ma⊗ n−m⊗ an 
m ∈Mh; n ∈ Nh; a ∈ Ah.
For example, suppose F is a graded free right A-module of finite rank,
i.e., F is graded right A-module which is free as an A-module with a finite
base b1; : : : ; bn ⊆ Fh. Let δi = degbi ∈ 0F . Of course, EndAF ∼=
MnA (n× n matrices over A) if we ignore the grading, and by convention
EndAF acts on F on the left. In this isomorphism the ij-matrix unit Eij ∈
MnA corresponds to the map eij ∈ EndAF, defined by eijbj = bi and
eijbk = 0, for k 6= j. Clearly, eij ∈ EndAFδi−δj . So, when we take the
grading into account, we find that
EndAF ∼=g MnAd; for d = δ1; : : : ; δn; 1:1
where MnAd means n× n matrices over A but with the degree of the
ij-entry shifted by δi − δj , i.e.,
MnAd =
0BBB@
sδ1−δ1A · · · sδn−δ1A
:::
:::
:::
sδ1−δnA · · · sδn−δnA
1CCCA : 1:2
So, the ij-entry of MnAd is sδj−δiA (as sδj−δiAδi−δj = A0). Thus, the
ε-component of MnAd consists of matrices with ij-entry in Aε+δj−δi .
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For future reference, we point out a few elementary properties of these
shifted graded matrix rings. Let A be any graded ring. Then,
(i) If pi ∈ Sn is any permutation, then
MnAδ1; : : : ; δn ∼=g MnAδpi1; : : : ; δpin: 1:3
(ii) If γ1; : : : ; γn ∈ 0A, with γi = degai for some unit ai ∈ Ah, then
MnAδ1; : : : ; δn ∼=g MnAδ1 + γ1; : : : ; δn + γn: 1:4
(iii) If A is commutative, and d = δ1; : : : ; δn, e = ε1; : : : ; εm,
then
MnAd ⊗A MmAe ∼=g MmnAf ; 1:5
where f = δi + εj  1 ≤ i ≤ n; 1 ≤ j ≤ m. (The order of the terms is
immaterial, in view of (1.3).)
For, MnAδ1; : : : ; δn ∼=g EndAF, where F is a graded free graded
right A-module with homogeneous base b1; : : : ; bn with degbi = δi.
Since bpi1; : : : ; bpin is also a homogeneous base of F , we also have
MnAδpi1; : : : ; δpin ∼=g EndAF, yielding (1.3). Likewise, if ai
is a homogeneous unit of A with degai = γi, then b1a1; : : : ; bnan
is another homogeneous base of F , with degbiai = δi + γi. So,
MnAδ1 + γ1; : : : ; δn + γn ∼=g EndAF, proving (1.4). Now, assum-
ing A is commutative, let F ′ be another graded free A-module, with base
c1; : : : ; cm with degcj = εj . Then, F ⊗A F ′ is a free graded A-module
with base bi ⊗ cj, where degbi ⊗ cj = δi + εj. So
MnAd ⊗A MmAe ∼=g EndAF ⊗A EndAF ′ ∼=g EndAF ⊗A F ′
∼=g MmnAf ;
showing (1.5).
A graded ring E = Lγ∈0E Eγ is called a graded division ring if every
nonzero homogeneous element of E is a unit, and 1E 6= 0E . Note that the
grade set 0E is actually a group. Further, since 0E is torsion-free, it follows
that E has no zero divisors and E∗ = Eh − 0. (This is easy to see by
recalling that the torsion-free abelian group 0E can be given a total ordering
compatible with the group operation. Thus, if a 6= 0, a = aγ + terms of
higher degree and b 6= 0, b = bδ + terms of higher degree, then ab =
aγbδ + terms of higher degree, so ab 6= 0.) Also, E0 must be a division
ring, and for each γ ∈ 0E , the group Eγ is a one-dimensional left and right
vector space over E0. Note further that every graded left (resp. right) E-
module M is a graded free E-module (cf. [B1, Theorem 3, p. 29]). For,
it is easy to check that a maximal homogeneous E-linearly independent
subset of M is actually a base. We call M a graded vector space over E,
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and write dimEM for the rank of M as a graded free E-module. (This is
well-defined, since one can apply the usual exchange argument to see that
any two homogeneous bases of M have the same cardinality.) Note that if
N is a graded submodule of M, then
dimEN + dimEM/N = dimEM: 1:6
Consequently, if dimEM <∞ and N is a proper submodule of M, then
dimEN < dimEM. Let S be a graded subring of E such that S is also a
graded division ring, and let E x S = dimSE (left dimension) and like-
wise E0 x S0 = dimS0 E0 (left dimension). Note the easy but fundamental
formula (cf. [B2, p. 4278])
E x S = E0 x S0 · 0E x 0S: 1:7
This holds since if ai is a base of E0 as left S0-vector space and if bj ⊆
Eh − 0 is chosen so that degbj is a set of coset representatives for 0S
in 0E , then aibj is a homogeneous base of E as a left S-vector space.
A commutative graded division ring is called a graded field. For example,
if L is any field and 0 is any torsion-free abelian group, then the group ring
R = L0 is a graded field with R0 = L and 0R = 0. In fact, if 0 is a free
abelian group, then every graded field S with 0S = 0 is a group ring (cf.
[HW, Proposition 1.1]). However, there do exist graded fields which are not
group rings (cf. [HW, Example 1.2]).
Let R be a graded field. A graded R-algebra A is graded ring which is an
R-algebra such that the associated ring homomorphism ϕx R→ ZA is a
gr-homomorphism. This ϕ is necessarily injective (assuming 1 6= 0 in A),
as R is a graded field. We have A0 is an R0-algebra. Also, while 0A need
not be a group, it is a union of cosets of the group 0R in some ambient
torsion-free abelian group 0′. We write
0A x 0R = the number of cosets of 0R in 0A
and
A x R = dimRA:
It is easy to check that
A x R ≥ A0 x R0 · 0A x 0R; 1:8
but equality often does not hold (see Proposition 1.4 below).
For our graded field R, let 1R be the divisible hull of the torsion-free
abelian group 0R, so
1R ∼= ⊗ 0R;
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and fix some -vector space 1′ containing 1R with dim1′/1R = ∞.
Then (1.8) shows that if A is any finite-dimensional graded R-algebra, then
0A is 0R-isomorphic to a subset of 1′. Indeed, if 0A is a group (which oc-
curs, e.g., whenever A is a graded division algebra) then, as 0A is torsion-
free and 0A/0R is torsion by (1.8), there is a unique group homomorphism
0A → 1R which restricts to the identity on 0R. So we will assume hence-
forth that all graded R-algebras A satisfy 0A ⊆ 1′.
Note that if A and B are graded R-algebras, then A ⊗R B is also a
graded R-algebra. If A′ is a graded R-subalgebra of A and B′ is a graded
R-subalgebra of B, then it is easy to check that
CA⊗RBA′ ⊗R B′ = CAA′ ⊗R CBB′: 1:9
A graded algebra A over a graded field R is said to be a graded central
simple algebra (GCSA) over R if A is a simple graded ring, A x R <∞,
and ZA = R. There is a theory of GCSAs over a graded field analogous
to the theory of central simple algebras (CSAs) over a field, and we recall
some basic properties here.
Proposition 1.1. LetA be a GCSA over a graded field R and let B be any
graded R-algebra. If I is a homogeneous ideal of A⊗R B, then I = A⊗R J,
where J = I ∩ B, and J is a homogeneous ideal of B. Hence, if B is graded
simple, then A⊗R B is a GCSA over ZB.
Of course, in Proposition 1.1 we are identifying B with its gr-isomorphic
copy R ⊗R B in A ⊗R B. This proposition can be proved analogously to
the ungraded result. One can first show the special case: if I ∩ B = 0,
then I = 0. The general result follows by applying the special case to
B′ = B/J (after noting that J is homogeneous, so B′/J is graded); since
A⊗R B′ ∼=g A⊗R B/A⊗R J and I/A⊗R J ∩ B′ ∼= I ∩ B/J = 0,
we obtain I/A⊗R J = 0, as desired. Formula (1.9) shows ZA⊗R B =
ZA ⊗R ZB ∼=g ZB.
Corollary 1.2 (cf. [B2, Proposition 5.1]). Let A be an algebra over a
graded field R. Then, A is a GCSA over R iff A is both an Azumaya algebra
over R and also a graded R-algebra.
Proof. Suppose A is a GCSA over R. Then, A is a free R-module of fi-
nite rank, and the graded R-algebra homomorphism A⊗R Aop → EndRA
is injective, since the domain is graded simple by Proposition 1.1, and sur-
jective by dimension count [using (1.6)]. Hence, by [DI, Theorem 3.4, p. 52],
A is an Azumaya algebra over R. Conversely, suppose A is an Azumaya
algebra over R such that A is also a graded R-algebra. We identify R with
its gr-isomorphic copy in A. Since A is Azumaya over R, by [DI, Proposi-
tion 21, p. 47; Corollary 3.7, p. 54], A is a finitely generated R-module, so
A x R <∞, ZA = R, and every ideal I of A has the form I = AI ∩R.
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If I is a homogeneous ideal of A, then I ∩R is a homogeneous ideal of R.
Hence, A is graded simple since R is graded simple.
A graded central division algebra (GCDA) over a graded field R is a GCSA
E over R such that E is also a graded division ring. Observe that the usual
matrix calculations show that for any GCDA E over R, any n, and any
d = δ1; : : : ; δn, δi ∈ 1′, we have MnEδ is a GCSA over R. Our next
proposition is the graded Wedderburn theorem, which says that all GCSAs
over R have this form.
Proposition 1.3. Let A be a GCSA over a graded field R. Then,
(a) There is a GCDA E over R such that A ∼=g MnEd for some
d = δ1; : : : ; δn. Moreover, if A ∼=g Mn′ E′d′ for some GCDA E′ over R,
then n′ = n and E′ ∼=g E.
(b) Every graded left (or right) A-module is a direct sum of graded
simple A-modules.
(c) If L is a minimal nonzero homogeneous left ideal of A and N is
a graded simple A-module, then N ∼=g sδL; i.e., N is the δ-shift of L for
some δ. Hence,
dimRN = nE xR = A xR/n: 1:10
This can be proved analogously to the usual Wedderburn theorem. Here
is a sketch. Take a minimal nonzero homogeneous left ideal L of A (which
exists as A xR < ∞ and let E = EndAL. Since L is a graded sim-
ple A-module (i.e., it has no nonzero proper graded A-submodule), the
graded Schur lemma shows that E is a graded division ring, and E xR ≤
EndRL xR < ∞. Let b1; : : : ; bn be a homogeneous base of L as a
graded free right E-module, so L = b1E ⊕ · · · ⊕ bnE. Then, EndEL ∼=g
MnEd, where d = degb1; : : : ; degbn, as noted in (1.1) above.
Rieffel’s proof of Wedderburn’s theorem ([Ri], or see [L, Theorem 5,
p. 449]) can be applied here to see that the graded R-algebra homomor-
phism A→ EndEL (a 7→ left multiplication by a) is an isomorphism, so
A ∼=g EndEL ∼=g MnEd. If N is any graded simple left A-module,
there is a b ∈ Nh − 0 with L · b 6= 0. Then the A-module homomor-
phism λx L → N, l 7→ l · b, is an isomorphism since imλ and kerλ
are graded submodules. Since λ shifts degrees by degb, we have N ∼=g
s−degbL. This yields (c) and also the uniqueness part of (a). For, if A ∼=g
Mn′ E′d′ and L′ is the set of first columns of elements of Mn′ E′d′,
then L′ is a graded simple left Mn′ E′d′-module with endomorphism ring
E′. Since L′ is graded simple when viewed as an A-module, L′ ∼=g sδL,
for some δ, so E = EndAsδL ∼=g EndAL′ ∼=g E′; then n′ = n by di-
mension count. Finally, for (b), since A is a sum of simple graded left
A-modules (corresponding to the columns of MnEd), every graded left
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A-module M is a sum M = PNi; where the Ni are graded simple sub-
modules of M. The usual argument shows that M is a direct sum of some
subset of Ni.
For any GCSA A over R, we define the Schur index of A, indA, anal-
ogously to the ungraded case: We have A ∼=MnEd for a GCDA E over
R; set
indA =
p
E xR; a positive integer:
The graded Wedderburn theorem yields a description of 0A and of A0
for a GCSA. Let A = MnEd; where E is a GCDA over R and d =
δ1; : : : ; δn, δi ∈ 1′. Let ε1 + 0E; : : : ; εk + 0E be the distinct cosets of 0E
of the form δi + 0E , 1 ≤ i ≤ n, and for each εl let rl be the number of i
with δi ≡ εl mod0E.
Proposition 1.4. Let E be a graded division algebra and let A =
MnEd, for d = δ1; : : : ; δn. Then,
(a) 0A =
Sn
i=1
Sn
j=1δi − δj + 0E .
(b) A0 ∼= Mr1E0 × · · · ×MrkE0, with the ri as defined above. In
particular, A0 is simple iff k = 1 iff 0A = 0E .
Proof. (a) is immediate from the description of the grading on
MnEd (see (1.2)). For (b), observe that by (1.3) and (1.4) above,
A ∼=g MnEe, where e = ε1; : : : ; ε1; ε2; : : : ; ε2; : : : ; εk; : : : ; εk with
each εl occurring rl times. In MnEe0 there is a contribution of E0 in
the ij-entry when the same εl appears in the ith and the jth position in e.
This accounts for all of MnEe0 since 0 /∈ εl − εm + 0E when l 6= m.
Thus, A0 ∼=MnEe0 ∼=Mr1E0 × · · · ×MrkE0.
The double centralizer theorem is also available in the graded context:
Proposition 1.5. Let A be a GCSA over a graded field R and let B be a
graded simple graded R-subalgebra of A. Set C = CAB. Then,
(a) C is a graded simple R-subalgebra of A with ZC = ZB and
CAC = B.
(b) C x R · B x R = A x R.
(c) B ⊗ZB C ∼=g CAZB. In particular, if ZB = R, then
B⊗R C ∼=g A.
This is proved analogously to the ungraded version. We give a sketch. Let
L be a minimal homogeneous left ideal of A and let E = EndAL, so E is
a GCDA over R and A ∼=g EndEL as we saw in the discussion of Proposi-
tion 1.3. Let T = Bop⊗R E, which is a GCSA over ZB by Proposition 1.1,
and view L as a graded right T -module. Now, EndT L ⊆ EndEL ∼=g A,
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and A acts faithfully on L. Hence EndT L is gr-isomorphic to the
set of elements of A acting on L compatibly with the B-action, i.e.,
EndT L ∼=g CAB = C. Let N be a minimal homogeneous right ideal
of T and let U = EndT N, which is a GCDA over ZT . Then L ∼=g
sδ1N ⊕ · · · ⊕ sδkN as graded T -modules by Propositions 1.3(b) and (c).
Hence, C ∼=g EndT L ∼=g EndT sδ1N ⊕ · · · ⊕ sδkN ∼=g MkUd,
where d = δ1; : : : ; δk, so C is graded simple with ZC ∼=g ZU ∼=g
ZT  ∼=g ZB. The formula in (b) follows from C xR = k2U x R,
dimRL = k dimRN, T xR = B xR · E xR, together with (by (1.10))
A xR · E xR = dimRL2 and T xZB · U xZB = dimZBN2.
Then CAC = B, since CAC ⊇ B and (b) shows CAC xR = B xR.
The graded homomorphism B ⊗ZB C → CAZB given by b⊗ c 7→ bc
is injective as its domain is graded simple by Proposition 1.1, and surjective
by dimension count.
There is a partial graded analogue to the Skolem–Noether theorem. One
would prefer to be able to conjugate a GCSA by a homogeneous unit, since
then the grading is preserved. We will see that this is possible in some
significant cases, but not always.
Proposition 1.6. Let A be a GCSA over a graded field R, let B and B′
be graded simple R-subalgebras of A, and let C = CAB, Z = ZB, and
C ′ = CAB′, Z′ = ZB′. Suppose there is a graded R-algebra isomorphism
αx B→ B′. Then,
(a) There is a ∈ A∗ such that αb = aba−1 for all b ∈ B.
(b) The a of part (a) can be chosen to be homogeneous iff there is a
gr-isomorphism γx C → C ′ such that γZ = αZ .
(c) If C0 is a division ring, then the a of part (a) can be chosen to be
homogeneous.
In particular, every graded R-algebra automorphism of A is given by conjuga-
tion by a homogeneous unit of A.
Proof. The proof of part (a) isanalogous to the ungraded theorem (cf.
[R, pp. 103–104]): Let L and E be as in the proof above of the double
centralizer theorem. Let T = B ⊗R Eop and let N be a minimal left ideal
of T . We make L into a graded left T -module in two ways, first by b⊗
eop · l = ble, and second by b⊗ eop · l = αble. Write L′ for L with the
second T -module action, while L unadorned denotes L with the first T -
action. By Proposition 1.3, L ∼=g sδ1N ⊕ · · · ⊕ sδnN and L′ ∼=g sε1N ⊕· · · ⊕ sεmN as graded T -modules, and m = n by dimension count. Since
each sδN = N as T -modules when we ignore the grading, we have L′ ∼= L
as ungraded T -modules. The ungraded argument as in [R] then shows there
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is a ∈ A∗ with
ab = αba 1:11
for all b ∈ B. Thus, αb = aba−1, for all b ∈ B, proving part (a). We pro-
ceed to the proof of (c). Let c = a−1, and let a =Paγ and c =P cδ be the
homogeneous decompositions of a and c. Because α is a graded homomor-
phism, for each b ∈ Bh, formula (1.11) yields, by comparing homogeneous
components,
aγb = αbaγ 1:12
for each aγ. Hence, (1.12) holds for all b ∈ B. Likewise, since bc = cαb
for all b ∈ B, we find that bcδ = cδαb for all cδ. These equations show
cδaγ ∈ C for all aγ and cδ. So, the equation 1 = ca =
P
δ
P
γ cδaγ has all its
summands in Ch. Therefore, there must be a nonzero summand cδaγ ∈ C0.
When C0 is a division ring, cδaγ ∈ C∗0 , so aγ ∈ A∗. Then (1.12) shows
αb = aγba−1γ for all b ∈ B, proving (c).
For part (b), observe first that if the a of part (a) is homogeneous, then
a−1 is also homogeneous, so conjugation by a is a graded automorphism
of A. Since this map sends B to B′, it also sends C to C ′. Hence, we can
take γ to be the restriction to C of conjugation by a. Conversely, suppose
there is γx C → C ′ as in (b). Let Y = CAZ and Y ′ = CAZ′. Then, as
Y = BC ∼=g B ⊗Z C by Proposition 1.5(c), we obtain a graded R-algebra
isomorphism βx Y → Y ′ as the composition
Y ∼=g B⊗Z C
α⊗γ−→ B′ ⊗Z C ′ ∼=g Y ′:
Now, Y is graded simple and CAY  = Z by Proposition 1.5, and Z is a
graded field. Therefore, we may apply parts (a) and (c) with Y; γ replacing
B; α, to see that there is a homogeneous unit a′ ∈ A such that βy =
a′ya′−1 for all y ∈ Y . Since βB = α, we can use a′ for the a of part (a) for
B; α, as desired.
The final assertion of the proposition follows by taking B = A (so C = R)
and invoking (a) and (c) (or (b)).
Remark 1.7. Note that for the C of Proposition 1.6, C0 is a division ring
iff C is a division ring, by Proposition 1.4(b).
Example 1.8. Let R be a graded field with 0R = . Let A =
M4R0; 0; 12 ; 12 , B1 = C1 = M2R0; 12 , and C2 = M2R0; 0. Then,
by (1.5), (1.3), (1.4) above,
B1 ⊗R C1 ∼=g A ∼=g B1 ⊗R C2:
Let B be the copy of B1 in A given by the first graded isomorphism, and
B′ the copy of B1 in A given by the second. Then CAB ∼=g C1 by (1.9),
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and CAB′ ∼=g C2. However, C1 6∼=g C2, e.g., since 0C1 = 12  while 0C2 =
. Thus, Propositions 1.6(a) and (b) show that although B′ is obtainable
from B by conjugating by some a ∈ A∗, there is no homogeneous such a.
Furthermore, a graded R-isomorphism B → B′ cannot be extended to a
graded R-automorphism of A.
2. VALUATION-LIKE PROPERTIES OF
GRADED DIVISION ALGEBRAS
Let R = Lγ∈0R Rγ be a graded field (with 0R torsion-free, as we are
always assuming) and let E be a GCDA over R. In this section we will
describe some properties of E which are analogous to known properties
for tame division algebras over a Henselian valued field. We will use them
in Section 3 in proving a cohomological characterization of GBrR; see
Proposition 3.3 below.
Before considering an arbitrary GCDA over R, we note a couple of ex-
treme cases. First, a GCDA I over R is said to be unramified (or inertial)
if 0I = 0R (iff by (1.7), I x R = I0 x R0. In this situation the graded ho-
momorphism I0 ⊗R0 R → I is actually an isomorphism, since it is clearly
surjective, and a dimension comparison then shows it is also injective. Since
ZI0⊗R0 R = ZI0⊗R0 R, it follows that ZI0 = R0. Thus, there is a one-
to-one correspondence I ↔ I0 between isomorphism classes of unrami-
fied GCDAs over R and isomorphism classes of central division algebras
(CDAs) over R0. Also, if S is a graded R-subalgebra of I, then 0S = 0R, so
S = S0 ⊗R R. Thus, graded R-subalgebras of I are in canonical one-to-one
correspondence (not just up to isomorphism) with R0-subalgebras of I0.
At the other extreme, a GCDA T over R is said to be totally ramified if
T0 = R0 (iff 0T x 0R = T x R, by (1.7)). In this case, there is a pairing
γT x T ∗ × T ∗ → R∗0 given by s; t 7→ s; t = sts−1t−1. (Recall that T ∗ =
Th−0.) The pairing is clearly skew-symmetric, and since the image of γT
is central, the commutator identity s; tu = s; tts; ut−1 shows that γT is
bimultiplicative as well. Because γT s; t = 1 if s or t is central, the pairing
is actually well defined on T ∗/R∗ × T ∗/R∗. But, as T is totally ramified
T ∗/R∗ ∼= 0T/0R which is finite; so every element of imγT  has finite order
in R∗0. Thus, γT induces a well-defined biadditive skew-symmetric pairing
called the canonical pairing,
βT x 0T/0R × 0T/0R → µR0; 2:1
given by degs + 0R; degt + 0R 7→ sts−1t−1, where µR0 denotes the
group of all roots of unity in the field R0. [We will use the further notation:
If F is a field and l a positive integer, then µlF is the group of all lth
roots of unity in F .]
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Proposition 2.1 (cf. [B2, Proposition 2.6]). Let T be a totally ramified
GCDA over R. Then the canonical pairing βT of (2.1) is nondegenerate. The
image of βT is a cyclic subgroup of µR0 of order equal to the exponent
exp0T/0R. Hence, charR0 - 0T/0R.
Proof. For s ∈ T ∗, if γT s; t = 1 for all t ∈ T ∗, then s ∈ ZT  = R. This
shows βT is nondegenerate. Let l = exp0T /0R, i.e., the exponent of the
finite abelian group 0T/0R; then imβT  ⊆ µlR0 as βT is biadditive. But,
if we take any α ∈ 0T/0R of order l, then the nondegeneracy of βT forces
the homomorphism βT α;−x 0T/0R→ µlR0 to be surjective, and forces
µlR0 = l. Hence, imβT  = µlR0 and  imβT  = l = exp0T/0R. If
p = charR0, then as µR0 has no p-torsion, we must have p - l.
Remark 2.2. (i) If 3 is any group with 0R ⊆ 3 ⊆ 0T , then T3 =L
λ∈3 Tλ is a graded R-subalgebra of T with 0T3 = 3; furthermore, since
T0 = R0, every R-subalgebra of T has the form T3 for some 3. Thus,
the subgroups of 0T/0R classify the R-subalgebras of T . Note also that
ZT3 = T3′ , where 3′/0R = 3/0R ∩ 3/0R⊥, where 3/0R⊥ denotes
the orthogonal subgroup to 3/0R in 0T/0R with respect to βT .
(ii) Relative to the skew-symmetric nondegenerate biadditive pairing
βT there always exists a symplectic base for 0T/0R (cf. [TW, Proposi-
tion 3.1]). This implies that the distinct invariant factors of the finite abelian
group 0T/0R each occur with even multiplicity. Also, the symplectic base al-
lows one to decompose T into a tensor product of graded symbol algebras
over R, analogous to the decomposition for tame totally ramified valued
division algebras described in [TW, Proposition 4.2]. Furthermore, one can
use the symplectic base to see that if Rl0 = R0; where l = exp0T/0R,
then T is determined up to isomorphism by 0T and βT . Also, one can eas-
ily see that for any group 0 with 0R ⊆ 0 ⊆ 1R, such that 0/0R is finite
and all the distinct invariant factors of 0/0R occur with even multiplicity
and µlR0 = l, where l = exp0/0R, there exists a nondegenerate skew-
symmetric biadditive pairing βx 0/0R × 0/0R → µlR0; for any such 0
and β one can use a symplectic base for β on 0/0R to construct a totally
ramified graded division algebra T over R such that 0T = 0 and βT = β.
Now, let E be any GCDA over the graded field R. Observe that there
is a well-defined group homomorphism
θEx 0E/0R→GZE0/R0 given by dege+0R 7→ z 7→ eze−1;
2:2
for all e ∈ E∗ and z ∈ ZE0, where GZE0/R0 denotes the Galois group
of ZE0 over R0.
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There are some graded R-subalgebras of E canonically determined
by E0: Let
Z = ZE0 ·R ∼=g ZE0 ⊗R0 R;
C = CEZ;
I = E0 ·R ∼=g E0 ⊗R0 R;
T = CCI = CEI = CEE0:
The inclusion relations among these algebras are shown by
E
C = I ⊗Z T
I T
Z
R
2:3
Grade Degree 0
Algebra group /0R component
E 0E/0R E0
C kerθE E0
T kerθE ZE0
I 0 E0
Z 0 ZE0
R 0 R0
Note that Z is a graded field and C, I, and T are graded division al-
gebras. Clearly, 0Z = 0R and Z0 = ZE0. The double centralizer theo-
rem, Proposition 1.5, shows that Z = ZC and E xC = Z xR. Since
C = CEZ = CEZ0, the definition of θE shows that 0C/0R = kerθE;
also clearly C0 = E0. As for I, we have I0 = E0 and 0I = 0R. Also,
ZI = ZE0 ⊗R0 R = ZE0 ⊗R0 R = Z, so I is unramified over its cen-
ter Z. Turning to T , the double centralizer theorem shows ZT  = Z and
C ∼=g I⊗Z T . Also, T0 = Z0 as T0 centralizes I0. Hence, T is totally ramified
over its center Z. A dimension count using (1.7) shows 0T/0R = 0C/0R =
kerθE.
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Proposition 2.3 (cf. [B2, Proposition 2.4]). For any GCDA E over a
graded field R, the field ZE0 is Galois over R0 and the homomorphism θE
of (2.2) maps 0E/0R onto the Galois group GZE0/R0, so GZE0/R0
is abelian. Also, charR0 -  kerθE.
Proof. We give a different proof from the one in [B2]. We use the in-
formation accumulated above about Z, C, I, T . Observe thatGZE0/R0 ≤ ZE0 xR0 = Z xR = E xC = 0E x0C 
= 0E/0R x kerθE =  imθE ≤ GZE0/R0:
Hence, equality holds throughout. This shows that θE is surjective and
that GZE0/R0 = ZE0 xR0, hence ZE0 is Galois over R0.
Because T is totally ramified, Proposition 2.1 shows that charR0 =
charZ0 - 0T /0Z =  kerθE.
Remarks 2.4. (i) In [B2, p. 4279] Boulagouaz defines a canonical pair-
ing CE x kerθE × kerθE → µZE0. This pairing is just the pairing
βT x 0T/0Z ×0T/0Z → µZ0 of (2.1) for the totally ramified T in E shown
in (2.3). This pairing is canonically determined by E, since T is built canon-
ically from E.
(ii) The graded subalgebras Z, C, I, T of E described here are anal-
ogous to valued subalgebras of a division algebra tame over a Henselian
valued field; cf. [JW, Sections 1–2]. But notice that the subalgebras of E de-
fined here are unique, not just unique up to isomorphism (as in the valued
situation). Also the existence and properties of the subalgebras are easier
to prove in the graded case than in the corresponding valued case.
(iii) There is a slight variation of the map θE of (2.2), which will ap-
pear in Section 4: If E is a graded division algebra over a graded field S
with E x S <∞ (so S ⊆ ZE, but possibly S 6= ZE, define
θE; Sx 0E/0S → GZE0/S0 by dege + 0S 7→ z 7→ eze−1
2:4
for e ∈ E∗ and z ∈ ZE0. This map is clearly well defined.
3. THE GRADED BRAUER GROUP OF A GRADED FIELD
We can now consider the graded Brauer group of a graded field R. Define
an equivalence relation ∼g on GCSAs over R by A ∼g B if there are
finitely generated (hence graded free) graded R-modules M and N such
that A ⊗R EndRN ∼=g B ⊗R EndRM as graded R-algebras. So, ∼g is
clearly an equivalence relation which is compatible with tensor products.
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Let Ag denote the equivalence class of A with respect to ∼g. Then, the
graded Brauer group of R is defined to be
GBrR = Ag  A is a GCSA over R:
(See [B2, Section 5]; see also [CvO, III.4–IV.1] for the case 0R = , but
note that our GBrR is their UBrgR, see [CvO, p. 139], since we allow
0A % 0R.) The operation on GBrR is induced by the tensor product, and,
as we noted earlier for Corollary 1.2,A⊗R Aop ∼=g EndRA. Thus, GBrR
is a group with identity element Rg and A−1g = Aopg. Now, if E is any
GCDA over R, L is any finitely generated graded right E-vector space,
and N is any finitely generated graded R-vector space, then EndEN ⊗R
L ∼=g EndRN ⊗R EndEL. It follows from this and the graded Wed-
derburn theorem, Proposition 1.3, that for GCSAs A ∼=g MnEd and
A′ ∼=g Mn′ E′d′ with E;E′ GCDAs over R, we have A ∼g A′ iff E ∼=g E′.
Thus, GBrR classifies GCDAs over R up to graded isomorphism. Note
that, unlike the case of central simple algebras over a field, we can have
GCSAs A;B over R with Ag = Bg and A xR = B xR, but A 6∼=g B.
This occurs when A ∼=g MnEd and B ∼=g MnEd′ with d and d′ suf-
ficiently different.
As we noted above for graded division algebras, the assumption that 0R
is torsion-free implies that a graded field R is an integral domain. Let
QR = the quotient field of R:
Likewise, for any graded R-algebra B, let
QB = QR⊗R B;
an algebra over the field QR. Observe that as B is graded-free as a graded
R-module, B is R-torsion-free, so the canonical map B→ QB is injective;
also
QB xQR = B xR: 3:1
Note in particular that if B is a graded division algebra over R with
B xR < ∞, then since B has no zero divisors the same is true for QB;
since also QB xQR <∞ it follows that QB is a division ring.
Now, suppose A is a GCSA over R. Then as A is an Azumaya algebra
over R (see Corollary 1.2), A determines a class A in the (ungraded)
Brauer group BrR; also QA is Azumaya over the field QR, i.e., QA is a
central simple algebra over QR. Indeed QA is the classical ring of quotients
of the prime p.i. ring A. There are canonical group homomorphisms
GBrR → BrR → BrQR; 3:2
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given by Ag 7→ A and C 7→ QR⊗R C, and the composition is injec-
tive since if E is a GCDA over R, then QE is a CDA over QR of the same
degree as E over R. So GBrR injects into BrR. In general, BrR and
BrQR may be much larger than GBrR (but not always; see [CvO, The-
orem IV.1.11, p. 139]). We will see below in Theorem 5.1 that if we give a
total order to 0R, then there is a valued field extension of QR whose tame
Brauer group coincides with GBrR.
From Proposition 1.1 it is clear that for any graded field extension S of
R, there is a well-defined scalar extension group homomorphism
resS/R x GBrR → GBrS given by Ag 7→ S ⊗R Ag:
We have therefore a corresponding relative graded Brauer group
GBrS/R = kerresS/R:
We will give in Proposition 3.2 below a cohomological description of
GBrS/R when S is Galois over R, by adapting the usual crossed product
construction.
Let R ⊆ S be graded fields with S xR < ∞. Then QS (= QR ⊗R S,
as above) is the quotient field of S, and QS xQR = S xR. Recall from
[HW, Theorem 3.11] (or see [B1, Theorem 4, p. 33]) that S is tame over
R (i.e., S0 is separable over R0 and charR0 - 0S x0R ) iff QS is separable
over QR, iff S is separable over R. Furthermore, every QR-automorphism
of QS restricts to a graded R-automorphism of S (since S is the integral
closure of R in QS and for every s ∈ Sh, degs is determined by its mini-
mal polynomial over QR, cf. [HW, Corollary 2.5 (a), (d)]). Indeed, by [HW,
Theorem 3.11(b)], S is G-Galois over R for some group G iff QS is Galois
over QR, and when this occurs, G is canonically isomorphic to the Galois
group GQS/QR. There is thus no ambiguity in writing G = GS/R. Fur-
thermore, the preceding comments show that every element of GS/R is a
graded automorphism of S.
The results in [HW] quoted in the preceding paragraph were stated there
with the added assumption that 0R is totally ordered. However, they are
valid when one only assumes that 0R is torsion-free (our standing hypothesis
here), since any torsion-free abelian group can be given a total ordering,
and the quoted results are independent of the choice of total ordering on
0R. This remark applies a number of times below when we quote [HW].
We next construct graded crossed products. Assume the graded field
S is Galois over R and let G = GS/R. Then S∗ = Sh − 0 is a G-
submodule of QS∗. We write ZiG; S∗, BiG; S∗, HiG; S∗ for the ith
cocycle group, ith coboundary group, ith cohomology group of G with co-
efficients in S∗. Take any f ∈ Z2G; S∗. We construct the crossed product
algebra S/R;G; f  in the usual way: Let xσ  σ ∈ G be new symbols,
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and on the free S-module
L
σ∈G Sxσ , with base xσ  σ ∈ G, define mul-
tiplication by
axσbxτ = aσbf σ; τxστ; 3:3
for all a; b ∈ S, σ; τ ∈ G (and extended distributively to all of Lσ Sxσ).
It is well known that S/R;G; f  is an associative R-algebra since f is a
2-cocycle, and that it is an Azumaya algebra over R, since all f σ; τ ∈ S∗.
We now make it into a graded R-algebra.
Lemma 3.1. There is a unique way of assigning degrees to the xσ so that
S/R;G; f  is a graded R-algebra with grading extending the grading on S,
such that the xσ are all homogeneous. With this grading, S/R;G; f  is a
GCSA over R.
Proof. Since xσxτ = f σ; τxστ , we need to assign degrees to the xσ so
that
degxσ + degxτ = degxστ + degf σ; τ 3:4
for all σ; τ ∈ G. Once this is done, define, for any a ∈ Sh, degaxσ =
dega + degxσ. Then formula (3.4) assures that the multiplication on
S/R;G; f  given in (3.3) is compatible with this assignment of degrees.
We obtain a grading
S/R;G; f  = M
δ∈1R
S/R;G; f δ;
where
S/R;G; f δ =
M
σ∈G
Sδ−degxσ xσ;
where 1R =  ⊗ 0R. This makes S/R;G; f  into a graded R-algebra.
By arguing as in the ungraded case (or invoking Corollary 1.2, since the
crossed product algebra is an Azumaya algebra over R), we see that A is a
GCSA over R.
To find degrees for the xσ satisfying (3.4), note that the degree map
deg x S∗ → 1R is a G-module homomorphism, with G acting trivially on 1R;
there is an induced map deg∗ x Z2G; S∗ → Z2G; 1R. But Z2G; 1R =
B2G; 1R, since H2G; 1R = 0, as the -vector space 1R is uniquely di-
visible. So, since deg∗f  ∈ B2G; 1R, there exists bσ  σ ∈ G ⊆ 1R, such
that
degf σ; τ = bσ + bτ − bστ 3:5
for all σ; τ ∈ G. Then, define degxσ = bσ , and (3.4) holds, as de-
sired. Note also that if we have another set b′σ  σ ∈ G ⊆ 1R satisfying
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degf σ; τ = b′σ + b′τ − b′στ, then the map σ 7→ bσ − b′σ is a group
homomorphism from the finite group G to the torsion-free group 1R;
therefore this homomorphism must be trivial (i.e., H1G; 1R = 0. So, the
bσ satisfying (3.5) are uniquely determined; hence, there is only one way
to define degxσ so that (3.4) holds. This gives the uniqueness asserted in
the lemma. The values of degxσ are given explicitly by the formula
degxσ =
1
G
X
τ∈G
degf σ; τ ∈ 1R:
We call S/R;G; f  with the grading of Lemma 3.1 a graded crossed prod-
uct algebra.
Proposition 3.2. Let S be a Galois graded field extension of a graded
field R (with S xR <∞) and let G = GS/R. Then
GBrS/R ∼= H2G; S∗:
Proof. Define a map ψx Z2G; S∗ → GBrR by f 7→ S/R;G; f g,
where the crossed product is given the grading of Lemma 3.1. We will show
that ψ is a group homomorphism with kerψ = B2G; S∗ and imψ =
GBrS/R. This will yield the desired isomorphism.
The following diagram is evidently commutative:
Z2G; S∗ GBrR GBrS
H2G;QS∗ BrQR BrQS
-ψ
?
-
resS/R
? ?
- -
3:6
In this diagram, the bottom row is exact, and the middle and right verti-
cal maps are injective, by the comments after (3.2). This shows that ψ is a
group homomorphism (since the other maps in the left square are homo-
morphisms), and also imψ ⊆ GBrS/R and B2G; S∗ ⊆ kerψ.
To show that this last inclusion is an equality, take any f ∈ kerψ.
We may assume, after modifying f by a coboundary, that f is nor-
malized. Hence, in S/R;G; xσ =
L
σ∈G Sxσ , xe is the 1 (e = idS =
identity element of G) and the mapping S → S/R;G; f  given by
s 7→ sxe is a graded R-algebra monomorphism, so we identify S with its
gr-isomorphic copy Sxe in the crossed product. Let n = S xR = G.
Since f ∈ kerψ, by Proposition 1.3 there is a graded R-algebra iso-
morphism αx S/R;G; f  → EndRM for some graded R-vector space
M. By dimension count, dimRM = n. The copy of S in S/R;G; f 
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acts on M by s · m = αsm. This action makes M into a graded S-
vector space, necessarily of dimension 1. So M = S · m for any nonzero
m ∈Mh. Hence, as EndRM = EndRS ·m ∼=g EndRS, we may identify
S/R;G; f  with EndRS so that s ∈ S corresponds to left multiplica-
tion by s. For each σ ∈ G ⊆ EndRS0, let sσ = xσσ−1 ∈ EndRSh.
Then, as xσtx−1σ = σt = σ ◦ t ◦ σ−1 ∈ EndRS, for all t ∈ S, we
have sσ ∈ CEndRSSh = Sh. Since sσ 6= 0, sσ ∈ S∗. Furthermore, from
xσxτ = f σ; τxστ , we obtain sσσsτs−1στ = f σ; τ, for all σ; τ ∈ G,
proving that f ∈ B2G; S∗, as desired.
Finally, to see that imψ = GBrS/R, take any GCSA A over R with
Ag ∈ GBrS/R. Let A′ = A⊗R EndRS, which is also a GCSA over R.
After identifying S with its gr-isomorphic copy in EndRS, we have A⊗R S
is a graded R-subalgebra of A′. Since S splits A, we have A ⊗R S ∼=g
MmSd for some d = δ1; : : : ; δm, where m =
pA xR. Let B be
a graded R-subalgebra of A ⊗R S such that B ∼=g MmRd; let C =
CA′ B. From B ⊆ A⊗R S ⊆ A′ we have, using (1.9), C ⊇ CA′ A⊗R S =
R ⊗R CEndRSS = R ⊗R S ∼=g S. Thus, we may view S as a graded R-
subalgebra of C. The double centralizer theorem, Proposition 1.5, shows
that C is a GCSA over R with C xR = A′ xR/B xR = EndRS xR =
S xR2; hence, again by the double centralizer theorem, CCS = S. Note
also that in GBrR, Ag = A′g = Bg + Cg = Cg. Now, for each
σ ∈ G, the graded Skolem–Noether theorem, Proposition 1.6, shows that
the graded R-algebra isomorphism σx S → S is induced by conjugation by
some xσ ∈ C∗. Moreover, we may assume xσ ∈ Ch by Proposition 1.6(c),
as CCS0 = S0, which is a field. Set f σ; τ = xσxτx−1στ ∈ CCSh ∩ C∗ ⊆
Sh − 0 = S∗. Then f ∈ Z2G; S∗. Also, the usual calculation shows
that the sum
P
σ∈G Sxσ in C is a direct sum; hence it is all of C, by di-
mension count. The multiplication in
L
σ∈G Sxσ is the same as that of
S/R;G; f , given in (3.3); so Lemma 3.1 shows S/R;G; f  ∼=g C. Thus,
ψf  = Cg = Ag in GBrS/R, completing the proof.
The description of GBrS/R given in Proposition 3.2 leads to a corre-
sponding cohomological description of all of GBrR. Recall from [HW,
Proposition 3.7] that there is a maximal tame graded field extension Y
of a graded field R. This Y is graded algebraic over R (though typically
Y xR = ∞ and it contains a graded isomorphic copy of every tame
graded field extension. We have that Y0 is the separable closure of R0 and
0Y/0R is the prime-to-p primary component of the torsion group 1R/0R,
where p = charR0. Moreover, QY = QR⊗R Y = quotient field of Y  is
Galois over QR, and GQY/QR maps bijectively (by restriction to Y ) to
the group GY/R of all R-algebra automorphisms of Y , and every such au-
tomorphism preserves the grading on Y . Therefore, GY/R inherits from
GQY/QR the structure of a profinite group, in which the closed normal
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subgroups of finite index correspond one-to-one to the finite-degree Galois
graded field extensions of R in Y (cf. [HW, Theorem 3.9, Theorem 3.11]).
Proposition 3.3. Let R be a graded field and let Y be the maximal tame
graded field extension of R. Then
GBrR ∼= H2GY/R; Y ∗:
Proof. Let G = GY/R. Here H2G; Y ∗ denotes the continuous co-
homology group with respect to the discrete G-module Y ∗. Because G =
lim←− GS/R as S ranges over the finite degree Galois graded field extensions
S of R in Y , we have, in light of Proposition 3.2,
GBrY/R =[
S
GBrS/R ∼= lim−→
S
H2GS/R; S∗ ∼= H2G; Y ∗:
Thus, it remains only to prove that GBrR = GBrY/R, which we do
by showing that GBrY  = 0. For this, let E be any GCDA over Y , and
form its graded Y -subalgebras Z, C, I, and T as in (2.3). Since Y0 is
separably closed and Z0 is Galois over Y0 by Proposition 2.3, we have
Z0 = Y0, so Z = Y and C = E. Moreover, as BrY0 = 0, we have
E0 = Z0 = Y0, so I = Y , hence E = T , which is totally ramified over Y .
Since E xY  = T xY  = 0T x0Y , which is prime to charY0 by Propo-
sition 2.1, and 1R/0Y is charY0-primary, we must have E = Y . Hence,
GBrY  = 0, as asserted.
4. VALUATIONS FROM GRADINGS, AND VICE VERSA
We now consider the valuation which arises when the grade group of
a graded field R is given a total ordering. Since 0R is assumed torsion-
free there always exists a total ordering on 0R compatible with its group
operation. There are typically many such total orderings. Fix one such on
0R, and denote it ≤. Then, for any torsion-free abelian group 3 containing
0R as a subgroup such that 3/0R is torsion, there is a unique extension of
≤ to a total ordering on 3.
Let E be any GCDA over R. So, the fixed total ordering on 0R extends
uniquely to a total ordering on 0E , again denoted ≤. A key observation in
[B2] (see also [LvO, Proposition 3.1] when 0E ∼= ) is that the ordering
on 0E induces a valuation on QE: One first defines vx E − 0 → 0E for
a =Pγ∈0E aγ by
va = minγ ∈ 0E  aγ 6= 0:
Clearly, for all a; b ∈ E − 0 we have (i) vab = va + vb as 0E
is totally ordered, and (ii) va + b ≥ minva; vb (if b 6= −a). The
function v has an extension to QE∗, also denoted vx QE∗ → 0E given by
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vab−1 = va − vb. (This is well defined by property (i).) Then, proper-
ties (i) and (ii) hold for all a; b ∈ QE∗. (This is very easy to verify, since ev-
ery element a of QE is expressible as a = er−1 with e ∈ E and r ∈ R−0.)
So, v is a valuation on QE. Clearly, for the value group of v on QE, de-
noted 0QE , we have
0QE = 0E: 4:1
Also, for the residue division ring, denoted QE, of the valuation ring of v
on QE, we have
QE ∼= E0: 4:2
(For, if c ∈ QE∗ with vc = 0, then c = ab−1 with a = Pγ∈0E aγ,
b = Pγ∈0E bγ ∈ E − 0 with va = vb = δ, say. Then c has the same
image in QE as aδb
−1
δ ∈ E0.) The valuation on QE restricts to a valuation
on its center QR, which clearly coincides with the valuation determined by
the grading on R.
The properties of graded division algebras correspond most closely to
those of valued division algebras over a Henselian field, as we will see. We
can obtain such a division algebra from the GCDA E over R by Henseliz-
ing: Let HR denote “the” Henselization of the field QR with respect to
the restriction of v to QR (cf. [E, p. 131, (17.11)]). So, HR is a separable
algebraic field extension of QR which is uniquely determined up to isomor-
phism, and there is a Henselian valuation on HR extending v on QR, with
residue field and value group satisfying
HR ∼= QR and 0HR = 0QR: 4:3
Define
HE = HR⊗QR QE = HR⊗R E: 4:4
Because QE has a valuation extending v on QR, Morandi’s Henselization
theorem [M1, Theorem 2] shows that HE is a division ring (with center
HR), and its unique valuation extending the Henselian valuation on HR
restricts to v on QE. Furthermore, for the residue division algebra HE and
value group 0HE of the valuation on HE we have (using (4.2) and (4.1)),
HE ∼= QE ∼= E0 and 0HE = 0QE = 0E: 4:5
Moreover, by (1.7) together with (4.5) for E and for R, we have
HE xHR = QE xQR = E xR = HE xHR 0HE x0HR; 4:6
so the valuation on HE is defectless over HR (likewise QE is defectless
over QR). It follows easily from Proposition 2.3 that HE is also tame over
HR (as described in Proposition 4.3 below). We will see in Theorem 5.1
below that the map Eg 7→ HE is an isomorphism from GBrR to the
tame part of the Brauer group of HR.
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Remark 4.1. If A is a GCSA over the graded field R, then we have cor-
responding CSAs QA = QR ⊗R A over QR (so QA is the Artinian ring
of quotients of the prime p.i. ring A) and HA = HR⊗R A over HR. We
can define a valuation-like function on QA − 0, but when A is not a
graded division algebra, we generally obtain a ring in QA that could not be
reasonably called a valuation ring. Specifically, define wx QA− 0 → 0A
by first defining wa = minγ  aγ 6= 0 for a =
P
aγ ∈ A − 0, and
then for c = ar−1 ∈ QA − 0 with a ∈ A − 0 and r ∈ R − 0, defin-
ing wc = wa −wr. This is a well-defined function satisfying wcd ≥
wc + wd (if cd 6= 0) and wc + d ≥ minwc;wd (if d 6= −c for
all c; d ∈ QA − 0. This function yields a subring VQA of QA given by
VQA = a ∈ QA − 0  wa ≥ 0 ∪ 0, but VQA need not be a valua-
tion ring, not even in the sense of Dubrovin (see after Theorem 5.3 be-
low). For example, suppose F is a field, t an indeterminate over F , and
R = Ft; t−1 = Li∈Ri, where Ri = tiF . So, R is a graded field with
R0 = F and 0R =  with its usual ordering. We have QR = Ft, and the
valuation on QR induced by the grading on R is the t-adic valuation ring
VQR = Ftt = fg−1  f; g ∈ Ft; g0 6= 0. Let MQR = tVQR, the max-
imal ideal of VQR, so the residue field is QR = VQR/MQR ∼= F . Now, let
A = M2Rd, where d = 0; 12 . Then the ring VQA obtained from w on
QA− 0 is VQA =
( VQR MQR
VQR VQR

, with Jacobson radical JVQA =
(MQR MQR
VQR MQR

.
(JVQA is also the ideal of elements of positive w “value” in VQA.) So,
VQA/JVQA ∼= QR⊕QR, which is semisimple, but not simple. So, VQA is
not a Dubrovin valuation ring and is also not a maximal order in QA. In
fact, every Dubrovin valuation ring of QA contracting to VQR in QR is iso-
morphic to M2VQR.
We now turn to valued division algebras and the graded division algebras
derived from them. This will lead to consideration of the tame part of the
Brauer group of a Henselian valued field F , whose central division algebras
all have associated graded division algebras with center the graded field GF .
For the rest of this section we will take the first steps toward proving an
isomorphism between the tame part of the Brauer group of the Henselian
field F and the graded Brauer group of GF ; the proof of this will finally be
completed in Section 5 (see Theorem 5.3).
Let D be a division ring, and suppose there is a valuation vx D∗ → 0
on D. That is, 0 is a totally ordered abelian group, and v satisfies, for all
a; b ∈ D∗,
(i) vab = va + vb;
(ii) va+ b ≥ minva; vb if b 6= −a.
Let VD = a ∈ D∗  va ≥ 0 ∪ 0, the valuation ring of v; MD = a ∈
D∗  va > 0 ∪ 0, the unique maximal left ideal (and maximal right
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ideal) of VD; UD = V ∗D = VD −MD; D = VD/MD, the residue division ring
of v on D; and 0D = imv, the value group. There will be no ambiguity
in indexing these objects by D, since we will never consider more than one
valuation on a given division ring. Let p = charD.
The filtration of fractional ideals of VD determined by v on D yields an
associated graded ring GD. Specifically, for γ ∈ 0D, let
W γ = d ∈ D∗  vd ≥ γ ∪ 0 and
W >γ = d ∈ D∗  vd > γ ∪ 0y
so W >γ is a subgroup of the additive group W γ. Then set
GD = M
γ∈0D
GDγ; where GDγ = W γ/W >γ:
Because W >γW δ +W γW >δ ⊆ W >γ+δ, for all γ; δ ∈ 0D, the multiplication
on D induces a well-defined multiplication on GD, making it into a graded
ring. Moreover, property (i) of the valuation assures that GD is a graded
division ring. Clearly GD0 = D and the grade group is 0GD = 0D. It is the
basic theme of this paper that much of the structure of D is well reflected
in GD.
Now, let F = ZD, and suppose D xF <∞, so D is a central division
algebra (CDA) over F . The restriction vF of the valuation on D is a valu-
ation on F (with associated structures VF;MF;UF; F; 0F ), which induces a
corresponding graded field GF . Clearly, GD is a graded GF-algebra, with
GD xGF = D xF0D x0F  = D xF/δD/F; 4:7
by (1.7) above, where δD/F is the defect of D over F with respect to the
valuation. By Morandi’s Ostrowski theorem for valued division algebras,
[M1, Theorem 3], δD/F is a nonnegative power of p if p > 0, while δD/F = 1
if p = 0. Let Z = ZGD, which is a graded GF-subalgebra of GD. Even
though F = ZD, this Z may be strictly larger than GF ; the following
result of Boulagouaz shows when this occurs. Recall (see [JW, (1.6)]) that
there is a canonical homomorphism
θDx 0D/0F → GZD/F 4:8
given by, for any d ∈ D∗ and any z ∈ VD with z ∈ ZD, θvd + 0Fz =
dzd−1. Note that the following diagram is evidently commutative with hor-
izontal maps the obvious isomorphisms,
0D/0F 0GD/0GF
GZD/F GZGD0/GF0
-
?
θD
?
θGD;GF
-
4:9
where θGD;GF is the map of (2.4).
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Proposition 4.2. With D and F as above, for Z = ZGD,
(a) Z0 is the purely inseparable closure of F in ZD;
(b) 0Z/0F is the p-primary part of kerθD.
Proof. See [B2, Proposition 3.1, Theorem 3.4].
Now, let F be a field with Henselian valuation. That is, v has a unique
extension to each field L ⊇ F with L algebraic over F . Likewise, as is
well known (see [S, Theorem 9, p. 53] or [W1, Theorem], v has a unique
extension to each CDA D over F (given by vd = vNrdd/pD xF ∈
⊗ 0F , for all d ∈ D∗). We will focus on tame division algebrasD (defined
below), which all have the property that GD is a GCDA over the graded
field GF . But first we recall some terminology connected with Henselian
valued fields.
For our Henselian field F , let Fsep denote the separable closure of F (in
some fixed algebraic closure Falg of F). Let Fnr be the inertia field of Fsep
over F , with respect to the unique extension of the Henselian valuation v to
Fsep. Then (see [E, (19.12), (19.8)(b)]), 0Fnr = 0F , Fnr ∼= Fsep, and Fnr is
Galois over F with GFnr/F ∼= GFsep/F. Moreover, for any field L with
F ⊆ L ⊆ Fsep and L xF <∞, we have (by [E, (19.14)] and an application
of Hensel’s lemma) L ⊆ Fnr iff L is unramified over F (i.e., L xF = L xF
and L is separable over F). Note that Fnr is the compositum of all finite-
degree unramified field extensions of F in Fsep; Fnr is called the maximal
unramified extension of F . Let Ft be the ramification field of Fsep over F .
Then (see [E, (20.17)]) Ft ∼= Fsep and 0Ft /0F is the prime-to-p primary
part of 1F/0F , where 1F = ⊗ 0F . That is, if p = 0, then 0Ft = 1F ; if
p 6= 0, then 0Ft /0F is p-torsion-free and 1F/0Ft is p-primary torsion. Also,
Ft is Galois over F , by [E, (21.2)]. Further, for any field L with F ⊆ L ⊆ Fsep
and L xF < ∞, we have L ⊆ Ft iff L is tame (= tamely ramified and
defectless) over F (i.e., L xF = L xF0L x0F , L is separable over F , and
p - 0L x 0F ). Here, “only if” follows by [E, (20.20), (19.10)(b), (19.14)],
and “if” from [E, (20.18)], since when L is tame over F , then L · Fnr is
tame and totally ramified over Fnr. Note that Ft is the compositum of all
the finite-degree tame extension fields of F in Fsep; Ft is called the maximal
tame extension of F . We have F ⊆ Fnr ⊆ Ft ⊆ Fsep, and if p = 0, then
Ft = Fsep.
The Henselian valuation on F yields certain distinguished subgroups of
its Brauer group BrF, discussed in [JW] and denoted as
IBrF = D  D is a CDA over F with D xF = D xF
and ZD = F ∼= BrF; the inertial part of BrFy
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SBrF = D  D is a CDA over F; D xF  0D x0F  = D xF;
ZD is separable over F; and θD is injective
}
= BrFnr/F; the inertially split part of BrFy
TBrF = BrFt/F; the tame part of BrF (further described
in Proposition 4.3 below).
So, IBrF ⊆ SBrF ⊆ TBrF ⊆ BrF and if p = 0, then TBrF =
BrF. Our focus will be on the tame CDAs D over F (i.e., those for which
D ∈ TBrF), since they are the ones for which the associated graded
division rings GD carry the most complete information about D (see, e.g.,
Theorem 5.9 below). Tame CDAs over F were defined in a different way
in [JW], but the next proposition shows that the definitions are equivalent.
Proposition 4.3. Let D be a CDA over a Henselian field F , with
charF = p. Then the following properties are equivalent:
(i) D is tame (i.e., D ∈ TBrF);
(ii) Dp ∈ SBrF, where Dp is the p-primary component of D;
(iii) D xF0D x0F  = D xF, ZD is separable over F , and
p - kerθD;
(iv) D has a maximal subfield which is tame over F ;
(v) GD xGF = D xF and ZGD = GF .
Proof. (i) ⇒ (ii) If D ∈ TBrF, then Dp ∈ TBrF, since Dp =
D⊗n for some n. (If p = 0, it is understood that Dp = F .) Let B =
Dp ⊗F Fnr. Since Ft splits B, there is a splitting field L of B with Fnr ⊆ L ⊆
Ft and L xFnr <∞. Since L is tame over Fnr and Fnr is separably closed,
L xFnr = 0L x0Fnr , which is prime to p. Because gcdB xFnr; L xFnr =
1 and L splits B, B must already be split, proving (ii).
(ii) ⇔ (iii) was proved in [JW, Lemma 6.1].
(iii) ⇔ (v) Let Z = ZGD, a graded GF-subalgebra of GD. Then
Z = GF iff Z0 = F and 0Z = 0F . Therefore, (iii) ⇔ (v) follows immedi-
ately from (4.7) and Proposition 4.2, since ZD is normal over F , by [JW,
Proposition 1.7].
(ii) ⇒ (iv) Assume Dp ∈ SBrF. Then Dp has a maximal sub-
field K with K unramified over F , by [JW, Lemma 5.1]. Let M be
any maximal subfield of D′, the prime-to-p component of D. Since
p - M xF, M is tame over F , by “Ostrowski’s theorem,” which says that
M xF/M xF0M x0F  equals a nonnegative power of p if p > 0, and
equals 1 if p = 0 (by [E, (20.21)], applied to N over M and N over F ,
where N is the normal closure of M over F). Since K ⊆ Ft and M ⊆ Ft , the
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compositum K ·M is also tame over F . Clearly, K ·M splits D ∼= Dp ⊗F D′
and K ·M xF ≤ K xFM xF = degD, so K ·M is a maximal subfield
of D.
(iv)⇒ (i) is clear, since any maximal subfield of D is a splitting field.
The equivalence of (iii) and (v) in Proposition 4.3 was proved previously
in [B2, Corollary 4.4] for any valued division algebra D, without the as-
sumption that the valuation on F is Henselian.
Now, let F be a Henselian field, with its associated graded field GF ,
and let QGF be the quotient field of GF . The total ordering on 0F
gives us a total ordering on 0GF = 0F , which induces a valuation on
QGF , as described at the beginning of this section. Let HGF be the
Henselization of QGF with respect to this valuation. Then HGF need
not be isomorphic to F (they need not even have the same character-
istic). But we have shown in [HW, Proposition 5.1, Theorem 5.2] that
for the maximal tame extensions HGFt ∼= HGFt , and the canonical
map of Galois groups GFt/F → GHGFt/HGF is an isomorphism.
We also have homomorphisms of multiplicative groups F∗t → GFt∗ and
GFt∗ → HGFt∗ → HGF∗t ; these maps compose to give a group ho-
momorphism F∗t → HGF∗t which is clearly compatible with the respective
Galois group actions. Therefore, there is a homomorphism of continuous
cohomology groups HiGFt/F; F∗t  → HiGHGFt/HGF; HGF∗t .
In particular, for i = 2, we obtain a group homomorphism
γx TBrF → TBrHGF:
Theorem 4.4. Let F be a Henselian valued field. Then the map
γx TBrF → TBrHGF just defined is an isomorphism.
Proof. We do this by stages. For the maximal unramified extension Fnr
of F , it is easy to check that HGFnr ∼= HGFnr canonically, and that
γ maps SBrF into SBrHGF. We first show that this map SBrF →
SBrHGF is an isomorphism. We have SBrF ∼= H2G; F∗nr, where G =
GF sep/F ∼= GFnr/F ∼= GHGFnr/HGF. Let 0 = 0Fnr = 0F = 0HGF .
We have a commutative diagram:
0 H2G;UFnr  H2G; F∗nr H2G; 0 0
0 H2G;UHGFnr  H2G; HGF∗nr H2G; 0 0
- -
?
-
?
-
?
- - - -
4:10
The first row of (4.10) arises from the short exact sequence of G-modules,
1→ UFnr → F∗nr → 0→ 1;
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induced by the valuation on Fnr, and the second row arises likewise from
HGFnr. It was shown in [JW, (5.4)] that the rows of (4.10) are exact, since
F and HGF are Henselian. It was also shown that
IBrF ∼= H2G;UFnr ∼= H2G; Fnr
∗ ∼= BrF;
where the middle isomorphism arises from the projection UFnr → Fnr
∗
. It
follows from this and the isomorphism Fnr ∼= HGFnr that the left vertical
map in (4.10) is an isomorphism. Since the right vertical map is the iden-
tity, the 5-lemma shows that the middle vertical map in (4.10) is also an
isomorphism. Thus,
SBrF ∼= H2G; F∗nr ∼= H2G; HGF∗nr ∼= SBrHGF;
and the composition of these isomorphisms coincides with γ on SBrF.
Now, we have a commutative diagram with exact rows:
0 SBrF TBrF TBrFnr
0 SBrHGF TBrHGF TBrHGFnr
- -
?
-
?
γ
?
- - -
4:11
We just showed that the left vertical map in (4.11) is an isomorphism. To
analyze the right vertical map, first note that TBrFnr has no p-torsion,
since Ft xFnr is prime to p as a supernatural number. Take any positive
integer n such that n is prime to p (if p = 0, this means any positive in-
teger at all). Since the nth power map F∗t → F∗t is surjective, we have
for the n-torsion in the tame Brauer group, n TBrFnr ∼= H2G′; µnFt,
where G′ = GFt/Fnr ∼= GHGFt/HGFnr. (Note that µnFt = n
since Ft is Henselian and µnFt = n, which holds as Ft is separably
closed.) Because µnFt maps isomorphically onto µnHGFt, the map
n TBrFnr → n TBrHGFnr is an isomorphism. Since this is true for all
n prime to p, the right vertical map in (4.11) is an isomorphism.
The scalar extension map TBrF → TBrFnr is in general not onto. In
fact, we claim that the image of TBrF → TBrFnr equals
S
m m TBrFnr
as m ranges over the positive integers prime to p such that µmF = m.
For, by [TW, Theorem 4.3, Proposition 4.2] every class in TBrFnr is
represented by a division algebra D which is tame and totally ramified
over Fnr, and D is determined up to isomorphism by its associated non-
degenerate symplectic pairing βDx 0D/0Fnr × 0D/0Fnr → µFnr (given by
δ + 0Fnr ; ε + 0Fnr 7→ ded−1e−1 for any d; e ∈ D∗ with vd = δ and
ve = ε). Moreover, if l = exp0D/0F then l is prime to p, imβD =
µlFnr, and D has exponent l in TBrFnr. If µlF = l (which occurs
iff µlF = l as F is Henselian), then one can easily construct a tame to-
tally ramified division algebra over F as a tensor product of symbol algebras
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which will have the same value group and pairing as D; this algebra will map
to D in TBrFnr. Suppose, on the other hand, that µlF < l. By [JW,
Lemma 6.2], any tame central division algebra E over F is representable as
E ∼ S⊗F T in TBrF, where S is inertially split and T is a tame and totally
ramified division algebra over F . Then in TBrFnr, E ⊗F Fnr ∼ T ⊗F Fnr,
and T ⊗F Fnr has the same value group and pairing as T , so the image of
the pairing must lie in µF. So, T ⊗F Fnr 6∼= D, since their canonical pair-
ings have different images. Thus, when µlF < l, then D cannot lie in
the image of TBrF, proving the claim. Since F ∼= HGF , so they have the
same roots of unity, the claim shows the right vertical map of (4.11) re-
stricts to an isomorphism of the images of the maps TBrF → TBrFnr
and TBrHGF → TBrHGFnr. Thus, the 5-lemma can be applied to
diagram (4.11) to see that γ is an isomorphism.
Corollary 4.5. Suppose F is a Henselian valued field, and K is
a finite-degree tame Galois extension field of F . Take any 2-cocycle
f ∈ Z2GK/F;K∗ such that f σ; τ ∈ 1 +MK for all σ; τ ∈ GK/F.
Then the crossed product algebra K/F;GK/F; f  is split.
Proof. The group homomorphism F∗t → GFt∗ → HGF∗t has kernel
1+MFt . Hence, γK/F;GK/F; f  = 1 in TBrHGF. So, Theorem 4.4
shows that K/F;GK/F; f  must be split.
5. ISOMORPHISMS BETWEEN GBr AND TBr
Let R be a graded field with 0R totally ordered. We have seen that for any
GCSA A over R there is a CSA HA = HR⊗R A over the Henselian field
HR. The map Ag 7→ HA gives a well-defined group homomorphism
GBrR → BrHR, since it is the composition of the forgetful homomor-
phism GBrR → BrR with the scalar extension map BrR → BrHR.
Also, A ∼=g MnEd, where E is a GCDA over R with Ag = Eg,
and by (4.6), Proposition 2.3, and Proposition 4.3, HE is a tame CDA
over HR with HE xHR = E xR. Thus, our map to BrHR actually
lands in TBrHR, and we have an index-preserving group homomorphism
βx GBrR → TBrHR. Now, the Henselian field HR has an associated
graded field GHR, and by Proposition 4.3 there is a map δx TBrHR →
GBrGHR taking D 7→ GDg for any tame CDA D over HR. Also,
let Y be the maximal tame graded field extension of R, so we have iso-
morphisms HRt ∼= HY and GHY ∼= GHRt ∼= GHRt , by [HW,
Proposition 5.1]. Let G = GY/R, which we identify with GHRt /HR
and GGHY/GHR in view of [HW, Proposition 5.1]. The continuous G-
module homomorphisms Y ∗ → HR∗t and HR∗t → GHY ∗ lead to ho-
momorphisms β′x H2G; Y ∗ → H2G; HR∗t  and δ′x H2G; HR∗t  →
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H2G;GHY ∗. These maps fit together into a diagram:
GBrR TBrHR GBrGHR
H2G;Y ∗ H2G; HR∗t  H2G;GHY ∗
-β -δ
6
-β
′
6
-δ
′
6 5:1
Theorem 5.1. For any graded field R with 0R totally ordered, diagram
(5.1) is commutative, and all the maps in it are group isomorphisms. The
maps β and δ are index-preserving. Also, δ ◦ β and δ′ ◦ β′ coincide with the
isomorphisms arising from the canonical isomorphism GHR ∼=g R.
Proof. The vertical maps in (5.1) are the isomorphisms of Proposi-
tion 3.3 for the graded fields R, GHR, and the standard Brauer group
isomorphism for the valued field HR. It is clear from the definitions that
γ ◦ β and γ′ ◦ β′ are the isomorphisms arising from the canonical map
R ∼=g GHR. Hence, the outer rectangle in (5.1) is commutative, and β and
β′ are injective. Also, it is clear from the definitions that the left square
in (5.1) is commutative, and that β is a group homomorphism (since it is
essentially a scalar extension map). We will show below that β′ is onto. As-
sume this for now. Then from the commutative left square, β is onto, hence
an isomorphism. So, δ = δ ◦ β ◦ β−1 is a group isomorphism. (Note that
it is not at all apparent from the definition or from direct calculations that
δ is even a group homomorphism.) Likewise, δ′ = δ′ ◦ β′ ◦ β′−1 is an iso-
morphism. The commutativity of the right square in (5.1) follows from the
commutativity of the outer rectangle and the left square. We noted above
that β is index-preserving. Because δ ◦ β is also index-preserving, so must
be δ.
It remains to verify the surjectivity of β′. For this, consider the maps
H2G; Y ∗ β
′
−→H2G; HR∗t 
δ′−→H2G;GHY ∗ β
′′
−→H2G; HGHR∗t ;
where β′; δ′ are as in (5.1) and β′′ corresponds to β′ when we start with
GHR instead of R as ground graded field. The canonical gr-isomorphism
GHR ∼=g R induces an isomorphism HGHR ∼= HR of Henselian valued
fields, and the map β′′ ◦ δ′ is the corresponding isomorphism of cohomology
groups. (It is also the isomorphism given by Theorem 4.4.) Since β′′ ◦ δ′ is
onto, so is β′′. But with respect to the gr-isomorphism GHR ∼=g R, β′′
corresponds to β′, so β′ must also be onto.
Remark 5.2. There is a variation of Theorem 5.1 which does not involve
Henselization. For this, let R be a graded field (with 0R torsion-free) and
let Y be the maximal tame graded field extension of R, as in [HW, Propo-
sition 3.7]. Give some total ordering to 0R, use this to define a valuation
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on the quotient field QR of R, and let GQR be the associated graded field
for the filtration on QR arising from the valuation. Let QY = QR⊗R Y ,
which is the quotient field of Y . Then there are index-preserving group
isomorphisms eβ and eδ in a diagram
GBrR β˜−→BrQY/QR δ˜−→GBrGQR 5:2
such that eδ ◦ eβ coincides with the isomorphism arising from the canonical
graded isomorphism GQR ∼=g R. Also, there is commutative diagram like
(5.1) (where G = GQY/QR ) in which all the maps are isomorphisms,
and the middle column is H2G;QY ∗ → BrQY/QR. Here, eβ is the map
Eg 7→ E ⊗R QR, and eδ will be described below.
The properties asserted for the maps in (5.2) can be seen as follows:
Let HR be the Henselization of QR with respect to our valuation on QR,
and consider the diagram
GBrR TBrHR GBrGHR
GBrR BrQY/QR GBrGQR
β δ
β˜ δ˜
ε c 5:3
where β; δ are the maps of (5.1), ε is the scalar extension map, and c is the
isomorphism arising from the canonical gr-isomorphisms GQR ∼=g R ∼=g
GHR. The left square of (5.3) is clearly commutative. Hence, eβ is injective
and index-preserving, since this is true for β by Theorem 5.1. Moreover, eβ
is onto, since the corresponding homological map is onto, by arguing just
as in the last paragraph of the proof of Theorem 5.1. Hence, ε is an index-
preserving isomorphism (and indeed maps into TBrHR, not just into
BrHR). Take any CDA D over QR with D split by QY . Since eβ is onto
and index-preserving, there is a GCDA E over R with D ∼= E⊗R QR = QE
so the valuation on QE induced by the grading on E yields a valuation on
D extending the one on QR; this valuation on D is uniquely determined,
by [W1, Theorem], and it is a tame valuation (in the sense of Proposi-
tion 4.3(iii)) by Proposition 2.3. The map eδx BrQR/QR → GBrGQR
can now be defined by D 7→ GDg, where GD is the associated graded
division ring arising from the valuation on D. It is clear that the right square
in (5.3) is commutative. Hence, eδ is an index-preserving isomorphism, since
this is true for ε, δ, and c.
We next prove our main result, which is a theorem like 5.1, but starting
with a Henselian field instead of with a graded field. Fix a field F with
Henselian valuation v, and let GF be the associated graded field. As in
Theorem 4.4, let HGF be the Henselization of QGF with respect to the val-
uation induced by the grading on GF using the total ordering on 0GF cor-
responding to the ordering on 0F . There is a map αx TBrF → GBrGF
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mapping D 7→ GDg, for any tame CDA D over F . There is also
a group homomorphism βx GBrGF → TBrHGF given by Ag 7→
A ⊗GF HGF. Let G = GFt/F ∼= GGFt/GF ∼= GHGFt/HGF
(see before Theorem 4.4 and [HW, Proposition 5.1]). We have homo-
morphisms α′x H2G; F∗t  → H2G;GFt∗ and β′x H2G;GFt∗ →
H2G; HGF∗t  induced by the G-module homomorphisms F∗t → GFt∗
and GFt∗ → HGF∗t . These fit into a diagram:
TBrF GBrGF TBrHGF
H2G; F∗t  H2G;GFt∗ H2G; HGF∗t 
-α -β
6
-α
′
6
-β
′
6 5:4
Theorem 5.3. For any Henselian valued field F , diagram (5.4) is com-
mutative, and all its maps are group isomorphisms. Furthermore, α and β are
index-preserving.
Before proving Theorem 5.3, we recall some facts about Dubrovin valu-
ation rings. If A is a CSA over a field L, then a subring B of A is called a
Dubrovin valuation ring of A if B has an ideal J such that B/J is sim-
ple Artinian, and for each a ∈ A − B there exist b1; b2 ∈ B such that
b1a; ab2 ∈ B− J; cf. [D1], [D2], [W2], or [MMU]. It is known that J is the
Jacobson radical of B, that B is a prime ring which is a left and right order
in A, that J ∩ L is a valuation ring of L, and that the two-sided ideals of
B are linearly ordered by inclusion. Let stB = a ∈ A∗  aBa−1 = B and
let 0B = stB/B∗ be the “value group” of B. For each δ = sB∗ ∈ 0B there
is an associated fractional ideal = B-B sub-bimodule of A, Iδ = Bs = sB.
The ideals Iδ are all the fractional ideals of B which are cyclic as left and as
right B-modules. One has Iδ · Iδ′ = Iδ′ · Iδ = Iδ+δ′ . The abelian group 0B is
given a total ordering by δ ≤ δ′ iff Iδ ⊇ Iδ′ . If we set I>δ = Sδ′>δ Iδ′ then
we may form the associated graded ring of B with respect to the filtration
by fractional ideals Iδ,
GB = M
δ∈0B
GBδ; where GBδ = Iδ/I>δ:
If V is a given valuation ring of L, Dubrovin’s existence theorem ([D2,
Sect. 3, Theorem 2]; see [BG, Theorem 3.8] or [MMU, Theorem 9.4, p. 50]
for another proof) says that there is a Dubrovin valuation ring B of A with
B ∩ L = V . Moreover, the conjugacy theorem ([W2, Theorem A], with
a more direct proof given in [G, Theorem 3.3] or [MMU, Theorem 9.8,
p. 52]), says that if B′ is another Dubrovin valuation ring of A with B′ ∩L =
V , then B′ = aBa−1, for some a ∈ A∗; so clearly GB′ ∼=g GB. Since we are
106 y.-s. hwang and a. r. wadsworth
interested in ground fields L with a fixed valuation v on L, we will write
GA for GB, for any Dubrovin valuation ring B of A with B ∩ L = VL. So,
GA is a graded GL-algebra, which is well defined up to gr-isomorphism,
with 0GA = 0B and GA0 = B/J. The notation GA is consistent with our
previous usage. For, if D is a valued CDA over L with VD ∩ L = VL, then
VD is the unique Dubrovin valuation ring of D contracting to VL in L, and
then GD as just defined (i.e., GVD) is exactly the graded division ring GD
defined in Section 4 above.
Also, for any natural number n, if B is a Dubrovin valuation ring of A,
then MnB is a Dubrovin valuation ring of MnA with MnB ∩L = B∩L
and 0MnB
∼= 0B canonically (cf. [W2, Corollary 3.5] or [MMU, Corol-
lary 11.10, p. 62]). Consequently, GMnA ∼=g MnGA.
One convenient way of building Dubrovin valuation rings is by using
Morandi’s value functions introduced in [M2]: Given a CSA A over L,
suppose 0 is a totally ordered abelian group and wx A − 0 → 0 is a
function such that for all a; b ∈ A− 0,
(i) wa+ b ≥ minwa;wb, if b 6= −a;
(ii) wab ≥ wa +wb;
(iii) Bw/Jw is a simple Artinian ring, where Bw = a ∈ A − 0 
wa ≥ 0 ∪ 0 (a ring), and Jw = a ∈ A − 0  wa > 0 ∪ 0 (an
ideal of Bw);
(iv) imw = wstw, where stw = a ∈ A∗  wa−1 = −wa.
Then, by [M2, Theorem 2.4, Corollary 2.5], Bw is a Dubrovin valuation ring
with Bw integral over Bw ∩ L. Further, stBw = stw and 0Bw ∼= imw.
Also, for δ ∈ 0Bw , Iδ = a ∈ A − 0  wa ≥ δ ∪ 0 and I>δ = a ∈
A− 0  wa > δ ∪ 0.
Lemma 5.4. Let F be a Henselian field, let K be a tame finite-degree Ga-
lois extension field of F , and set H = GK/F. Let f ∈ Z2H;K∗ be a nor-
malized 2-cocycle and let A = K/F;H; f  =Lσ∈H Kxσ . There is a unique
function wx xσ  σ ∈ H → ⊗ 0F such that, for all σ; τ ∈ H ,
wxσ +wxτ = vf σ; τ +wxστ 5:5
(where v denotes the valuation on K extending the given valuation on F).
Extend w to A− 0 by defining
w
 X
σ∈H
cσxσ

= minvcσ +wxσ  cσ 6= 0: 5:6
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Suppose Bw/Jw is simple Artinian ( for Bw; Jw defined as in (iii) above). Then
GA ∼=g GK/GF;H; f , where f σ; τ = image of f σ; τ in GKh.
Proof. Let 1F =  ⊗ 0F ⊇ 0K . The valuation vx K∗ → 1F is H-
equivariant (with H acting trivially on 1F), so it induces a map in cohomol-
ogy v∗x H2H;K∗ → H2H; 1F. Because H is finite and 1F is uniquely
divisible, H2H; 1F = H1H; 1F = 0. The existence of wxσ satis-
fying (5.5) is a restatement of v∗f  = 0, and the uniqueness of wxσ
follows from H1H; 1F = 0. See the proof of Lemma 3.1.
Now consider the function w on 3− 0 defined by (5.6). We check that
w satisfies conditions (i)–(iv) above for a value function. (i) is clear, and
(ii) follows because by (5.5), for any c; d ∈ K∗, σ; τ ∈ H , wcxσdxτ =
wcxσ +wdxτ. Property (iii) holds by hypothesis. The previous equation
shows cxσ  c ∈ K∗; σ ∈ H ⊆ stw, so (iv) holds. Therefore, Bw is a
Dubrovin valuation ring of A with Bw ∩ F = VF , so GA = GBw.
We show that GBw is the desired crossed product. Since w restricts to v
on K, GA contains GK as a graded subring. Further, if yσ is the image of xσ
in GBw, then yσyτ = f σ; τyστ; also, each yσ ∈ GBw∗ and yσcy−1σ = σc
for any c ∈ GKh, hence for any c ∈ GK. Because K is tame over F , the
elements of H induce distinct graded automorphisms of GK, and GK is
H-Galois over GF . The sum
P
σ∈H GKyσ in GBw is actually a direct sum,
as one can see by the usual argument (conjugating a homogeneous sumP
cσyσ = 0 with the minimal number of nonzero cσ ∈ GK by an element of
GKh − 0, and subtracting to get a contradiction). Finally, to see PGKyσ
is all of GBw, take any δ ∈ 0GBw = 0Bw and any b ∈ GBwδ, b 6= 0. Then,
b is the image of some a = Pσ∈H cσxσ , cσ ∈ K, with wa = δ. So, each
wcσxσ ≥ δ and some wcτxτ = δ. If we let a′ =
P
σ∈S cσxσ , where
S = σ ∈ H  wcσxσ = δ, then a′ ≡ a mod I>δ, so if we let an overbar
denote the image in GA, b = a = a′ = Pσ∈S cσxσ = Pσ∈S cσyσ . Thus,
we have GA = GBw =
P
σ∈H GKyσ =
L
σ∈H GKyσ = GK/GF;H; f , as
desired.
Proof of Theorem 5.3. The vertical maps in (5.4) are isomorphisms (by
Proposition 3.3 for the middle map). We know from Theorem 5.1 that the
right square of (5.4) is commutative and that β and β′ are isomorphisms
with β index-preserving. Also, β′ ◦ α′ is the isomorphism γ of Theorem 4.4.
Hence, α′ = β′−1 ◦ β′ ◦ α′ is also an isomorphism. Since α maps tame
CDAs over F to GCDAs over GF , it is index-preserving. It remains only
to prove that the left square of (5.4) is commutative. (Note that it is not
apparent at this point even that α is a group homomorphism. We would
like to complete the proof by invoking the fact that the δ of (5.1) is an
isomorphism but we do not know how to carry out such an argument.)
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Take any finite tame Galois extension field K of F , set H = GK/F, and
take any f ∈ Z2H;K∗. If f satisfies the hypothesis of Lemma 5.4 (i.e.,
Bw/Jw is simple Artinian), then that lemma shows the left square of (5.4) is
commutative for the image of f in H2G; F∗t . Note the following two cases
where this applies. First, whenever K is unramified over F , it was shown
in [MW, Theorem 2.3] that the hypotheses of Lemma 5.4 hold for any
f ∈ Z2H;K∗. Second, if T is any division algebra tame and totally rami-
fied over F , then (as T is isomorphic to a tensor product of symbol algebras,
see [Dr, Theorem 1]) T has a maximal subfield L which is Galois (and nec-
essarily tame and totally ramified) over F . So T is a crossed product, say
T = Lσ∈GL/F Lzσ , with zσzτ = gσ; τzστ . Then, for the unique w of
(5.5), we must have wzσ = vzσ, where v is the valuation on T . Further-
more, the vzσ are distinct mod 0L. For, if vzσ ≡ vzτ mod 0L, then
vzρ ∈ 0L for ρ = στ−1. Since the canonical pairing βT on 0T/0F is trivial
on 0L/0F as L is commutative, we have 1 = zρlz−1ρ l−1 = ρll−1 ∈ µF for
all l ∈ L∗. From the nondegenerate pairing 0L/0F ×GL/F → µF for a
tame totally ramified Galois field extension, see [TW, Proposition 1.4(i)], it
follows that ρ = idL; so σ = τ whenever vzσ ≡ vzτ mod 0L. Hence,
the function w on T − 0 defined by (5.6) from wzσ coincides with
v on all of T − 0. So, Bw = VT , Jw = MT and Bw/Jw = T ∼= F , so the
hypotheses of Lemma 5.4 are satisfied for the cocycle g.
Now, let ψx H2G; F∗t  → TBrF be the left vertical map of (5.4) (an
isomorphism) and take any A ∈ TBrF. By [JW, Lemma 6.2], A =
S + T  in TBrF, for some CDAs S and T with S inertially split and
T tame and totally ramified over F . By the preceding paragraph, the left
square of (5.4) is commutative for ψ−1S and ψ−1T . But it was shown
by Boulagouaz in [B2, Proposition 9.4], using value functions and [MW,
Theorem 2.1], that αA = αS + αT . Consequently, the left square of
(5.4) is commutative for ψ−1A, hence for all of H2G; F∗t , as ψ−1 is onto.
This completes the proof.
Remark 5.5. One interesting fact that Theorem 5.3 makes clear is that
if F is any Henselian valued field, then the structure of TBrF is inde-
pendent of the ordering on 0F (though it certainly depends on 0F as an
abstract group). For, TBrF ∼= GBrGF, and the graded Brauer group is
independent of the ordering on 0F .
Remark 5.6. It was proved in [B2, Theorem 10.3] that if F is a
Henselian field and D is a tame CDA over F , then expGD = expD,
where expGD denotes the order of GD in the abelian group GBrGF.
Observe that this follows immediately from the α of (5.4) being a monomor-
phism, which we proved in Theorem 5.3.
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Corollary 5.7. Let F ⊆ K be Henselian fields (with the valuation on K
extending the one on F). Then, there is a commutative diagram:
TBrF GBrGF TBrHGF
TBrK GBrGK TBrHGK
-αF
?
-βF
? ?
-αK -βK
5:7
Proof. The vertical maps in (5.7) are the canonical scalar extension
maps. It is clear from the description of Kt as the ramification field for
the Galois extension Ks/K that Ft ⊆ Kt . So, the scalar extension maps
BrF → BrK maps TBrF → TBrK. Likewise, since we are assum-
ing the Henselization HGK of QGK has been chosen to contain HGF , we
have HGFt ⊆ HGKt , so TBrHGF maps to TBrHGK. The right
inner square in (5.7) is commutative because βF and βK are essentially
scalar extension maps. Also, it is clear from the homological definition of
the tame Brauer group, and Theorem 5.3, that the outer rectangle in (5.7)
is commutative. Hence, by Theorem 5.3 and the fact that βF and βK are
isomorphisms, it follows that the left inner square in (5.7) is also commu-
tative.
Corollary 5.8. Let F ⊆ K Henselian fields as in Corollary 5.7 and let
A be a tame CSA over F . Then, K splits A iff GK splits GA, iff HGK splits
HGA.
Proof. This is immediate from the commutativity of diagram (5.7), since
the horizontal maps are isomorphisms by Theorem 5.3.
Theorem 5.9. Let D be a tame CDA over a Henselian field F and let A
be a tame CDA over a field K ⊇ F such that K xF <∞ and K is defectless
over F . Then A is F-isomorphic to an F-subalgebra of D iff GA is GF-gr-
isomorphic to a graded GF-subalgebra of GD, iff HGA is HGF-isomorphic
to an HGF-subalgebra of HGD.
Proof. Let k = K xF and let a2 = A xK. Recall (see, e.g., [MiW,
Proposition 2.1(b)]) that indD/ indD⊗F Aop ≤ ak, with equality hold-
ing iff A embeds F-isomorphically into D.
Clearly, any F-monomorphism of A into D induces a graded GF-
monomorphism of GA into GD. Suppose next that GA is graded
GF-isomorphic to a subalgebra of GD. Since K is defectless over F ,
GK ⊗GF HGF = HGK. Also, HGF is flat over GF , since it is a direct
sum of copies of the localization QGF of GF . Hence HGA, which equals
GA⊗GK HGK ∼= GA⊗GF HGF , embeds in HGD = GD⊗GF HGF .
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Now, suppose HGA embeds in HGD over HGF . Since HGK =
ZHGA and also HGA xHGK = A xK = a2 and HGK xHGF =
K xF = k (as K/F is defectless), the formula in the first paragraph gives
indHGD/ indHGD⊗HGF HGAop = ak: 5:8
Let γF = βF ◦ αF , where βF and αF are the maps of (5.4) for F ; likewise,
let γK = βK ◦ αK . Also, let res denote the scalar extension map. Then, in
TBrHGK we have
HGD⊗HGF HGAop = HGD⊗HGF HGK + HGAop
= resHGK/HGF ◦γF D + γKAop
= γKD⊗F K + γKAop = γKD⊗F Aop;
where the second equality uses Theorem 5.3 twice and the third equality
is by Corollary 5.7. Since γK and γF are index-preserving by Theorem 5.3,
this yields
indD/ indD⊗F Aop = indHGD/ indHGD⊗HGF HGAop = ak:
It follows by the first paragraph that there is an F-algebra monomorphism
of A into D.
Remark 5.10. It follows from Theorem 5.9 that results on defectless sub-
fields of division algebras over Henselian fields can be carried over com-
pletely to results on graded subfields of graded division algebras. This ap-
plies, for example, to the work of Morandi and Sethuraman in [MS] on
Kummer subfields, and that of Brussel in [Br] on totally ramified subfields,
as well as many of the results in [JW]. Also, there are of course analogues
to Corollaries 5.7 and 5.8, and Theorem 5.9 where we start with a graded
field instead of a Henselian field, and use Theorem 5.1 instead of Theo-
rem 5.3.
6. COMPATIBILITY WITH CORESTRICTION
We have shown that the maps between tame Brauer groups of Henselian
valued fields and graded Brauer groups of graded fields are compatible
with scalar extensions. We now show that they are compatible with the
corestriction.
Let R ⊆ S be graded fields (with 0R torsion-free, as always), with
S xR = k < ∞ and S tame over R. Then, by [HW, Theorem 3.9, Theo-
rem 3.11] there is a graded field U ⊇ S with U xR < ∞ and U Galois
over R. Let G = GU/R = GQU/QR and let H = GQU/QS ⊆ G.
Then, as S = U ∩QS (see [HW, Corollary 2.5(b)]), for the elements of U
valued division algebra 111
fixed by H , we have UH = U ∩QUH = S; so by [Gr, Theorem 2.2, p. 7],
U is H-Galois over S, and G xH  = QS xQR = S x R = k, by (3.1).
Note that if N is any finite-dimensional graded U-vector space, and G
acts on N by graded R-automorphisms and the action is semilinear (i.e.
σun = σu · σn for all σ ∈ G, u ∈ U , n ∈ N), then
NG is a graded R-vector space with dimRNG = dimUN, and
the map U ⊗R NG → N given by u ⊗ n 7→ u · n is a graded
U-vector space isomorphism.
6:1
That NG is graded is clear; the other assertions in (6.1) follow by noting
that QR⊗R NG = QU ⊗U NG, and applying the corresponding properties
for semilinear group actions on vector spaces (since G = GQU/QR).
We first describe the corestriction of a finite-dimensional graded S-vector
space M. Let τ1; : : : ; τk be a set of representatives of the left cosets of H
in G. The left action of G on the cosets τ1H1 · · · τnH associates to each
σ ∈ G a permutation eσ of 1; 2; : : : ; k defined by στiH = τσ˜iH . For each
i, let Mi = U ⊗S; τi M, i.e., the scalar extension of M from S to U , with U
treated as an S-algebra via τix S → U . That is, Mi satisfies the middle
linearity rule u⊗ sm = uτis ⊗m, for all u ∈ U , s ∈ S, m ∈ M. Since τi
is a gr-isomorphism of U , Mi is a graded U-vector space. Note that for
each σ ∈ G there is a (well-defined!) σ-semilinear graded R-vector space
isomorphism σ x Mi → Mσ˜i given by u ⊗m 7→ σu ⊗m; clearly, ρσ =
ρ ◦ σ for ρ;σ ∈ G. Then observe that there is a graded semilinear action of
G on M1 ⊗U · · · ⊗U Mk given by σm1 ⊗ · · · ⊗mk = n1 ⊗ · · · ⊗ nk, where
nτi = σmi for each i. Define corS/RM to be M1 ⊗U · · · ⊗U MkG. So,
corS/RM is a graded R-vector space, and (6.1) shows
dimRcorS/RM = S xR dimSM and
U ⊗R corS/RM ∼=g M1 ⊗U · · · ⊗U Mk:
6:2
Now, if A is a GCSA over S, then corS/RA, as just defined but with A
replacing M, is a graded R-algebra since G acts on A1⊗U · · · ⊗U Ak (where
Ai = U ⊗S;τi A by algebra automorphisms. Furthermore, the graded
U-algebra isomorphism U ⊗R corS/RA ∼=g A1 ⊗U · · · ⊗U Ak shows that
corS/RA must be a GCSA over R. The construction of corS/RA is clearly
independent of the choice of coset representatives τi of H in G, and, by
the usual argument, is also independent (up to graded isomorphism) of the
choice of Galois graded field extension U of R containing S. If B is another
GCSA over S, then clearly corS/RA ⊗R corS/RB ∼=g corS/RA ⊗S B.
Also, if M is a finite-dimensional graded S-vector space, then clearly
U ⊗S;τi EndSM ∼=g EndUU ⊗S;τi M, with compatible G-actions.
It follows easily that corS/REndSM ∼=g EndRcorS/RM. Thus,
the corestriction corS/R yields a well-defined group homomorphism
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corS/R GBrS → GBrR. It is clear from the definitions and a di-
mension count that
QR⊗R corS/RA ∼= corQS/QRQS ⊗S A: 6:3
Likewise, for any total ordering on 0S (with corresponding ordering on
0R ⊆ 0S), if HS is the Henselization of QS with respect to the valuation
on QS induced by the ordering on 0S , then
HR⊗R corS/RA ∼= corHS/HRHS ⊗S A: 6:4
It follows from (6.3) and the injectivity of GBrU/R → BrQU/QR that
we have a commutative diagram
H2H;U∗ H2G;U∗
GBrU/S GBrU/R
-cor
?
∼=
?
∼=
-
corS/R
6:5
where the top map in (6.5) is the cohomological corestriction.
Theorem 6.1. Let F be a field with Henselian valuation and let K be a
finite degree tame field extension of F . Then there is a commutative diagram,
TBrK GBrGK TBrHGK
TBrF GBrGF TBrHGF
-αK
?
corK/F
-βK
?
corGK/GF
?
corHGK/HGF
-αK -βK
6:6
where α;β are the maps of (5.4).
Proof. Let γF = βF ◦ αF and γK = βk ◦ αK , which are isomorphisms by
Theorem 5.3. The outer rectangle of (6.6) is commutative since by Theo-
rem 5.3, γF and γK correspond to maps in cohomology, the cohomolog-
ical corestriction is functorial with respect to G-module homomorphisms,
and the cohomological corestriction is consistent with the algebra core-
striction. The right inner square of (6.6) is commutative by (6.4). Since
αK = βK ◦ γ−1K and αF = βF ◦ γ−1F , it follows that the left inner square of
(6.6) is also commutative.
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Proposition 6.2. Let R ⊂ S be a finite degree tame extension of graded
fields (with 0R torsion-free). Let E be a GCDA over S and let A be the
underlying GCDA of corS/RE (i.e., Ag = corS/REg in GBrR). Then
0A ⊆ 0corS/RE ⊆ 0E 6:7
and
ZA0 ⊆ N1/k; 6:8
where N is the normal closure of ZE0 over R0 and k = expkerθE, where
θE is the map of (2.2).
Proof. The inclusions in (6.7) are evident from the definitions. For (6.8),
let ≤ be any total ordering on 0R and let HR be the Henselization of QR
with respect to the valuation on QR determined by the ordering on 0R.
Then HA = HR ⊗R A is a CDA over HR (see after (4.4) above), and
HA = corHS/HRHE in BrHR by (6.4). Since HE ∼= E0 and HR ∼= R0
and the map θHE of (4.8) corresponds to θE (so kerθHE ∼= kerθE ), it
follows by [H, Theorem 18] that ZHA ⊆ N1/k. Then (6.8) follows as
A0 ∼= HA.
The value of k given in Proposition 6.2 can be improved by taking into
account S0 xR0 and which roots of unity lie in R0. See [H, Theorem 18]
for the full statement.
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