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Abstract
A family of polynomial differential systems describing the behavior of a chemical reaction network
with generalized mass action kinetics is investigated. The coefficients and monomials are given by graphs.
The aim of this investigation is to clarify the algebraic-discrete aspects of a Hopf bifurcation in these
special differential equations. We apply concepts from toric geometry and convex geometry. As usual in
stoichiometric network analysis we consider the solution set as a convex polyhedral cone and we intersect
it with the deformed toric variety of the monomials. Using Gro¨bner bases the polynomial entries of the
Jacobian are expressed in different coordinate systems. Then the Hurwitz criterion is applied in order
to determine parameter regions where a Hopf bifurcation occurs. Examples from chemistry illustrate the
theoretical results.
c© 2005 Elsevier Ltd. All rights reserved.
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1. Introduction
The temporal behavior of chemical species during a reaction sequence with mass action
kinetics is of the form
x˙ = Y Ia IKΨ (x), gti x − ci = 0, (1)
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whereΨ is a vector of monomials, Y and Ia are matrices with integer entries, and IK is a matrix
containing a set of parameters ki j . The details of this polynomial differential system are explained
in Section 2.
We are interested in explicit expressions for the parameter regions where the system
undergoes a Hopf bifurcation. We recall the theorem on Hopf bifurcation for general
systems (Guckenheimer and Holmes, 1986).
Theorem 1.1 (Hopf 1942). Suppose that the parameter dependent differential system
x˙ = f (x, µ),
f : Rm+1 → Rm, f ∈ C∞ has an equilibrium (x0, µ0) (i.e. f (x0, µ0) = 0) at which the
following properties are satisfied:
(H1) The Jacobian Dx f (x0, µ0) has a simple pair of pure imaginary eigenvalues ±iω and there
are no other eigenvalues with zero real part.
Then (H1) implies that there is a smooth curve of equilibria (x(µ), µ) with x(µ0) = x0.
There is pair of eigenvalues λ(µ), λ(µ) of the Jacobian Dx f (x(µ), µ) along this curve with
λ(µ0) = iω, λ(µ0) = −iω at µ = µ0 which varies smoothly with the parameter. If, moreover,
(H2)
d
dµ
(Re λ(µ))|µ=µ0 = 0,
then there exists a branch of periodic solutions bifurcating at (x0, λ0).
For system (1) typically one of the rate constants ki j will be chosen as bifurcation parameter µ.
The other rate constants are fixed, but arbitrary. When the equilibrium is not yet known, the
Jacobian of system (1) has entries that are polynomials in x whose coefficients depend on the
parameters k, where k denotes a vector containing the parameters ki j as components. Our aim is
to study Hopf bifurcations and thus the eigenvalues of the polynomial Jacobian with discrete-
algebraic methods. Additionally, in system (1) there are affine shifted copies of im(Y Ia IK )
which are flow-invariant (see for example Gatermann and Huber, 2002). The investigation of
the eigenvalues can thus be restricted to the vector subspace im(Y Ia IK ).
In stoichiometric network analysis (Clarke, 1980; Eiswirth et al., 1991) necessary and
sufficient conditions for the Hopf bifurcation of system (1) are studied with methods from
graph theory and elementary algebra. The graph-theoretic approach is based on the fact that the
Jacobian is the weighted adjacency matrix of a directed pseudo-graph. The cycles in this graph
appear as necessary condition in the Quirk–Ruppert–Maybee theorem (Jeffries et al., 1977).
A sufficient condition for the fact that a pair of complex conjugate eigenvalues crosses
the imaginary axis ((H2) of Theorem 1.1) is derived using the well-known Hurwitz criterion
(Gantmacher, 1986; Murray, 2002, Appendix 2).
The main part of this paper is the analysis of Hopf bifurcations. Therefore we will consider
the so-called Hurwitz determinants as a general tool to determine the bifurcation behavior in
different coordinate systems and as elements of quotient rings. The new idea is to exploit thereby
systematically the deformed toric variety (Gatermann, 2001) using Gro¨bner bases.
The outline of the paper is as follows. In Section 2 the system under consideration is defined
and the graphs involved are presented. For the analysis of the set of stationary solutions different
coordinate systems are introduced and discussed (Section 3), thereby exploiting the properties
of toric ideals and convex cones. To prepare the stability analysis, the Jacobian is transformed
in these coordinate systems (Section 4) and the information it contains is represented by several
graphs. Necessary conditions for the occurrence of a Hopf bifurcation are presented in Section 5.
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The sufficient conditions given by the Hurwitz criterion will be checked in Section 6. The
consideration of the Hurwitz determinants as elements of quotient rings is inspired in Section 7
where the use of special Gro¨bner bases is discussed. The computation of the examples was
supported by Maple software (Gatermann and Sensse, 2002).
2. Mass action kinetics—a sparse polynomial differential system
Usually a chemical reaction system is represented by reaction laws. For each reaction, the
reactants and the products are assembled on the left and the right side of an arrow.
a1 j S1 + · · · + amj Sm k j−−−−→ a′1 j S1 + · · · + a′mj Sm, j = 1, . . . , l. (2)
The arrows stand for the reactions. Si are the reacting species and their concentrations will appear
as xi . Species on the left side of an arrow are called reactants and species on the right side are
called products of a reaction. k j on the arrow stands for an experimental constant called the rate
constant influencing the reaction velocity.
Example 2.1. As a famous and well studied reaction model we consider the phosphofructokinase
reaction which is a part of glycolysis. It is an extension of a reaction system proposed by
Sel’kov ’68. There are m = 3 chemical species. S1 denotes the product Fructose-1,6-biphosphate
and S2 denotes the reactant Fructose-6-phosphate. The extension S3 stands for another
intermediate being in equilibrium with Fructose-1,6-biphosphate. The l = 7 reaction laws are
2S1 + S2 k1−−−−→ 3S1
S2
k4←−−−−
k5−−−−→
0
k3←−−−−
k2−−−−→
S1
k7←−−−−
k6−−−−→
S3. 
In the following we reformulate the reaction laws with the help of two graphs, a weighted
directed graph to describe the reactions and a bipartite undirected graph to describe the reactants.
For the first graph we arrange the left and right hand sides of the reaction laws (2) in so-called
complexes C j , j = 1, . . . , n. They serve as vertices of the graph. The arrows of the reactions will
appear as oriented edges C j → Ci , weighted with the rate constants ki j > 0, the indices denoting
now the initial vertex and the end vertex. The bipartite undirected graph describes the formation
of the complexes C j from the left and right sides of (2). The two sets of vertices consist of the
chemical species Si , i = 1, . . . , m and the complexes C j , j = 1, . . . , n. The edges represent
the relation of “containing”, i.e. the complex C j is linked with the species Si if it contains this
species. The weight on the edge is the coefficient ail or a′il respectively. They will be denoted by
yi j in the following.
For the directed graph two incidence matrices are of importance. The first one, Ia , contains the
information whether the complex is the initial (entry −1) or the end vertex of an edge (entry 1).
The second one, Ik , contains nonzero entries only for initial vertices. The entries are then the
weight of the corresponding edge, which is the rate constant ki j .
For the bipartite undirected graph we consider the adjacency matrix defined by(
0 Y
Y t 0
)
.
The entry yi j is the weight of the edge. These graphs have been used and described in Gatermann
(2001), Gatermann and Huber (2002) and Gatermann and Wolfrum (in press).
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Their incidence and adjacency matrices are extremely important to form the set of ordinary
differential equations describing the temporal behavior of the concentrations during the reaction
sequence. Each reaction of the whole sequence has a certain velocity called the reaction rate,
which is a monomial according to mass action rate law. These monomials can be obtained by
the columns y j of Y , assigning to each complex a monomial. This is the effect of the mapping
Ψ j (x) = x y j , j = 1, . . . , n.
Altogether, the polynomial differential equations are then the product of the part of the
adjacency matrix, of the incidence matrices and the monomial vector
x˙ = Y Ia IKΨ (x), with Ψ (x) =
x
y1
...
x yn
 . (3)
The so-called stoichiometric matrix used in chemistry is the product Y Ia . The reaction rates,
i.e. the monomials describing the velocity of the reactions, are arranged in the so-called flux
vector v, which is the product IKΨ (x). It must be noticed that the reaction rates consist of those
monomials which correspond to reactant complexes, multiplied by the rate constant ki j . Pure
product complexes correspond to zero columns in IK and are eliminated by the multiplication.
Furthermore one reactant complex may appear as initial vertex for more than one reaction. In
this case the monomial assigned to this complex appears several times. These two additional
pieces of information are included in a matrix called YL . It is formed by the columns of Y
corresponding to reactant complexes with a certain multiplicity, if they appear in more than
one reaction. The entries of YL are then the exponents of the monomials in the flux vector,
i.e. v j (x; k) = k j ∏mi=1 x (YL) ji
x˙ = Y Iav(x; k), with v(x, k) =
k1x
(YL)1
...
knx (YL )n
 .
Example 2.1 continued. The vector of the rate constants ki j , where the indices indicate the
initial and the end vertex, are arranged in the vector k = (k12, k46, k64, k56, k65, k34, k43)T . The
weighted directed graph and weighted bipartite graph of the Sel’kov example are presented in
Fig. 1. There are n = 6 complexes including r = 5 reactant complexes. The incidence matrices
of the directed graph are
Ia =

−1 0 0 0 0 0 0
1 0 0 0 0 0 0
0 0 0 0 0 1 −1
0 1 −1 0 0 −1 1
0 0 0 1 −1 0 0
0 −1 1 −1 1 0 0
 ,
IK =

k21 0 0 0 0 0
0 0 0 0 0 k46
0 0 0 k64 0 0
0 0 0 0 0 k56
0 0 0 0 k65 0
0 0 0 k34 0 0
0 0 k43 0 0 0

.
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Fig. 1. Directed graph (also called complex graph) and bipartite graph (stoichiometric graph).
The relevant parts of the adjacency matrix Y and the derived matrix YL are
Y =
2 3 0 1 0 01 0 0 0 1 0
0 0 1 0 0 0
 , YL =
2 0 1 0 0 1 01 0 0 0 1 0 0
0 0 0 0 0 0 1
 .
The monomial vectors Ψ and v are
Ψ (x) =

x21 x2
x31
x3
x1
x2
0
 v(x, k) =

k21x21 x2
k46
k64x1
k56
k65x2
k34x1
k43x3

.
The differential equations are
x˙1 = k21x12x2 + k46 − k64x1 − k34x1 + k43x3
x˙2 = −k21x12x2 + k56 − k65x2
x˙3 = k34x1 − k43x3.
This model has no conservation relations. 
A general statement about system (3) is that it has flow-invariant subspaces of the form(
x0 + im(Y Ia IK )
) ∩ (R≥0)m ; see Heinrich and Schuster (1996) or Lemma 2.1 in Gatermann
and Huber (2002). The affine linear spaces x0 + im(Y Ia IK ) are described implicitly by linear
restrictions
gti x − ci = 0, (4)
i = 1, . . . , m − rank(Y Ia IK ). Here the gi form an orthonormal basis of the orthogonal
complement of im(Y Ia IK ) and the ci ∈ R are given constants. The choice ci = gti x0 gives
two equivalent descriptions x0 + im(Y Ia IK ) = {x ∈ Rm | gti x − ci = 0, i = 1, . . . , m −
rank(Y Ia IK )}. The physical meaning of these linear restrictions is conservation of the number of
atoms or groups of atoms or other quantities, so they are called conservation relations.
To analyze the stability and the bifurcations that occur, one must consider the eigenvalues
of the Jacobian Jac(x) = Dx (Y Ia IKΨ (x)). Since im(Y Ia IK ) is flow-invariant the notions
of stability and Hopf points are modified. As mentioned in Gatermann (2001), the Jacobian
Jac(x) = Dx (Y Ia IKΨ (x)) always has m − rank(Y Ia IK ) eigenvalues equal to zero. Assume that
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wi , i = 1, . . . , rank(Y Ia IK ) form an orthonormal basis of im(Y Ia IK ) and the columns of the
matrix W . Then it suffices to find the eigenvalues of
W t Jac(x) W = W t Dx (Y Ia IKΨ (x)) W. (5)
In bifurcation theory one has a distinguished bifurcation parameter, here called µ. For the
parameters k, c one chooses a parameterization ki j (µ), while ci , i = 1, . . . , m − dim(Y Ia IK )
are fixed. Typically one chooses one rate constant µ = ki j and the other rate constants are fixed,
but arbitrary. Thus the polynomials in system (3) are elements of Q(k)[x1, . . . , xm], i.e. they are
elements of the Ring of polynomials in x ∈ Q whose coefficients depend on the parameters k.
Since the steady state solution is not determined in this analysis, even the Jacobian will be
treated as an element in
(
Q(k)[x1, . . . , xm]
)m,m
, which is the set of m × m matrices with entries
inQ(k)[x1, . . . , xn]. This emphasizes the advantage of the methods presented here, because they
can be applied even if the steady state solution cannot be found analytically. To analyze Hopf
bifurcations of systems with mass action kinetics, toric varieties were used for the first time in
Sensse (2002). A detailed example calculation of a system of high physical interest can be found
in Sensse et al. (2005).
3. Different coordinate systems
In this section we will introduce two different coordinate systems, each having different prop-
erties and applicabilities. The second coordinate system is valid for steady states only. Therefore
we will derive the Jacobian Jac(x) = Dx f (x) ∈ (Q(k)[x])m,m in these coordinates.
3.1. Reaction coordinates
First of all we will make the transformation from the concentration space (R+)m into the
space of reaction rates (R+)l , i.e. instead of the variables x we will consider the variables
z representing v(x; k) = IKΨ (x). That means we are using on Rl the usual coordinates
z = (z1, . . . , zl) which we call in this context reaction coordinates. We consider the family
of mappings (R+)m → (R+)l , x → IKΨ (x), parameterized by the rate constants ki j . On the
images we can use the reaction coordinates. The advantage of this first coordinate system is that
the Jacobian in these coordinates is of the form (the formula will be derived in the next section)
Jac(x) = Ĵac(z) diag(1/x1, . . . , 1/xm).
Furthermore, the image of each mapping in the family is part of the variety of an ideal.
Definition 3.1. The ideals I defYL =
{ f ∈ Q[z] | f (IKΨ (x)) ≡ 0} ⊆ Q(k)[z] and
I def
YˆL
=
〈{ f ∈ Q[z] | f (IKΨ (x)) ≡ 0, f homogeneous}〉 ⊆ Q(k)[z]
are called deformed toric ideal and homogeneous deformed toric ideal, respectively.
The deformed toric variety is defined as the Zariski closure of the image of the mapping
IKΨ in projective space (Gatermann, 2001). For fixed values of the rate constants ki j these toric
ideals specialize to two ideals in R[z] and their varieties V (I defYL ) ⊆ Cl and V (I defYˆL ) ⊆ Pl−1
are the affine deformed toric variety and the projective deformed toric variety. The mapping
(R+)m → (R+)l, x → IKΨ (x) is given by monomials multiplied by the rate constants where
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the exponents of the monomials are the columns of YL . The image of this mapping is included
in the affine deformed toric variety. Thus we have im(IKΨ ) ⊆ V
(
I defYL
)
, and V
(
I defYL
)
lies in
the affine cone of V
(
I def
YˆL
)
for each choice of the rate constants. The projective deformed toric
variety was introduced and used in Gatermann (2001) and Gatermann and Wolfrum (in press).
Toric ideals in general are studied in Sturmfels (1996); for a general theory of Gro¨bner bases see
Cox et al. (1992). Gro¨bner bases of deformed toric ideals are easily computed since there exist
implementations of efficient algorithms for the computation of Gro¨bner bases of toric ideals in
Singular (Greuel et al., 2001) in the library (Theis, 2000), and in Cocoa (Capani et al., 2000).
For a positive steady state solution x of Y Ia IKΨ (x) = 0, there is a positive vector z in the
nullspace of Y Ia . So the vector z lies in the convex polyhedral cone ker(Y Ia) ∩ (R+)l .
This cone represents all steady state solutions for all positive rate constants ki j in the following
sense. The set of positive steady states of the family of sparse polynomial systems{
x ∈ (R+)m | ∃ ki j > 0 with Y Ia IKΨ (x) = 0
}
is mapped onto{[z1 : · · · : zl ] ∈ Pl−1 | z > 0, Y Iaz = 0 }.
As shown in the following lemma the mapping is surjective, but in general not injective. This
lemma is the basis for the results by Clarke (1980).
Lemma 3.1. For each [z1 : · · · : zl ] ∈ Pl−1 with z > 0, z ∈ ker(Y Ia), there is a set of positive
values of the rate constants ki j with the property that there exists at least one positive solution x,
i.e. Y Ia IKΨ (x) = 0.
Proof. Since z ∈ ker(Y Ia), it is sufficient to solve z = x0 IKΨ (x) where x0 is introduced because
the length of z is ambiguous. The system is equivalent to
z1 = x0k1x y1, z2
z1
= k2
k1
x y2−y1, . . . , zl
z1
= kl
k1
x yn(l)−y1 .
The system has a solution if and only if [z] ∈ V (I def
YˆL
)
. There are infinitely many choices of the
rate constants such that this condition is satisfied. Hermite normal form implies the existence of
at least one positive solution. There is a continuum of positive solutions if the rank of the lattice
Z · {y2 − y1, . . . , yr − y1} is smaller than m, the number of variables. 
Another version of this lemma states that for each z ∈ ker(Y Ia) ∩ (R+)l there exists at least
one positive solution. The proof is based on solving z = IKΨ (x) provided z is an element of the
affine deformed toric variety V
(
I defYL
)
. This gives the same solutions x . The rate constants seem
to be more restricted by demanding z ∈ V (I defYL ) than [z] ∈ V (I defYˆL ). But it only restricts a joint
scaling factor which does not influence the solutions x .
On the space {(k, x) ∈ Rl+ × Rm+ | Y Ia IKΨ (x) = 0} we introduce an equivalence relation
defined by rescalings of ki j and xi which give the same projective point [v(x, k)] = [IKΨ (x)].
Then the set of equivalence classes is isomorphic to the set {[z] ∈ Pl−1 | z > 0, z ∈ ker(Y Ia)}.
For given z the actual value of x still depends on the values of a part of the rate constants. The
cone is foliated by the intersections with the family of varieties.
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3.2. Cone coordinates
The convex polyhedral cone is the basis of a second coordinate system. Therefore, we will
exploit the property of the convex polyhedral cone ker(Y Ia) ∩ (R+)l to have a set of uniquely
determinable minimal generating vectors Ei (up to scaling), which appear as positive circuits of
the matrix Y Ia . Each vector z in the cone is a linear combination of these minimal generators
with nonnegative coefficients by z = ∑ti=1 ji Ei . In chemistry the minimal generators are known
as extreme currents, extreme fluxes, etc. There are plenty of software packages in chemistry
for their computation, for example FluxAnalyzer (Klamt, 2002; Klamt et al., 2003; Schuster,
2002). In computational geometry this task arises often, and it has been solved with programs
like polymake (Gawrilov and Joswig, 1997).
In Lemma 3.1 the elements z of the cone are representatives of points [z] in projective space
Pl−1. One way of choosing unique representatives of Pl−1 is by choosing
∑
j z j = 1. Then
this scaling is also chosen for the generators Ei . This means we restrict the nonnegative linear
combinations z = ∑ti=1 ji Ei to convex combinations, i.e. ∑i ji = 1. The set {( j1, . . . , jt) | j1+ · · · + jt = 1} is not yet a system of coordinates since the minimal generators may be linearly
dependent. This may be resolved by subdividing the cone into simplicial subcones. Then we call
the ji cone coordinates. These coordinates have been used by Clarke for the first time and are
widely applied in chemistry. They have a special advantage for the stability analysis in Clarke
(1980). One can distinguish two kinds of minimal generators with respect to their influence on
the system’s stability. If a generator Ei corresponds to a directed cycle in the directed graph
(positive circuits of Ia which means Ia Ei = 0) it is called simply positive circuit. The others,
which are positive circuits of Y Ia , but not of Ia , are called stoichiometric generators (Gatermann
and Wolfrum, in press). This distinction allows some conclusions concerning the stability of the
stationary solutions (Clarke, 1980; Eiswirth, 1994; Horn and Jackson, 1972).
Substitution of z = ∑ti=1 ji Ei into I defYL and I defYˆL gives new ideals Ja, J h ⊆ Q(k)[ j ]. When
working on projective coordinates we can use the scaling ∑ti=1 ji = 1. So the fifth ideal is
J = J h + 〈 j1 + · · · + jt − 1〉.
If j ∈ V (J )∩ (R+)t then z =∑ti=1 ji Ei ∈ V (I defYˆL )∩ (R+)l which is sufficient for the existence
of positive steady states.
Example 2.1 continued. The three forward–backward reactions are cycles in the directed graph
and thus correspond to kernel vector E1, E2, E3 of Ia . Obviously, Y Ia Ei = 0, i = 1, 2, 3. There
is one stoichiometric generator E4.
E1 = (0, 1, 1, 0, 0, 0, 0) E4 = (1, 0, 1, 1, 0, 0, 0)
E2 = (0, 0, 0, 1, 1, 0, 0)
E3 = (0, 0, 0, 0, 0, 1, 1)
Fig. 2 illustrates the stoichiometric generator E4. Using z1  k21x21 x3, . . . , z7  k43x3 we derive
deformed toric ideals:
I defYL = 〈z2 − k46, k21z5z32 − k642k65z1, k34z3 − k64z6, z4 − k56〉,
I def
YˆL
= 〈k56z2 − k46z4, k562k21z5z32 − k642k65z1z42, k64z6 − k34z3〉,
where generators are presented which form a Gro¨bner basis with respect to the pure lexicographic
order (plex) with order of variables z2 > z5 > z6 > z7 > z1 > z3 > z4. In the other coordinate
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Fig. 2. Stoichiometric generator E4.
system we are dealing with the ideals
Ja = 〈 j1 − k46, k21 j2 ( j1 + j4)2 − k642k65 j4, k64 j3 − k34 ( j1 + j4) , j2 + j4 − k56〉
J h = 〈−k46 ( j2 + j4) + k56 j1, k256k21 j2 ( j1 + j4)2 − k264k65 j4 ( j2 + j4)2 ,
−k34 ( j1 + j4) + k64 j3〉. 
4. Transformation of the Jacobian
Now we discuss the Jacobian of
x˙ = Y Ia IKΨ (x) = Nv(x) = Ndiag(k)φ(x),
at a point x = x0 in different coordinates, following the work of Clarke. The vector φ contains
the pure monomials of v without the parameters ki j . The exponents of these monomials form the
columns of a matrix denoted by YL .
First of all x is scaled such that the point of interest is e = (1, . . . , 1), a proceeding quite
usual in toric geometry. Using h0i = 1x0i , i = 1, . . . , m we define the rescaling
w = diag(h0) x .
Then the trajectory x(t) with initial condition x(0) = x0 of x˙ = N diag(k) φ(x) corresponds to
the trajectory w(t) with initial condition w(0) = w0 = e of the rescaled differential equation
w˙ = diag(h0)N diag(k)φ
(
diag(x0)w
) = F(w).
In particular, the point x0 is a steady state of x˙ = N diag(k) φ(x) if and only if w0 = e is a steady
state of w˙ = F(w).
The Jacobian Jac|x=x0 equals
diag(x0)
(
Dw F|w=e
)
diag(h0),
where Dw F|w=e is the Jacobian of the transformed system.
Taking the special form into account and evaluating at w = e we find
Dw F|w=e = diag(h0) N diag(k) diag
(
φ(x0)
)
YL t .
Using
diag(k) diag
(
φ(x0)
) = diag(v(x0)) = diag(z0)
finally yields the Jacobian
Jac|x=x0 = N diag(z0) YL t diag(h0).
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Dropping the subscript we get the formula
Jac(x) = Ĵac(z) diag(h), with
Ĵac(z) = N diag(z) YL t
h =
(
1
x1
, . . . ,
1
xm
) (6)
with matrix entries in Q[z][h]. If x is a steady state we transform into the j -coordinates with
z = ∑i ji Ei
Jac(x) = J˜ac( j) diag(h), with J˜ac( j) = N diag
(∑
i
ji Ei
)
YL t (7)
with entries in Q[ j ][h]. Observe that the representation (6) is always valid while (7) is restricted
to steady states.
The representation (7) of the Jacobian is in particular important for the application of the
Quirk–Ruppert–Maybee Theorem in Section 5. Above all one can make use of the linearity
J˜ac( j) = j1 J˜ac(e1) + · · · + jt J˜ac(et ).
Example 2.1 continued. The essential parts Ĵac(z) and J˜ac( j) of the Jacobian are2 z1 − z3 − z6 z1 z7−2 z1 −z1 − z5 0
z6 0 −z7
 ,
 j4 − j1 − j3 j4 j3−2 j4 − j4 − j2 0
j3 0 − j3
 . 
The deformed toric ideal I def
YˆL
⊂ Q(k)[z] generates an ideal in Q(k)[z, h], denoted by
Q(k)[z, h] · I def
YˆL
. Analogously, the corresponding ideal J h ⊂ Q(k)[ j ] gives an ideal in the
ring Q(k)[ j, h]. Therefore the entries of the matrices are representatives of equivalence classes
of Q(k)[z, h]/(Q(k)[z, h] · I def
YˆL
)
, respectivelyQ(k)[ j, h]/(Q(k)[ j, h] · J h).
All matrices that occur as factors of
Ĵac(z) = N diag(z) YL t = Y Ia diag(z) YL t
can be considered as adjacency matrices and incidence matrices of various graphs, and
consequently, the parts Ĵac(z) and J˜ac( j) of the Jacobian themselves can be represented by a
directed pseudo-graph, which can be derived from the graphs representing the factor matrices.
Actually, there are several graphs and diagrams representing this information content. Clarke
invented a so-called current matrix diagram which is equivalent to the pseudo-graph. It is derived
directly from the network diagram. The network diagram for the Sel’kov example is shown in
Fig. 3 (right). A detailed description of this derivation can be found in Eiswirth et al. (1991).
Another possibility is based on a directed bipartite pseudo-graph introduced by Vol’pert (Vol’pert
and Hudjaev, 1985). A modified version of this (a weighted directed bipartite graph) has been
invented by Holme et al. (2003).
Definition 4.1. We define a graph with two sets of vertices: the reactions Rν = Rµj and the
species Si . If Si appears in the reactant complex C j of the reaction Rν = Rµj then there is
an oriented edge Si → Rν . If Si appears in the product complex Cµ then there is the oriented
edge Rν → Si . The weights on the oriented edges are yi j . The rate constants are weights on the
vertices Rν .
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Fig. 3. Pseudo-graph with weighted adjacency matrix equal to the Jacobian in Example 2.1. Two other representations
of the reaction laws: (left) weighted directed bipartite graph (Holme et al., 2003); (right) network diagram invented by
Clarke (1980).
For the Sel’kov example this graph is shown in Fig. 3. The information contained in the
directed bipartite graph and in the network diagram are in fact equivalent. The latter has the
advantage of having fewer (and only one type of) nodes, but the arrows (denoting reactions) are
usually branches so that graph theory cannot be applied directly. In contrast the directed bipartite
graph introduces a new set of nodes for the reactions, which allows us to use the tools of graph
theory for further analysis.
The directed bipartite graph implies the directed pseudo-graph of the Jacobian by simple
rules. An arrow Si → Rν implies a loop at vertex Si . Two arrows Si → Rν → Sj imply an edge
Si → Sj . The arrows Si → Rν and Sj → Rν imply the edge Si → Sj .
5. Necessary conditions by Quirk–Ruppert–Maybee theorem
The special form of the Jacobian, Jac(z) = Ĵac(z)diag(h), as a product of a sparse matrix and
a diagonal matrix suggests that we should study families of matrices. Given A ∈ Rm,m fixed
(with sparse support) we study the family
DA = {B ∈ Rm,m | ∃ h1 > 0, . . . , hm > 0, with B = A diag(h1, . . . , hm)}.
With A = Ĵac(z) our matrices fit in this family, because h1 = 1/x1, . . . , hm = 1/xm is still
arbitrary if z is fixed. This originates from the fact that the values of x depend on the rate constants
ki j .
Generalizing the matrices under consideration this way, one can make conclusions concerning
the eigenvalues of an even larger class of matrices. Given A = (ai j ) ∈ Rm,m , the family of
matrices of the same sign pattern is
SA = {B = (bi j ) ∈ Rm,m | ∃ hi j > 0, with bi j = hi j ai j ∀ i, j = 1, . . . , m}.
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Theorem 5.1 (Quirk–Ruppert–Maybee (Jeffries et al., 1977)). Given A = (ai j ) ∈ Rm,m. The
following statements are equivalent.
(1) All eigenvalues of all matrices in SA have non-positive real part.
(2) The matrix A satisfies the following three conditions:
(α) All entries on the diagonal are zero or negative (aii ≤ 0, i = 1, . . . , m).
(β) For all pairs of indices 1 ≤ i < j ≤ m the entries satisfy ai j a j i ≤ 0.
(γ ) For each sequence of k ≥ 3 indices i1, . . . , ik the entries satisfy
ai1i2 ai2i3 · · · aik−1 ik aik i1 = 0.
The conditions have a geometric description in the directed pseudo-graph of A = Ĵac(z). The
diagonal entries aii are the weights at loops. The product ai j a j i is the product of weights for a
forward–backward pair of arrows between two vertices (directed cycle of length 2). The product
ai1i2 ai2i3 · · · aik−1ik aik i1 in (γ ) is the product of weights of a directed cycle of length k in this
weighted pseudo-graph.
Theorem 5.1 is applied in theoretical chemistry.
Corollary 5.1 (Clarke (1980)). If the system (3) with parameterization ki j (µ) has a Hopf
bifurcation point (x0, µ0) on a curve of steady states, then there is a steady state (x1, µ1) on
this curve with the property that its Jacobian violates at least one of the conditions (α), (β) or
(γ ) in Theorem 5.1.
This is the philosophy in Clarke (1980) and the chemical literature based on this reference. The
criteria (α), (β) or (γ ) are applied to J˜ac( j). The diagonal entries are called 1-loops, the products
J˜ac( j)ik J˜ac( j)ki in case (β) are called 2-loops. The product of weights of a directed cycle of
length k in (γ ) is called a k-loop. In chemistry the cycles of length 2 and k ≥ 3 in the directed
pseudo-graph are called feedback cycles. If the loop associated to a cycle is positive (negative)
the cycle is called a positive (negative) feedback cycle, respectively. Positive 1-loops and positive
2-loops and feedback cycles of length k ≥ 3 with k-loop of any sign can give rise to instability,
while negative 1-loops and negative feedback cycles of length 2 cannot give rise to instability. For
chemical systems, it is in practice more useful to distinguish the type of instability according to
the sign of the underlying feedback loop (Eiswirth et al., 1991). If the loop is positive the system
is called autocatalytic. Sometimes one further distinguishes between a synergistic autocatalysis
where the positive loop consists of only positive factors and a competitive autocatalysis where
the positive loop has an even number of negative factors. An unstable chemical reaction with
only a negative loop with at least three elements is called a nonautocatalytic oscillator.
To verify that the conditions for a Hopf bifurcation are satisfied, there is no need to consider
the whole matrix J˜ac( j). Because of its linearity (see formula (7)) it is possible to restrict to spe-
cial combinations of the minimal generators of the convex polyhedral cone ker(Y Ia) ∩ (R≥0)l
and to consider only parts of the sum. This means that the analysis is restricted to subnetworks.
For each minimal generator Ei of the cone ker(Y Ia)∩ (R≥0)l a subgraph of the directed graph is
defined by restricting to the support of Ei . In turn this defines a subsystem of the original differ-
ential system (3). For combinations of minimal generators subsystems are defined analogously.
In general it suffices to consider systems with at least one stoichiometric generator. For systems
with only positive circuits the deficiency-zero-theorem by Feinberg (1995) guarantees the global
stability of its unique steady state for all values of the rate constants.
Example 2.1 continued. E1, E2, E3 are positive circuits. Instability may arise only in the
subnetwork corresponding to the stoichiometric generator E4. The part of the Jacobian
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corresponding to the stoichiometric generator E4 is
j4J˜ac(E4) =
 j4 j4 0−2 j4 − j4 0
0 0 0
 .
Condition (α) is violated. Thus a necessary condition for Hopf bifurcation is satisfied. A
necessary condition for the parameter is j4 − j1 − j3 > 0 or equivalently 2z1 − z3 − z6 > 0. 
One might be tempted to think that by variation of the parameter ki j the steady states of
the whole system of differential equations deform continuously into the steady states of the
subsystems. Unfortunately, this is more complicated. It is a singular limit which in Gatermann
and Wolfrum (in press) is studied with the Viro method from real algebraic geometry.
It remains to discuss the difference of the two families SJac and DJac for the Jacobian
Ĵac(z)diag(h) = J˜ac( j)diag(h). If one of the conditions (α), (β) or (γ ) in Theorem 5.1 for a
matrix A is violated the family SA contains a matrix having an eigenvalue with positive real part.
The family DA is much smaller than SA and may not contain this element. On the other hand the
Jacobians are very sparse matrices. Consequently, the difference between SJac and DJac is less
dramatic than for dense matrices.
6. Sufficient conditions by Hurwitz theorem
The Routh–Hurwitz theorem is a very old fundamental result which has many applications in
engineering sciences. It provides a sufficient condition for the occurrence of eigenvalues with
positive real part and thus instability. In this section we recall the Hurwitz criterion for the
convenience of the reader. Then we show how it is applied in our context and give special results.
6.1. Routh–Hurwitz criterion
Given a matrix A = (ai j ) ∈ Rm,m the corresponding characteristic polynomial
f (λ) = αmλm + αm−1λm−1 + · · · + α1λ + α0
gives rise to the matrix
αm−1 αm−3 αm−5 αm−7 · · ·
αm αm−2 αm−4 αm−6 · · ·
0 αm−1 αm−3 αm−5 · · ·
0 αm αm−2 α−4 · · ·
0 0 αm−1 αm−3 . . .
...

whose principal minors of the blocks of dimension i × i are denoted by Hi . We call Hi Hurwitz
determinants.
Theorem 6.1 (Routh–Hurwitz (Gantmacher, 1986; Clarke, 1980; Murray, 2002)). The number
of eigenvalues of A with positive real part equals the sum of the number of sign changes in the
sequences
1 H1 H3 H5 · · ·
1 H2 H4 H6 · · ·
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This theorem is applied to show Hopf bifurcation of a parameter dependent system x˙ =
f (x, µ) in the following way. Along a path of steady states (x(µ), µ) one evaluates the Hurwitz
determinants Hi constructed from the characteristic polynomial of the Jacobian Dx
(
x(µ), µ
)
. If
the number of sign changes of sequences of Hi jumps by two, a necessary condition for Hopf
bifurcation is satisfied. In order to guarantee the genericity conditions of the Hopf bifurcation
theorem one needs to show that α0 does not change sign along the path (no two real zeros cross
the imaginary axis simultaneously) and the non-vanishing of the derivative of the sign changing
determinants.
Concerning the graph-theoretic interpretation we remark that the (r × r )-minors β(i1,
. . . , ir ) = det((aνµ)ν,µ∈{i1,...,ir })) of A enter the coefficients of the characteristic polynomial:
αm = 1,
αm−1 = −
(
β(1) + · · · + β(m)) = −trace(A),
· · ·
αm−r = (−1)r
∑
minors of length r
β(i1, . . . , ir ),
· · ·
α0 = (−1)m det(A).
In our application the coefficients αi depend on parameters. So we consider the family of
polynomials parameterized with the coefficients where each coefficient αi has a fixed sign. Given
P, N ⊆ {0, 1, . . . , d} with P ∩ N = ∅ we have
FP,N =
{
f ∈ R[λ]≤d | f (λ) =
m∑
i=s
αiλ
i−s , αi > 0 for i ∈ P, αi < 0 for i ∈ N
}
. (8)
If there are two sign changes in the list of coefficients then there exists a polynomial in the
family FP,N which has two solutions with positive real part. Moreover, under this assumption
there exists a polynomial in FP,N with two complex conjugate solutions with positive real part.
In fact this result holds even true if we restrict the family to varying only those coefficients which
contribute to the sign changes.
6.2. Application to mass action systems
Applying the Hurwitz criterion for the system (3) one has to take into account three facts: the
flow-invariant sets, the ambiguity of the bifurcation parameter µ, and the different coordinate
systems.
Since im(Y Ia IK ) is flow-invariant, s = m −dim(Y Ia IK ) eigenvalues are zero. Consequently,
α0 = · · · = αs−1 = 0 for the coefficients of the characteristic polynomial corresponding to the
Jacobian Jac. Either one restricts to a submatrix as in (5) or one factors λs from the characteristic
polynomial yielding
αmλ
m−s + · · · + αs+1λ + αs .
Then this polynomial is used for the determination of the Hurwitz determinants Hi .
Since the bifurcation parameter is not yet fixed we want to find a parameterization k(µ) such
that a Hopf bifurcation occurs. For this, two sets of values of the rate constants k1 and k2 are
determined where the number of sign changes in the Hurwitz determinants differs by two. Then
a parameterization k(µ) with k(µ1) = k1 and k(µ2) = k2 for µ1 < 0 < µ2 is chosen and
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used to check the ability of a system to undergo a Hopf bifurcation and to fulfill the genericity
conditions. Consequently, the Jacobian depending on all parameters ki j is analyzed first.
We investigate the Jacobian in its representations Ĵac(z)diag(h) and J˜ac( j)diag(h). Then the
coefficients of the characteristic polynomial are elements αˆi (z, h) ∈ Q(k)[z, h] or α˜i ( j, h) ∈
Q(k)[ j, h], respectively. The latter representation has to be seen in the light of the family FP,N
in (8). Variation of h and j defines another family collecting characteristic polynomials
Fh, j =
{
f ∈ R[λ]≤m−s | f =
m∑
i=s
αiλ
i−s , ∃ jν > 0, hν > 0 with αi = α˜i ( j, h)
}
.
Suppose we have P, N ⊆ {s, . . . , m} giving two sign changes in the list of coefficients and with
FP,N ∩ Fh, j = ∅. Buerger gives in Eiswirth et al. (1996) a criterion such that FP,N ∩ Fh, j is
large enough to contain a polynomial with two complex conjugate solutions with positive real
part. This is based on a careful examination of the monomial structure of the αi and the Hurwitz
determinants.
The Jacobian in its representations Ĵac(z)diag(h) and J˜ac( j)diag(h) yields Hurwitz determi-
nants Hˆi(z, h) ∈ Q(k)[z, h] or H˜i( j, h) ∈ Q(k)[ j, h], respectively. Moreover, they are represen-
tatives of equivalence classes of quotient rings. This is exploited systematically in Section 7.
Example 2.1 continued. For the Jacobian J˜ ac(z)diag(h), the coefficients of the characteristic
polynomial are
αˆ3 = 1
aˆ2 = z1(−2 h1 + h2) + z3h1 + z5h2 + z6h1 + z7h3
αˆ1 = z1z3h1h2 + (−2 z1 + z3)z5h1h2 + z1z6h1h2 + (−2 z1 + z3)z7h1h3
+ z1z7h2h3 + z5z7h2h3 + z5z6h1h2
αˆ0 = (z1z3z7 − 2 z1z5z7 + z3z5z7)h1h2h3.
Considering the Jacobian J˜ac( j)diag(h) the coefficients of characteristic polynomial are
α˜3 = 1
a˜2 = j1h1 + j2h2 + j3h1 + j3h3 + j4(−h1 + h2)
α˜1 = j1 j2h1h2 + ( j1 − j4) j3h1h3 + ( j1 − j2 + j3 + j4) j4h1h2 + j2 j3h1h2
+ j2 j3h2h3 + j3 j4h2h3 + j42h1h2
α˜0 =
( j1 j2 j3 + ( j1 − j2 + j4) j3 j4)h1h2h3,
while the Hurwitz determinants are of the form
H˜1 = α˜2 = j1h1 + j2h2 + j3h1 + j3h3 + j4(−h1 + h2)
H˜2 = α˜1α˜2 − α˜0α˜3 = ((h2 − h1)h1h2) j43 + c2 j42 + c1 j4 + c0
H˜3 = α˜0 H˜2 =
(( j1 j2 j3 + ( j1 − j2 + j4) j3 j4)h1h2h3) · H˜2,
where c0 > 0 in the domain of interest. c2 has 6 terms while c1 has 16 terms.
As observed before, instability arises only for relative high values of j4 or equivalently high
values of z1, z3, z4 (support of E4). Only in this case H2 becomes negative under the assumption
that h1 > h2 or x1 < x2, respectively. 
To conclude one can say that the discrete structures in the directed graph and the bipartite
graph define the directed pseudo-graph (as in Section 4) whose adjacency matrix is the Jacobian.
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The cycles in this pseudo-graph are part of the minors β(i1, . . . , ir ) and enter the representation
for the Hurwitz determinants through the coefficients of the characteristic polynomial. In the
chemical literature these minors are thoroughly investigated with the help of current cycles in
Clarke (1980) or with the help of fragments in Ivanova (1979).
6.3. Special results for low dimension
If the flow-invariant space defined by the conservation relation has low dimension (3 or 4) the
criteria can be simplified as follows.
For three-dimensional flow-invariant spaces the sequences of Hurwitz determinants of α3λ3
+ α2λ2 + α1λ + α0 of the characteristic polynomial have length 2 and 3. Furthermore, for the
last Hurwitz determinant H3 = α0 H2 holds true in general. Provided α0 > 0 there are two
possibilities for a double sign change. The first case is H1 > 0 and H2 < 0 and H3 < 0 while
the second is H1 < 0 and H3 > 0.
1 H1 H3
1 H2
1 + −
1 −
1 − +
1 +
Since H1 = α2 and α2 = −(β(1) + · · · + β(m)) = −trace(Jac) a positive diagonal element
may lead to a negative H1 and thus to Hopf bifurcation as suggested by condition (α) of the
QRM-theorem.
Instead of using the Hurwitz determinants one can draw conclusions from the characteristic
polynomial in dimension 3 or 4. By Descartes’ rule of signs the number of sign changes of the
coefficients of a polynomial is an upper bound for the number of positive solutions. If there are
two sign changes in the sequence of coefficients and no positive roots then there are two complex
solutions with positive real part. Unfortunately, this is only true for polynomials of degree 3 or 4.
Bican Xia (2003) provided us with a counterexample of a polynomial of degree 5 with two sign
changes where all solutions have negative real part. Of course this is not a contradiction to the
results on the polynomial families FP,N and Fh, j .
A special case can be distinguished for two-dimensional systems, namely those systems where
the total degree of the occurring monomials is two or less. By brute force computation Hanusse
(1973) showed that mass action systems (3) with two chemical species and polynomials of degree
less or equal to two do not have a Hopf bifurcation point.
7. Representations using Gro¨bner bases
The Hurwitz determinants and the coefficients of the characteristic polynomial are determined
only up to equivalence modulo ideals. There are four different approaches to compute unique
representatives:
(1) The coefficients αˆi (z, h) and the Hurwitz determinants Hˆi(z, h) are polynomials in R =
Q(k)[z, h] which are only evaluated at the deformed toric variety. The deformed toric ideal
I def
YˆL
⊆ Q(k)[z] generates an ideal in R, denoted by RI def
YˆL
. The coefficients αˆi (z, h) and
the Hurwitz determinants Hˆi(z, h) are elements of the coordinate ring of the deformed
toric variety times the affine space. The given explicit polynomials are representatives of
equivalence classes in the quotient ring R/RI def
YˆL
. Fixing a term order for Q[z, h] one
computes a Gro¨bner basis of I def
YˆL
followed by the division algorithm applied to αˆi (z, h)
and Hˆi(z, h).
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(2) A variant of (1) eliminates the variables h as much as possible. The ideal
I = 〈z1ψ j (1)(h) − ki(1) j (1)x0, . . . , zlψ j (l)(h) − ki(l) j (l)x0〉 ⊆ Q(k)[z, h, x0]
describes that zi are representatives of homogenized monomials and that hi = 1/xi ,
i = 1, . . . , m. The ideal I contains I def
YˆL
. One is interested in unique representatives in the
quotient ring Q(k)[z, h, x0]/I with respect to an elimination order which eliminates h. With
respect to this elimination order one computes a Gro¨bner basis of I followed by the division
algorithm applied to αˆi (z, h) and Hˆi(z, h).
(3) The second representation uses polynomials in the ring S = Q(k)[ j, h]. In these coordinates
the homogeneous deformed toric ideal corresponds to an ideal J h ⊂ Q(k)[ j ]; see Section 4.
We denote the ideal generated in S by S J h . Computation of a Gro¨bner basis with respect
to a term order and the application of the division algorithm to α˜i (z, h) and H˜( j, h) gives
unique representatives of an equivalence classes of S/(S J h).
(4) Again there is a variant to eliminate the variables h as much as possible. Since z = IKΨ (x)
and hi xi = 1 we use the ideal in Q(k)[ j, h, x0]
C =
〈(∑
i
ji Ei
)
1
ψ j (1)(h) − ki(1) j (1)x0, . . . ,
(∑
i
ji Ei
)
l
ψ j (l)(h) − ki(l) j (l)x0
〉
Then the computations are performed modulo the ideal C.
Remark. (i) Since the deformed toric ideal is a perturbation of a toric ideal, one can compute all
reduced Gro¨bner basis of I def
YˆL
with TiGERS (Huber and Thomas, 1999, 2000) and thus determine
all unique normal forms of αˆi , Hˆi . (ii) For efficiency one may use two Gro¨bner bases of I and
of RI def
YˆL
. (iii) One would like to try all term orders which give different reduced Gro¨bner bases
of J h . This may be done by Algorithm 3.2 in Sturmfels (1996). (iv) Instead of the homogeneous
ideals I def
YˆL
, J h one might want to work with the non-homogeneous ideals I defYL and Ja . Then
x0 = 1 in the approaches in (2) and (4). (v) Instead of the homogeneous ideal J h in (3) one may
try J including 1 −∑i ji .
Once the unique representatives are computed, they can be checked for the sign changes
required for a Hopf bifurcation. In some cases the analysis of various representatives is more
obvious than the analysis of one special set of Hurwitz determinants.
However, one may profit from a change of coordinates on the space of rate constants. The
new coordinates will be knew = (k0, k˜1, . . . , k˜R, kˆ1, . . . , kˆl−R−1) where R is the dimension of
the lattice. For the old coordinates we use the numbering by reaction laws. Then
k j =
l∏
i=1
(knew)
bi j
i , j = 1, . . . , l, (knew) j =
l∏
i=1
kci ji , j = 1, . . . , l, (9)
where B = (bi j ) ∈ Zl,l is invertible with inverse B−1 = C = (ci j ) ∈ GL(l,Q). The first row of
B consists of one’s. The i -th row of B (i = 2, . . . , R+1) is given by the degrees of monomials in
the variable xi−1 (eventually one needs to change coordinates such that the variables correspond
to a lattice basis). The columns j = R + 2, . . . , l of C are given by a module basis of the
nullspace ker(YˆL). Such transformation always exists and has many degrees of freedom. Then
a rescaling of xi is equivalent to a rescaling of k˜i , i = 1, . . . , R. We refer to k˜i , i = 1, . . . , R,
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as toric rate constants. Some of the kˆ j , j = 1, . . . , l − R − 1, may be chosen in a special way
in relation to the stoichiometric generators Ei . In Gatermann and Wolfrum (in press) these rate
constants are called confluent.
The big advantage of this transformation is that the deformed toric ideal I def
YˆL
as well as the
induced ideal J h depends on kˆ j only: I defYˆL ⊆ Q(kˆ)[z, h] and J
h ⊆ Q(kˆ)[ j, h]. This simplifies
the computations in (1)–(4).
Remark. If we choose to work with the non-homogeneous ideals then we observe I defYL ⊆
Q(k0, kˆ)[z, h] and Ja ⊆ Q(k0, kˆ)[ j, h].
Example 2.1 continued. In order to find a change of coordinates for the rate constants
we use the old rate constants k = (k21, k46, k64, k56, k65, k34, k43) and the new constants
k0, k˜1, k˜2, k˜3, kˆ4, kˆ5, kˆ6 and the matrices
B =

1 1 1 1 1 1 1
2 0 1 0 0 1 0
1 0 0 0 1 0 0
0 0 0 0 0 0 1
b5,1 b5,2 b5,3 b5,4 b5,5 b5,6 b5,7
b6,1 b6,2 b6,3 b6,4 b6,5 b6,6 b6,7
b7,1 b7,2 b7,3 b7,4 b7,5 b7,6 b7,7

,
C =

c1,1 c1,2 c1,3 c1,4 0 0 −1
c2,1 c2,2 c2,3 c2,4 1 0 0
c3,1 c3,2 c3,3 c3,4 0 −1 2
c4,1 c4,2 c4,3 c4,4 −1 0 −2
c5,1 c5,2 c5,3 c5,4 0 0 1
c6,1 c6,2 c6,3 c6,4 0 1 0
c7,1 c7,2 c7,3 c7,4 0 0 0

with respect to these orderings of the rate constants. By our choice it is guaranteed that scaling
up of k˜1, k˜2, k˜3 corresponds to scaling down of x1, x2, x3, respectively. Also kˆ4 = k46k56 , kˆ5 =
k34
k64 , kˆ6 =
k264k65
k256k21
are chosen fixed such that the deformed toric ideal becomes
I def
YˆL
= 〈z2 − kˆ4z4, z6 − kˆ5z3, z23z5 − kˆ6z1z24〉.
Demanding C B = Id gives a system of linear equations with infinitely many solutions from
which we choose one with k0 = k46, k˜1 = k64k46 , k˜2 =
k46k21
k642
, k˜3 = k43k46 .
Following approach (1) the coefficients of the characteristic polynomial in normal form
modulo the deformed toric ideal I def
YˆL
are
a¯2 =
(
(1 + kˆ5)z3 − 2 z1
)
h1 + z7h3 + z1h2 + h2z5
a¯1 =
([(
(1 + kˆ5)z3 − 2 z1
)
z5 + (1 + kˆ5)z1z3
]
h2 + (z3 − 2 z1) z7h3
)
h1
+ (z7z1 + z7z5) h3h2
a¯0 = h1h2h3
(
(z3 − 2 z1)z5 + z1z3
)
z7.
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Fig. 4. Cellular model and reaction laws for the Ca++-exchange process across the cell membrane.
We consider the part of the deformed toric variety where
(1 + kˆ5)z3 − 2 z1 < 0 and (z3 − 2 z1)z5 + z1z3 > 0.
Then obviously
z3 − 2 z1 < 0 and
(
(1 + kˆ5)z3 − 2 z1
)
z5 + (1 + kˆ5)z1z3 > 0
are satisfied since we restrict to the part of the variety in the positive orthant. There a¯0 > 0. If
we choose h1 and h3 sufficiently large as well as h2 sufficiently small then a¯1 < 0 and a¯2 < 0.
For the Hurwitz determinants this means H1 = a¯2 < 0, H2 = a¯2a¯1 − a¯0, H3 = a¯0 H2. If
h1h2h3 is sufficiently small then H2 > 0. Computing the normal forms of Hi we come to the
same conclusion. This means there is a chance of Hopf bifurcation, if one of the parameters
kˆ5, k˜1, k˜2, k˜3 is monitored. Three parameters are not relevant in this analysis of Hopf bifurcation.
In cone coordinates ji the two inequalities are equivalent to
j1 < 1 − kˆ5
1 + kˆ5
j4, j24 + ( j1 − j2) j4 + j1 j2 > 0.
This gives us additionally kˆ5 < 1 (equivalently k3,4 < k6,4). And it agrees with the previous
observation that j4 has to be relatively large. 
Example 7.1. As a second example we consider a biochemical reaction, namely the enzymatic
transfer of calcium ions, Ca++, across the cell membranes. This system is autocatalytic insofar as
the concentration of cytosolic Ca++ stimulates the release of stored Ca++ from the endoplasmic
reticulum. This feature is called C IC R (calcium induced calcium release). The cellular model is
a modification of a model proposed by Dupont and Goldbeter in 1990 (Dupont and Goldbeter,
1990) to describe Ca++-oscillations in muscle cells. The cellular model and the reaction laws
are shown in Fig. 4. There are m = 4 species. S1 denotes cytosolic Ca++, S2 denotes Ca++
in the endoplasmic reticulum, S3 stands for the enzyme catalyzing the transport of Ca++ into
the endoplasmic reticulum and S4 is the enzyme–substrate complex. The influx and efflux of
cytosolic Ca++ over the cell membrane are assumed to be simple non-enzymatic reactions,
which are represented in Fig. 5 as the two arrows with weights k21 and k12. The release of Ca++
from the endoplasmic reticulum is modeled as an autocatalytic reaction (arrow with weight k43),
realizing the feature of C IC R. The transport of cytosolic Ca++ into the endoplasmic reticulum
is modeled as an enzymatic reaction, including three reactions, namely the enzyme substrate
binding and dissociation, which are represented by the arrows with weights k65 and k56, and the
conversion to the product, represented by the last arrow (k76). The conversion reaction is the
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Fig. 5. Complex graph, stoichiometric graph and Jacobian graph of the Ca++-exchange process.
actual transport process. The differential equations are
x˙1 = −k12 x1 + k21 + k43 x1x2 + k56 x4 − k65 x1x3
x˙2 = −k43 x1x2 + k76 x4
x˙3 = k56 x4 − k65 x1x3 + k76 x4
x˙4 = −k56 x4 + k65 x1x3 − k76 x4.
The flow-invariant subspace is defined by a linear restriction which is given by the fact that the
total concentration of enzyme, i.e. free enzyme x3 and bound enzyme x4, is constant in the cell.
g1 = (0, 0, 1, 1) ⇒ x3 + x4 = c1.
The graphs corresponding to this systems are shown in Fig. 5. The influx and efflux of cytosolic
Ca++ as well as the association and dissociation of the enzyme-substrate complex are forward–
backward reactions and thus positive circuits in the directed graph. The stoichiometric generator
involves the autocatalytic release and the conversion reactions.
E1 = (1, 1, 0, 0, 0, 0) E3 = (0, 0, 1, 0, 1, 1)
E2 = (0, 0, 0, 1, 1, 0).
Using z1  k12x1, . . . , z6  k76x4 the deformed toric ideal is
I defYL = 〈k76z4 − k56z6, z2 − k21〉,
where the associated ideal is
Ja = 〈k76 j2 − k56 j3, j1 − k21〉.
The Jacobian in j -coordinates is
J˜ac( j) =

− j1 − j2 j3 − j2 − j3 j2
− j3 − j3 0 j3
− j2 − j3 0 − j2 − j3 j2 + j3
j2 + j3 0 j2 + j3 − j2 − j3
 .
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There are three positive 2-loops and one positive 3-loop, so conditions (β) and (γ ) in
Theorem 5.1 are violated and the necessary condition for a Hopf bifurcation is satisfied. One
eigenvalue of this Jacobian is always zero because of the linear restriction, so the essential part
of the characteristic polynomial is of degree three:
α3λ
3 + α2λ2 + α1λ + α0.
All coefficients are positive except α2.
α˜2 = (h1 h2 + h2 h4 + (h2 − h1) h3) j32
+ (h1 j1 h4 + h1 j1 h2 + h1 j1 h3 + h1 j2 h2 + h2 j2 h4 + (h2 − h1) j2 h3) j3
+ h1 j1 j2 h4 + h1 j1 h3 j2
α˜ is negative only if h1 is greater than h2. It follows by the results from Section 6.3 that
a Hopf bifurcation occurs if and only if the concentration of cytosolic Ca++ is higher than
the concentration of Ca++ in the endoplasmic reticulum and only for sufficiently high values
of j3. 
8. Conclusion and outlook
In this paper we have shown that toric ideals have surprising applications. The use of
Gro¨bner bases of toric ideals in theoretical chemistry extends the applicability of explicit
computations. There are several possibilities to continue this research. One possibility is to
implement algorithms as in Klee and van den Driessche (1977) for testing conditions (α)–(γ )
in the QRM-Theorem. This would be a nice extension of existing software like Klamt et al.
(2003) for the computation of minimal generators of the cone (extreme currents, elementary
modes) as well as Copasi. A second idea is to use the real Nullstellensatz to determine whether
a certain sign pattern of the Hurwitz determinants exists. This can be decided computationally
with SOSTOOLS (Prajna et al., 2002). The third goal is the investigation of other dynamical
properties of a reaction system, like for example chaos, in their relation to discrete structures as
discussed in this paper. Finally, a thorough investigation of the directed bipartite graph in Holme
et al. (2003) is necessary.
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