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Resumo
Os ane´is de grupo possuem uma estrutura alge´brica muito rica, uma vez que
para explora´-la precisamos recorrer a outras te´cnicas ale´m da teoria de grupos e
da teoria de ane´is; precisamos recorrer tambe´m a` teoria dos nu´meros alge´bricos,
a representac¸a˜o de grupos e a´lgebras e outras teorias alge´bricas. Dentre os
assuntos de interesse em ane´is de grupo, destacamos algumas conjecturas que
sera˜o os objetos de estudo da presente dissertac¸a˜o: o problema do isomorfismo,
o problema do normalizador e as conjecturas de Zassenhaus. Sobre o problema
do isomorfismo e o problema do normalizador, demonstraremos sua validade
em alguns casos particulares e apresentaremos os contraexemplos conhecidos.
Sobre as conjecturas de Zassenhaus, enunciaremos e apresentaremos para quais
classes de grupo elas foram demonstradas. Mostraremos como essas conjecturas
esta˜o relacionadas ao problema do isomorfismo.
Palavras-chaves: Ane´is de grupo. O problema do isomorfismo. O pro-
blema do normalizador. As conjecturas de Zassenhaus. Aplicac¸a˜o de aumento.
Isomorfismo normalizado. Unidades.
Abstract
Group rings have a very rich algebraic structure, since to explore it we must
resort to techniques other than group theory and ring theory; we must also
resort to the theory of algebraic numbers, the representation of groups and al-
gebras and other algebraic theories. Among the subjects of interest in group
rings, we highlight some conjectures that will be the objects of study of the
present dissertation: the isomorphism problem, the normalizer problem and the
Zassenhaus conjectures. On the isomorphism problem and the normalizer pro-
blem, we will prove its validity in some particular cases and it will be presented
the known counterexamples. On the Zassenhaus conjectures, we will enunciate
and present for which group classes they were proved. We will show how these
conjectures relate to the isomorphism problem.
Key-Words: Group rings. The isomorphism problem. The normalizer
problem. The Zassenhaus conjectures. Augmentation mapping. Normalized
isomorphism. Units.
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Introduc¸a˜o
Na teoria dos Ane´is de Grupo, um dos problemas de grande destaque e´ o
chamado Problema do Isomorfismo. Tal problema possui diferentes verso˜es,
mas que em sua esseˆncia questiona se a existeˆncia de um isomorfismo de R-
a´lgebras entre os ane´is de grupo RG e RH implica na existeˆncia de um iso-
morfismo entre G e H. Veremos, a partir da definic¸a˜o de anel de grupo,
que e´ sempre verdade que grupos isomorfos induzem ane´is de grupo isomorfos
sobre o mesmo anel, qualquer que seja o anel. Enta˜o, a questa˜o mais rele-
vante e´: para um determinado anel R e para grupos G e H, seria verdade que
RG ' RH ⇒ G ' H?
O primeiro trabalho relacionado ao problema do isomorfismo foi publicado
por G. Higman em 1940 [7], onde ele diz: “Se e´ poss´ıvel que dois grupos na˜o iso-
morfos tenham ane´is de grupo integral isomorfos, na˜o sei; mas os resultados da
Sec¸a˜o 5 sugerem que e´ improva´vel ”. Desde enta˜o, diversos autores contribuiram
para o avanc¸o dessa questa˜o.
De modo geral o problema do isomorfismo tem resposta negativa. Reser-
varemos uma sec¸a˜o no cap´ıtulo 3 para mostrar tal fato, onde exibiremos dois
grupos, G e H, abelianos de mesma ordem, tais que G  H, mas CG ' CH,
onde C e´ o corpo dos complexos.
O problema do isomorfismo foi posto pela primeira vez na Confereˆncia de
A´lgebra em Michigan em 1947 por T. M. Thrall com a seguinte formulac¸a˜o:
“Dados um grupo G e um corpo K, determine todos os grupos H tais que KG '
KH”. Em 1950, S. Perlis e G. Walker [8] provaram que grupos abelianos finitos
sa˜o determinados por seus ane´is de grupo sobre o corpo dos racionais, ou seja, se
G e´ um grupo abeliano finito e H e´ outro grupo tal que QG ' QH, enta˜o G ' H.
W. E. Deskins [9] mostrou que p-grupos abelianos sa˜o determinados por seus
ane´is de grupo sobre qualquer corpo de caracter´ıstica p. Isso parecia sugerir que,
para famı´lias espec´ıficas de grupos, poder-se-ia determinar um corpo adequado
para o qual o problema do isomorfismo tivesse resposta positiva. Pore´m, E.
Dade em [29] publicou um exemplo de dois grupos metac´ıclicos na˜o isomorfos,
pore´m com ane´is de grupo isomorfos sobre qualquer corpo K.
Isso levou a concentrar o problema do isomorfismo a ane´is de grupo sobre
o anel dos inteiros Z. Uma raza˜o e´ o fato de que se tivermos ZG ' ZH, enta˜o
RG ' RH (como R-a´lgebras), para qualquer anel comutativo R. Isso sera´
justificado no cap´ıtulo 3. Assim, sobre os ane´is dos inteiros foi formulada a
seguinte conjectura, a qual e´ conhecida por (ISO):
ZG ' ZH ⇒ G ' H.
Recentemente, Martin Hertweck em [6] apresentou um contraexemplo para
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ISO, exibindo dois grupos de mesma ordem, a saber, 221.9728, na˜o isomorfos,
pore´m com ane´is de grupo isomorfos sobre os inteiros.
A existeˆncia de um contraexemplo na˜o torna o assunto menos importante,
apenas mudam-se os rumos das pesquisas, que agora passam a ser a de classificar
para quais classes de grupos ISO tem resposta positiva.
A conjectura ISO foi demonstrada em uma se´rie de casos particulares, por
exemplo, para grupos abelianos e 2-grupos Hamiltonianos (Higman em [7]),
grupos metabelianos (Whitcomb em [10]), grupos nilpotentes (Roggenkamp e
Scott em [2]), grupos sime´tricos e alternados, grupos finitos que sa˜o grupos de
unidades de algum anel, grupos circulares (R. Sandling em [25]).
Destaca-se tambe´m na teoria dos ane´is de grupo as questo˜es relacionadas ao
grupo das unidades. Uma das questo˜es e´ determinar o normalizador do grupo
G dentro do grupo das unidades de ZG. O pro´prio grupo G e Z(U(ZG)), o
centro do grupo das unidades de ZG, normalizam G em U(ZG) e sa˜o chama-
dos de normalizadores triviais. A conjectura do normalizador afirma que os
normalizadores triviais determinam todo o normalizador de G em U(ZG), isto
e´,
NU(ZG)(G) = G.Z(U(ZG)).
Martin Kertweck em [6] na construc¸a˜o do contraexemplo para a conjectura ISO,
obteve tambe´m um contraexemplo para a conjectura do normalizador. Ainda
sobre o grupo das unidades do anel de grupo ZG, no in´ıcio da de´cada de setenta,
H.J Zassenhaus formulou uma se´rie de conjecturas, as quais dizem respeito a`
conjugac¸a˜o de subgrupos do grupo das unidades de ZG por unidades de QG.
A presente dissertac¸a˜o esta´ dividida em quatro cap´ıtulos. No cap´ıtulo 1
desenvolveremos os conceitos preliminares, falaremos da teoria dos mo´dulos e
uma breve abordagem sobre produto tensorial. No cap´ıtulo 2 definiremos ane´is
de grupo e estudaremos os principais resultados. No cap´ıtulo 3 mostraremos que
grupos abelianos finitos na˜o esta˜o determinados por seus ane´is de grupo sobre
o corpo dos complexos, em seguida apresentaremos os resultados centrais desta
dissertac¸a˜o, onde demonstraremos a validade da conjectura ISO para algumas
classes de grupos finitos. As classes a serem abordadas sera˜o: grupos abelianos,
2-grupos Hamiltonianos, grupos Metabelianos e grupos Nilpotentes. No cap´ıtulo
4 apresentaremos as conjecturas de Zassenhaus sobre o grupo das unidades
do anel de grupo integral, as classes de grupo para os quais tais conjecturas
foram provadas e como essas conjecturas esta˜o relacionadas com o problema do
isomorfismo. Falaremos sobre o problema do normalizador e demonstraremos
alguns casos para os quais valem a conjectura. Finalizaremos apresentando os
contraexemplos das referidas conjecturas.
Lista de Notac¸o˜es
Ao longo dessa dissertac¸a˜o adotaremos as seguintes notac¸o˜es:
R - Anel.
G - Grupo finito.
Z(G) - Centro do grupo G.
G′ - subgrupo dos comutadores de G.
(H,K) - subgrupo de G gerado por xyx−1y−1, x ∈ H, y ∈ K com H e K
subgrupos de G.
NG(H) - O normalizador em G do subgrupo H.
CG(H) - O centralizador em G do subgrupo H.
Z - Anel dos inteiros.
RG - Anel de grupo de G por R.
supp(α) - suporte de α.
U(Z) - Unidades do anel de grupo ZG.
U1(Z) - Unidades normalizadas do anel de grupo ZG.
 - Aplicac¸a˜o de aumento.
∆(G) - Ideal de aumento, o kernel da aplicac¸a˜o de aumento.
∆(G,H) - Ideal de RG gerado por (h− 1) com h ∈ H.
Mn(K) - Matriz n× n com coeficientes em K.
Inn(G) - Grupo dos automorfismos internos de G.
Sn - Grupo das permutac¸o˜es de ordem n.
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Dn - O grupo Dihedral.
Cap´ıtulo 1
Preliminares
Para os fins desta dissertac¸a˜o, um anel R e´ um conjunto na˜o-vazio junta-
mente com duas operac¸o˜es bina´rias, + e ·, denominadas soma e produto, res-
pectivamente, tais que :
i) (R, +) e´ um grupo abeliano
ii) O produto e´ associativo
iii) Vale a distributividade do produto com relac¸a˜o a` soma.
Se ale´m disso o produto for comutativo, enta˜o (R,+, ·) e´ dito comutativo.
Se o produto tem um elemento neutro enta˜o (R,+, ·) e´ dito anel com unidade.
Denotaremos a unidade de um anel por “1”.
1.1 Mo´dulos e A´lgebras
No presente cap´ıtulo apresentaremos os conceitos preliminares. Comec¸amos
com a definic¸a˜o e alguns resultados ba´sicos sobre mo´dulos. Daremos uma
condic¸a˜o para que um mo´dulo seja semissimples e finalizamos o cap´ıtulo com o
conceito de produto tensorial.
Definic¸a˜o 1.1.1. Seja R um anel com unidade. Um grupo abeliano aditivo M
e´ chamado um R-mo´dulo (a` esquerda) se existe uma func¸a˜o
· : R×M →M,
definida por
(r,m) 7→ r.m
tal que ∀ a, b ∈ R e m,m1,m2 ∈M , valem:
(i) (a+ b)m = am+ bm.
(ii) a(m1 +m2) = am1 + am2.
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(iii) a(bm) = (ab)m.
(iv) 1m = m.
De modo similar, dado um anel R definimos um R-mo´dulo a` direita.
Observac¸a˜o 1.1.2. Segue da definic¸a˜o que se K e´ um corpo, enta˜o o conceito
de K-mo´dulo coincide com a noc¸a˜o de espac¸o vetorial sobre o corpo K.
Definic¸a˜o 1.1.3. Seja R um anel comutativo. Um R-mo´dulo A e´ chamado uma
R-a´lgebra se existe uma multiplicac¸a˜o, definida em A, tal que, com a adic¸a˜o dada
em A e esta multiplicac¸a˜o, A e´ um anel satisfazendo
r(ab) = (ra)b = a(rb)
∀ r ∈ R e ∀ a, b ∈ A.
Exemplo 1.1.4. Seja I um ideal a` esquerda de um anel R e seja R/I o grupo
quociente sob adic¸a˜o. Enta˜o R/I possui uma estrutura de R-mo´dulo com o
produto
r(a+ I) = ra+ I, ∀ r, a ∈ R.
Exemplo 1.1.5. Seja L um ideal a` esquerda de um anel R. Como o produto
de elementos de R por elementos de L permanecem em L, segue que L pode ser
considerado com um R-mo´dulo a` esquerda. Analogamente um ideal a` direita
pode ser considerado um R-mo´dulo a` direita, em particular, um anel R e´ sempre
um mo´dulo sobre si mesmo.
Definic¸a˜o 1.1.6. Seja M um mo´dulo sobre um anel R. Um subconjunto na˜o
vazio N ⊂M e´ chamado um R-submo´dulo de M se as seguintes condic¸o˜es sa˜o
satisfeitas:
(i)∀x, y ∈ N , temos que x+ y ∈ N .
(ii)∀ r ∈ R e ∀n ∈ N , temos que rn ∈ N .
Observac¸a˜o 1.1.7. Segue da definic¸a˜o acima que se V e´ um espac¸o vetorial
sobre um corpo K, enta˜o os K-submo´dulos de V sa˜o exatamente os seus su-
bespac¸os vetoriais. Similarmente os Z-submo´dulos de um grupo abeliano A sa˜o
os seus subgrupos.
Exemplo 1.1.8. Seja V um espac¸o vetorial sobre um corpo K e seja T : V → V
uma aplicac¸a˜o linear. Considere V como K[X]-mo´dulo com a estrutura de
mo´dulo definida por f(X)v = f(T )(v) para v ∈ V, f(X) ∈ K[X]. Enta˜o os
K[X]-submo´dulos de V sa˜o os subespac¸os de V que sa˜o invariantes por T , isto
e´, os subespac¸os S tais que T (S) ⊂ S. Pela observac¸a˜o acima, basta notar que
se S e´ um K[X]-submo´dulo de V e s ∈ S, enta˜o para f(x) = x ∈ K[x] temos
que f(x)s ∈ S, mas
f(x)s = f(T )(s) = T (s).
O que mostra que T (s) ∈ S, logo T (S) ⊂ S. Portanto, os K[X]-submo´dulos sa˜o
invariantes por T .
Agora, dados um subespac¸o S de V invariante por T , f(x) = a0 + a1x +
· · ·+ anxn ∈ K[x] e s ∈ S, temos que
f(T )(s) = a0 + a1T (s) + · · ·+ anTn(s) ∈ S,
pois como S e´ subespac¸o invariante por T , temos que Tn(s) ∈ S, ∀ n ≥ 1 e
combinac¸o˜es lineares de vetores em S continuam em S. A condic¸a˜o (i) segue do
fato de S ser subespac¸o vetorial. Portanto, S e´ um K[X]-submo´dulo de V.
Cada mo´dulo M 6= (0) conte´m pelo menos dois submo´dulos; a saber, M e
(0), chamados submo´dulos triviais. Todo mo´dulo M 6= (0) conte´m (0) como
submo´dulo pro´prio.
Definic¸a˜o 1.1.9. Um mo´dulo M e´ simples se possui apenas submo´dulos triviais.
Exemplo 1.1.10. Sejam K um corpo e i ∈ {1, . . . , n}. O ideal a` esquerda
Li =

 0 · · · 0 a1i 0 · · · 0... ... ... ... ...
0 · · · 0 ani 0 · · · 0
 , aji ∈ K, ∀ j = 1, . . . , n

e´ um Mn(K) - mo´dulo simples com a operac¸a˜o usual.
1.2 Mo´dulos Livres, Soma Direta e Semissimpli-
cidade
Se S e´ um subconjunto de um R-mo´dulo M , denotaremos por RS o conjunto
de todas as somas da forma
n∑
i=1
xisi, onde n e´ um inteiro positivo, xi ∈ R e
si ∈M , para 1 ≤ i ≤ n.
Definic¸a˜o 1.2.1. Seja S = {si}i∈I um subconjunto de elementos de um R-
mo´dulo M .
a) S = {si}i∈I e´ chamado de conjunto de geradores de M se M = RS;
isto e´, se cada elemento de M pode ser escrito como uma combinac¸a˜o linear
finita de elementos de S com coeficientes em R.
b) S = {si}i∈I e´ chamado linearmente independente se para qualquer
combinac¸a˜o linear finita de elementos de S com coeficientes em R,
r1s1 + · · ·+ rtst = 0
temos que r1 = · · · = rt = 0.
c) S = {si}i∈I e´ chamado de base de M sobre R se S e´ linearmente inde-
pendente e um conjunto de geradores de M .
Exemplo 1.2.2. Na˜o sa˜o todos os mo´dulos que possuem uma base. No conjunto
Z6 como um Z-mo´dulo, para cada elemento a ∈ Z6 temos que 6a = 0 e 6 6= 0
em Z, o que mostra que nenhum subconjunto de Z6 e´ linearmente independente
sobre Z.
Definic¸a˜o 1.2.3. Um R-mo´dulo M e´ chamado livre se possui uma base.
Teorema 1.2.4. (Ver [1] Teorema 2.4.4, pa´g. 84.) Seja M um mo´dulo sobre
um anel comutativo R. Se B1 = {v1, · · · , vm} e B2 = {w1, · · · , wn} sa˜o duas
R-bases para M , enta˜o m = n.
Exemplo 1.2.5. Q como Z-mo´dulo na˜o e´ livre. Para verificar essa afirmac¸a˜o,
mostraremos que nenhum subconjunto finito de pelo menos dois elementos de
Q e´ linearmente independente sobre Z. Com efeito, dados α = p1/q1 e β =
p2/q2 na˜o nulos em Q, tome como coeficiente de α o inteiro m1 = p2q1 e como
coeficiente de β o inteiro m2 = −p1q2, assim
m1α+m2β = (p2q1)
(
p1
q1
)
− (p1q2)
(
p2
q2
)
= 0.
e´ uma combinac¸a˜o linear nula sem que todos os coeficientes sejam iguais a zero.
Agora, dado um subconjunto finito {ξ1, · · · , ξn} em Q, se n e´ par, agrupe as
frac¸o˜es duas a duas e aplique o argumente anterior em cada par de frac¸o˜es. Se
n for impar, some duas das frac¸o˜es, o que resultara´ em uma quantidade par de
frac¸o˜es e aplique o argumento anterior.
Definic¸a˜o 1.2.6. Seja {Mi}i∈I uma famı´lia de submo´dulos de um R-mo´dulo.
Dizemos que M e´ soma direta dos submo´dulos dessa famı´lia, e escrevemos M =
⊕i∈IMi, se
Mi ∩
∑
j 6=i
Mj
 = (0)
e cada elemento m ∈M pode ser escrito de forma u´nica como
m = mi1 +mi2 + · · ·+mit
com mij ∈Mij , 1 ≤ j ≤ t.
Definic¸a˜o 1.2.7. Um submo´dulo N de um R-mo´dulo M e´ chamado somando
direto se existe outro submo´dulo N ′ tal que M = N ⊕N ′. Um mo´dulo que na˜o
conte´m somando direto na˜o trivial e´ chamado indecomposto.
O teorema a seguir caracteriza quando um submo´dulo N e´ somando direto.
Teorema 1.2.8. Seja N um submo´dulo de um R-mo´dulo M . Enta˜o N e´ so-
mando direto se, e somente se, existe um endomorfismo de R-mo´dulos f : M →
M tal que f ◦ f = f e Im(f) = N .
Demonstrac¸a˜o. (⇒) Admitindo que N e´ somando direto, seja N ′ tal que M =
N ⊕ N ′. Seja f : M → M dada por f(n + n′) = n. Assim definida, f e´ um
homomorfismo de R-mo´dulos. Assim,
(f ◦ f)(n+ n′) = f(f(n+ n′)) = f(n) = n = f(n+ n′),
o que mostra que
f ◦ f = f.
Por definic¸a˜o da f temos que
Im(f) ⊂ N,
e dado n ∈ N , temos que f(n + N ′) = n o que mostra que N ⊂ Im(f) e,
portanto, Im(f) = N .
Reciprocamente, admitindo a existeˆncia de tal endomorfismo, considereN ′ :=
{m− f(m);m ∈M}. Afirmamos que M = N ⊕N ′. Com efeito, primeiramente
verificamos que N ′ e´ um R-submo´dulo.
Sejam x, y ∈ N ′, enta˜o
x = m1 − f(m1)
e
y = m2 − f(m2)
com m1 e m2 em M . Assim,
x+ y = (m1 − f(m1)) + (m2 − f(m2))
= [m1 +m2]− [f(m1) + f(m2)]
= [m1 +m2]− [f(m1 +m2)] ∈ N ′.
E se r ∈ R, temos que
rx = r(m1 − f(m1)) = rm− rf(m1) = rm− f(rm) ∈ N ′,
pois rm ∈M . Portanto N ′ e´ um R-submo´dulo.
Para mostrar que N ∩ N ′ = (0), notamos primeiramente que f deixa os
elementos de N fixos. De fato, dado n ∈ N , como Im(f) = N, ∃x ∈M tal que
f(x) = n e como f ◦ f = f ,
n = f(x) = f(f(x)) = f(n).
Agora, seja a ∈ N ∩N ′, note que N ′ ⊆ Ker(f), pois
f(m− f(m)) = f(m)− f(f(m)) = f(m)− f(m) = 0.
Portando, como a ∈ N ′, f(a) = 0 e como a ∈ N, f(a) = a, portanto a = 0.
Finalmente, para mostrar que M se escreve como soma de elementos de N e
N ′, dado m ∈M , temos que m = f(m) + [m− f(m)].
Definic¸a˜o 1.2.9. Um R-mo´dulo M e´ chamado semissimples se cada submo´dulo
de M e´ um somando direto de M .
Proposic¸a˜o 1.2.10. (Ver [1] Proposic¸a˜o 2.5.2 pa´g. 91.) Seja N 6= (0) um
submo´dulo de um mo´dulo semissimples M . Enta˜o N e´ semissimples e conte´m
um submo´dulo simples.
Teorema 1.2.11. (Ver [1] Teorema 2.5.3 pa´g. 92.) Seja M um R-mo´dulo.
Enta˜o as seguintes condic¸o˜es sa˜o equivalentes:
(i) M e´ semissimples.
(ii) M e´ soma direta de submo´dulos simples.
(iii) M e´ soma (na˜o necessariamente direta) de submo´dulos simples.
Definic¸a˜o 1.2.12. Um anel R e´ chamado semissimples se o mo´dulo RR e´
semissimples. Em que a notac¸ao RR refere-se ao anel R visto como um R-
mo´dulo a` esquerda.
Teorema 1.2.13. Seja R um anel com unidade. Enta˜o R e´ semissimples se,
e somente se, cada ideal a` esquerda L de R e´ da forma L = Re, onde e ∈ R e´
idempotente.
Demonstrac¸a˜o. Assumindo que R e´ semissimples, seja L um ideal a` esquerda
de R. Enta˜o L e´ um somando direto, assim existe um ideal a` esquerda L′ tal
que R = L⊕ L′. Assim, podemos escrever 1 = x+ y com x ∈ L e y ∈ L′.
Enta˜o
x = x · 1 = x2 + xy,
consequentemente,
xy = x− x2 ∈ L,
e, como L′ e´ ideal a` esquerda, temos que
xy ∈ L′.
Como L∩L′ = (0), segue que xy = 0, assim x = x2 e, portanto, x e´ idempotente.
Claramente Rx ⊂ L. Agora, dado um elemento a ∈ L temos que a = a.1 =
ax + ay, assim a − ax = ay ∈ L ∩ L′ = (0) e, portanto, a = ax, provando a
inclusa˜o contra´ria.
Reciprocamente, seja L um ideal a` esquerda de R, devemos mostrar que L
e´ somando direto. Por hipo´tese, temos que L = Re, onde e e´ idempotente.
Afirmamos primeiramente que se e e´ idempotente enta˜o, 1 − e tambe´m e´. De
fato,
(1− e)2 = 1− 2e+ e2
= 1− 2e+ e
= 1− e.
O que mostra que (1− e) e´ idempotente.
Seja L′ = R(1 − e). L′ e´ um ideal a` esquerda de R. Dado um elemento
x ∈ R, temos que
x = xe+ x(1− e),
o que mostra que
R = Re+R(1− e).
Finalmente, se x ∈ Re ∩R(1− e), temos que
x = re = s(1− e),
com r, s ∈ R. Portanto,
xe = re.e = re2 = re = x.
Por outro lado,
xe = s(1− e)e
= s(e− e2)
= s(e− e)
= 0.
Assim, x = 0, o que mostra que Re ∩ R(1 − e) = (0) e, portanto, R =
Re⊕R(1− e).
Exemplo 1.2.14. Se K e´ um corpo, enta˜o K e´ um anel semissimples, pois para
todo ideal I de K, tem-se que I = K, o ideal gerado por 1 que e´ idempotente,
ou I e´ o ideal nulo que tambe´m e´ gerado por um idempotente (0).
O anel Z dos inteiros na˜o e´ semissimples, de fato, qualquer ideal pro´prio de
Z e´ gerado por um elemento na˜o idempotente.
1.3 Produto Tensorial
O produto tensorial de mo´dulos e´ usualmente definido via propriedade uni-
versal.
Definic¸a˜o 1.3.1. Sejam R um anel, M um R-mo´dulo a` direita, N um R-
mo´dulo a` esquerda e A um grupo abeliano aditivo. Uma aplicac¸a˜o f : M ×N →
A e´ dita balanceada se satisfaz:
(i) f(m1 +m2, n) = f(m1, n) + f(m2, n).
(ii) f(m,n1 + n2) = f(m,n1) + f(m,n2).
(iii) f(m, rn) = f(mr, n).
∀ m,m1,m2 ∈M,n, n1, n2 ∈ N, r ∈ R.
Definic¸a˜o 1.3.2. Sejam M e N R-mo´dulos, a` direita e a` esquerda, respec-
tivamente. Um grupo abeliano T , juntamente com uma aplicac¸a˜o balanceada
φ : M × N → T e´ chamado um produto tensorial de M por N e denotado
por M ⊗N , se as seguintes condic¸o˜es sa˜o satisfeitas:
(i) Os elementos da forma φ(m,n), m ∈ M , n ∈ N geram T (como um
grupo aditivo)
(ii) Para qualquer grupo abeliano aditivo A e qualquer aplicac¸a˜o balanceada
f : M ×N → A, existe um homomorfismo de grupos abelianos f∗ : T → A tal
que f = f∗ ◦ φ; isto e´, tal que o seguinte diagrama e´ comutativo:
M ×N
f
##
φ // T
f∗

A
Para m ∈M e n ∈ N denotamos φ(m,n) = m⊗ n, assim cada elemento em
M ⊗N e´ uma soma finita da forma ∑
i
mi ⊗ ni.
No caso em que o anel R e´ comutativo, obtemos um homomorfismo de R-
mo´dulos.
Teorema 1.3.3. (Ver [1], pag 118 e 119) Sejam M e N R-mo´dulos e` direita
e a` esquerda, respectivamente. Enta˜o, o produto tensorial de M e N existe e e´
u´nico, a menos de isomorfismo de grupos abelianos.
Propriedades: Sejam m, m′ ∈M , n, n′ ∈ N , enta˜o:
i) (m+m′)⊗ n = m⊗ n+m′ ⊗ n
ii) m⊗ (n+ n′) = m⊗ n+m⊗ n′
Observac¸a˜o 1.3.4. Em M ⊗R N,m ⊗ 0 = 0 e 0 ⊗ n = 0. A justificativa e´
ana´loga a` usada para demonstrar que a.0 = 0 em um anel. Fixados m e n,
m⊗ 0 = m⊗ (0 + 0) = m⊗ 0 +m⊗ 0.
Subtraindo m ⊗ 0 em ambos os lados, temos m ⊗ 0 = 0. Para 0 ⊗ n segue
analogamente.
Exemplo 1.3.5. Se A e´ um grupo abeliano finito, enta˜o Q ⊗Z A = 0. Com
efeito, para a ∈ A, existe um inteiro na˜o-nulo n tal que na = 0, assim para
r ⊗ a ∈ Q⊗Z A temos que
r ⊗ a = n(r/n)⊗ a
= r/n⊗ na
= r/n⊗ 0
= 0.
Como os elementos desta forma geram Q⊗Z A, segue o resultado.
Exemplo 1.3.6. SejaM umR-mo´dulo a` esquerda para um certo anelR. Enta˜o,
R⊗RM 'M.
Para provar essa afirmac¸a˜o, considere a aplicac¸a˜o: f : R ×M → M dada
por f(r,m) = rm. Como f e´ uma aplicac¸a˜o balanceada, existe um u´nico ho-
momorfismo de grupos abelianos f∗ : R ⊗R M → M tal que f = f∗ ◦ φ (ver
propriedade universal). Agora, considere a aplicac¸a˜o ψ : M → R ⊗R M dada
por ψ(m) = 1⊗m. Enta˜o, ψ e´ um homomorfismo de grupos abelianos e
ψ ◦ f∗(r ⊗m) = ψ ◦ f∗ ◦ φ(r,m).
= ψ ◦ f((r,m)).
= ψ(rm).
= 1⊗ rm.
= r ⊗m.
Como os elementos desta forma geram R⊗RM , temos que ψ ◦f∗ = I. Analoga-
mente, mostra-se que f∗ ◦ψ = I. Assim, ψ e´ uma bijec¸a˜o, logo, um isomorfismo
e segue o resultado.
Cap´ıtulo 2
Ane´is de Grupo
No presente cap´ıtulo faremos um estudo geral dos ane´is de grupo para gru-
pos finitos. Na primeira sec¸a˜o apresentamos a definic¸a˜o de anel de grupo bem
como a definic¸a˜o de algumas aplicac¸o˜es que sera˜o utilizadas no decorrer desta
dissertac¸a˜o. Na segunda sec¸a˜o definiremos um tipo especial de ideal, chamado
ideal de aumento, demonstraremos alguns resultados importantes acerca desse
ideal e daremos condic¸o˜es necessa´rias e suficientes para que um anel de grupo
seja semissimples. Na terceira sec¸a˜o falaremos de representac¸a˜o de grupo; con-
ceito esse que sera´ utilizado na demonstrac¸a˜o de alguns resultados na u´ltima
sec¸a˜o. Finalizamos o cap´ıtulo com o estudo das unidades do anel de grupo inte-
gral. O objetivo central da sec¸a˜o sobre unidades e´ caracterizar os grupos finitos
tais que seus ane´is de grupo integral conte´m apenas unidades triviais.
2.1 Conceitos Ba´sicos
Sejam G um grupo (na˜o necessariamente finito) e R um anel com unidade.
Desejamos construir um R-mo´dulo, tendo os elementos de G como base e enta˜o
usar as operac¸o˜es em G e R para definir uma estrutura de anel nele. Para
isso denotamos por RG o conjunto de todas as combinac¸o˜es lineares formais da
forma
α =
∑
g∈G
a(g)g,
ou,
α =
∑
g∈G
agg
onde ag ∈ R e ag 6= 0 apenas para uma quantidade finita de elementos g ∈ G.
Definic¸a˜o 2.1.1. Dado um elemento α =
∑
g∈G
agg ∈ RG, definimos o suporte
de α como sendo o conjunto
supp(α) = {g ∈ G; ag 6= 0} (2.1)
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Dois elementos, α =
∑
g∈G
agg e β =
∑
g∈G
bgg, sa˜o iguais se, e somente se,
ag = bg, ∀g ∈ G
Definimos a soma de dois elementos em RG componente a componente∑
g∈G
agg
+
∑
g∈G
bgg
 = ∑
g∈G
(ag + bg)g (2.2)
e o produto por
αβ =
∑
g,h∈G
agbhgh. (2.3)
De forma equivalente, podemos escrever o produto αβ como
αβ =
∑
u∈G
cuu,
onde
cu =
∑
gh=u
agbh.
Com as operac¸o˜es definidas acima, verifica-se que RG e´ um anel com unidade
1 =
∑
g∈G
ugg, onde o coeficiente correspondente ao elemento neutro do grupo e´
1 e ug = 0 para os demais elementos g ∈ G.
Podemos tambe´m definir um produto de elementos em RG por elementos
λ ∈ R como segue:
λ
∑
g∈G
agg
 = ∑
g∈G
(λag)g. (2.4)
Com isso, RG e´ um R-mo´dulo.
Definic¸a˜o 2.1.2. O conjunto RG, com as operac¸o˜es definidas acima, e´ cha-
mado o Anel de Grupo de G sobre R. No caso em que R e´ comutativo, RG
e´ tambe´m chamado de A´lgebra de Grupo de G sobre R. No caso em que
R = Z, o anel de grupo ZG e´ chamado anel de grupo integral.
Observac¸a˜o 2.1.3. Note que da definic¸a˜o de produto no anel de grupo, segue
que se R e´ comutativo e G e´ abeliano, enta˜o RG e´ comutativo.
As duas aplicac¸o˜es a seguir mostram como R e G podem ser visto no anel
de grupo RG.
Definic¸a˜o 2.1.4. A aplicac¸a˜o i : G→ RG definida por
i(x) =
∑
g∈G
agg,
onde ax = 1 e ag = 0 se g 6= x, e´ chamada incorporac¸a˜o de G em RG. Assim,
podemos considerar o grupo G como um subconjunto de RG.
Tambe´m definimos a aplicac¸a˜o v : R→ RG dada por
v(r) =
∑
g∈G
agg,
onde ae = r e ag = 0 se g 6= e. A aplicac¸a˜o v e´ um monomorfismo de anel e,
portanto, podemos tambe´m considerar R como um subanel de RG.
Ane´is de grupo tambe´m podem ser definidos via propriedade universal.
Teorema 2.1.5. (“Propriedade Universal” para Ane´is de Grupo). Sejam G
um grupo, R e A ane´is comutativos com unidade,
f : G→ A∗,
um homomorfismo de grupos, em que A∗ denota o grupo multiplicativo de A e
φ : R→ A
um homomorfismo de ane´is tal que
f(g)φ(r) = φ(r)f(g),
∀ g ∈ G, ∀ r ∈ R. Enta˜o, existe um u´nico homomorfismo de ane´is
f∗ : RG→ A
que estende f e φ e tal que o seguinte diagrama e´ comutativo
G
f
!!
i // RG
f∗

A
Demonstrac¸a˜o. Dada f : G→ A, considere f∗ : RG→ A definida por:∑
g∈G
agg 7→
∑
g∈G
φ(ag)f(g).
Verificaremos que f∗ e´ um homomorfismo de ane´is.
Dados α =
∑
g∈G
agg, β =
∑
g∈G
bgg e r ∈ R em RG, temos que
f∗(α+ β) = f∗
∑
g∈G
(ag + bg)g

=
∑
g∈G
φ(ag + bg)f(g)
=
∑
g∈G
φ(ag)f(g) +
∑
g∈G
φ(bg)f(g)
=
∑
g∈G
φ(ag)f(g) +
∑
g∈G
φ(bg)f(g)
= f∗(α) + f∗(β)
Ale´m disso,
f∗(αβ) = f∗
 ∑
g,h∈G
agbhgh

=
∑
g,h∈G
φ(agbh)f(gh)
=
∑
g,h∈G
φ(ag)φ(bh)f(g)f(h)
=
∑
g,h∈G
φ(ag)f(g)φ(bh)f(h)
=
∑
g∈G
φ(ag)f(g)
∑
h∈G
φ(bh)f(h)
= f∗(α)f∗(β).
Portanto, f∗ e´ um homomorfismo de ane´is.
Para a unicidade, suponha que exista outra func¸a˜o pi, nas condic¸o˜es do teo-
rema, tal que
pi ◦ i = f.
Para um elemento arbitra´rio α =
∑
g∈G
agg ∈ RG, temos que
pi
∑
g∈G
agg
 = ∑
g∈G
pi(ag)pi(g)
=
∑
g∈G
φ(ag)pi(i(g))
=
∑
g∈G
φ(ag)f(g)
= f∗
∑
g∈G
agg

Observac¸a˜o 2.1.6. No Teorema 2.1.5, se A for uma R-a´lgebra, enta˜o o homo-
morfismo f∗ e´ de R-a´lgebras. Com efeito, sendo A uma R-a´lgebra, tome
φ : R→ A
definida por
r 7→ r · 1A.
Assim, se r ∈ R enta˜o,
f∗
∑
g∈G
ragg
 = ∑
g∈G
φ(rag)f(g)
=
∑
g∈G
(rag) · 1Af(g)
=
∑
g∈G
r(ag · 1A)f(g)
= r
∑
g∈G
(ag · 1A)f(g)
= r
∑
g∈G
φ(ag)f(g)
= rf∗
∑
g∈G
agg
 .
A proposic¸a˜o a seguir mostra que e´ sempre verdade que grupos isomorfos
induzem ane´is de grupos isomorfos. O estudo do problema do isomorfismo, que
e´ um dos objetivos desta dissertac¸a˜o, e´ analisar a rec´ıproca dessa proposic¸a˜o.
Proposic¸a˜o 2.1.7. Seja pi : G → H um isomorfismo entre os grupos G e H.
Enta˜o existe um isomorfismo entre RG e RH, para qualquer anel R.
Demonstrac¸a˜o. Considere pi∗ : RG→ RH definida por
pi∗
∑
g∈G
agg
 = ∑
g∈G
agpi(g).
Verificaremos que pi∗ e´ um homomorfismo de ane´is. Sejam α =
∑
g∈G
agg e
β =
∑
g∈G
bgg, elementos arbitra´rios de RG.
pi∗(α+ β) = pi∗
∑
g∈G
(ag + bg)g
 .
=
∑
g∈G
(ag + bg)pi(g).
=
∑
g∈G
agpi(g) +
∑
g∈G
bgpi(g).
= pi∗(α) + pi∗(β).
Ale´m disso,
pi∗(αβ) = pi∗
 ∑
g,h∈G
agbhgh
 .
=
∑
g,h∈G
agbhpi(gh).
=
∑
g,h∈G
agbhpi(g)pi(h).
=
∑
g∈G
agpi(g)
∑
g∈G
bgpi(g)
 .
= pi∗(α)pi∗(β).
Assim, pi∗ e´ um homomorfismo de ane´is.
Para verificar a injetividade, note que se
∑
g∈G
agg ∈ Ker(pi∗), enta˜o
∑
g∈G
agpi(g) = 0,
ou seja, ag = 0 para todo g ∈ G, o que mostra que
∑
g∈G
agg = 0.
Para a sobrejetividade, dado
∑
h∈H
ahh ∈ RH, tome
∑
h∈H
ahpi
−1(h) ∈ RG, da´ı
pi∗
(∑
h∈H
ahpi
−1(h)
)
=
∑
h∈H
ah(pi ◦ pi−1)(h) =
∑
h∈H
ahh.
Para analisar a rec´ıproca da Proposic¸a˜o 2.1.7, poderemos considerar os iso-
morfismos envolvidos como sendo isomorfismos normalizados. Para definir tais
isomorfismos precisaremos do conceito de aplicac¸a˜o de aumento que e´ definido
a seguir. A aplicac¸a˜o de aumento aparecera´ com frequeˆncia nas demonstrac¸o˜es
dos teoremas desta dissertac¸a˜o.
Proposic¸a˜o 2.1.8. A aplicac¸a˜o  : RG→ R dado por∑
g∈G
agg 7→
∑
g∈G
ag
e´ um homomorfismo de ane´is.
Demonstrac¸a˜o. Sejam α =
∑
g∈G
a(g)g e β =
∑
g∈G
b(g)g elementos arbitra´rios em
RG. Assim,
(α+ β) = 
∑
g∈G
(a(g) + b(g))g

=
∑
g∈G
a(g) + b(g)
=
∑
g∈G
(a(g)) +
∑
g∈G
(b(g))
= (α) + (β).
Ale´m disso,
(αβ) = 
 ∑
g,h∈G
a(g)b(h)gh

=
∑
g,h∈G
a(g)b(h)
=
∑
g∈G
a(g)
(∑
h∈G
b(h)
)
= (α)(β).
Definic¸a˜o 2.1.9. O homomorfismo de ane´is  : RG → R definido acima e´
chamado aplicac¸a˜o de aumento de RG e seu kernel, denotado por ∆(G), e´
chamado de ideal de aumento de RG.
Proposic¸a˜o 2.1.10. O conjunto {g − 1; g ∈ G, g 6= e} e´ uma base de ∆(G)
sobre R.
Demonstrac¸a˜o. Note que se α ∈ Ker() enta˜o ∑
g∈G
ag = 0. Assim, podemos
escrever α na forma:
α =
∑
g∈G
agg −
∑
g∈G
ag =
∑
g∈G
ag(g − 1).
Como todo elemento da forma g − 1 pertence a ∆(G), isso mostra que
{g − 1; g ∈ G, g 6= e} e´ um conjunto de geradores de ∆(G). A independeˆncia
linear desse conjunto segue por argumentos usuais.
Definic¸a˜o 2.1.11. Sejam G e H grupos finitos. Um isomorfismo φ : ZG→ ZH
e´ chamado isomorfismo normalizado se preserva a aplicac¸a˜o de aumento,
ou seja, se para cada elemento α ∈ ZG temos que G(α) = H(φ(α)) (ou,
equivalentemente, se para cada elemento g ∈ G, temos que (φ(g)) = 1)
Observac¸a˜o 2.1.12. Vamos verificar que de fato a condic¸a˜o (φ(α)) = (α) e´
equivalente a (φ(g)) = 1, para cada g ∈ G.
Com efeito, se para cada α ∈ ZG temos que (φ(α)) = (α), enta˜o, em
particular, temos que
1 = (g) = (φ(g)).
Reciprocamente, se (φ(g)) = 1 para cada g ∈ G, enta˜o para cada α =∑
g∈G
agg ∈ ZG, temos que
φ(α) = φ
∑
g∈G
agg
 = ∑
g∈G
agφ(g).
Aplicando  obtemos,
(φ(α)) =
∑
g∈G
ag(φ(g)).
Como (φ(g)) = 1 para cada g ∈ G, segue que
(φ(α)) =
∑
g∈G
ag(φ(g))
=
∑
g∈G
ag
= (α).
Observac¸a˜o 2.1.13. A existeˆncia de um isomorfismo entre ZG e ZH implica
na existeˆncia de um isomorfismo normalizado. De fato, dado um isomorfismo
φ : ZG→ ZH,
defina
ψ : ZG→ ZH
da seguinte forma: para cada elemento α =
n∑
i=1
rigi associamos
ψ(α) =
n∑
i=1
((φ(gi))
−1riφ(α).
(Note que como g e´ invert´ıvel em ZG, enta˜o φ(g) e´ invert´ıvel em ZH. Da´ı segue
1 = (1) = (φ(g)φ−1(g)) = (φ(g))(φ(g)−1),
ou seja, (φ(g)) e´ invert´ıvel em Z.)
Para verificarmos que de fato ψ e´ um isomorfismo normalizado, calculamos
(ψ(g)) para um elemento g ∈ G arbitra´rio. Note que
ψ(g) = (φ(g))−1.1.φ(g),
portanto
(ψ(g)) = (φ(g))−1.1.(φ(g)) = 1.
Finalizamos essa sec¸a˜o com duas propriedades dos ane´is de grupo. Precisa-
remos do seguinte lema:
Lema 2.1.14. (Ver [36] pa´g. 144) Sejam R um anel comutativo com unidade,
A,B e T R-a´lgebras, A
f→ T e B g→ T homomorfismos de R-a´lgebras tais que
f(a)g(b) = g(b)f(a),∀ a ∈ A, ∀ b ∈ B.
Enta˜o, existe um u´nico homomorfismo de R-a´lgebras
ψ : A⊗R B → T
tal que
(a⊗ b) 7→ f(a)g(b),
∀ a ∈ A, ∀ b ∈ B.
Lema 2.1.15. Sejam S, R um ane´is comutativos com unidade, com S uma
R-a´lgebra. Enta˜o,
SG ' S ⊗R RG.
Demonstrac¸a˜o. Considere i : G → SG a inclusa˜o de G em SG e l : R → S
definida por r 7→ r · 1s. Pelo Teorema 2.1.5, existe um u´nico homomorfismo de
R-a´lgebras ψ : RG→ SG que estende i e l. Considere tambe´m
f : S → SG
definida por
s 7→ s · e.
Note que
f(s)ψ(α) = ψ(α)f(s),
∀ s ∈ S, ∀α ∈ RG. Assim, pelo Lema 2.1.14, existe um u´nico homomorfismo de
R-a´lgebras
ψ1 : S ⊗R RG→ SG,
tal que
(s⊗ α) 7→ f(s)ψ(α),
∀ s ∈ S, ∀α ∈ RG.
Por outro lado, defina h : SG→ S ⊗R RG por∑
g∈G
a(g)g 7→
∑
g∈G
(a(g)⊗ g).
Assim definida, h e´ um homomorfismo de R-a´lgebras. Para mostrar que h e´
bijec¸a˜o, verificaremos que ψ1 e´ sua inversa. Com efeito,
ψ1 ◦ h
∑
g∈G
a(g)g
 = ψ1
∑
g∈G
a(g)⊗ g
 .
=
∑
g∈G
f(a(g))ψ(g).
=
∑
g∈G
(a(g) · e)(g · 1s).
=
∑
g∈G
a(g)g.
Ale´m disso,
h ◦ ψ1
s⊗∑
g∈G
a(g)g
 = h
f(s)ψ
∑
g∈G
a(g)g
 .
= h
(s · e)∑
g∈G
l(a(g))i(g)
 .
= h
∑
g∈G
sa(g)g
 .
=
∑
g∈G
(sa(g)⊗ g).
=
∑
g∈G
(s⊗ a(g)g).
= s⊗
∑
g∈G
a(g)g.
Portanto, h ◦ ψ1 = ψ1 ◦ h = id e segue o resultado.
Teorema 2.1.16. Seja R um anel comutativo com unidade, e sejam G e H
grupos. Enta˜o,
R(G×H) ' (RG)H.
Demonstrac¸a˜o. Considere a aplicac¸a˜o f : R(G×H)→ (RG)H, dada por
∑
g∈G, h∈H
agh(g, h) 7→
∑
h∈H
∑
g∈G
aghg
h.
Para verificar que f e´ um homomorfismo de R-a´lgebras, note que se α =∑
g∈G, h∈H
agh(g, h), β =
∑
g′∈G, h′∈H
bg′h′(g
′, h′) e r ∈ R, enta˜o
f(αβ) = f
 ∑
g,g′∈G, h,h′∈H
aghbg′h′(gg
′, hh′)

=
∑
h,h′∈H
 ∑
g,g′∈G
aghbg′h′gg
′
hh′
=
∑
h,h′∈H
∑
g∈G
aghg
∑
g′∈G
bg′h′
hh′

=
∑
h∈H
∑
g∈G
aghg
h
∑
h′∈H
∑
g′∈G
ag′h′g
′
h′

= f
 ∑
g∈G, h∈H
agh(g, h)
 f
 ∑
g′∈G, h′∈H
bg′h′(g
′, h′)

= f(α)f(β).
Ale´m disso,
f(rα+ β) = f
 ∑
g∈G, h∈H
(ragh + bgh)(g, h)

=
∑
h∈H
∑
g∈G
(ragh + bgh)g
h
=
∑
h∈H
∑
g∈G
raghg +
∑
g∈G
bghg
h
=
∑
h∈H
∑
g∈G
raghg
h+ ∑
h∈H
∑
g∈G
bghg
h
=
∑
h∈H
r∑
g∈G
aghg
h+ ∑
h∈H
∑
g∈G
bghg
h
= r
∑
h∈H
∑
g∈G
aghg
h+ ∑
h∈H
∑
g∈G
bghg
h
= rf(α) + f(β).
Definindo g : (RG)H → R(G×H), por
∑
h∈H
∑
g∈G
aghg
h 7→ ∑
g∈G, h∈H
agh(g, h),
uma conta semelhante a anterior mostra que g e´ um homomorfismo deR−a´lgebras
e e´ a inversa de f.
2.2 Ideais de Aumento e Semissimplicidade
Dado um grupo finito G, denotaremos por S(G) o conjunto de todos os
subgrupos de G.
Definic¸a˜o 2.2.1. Para um subgrupo H ∈ S(G) e um anel R com unidade,
denotamos por ∆R(G,H) o ideal a` esquerda de RG gerado pelo conjunto {h −
1; h ∈ H}, isto e´,
∆R(G,H) = {
∑
h∈H
ah(h− 1); ah ∈ RG}.
Lema 2.2.2. Seja H um subgrupo de um grupo G e seja S um conjunto de
geradores de H. Enta˜o, o conjunto {s − 1; s ∈ S} e´ um conjunto de geradores
de ∆R(G,H).
Daremos uma melhor descric¸a˜o de ∆R(G,H), em especial, quando H / G.
Seja Υ = {qi}i∈I um conjunto completo de representantes das classes laterais
a` esquerda de H em G. Enta˜o, cada elemento g ∈ G pode ser escrito de forma
un´ıvoca como g = qihj , onde qi ∈ Υ e hj ∈ H
Proposic¸a˜o 2.2.3. (Ver [1] proposic¸a˜o 3.3.3, pa´g. 135) O conjunto BH =
{q(h− 1); q ∈ Υ, h ∈ H, h 6= e} e´ uma base de ∆R(G,H) sobre R.
Caracterizaremos o ideal ∆R(G,H) no caso em que H e´ subgrupo normal
de G. Omitiremos o sub´ındice R sempre que estiver subentendido o anel a ser
considerado e escreveremos simplesmente ∆(G,H).
Observac¸a˜o 2.2.4. No caso em que H /G, o homomorfismo canoˆnico ω : G→
G/H pode ser estendido para um epimorfismo ω∗ : RG→ R(G/H) tal que
ω∗
∑
g∈G
a(g)g
 = ∑
g∈G
a(g)ω(g).
Proposic¸a˜o 2.2.5. Se H / G, enta˜o Ker(ω∗) = ∆(G,H).
Demonstrac¸a˜o. Cada elemento α ∈ RG pode ser escrito como uma soma finita
α =
∑
i,j
rijqihj onde rij ∈ R, qi ∈ Υ e hj ∈ H.
Se denotarmos por qi a imagem de qi no grupo quociente G/H enta˜o temos
que
ω∗(α) =
∑
i
∑
j
rij
 qi.
Consequentemente, α ∈ Ker(ω∗) se, e somente se, ∑
j
rij = 0 para cada valor de
i. Assim, se α ∈ Ker(ω∗), podemos escrever, adicionando somas de zeros:
α =
∑
i,j
rijqihj
=
∑
i,j
rijqihj −
∑
i
∑
j
rij
 qi
=
∑
i,j
rijqi(hj − 1) ∈ ∆(G,H).
Portanto, Ker(ω∗) ⊂ ∆(G,H). A outra inclusa˜o segue do fato que w∗(h −
1) = w(h)− w(1) = H −H = 0, para todo h ∈ H.
Segue da proposic¸a˜o anterior e do Teorema do Isomorfismo o seguinte co-
rola´rio:
Corola´rio 2.2.6. Seja H um subgrupo normal de G. Enta˜o, ∆(G,H) e´ um
ideal bilateral de RG e
RG
∆(G,H)
' R(G/H).
Esse corola´rio sera´ bastante utilizado nos resultados do cap´ıtulo 3.
Definic¸a˜o 2.2.7. Seja X um subconjunto de um anel de grupo RG. O anulador
a` esquerda de X e´ o conjunto
Annl(X) = {α ∈ RG;αx = 0, ∀x ∈ X}.
Similarmente, define-se o anulador a` direita, denotado por Annr(X).
Definic¸a˜o 2.2.8. Dado um anel de grupo RG e um subconjunto finito X do
grupo G, denotaremos por X̂ o seguinte elemento de RG:
X̂ =
∑
x∈X
x.
Lema 2.2.9. Sejam H um subgrupo de um grupo G e R um anel. Enta˜o o
Annr(∆(G,H)) 6= 0 se, e somente se, H e´ finito. Neste caso, temos
Annr(∆(G,H)) = Ĥ.RG.
Ale´m disso, se H / G, enta˜o o elemento Ĥ e´ central em RG e
Annr(∆(G,H)) = Annl(∆(G,H)) = RG.Ĥ.
Demonstrac¸a˜o. Assumindo queAnnr(∆(G,H)) 6= 0 e tomando α =
∑
g∈G
a(g)g 6=
0 no Annr(∆(G,H)), temos que para cada elemento h ∈ H, (h− 1)α = 0, con-
sequentemente hα = α; isto e´,
α =
∑
g∈G
agg =
∑
g∈G
aghg.
Isso mostra que para cada g0 ∈ supp(α), temos que hg0 ∈ supp(α), ∀h ∈ H.
Como supp(α) e´ finito, segue que H e´ finito.
Note que o argumento acima mostra que sempre que g0 ∈ supp(α), enta˜o o
coeficiente de cada elemento da forma hg0 e´ igual ao coeficiente de g0. Assim,
podemos escrever α na forma:
α = ag0Ĥg0 + · · ·+ agtĤgt = Ĥβ, β ∈ RG
Isto mostra que, se H e´ finito, enta˜o
Annr(∆(G,H)) ⊂ Ĥ.RG.
Para a outra inclusa˜o, basta notar que hĤ = Ĥ, portanto
(h− 1)Ĥ = 0, ∀h ∈ H.
Finalmente, se H / G, para qualquer g ∈ G temos que g−1Hg = H; conse-
quentemente,
g−1Ĥg =
∑
x∈H
g−1xg =
∑
y∈H
y = Ĥ.
Portanto, Ĥg = gĤ, para todo g ∈ G, o que mostra que Ĥ e´ central. Conse-
quentemente,
RG.Ĥ = Ĥ.RG.
Como uma consequeˆncia dos resultados precedentes desta sec¸a˜o, obtemos
condic¸o˜es necessa´rias e suficientes para que um anel de grupo seja semissimples.
Para isso precisaremos dos dois lemas que seguem:
Lema 2.2.10. Seja I um ideal bilateral de um anel R. Suponha que exista um
ideal a` esquerda J , tal que R = I ⊕ J (como R-mo´dulo a` esquerda). Enta˜o,
J ⊂ Annr(I).
Demonstrac¸a˜o. Sejam, x ∈ J e y ∈ I arbitra´rios. Como J e´ um ideal a` esquerda
e I e´ um ideal bilateral, temos que yx ∈ J ∩I = (0). Consequentemente, yx = 0
e x ∈ Annr(I).
Lema 2.2.11. Se o Ideal de aumento ∆(G) e´ um somando direto de RG como
um RG-mo´dulo, enta˜o G e´ finito e |G| e´ invert´ıvel em R.
Demonstrac¸a˜o. Assumindo que ∆(G) e´ um somando direto de RG, existe um
submo´dulo N de RG tal que
RG = ∆(G)⊕N.
Assim, temos pelo Lema 2.2.10 que N ⊂ Annr(∆(G)), portanto Annr(∆(G)) 6=
0 e segue do Lema 2.2.9 que G e´ finito e que
Annr(∆(G)) = Ĝ(RG) = ĜR. (2.5)
Escrevemos
RG = ∆(G)⊕ J
e
1 = e1 + e2
com e1 ∈ ∆(G) e e2 ∈ J . Enta˜o,
1 = (1) = (e1) + (e2),
Como
e1 ∈ ∆(G) = Ker(),
segue que (e1) = 0.
Como J ⊂ Annr(∆(G)), e2 se escreve como e2 = aĜ por 2.5, para algum
a ∈ R. Assim, 1 = a(Ĝ), mas (Ĝ) = |G|, portanto, a|G| = 1, o que mostra
que ordem de G e´ invert´ıvel em R.
Teorema 2.2.12. (Maschke). Seja G um grupo, enta˜o o anel de grupo RG e´
semissimples se, e somente se:
(i) R e´ um anel semissimples.
(ii) G e´ finito.
(iii) |G| e´ invert´ıvel em R.
Demonstrac¸a˜o. Assumimos que RG e´ semissimples. Segue do Corola´rio 2.2.6
que R ' RG
∆(G)
. Como o quociente de um anel semissimples por um ideal e´
tambe´m semissimples, segue imediatamente que R tambe´m e´. A semissimpli-
cidade de RG garante que todo ideal de RG e´ somando direto, em particular,
∆(G) e´ um somando direto. Do Lema 2.2.11 segue as condic¸o˜es (ii) e (iii).
Reciprocamente, assumindo as condic¸o˜es (i), (ii) e (iii) considere M um RG-
submo´dulo de RG. Como R e´ semissimples, RG e´ semissimples como R-mo´dulo,
logo existe um R-submo´dulo N de RG tal que
RG = M ⊕N.
Seja pi : RG → M a projec¸a˜o canoˆnica associada a soma, (ver Teorema
1.2.8). Definimos
pi∗(x) =
1
|G|
∑
g∈G
g−1pi(gx),
para todo x ∈ RG.
Afirmamos que pi∗ cumpre (pi∗)2 = pi∗ e Im(pi∗) = M . Com efeito, como pi∗
e´ um R-homomorfismo, para mostrar que tambe´m e´ um RG-homomorfismo e´
suficiente mostrar que
pi∗(ax) = api∗(x),∀ a ∈ G.
Note que,
pi∗(ax) =
1
|G|
∑
g∈G
g−1pi(gax) =
a
|G|
∑
g∈G
(ga)−1pi((ga)x).
Mas, quando g varia por todos os elementos de G, o produto ga tambe´m varia
por todos os elementos de G, portanto
pi∗(ax) = a
1
|G|
∑
t∈G
t−1pi(tx) = api∗(x).
Como pi e´ projec¸a˜o em M , segue que pi(m) = m,∀m ∈M . Tambe´m, como M
e´ um RG-mo´dulo, temos que gm ∈M para todo g ∈ G. Portanto
pi∗(m) =
1
|G|
∑
g∈G
g−1pi(gm) =
1
|G|
∑
g∈G
g−1gm.
Mas,
∑
g∈G
g−1g =
∑
g∈G
1 = |G|, consequentemente
pi∗(m) =
1
|G|
∑
g∈G
g−1pi(gm) =
1
|G|
∑
g∈G
g−1gm =
1
|G| |G|m = m.
Dado arbitrariamente x ∈ RG, temos pela definic¸a˜o da pi que pi(gx) ∈ M ,
assim pi∗(x) ∈M , pois M e´ um RG-submo´dulo, e segue que Im(pi∗) ⊂M , com
isso
pi∗(pi∗(x)) = pi∗(x),
para todo x ∈ RG.
Finalmente, o fato de que pi∗(m) = m, para todo m ∈ M , mostra que
M ⊂ Im(pi∗). Segue do Teorema 1.2.8 que o RG-submo´dulo M e´ um somando
direto e, portanto, RG e´ semissimples.
Como uma consequeˆncia do teorema acima temos:
Corola´rio 2.2.13. Seja G um grupo finito e seja K um corpo. Enta˜o, KG e´
semissimples se, e somente se, Car(K) - |G|.
Demonstrac¸a˜o. No caso em que R = K, um corpo, temos que K e´ sempre
semissimples e |G| e´ invert´ıvel em K se, e somente se, |G| 6= 0 em K, isto e´, se,
e somente se, Car(K) - |G|.
Finalizamos essa sec¸a˜o apresentando o enunciado da versa˜o generalizada do
importante Teorema de Wedderburn-Artin, com destaque ao item iii) que diz
que uma a´lgebra de grupo, sob certas condic¸o˜es, e´ isomorfa a` uma soma direta
de matrizes complexas. No entanto, para o enfoque da presente dissertac¸a˜o, na˜o
faremos uso do mesmo.
Teorema 2.2.14. (Wedderburn-Artin Generalizado) Seja G um grupo fi-
nito e seja K um corpo tal que char(K) - |G|. Enta˜o:
(i) KG e´ uma soma direta de um nu´mero finito de ideais bilaterais {Bi}
1≤i≤r, as componentes simples de KG
(ii) Qualquer ideal bilateral de KG e´ soma direta de membros da famı´lia
{Bi} 1≤i≤r.
(iii) Cada componente simples Bi e´ isomorfa ao anel de matrizes completas
da forma Mni(Di), onde Di e´ um anel de divisa˜o contendo uma co´pia de K no
seu centro, e isomorfismo
KG
φ' ⊕ri=1Mni(Di)
e´ um isomorfismo de K-a´lgebras.
2.3 Representac¸a˜o de Grupos
Nessa sec¸a˜o trataremos brevemente o conceito de representac¸a˜o de grupos.
Faremos uso desse conceito mais adiante para demonstrar resultados importan-
tes acerca das unidades do anel de grupo integral ZG para G finito.
Definic¸a˜o 2.3.1. Sejam G um grupo finito, R um anel comutativo e V um R-
mo´dulo livre de posto finito. Uma representac¸a˜o de G sobre R, com espac¸o de
representac¸a˜o V , e´ um homomorfismo de grupos T : G→ GL(V ), onde GL(V )
denota o grupo dos R-automorfimos de V . O posto de V e´ chamado grau da
representac¸a˜o T e e´ denotado por grau(T ).
Definic¸a˜o 2.3.2. Sejam G um grupo e R um anel comutativo. Uma repre-
sentac¸a˜o matricial de G sobre R de grau n e´ um homomorfismo de grupos
T : G→ GL(n,R).
Exemplo 2.3.3. Dados um grupo G e um anel comutativo R, a aplicac¸a˜o
T : G→ GL(n,R) que associa para cada elemento de G a matriz identidade em
GL(n,R) e´ chamada de representac¸a˜o trivial de G sobre R de grau n.
Exemplo 2.3.4. Sejam Sn o grupo sime´trico, R um anel comutativo e V um
R-mo´dulo livre de posto finito com base v1, ..., vn. A aplicac¸a˜o
T : Sn → GL(V )
que para cada σ ∈ Sn associa Tσ ∈ GL(V ), tal que Tσ(vi) = vσ(i) e´ chamada
Representac¸a˜o de Permutac¸a˜o. Denotando por A(σ) a matriz associada a`
Tσ na dada base, enta˜o a j-e´sima coluna de A(σ) e´ obtida escrevendo Tσ(vj)
como combinac¸a˜o linear dos elementos da base.
Como Tσ leva um elemento da base em outro elemento da base, temos que os
coeficiente nessa coluna sa˜o todos iguais a zero, exceto para a entrada (σ(j), j),
que e´ igual a 1. Consequentemente, a matriz A(σ) tem exatamente uma entrada
igual a 1 em cada linha e em cada coluna e zero em todas as outras entradas.
Exemplo 2.3.5. A Representac¸a˜o Regular.
Sejam G um grupo finito de ordem n e R um anel comutativo. Desejamos
definir uma representac¸a˜o de G sobre R, tomando como espac¸o de representac¸a˜o,
RG, o anel de grupo de G sobre R. Para isso, definimos a aplicac¸a˜o T : G →
GL(RG) que para cada g ∈ G associa a aplicac¸a˜o linear Tg que atua na base
por multiplicac¸a˜o a` esquerda, isto e´, Tg(gi) = ggi. Para verficar que T e´ um
homomorfismo de grupos, note que
Tgh(y) = (gh)y = g(hy) = TgTh(y),
o que mostra que de fato T e´ uma representac¸a˜o de G. Por argumento ana´logo
ao usado no exemplo anterior, veˆ-se que a matriz de representac¸a˜o correspon-
dente, com respeito a` base G de RG, de cada elemento g ∈ G e´ uma matriz de
permutac¸a˜o.
Observac¸a˜o 2.3.6. Note que Tg(gi) = ggi 6= gi, para todo g diferente do
elemento neutro do grupo G, de modo que a u´nica entrada 1 de cada linha e
cada coluna na˜o ocorre na diagonal principal da matriz de representac¸a˜o para
um elemento g diferente do elemento neutro do grupo.
Exemplo 2.3.7. Como ilustrac¸a˜o podemos calcular essa representac¸a˜o para
um exemplo concreto. Considere G = {e, a, a2}, um grupo c´ıclico de ordem 3,
enumerando seus elementos como
g1 = e, g2 = a, g3 = a
2,
temos que
Ta(g1) = g2, Ta(g2) = g3, Ta(g3) = g1,
Consequentemente, a matriz associada a Ta na base dada e´
ρ(a) =
 0 0 11 0 0
0 1 0

2.4 Unidades do Anel de Grupo Integral
2.4.1 Unidades Triviais
Definica˜o 2.4.1.1. Seja G um grupo. O grupo U(ZG) = {α ∈ ZG; α e´ in-
vert´ıvel } e´ chamado o grupo das unidades de ZG e
U1(ZG) = {α ∈ U(ZG); (α) = 1}
e´ chamado o grupo das unidades normalizadas de ZG.
Proposic¸a˜o 2.4.1.2. U(ZG) = U1(ZG) ∪ (−U1(ZG)).
Demonstrac¸a˜o. De fato, se α e´ uma unidade do anel ZG, enta˜o
1 = (1) = (αα−1) = (α)(α−1)
O que mostra que (α) e´ invert´ıvel em Z, ou seja, (α) = ±1.
Todo elemento g ∈ G e´ uma unidade de ZG com inverso g−1 ∈ G . Os
elementos da forma ±g com g ∈ G sa˜o chamados de unidades triviais de ZG.
Lema 2.4.1.3. Sejam G um grupo finito, K um corpo, ρ uma representac¸a˜o
regular de KG e γ =
∑
g∈G
γ(g)g ∈ KG. Enta˜o, o trac¸o de ρ(γ) e´ dado por
trρ(γ) = |G|γ(e).
Demonstrac¸a˜o. Sabemos que o trρ(γ) independe da base escolhida, assim esco-
lhemos o conjunto G = {g1, g2, ..., gn} como uma K-base de KG e assumindo
que g1 = e. Enta˜o
ρ(γ) = ρ
∑
g∈G
γ(g)g
 = ∑
g∈G
γ(g)ρ(g).
Segue da Observac¸a˜o 2.3.6 que as entradas na diagonal da matriz ρ(γ) sa˜o
todas iguais a zero, portanto trρ(γ) = 0 para todo g 6= e. Como ρ(e) e´ a matriz
identidade, trρ(e) = |G|, temos, portanto,
trρ(γ) = tr
∑
g∈G
γ(g)ρ(g)
 = ∑
g∈G
γ(g)trρ(g) = γ(e)trρ(e) = γ(e)|G|.
Lema 2.4.1.4. Seja γ =
∑
g∈G
γ(g)g uma unidade de ordem finita do anel integral
ZG de um grupo finito G e assuma que γ(e) 6= 0. Enta˜o, γ = γ(e) = ±1.
Demonstrac¸a˜o. Seja |G| = n. Como γ e´ de ordem finita, existe um inteiro m
tal que γm = 1.
Consideraremos a representac¸a˜o regular ρ da a´lgebra do grupo CG e consi-
deraremos ZG como um subanel de CG. Enta˜o,
trρ(γ) = nγ(e)
pelo lema anterior. Como γm = 1, temos que
(ρ(γ))m = ρ(γm) = I.
Segue que ρ(γ) e´ uma ra´ız do polinoˆmio Xm − 1, o qual tem todas as ra´ızes
distintas, assim ρ(γ) e´ diagonaliza´vel. Isto implica que existe uma base de CG
onde a matriz de ρ(γ) e´ diagonal, da forma
A =
 ξ1 . . .
ξn

onde os elementos da diagonal principal sa˜o ra´ızes m-e´simas da unidades, ξmi =
1. Assim, trρ(γ) =
n∑
i=1
ξi. Portanto,
nγ(e) =
n∑
i=1
ξi.
Tomando o valor absoluto, temos
|nγ(e)| = |
n∑
i=1
ξi| ≤
n∑
i=1
|ξi| = n.
Como |nγ(e)| = n|γ(e)| ≤ n, temos que |γ(e)| ≤ 1 e do fato que γ(e) ∈ Z e
γ(e) 6= 0, temos que |γ(e)| = 1 e tambe´m |
n∑
i=1
ξi| =
n∑
i=1
|ξi|. Isso ocorre se, e
somente se, ξ1 = ξ2 = · · · = ξn.1
Portanto, nγ(e) = nξ1 e consequentemente γ(e) = ξ1 = ±1, concluimos
assim, que ρ(γ) = ±I, logo, γ = ±1.
Corola´rio 2.4.1.5. Suponha que γ =
∑
g∈G
γ(g)g e´ uma unidade central de ordem
finita do anel de grupo integral ZG de um grupo finito G. Enta˜o γ e´ da forma
γ = ±g, com g ∈ Z(G).
Demonstrac¸a˜o. Seja γ =
∑
g∈G
γ(g)g de ordem finita m. Seja g0 ∈ G tal que
γ(g0) 6= 0. Enta˜o γg−10 tambe´m e´ de ordem finita, pois γ ∈ Z(ZG) e (γg−10 )α =
1, onde α = o(γ)o(G).
Mais ainda, note que o elemento e na expressa˜o γg−10 e´ obtido na parcela
γ(g0)g0g
−1
0 , de modo que o coeficiente do elemento e em γg
−1
0 e´ γ(g0) 6= 0.
Segue do Lema anterior que γg−10 = ±1, portanto γ = ±g0.
1Lembre que |ξ1 + ξ2| = |ξ1| + |ξ2| implica que existe α ≥ 0 ∈ R tal que ξ1 = αξ2. Como
|ξ1| = |ξ2| = 1, segue que α = 1. O caso geral sai por induc¸a˜o.
Outra consequeˆncia e´ o famoso teorema de Graham Higman.
Teorema 2.4.1.6. Seja A um grupo abeliano finito. Enta˜o o grupo das unidades
de torc¸a˜o de ZA e´ ±A. Em outras palavras, TU(ZA) e´ igual a ±A.
Demonstrac¸a˜o. Como A e´ abeliano, segue que o anel de grupo ZA e´ comutativo,
em particular, cada unidade de ordem finita e´ central. Assim, se γ =
∑
g∈G
γ(g)g
e´ uma unidade de torc¸a˜o, enta˜o, pelo corola´rio anterior, γ = ±g, onde g ∈
Z(A) = A.
2.4.2 Unidades Bic´ıclicas
O objetivo agora e´ definir um tipo especial de unidade afim de obtermos as
classes de grupos G para os quais as unidades de ZG sejam triviais.
Seja R um anel com divisores de zero. Considere x, y ∈ R, ambos diferentes
de zero, tais que xy = 0. Enta˜o, para qualquer t ∈ R o elemento η = ytx satisfaz
η2 = 0. De fato,
η2 = (ytx)(ytx) = (yt)(xy)(tx) = (yt)0(tx) = 0.
Assim, 1 + η e´ uma unidade, pois
(1 + η)(1− η) = 1− η2 = 1.
No caso especial em que R = ZG, um caminho simples para obtermos divisores
de zero e´ considerar um elemente a ∈ G de ordem finita n > 1. Enta˜o a − 1 e´
um divisor de zero, pois
(a− 1)(1 + a+ · · ·+ an−1) = an − 1 = 0.
Portanto, para qualquer outro elemento b ∈ G, no´s podemos construir a unidade
µa,b = 1 + (a− 1)bâ,
onde â = 1 + a+ · · ·+ an−1, onde η := (a− 1)bâ.
Definica˜o 2.4.2.1. Seja a um elemento de ordem finita no grupo G e seja b
outro elemento qualquer de G. A unidade µa,b constru´ıda acima e´ chamada uma
Unidade Bic´ıclica do anel de grupo ZG.
Se a e b comutam, enta˜o µa,b = 1. Desejamos agora decidir quando as
unidades bic´ıclicas sa˜o triviais.
Proposic¸a˜o 2.4.2.2. Sejam g, h elementos de um grupo G com |g| = n <∞.
Enta˜o, a unidade µg,h e´ trivial se, e somente se, h normaliza 〈g〉 e, neste caso,
µg,h = 1
Demonstrac¸a˜o. Assumamos que h normaliza 〈g〉, ou seja
h−1gh = gj
para algum inteiro j. Enta˜o, gh = hgj e como gj ĝ = ĝ, temos que ghĝ = hĝ.
Assim,
µg,h = 1 + (g − 1)hĝ = 1 + ghĝ − hĝ = 1 + ghĝ − ghĝ = 1.
Reciprocamente, Como (µg.h) = 1, existe um elemento x ∈ G tal que
µg,h = x. Assim, temos que
1 + (g − 1)hĝ = x.
Com isso,
1 + h(1 + g + · · ·+ gn−1) = x+ gh(1 + g + · · ·+ gn−1). (2.6)
Se x = 1, enta˜o
h+ hg + · · ·+ hgn−1 = gh+ ghg + · · ·+ ghgn−1. (2.7)
Como h aparece no lado esquerdo da igualdade 2.7, deve tambe´m aparecer no
lado direito. Assim, h = ghgi para algum inteiro i. Portanto,
h−1gh = g−i,
o que mostra que h normaliza 〈g〉.
Agora, suponha por contradic¸a˜o que µg,h = x 6= 1. Segue que h /∈ 〈g〉.
De fato, se tive´ssemos h ∈ 〈g〉, enta˜o hĝ = ĝ o que implicaria, diretamente da
definic¸a˜o, que µg,h = 1.
Como 1 aparece no lado esquerda da igualdade 2.6, ele deve tambe´m aparecer
no lado direito, isto implica que deve existir um inteiro positivo i tal que 1 =
ghgi, o que implica que
h = g−(i+1)
e segue que
h−1gh = gi+1gg−(i+1) = g,
ou seja, g e h comutam, o que da´ ghĝ = hĝ, o que implica, como ja´ visto, que
x = µg,h = 1 e esta contradic¸a˜o conclui a demonstrac¸a˜o
2.4.3 Unidades C´ıclicas de Bass 2
Para introduzir essa outra unidade, φ(n) denotara´ a func¸a˜o φ de Euler. Lem-
bramos tambe´m, que para calcular φ em um inteiro positivo n, basta decompor
n como produto de fatores primos:
n = pn11 · · · pntt .
Assim, temos que
φ(n) = pn1−11 (p1 − 1) · · · pnt−1t (pt − 1).
2Definida por Hyman Bass em [30]
Esta fo´rmula e´ frequentemente escrita como
φ(n) = n
∏
p|n
(
1− 1
p
)
,
cuja deduc¸a˜o segue do fato da func¸a˜o φ de Euler ser multiplicativa para termos
primos entre si e φ(pk) = pk − pk−1.
Uma importante propriedade dessa func¸a˜o e´ dada pelo Teorema de Euler:
Teorema 2.4.3.1. Se i e n sa˜o relativamente primos enta˜o, iφ(n) ≡ 1 (modn).
Definica˜o 2.4.3.2. Seja g um elemento de ordem n em um grupo G. Uma
Unidade Cı´clica de Bass e´ um elemento do anel de grupo ZG da forma:
µi = (1 + g + · · ·+ gi−1)φ(n) + 1− i
φ(n)
n
ĝ,
onde i e´ um inteiro tal que 1 < i < n− 1 e (i, n) = 1.
O elemento µi e´ de fato uma unidade cujo inverso e´ da forma:
µ = (1 + g + · · ·+ gi(k−1))φ(n) + 1− k
φ(n)
n
ĝ,
onde k e´ um inteiro tal que 1 < k < n e n | (1− ik). Para uma demonstrac¸a˜o o
leitor pode consultar [5] pa´gina 22, ou [1] pa´gina 239. Ambas as demonstrac¸o˜es
utilizam o conceito de Z-ordem.
A proposic¸a˜o seguinte da´ condic¸o˜es para que uma unidade c´ıclida de Bass
seja na˜o trivial. A demonstrac¸a˜o usa alguns argumentos aritme´ticos.
Proposic¸a˜o 2.4.3.3. Seja g um elemento de ordem n em um grupo finito G e
seja i um inteiro tal que 1 < i < n e (i, n) = 1. Se i 6≡ ±1 (modn), enta˜o a
unidade c´ıclica de Bass
µ = (1 + g + · · ·+ gi−1)φ(n) − 1− i
φ(n)
n
ĝ
na˜o e´ trivial.
Demonstrac¸a˜o. Suponha, por absurdo, que µ e´ trivial. Como o suporte de µ so´
conte´m poteˆncias de g, se µ e´ trivial deve existir um inteiro positivo j tal que
µ = gj . Seja m = φ(n). Assim,
(1 + g + · · ·+ gi−1)m − 1− i
m
n
ĝ = gj . (2.8)
Multiplicando ambos os lados em 2.8 por (1− g)m, obtemos
(1− gi)m − (1− g)
m(1− im)
n
ĝ = (1− g)mgj , (2.9)
pois
(1− g)m(1 + g + · · ·+ gi−1)m = [(1− g)(1 + g + · · ·+ gi−1)]m
= (1− gi)m.
Ale´m disso, note que gĝ = ĝ, ou seja, (1− g)ĝ = 0. Em particular,
(1− g)mĝ = 0.
Com isso, de 2.9 obtemos que
(1− gi)m = (1− g)mgj . (2.10)
Assim, aplicando o binoˆmio de Newton em ambos os lados de 2.10 segue a
igualdade
1−mgi+
(
m
2
)
g2i+· · ·+(−1)mgim = gj−mgj+1+
(
m
2
)
gj+2+· · ·+(−1)mgj+m.
(2.11)
Como 1 < i < n, segue que n > 2, logo m = φ(n) e´ par. Da hipo´tese de
i 6≡ ±1 (modn) segue n > 4 e, portanto, m > 2.
Como as poteˆncias de g no primeiro membro da igualdade 2.11 sa˜o todas di-
ferentes, resulta que o elemento neutro do grupo G aparece efetivamente nesse
membro, com coeficiente igual a 1. Logo, deve aparecer tambe´m no segundo
membro e tambe´m com coeficiente igual a 1. Temos, portanto, duas possibili-
dades: gj = e ou gj+m = e.
Consideremos o caso em que gj = e.
Comparando os elementos de ambos os membros em 2.11 que teˆm coeficiente
igual a m segue que
gi = gj+1, ou gi = gj+m−1,
(referente ao termo que acompanha
(
m
1
)
e
(
m
m−1
)
). Como estamos assumindo
que gj = e, temos que
gi = g ou gi = gm−1 (2.12)
No entanto, nossa hipo´tese sobre i implica que a primeira possibilidade em
2.12 na˜o pode ocorrer, uma vez que gi−1 = e implicaria i ≡ 1(modn). Logo
deve ocorrer
gi = gm−1.
Isso implica que
g2i = g2m−2.
Comparando os elementos com coeficientes
(
m
2
)
devemos ter
g2i = g2m−2 = gj+2 = g2,
ou
g2i = g2m−2 = gj+m−2 = gm−2,
uma vez que
(
m
m−2
)
=
(
m
2
)
. Mas, a segunda opc¸a˜o na˜o ocorre, pois se tive´ssemos
g2m−2 = gm−2 (2.13)
dever´ıamos ter, multiplicando ambos os lados de 2.13 por g−(m−2),
gm = g2m−2g−(m−2) = gm−2g−(m−2) = e.
Com isso, ter´ıamos
gm = e,
o que implicaria que n | m, o que e´ uma contradic¸a˜o.
Portanto,
g2m−2 = g2,
e segue desta igualdade que
g2m−4 = e,
logo, n | 2m− 4.
Afirmamos que n = 2m − 4. Com efeito, como 2 < m < n, temos que
2m− 4 > 0, assim, como n | 2m− 4, ∃ k ∈ N tal que 2m− 4 = kn. Suponha por
absurdo que k > 1. Como m = φ(n), podemos escrever
2n
∏
p|n
(
1− 1
p
)
− 4 = kn. (2.14)
Chamando de pi :=
∏
p|n
(
1− 1
p
)
, temos que pi < 1 e como k > 1, enta˜o
2n ≤ kn. Portanto, segue de 2.14 que
2n ≤ kn = 2npi − 4 ≤ 2n− 4,
o que e´ um absurdo, logo devemos ter k = 1, portanto
n = 2m− 4.
Assim, n e´ par e tem-se que m = φ(n) ≤ n
2
. Como m =
n+ 4
2
>
n
2
temos
uma contradic¸a˜o.
No caso em que gj+m = 1, comparando novamente termos com coeficiente
igual a m em ambos os membros da igualdade, temos
gi = gj+1 = gj+m+1−m = g1−m
ou
gi = gj+m−1 = g−1.
Como nossa hipo´tese sobre i implica que o segundo caso na˜o ocorre, devemos
ter
gi = g1−m,
o que implica que
g2i = g2−2m 6= g2−m,
pelo argumento em 2.13. Logo, comparando os termos que teˆm coeficientes igual
a
(
m
2
)
segue que g2i = g−2. Assim,
g2−2m = g−2.
Com isso, g4−2m = (g−1)2m−4 = e, ou seja, n | 2m − 4. O que gera uma
contradic¸a˜o, como visto anteriormente.
2.4.4 Ane´is de Grupo Contendo Somente Unidades Trivi-
ais
Usaremos os resultados obtidos sobre unidades bic´ıclicas e unidades c´ıclicas
de Bass para caracterizar os grupos para os quais seu anel de grupo integral
conte´m somente unidades triviais.
Lembramos que uma unidade trivial de ZG e´ um elemento da forma ±g com
g ∈ G, em outras palavras, se G e´ um grupo tal que todas as unidades de ZG
sa˜o triviais, enta˜o U(ZG) = G∪ (−G). Esta condic¸a˜o pode ser reformulada em
termos das unidades normalizadas como U1(ZG) = G.
A proposic¸a˜o seguinte mostrara´, em particular, que se G e´ um grupo finito
tal que ZG conte´m apenas unidades triviais, enta˜o todos os subgrupos de G sa˜o
normais.
Proposic¸a˜o 2.4.4.1. Seja G um grupo de torc¸a˜o tal que U1(ZG) = G. Enta˜o,
cada subgrupo de G e´ normal.
Demonstrac¸a˜o. Note que e´ suficiente provar que todo subgrupo c´ıclico de G
e´ normal em G. Com efeito, sejam N um subgrupo de G, n ∈ N e g ∈ G.
Supondo que 〈n〉 / G, temos que gng−1 = nj ∈ N, pois N e´ subgrupo. Logo,
pela arbitrariedade do elemento n, segue gNg−1 = N, ∀g ∈ G, ou seja N / G.
Dito isto, suponha por contradic¸a˜o que exista um subgrupo c´ıclico 〈g〉 que
na˜o seja normal. Enta˜o, existe h ∈ G tal que h−1gh /∈ 〈g〉, em particular,
h na˜o normaliza 〈g〉, segue da proposic¸a˜o 2.4.2.2 que a unidade bic´ıclica u =
1 + (1− g)hĝ na˜o e´ trivial. Contradic¸a˜o.
E´ bem conhecido que se um grupo G e´ abeliano, enta˜o todos os seus subgru-
pos sa˜o normais. A rec´ıproca e´ falsa, e os grupos de torc¸a˜o na˜o abelianos tais que
todos os seus subgrupos sa˜o normais sa˜o chamados Grupos Hamiltonianos.
Eles sa˜o da forma:
G = K8 × E ×A, (2.15)
(ver Teorema 1.8.5 em [1]) onde E e´ um 2-grupo abeliano elementar, isto e´,
cada elemento a 6= e tem ordem 2, A e´ um grupo abeliano cujos elementos teˆm
ordem impar e K8 e´ o grupo quate´rnio de ordem 8:
K8 = 〈a, b; a4 = 1, a2 = b2, bab−1 = a−1〉.
Mostraremos que a classe dos grupos Hamiltonianos para os quais as unida-
des do seu anel de grupo integral sa˜o trivias, sa˜o os 2-grupos Hamiltonianos.
Observac¸a˜o 2.4.4.2. Um grupo Hamiltoniano finito e´ um 2-grupo se, e so-
mente se, A = {e}.
Lema 2.4.4.3. Sejam G um grupo tal que as unidades de ZG sa˜o triviais e C2
um grupo c´ıclico de ordem 2. Enta˜o, as unidades de Z(G × C2) tambe´m sa˜o
triviais.
Demonstrac¸a˜o. Seja C2 = {e, a}. Pelo Teorema 2.1.16, temos que
Z(G× C2) ' (ZG)C2.
Assim, um elemento em Z(G × C2) pode ser escrito da forma u = α + βa com
α, β ∈ ZG. Supondo que u e´ uma unidade, existe u−1 = γ + δa tal que
(α+ βa)(γ + δa) = (αγ + βδ) + (αδ + βγ)a = 1.
Enta˜o,
(αδ + βγ) = 0
(αγ + βδ) = 1.
Portanto, temos que
(α+ β)(γ + δ) = (αδ + βγ) + (αγ + βδ) = 1
e tambe´m
(α− β)(γ − δ) = (αγ + βδ)− (αδ + βγ) = 1.
Com isso, temos que α+ β e α− β sa˜o unidades em ZG, as quais por hipo´tese
sa˜o triviais. Assim, existem g1, g2 ∈ G tais que
α+ β = ±g1, α− β = ±g2.
Consequentemente,
2α = (α+ β) + (α− β) = ±g1 ± g2,
logo
α =
1
2
(±g1 ± g2).
Como os coeficientes de α sa˜o nu´meros inteiros, segue que g1 = ±g2. Assim,
umas das duas opc¸o˜es se verifica:
α+ β = α− β = ±g1
ou
α+ β = −(α− β) = ±g1.
No primeiro caso, temos que α = ±g1 e β = 0 e no segundo caso, temos que
β = ±g1 e α = 0. Em ambos os casos temos que u e´ trivial.
Lema 2.4.4.4. As unidades do anel ZK8 sa˜o triviais.
Demonstrac¸a˜o. Lembramos queK8 = {1, a, b, ab, a2, a3, a2b, ab3}, portanto cada
elemento α ∈ ZK8 e´ da forma
α = x0 + x1a+ x2b+ x3ab+ y0a
2 + y1a
2b+ y2a
2b+ y3ab
3,
xi, yi ∈ Z, 0 ≤ i ≤ 3.
Agora, consideramos o anel de quate´rnios integral; isto e´, o anel
H = {m0 +m1i+m2j +m3k; mt,∈ Z, 0 ≤ t ≤ 3}.
Temos que as unidades de H sa˜o ±1, ±i, ±j, ±k(ver Exemplo 2.1.8 em [1]).
Considere o epimorfismo φ : ZK8 → H, dado por
α 7→ (x0 − y0) + (x1 − y1)i+ (x2 − y2)j + (x3 − y3)k.
Se α e´ uma unidade em ZK8, enta˜o φ(α) e´ uma unidade em H. Assim, para
algum 0 ≤ r ≤ 3,
xr − yr = ±1
xs − ys = 0 se s 6= r.
Segue das operac¸o˜es do grupo que a2 ∈ Z(K8). Do fato de K8 na˜o ser abeliano,
tem-se que
|Z(K8)| 6= 8
e tambe´m
|Z(K8)| 6= 4,
pois o centro de um grupo na˜o tem ı´ndice primo (ver [4] Proposic¸a˜o V.4.8; pa´g.
140).
Como as poss´ıveis ordens para o centro de K8 sa˜o 8, 4, 2 ou 1 pelo Teorema
de Lagrange, e como
a2 ∈ Z(K8),
segue que
Z(K8) = 〈a2〉,
cuja ordem e´ 2, ou seja, ∣∣∣∣ K8Z(K8)
∣∣∣∣ = 4.
Como K8 na˜o e´ abeliano,
K8
Z(K8)
na˜o e´ c´ıclico (ver [4] Proposic¸a˜o V.4.8; pa´g. 140), o que implica que
K8
Z(K8)
 C4
portanto,
K8
Z(K8)
' C2 × C2,
onde C2 e´ um grupo c´ıclico de ordem 2. Logo,
K8
〈a2〉 ' C2 × C2.
Sejam g a imagem de g ∈ K8 pelo homomorfismo canoˆnico de K8 em K8〈a2〉 e
ψ : ZK8 → Z
(
K8
〈a2〉
)
a extensa˜o do homomorfismo canoˆnico para ZK8 (ver Observac¸a˜o 2.2.4).
Temos, portanto,
ψ(α) = (x0 + y0) + (x1 + y1)a+ (x2 + y2)b+ (x3 + y3)ab.
Segue do Lema 2.4.4.3 que as unidades de Z(C2 × C2), logo de Z
(
K8
〈a2〉
)
, sa˜o
triviais. Portanto, para algum ı´ndice j, 0 ≤ j ≤ 3, devemos ter
xj + yj = ±1
xk + yk = 0 se k 6= j.
Como os coeficientes sa˜o inteiros temos que r = j e
xr = ±1, yr = 0, xs = ys = 0 se s 6= r,
ou
xr = 0, yr = ±1, xs = ys = 0 se s 6= r.
Em ambos os casos temos que α e´ uma unidade trivial de ZK8 .
Segue dos dois lemas precedentes o seguinte teorema:
Teorema 2.4.4.5. Seja G um 2-grupo Hamiltoniano. Enta˜o, as unidades de
ZG sa˜o triviais.
Demonstrac¸a˜o. Como G e´ um 2-grupo Hamiltoniano, enta˜o G e´ da forma G =
K8 × E por 2.15. Pelo teorema fundamental dos grupos abelianos finitos, E
pode ser escrito como produto direto de subgrupos c´ıclicos de ordem 2. Pelo
Lema 2.4.4.4, as unidades de ZK8 sa˜o triviais, assim aplicando sucessivamente
o Lema 2.4.4.3 uma quantidade finita de vezes, obtemos que as unidades de ZG
sa˜o triviais.
No Teorema 2.4.4.1 vimos que se um grupo de torc¸a˜o e´ tal que as unida-
des de seu anel de grupo integral sa˜o triviais, enta˜o esse grupo e´ abeliano ou
Hamiltoniano. O teorema a seguir e´ um refinamento do Teorema 2.4.4.1.
Teorema 2.4.4.6. Seja G um grupo de torc¸a˜o tal que U1(ZG) = G. Enta˜o,
G ou e´ um grupo abeliano de expoente3 igual a 1, 2, 3, 4 ou 6 ou um 2-grupo
Hamiltoniano.
Demonstrac¸a˜o. Suponha que G e´ abeliano. Supondo por contradic¸a˜o que o
expoente de G e´ diferente de 1, 2, 3, 4 ou 6, enta˜o, G conte´m um elemento de
ordem n tal que n = 5 ou n > 6. Em ambos os casos temos que φ(n) > 2, em
que φ denota a func¸a˜o de Euler. Assim, a demonstrac¸a˜o da Proposic¸a˜o 2.4.3.3
mostra que G conte´m uma unidade c´ıclica de Bass na˜o trivial. O que e´ uma
contradic¸a˜o.
No caso em que G e´ Hamiltoniano, lembrando que G = K8×E×A, supondo
por contradic¸a˜o que G na˜o e´ um 2-grupo, enta˜o G conte´m um elemento x ∈ A
de ordem p > 2. Enta˜o, o elemento g = ax tem ordem n = 4p, onde a e´ um dos
geradores de K8 de ordem 4, e, novamente, temos que φ(n) > 2, assim tambe´m
neste caso G conte´m uma unidade c´ıclica de Bass na˜o trivial.
3Menor inteiro positivo n tal que gn = e, ∀ g ∈ G.
Observac¸a˜o 2.4.4.7. Vale a rec´ıproca do Teorema 2.4.4.6 (Ver [1] Teorema
8.2.6 pa´g.245.)
Cap´ıtulo 3
O Problema do Isomorfismo
No presente cap´ıtulo estudaremos o problema do isomorfismo com eˆnfase
em ane´is de grupo integral. Todos os isomorfismos entre ane´is de grupo integral
que aparecera˜o sera˜o de Z-a´lgebras. Tal problema questiona se grupos na˜o
isomorfos poderiam determinar ane´is de grupo isomorfos. A resposta desse
questionamente esta´ intimamente ligada ao anel em que se esta´ trabalhando.
O ambiente mais simples para se exibir grupos na˜o isomorfos, com a´lgebras de
grupo isomorfas, e´ quando trabalhamos com o corpo dos complexos. Veremos na
Sec¸a˜o 3.1 que grupos abelianos finitos na˜o sa˜o determinados por suas a´lgebras
de grupo sobre o corpo dos complexos. No entanto, S. Perlis e G. Walker [8]
provaram que grupos abelianos finitos sa˜o determinados por seus ane´is de grupo
sobre o corpo dos racionais.
Para ane´is de grupo integral foi formulada a seguinte conjectura, atualmente
conhecida como (ISO): Se G e H sa˜o dois grupos tais que
ZG ' ZH,
enta˜o G ' H.
Higman [7] demonstrou que grupos abelianos finitos e 2-grupos Hamiltoni-
anos finitos sa˜o determinados por seus ane´is de grupo integral. Outros autores
dedicaram-se a essa questa˜o demonstrando a veracidade dessa conjectura em
alguns outros casos particulares, como dito na introduc¸a˜o desta dissertac¸a˜o.
Este cap´ıtulo esta´ dividido da seguinte forma: na primeira sec¸a˜o, mostra-
remos que grupos abelianos finitos na˜o sa˜o determinados por suas a´lgebras de
grupo sobre o corpo dos complexos, isto e´, exibiremos dois grupos, G e H, abe-
lianos de mesma ordem, na˜o isomorfos, pore´m com CG ' CH. Este resultado
mostra que o problema do isomorfismo, em sua generalidade, tem resposta ne-
gativa. No entanto, dada a dificuldade para apresentar um contraexemplo no
caso em que o anel dos coeficientes e´ o anel dos inteiros, acreditava-se que a
conjectura ISO fosse verdadeira. A conjectura foi demonstrada em alguns casos
particulares e ficou em aberto ate´ 2001, quando foi apresentado um contrae-
xemplo, devido a Martin Hertweck [6]. Esse contraexemplo sera´ apresentado no
Cap´ıtulo 4.
A partir da Sec¸a˜o 3.2 demonstraremos a conjectura ISO em alguns casos
particulares. Para os resultados deste cap´ıtulo estamos seguindo principalmente:
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na Sec¸a˜o 3.1 o artigo [5], nas Sec¸o˜es 3.2, 3.3 e 3.4, o livro [1], e na Sec¸a˜o 3.5 os
artigos [3] e [2].
3.1 A´lgebras de Grupo Abeliano
Consideremos primeiro o caso em que G = 〈a | an = 1〉 e´ um grupo c´ıclico de
ordem n e seja K um corpo tal que car(K) - n. Considere a func¸a˜o ψ : K[X]→
KG dada por:
ψ(f(x)) 7→ f(a).
ψ e´ um homomorfismo sobrejetor de ane´is, logo,
KG ' K[X]
Ker(ψ)
.
Como K[X] e´ um domı´nio de ideais principais, Ker(ψ) e´ o ideal gerado pelo
polinoˆmio moˆnico f0, de grau mı´nimo, que tem a como raiz. Neste isomorfismo
o elemento a corresponde com a classe X + (f0).
Como an = 1, segue que Xn − 1 ∈ Ker(ψ). Note tambe´m que se f(x) =
r∑
i=1
αiX
i e´ um polinoˆmio de grau r < n temos que f(a) 6= 0, porque os ele-
mentos {1, a, · · · , ar} sa˜o linearmente independentes sobre K, (lembre-se que
da definic¸a˜o de anel de grupo o grupo G e´ uma base para KG). Com isso,
qualquer elemento no Ker(ψ) e´ mu´ltiplo de Xn − 1. Assim,
Ker(ψ) = (Xn − 1).
Seja
Xn − 1 = f1f2 · · · ft
a decomposic¸a˜o de F (X) = Xn−1 como produto de polinoˆmios irredut´ıveis em
K[X].
Como estamos na hipo´tese de Car(K) - n, este polinoˆmio e´ separa´vel em
K[X], pois como n 6= 0 em K, F ′(X) = nXn−1 = 0 se, e somente se, X = 0.
Assim, todas as ra´ızes de F (X) sa˜o simples, portanto fi 6= fj , se i 6= j.
Como os polinoˆmio f1, f2, · · · , ft, sa˜o irredut´ıveis em K[X], segue que estes
sa˜o dois a dois primos entre si, portanto coprimos. Pelo Teorema Chineˆs do
Resto, podemos escrever:
KG ' K[X]
(f1)
⊕ · · · ⊕ K[X]
(ft)
.
Seja ζi uma ra´ız de fi em alguma extensa˜o de K, 1 ≤ i ≤ t. Enta˜o, temos
que
K[X]
(fi)
' K[ζi]. Consequentemente:
KG ' K(ζ1)⊕ · · · ⊕K(ζt).
Como todos os elementos ζi, 1 ≤ i ≤ t, sa˜o ra´ızes de Xn − 1, isso mostra que
KG e´ isomorfo a uma soma direta de extenso˜es de K por ra´ızes da unidade.
Neste isomorfismo, o elemento a corresponde ao elemento (ζ1, ζ2, · · · , ζt).
Se K = C, o corpo dos nu´meros complexos, enta˜o todo polinoˆmio irredut´ıvel
de C[X] e´ de primeiro grau e todos os quocientes da forma
C[X]
(fi)
sa˜o isomorfos
a C, de modo que, se G e´ c´ıclico de ordem n, enta˜o:
CG ' C⊕ · · · ⊕ C︸ ︷︷ ︸
n vezes
.
Desejamos estender o resultado acima para grupos abelianos em geral. Lem-
bramos que se G e´ um grupo que pode ser escrito como produto direto de dois
subgrupos, G = H × N , e K e´ um corpo qualquer, enta˜o do Teorema 2.1.16
temos que
K(H ×N) ' (KH)N.
Observamos tambe´m que se R e´ um anel que e´ soma direta de uma famı´lia
finita de ane´is, R = ⊕i∈IRi, tem-se que:
RG ' ⊕i∈I(RiG).
Proposic¸a˜o 3.1.1. Seja G um grupo abeliano de ordem finita n. Enta˜o:
CG ' C⊕ · · · ⊕ C︸ ︷︷ ︸
n vezes
,
como C-a´lgebras.
Demonstrac¸a˜o. Como G e´ abeliano, podemos escrever G = G1× · · · ×Gt, onde
cada Gi e´ um grupo c´ıclico, 1 ≤ i ≤ t. Demonstraremos por induc¸a˜o em t.
Se t = 1, enta˜oG e´ c´ıclico e neste caso o resultado ja´ foi obtido anteriormente.
Suponha que o resultado seja va´lido para um grupo que seja produto direto
de t− 1 grupos c´ıclicos.
Escrevendo G = (G1 × · · · ×Gt−1)×Gt temos que:
CG = C((G1 × · · · ×Gt−1)×Gt).
' (C(G1 × · · · ×Gt−1))Gt.
' (C⊕ · · · ⊕ C)Gt.
' CGt ⊕ · · · ⊕ CGt.
Como Gt e´ c´ıclico, CGt e´ soma direta de co´pias de C, isto mostra que CG e´
soma direta de co´pias de C. Como a dimensa˜o de CG como C-espac¸o vetorial e´
precisamente n = |G|, segue que o nu´mero de somandos diretos e´ igual a n.
O corola´rio a seguir vale mais geralmente para qualquer corpo K contendo
uma raiz primitiva da unidade de ordem n, tal que Car(K) - n, (ver [1] Sec¸a˜o
3.5.)
Corola´rio 3.1.2. Sejam G e H dois grupos abelianos de mesma ordem n, enta˜o
CG ' CH.
Demonstrac¸a˜o. Basta observar que
CG ' C⊕ · · · ⊕ C︸ ︷︷ ︸
n vezes
' CH.
Como na˜o e´ dif´ıcil exibir grupos abelianos de mesma ordem que na˜o sa˜o
isomorfos, por exemplo, Z4 e Z2 × Z2, o corola´rio acima mostra que
CZ4 ' C(Z2 × Z2).
Assim, o problema do isomorfismo tem resposta negativa sobre o corpo dos
complexos.
O restante desde cap´ıtulo e´ dedicado a apresentar algumas das classes para
os quais a conjectura (ISO) tem resposta positiva.
3.2 Grupos Abelianos e 2-grupos Hamiltonianos
Voltaremos nossa atenc¸a˜o para o caso que o anel dos coeficientes e´ o anel
dos inteiros.
O motivo para concentrarmos nessa questa˜o segue da seguinte:
Proposic¸a˜o 3.2.1. Sejam G e H dois grupos tais que ZG ' ZH. Enta˜o,
RG ' RH para qualquer anel R comutativo com unidade (como R-a´lgebras).
Demonstrac¸a˜o. Assuma que G e H sa˜o grupos tais que ZG θ→ ZH e´ um iso-
morfismo. Sendo R um anel comutativo com unidade, R pode ser visto como
Z-mo´dulo com a estrutura dada por nr = r + · · ·+ r︸ ︷︷ ︸
n vezes
.
Considere
i : G→ RG
a inclusa˜o de G em RG e considere
z : Z→ RG
definida por
n 7→ n · 1r.
Como rg = gr em RG, ∀ r ∈ R ∀ g ∈ G, temos que
i(g)z(n) = z(n)i(g),
∀ n ∈ Z ∀ g ∈ G. Assim, pelo Teorema 2.1.5, existe um u´nico homomorfismo de
Z-a´lgebras
ψ : ZG→ RG
que estende i e z.
Considere tambe´m
v : R→ RG
a inclusa˜o de R em RG. Note que,
v(r)ψ(α) = ψ(α)v(r),
∀ r ∈ R ∀ α ∈ ZG. Segue do Lema 2.1.14 que existe um u´nico homomorfismo
de Z-a´lgebras
f : R⊗Z ZG→ RG
tal que
(r ⊗ α) 7→ v(r)ψ(α),
∀ r ∈ R ∀ α ∈ ZG.
A identificac¸a˜o natural de G e R em R⊗Z ZG, nos permite, via propriedade
universal (Teorema 2.1.5), definir um homomorfismo de Z-a´lgebras
h : RG→ R⊗Z ZG
tal que ∑
ag∈G
agg 7→
∑
ag∈G
(ag ⊗ g).
Afirmamos que h e f sa˜o inversas uma da outra. De fato,
h ◦ f
r ⊗ ∑
bg∈G
bgg
 = h
r · e ∑
bg∈G
(bg · 1r)g

= h
∑
bg∈G
r(bg · 1r)g

=
∑
bg∈G
(r(bg · 1r)⊗ g)
=
∑
bg∈G
(r ⊗ bgg)
= r ⊗
∑
bg∈G
bgg
Ale´m disso,
f ◦ h
∑
ag∈G
agg
 = f
∑
ag∈G
(ag ⊗ g)

=
∑
ag∈G
(v(ag)ψ(g))
=
∑
ag∈G
(ag · e)(g · 1r)
=
∑
ag∈G
agg.
Portanto, temos que
R⊗Z ZG ' RG. (3.1)
Analogamente, mostra-se que
R⊗Z ZH ' RH. (3.2)
Denotemos por ĥ o isomorfismo 3.2.
Para mostrar que R⊗Z ZG ' R⊗Z ZH, considere
l1 : ZG→ R⊗Z ZH,
definida por
α 7→ (1⊗ θ(α))
e considere
l2 : R→ R⊗Z ZH
definida por
r 7→ (r ⊗ 1).
Com essas definic¸o˜es, l1 e l2 sa˜o homomorfismos de Z-a´lgebras. Note tambe´m
que
(1⊗ θ(α))(r ⊗ 1) = (r ⊗ θ(α)) = (r ⊗ 1)(1⊗ θ(α)).
Assim, pelo Lema 2.1.14 existe um u´nico homomorfismo de Z-a´lgebras
L1 : R⊗Z ZG→ R⊗Z ZH
tal que
(r ⊗ α) 7→ l1(α)l2(r),
∀ α ∈ ZG, ∀ r ∈ R.
Por uma construc¸a˜o ana´loga, existe um u´nico homomorfismo de Z-a´lgebras
L2 : R⊗Z ZH → R⊗Z ZG
tal que
(r ⊗ β) 7→ (r ⊗ θ−1(β)).
Assim constru´ıdas, L1 e L2 sa˜o inversas uma da outra. Portanto,
R⊗Z ZG ' R⊗Z ZH. (3.3)
Segue de 3.1, 3.2 e 3.3 que
RG
h' R⊗Z ZG L1' R⊗Z ZH ĥ' RH,
como Z-a´lgebras. Para verificar que tal isomorfismo e´ R-a´lgebras basta notar
que a composta
(ĥ ◦ L1 ◦ h) : RG→ RH
e´ dada por ∑
g∈G
agg 7→
∑
g∈G
agθ(g)
a qual, para s ∈ R e α ∈ RG, satisfaz
(ĥ ◦ L1 ◦ h)(sα) = s(ĥ ◦ L1 ◦ h)(α).
No que segue, sempre que nos referirmos a a´lgebras de grupo isomorfas,
suporemos, sem perda de generalidade, pela Definic¸a˜o 2.1.11, que existe um
isomorfismo normalizado.
Observac¸a˜o 3.2.2. Suponha que G e H sa˜o grupos finitos e seja φ : ZG→ ZH
um isomorfismo normalizado. Se φ(g) ∈ H para cada elemento g ∈ G enta˜o a
restric¸a˜o φ|G fornece um isomorfismo entre G e H. Foi exatamente essa te´cnica
empregada por Higman em [7] para mostrar que grupos abelianos finitos e 2-
grupos Hamiltonianos sa˜o determinados por seus ane´is de grupo integral. A
principal dificuldade e´ que, em geral, na˜o parecem ter motivos para que isso
acontec¸a. No entanto, alguns fatos sa˜o conhecidos, por exemplo, se a ordem
|G| = n, enta˜o gn = 1 em ZG, para todo g ∈ G, e segue que, φ(g)n = 1. Isto
mostra que φ(g), g ∈ G, e´ sempre um elemento invert´ıvel de ordem finita em
ZH.
Teorema 3.2.3. Sejam G grupo finito, H outro grupo e θ um isomorfismo de
Z-a´lgebras entre ZG e ZH. Enta˜o, θ(G) e´ uma base para ZH sobre Z.
Demonstrac¸a˜o. Podemos escrever o grupo G como G = {g1, g2, . . . , gn}. Para
verificar que o conjunto {θ(gi) | i = 1, . . . , n} e´ LI sobre Z, considere a com-
binac¸a˜o linear
c1θ(g1) + · · ·+ cnθ(gn) = 0,
ci ∈ Z. Como θ e´ um isomorfismo de ane´is temos que
c1θ(g1) + · · ·+ cnθ(gn) = θ(c1g1 + · · ·+ cngn) = 0,
assim
c1g1 + · · ·+ cngn = 0.
Como o grupo G, por definic¸a˜o, e´ base para ZG, segue que os elementos de
G formam um conjunto LI sobre Z, portanto
c1 = · · · = cn = 0.
Note que para mostrar que θ(G) gera ZH e´ suficiente mostrar que os ele-
mentos de H podem ser escritos como combinac¸a˜o linear de elementos de θ(G)
com coeficientes em Z, pois cada elemento em ZH e´ uma combinac¸a˜o linear do
elementos de H com coeficientes em Z. Assim, dado h ∈ H, existe α ∈ ZG tal
que θ(α) = h.
Escrevendo α =
∑
g∈G
a(g)g temos que
θ(α) = θ
∑
g∈G
a(g)g
 = ∑
g∈G
a(g)θ(g),
que e´ uma combinac¸a˜o linear de elementos de θ(G) com coeficientes em Z.
Corola´rio 3.2.4. Seja G um grupo finito e H outro grupo tal que ZG φ→ ZH e´
um isomorfismo de Z-a´lgebras. Enta˜o, |G| = |H|.
Demonstrac¸a˜o. Com efeito, pelo Teorema 3.2.3, φ(G) e´ uma base para ZH sobre
Z e por definic¸a˜o, H tambe´m e´ uma base para ZH sobre Z. Portanto, segue do
Teorema 1.2.4 que
|H| = |φ(G)| = |G|.
Teorema 3.2.5. Seja G um grupo abeliano finito e seja H outro grupo tal que
ZG ' ZH. Enta˜o G ' H.
Demonstrac¸a˜o. Se ZG ' ZH, podemos assumir que existe um isomorfismo
normalizado φ : ZG→ ZH.
Como G e´ abeliano, segue da definic¸a˜o do produto em anel de grupo que ZG
e´ comutativo. Assim, ZH e´ comutativo, em particular, h1h2 = h2h1,∀h1, h2 ∈
H, ou seja, H e´ abeliano. Pelo Teorema 3.2.4, temos que
|H| = |G|.
Para cada elemento g ∈ G, o elemento φ(g) e´ uma unidade de ordem finita em
ZH, como visto na Observac¸a˜o 3.2.2. Segue do Teorema 2.4.1.6 que φ(g) = ±h,
para algum h ∈ H, e como φ e´ normalizado, (φ(g)) = (g) = 1, o que mostra
que φ(g) = h ∈ H. Isto mostra que φ(G) ⊆ H e, como |G| = |H| e φ e´
uma bijec¸a˜o, temos que φ(G) = H. Em outras palavras, a restric¸a˜o φ|G e´ um
isomorfismo de grupos entre G e H.
Note que os argumentos acima permitem provar que o centro de um grupo
finito e´ invariante sob isomorfismos de ane´is de grupo, como mostra a proposic¸a˜o
seguinte:
Proposic¸a˜o 3.2.6. Seja G um grupo finito e seja H outro grupo tal que ZG '
ZH. Enta˜o, Z(G) ' Z(H).
Demonstrac¸a˜o. Seja g ∈ Z(G). Vamos mostrar primeiramente que se φ : ZG→
ZH e´ um isomorfismo normalizado enta˜o φ(g) e´ uma unidade central de ordem
finita em ZH.
A parte que φ(g) e´ uma unidade de ordem finita ja´ foi visto na Observac¸a˜o
3.2.2. Verificaremos que ela e´ central.
Seja β ∈ ZH, devemos mostrar que βφ(g) = φ(g)β. De fato, seja ρ ∈ ZG
tal que φ(ρ) = β. Assim,
βφ(g) = φ(ρ)φ(g).
= φ(ρg).
= φ(gρ).
= φ(g)φ(ρ).
= φ(g)β,
onde a terceira igualdade se justifica pelo fato de g ∈ Z(G), o que implica
g ∈ Z(ZG).
Assim, pelo Corola´rio 2.4.1.5,
φ(g) = ±h, h ∈ Z(H).
Como φ e´ normalizado, (φ(g)) = (g) = 1, assim
φ(g) ∈ Z(H).
Portanto,
φ(Z(G)) ⊆ Z(H)
e analogamente
φ−1(Z(H)) ⊆ Z(G),
ou seja,
Z(H) ⊆ φ(Z(G)).
Teorema 3.2.7. Seja G um 2-grupo hamiltoniano finito e seja H outro grupo
tal que ZG ' ZH. Enta˜o G ' H.
Demonstrac¸a˜o. ComoG e´ um 2-grupo hamiltoniano enta˜o, pelo Teorema 2.4.4.5,
todas as unidades do anel de grupo integral ZG sa˜o triviais. Portanto, o nu´mero
de unidades de ZG e´ 2|G|, pois as unidades trivias sa˜o da forma ±g com g ∈ G.
Consequentemente, o nu´mero de unidades de ZH e´ 2|G|. Pelo Teorema 3.2.4,
temos que |G| = |H|. Com isso, segue que o nu´mero de unidades de ZH e´ 2|G|
= 2|H|, portanto todas as unidades de ZH sa˜o triviais.
Como H na˜o e´ abeliano, pois do contra´rio, o Teorema 3.2.5, forneceria que G
e´ abeliano, segue por 2.4.4.6 que H e´ tambe´m um 2-grupo hamiltoniano finito.
Supondo o isomorfismo entre ZG e ZH normalizado, segue dos mesmos argu-
mentos do Teorema 3.2.5 que φ(G) = H, assim a restric¸a˜o φ|G e´ um isomorfismo
entre G e H.
3.3 A Correspondeˆncia Entre Subgrupos Nor-
mais
Para a validade da conjectura ISO nos demais casos, o isomorfismo entre
os grupos envolvidos na˜o necessariamente sera´ a restric¸a˜o do isomorfismo ori-
ginal ao grupo G. Assim, precisaremos dar uma abordagem diferente a` dada
nos dois casos precedentes. A correspondeˆncia definida a seguir e´ uma impor-
tante ferramenta e sera´ utilizada na demonstrac¸a˜o da conjectura ISO no caso
nilpotente.
O leitor pode consultar [25] para outras aplicac¸o˜es.
Definic¸a˜o 3.3.1. Sejam G um grupo finito, R um anel comutativo e {Ci}i∈I o
conjunto das classes de conjugac¸a˜o de G. Para cada i ∈ I seja
γi = Ĉi =
∑
x∈Ci
x ∈ RG.
Esses elementos sa˜o chamados somas de classes de G sobre R.
Teorema 3.3.2. Sejam G e H grupos finitos e seja φ : ZG→ ZH um isomor-
fismo normalizado. Denote por {γi}i∈I e por {δj}j∈I as somas de classes de G e
H, respectivamente. Enta˜o, para cada γi existe um unico δj tal que φ(γi) = δj.
Isto e´, existe um correspondeˆncia biun´ıvoca entre as somas de classes de G e
H, respectivamente.
A demonstrac¸a˜o desse teorema sera´ omitida pelo fato dela ser baseada no
conceito de caracteres, que na˜o e´ abordado nesta dissertac¸a˜o. O leitor pode
encontra´-la em [25], Teorema 3.1.
Lembramos que para um dado subconjunto N de um grupo G, denotamos
N̂ =
∑
x∈N
x.
Teorema 3.3.3. Sejam G e H grupos finitos tais que ZG ' ZH e N um
subgrupo normal de G. Seja φ : ZG → ZH um isomorfismo normalizado.
Enta˜o, existe M / H tal que φ(N̂) = M̂ e |N | = |M |. A correspondeˆncia
N 7→M preserva inclusa˜o e, portanto, tambe´m intersec¸o˜es e produtos.
Demonstrac¸a˜o. Como N / G, N e´ uma unia˜o disjunta e finita de classes de
conjugac¸a˜o de G, ou seja, N = C1 ∪ · · · ∪ Ct. Considere Ĉi a correspondente
soma de classe, logo, N̂ =
t∑
i=1
Ĉi. Pelo Teorema 3.3.2, segue φ(Ĉi) e´ uma soma
de classe em H, digamos D̂i.
Note que N̂N̂ = |N |N̂ , pois
N̂N̂ = N̂
∑
n∈N
n =
∑
n∈N
N̂n =
∑
n∈N
N̂ = |N |N̂ .
Ale´m disso,
φ(N̂) = φ
(
t∑
i=1
Ĉi
)
=
t∑
i=1
φ(Ĉi) =
t∑
i=1
D̂i = M̂,
para algum subconjunto M de H. Verificaremos que M e´ um subgrupo de H.
Aplicando φ nos dois membros da igualdade N̂N̂ = |N |N̂ , vemos que
M̂M̂ = φ(N̂N̂) = φ(|N |N̂) = |N |φ(N̂) = |N |M̂. (3.4)
Como o suporte de M̂M̂ e´ da forma
supp(M̂M̂) = {mi ·mj |mi,mj ∈M}
e
supp(|N |M̂) = M,
a igualdade entre esses elementos, dada por 3.4, mostra que M e´ fechado para
multiplicac¸a˜o.
Para verificar que o inverso de cada elemento de M esta´ em M , seja k := |M |.
Como N e´ finito,
φ(N̂) = φ(e+ n1 + · · ·+ nl) = φ(e) + φ(n1) + · · ·+ φ(nl), 1
1Vale ressaltar que para um certo ni ∈ N na˜o ha´, a priori, motivos para que φ(ni) ∈ M ,
como observado em 3.2.2. O que os argumentos anteriores nos permitem garantir e´ que
φ(e) + φ(n1) + · · ·+ φ(nl) resultara´ no elemento M̂.
para algum ı´ndice l. Como φ(e) = e, segue que e ∈M.
Agora para cada ı´ndice i, 1 ≤ i ≤ k, considere o seguinte conjunto:
Mi = {mim1, · · · ,m2i , · · · ,mimk}.
Como em Mi temos k elementos distintos de M , segue Mi = M. Assim, para
algum ı´ndice t, 1 ≤ t ≤ k, temos que
mimt = e,
logo m−1i = mt ∈M.
Como M e´ uma unia˜o de classes de conjugac¸a˜o pelo Teorema 3.3.2, segue
que M / H. Assim, M̂M̂ = |M |M̂ e ja´ vimos que M̂M̂ = |N |M̂ , portanto
|M |M̂ = |N |M̂ , consequentemente |N | = |M |.
A correspondeˆncia N 7→M preserva incluso˜es devido ao fato que se N ′ ⊂ N
e´ normal em G, enta˜o N ′ se escreve com unia˜o de alguns dos Ci, 1 ≤ i ≤ t. Isso
implica que o subgrupo normal M ′ correspondente sera´ uma unia˜o de algumas
das classes Di, 1 ≤ i ≤ t, ou seja, M ′ ⊂M.
Observac¸a˜o 3.3.4. Resulta do Teorema 3.3.3 que se G e´ um grupo simples
finito e H e´ outro grupo tal que ZG ' ZH, enta˜o H tambe´m e´ um grupo simples.
Os grupos simples finitos esta˜o determinados por sua ordem a menos de duas
excec¸o˜es (ver [31]) que sa˜o tratadas separadamente. Assim, como o isomorfismo
entre ZG e ZH implica que |G| = |H|, temos a validade da conjectura ISO
no caso em que G e´ um grupo simples finito. Para mais detalhes, o leitor por
consultar [31] ou [25].
Observac¸a˜o 3.3.5. Em 2.2.7 definimos o anulador de um subconjunto de um
anel de grupo RG. O lema a seguir diz qual e´ o anulador do elemento N̂ =∑
n∈N
n ∈ ZG quando N/G. A partir desse lema demonstraremos uma importante
propriedade da correspondeˆncia entre subgrupos normais.
Lema 3.3.6. Sejam G um grupo finito e N / G. Enta˜o,
Ann(N̂) = {x ∈ ZG | xN̂ = 0} = ∆(G,N).
Demonstrac¸a˜o. Note que (n− 1)N̂ = nN̂ − N̂ = N̂ − N̂ = 0 para todo n ∈ N.
Assim, ∆(G,N) ⊂ Ann(N̂).
Para mostrar a outra inclusa˜o vamos olhar para a expressa˜o da imagem de
αN̂ pela extensa˜o canoˆnica ω∗ definida em 2.2.4.
ω∗(αN̂) = ω∗(α)ω∗(N̂).
Mas, ω∗(N̂) =
∑
n∈N
1n. Como n e´ a identidade em G/N para cada n ∈ N , temos
que
ω∗(N̂) = |N |e.
Com isso,
ω∗(αN̂) = ω∗(α)|N |e = |N |ω∗(α)e = |N |ω∗(α).
Assim, se α ∈ Ann(N̂), enta˜o
0 = ω∗(αN̂) = |N |ω∗(α),
o que mostra que ω∗(α) = 0, ou seja, α ∈ Ker(ω∗) = ∆(G,N) pela Proposic¸a˜o
2.2.5. Isso mostra que Ann(N̂) ⊂ ∆(G,N), portanto temos a igualdade
∆(G,N) = Ann(N̂).
Proposic¸a˜o 3.3.7. Sejam G e H grupos finitos, θ : ZG→ ZH um isomorfismo
normalizado, N / G e M /H o correspondente de N dado pelo Teorema 3.3.3.
Enta˜o, θ(∆(G,N)) = ∆(H,M).
Demonstrac¸a˜o. Pelo Lema 3.3.6, temos que ∆(G,N)N̂ = 0. Assim,
0 = θ(∆(G,N))θ(N̂) = θ(∆(G,N))M̂.
Com isso, θ(∆(G,N)) ⊂ Ann(M̂) = ∆(H,M). Analogamente, mostra-se que
∆(H,M) ⊂ θ(∆(G,N)).
3.4 Grupos Metabelianos
O teorema central desta sec¸a˜o e´ o Teorema de Whitcomb, do qual, como
corola´rio, resulta a validade da conjectura ISO para grupos metabelianos finitos.
Definic¸a˜o 3.4.1. Um grupo G e´ chamado um grupo metabeliano se conte´m
um subgrupo normal A, tal que, ambos, A e
G
A
, sa˜o abelianos.
Exemplo 3.4.2. O grupo D4 e´ metabeliano, pois tomando A = (D4)
′, o sub-
grupo dos comutadores de D4, temos que A e´ abeliano uma vez que |A| = 2,
ale´m disso, como
∣∣∣∣ D4(D4)′
∣∣∣∣ = 4, segue que D4(D4)′ tambe´m e´ abeliano. Outro
exemplo de grupo metabeliano e´ o S3, pois tomando A = 〈a; |a| = 3〉, temos
que A e´ abeliano, e
S3
A
tambe´m e´ abeliano, pois
∣∣∣∣S3A
∣∣∣∣ = 2.
Mostraremos que esse tipo de grupo e´ determinado por seu anel de grupo
integral. Para isso precisaremos de alguns resultados te´cnicos. Primeiramente,
diremos que x ∈ ∆2(G) se x = αβ, com α, β ∈ ∆(G). Note que se g, h ∈ G
enta˜o temos a seguinte identidade:
gh− 1 = (g − 1) + (h− 1) + (g − 1)(h− 1). (3.5)
Ale´m disso, como
(g − 1)(h− 1) ∈ ∆2(G), (3.6)
de 3.5 obtemos
gh− 1 ≡ (g − 1) + (h− 1) mod ∆2(G). (3.7)
Fazendo h = g−1, temos que
g−1 − 1 ≡ −(g − 1) mod ∆2(G). (3.8)
Portanto, para qualquer inteiro a
ga − 1 ≡ a(g − 1) mod ∆2(G). (3.9)
Para verificar a congrueˆncia 3.9 usaremos induc¸a˜o em a. Consideraremos
primeiramente o caso em que a > 0. Se a = 1, enta˜o o resultado e´ verdadeiro,
pois a = 1⇒ (ga − 1) = a(g− 1) = (g− 1). Suponha por hipo´tese de induc¸a˜o o
resultado verdadeiro para a− 1, a > 1. Escreva ga − 1 = ga−1g − 1 e segue por
3.7 que
ga − 1 ≡ (ga−1 − 1) + (g − 1) mod ∆2(G).
Usando a hipo´tese de induc¸a˜o, temos que
ga − 1 ≡ (a− 1)(g − 1) + (g − 1) mod ∆2(G),
o que mostra que
ga − 1 ≡ a(g − 1) mod ∆2(G).
Assim temos que o resultado e´ verdadeiro para todo a ∈ N.
Se a < 0, enta˜o −a > 0, assim por 3.8 temos que
(ga − 1) = (g−a)−1 − 1 ≡ −(g−a − 1) mod ∆2(G).
Como
(g−a − 1) ≡ −a(g − 1) mod ∆2(G),
segue que
(ga − 1) ≡ a(g − 1) mod ∆2(G).
Como o caso a = 0 e´ imediato, concluimos nossa verificac¸a˜o.
Consequentemente, a aplicac¸a˜o
φ : G→ ∆(G)/∆2(G) (3.10)
dada por φ(g) = (g − 1) + ∆2(G) e´ um homomorfismo de grupos. De fato,
φ(gh) = (gh− 1) + ∆2(G)
= (g − 1) + (h− 1) + (g − 1)(h− 1) + ∆2(G) (por 3.5)
= (g − 1) + (h− 1) + ∆2(G)
= [(g − 1) + ∆2(G)] + [(h− 1) + ∆2(G)]
= φ(g) + φ(h)
Observac¸a˜o 3.4.3. Para os pro´ximos resultados, faremos uso do conhecido re-
sultado da Teoria de Grupos:
(i) G′ / G. Em que G′ denota o subgrupo dos comutadores de G.
(ii)
G
G′
e´ abeliano.
(iii) Se N e´ outro subgrupo normal de G tal que
G
N
e´ abeliano, enta˜o,
G′ ⊂ N .
Lema 3.4.4. Seja G um grupo finito. Enta˜o,
G
G′
' ∆(G)
∆2(G)
.
Demonstrac¸a˜o. Dado G, defina φ : G→ ∆(G)/∆2(G) como acima. Temos que
G
Ker(φ)
' Im(φ),
que e´ abeliano, pois ∆(G)/∆2(G) e´ um grupo aditivo. Como Ker(φ) /G, temos
que G′ ⊂ Ker(φ), por (iii) da Observac¸a˜o 3.4.3. Consequentemente, φ induz
uma aplicac¸a˜o
φ∗ :
G
G′
→ ∆(G)
∆2(G)
que associa
gG′ 7→ (g − 1) + ∆2(G).
Para mostrarmos que φ∗ e´ um isomorfismo, exibiremos sua inversa. Na Pro-
posic¸a˜o 2.1.10, vimos que o conjunto {g − 1; g ∈ G} e´ uma base de ∆(G) sobre
Z. Podemos definir uma aplicac¸a˜o ψ : ∆(G) → G/G′ definindo a imagem dos
elementos desta base:
ψ(g − 1) = gG′ ∀ g ∈ G.
Note que se α = −(a− 1)(b− 1) ∈ ∆2(G), enta˜o α = (a− 1) + (b− 1)− (ab− 1),
ale´m disso, sendo ψ um homomorfismo de grupos, devemos ter
ψ(0) = ψ(−(ab− 1) + (ab− 1))
= ψ(−(ab− 1))ψ(ab− 1))
= eG′
= e
Segue que ψ(−(ab− 1)) = (ab)−1G′.
Assim, temos que:
ψ(α) = aG′.bG′.(ab)−1G′ = abb−1a−1G′ = G′.
Portanto, α ∈ Ker(ψ). Isto mostra que ∆2(G) ⊂ Ker(ψ). Assim, ψ induz um
homomorfismo de grupos ψ∗ :
∆(G)
∆2(G)
→ G
G′
, associando (g−1)+∆2(G) 7→ gG′.
Com isso, φ∗ e ψ∗ sa˜o inversas uma da outra. Com efeito,
(φ∗ ◦ ψ∗)[(g − 1) + ∆2(G)] = φ(gG′) = (g − 1) + ∆2(G),
e tambe´m,
(ψ∗ ◦ φ∗)(gG′) = ψ([(g − 1) + ∆2(G)]) = gG′,
conclu´ımos que
φ∗ ◦ ψ∗ = ψ∗ ◦ φ∗ = Id.
Temos os seguintes corola´rios:
Corola´rio 3.4.5. Sejam G um grupo e G′ seu subgrupo dos comutadores.
Enta˜o,
G ∩ (1 + ∆2(G)) = G′.
Demonstrac¸a˜o. Os argumentos da prova anterior mostram, em particular, que
Ker(φ) = G′. Mas, Ker(φ) = {g ∈ G; g − 1 ∈ ∆2(G)} = G ∩ (1 + ∆2(G)).
Corola´rio 3.4.6. Sejam G e H grupos tais que ZG ' ZH. Enta˜o,
G
G′
' H
H ′
.
Demonstrac¸a˜o. Seja θ : ZG → ZH um isomorfismo normalizado. Sendo ∆(G)
e ∆(H) os kernels das respectivas aplicac¸o˜es de aumento, temos que θ(∆(G)) =
∆(H). Com efeito, seja α ∈ ∆(G). Como θ e´ um isomorfismo normalizado,
temos que,
0 = (α) = (θ(α)).
Isso mostra que θ(α) ∈ ∆(H), portanto, θ(∆(G)) ⊂ ∆(H). Analogamente, com
a ressalva que se θ e´ um isomorfismo normalizado, enta˜o θ−1 tambe´m e´ um
isomorfismo normalizado, mostra-se que ∆(H) ⊂ θ(∆(G)). Consequentemente,
θ(∆(G)) = ∆(H) e tambe´m, θ(∆2(G)) = ∆2(H).
Agora considere o homomorfismo de grupos ω : ∆(G)→ ∆(H)
∆2(H)
dado por:
g − 1 7→ θ(g − 1) + ∆2(G), (nos elementos da base)
cujo kernel e´ exatamente ∆2(G), pois θ(∆2(G)) = ∆2(H). Portanto, pelo Teo-
rema do Isomorfismo,
∆(G)
∆2(G)
' ∆(H)
∆2(H)
.
Finalmente, pelo Lema 3.4.4, obtemos:
G
G′
' ∆(G)
∆2(G)
' ∆(H)
∆2(H)
' H
H ′
.
Antes de enunciar e demonstrar o Teorema de Whitcomb, precisamos ainda
dos treˆs lemas seguintes:
Lema 3.4.7. Seja I um ideal de ZG. Enta˜o, o anel quociente ZG/I e´ comuta-
tivo se, e somente se, ∆(G,G′) ⊂ I.
Demonstrac¸a˜o. Seja I um ideal de ZG tal que o quociente ZG/I e´ comutativo.
Assim,
gh = hg ∀ g, h ∈ G,
ou seja,
gh− hg ≡ 0 mod I,
e, portanto, para todo g, h ∈ G temos que gh− hg ∈ I, assim,
hg(g−1h−1gh− 1) ∈ I.
Como hg e´ invert´ıvel em ZG, temos que g−1h−1gh− 1 = (g, h)− 1 ∈ I, e segue
que ∆(G,G′) ⊂ I.
Reciprocamente, note que gh− hg = hg((g, h)− 1) ∈ ∆(G,G′), ∀ g, h ∈ G.
Se ∆(G,G′) ⊂ I, temos que gh ≡ hg mod I, para todos g, h ∈ G, logo
gh = hg
em ZG/I, ∀ g, h ∈ G. Portanto, ZG/I e´ comutativo.
Lema 3.4.8. (Ver [1] pa´g. 294.) Seja N / G. Se um elemento g ∈ G e´ tal que
g − 1 ∈ ∆(G)∆(G,N), enta˜o g ∈ N ′.
Corola´rio 3.4.9. Seja G um grupo. Denotando por G′′ := (G′)′, temos que
G′′ = 1 + ∆(G)∆(G,G′)
Demonstrac¸a˜o. O Lema 3.4.8 mostra que
1 + ∆(G)∆(G,G′) ⊆ G′′.
Por outro lado,
G′′ = G′ ∩ 1 + ∆2(G′)
pelo Corola´rio 3.4.5. Como ∆2(G′) ⊆ ∆(G)∆(G,G′), temos que
G′′ = G′ ∩ 1 + ∆2(G′) ⊆ 1 + ∆(G)∆(G,G′).
Poranto, temos a igualdade.
Lema 3.4.10. Sejam G e H grupos finitos tais que ZG ' ZH e seja θ um
isomorfismo normalizado entre ZG e ZH. Enta˜o,
θ(∆(G,G′)) = ∆(H,H ′).
Demonstrac¸a˜o. Considere o homomorfismo sobrejetor de ane´is θ∗ : ZG →
ZH
∆(H,H ′)
, dado por
α 7→ θ(α).
Do Lema 3.4.7, temos que
ZH
∆(H,H ′)
e´ comutativo. Como
ZG
Ker(θ∗)
' ZH
∆(H,H ′)
,
segue que
ZG
Ker(θ∗)
e´ comutativo, o que implica que ∆(G,G′) ⊂ Ker(θ∗), pelo
Lema 3.4.7. Assim,
θ∗(∆(G,G′)) = 0,
logo,
θ(∆(G,G′)) ⊂ ∆(H,H ′).
Analogamente, definimos um homormorfismo sobrejetor Ψ : ZH → ZG
∆(G,G′)
por:
β 7→ θ−1(β).
Assim, aplicando novamente o lema 3.4.7, temos que
ZH
Ker(Ψ)
e´ comutativo e
∆(H,H ′) ⊂ Ker(Ψ), assim Ψ(∆(H,H ′)) = 0, o que mostra que
θ−1(∆(H,H ′)) ⊂ ∆(G,G′).
Aplicando θ nesta u´ltima inclusa˜o temos que
∆(H,H ′) ⊂ θ(∆(G,G′)).
Consequentemente,
θ(∆(G,G′)) = ∆(H,H ′).
Teorema 3.4.11. (Whitcomb) Seja G um grupo finito. Se H e´ outro grupo tal
que ZG ' ZH, enta˜o
G
G′′
' H
H ′′
.
Demonstrac¸a˜o. Seja θ : ZG→ ZH um isomorfismo normalizado.
Dado um elemento g ∈ G, como G e´ finito, γ = θ(g) e´ uma unidade de
ordem finita em ZH. Se denotarmos por γ a imagem de γ no anel quociente
ZH
∆(H,H ′)
' Z
(
H
H ′
)
, (3.11)
(Corola´rio 2.2.6), enta˜o γ tambe´m sera´ uma unidade de ordem finita em
ZH
∆(H,H ′)
.
Como
H
H ′
e´ um grupo abeliano e de torc¸a˜o, segue que as unidades de Z
(
H
H ′
)
sa˜o triviais pelo Teorema 2.4.1.6, logo pelo isomorfismo 3.11 temos que as uni-
dades em
ZH
∆(H,H ′)
sa˜o triviais. Mas, uma unidade trivial em
ZH
∆(H,H ′)
e´ a
classe de uma unidade trivial em ZH.
Logo, existe um elemento h0 ∈ H tal que γ = h0 em ZH
∆(H,H ′)
, ou, equiva-
lentemente, tal que
γ ≡ h0 mod ∆(H,H ′).
Isso mostra que γ = h0 + δ para algum δ ∈ ∆(H,H ′) da forma δ =∑
h∈H′
αh(h− 1), com αh ∈ ZH.
Seja bh := (αh). Assim, podemos escrever
γ = h0 +
∑
h∈H′
[bh(h− 1) + (αh − bh)(h− 1)].
Escrevendo αh =
∑
h∈H
a(h)h, temos que,
αh − bh =
∑
h∈H
a(h)h−
∑
h∈H
a(h) =
∑
h∈H
a(h)(h− 1) ∈ ∆(H),
portanto
γ ≡ h0 +
∑
h∈H′
bh(h− 1) mod ∆(H)∆(H,H ′).
Assim,
γ − 1 ≡ h0 − 1 +
∑
h∈H′
bh(h− 1) mod ∆(H)∆(H,H ′). (3.12)
Podemos reescrever esta equac¸a˜o como
γ − 1 ≡ h0
∏
h∈H′
hbh − 1 mod ∆(H)∆(H,H ′).
Com efeito, aplicando a equac¸a˜o 3.9 a cada um dos termos do somato´rio, a
equac¸a˜o 3.12 pode ser escrita como
γ − 1 ≡ h0 − 1 +
∑
h∈H′
(hbh − 1) mod ∆(H)∆(H,H ′)). (3.13)
Assim, aplicando 3.7 em h0 − 1 e em cada termo do somato´rio, podemos
escrever 3.13 como
γ − 1 ≡
(
h0
∏
h∈H′
hbh
)
− 1 mod ∆(H)∆(H,H ′).
Portanto, hg := h0
∏
h∈H′
hbh e´ um elemento emH tal que γ ≡ hg mod ∆(H)∆(H,H ′).
Definimos enta˜o a seguinte aplicac¸a˜o: φ : G→ H
H ′′
por
φ(g) = hg.
Afirmamos que φ esta´ bem definida e e´ um homomorfismo de grupos. De fato,
se h1, h2 ∈ H sa˜o tais que
h1 ≡ h2 mod ∆(H)∆(H,H ′),
enta˜o,
h1h
−1
2 ≡ 1 mod ∆(H)∆(H,H ′),
assim,
h1h
−1
2 − 1 ∈ ∆(H)∆(H,H ′).
Pelo Lema 3.4.8, h1h
−1
2 ∈ H ′′. Consequentemente, h1 = h2 em
H
H ′′
.
Para verificar que φ e´ homomorfismo de grupos note que para g e y elementos
arbitra´rios de G temos que
θ(gy) ≡ hgy mod ∆(H)∆(H,H ′)). (3.14)
Por outro lado,
θ(g) ≡ hg mod ∆(H)∆(H,H ′)
e tambe´m
θ(y) ≡ hy mod ∆(H)∆(H,H ′).
Com isso,
θ(gy) = θ(g)θ(y) ≡ hghy mod ∆(H)∆(H,H ′). (3.15)
Assim, pelas equac¸o˜es 3.14 e 3.15, temos que
hgy ≡ hghy mod ∆(H)∆(H,H ′).
Com isso,
φ(gy) = hgy = hghy = hg hy,
ou seja, φ e´ um homomorfismo de grupos.
Agora, seja g ∈ Ker(φ). Enta˜o,
hg ∈ H ′′ = 1 + ∆(H)∆(G,H ′),
pelo Corola´rio 3.4.9. Com isso, hg ≡ 1 mod ∆(H)∆(H,H ′) e como θ(g) ≡ hg
mod ∆(H)∆(H,H ′), segue que
θ(g) ≡ 1 mod ∆(H)∆(H,H ′).
Aplicando θ−1 temos que g ≡ 1 mod ∆(G)∆(G,G′), assim pelo Lema 3.4.8,
obtemos que g ∈ G′′. Portanto, φ induz um homomorfismo injetivo de grupos
φ∗ :
G
G′′
→ H
H ′′
.
Para mostrar que φ∗ e´ tambe´m sobrejetiva, dado um elemento h ∈ H, existe
g0 ∈ G, constru´ıdo a partir de θ−1 seguindo os mesmos passos da construc¸a˜o do
elemento hg, tal que
θ−1(h) ≡ g0 mod ∆(G)∆(G,G′).
Como θ(∆(G)) = ∆(H) (ver demonstrac¸a˜o do Corola´rio 3.4.6) e θ(∆(G,G′)) =
∆(H,H ′) pelo Lema 3.4.10, aplicando θ obtemos
h ≡ θ(g0) mod ∆(H)∆(H,H ′).
Portanto, φ(g0) = h. Isto mostra que φ
∗ e´ tambe´m sobrejetiva e, portanto,
G
G′′
' H
H ′′
.
O Teorema de Whitcomb nos permite mostrar que grupos metabelianos fi-
nitos sa˜o determinados por seu anel de grupo integral.
Corola´rio 3.4.12. Seja G um grupo metabeliano finito e seja H outro grupo
tal que ZG ' ZH. Enta˜o, G ' H.
Demonstrac¸a˜o. Primeiramente, note que se G e´ metabeliano, enta˜o G′ e´ abeli-
ano. De fato, como G e´ metabeliano, G conte´m um subgrupo normal A tal que,
ambos, A e
G
A
sa˜o abelianos, donde segue que G′ ⊂ A, portanto G′ e´ abeliano.
Em particular, G′′ = {e}.
A existeˆncia de um isomorfismo entre ZG e ZH implica pelo Teorema 3.2.4
que |G| = |H|. Como G′′ = {id}, segue do Teorema de Whitcomb que
G ' H
H ′′
e como |H| = |G|, segue que H ′′ = {id}. Portanto,
G ' H.
3.5 Grupos Nilpotentes Finitos
3.5.1 Propriedades de Grupos Nilpotentes
Comec¸aremos definindo grupos nilpotentes e destacaremos suas principais
propriedades. Tal abordagem e´ encontrada nos livros cla´ssicos de Grupos, mas
tomamos como refereˆncia [3].
Definica˜o 3.5.1.1. Um grupo G diz-se nilpotente se ele conte´m uma se´rie de
subgrupos
{e} = G0 ⊂ G1 ⊂ · · · ⊂ Gn = G
tal que cada Gi−1 e´ normal em G e cada quociente
Gi
Gi−1
esta´ contido no centro
de
G
Gi−1
, 1 ≤ i ≤ n. Uma tal se´rie de subgrupos, chama-se uma se´rie central
de G.
Uma vez que as condic¸o˜es na definic¸a˜o de nilpoteˆncia sa˜o mais restritas que
as condic¸o˜es que aparecem na definic¸a˜o de solubilidade, resulta que todo grupo
nilpotente e´, em particular, solu´vel.
Note que da definic¸a˜o temos queG1 esta´ contido no centro deG. SeG1 = {e}
enta˜o G2 esta´ contido no centro de G, e assim sucessivamente. Como a se´rie
central e´ finita, resulta que o centro de um grupo nilpotente e´ na˜o trivial.
Exemplo 3.5.1.2. Se G e´ um grupo abeliano, enta˜o Z(G) = G, assim a cadeia
trivial
{e} = G0 ⊂ G
satisfaz as condic¸o˜es de nilpoteˆncia, logo, todo grupo abeliano e´ nilpotente.
Exemplo 3.5.1.3. O grupo sime´trico S3 na˜o e´ nilpotente, pois seu centro e´
trivial, uma vez que Z(S3) 6= S3 ja´ que S3 na˜o e´ abeliano e tambe´m |Z(S3)| /∈
{2, 3}, pois do contra´rio Z(S3) teria ı´ndice primo, o que na˜o ocorre (ver [4]
Proposic¸a˜o V.4.8; pa´g. 140). Este e´ um exemplo de um grupo solu´vel mas que
na˜o e´ nilpotente.
Assim a classe dos grupos nilpontes, de certa forma, “esta´ entre”a classe dos
grupos abelianos e a classe dos grupos solu´veis.
Daremos duas caracterizac¸o˜es alternativas da nilpoteˆncia. Para isso, defini-
mos uma nova se´rie de subgrupos, indutivamente:
γ1(G) = G, γ2(G) = G
′
e
γi(G) = (γi−1(G), G).
A outra se´rie e´ tambe´m definida indutivamente, pore´m agora, apoiada no con-
ceito de centro de um grupo.
Denotamos ζ0(G) = {e}, ζ1(G) = Z(G) e definimos indutivamente ζi(G)
como sendo o u´nico subgrupo de G tal que
ζi(G)
ζi−1(G)
= Z(G/ζi−1(G)).
O subgrupo ζi(G) chama-se o i-e´simo centro de G.
Observac¸a˜o 3.5.1.4. O i-e´simo centro de G esta´ bem definido. Para verificar
esta afirmac¸a˜o, considere o homomorfismo canoˆnico pi : G → G
ζi−1(G)
e tome
ζi(G) := pi
−1
(
Z
(
G
ζi−1(G)
))
. E´ imediata a verificac¸a˜o que ζi−1(G) e´ um sub-
grupo de ζi(G). Para verificar que ζi−1(G) / ζ1(G), note que se x ∈ ζi(G) e
δ ∈ ζi−1(G), enta˜o temos que
pi(xδx−1) = pi(x)pi(δ)pi(x)−1 = id,
pois pi(δ) = id. Portanto, xδx−1 ∈ ζi−1(G). Ale´m disso,
ζi(G)
ζi−1(G)
= pi(ζi(G)) = Z
(
G
ζi−1(G)
)
.
Para unicidade, note que se N / G e´ tal que
N
ζi−1(G)
=
(
Z
(
G
ζi−1(G)
))
,
enta˜o temos que
n ∈ N ⇔ pi(n) ∈ N
ζi−1(G)
=
(
Z
(
G
ζi−1(G)
))
⇔ n ∈ pi−1
(
Z
(
G
ζi−1(G)
))
.
Portanto,
N = pi−1
(
Z
(
G
ζi−1(G)
))
.
Definica˜o 3.5.1.5. As sequeˆncias de subgrupos
{e} = ζ0(G) ⊂ ζ1(G) ⊂ · · · ⊂ ζn(G) · · ·
e
G = γ1(G) ⊃ γ2(G) ⊃ · · · ⊃ γn(G) · · ·
chamam-se a se´rie central superior e a se´rie central inferior de G, res-
pectivamente.
Podemos destacar duas relac¸o˜es entre essas se´ries definidas:
Lema 3.5.1.6. Seja {e} = A0 ⊂ A1 ⊂ · · · ⊂ An · · · uma se´rie central de G.
Enta˜o, Ai ⊂ ζi(G) para todo i.
Demonstrac¸a˜o. Provaremos por induc¸a˜o em i.
Se i = 1 o resultado e´ verdadeiro, pois A1 ⊂ Z(G) = ζ1(G).
Assumimos enta˜o, por hipo´tese de induc¸a˜o, que Ai ⊂ ζi(G), i ≥ 1. Dados
x ∈ Ai+1 e g ∈ G, como Ai+1/Ai ⊂ Z(G/Ai) temos que x comuta com g, assim
xg = gx,
logo,
x−1g−1xg ∈ Ai ⊂ ζi(G),
por hipo´tese de induc¸a˜o. Temos enta˜o que x ∈ Z
(
G
ζi(G)
)
=
ζi+1(G)
ζi(G)
, o que
mostra que x ∈ ζi+1(G), logo Ai+1 ⊂ ζi+1.
Lema 3.5.1.7. Seja {e} = A0 ⊂ A1 ⊂ · · · ⊂ An = G uma se´rie central de G.
Enta˜o, γi(G) ⊂ An−i+1, para todo i.
Demonstrac¸a˜o. Tambe´m demonstraremos por induc¸a˜o em i. Se i = 1, enta˜o
An−i+1 = An = G = γ1(G). Suponha por induc¸a˜o que γi(G) ⊂ An−i+1, para
i ≥ 1. Como An−i+1/An−i ⊂ Z(G/An−i), dados arbitrariamente x ∈ An−i+1 e
g ∈ G, temos que x comuta com g, assim
xg = gx,
com isso, xgx−1g−1 ∈ An−i, o que mostra que
(An−i+1, G) ⊂ An−i.
Assim,
γi+1(G) = (γi(G), G) ⊂ (An−i+1, G) ⊂ An−i.
Destes resultados segue a seguinte caracterizac¸a˜o dos grupos nilpotentes.
Teorema 3.5.1.8. Seja G um grupo. Sa˜o equivalentes:
(i) G e´ nilpotente.
(ii) Existe um inteiro positivo m tal que ζm(G) = G.
(iii) Existe um inteiro positivo n tal que γn(G) = {e}.
Demonstrac¸a˜o. (i) ⇒ (ii). Seja {e} = A0 ⊂ A1 ⊂ · · · ⊂ An = G uma se´rie
central de G. Pelo Lema 3.5.1.6, G = An ⊂ ζn(G), logo ζn(G) = G.
(i)⇒ (iii). Pelo Lema 3.5.1.7, γn+1(G) ⊂ An−(n+1)+1 = A0 = {e}.
(ii)⇒ (i). A se´rie
{e} = ζ0(G) ⊂ ζ1(G) ⊂ · · · ⊂ ζm(G) = G
satisfaz as hipo´teses de nilpoteˆncia. Com efeito, para verificar que ζi(G) / G
sejam x ∈ ζi(G), g ∈ G e h ∈ G, arbitra´rios. Uma vez que x ∈ ζi(G)
ζi−1(G)
=
Z(G/ζi−1(G)), segue que xg = gx em G/ζi−1(G), para todo g ∈ G, o que
implica que
gxg−1.h = h.gxg−1.
Portanto, gxg−1 ∈ Z(G/ζi−1(G)), logo gxg−1 ∈ ζi(G).
Note tambe´m que
ζi+1(G)
ζi(G)
= Z(G/ζi(G)), ∀ i = 1, · · · ,m − 1. Portanto, G
e´ nilpotente.
Finalmente, para (iii)⇒ (i) considere a sequeˆncia de subgrupos
G = γ1(G) ⊃ · · · ⊃ γn+1(G) = {e}
Para verificar que γi(G)/γi+1(G) ⊂ Z(G/γi+1(G)), note que dados h ∈ γi(G)
e g ∈ G, enta˜o
hgh−1g−1 ∈ (γi(G), G) = γi+1(G).
Portanto,
hg = gh.
Ale´m disso, γ2(G) = G
′ / G. Assim, para verificar que γ3(G) / G, sejam
xyx−1y−1 ∈ (G′, G) e g ∈ G. Segue que
g(xyx−1y−1)g−1 = (gxg−1)(gyg−1)(gx−1g−1)(gy−1g−1)gg−1 ∈ (G′, G),
pois G′ / G. Esse argumento mostra que γ3(G) / G. Indutivamente, temos que
cada termos da se´rie central inferior e´ normal em G. Portanto, G e´ nilpotente.
Observac¸a˜o 3.5.1.9. Como a se´rie central superior e a se´rie central inferior
sa˜o definidas com ı´ndices a partir do zero e do um, respectivamente, segue da
demonstrac¸a˜o do teorema acima que se G e´ nilpotente, enta˜o as sequeˆncias de
subgrupos
{e} = ζ0(G) ⊂ ζ1(G) ⊂ · · · ⊂ ζn(G)
e
G = γ1(G) ⊃ γ2(G) ⊃ · · · ⊃ γn+1(G),
teˆm o mesmo comprimento.
Esse nu´mero chama-se a classe de nilpoteˆncia de G.
Proposic¸a˜o 3.5.1.10. Todo p-subgrupo de um grupo finito G e´ nilpotente.
Demonstrac¸a˜o. E´ conhecido da teoria dos grupos que o centro de um p-grupo
e´ na˜o trivial. Como todos os quocientes de G sa˜o tambe´m p-grupos, segue que
ζi−1(G)  ζi(G) para todo inteiro positivo i. Como G e´ finito, existe um inteiro
n tal que ζn(G) = G, portanto G e´ nilpotente.
Proposic¸a˜o 3.5.1.11. (Ver [35] pag 101) Produtos diretos finitos de grupos
nilpotentes sa˜o tambe´m nilpotentes.
Proposic¸a˜o 3.5.1.12. Seja H 6= {e} um subgrupo normal de um grupo nilpo-
tente G. Enta˜o H ∩ Z(G) 6= {e}.
Demonstrac¸a˜o. Como G = ζn(G) para algum n, existe um ı´ndice i que e´ o
menor inteiro tal que H ∩ ζi(G) 6= {e}.
Afirmamos que
(H ∩ ζi(G), G) ⊂ H ∩ ζi−1(G) = {e}.
Com efeito, se h ∈ H ∩ ζi(G) e g ∈ G, enta˜o hgh−1g−1 ∈ H, pois H /G, e como
ζi(G)
ζi−1(G)
= Z
(
G
ζi−1(G)
)
,
temos que hg = gh, o que mostra que
hgh−1g−1 ∈ ζi−1(G).
Como H ∩ ζi−1(G) = {e}, segue que hgh−1g−1 = e, ou seja, hg = gh, para todo
g ∈ G. Portanto, H ∩ Z(G) ⊃ H ∩ ζi(G) 6= {e}.
Definica˜o 3.5.1.13. Diz-se que um grupo G tem a propriedade do nor-
malizador se todo subgrupo pro´prio de G esta´ estritamente contido no seu
normalizador.
Proposic¸a˜o 3.5.1.14. Todo grupo nilpotente tem a propriedade do normaliza-
dor.
Demonstrac¸a˜o. Seja H um subgrupo pro´prio de um grupo nilpotente. Como
{e} = ζ0(G) ⊂ H ⊂ ζn(G) = G,
existe um inteiro i tal que ζi(G) ⊂ H e ζi+1(G) 6⊂ H. Escolhemos um elemento
x ∈ ζi+1(G) \H e um elemento arbitra´rio h ∈ H. Afirmamos que x ∈ NG(H).
De fato, da definic¸a˜o de ζi+1(G) temos que ζi+1(G) e´ o u´nico subgrupo de G tal
que ζi+1(G)/ζi(G) = Z(G/ζi(G)). Assim, x comuta com g, para todo g ∈ G, o
que fornece x−1g−1xg ∈ ζi(G), logo (ζi+1(G), G) ⊂ ζi(G).
Tome y := xhx−1h−1. Enta˜o, y ∈ (ζi+1(G), G) ⊆ ζi(G) ⊆ H, consequente-
mente,
xhx−1 = yh.
Logo, xHx−1 = H, o que mostra x ∈ NG(H). Portanto, H  NG(H).
Definica˜o 3.5.1.15. Sejam G um grupo finito, p um nu´mero primo e pm a
maior poteˆncia de p que divide |G|. Os subgrupos de G que teˆm ordem pm, cuja
existeˆncia e´ garantida pelo Teorema de Sylow, sa˜o chamados de p-subgrupos de
Sylow de G.
Para demonstrar o teorema seguinte, faremos uso do seguinte resultado
acerca do normalizador de um p-subgrupo de Sylow:
Lema 3.5.1.16. (Ver [3] Corola´rio 2.11) Seja P um p-subgrupo de Sylow de um
grupo G. Enta˜o, NG(NG(P )) = NG(P ).
Teorema 3.5.1.17. Seja G um grupo finito. Enta˜o, as seguintes condic¸o˜es sa˜o
equivalentes.
(i) G e´ nilpotente;
(ii) G tem a propriedade do normalizador;
(iii) Todo p-subgrupo de Sylow de G e´ normal em G;
(iv) G e´ o produto direto dos seus subgrupos de Sylow;
Demonstrac¸a˜o. O fato que (i)⇒ (ii) foi provado na proposic¸a˜o 3.5.1.14.
(ii)⇒ (iii). Seja P um p-subgrupo de Sylow de G. Suponha por contradic¸a˜o
que NG(P ) 6= G (ou seja, P na˜o e´ normal em G). Assim, NG(P ) e´ um subgrupo
pro´prio de G e segue por (ii) que NG(P )  NG(NG(P )). O que contradiz o Lema
3.5.1.17. Com isso,
NG(P ) = G.
(iii)⇒ (iv). Como G e´ finito, enta˜o
|G| = pn11 · · · pnkk ,
com pi primo e ni ≥ 0, 1 ≤ i ≤ k.
Sejam H1, . . . ,Hk os respectivos pi-subgrupos de Sylow, os quais sa˜o normais
em G por (iii).
Como |Hi| = pnii , segue que
Hi ∩Hj = {e},
para i 6= j, pois pi 6= pj .
Como cada subgrupo de Sylow de G e´ normal em G, temos que H :=
H1 · · ·Hi−1Hi+1 · · ·Hk / G. Segue do Teorema de Lagrange que cada elemento
em H tem ordem um divisor de pn11 · · · pni−1i−1 pni+1i+1 · · · pnkk , o que implica que
Hi ∩H = {e}.
Assim
H1 · · ·Hk = H1 × · · · ×Hk.
Como
|G| = pn11 · · · pnkk = |H1 × · · · ×Hk| = |H1 · · ·Hk|.
Segue que G e´ produto direto de seus subgrupos de Sylow.
(iv)⇒ (i). Segue do fato que todo p-grupo e´ nilpotente (proposic¸a˜o 3.5.1.10)
e que produto direto de nilpotente e´ tambe´m nilpotente (proposic¸ao 3.5.1.11).
3.5.2 O Caso p-grupo
A conjectura ISO tem resposta positiva no caso em que G e´ um p-grupo
finito. Esse sera´ o principal argumento para demonstra´-la no caso em que G e´
um grupo nilpotente finito, uma vez que grupos nilpotentes finitos podem ser
escritos como produto direto de seus p-subgrupos de Sylow (Teorema 3.5.1.17).
Os autores Klaus Roggenkamp e Leonard Scott em [2] demonstraram a re-
ferida conjectura em ambos os casos. A abordagem adotada por esses autores
para o caso p-grupo e´ muito te´cnica, longa e faz uso de conceitos que fogem o
escopo desta dissertac¸a˜o. Iremos enunciar e discutir os resultados de [2].
O teorema central do artigo [2] tem o seguinte enunciado:
Teorema 3.5.2.1. Seja G um p-grupo finito para algum primo p e S um
domı´nio local ou semilocal de Dedekind de caracter´ıstica zero com um u´nico
ideal maximal contendo p. Se H e´ um subgrupo das unidades normalizadas de
SG com |H| = |G|, enta˜o H e´ conjugado a G por um automorfismo interno de
SG.
No apeˆndice de [2], e´ demonstrado que qualquer domı´nio integral Noetheri-
ano de caracter´ıstica zero em que p na˜o e´ invert´ıvel esta´ contido em um domı´nio
local satistazendo as hipo´teses do Teorema 3.5.2.1. Consequentemente, o Teo-
rema 3.5.2.1 implica em uma resposta positiva para o problema do isomorfismo
para p-grupos sobre o domı´nio original, em particular para Z.
Assim a demonstrac¸a˜o da conjectura ISO no caso p-grupo se reduz a` de-
monstrac¸a˜o do Teorema 3.5.2.1. Deste teorema sa˜o obtidos alguns corola´rios;
destacamos aqui o Corola´rio 1 ([2], pa´g. 617) que, na verdade, como demons-
trados pelos autores, e´ um resultado equivalente ao Teorema 3.5.2.1. Com essa
equivaleˆncia, a demonstrac¸a˜o do Teorema 3.5.2.1 se reduz a` demonstrac¸a˜o do
Corola´rio 3.5.2.2, a qual e´ baseada em uma se´rie de reduc¸o˜es.
Corola´rio 3.5.2.2. Seja G um p-grupo finito para algum primo p e S um
domı´nio local ou semilocal de Dedeking de caracter´ıstica zero com um u´nico
ideal maximal contendo p. Se α e´ um automorfismo normalizado de SG, enta˜o
α e´ uma composic¸a˜o de um automorfismo de SG induzido por automorfismo de
G seguido de um automorfismo interno de SG.
3.5.3 A Conjectura ISO Para Grupos Nilpotentes Finitos
Uma vez postos os resultados principais sobre grupos nilpotentes e a dis-
cussa˜o sobre o caso p-grupo, podemos enunciar e demonstrar a conjectura (ISO)
no caso em que o grupo G e´ nilpotente finito.
Teorema 3.5.3.1. Seja G um grupo nilpotente finito. Se H e´ outro grupo tal
que ZG ' ZH, enta˜o G ' H.
Demonstrac¸a˜o. Antes de considerarmos o isomorfismo entre ZG e ZH, faremos
algumas considerac¸o˜es que resultam do fato do grupo G ser nilpotente.
Como G e´ nilpotente, segue do Teorema 3.5.1.17 que G e´ um produto direto
de seus p-subgrupos de Sylow e que cada um desses p-subgrupos de Sylow e´
normal em G e segue do Teorema de Sylow que para cada primo p existe um
u´nico p-subgrupo de Sylow de G, pois se X e K sa˜o dois p-subgrupos de Sylow
de G enta˜o X e K sa˜o conjugados, assim
X = gKg−1
para algum g ∈ G, mas como K e´ normal em G temos que
gKg−1 = K,
consequentemente,
X = K.
Agora, para um primo p arbitra´rio divisor da ordem de G, escreva
G = Gp ×Gp′ ,
onde Gp e´ o u´nico p-subgrupo de Sylow de G e Gp′ e´ o produto direto dos demais
subgrupos de Sylow de G.
Seja θ : ZG → ZH um isomorfismo normalizado. Sabemos do Teorema
3.2.4 que |H| = |G|. Assim, como Gp e´ normal em G, a correspondeˆncia entre
subgrupos normais, vista no Teorema 3.3.3, fornece a existeˆncia de um subgrupo
normal M de H tal que
θ(Ĝp) = M̂,
e
|Gp| = |M |,
em que Ĝp e´ a soma formal dos elementos de Gp. Isso mostra que M e´ um
p-subgrupo de Sylow (normal) de H, uma vez que Gp e´ um subgrupo de Sylow
de G, |Gp| = |M | e |G| = |H|. Mas essa correspondeˆncia e´ biun´ıvoca, ou seja,
cada subgrupo de Sylow de H e´ normal em H. Portanto, pelo Teorema 3.5.1.17,
H e´ um grupo nilpotente. Denotaremos o subgrupo M por Hp. Assim, o grupo
H admite uma fatorac¸a˜o H = Hp ×Hp′ ana´loga a` fatorac¸a˜o do grupo G.
ComoGp′ e´ um produto direto de subgrupos normais deG, segue queGp′/G.
Note que
Gp ' G
Gp′
(3.16)
Como θ e´ normalizado, temos tambe´m, pela Proposic¸a˜o 3.3.7, que
θ(∆(G,Gp′)) = ∆(H,Hp′) (3.17)
Com isso, podemos considerar a aplicac¸a˜o:
θ∗ : ZG→ ZH
∆(H,Hp′)
,
definida por ∑
g∈G
a(g)g
 7→ θ
∑
g∈G
a(g)g
+ ∆(H,Hp′).
em outras palavras, se α ∈ ZG enta˜o,
θ∗(α) = θ(α).
Com essa definic¸a˜o, θ∗ e´ um homomorfismo sobrejetor de ane´is e seu kernel
e´ o conjunto Ker(θ∗) = {α ∈ ZG; θ(α) ∈ ∆(H,Hp′)}. Assim, a igualdade 3.17
mais o fato de θ ser um isomorfismo, implicam que Ker(θ∗) = ∆(G,Gp′). Segue
do Teorema do Isomorfismo que
ZG/∆(G,Gp′) ' ZH/∆(H,Hp′). (3.18)
Pelo Corola´rio 2.2.6 segue que
Z(G/Gp′) ' ZG/∆(G,Gp′) e ZH/∆(H,Hp′) ' Z(H/Hp′) (3.19)
Ale´m disso,
ZGp ' Z(G/Gp′) e Z(H/Hp′) ' ZHp (3.20)
como visto na Proposic¸a˜o 2.1.7, uma vez que vale o isomorfismo 3.16 e um
isomorfismo ana´logo para Hp.
Portanto, segue de 3.18, 3.19 e 3.20 que
ZGp ' Z(G/Gp′) ' ZG/∆(G,Gp′) ' ZH/∆(H,Hp′) ' Z(H/Hp′) ' ZHp.
(3.21)
Assim, por 3.21 temos que
ZGp ' ZHp,
para cada primo p divisor da ordem de G.
Como ISO tem resposta positiva para p-grupos, temos que Gp ' Hp, para
cada primo p divisor da ordem de G. Consequentemente,
G =
∏
p
Gp '
∏
p
Hp = H.
Cap´ıtulo 4
Outras Conjecturas e os
Contraexemplos
Neste cap´ıtulo apresentaremos na primeira sec¸a˜o as conjecturas formuladas
no in´ıcio da de´cada de setenta por Hans Julius Zassenhaus sobre as unidades
de ZG, listaremos os resultados conhecidos e as relac¸o˜es dessas conjecturas com
o problema do isomorfismo. Na segunda sec¸a˜o apresentaremos a conjectura
do normalizador, demonstraremos o Teorema de Coleman, do qual resulta a
validade da conjectura do normalizador para grupos nilpotentes finitos. De-
monstraremos o Teorema de Krempa, como consequeˆncia obteremos a validade
da conjectura do normalizador para grupos de ordem ı´mpar. O Teorema de
Krempa tambe´m sera´ u´til na demonstrac¸a˜o do Teorema 4.2.14, que fornece
uma condic¸a˜o sobre os 2-subgrupos de Sylow de um grupo finito G para que o
problema do normalizador tenha resposta positiva para G. Enunciaremos dois
resultados que mostram como o problema do normalizador se relaciona com
o problema do isomorfismo para grupos infinitos. Finalizaremos o cap´ıtulo, e
a presente dissertac¸a˜o, apresentando os contraexemplos conhecidos sobre tais
conjecturas.
4.1 As Conjecturas de Zassenhaus
(Aut) Seja θ : ZG → ZG um automorfismo normalizado. Enta˜o, existem
uma unidade α ∈ QG e um automorfismo σ ∈ Aut(G) tais que θ(g) = α−1σ(g)α
para todo g ∈ G.
(ZC1) Seja u ∈ U(ZG) um elemento de ordem finita. Enta˜o, existe uma
unidade α ∈ QG tal que α−1uα ∈ G.
(ZC2) Seja H um subgrupo finito de U1(ZG) tal que |H| = |G|. Enta˜o,
existe uma unidade α ∈ QG tal que α−1Hα = G.
(ZC3) Seja H um subgrupo finito de U1(ZG). Enta˜o, existe uma unidade
α ∈ QG tal que α−1Hα ⊂ G.
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Note que (ZC2) e´ um caso particular de (ZC3), pois |α−1Hα| = |H| = |G|,
assim, por ZC3,
α−1Hα = G.
Ale´m disso, (ZC1) e´ um caso particular de (ZC3) no caso dos grupos c´ıclicos.
Assim como a conjectura (ISO), essas conjecturas na˜o sa˜o verdadeiras no caso
geral, logo o problema passa a ser de classificac¸a˜o. Os contraexemplos para
essas conjecturas sera˜o apresentadas na sec¸a˜o 4.3.
Listaremos a seguir algumas classes de grupos e exemplos para os quais va-
lem essas conjecturas:
(ZC1) foi estabelecido para as seguintes classes:
• S3 (I. Hughes e K.R. Pearson [12]).
• D4 (C. Polcino Milies [13]).
• Grupos metac´ıclicos da forma G = 〈x〉 n 〈y〉, onde o(x) = p e o(y) = q,
com p e q primos diferentes (A.K, Bhandari e I.S. Luthar [14]).
• Grupos metac´ıclicos da forma G = 〈x〉n 〈y〉, onde mdc(o(x), o(y)) = 1 (C.
Polcino Milies, J. Ritter e S.K. Sehgal [15]).
• S4 (N.A. Fernandes [16]).
• A5 (I.S. Luthar e I.B.S. Passi [17]).
• S5 (I.S. Luthar e P. Trama [18]).
(ZC3) foi estabelecido para as seguintes classes:
• Grupos nilpotentes (A. Weiss [19]).
• Grupos metac´ıclicos da forma G = 〈x〉n 〈y〉, onde mdc(o(x), o(y)) = 1 (A.
Valenti [20]).
• S4 e o grupo conhecido como binary octahedral (M. Dokuchaev e S.O. Ju-
riaans [21]).
• S5, A5 e SL(2, 5) (M. Dokuchaev, S.O. Juriaans e C. Polcino Milies [22].
Para relacionar as conjecturas de Zassenhaus com o problema do isomor-
fismo, enunciaremos o seguinte lema provado por G. Higman (ver Corola´rio
1.1.3 em [2] pa´g. 602).
Lema 4.1.1. Se H e´ subgrupo finito de U1(ZG) enta˜o os elementos de H sa˜o
linearmente independentes sobre Z. Ale´m disso, |H| e´ um divisor da |G|, valendo
a igualdade |H| = |G| se, e somente se, ZG = ZH.
Proposic¸a˜o 4.1.2. (ZC2)⇒ (ISO).
Demonstrac¸a˜o. Seja H um grupo finito tal que ZH ' ZG e seja θ : ZH → ZG
um isomorfismo normalizado. Temos que θ(H) e´ um subgrupo finito de U1(ZG)
com a mesma ordem G, logo, pelo Lema 4.1.1 temos ZG = Zθ(H). Por (ZC2),
θ(H) = α−1Gα, para alguma unidade α ∈ QG. Consequentemente,
H ' θ(H) = α−1Gα ' G.
Proposic¸a˜o 4.1.3. (ZC2)⇒ (Aut)
Demonstrac¸a˜o. Suponha (ZC2) e seja θ ∈ Aut(ZG). Temos pelo Lema 4.1.1
que
ZG = Zθ(G).
Assim, (ZC2) assegura que
θ(G) = α−1Gα,
para alguma unidade α ∈ QG. Com isso, para cada g ∈ G, existe g1 ∈ G, tal
que
θ(g) = α−1g1α.
Como a aplicac¸a˜o
g 7→ g1
determina um automorfismo de G, segue a conjectura (Aut).
Proposic¸a˜o 4.1.4. (ISO) + (Aut)⇒ (ZC2)
Demonstrac¸a˜o. Seja H ∈ U1(ZG) tal que |H| = |G|. Pelo Lema 4.1.1 temos que
ZG = ZH. A conjectura (ISO) garante a existeˆncia de um isomorfismo θ entre
G e H, enquanto que a conjectura (Aut) garante a existeˆncia de uma unidade
α ∈ QG e um automorfismo σ ∈ Aut(G) tais que
θ(g) = α−1σ(g)α, ∀ g ∈ G.
Com isso, temos que
H = α−1Gα,
como desejado.
Finalizamos essa sec¸a˜o com a seguinte observac¸a˜o acerca de grupos nilpo-
tentes finitos:
Observac¸a˜o 4.1.5. Como (ZC3) =⇒ (ZC2) =⇒ (ISO) e uma vez que (ZC3)
tem resposta positiva para grupos nilpotentes, essa seria uma outra forma de
demonstrar que grupos nilpotentes sa˜o determinados por seu anel de grupo
integral.
4.2 O Problema do Normalizador
Outro problema de grande relevaˆncia sobre as unidades do anel de grupo
integral ZG e´ o chamado Problema do Normalizador, que questiona como
se localiza o grupo G dentro de U(ZG), mais precisamente, o problema do
normalizador questiona quem e´ o normalizador de G em U(ZG). O centro do
grupo das unidades de ZG, denotado por Z(U(ZG)), normaliza G em U(ZG),
pois se u ∈ Z(U(ZG)) e g ∈ G, enta˜o,
ugu−1 = g
pois u comuta com g. Naturalmente, o pro´prio grupo G tambe´m normaliza G
em U(ZG). Esses sa˜o chamados os normalizadores triviais de G em U(ZG).
A Conjectura do Normalizador afirma que eles determinam todo o nor-
malizador, em outras palavras,
NU(ZG)(G) = G.Z(U(ZG)).
Assim como a conjectura (ISO) e as conjecturas de Zassenhaus, a conjectura
do normalizador foi demonstrada em alguns casos particulares. Entretanto, um
contraexemplo foi dado por M. Hertweck em [6] e sera´ citado na sec¸a˜o seguinte,
Teorema 4.3.1.2.
Por simplicidade escreveremos NU (G) ao inve´s de NU(ZG)(G).
Qualquer unidade u ∈ NU (G) determina um automorfismo ρ = ρ(u) : G →
G, tal que
ρ(u)(g) = ugu−1.
Assim, a associac¸a˜o u 7→ ρ(u) determina uma aplicac¸a˜o
ψ : NU (G)→ Aut(G). (4.1)
Denotaremos por AutU (G) a imagem de ψ.
Daremos uma forma equivalente do problema do normalizador em termos de
AutU (G).
Proposic¸a˜o 4.2.1. NU (G) = G.Z(U(ZG)) se, e somente se, AutU (G) =
Inn(G), onde Inn(G) denota o grupo dos automorfismos internos de G.
Demonstrac¸a˜o. Suponha que NU (G) = G.Z(U(ZG)). Seja u ∈ NU (G), enta˜o
u se escreve como u = gw, com g ∈ G e w ∈ Z(U(ZG)). Assim, para x ∈ G,
temos que
ρ(u)(x) = ρ(gw)(x) = (gw)x(gw−1) = gwxw−1g−1,
como w comuta com x segue que
gwxw−1g−1 = gxg−1.
O que mostra que ρ(u) e´ um automorfismo interno de G. Logo AutU (G) ⊂
Inn(G), e como Inn(G) = ψ(G) ⊂ AutU (G), temos a igualdade.
Reciprocamente, admitindo que AutU (G) = Inn(G), seja u ∈ NU (G) ar-
bitra´rio. Assim, para g ∈ G, arbitra´rio, temos que
ugu−1 = y−1gy,
para algum y ∈ G, logo
(yu)g(yu)−1 = g,
o que mostra que yu e g comutam. Como g e´ arbitra´rio, yu comuta com todos os
elementos do grupo G, logo yu comuta com todos os elementos de ZG, portanto
yu ∈ Z(ZG), em particular, yu ∈ Z(U(ZG)), consequentemente,
u = y−1(yu) ∈ G.Z(U(ZG)).
Usaremos essa equivaleˆncia para demonstrar que o problema do normaliza-
dor tem resposta positiva em alguns casos particulares. Precisamos tambe´m dos
seguintes lemas:
Lema 4.2.2. (Coleman) Seja P um p-grupo contido em um grupo arbitra´rio
G. Suponha que u ∈ NU (G). Enta˜o, existe y ∈ G tal que u−1gu = y−1gy, para
todo g ∈ P .
Demonstrac¸a˜o. Para g ∈ G defina φ(g) = u−1gu. Como u normaliza G, temos
que φ(g) ∈ G, ∀ g ∈ G. Como elemento de ZG, escrevemos
u =
∑
x∈G
u(x)x.
Como u = g−1uφ(g), temos que
u = g−1
(∑
x∈G
u(x)x
)
φ(g) =
∑
x∈G
u(x)g−1xφ(g). (4.2)
Portanto, o grupo G age no conjunto G por
σg(x) = g
−1xφ(g).
O elemento u pode ser visto como uma func¸a˜o u : G→ Z dada por
x 7→ u(x).
Segue da igualdade 4.2 que a func¸a˜o u e´ constante nas o´rbitas dessa ac¸a˜o. A
o´rbita do elemento x ∈ G e´ o conjunto
O(x) := {σg(x) | g ∈ G}.
Restrigindo a ac¸a˜o acima a P , temos que as o´rbitas dessa ac¸a˜o sa˜o conjuntos
com cardinalidade poteˆncia de p. Como u ∈ U(ZG), a aplicac¸a˜o de aumento 
fornece que
1 = (1) = (uu−1) = (u)(u)−1,
assim (u) e´ invert´ıvel em Z. Com isso,
± 1 = (u) =
∑
x∈G
u(x) =
∑
u(ξ)pkg , (4.3)
onde pkg indica que o comprimento da o´rbita de g e´ p
k e ξ e´ um representante
de classe de g.
Assim, a igualdade 4.3 e´ uma combinac¸a˜o linear de poteˆncias de p, com
coeficientes em Z, dando ± 1, mas isso implica que uma das poteˆncias de p e´
igual a 1, pois do contra´rio, poder´ıamos por p em evideˆncia e ficar´ıamos com
uma expressa˜o da forma
pm = ±1,
com p, m ∈ Z, m := (1/p)∑u(ξ)pkg e p 6= ±1, o que e´ um absurdo.
Logo, existe uma o´rbita de comprimento 1, o que quer dizer que existe um
y ∈ G tal que σg(y) = y, e, portanto, φ(g) = y−1gy, para todo g ∈ P .
Lema 4.2.3. Seja G um grupo nilpotente finito. Enta˜o, os subgrupos de Sylow
de G comutam.
Demonstrac¸a˜o. Com efeito, do Teorema 3.5.1.17 os subgrupos de Sylow de G
sa˜o normais e para cada primo p divisor da ordem de G existe um u´nico p-
subgrupo de Sylow. Assim, se xi e xj pertencem a` Pi e Pj , respectivamente,
i 6= j, enta˜o
xixjx
−1
i x
−1
j ∈ Pi,
pois como Pi / G temos que xjx
−1
i x
−1
j ∈ Pi. Por outro lado,
xixjx
−1
i x
−1
j ∈ Pj ,
pois como Pj / G temos que
xixjx
−1
i ∈ Pj .
Com isso,
xixjx
−1
i x
−1
j ∈ Pi ∩ Pj = {e}.
Portanto,
xixj = xjxi.
Teorema 4.2.4. Seja G um grupo nilpotente finito. Enta˜o, NU(ZG)(G) =
G.Z(U(ZG)).
Demonstrac¸a˜o. Escreva G como produto dos seus pi-subgrupos de Sylow, assim
G =
∏
Pi.
Sejam u ∈ NU(ZG)(G) e g = g1 . . . gt ∈ G com gi ∈ Pi, i = 1, . . . , t. Assim,
u−1gu = u−1(g1 . . . gt)u
= u−1g1uu−1g2u . . . u−1gt−1uu−1gtu
= (u−1g1u)(u−1g2u) . . . (u−1gt−1u)(u−1gtu),
Aplicando o lema 4.2.2 em cada um dos pareˆnteses, temos que existem
x1, . . . , xt, com xi ∈ G, i = 1, . . . , t. tais que
u−1gu = (x−11 g1x1) . . . (x
−1
t gtxt), (4.4)
Note que pelo fato dos subgrupos de Sylow de G comutarem, podemos supor,
sem perda de generalidade, que xi ∈ Pi, pois do contra´rio, ao escrever
xi = a1 . . . at
como produto de elementos dos subgrupos de Sylow de G, as parcelas que na˜o
esta˜o em Pi se cancelam em
x−1i gixi.
Portanto, comutando de forma conveniente os elementos no lado direito da
igualdade 4.4, podemos escrever
u−1gu = (x1 · · ·xt)−1g(x1 . . . xt).
Concluimos que
u−1gu = x−1gx,
para todo g ∈ G com x = ∏xi, e i = 1, . . . , t. O resultado segue da proposic¸a˜o
4.2.1.
A proposic¸a˜o a seguir diz que ane´is de grupo sobre ane´is comutativos sa˜o
ane´is com involuc¸a˜o. Essa propriedade sera´ utilizada nos pro´ximos resultados
desta sec¸a˜o.
Proposic¸a˜o 4.2.5. Seja R um anel comutativo com unidade e G um grupo. A
aplicac¸a˜o ∗ : RG→ RG dada por:∑
g∈G
a(g)g
∗ = ∑
g∈G
a(g)g−1
satisfaz as seguintes propriedades (e portanto, definite uma involuc¸a˜o):
(i) (a+ b)∗ = a∗ + b∗.
(ii) (ab)∗ = b∗a∗.
(iii) a∗∗ = a.
Observac¸a˜o 4.2.6. Note que se α ∈ ZG e αα∗ = 1, enta˜o α = ±g para algum
g ∈ G. Com efeito, se α ∈ ZG, enta˜o podemos escrever
α = (a1g1 + · · ·+ angn),
com ai ∈ Z, 1 ≤ i ≤ n. Assim,
αα∗ = (a1g1 + · · ·+ angn)(a1g−11 + · · ·+ ang−1n )
= (a21 + · · ·+ a2n) +
∑
i 6=j
aiajgig
−1
j .
Portanto, se αα∗ = 1, devemos ter que ai = ±1, para algum 1 ≤ i ≤ n e
aj = 0, j 6= i. Com isso, temos que α = ±g, para algum g ∈ G.
Proposic¸a˜o 4.2.7. Seja u ∈ U(ZG). Enta˜o, u ∈ NU (G) se, e somente se,
u∗u ∈ Z(ZG).
Demonstrac¸a˜o. Seja u ∈ NU (G) e seja ρ a imagem de u pela aplicac¸a˜o dada em
4.1. Para qualquer x ∈ G, temos que
uxu−1 = ρ(u)(x).
Aplicando a involuc¸a˜o ∗ em ambos os lados e substituindo x por x−1 temos que
(u∗)−1xu∗ = ρ(x),
portanto
(u∗u)x(u∗u)−1 = u∗(uxu−1)(u∗)−1 = u∗ρ(x)(u∗)−1 = x.
Assim, u∗u comuta com todos elementos de G, o que mostra que u∗u ∈ Z(ZG).
Reciprocamente, suponha que u∗u ∈ Z(ZG). Note que,
(uxu−1).(uxu−1)∗ = ux(u∗u)−1x−1u∗ = uu∗(u∗u)−1 = u(u∗u)−1u∗ = 1.
Portanto, segue da Observac¸a˜o 4.2.6 que uxu−1 = ±g, para algum g ∈ G,
mas
(uxu−1) = (x) = 1,
o que mostra que uxu−1 ∈ G, logo u ∈ NU (G).
Teorema 4.2.8. (Krempa) Seja G um grupo finito. Enta˜o,
AutU (G)/Inn(G)
e´ um 2-grupo abeliano elementar.
Demonstrac¸a˜o. Sejam u ∈ NU (G) e φ = ρ(u) o automorfismo de G dado pela
aplicac¸a˜o dada em 4.1, ou seja, φ(x) = uxu−1. Seja v = u∗u−1, assim
vv∗ = u∗u−1(u−1)∗u) = u∗(u∗u)−1u = (u∗u)(u∗u)−1 = 1.
Pela Observac¸a˜o 4.2.6, segue que v = ±g para algum g ∈ G. Como u e´ uma
unidade, (u−1) = ±1 e como (u∗) = (u−1), temos tambe´m que
(v) = (u∗)(u−1) = 1.
Assim, v = g para algum g ∈ G. Consequentemente,
u∗ = gu,
ale´m disso
gu2 = u∗u = c ∈ Z(ZG),
pela Proposic¸a˜o 4.2.7.
Assim,
φ2(x) = (φ ◦ φ)(x) = u2xu−2 = g−1cxc−1g = g−1xg,
para todo x ∈ G, isto e´, φ2 ∈ Inn(G). Um grupo em que todo elemento diferente
da identidade tem ordem 2 e´ abeliano e, consequentemente, abeliano elementar.
Definic¸a˜o 4.2.9. Autc(G) denotara´ o grupo dos automorfismos de G que pre-
servam classes de conjugac¸a˜o.
Lema 4.2.10. (Ver [23], proposic¸a˜o 2.3 pa´g. 243.) Seja G um grupo finito,
enta˜o AutU (G) ⊂ Autc(G).
Lema 4.2.11. A ordem de Autc(G) (e portanto de AutU (G)) e´ divis´ıvel so-
mente pelos primos que dividem a ordem de G.
Demonstrac¸a˜o. Seja ϕ ∈ Autc(G) tal que ϕq = id para algum primo q tal que
q - |G|. Provaremos que ϕ = id.
Considere o subgrupo H de G dos pontos fixados por ϕ, ou seja,
H = {g ∈ G;ϕ(g) = g}.
Afirmamos que para cada classe de conjugac¸a˜o C de G, temos que H∩C 6= ∅.
Com efeito, suponha por contradic¸a˜o que exista uma classe C de G tal que
ϕ(g) 6= g, ∀ g ∈ C.
Para g ∈ C, considere Ag := {g, ϕ(g), . . . , ϕq−1(g)}. Note que:
(1) #Ag = q, pois como |ϕ| = q, os elementos em Aq sa˜o distintos.
(2) Ag ∩Ah = ∅, para g 6= h em C.
Com isso, temos que C =
⋃˙
g∈CAg. Isso implica que q| |C|, consequente-
mente, q| |G|, o que e´ uma contradic¸a˜o. Portanto, H ∩ C 6= ∅ para cada classe
C. Assim, os conjugados de H percorrem todo o grupo G. Com isso, podemos
escrever
G =
⋃
y∈G
yHy−1.
E´ conhecido da teoria de grupos que o nu´mero de conjugados de H e´ dado por
[G : NG(H)]. Como H ⊆ NG(H), segue que [G : NG(H)] ≤ [G : H]. Assim,
|G| = 1 + (|H| − 1)[G : NG(H)] ≤ 1 + (|H| − 1)[G : H],
ou seja,
|G| ≤ 1 + |G| − [G : H],
o que implica [G : H] ≤ 1, logo [G : H] = 1, o que fornece H = G. Portanto,
ϕ = id.
A demonstrac¸a˜o do teorema seguinte segue as ideias da demonstrac¸a˜o en-
contrada em [24]. Para uma outra demonstrac¸a˜o o leitor pode consultar [23],
Teorema 3.4.
Teorema 4.2.12. O problema do normalizador tem resposta positiva para qual-
quer grupo de ordem ı´mpar.
Demonstrac¸a˜o. Sejam G um grupo de ordem impar, u ∈ NU (G) e φ(x) =
uxu−1. Pelo Teorema 4.2.8, φ2 ∈ Inn(G), ou seja, existe g ∈ para todo x ∈ G
temos que φ2(x) = gxg−1.
Pelo Lema 4.2.11, φs = id, para algum s impar. Pelo Teorema de Be´zout,
existem l, t tais que 2l + st = 1, logo,
φ = φ2l+st = (φ2)l ◦ (φs)t = (φ2)l.
Como φ2 ∈ Inn(G) temos que
φ(x) = ((φ2)l(x) = glxg−l.
O lema a seguir traz uma propriedade de grupos que sera´ utilizada no
pro´ximo teorema.
Lema 4.2.13. Sejam P um p-subgrupo de Sylow de G e g ∈ G com o(g) = pk,
k ∈ N, tal que g ∈ NG(P ). Enta˜o, g ∈ P.
Demonstrac¸a˜o. Como P /NG(P ), P e´ o u´nico p-subgrupo de Sylow de NG(P ).
Como g ∈ NG(P ) tem ordem poteˆncia de p, existe um p-subgrupo de Sylow de
NG(P ) contendo 〈g〉, mas como P e´ o u´nico p-subgrupo de Sylow de NG(P ),
segue que g ∈ P.
Para o pro´ximo teorema, usaremos a seguinte notac¸a˜o: fixado um 2-subgrupo
de Sylow P de um grupo G, IP denota o conjunto de todas as involuc¸o˜es de
AutU (G) que fixam P , ou seja,
IP = {φ ∈ AutU (G) | φ2 = id e φ |p= id}.
Teorema 4.2.14. Se IP ⊂ Inn(G) para um 2-subgrupo de Sylow P ⊆ G, para
um grupo finito G, enta˜o AutU (G) = Inn(G).
Demonstrac¸a˜o. Suponha que Ip ⊂ Inn(P ) para algum 2-subgrupo de Sylow
P ⊆ G e sejam u ∈ NU (G) e φ ∈ AutU (G) o automorfismo dado por u (ver
4.1). Pelo Teorema 4.2.2, podemos supor que φ(x) = x para todo x ∈ P.1 Pelo
Teorema 4.2.8, existe z ∈ G tal que
φ2(x) = z−1xz, (4.5)
para todo x ∈ G. Note que existem elementos g, h ∈ 〈z〉 tais que
z = gh2, (4.6)
com o(g) uma poteˆncia de 2 e o(h) impar. Seja α ∈ Inn(G) dado por
α(x) = hxh−1,∀ x ∈ G.
1Se φ na˜o fixa os elementos de P , enta˜o definindo γ ∈ Inn(G) por γ(x) = y−1xy, em que
y e´ dado pelo Lema 4.2.2, temos que (γ ◦ φ)|P = id.
Note que da demonstrac¸a˜o do Teorema 4.2.8 temos que
u∗ = zu, (4.7)
onde ∗ e´ a involuc¸a˜o dada em 4.2.5.
Aplicando a involuc¸a˜o ∗ nessa igualdade, obtemos
u = (zu)∗ = u∗z−1 = zuz−1,
ou seja, u e z comutam, e como h ∈ 〈z〉, h e u comutam e segue que
α ◦ φ = φ ◦ α.
Mais ainda, como estamos supondo que φ fixa P , temos que φ2 tambe´m fixa
P e segue por 4.5 que
z−1xz = x
para todo x ∈ P, ou seja, z ∈ CG(P ), o centralizador de P em G. Assim, α
tambe´m deixa fixos os elementos de P , pois h ∈ 〈z〉 ⊂ CG(P ).
Podemos supor, sem perda de generalidade, que o(z) e´ uma poteˆncia de 2,
pois caso na˜o seja, conseguimos construir uma Ψ ∈ AutU (G) tal que Ψ(x) = x
para todo x ∈ P e Ψ2(x) = g−1xg, com o(g) uma poteˆncia de 2. A saber,
Ψ = α ◦ φ
cumpre tais condic¸o˜es (ou seja, podemos trocar z pelo g na fatorac¸a˜o 4.6).
Assim, φ2|P = idP , o(z) e´ uma poteˆncia de 2 e z ∈ CG(P ) ⊂ NG(P ). Pelo
Lema 4.2.13, z ∈ P, mas como z ∈ CG(P ), temos que z ∈ Z(P ), o centro de P.
Mostraremos que existe um elemento em Z(P ) cujo quadrado e´ z.
Temos que, para todo x ∈ P, φ(x) = uxu−1, logo x−1uφ(x) = u, mas como
φ(x) = x, segue que
x−1ux = u. (4.8)
Escreva u =
∑
g∈G
u(g)g.
Pelos mesmos argumentos da demonstrac¸a˜o do Teorema 4.2.2, segue que a
func¸a˜o u : G→ Z, dada por
g 7→ u(g)
e´ constante nas o´rbitas da seguinte ac¸a˜o de grupo quando restrita a` P:
G→ Aut(G),
que leva
g 7→ σg,
onde
σg(x) = g
−1xg.
Como 2 - (u), existe um g0 ∈ supp(u) que e´ fixado por essa ac¸a˜o por
conjugac¸a˜o (mesmos argumentos em 4.3 da demonstrac¸a˜o do Lema 4.2.2). Note
que g0 ∈ CG(P ).
Seja v a restric¸a˜o de u a Z(CG(P )) ⊆ ZG, isto e´,
v =
∑
g∈CG(P )
u(g)g.
Como g0 ∈ supp(u) ∩ CG(P ), segue que v 6= 0. Seja v ∈ Z2(CG(P )) a reduc¸a˜o
de v mo´dulo 2, ou seja,
v =
∑
g∈CG(P )
u(g)g,
u(g) ∈ Z2. Com isso, se g ∈ supp(v) enta˜o u(g) = 1.
Vamos verificar que supp(v) consiste de um nu´mero impar de elementos
g ∈ CG(P ). De u(g) = 1, segue que u(g) e´ impar. Escrevendo (u) em termos
da cardinalidade das o´rbitas da ac¸a˜o por conjugac¸a˜o, como em 4.3 no Teorema
4.2.2, e notando que se g ∈ CG(P ), enta˜o O(g) = {g}, podemos escrever
±1 = (u) = (v) +
∑
g∈G−(CG(P ))
u(ξ)pkg ,
o que implica que (v) e´ impar, uma vez que o valor do somato´rio e´ par. Assim,
como (v) =
∑
g∈CG(G)
u(g), necessariamente, existe uma quantidade impar de
elementos g ∈ CG(P ) com u(g) impar, logo com u(g) = 1. Isto mostra que
card(supp(v)) e´ impar, como desejado.
Como o elemento z ∈ G satisfaz a identidade
u∗ = zu,
segue que v∗ = zv, pois z ∈ CG(P ).
Escolha um x1 ∈ supp(v). Assim, existe x2 ∈ supp(v) tal que
zx1 = x
−1
2 .
Temos tambe´m que
zx2 = z(x
−1
1 z
−1) = x−11 ,
pois x1 ∈ CG(P ) e z ∈ P. Portanto, podemos escrever supp(v) como unia˜o
disjunta de subconjuntos {x1, x2} com zx1 = x−12 .
Como card(supp)(v) e´ impar, para algum desses subconjuntos teremos x1 =
x2, o que implicara´ zx1 = x
−1
1 , consequentemente
x−21 = z. (4.9)
Isso mostra que o(x1) e´ uma poteˆncia de 2, e como x1 ∈ CG(P ), segue que
x1 ∈ Z(P ). Com isso, x−11 ∈ Z(P ) e´ tal que o quadrado da´ z, como desejado.
Agora, considere o automorfismo β ∈ Inn(G) dado por
β(x) = x1xx
−1
1 .
Pela igualdade 4.8, segue que x1 e u comutam, logo
β ◦ φ = φ ◦ β.
Com isso,
(β ◦ φ)2(x) = (φ2 ◦ β2)(x)
= φ2(x21xx
−2
1 )
= φ2(z−1xz)
= z(z−1xz)z−1
= x,
para todo x ∈ G e, por construc¸a˜o, (β ◦ φ)|P = id. Portanto, β ◦ φ ∈ IP ⊆
Inn(G). Com isso,
(β ◦ φ)(x) = g1xg−11 ,∀ x ∈ G,
para algum g1 ∈ G, e segue que
φ(x) = (x−11 g1)x(x
−1
1 g1)
−1 ∈ Inn(G).
Observac¸a˜o 4.2.15. Pode-se mostrar que se G tem um 2-subgrupo de Sylow
normal P , enta˜o IP ⊂ Inn(G). Logo, pelo teorema anterior AutU (G) = Inn(G).
Ver [23] Teorema 3.6, pa´g. 246.
Finalizamos esta sec¸a˜o enunciando dois resultados que mostram como o pro-
blema do normalizador se relaciona com o problema do isomorfismo para grupos
infinitos. As demonstrac¸o˜es podem ser encontradas em [32]. Um estudo sobre
o problema do isomorfismo para grupo infinitos, devido a` Marcin Mazur, pode
ser encontrado em [33].
Teorema 4.2.16. Seja G = N × A o produto direto de um grupo finito N por
um grupo abeliano A infinito e finitamente gerado. Suponha que o problema do
isomorfismo tem resposta positiva para N. Enta˜o, o problema do normalizador
tem resposta positiva para N se, e somente se, o problema do isomorfismo tem
resposta positiva para G
Corola´rio 4.2.17. Seja G = N × A o produto direto de um grupo finito N
por um grupo abeliano A na˜o trivial finitamente gerado. Enta˜o, o problema do
isomorfismo tem resposta positiva para G se, e somente se, ambos, o problema
do normalizador e o problema do isomorfismo, tem resposta positiva para N.
4.3 Os Contraexemplos das Conjecturas
4.3.1 Contraexemplos da Conjectura ISO e da Conjectura
do Normalizador
Recentemente, mais precisamente em 2001, Martin Hertweck apresentou um
contraexemplo para (ISO). O contraexemplo e´ absolutamente na˜o trivial; na˜o
e´ o objetivo dessa dissertac¸a˜o detalha´-lo, o leitor interessado pode encontra´-lo
em [6]. Na construc¸a˜o de tal contraexemplo M. Hertweck obteve tambe´m um
contraexemplo para a conjectura do normalizador.
Definica˜o 4.3.1.1. Seja G um grupo finito e seja ZG seu anel de grupo integral.
Um grupo base de ZG e´ um subgrupo H do grupo das unidades normalizadas
de ZG tal que |G| = |H| e ZG = ZH.
No trabalho de M. Hartweck e´ dado um exemplo de um grupo X tal que,
ZX tem um grupo base que na˜o e´ isomorfo a X. O principal argumento e´ a
existeˆncia de um subgrupo G de X possuindo um automorfismo na˜o interno que
se torna interno no anel de grupo integral ZG.
Teorema 4.3.1.2. (M. Hertweck) Existe um grupo finito G com um automor-
fismo na˜o interno τ , e t ∈ U1(ZG), tal que
g
τ7→ t−1gt,
para todo g ∈ G. O grupo G tem ordem 221.9728, um 97-subgrupo de Sylow
normal, e e´ metabeliano.
Note que o Teorema 4.3.1.2 e´ um contraexemplo para a conjectura do norma-
lizador, uma vez que pela definic¸a˜o do automorfismo τ temos que t ∈ NU (G),
no entanto o automorfismo τ ∈ Aut(G) na˜o e´ interno. Portanto, pela pela
Proposic¸a˜o 4.2.1 NU (G) 6= G.Z(U(ZG)).
Teorema 4.3.1.3. (M. Hertweck) Existe um grupo finito solu´vel X, que e´ um
produto semi-direto de um subgrupo normal G e um subgrupo c´ıclico 〈c〉, tal que:
a) Existe um automorfismo τ na˜o interno de G, e t ∈ U1(ZG), tal que
g
τ7→ t−1gt,
para todo g ∈ G.
b) (tc)2 = c2; isto e´, o elemento c inverte o elemento t em ZX.
c) O grupo Y = 〈G, tc〉 e´ um grupo base de ZX que na˜o e´ isomorfo a X.
d) O grupo X tem ordem 221.9728, um 97-subgrupo de Sylow normal, e
derivada de comprimento 4.
O item c) deste teorema e´ o u´nico contraexemplo conhecido para a conjectura
ISO ate´ a presente data.
4.3.2 Contraexemplos Para as Conjecturas de Zassenhaus
Definica˜o 4.3.2.1. Diz-se que um automorfismo normalizado α de ZG tem a
fatorac¸a˜o de Zassenhaus se α e´ composic¸a˜o de automorfismo de ZG, induzido
por um automorfismo de G, seguido de um automorfismo central de ZG.
Roggenkamp e Scoot em [28] produziram um grupo metabeliano de ordem
2880, tal que existe um automorfismo normalizado α que na˜o tem a fatorac¸a˜o de
Zassenhaus, de modo que G e sua imagem α(G) sa˜o grupos bases de ZG que na˜o
sa˜o racionalmente conjugados. O contraexemplo desses autores foi simplificado
por Klinger em [26].
Outro contraexemplo foi dado por M. Hertweck em [27] seguindo as ideias
de Roggenkamp e Scoot, o qual enunciaremos a seguir:
Teorema 4.3.2.2. Existe um grupo metabeliano de ordem 1440 = 25.32.5 e um
automorfismo α de ZG que na˜o tem a fatorac¸a˜o de Zassenhaus.
O grupo G e´ um produto semidireto G = (M ×N ×Q)nW , em que
i) W = 〈w : w8〉n (〈b : b2〉 × 〈c : c2〉) com wb = w−1 e wc = w5.
ii) M = 〈m : m5〉, N = 〈n : n3〉 e Q = 〈q : q3〉.
iii) Cw(m) = 〈wc, b〉, Cw(n) = 〈w2, b, c〉 e Cw(q) = 〈w, b〉 sa˜o subgrupos de
ı´ndice 2 em W.
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