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И ПРИНЯТИЯ РЕШЕНИЙ 
 
Показано, что стандартная постановка задачи нахождения оптимального расписания для реальных 
организационно-технических объектов не полностью адекватна реальной ситуации. Для адекватного 
решения задачи предлагается метод анализа иерархий. 
 
It is shown, that standard definition of optimal scheduling problem for real technical objects is not quite 
appropriate to the real situation. For appropriate decision of the problem the Analytical Hierarchy Process 
(AHP) is proposed. 
 
В [1-9] описаны комплексы последователь-
ных взаимосвязанных математических моде-
лей, что совместимые с иерархией решений, 
которые должны быть приняты при иерархи-
ческом планировании и управлении сложны-
ми организационно-производственными сис-
темами, а так же создание на основе разрабо-
танной авторами конструктивной теории ре-
шения комбинаторных задач, эффективных 
методов решения одноэтапных задач теории 
расписания, являющихся основой алгоритми-
ческого обеспечения иерархической системы 
планирования и управления. 
В результате разработки создана методоло-
гия построения иерархических моделей пла-
нирования дискретного производства, которая 
учитывает сетевое представление технологий 
изготовления изделий, ограниченные ресурсы 
и направленные на максимизацию дохода 
предприятия. Разработаны комплексы после-
довательных взаимосвязанных математичес-
ких моделей иерархического планирования и 
управления рабочим цехом, планирование 
производства «на заказ», планирование произ-
водств мелкосерийного типа; иерархического 
планирования производств по изготовлению 
партий, планирование и управление проекта-
ми. 
В результате получена система новых вы-
сокоэффективных взаимосвязанных алгорит-
мов, которые впервые разрешили решать за-
дачу планирования и управления дискретным 
производством общего вида с ограниченными 
ресурсами в комплексе, по критериям: 
а) минимизация общего взвешенного мо-
мента окончания выполнения заданий при 
отношении порядка, заданного ориентирован-
ным ациклическим графом; 
б) минимизация общего взвешенного мо-
мента окончания выполнения заданий при от-
ношении порядка, заданного ориентирован-
ным ациклическим графом, при условии, что 
известны моменты поступления всех заданий 
на выполнение; 
в) минимизация общего опережения и заде-
ржки выполнения заданий относительно ди-
рективных сроков (планирование точно в 
срок); 
г) минимизация общего штрафа производ-
ства за опережение или задержку выполнения 
заданий относительно директивных сроков; 
д) минимизация общей задержки выполне-
ния заданий относительно директивных сро-
ков; 
е) минимизация общей взвешенной задерж-
ки выполнения заданий относительно дирек-
тивных сроков; 
ж) минимизация общего времени выполне-
ния всех заданий проекта и их комбинаций 
при различных ограничениях. 
Однако при оценке качества полученных 
расписаний и прогнозировании возможных 
результатов ЛПР (лицо принимающее реше-
ния), обычно сталкивается с сложной систе-
мой взаимозависимых критериев, которые 
нужно проанализировать [10-21]. Приведем 
некоторые критерии качества оценки распи-
саний: 
1. Величина максимальной задержки относи-
тельно директивного срока; [10,11] 
2. Величина максимального опережения от-
носительно директивного срока [12,16]; 
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3. Величина максимального отклонения отно-
сительно директивного срока [12]; 
4. Величина числа работ, которые задержи-
ваются [10]; 
5. Величина суммарной задержки относитель-
но директивного срока [12,14]; 
6. Величина суммарного опережения относи-
тельно директивного срока; 
7. Величина суммарного опережения и задер-
жки относительно директивного срока [12]; 
8. Величина максимальной взвешенной заде-
ржки относительно директивного срока; 
9. Величина максимального взвешенного опе-
режения относительно директивного срока; 
10. Величина максимального взвешенного от-
клонения относительно директивного срока; 
11. Величина взвешенного числа работ, кото-
рые задерживаются [11,12]; 
12. Величина суммарной взвешенной задерж-
ки относительно директивного срока [11,12]; 
13. Величина суммарного взвешенного опе-
режения относительно директивного срока 
[16]; 
14. Величина суммарного взвешенного опере-
жения и задержки относительно директивного 
срока [11,12]; 
15. Величина значения общего директивного 
срока [12]; 
16. Величина соответствия требованиям вы-
полнения всех заданий до их крайних сроков 
[12]; 
17. Величина общего времени завершения 
работ и максимальной стоимости [20]; 
18. Величина суммарного взвешенного вре-
мени окончания выполнения работ [11]; 
19. Величина взвешенной задержки и сверх-
нормативных затрат одного ресурса [18]; 
20. Величина взвешенной задержки, сверхно-
рмативных затрат и затрат на задержку поста-
вок; 
21. Числа перенастроек оборудования [19]; 
22. Величина максимальной длительности 
прохождения заданий в системе [20]; 
23. Величина суммарного взвешенного позд-
него времени выполнения ( )iV σ  (позднее вре-
мя – количество времени, когда работа выпо-
лняется после директивного срока: 
{ }min ,i i i i iV T pω ω= ) [22]. 
24. Величина средней продолжительности 
прохождения заданий; 
25. Величина среднего времени окончатель-
ного освобождения оборудования; 
26. Величина максимального времени оконча-
тельного освобождения оборудования; 
27. Величина продолжительности ожидания 
заданий в системе; 
28. Величина среднего времени нахождения 
работ в системе; 
29. Соответствия свойствам не задерживаю-
щих расписаний; 
30. Соответствие свойствам компактных рас-
писаний; 
31. Величина максимальной стоимости выпо-
лнения множества заданий; 
32. Величина суммарной стоимости (затрат 
на производство); 
33. Величина дохода; 
34. Оценка загрузки оборудования; 
35. Величина простаивания оборудования; 
36. Величина сокращения производственного 
цикла; 
37. Эффективное использование оборудова-
ния (экономия энергоресурсов); 
38. Величина выполнения заданий точно в 
срок [12]; 
39. Отношение длительности нахождения за-
дания в системе к продолжительности его 
критического пути; 
40. Отношение суммарного времени выпол-
нения всех заданий в системе к критичному 
пути выполнения всех заданий. 
Как правило на практике реальное расписа-
ние должно оцениваться не по одному крите-
рию, а по всему множеству критериев и таким 
образом, окончательное определение расписа-
ния на практике является задачей многокрите-
риального выбора: каждому из семи расписа-
ний, реализующему задачу оптимального пла-
нирования и управления дискретным произ-
водством по одному из приведенных выше 
семи критериев оптимизации, на самом деле 
соответствует значение неизвестной функции 
качества расписания аргументами которой 
являются десятки (нами приведены 47) крите-
риев. В такой постановке для выбора «наилу-
чшего» расписания естественно применить 
метод иерархий Саати [23]. В простейшем 
виде его реализация приводит к следующей 
процедуре. Эксперту (экспертам) предлагается 
сравнить попарно получение расписания. Ре-
зультаты сравнения заносятся в так называе-
мую эмпирическую матрицу парных сравне-
ний. 
По элементам матрицы парных сравнений 
находятся веса расписаний, выбирается то 
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расписание, которому соответствует наибо-
льший вес. Существует достаточно большое 
количество методов нахождения весов по эм-
пирической матрице парных сравнений [24]. С 
точки зрения авторов для нахождения точеч-
ных оценок весов наиболее перспективным 
является подход изложенный в [25–27], суть 
которого заключается в следующем: форму-
лируются и обосновываются модели оптими-
зации. Оптимальному решению каждой из них 
соответствует вариант оценок весов. Далее 
предлагается многокритериальная процедура 
выбора наилучших оценок весов [27]. 
Выводы 
В статье показано, что стандартная поста-
новка задачи планирования и управления дис-
кретным производством – нахождения распи-
сания оптимального по некоторому критерию 
при всей своей сложности реализации в целом 
не полностью соответствует решению реаль-
ной задачи планирования и управления. Под-
ход к решению задачи планирования и управ-
ления дискретным производством органичес-
ки объединить с моделями принятия решений 
на основе модифицированного метода анализа 
иерархий Саати. 
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