Given a computable probability measure P over natural numbers or infinite binary sequences, there is no method that can produce an arbitrarily large sample such that all its members are typical of P . This paper also contains upper bounds on the minimal encoding length of a predicate (over the set of natural numbers) consistent with another predicate over a finite domain.
Introduction
We use the concept of the mutual information of a number b with the halting sequence H, the characteristic sequence of the domain of a universal Turing machine. We call exotic numbers (and any object they encode) that have high mutual information with H. Assuming the independence postulate [Lev02] , there is no method to generate exotic numbers.
In many areas, one needs to obtain numbers b ∈ N that are "typical" with respect to a computable measure P over N. Being typical with respect to P means having a small deficiency of randomness, d(b|P ) This paper contains upper bounds on the minimal encoding length of a predicate (over the set N of natural numbers) consistent with a predicate γ over a finite domain D ⊂ N. For non-exotic predicates γ, the least encoding length of a complete predicate consistent with γ is close to the size of D. This is in contrast with the existence of predicates with 2-point domains and arbitrary high minimum complexity of complete predicates consistent with them. Thus the minimal complexity of a non-exotic complete extension of γ is small whereas the complexity of encoding all the pairs b, γ(b) of γ could be much larger due to unlimited bit length of b.
One of the issues in the application of Algorithmic Information Theory is the uncomputability of Kolmogorov complexity. There does not even exist an algorithm that computes any nonconstant lower bound of K. We show that every encoding of 2 n unique pairs b, K(b) has more than ∼n bits of mutual information with the halting sequence H. Thus, all such large sets are exotic.
The set of finite bit-strings is denoted by Σ * . When it is clear from the context, we will use natural numbers and other finite objects interchangeably with their binary representations. The empty string is ∅. For x ∈ Σ * , (x0)
The set of all infinite binary sequences is denoted by
we say x ⊑ y iff x = y or x ∈ Σ * and y = xz for some z ∈ Σ * ∞ . The ith bit of α ∈ Σ * ∞ is denoted α i , and its n bit prefix is denoted α ≤n . For x ∈ Σ * , Γ x ⊆ Σ ∞ represents the set of all infinite strings α ∈ Σ ∞ where x ⊑ α. Thus Σ ∞ is a Cantor space and the set of intervals, {Γ x : x ∈ Σ * }, is a binary topological basis for Σ ∞ . For compact sets Z of infinite strings, Z ≤n def = {α ≤n : α ∈ Z} and Z <∞ def = n∈N Z ≤n . x ∈ Σ * for x ∈ Σ * is the self-delimiting code that doubles every bit of x and changes the last bit of the result. The encoding of a finite set {x n } m n=1 of strings is defined to be
The bit length of a string x is x . D is the number of elements of the set D, (not to be confused with D ). For a ∈ R > 0 , a def = ⌈| log a|⌉. For positive real functions f , by ≺f , ≻f , ≍f , and f , f , ∼f we denote ≤ f +O(1), A predicate is a function with the range Σ and a domain of either N or a finite subset of N. We say predicate λ extends predicate γ, λ ⊇ γ, iff Dom(γ) ⊆ Dom(λ) and γ(i) = λ(i) for i ∈ Dom(γ). γ ∪ λ denotes the union of predicates γ and λ consistent on the intersection of their domains.
Measures P ∈ M (X) on a locally compact space X are linear functionals on the space C(X) of continuous functions f : X → R with compact support (i.e. the closure of X − f −1 (0)). P is non-negative (i.e. P ∈ M (X) + ) iff it is non-negative on C(X) + . P is probabilistic (i.e. P ∈ P(X)) iff it is normalized (P (1) = 1) and non-negative. P is extended to a larger class of functions in the standard way. f :
We use shorthands P (x) to mean P (Γ x ) for x ∈ Σ * and P (a) to denote P ({a}) for a ∈ X = N.
The uniform measure on Σ ∞ is denoted by µ(Γ x ) def = 2 − x . (Probabilistic) semi-measures σ are normalized (σ(1) = 1 = −σ(−1)) concave functionals on C(X), non-negative on C(X) + . They extend beyond C(X) as is usual for internal measures. When
We use shorthand σ(x) to mean σ(Γ x ). T y (x) is the output of algorithm T (or ⊥ if it does not halt) on input x ∈ Σ * and auxiliary input y ∈ Σ * ∞ . T is prefix-free if for all x, s ∈ Σ * with s = ∅, either T y (x) = ⊥ or T y (xs) = ⊥ . We say x ∈ Σ * is total for T y if there is a finite set D ⊂ Σ * where {Γ z : z ∈ D} = Ω and T y (xz) =⊥ for all z ∈ D. We say T is left-total iff for all x, s ∈ Σ * , T y (x1s) =⊥ implies x0 is total for T y . The complexity of x ∈ Σ * with respect to T y is K T (x|y) def = inf{ p : T y (p) = x}. There exist optimal for K prefix-free algorithms U , meaning that for all prefix-free algorithms T , there exists c T ∈ N, where K U (x|y) ≤ K T (x|y) + c T for all x ∈ Σ * and y ∈ Σ * ∞ . For example, one can take a universal prefix-free algorithm U , where for each prefix-free algorithm T , there exists t ∈ Σ * , with U y (tx) = T y (x) for all x ∈ Σ * and y ∈ Σ * ∞ . We can and will modify U to be left-total. K(x|y)
is the Kolmogorov complexity of x ∈ Σ * relative to y ∈ Σ * ∞ . We say x is total relative to y iff it is total for U y .
The halting sequence H ∈ Σ ∞ is the infinite string where
A real function f is r.e. (−f is co r.e.) if it is the supremum of an enumerable sequence of computable functions. The chain rule for Kolmogorov complexity is
The universal probability of a finite set D ⊂ N is m(D|y)
We use shorthand m(x|y) to denote m({x}|y) for x ∈ N. K(x|y) ≍ m(x|y) . The mutual information in finite strings x and y relative to z ∈ Σ * is I(x : y | z)
∞ is the unique infinite binary sequence where all its finite prefixes b ⊑ B have total and non-total extensions. B has the same Turing degree as H. Figure 1 illustrates the domain of the left total algorithm U .
We say x ∈ Σ * is to the left of y ∈ Σ * , x y, iff x ⊒ y or there exists u ∈ Σ * with u0 ⊑ x and u1 ⊑ y. bb(x|r) def = max y x U r (y) if x is total with respect to r, and bb(x|r)
The deficiency of randomness of b ∈ N with respect to computable measure P over N and to v ∈ N is d(b|P, v)
). The extension of information to include infinite sequences, with a, b, ω ∈ Σ * ∞ is defined to be
The monotone complexity of a finite prefix-free set G of finite strings is Km(G)
is the largest, up to a constant multiplicative factor, r.e. semi-measure. We use shorthand M(x) to denote M(Γ x ). For finite prefix-free set
⊑-sup is the supremum under the partial order of ) . B has the same Turing degree as H. If x0 ⊑ B, for x ∈ Σ * , then U (x1y) =⊥ for all y ∈ Σ * . In the diagram above, the strings 0v0 and 0v1 are halting programs, with U (0v0) =⊥ and U (0v1) =⊥. Therefore, 0v is a total string.
Samples have Outliers
The following lemma shows every non-exotic natural number b is the typical member of a simple probability space. A conceptual diagram of the terms used in lemma 1 can be seen in figure 2. This paper uses the following slice of Kolmogorov's structure function, with Λ(b|y)
Proof. Let U (uw) = a, with uw = K(a), u be total and u − be not. Let Q ∈ P(N)
Figure 2: A conceptual diagram of the terms used in lemma 1. Since u = 01100 is total and u − is not, u − is a prefix of the border sequence B. w = 10 with U (uw) = U (0110010) = a. Assuming all halting extensions ux of u produce a unique output U (ux), in this instance, |supp(Q)| = 5, and Q(a) = 2 − w = 1/4.
We condition Q on the largest set X ⊆ supp(Q) containing solely R ⊂ N with a∈R η(a) ≥ 1 and max a∈R 2η(a)(c + d) ≤ 1, for some constant c to be determined later. D ∈ X , otherwise there exists a ∈ D with − log η(a) ≺ log d.
= e c+d , otherwise. Let δ be a random subset of S, with elements a chosen independently with probability 2η(a)(c + d). So we have
a∈S Pr(a ∈ δ)W (a)/4(c + d) = a∈S 0.5W (a)η(a) ≤ 0.5. So Pr(P δ (N) ≤ 1) ≥ 0.5, and since Pr(Q(t δ )≤1) > 0.5, there exists G ⊆ S with Q(t G ) ≤ 1 and P G (N) ≤ 1. Such G can be found with brute force search given c, d, and v, so 
Proposition 1 If b ∈ Σ
* is total and b − is not, and x ∈ Σ * , then b ≺ K(b) and K(b) + I(x; H|b) I(x ; H) + K(b| x, b ).
As U is left total, b is computable from b and Proof. Let F be the supremum of an enumerable sequence F i of non-negative computable functions. Let b be the shortest total string with a∈D
Corollary 2 Given computable P ∈ P(N), for any finite set D ⊆ N, log a∈D 2
). Let b be the shortest total string
, as D is computable from Z <∞ , b , and s. By the definition of the extension of mutual information to infinite sequences,
Corollary 3 Given computable P ∈ P(Σ ∞ ), for any compact set Z ⊆ Σ ∞ , log α∈Z 2
Complexity of Classification
In machine learning, classification is the problem of inferring an unknown predicate Υ over N using training information. The training data is γ, a predicate with a finite domain and with γ(i) = Υ(i) for all i ∈ Dom(γ). Learning algorithms use γ to compute a complete predicate (hypothesis) h over N that approximates the hidden concept Υ. With certain probabilistic assumptions, learning algorithms that produce hypotheses h ⊇ γ of low Kolmogorov complexity are likely to approximate Υ well [BEHW89] .
For each i ∈ N, there exists a predicate ξ i with a domain of two 2 i -bit integers and with no complete extension of complexity <i. Corollary 4 shows such predicates ξ i are exotic. For non-exotic predicates γ, the smallest encoding length of an extension h ⊇ γ is close to the size of the domain of γ.
Theorem 3 For any finite prefix-free set G of strings,
Proof. Let i def = KM(G) and N ′ be the smallest number with > 2
where
Proof. Let G be a set of strings x with x = max{i ∈ Dom(γ)} and x ⊇ γ. Thus µ(G) = 2 − γ . Theorem 3, applied to G, gives h ∈ GΣ * where K(h) KM(G) + I(G; H) ≺ µ(G) + I(γ; H) = Dom(γ) + I(γ; H).
The predicate h constructed in the above proof has a finite domain. Also, corollary 4 is tight, as shown by the following theorem.
Theorem 4 For all d, i ∈ N \ {0, 1, 2}, there is a predicate γ where (1)
Proof. Let r be a d − 3 bit random string such that I(r; H) ≤ log(di). Let p be the rightmost total i-bit string with respect to r. So I(p; H|r) ∼ i. There exists a predicate ξ such that min h ⊇ ξ K(h|r) = i ± O(log(di)) and K(ξ| p, r ) + K(p| r, ξ ) = O(log(di)). Indeed, let A ⊂ {0, 1, ⊥} k , k = 3 2 i +d, be the set of initial segments of all predicates γ of complexity Corollary 5 Any set X ⊂ Σ * of 2 n unique pairs b, K(b) has n I(X ; H).
