Point matching under non-uniform distortions  by Akutsu, Tatsuya et al.
Discrete Applied Mathematics 127 (2003) 5–21
Point matching under non-uniform distortions
Tatsuya Akutsua ;∗, Kyotetsu Kanayab , Akira Ohyamab ,
Asao Fujiyamac
aHuman Genome Center, Institute of Medical Science, University of Tokyo, 4-6-1 Shirokanedai,
Minato-ku, Tokyo 108-8639, Japan
bDepartment of Bioscience Systems, Mitsui Knowledge Industry Co., Ltd. 2-7-14 Higashinakano,
Nakano-ku, Tokyo 164-8555, Japan
cNational Institute of Genetics. 1111 Yata, Mishima-city, Shizuoka 411-8540, Japan
Received 28 October 2000; received in revised form 11 July 2001; accepted 4 September 2001
Abstract
This paper discusses the pattern matching problem for points under non-uniform distortions,
which arises from the analysis of two-dimensional (2-D) electrophoresis images. First, we provide
a formal de2nition of the problem. Next, we prove that it is NP-hard in two (or more) dimensions.
This proof is based on a reduction from planar 3SAT. Then we present a simple polynomial time
algorithm for a special and one-dimensional case of the problem, which is based on dynamic
programming. We also present a practical heuristic algorithm for identifying a match between two
sets of spots in 2-D gel electrophoresis images obtained from genomic DNA. ? 2002 Elsevier
Science B.V. All rights reserved.
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1. Introduction
Matching of spatial point sets (i.e., comparing two sets of points) is a fundamental
pattern matching problem. Thus many studies have been conducted in computational
geometry [1,3,7,8] and pattern recognition [4,12].
Most of theoretical studies have focused on point matching under uniform transfor-
mations (e.g., translations, rigid motions and=or scalings) [1,3,7,8]. However, in some
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applications, non-uniform distortions may occur and thus pattern matching based on
local similarity is important. Pattern matching of spots obtained by the two-dimensional
(2-D) gel electrophoresis technique is an important example of such applications
[2,6,13]. We have developed a system called DDGEL [9] for the analysis of 2-D
gel electrophoresis images obtained from genomic DNA by means of the restriction
landmark genomic scanning (RLGS) method [5]. Previous point matching methods
are not directly applicable to this application because the positions of spots are dis-
torted non-uniformly. Due to the recent progress in proteomics, analysis of 2-D gel
electrophoresis images of proteins is an important issue. Therefore, a technique for
matching of spots under non-uniform distortions is required [2,6].
On the other hand, in the 2eld of pattern recognition, many heuristic algorithms
have been developed for pattern matching under non-uniform distortions [2,4,6,12,13].
Appel et al., considered transformations based on second- and third-order polynomials
to contend with non-uniform distortions appearing in electrophoresis image data [2].
However, their method (and many of other methods for electrophoresis image analysis)
uses so-called landmarks in order to identify polynomials, where landmarks are spot
pairs intensively marked in both images by the user and selected as putative matching
pairs.
Several groups applied Delaunay graphs (Delaunay triangulations) and=or relative
neighborhood graphs to the problem of point matching under non-uniform distortions
[4,6,12,13]. In these methods, a Delaunay graph (or a relative neighborhood graph) is
2rst computed from each set of points. A maximum common subgraph (or a similar
structure) between two graphs is then computed. However, 2nding a maximum common
subgraph is a time consuming process (it is NP-hard in general). Therefore, various
heuristics were employed in the Delaunay-based approaches. It is reasonable to question
whether or not such a time consuming procedure is essential for point matching under
non-uniform distortions. This is the theoretical motivation behind our study.
This paper consists of two parts: a theoretical part and a practical part. In the the-
oretical part, we propose a simple de2nition for point matching under non-uniform
distortions, where similar formalizations are given in [6,12]. We prove that the prob-
lem is NP-hard in two or more dimensions. This result answers the above question:
time consuming search procedures such as 2nding a maximum common subgraph are
essential for point matching under non-uniform distortions unless P=NP. On the other
hand, we present a simple polynomial time algorithm for a special and one-dimensional
case, which is similar to the well-known dynamic programming algorithms for approxi-
mate string matching and sequence alignment. In the practical part, we show a heuristic
method for spot matching of 2-D electrophoresis gel images obtained from genomic
DNA by means of the RLGS method [5]. Although this method is heuristic, it uses
a variant of the dynamic programming algorithm mentioned above. The method is
implemented in the DDGEL system and is tested using real gel image data.
The hardness result is interesting from a theoretical viewpoint because almost no
NP-hardness results have been presented in the 2eld of approximate point matching.
The only exception was proposed by Iwanowski [8], who studied the problem of ap-
proximate symmetry detection in the plane and proved that it is NP-hard. It is inter-
esting that reductions from the same problem (PLANAR 3SAT) were used both in this
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paper and Iwanowski’s paper. However, the reduction used in this paper is substan-
tially diMerent from that used by Iwanowski. Indeed, Iwanowski considered approximate
symmetry under uniform distortions.
2. Denition of the problem
In this section, we propose a formal de2nition for point matching under non-uniform
distortions. Although other appropriate de2nitions may have been suggested, this de2-
nition is simple and reasonable.
Let P={p1; : : : ; pm} and Q={q1; : : : ; qn} be point sets in d-dimensions, respectively.
We call a set of pairs M = {(pi1 ; qj1 ); : : : ; (pil ; qjl)} a match if (∀h = k)(pih = pik and
qjh = qjk ).
Denition 1 (Point matching under non-uniform distortions). Point matching under
non-uniform distortions is; given a positive real ; two point sets P = {p1; : : : ; pm}
and Q = {q1; : : : ; qn} in d-dimensional Euclidean space; to 2nd a maximum match
M ={(pi1 ; qj1 ); : : : ; (pil ; qjl)} (i.e.; a match M with the maximum cardinality) satisfying
(∀k)(∀h = k)
(
1
1 + 
¡
|qjh − qjk |
|pih − pik |
¡ 1 + 
)
;
where |p− q| denotes the Euclidean distance between p and q.
It should be noted that P and Q can be interchanged because 1=(1+)¡x=y¡ 1+
if and only if 1=(1 + )¡y=x¡ 1 + . This de2nition requires that local similarities
between P and Q are preserved because the error for two point pairs must be small if
the distances between points in the pairs are small.
In the above de2nition, global similarities are also taken into account to some extent.
Of course, the problem might be de2ned such that only local similarities can be taken
into account. However, in such a case, some threshold would be required to discriminate
between local and global distances and thus the de2nition would be complex and less
reasonable.
Here we show the diMerence between the proposed de2nition and -approximate con-
gruence [1], where the latter is a typical point matching problem under uniform distor-
tions and has been well studied in computational geometry. Recall that, in -approximate
congruence, pi1 matches qj1 if and only if |qj1 − pi1 |¡, where an adequate isometric
transformation can be applied to P before computing the match.
In Fig. 1, P consists of four squares, each of which is of size 1×1. Consider the case
of =0:5 in -approximate congruence. Then, P matches Q1 (i.e., there is a match M
such that |M |=16), but does not match Q2. On the other hand, in the case of =0:5
in point matching under non-uniform distortions, P does not match Q1 but matches
Q2. This example shows that local similarities are taken into account more in point
matching under non-uniform distortions than in -approximate congruence.
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Fig. 1. This 2gure shows the diMerence between point matching under non-uniform distortions and point
matching under uniform distortions. P matches Q1 but does not match Q2 under uniform distortions, whereas
P does not match Q1 but matches Q2 under non-uniform distortions.
3. NP-hardness result for two-dimensional case
In Section 2, we proposed a de2nition for point matching under non-uniform distor-
tions. However, this problem is NP-hard even for two-dimensions.
Theorem 2. Point matching under non-uniform distortions in d-dimensions is
NP-hard for any <xed number  such that 0¡¡ 0:44 and for any <xed integer
d ≥ 2.
Proof. We use a polynomial time reduction from PLANAR 3SAT [11]. Let C =
{c1; c2; : : : ; cN} be an instance of PLANAR 3SAT over the set of variables V =
{v1; v2; : : : ; vK}; where we assume that each clause ci consists of 3 literals. Note that
in PLANAR 3SAT; the graph G(V ∪ C; E) must be planar; where E = {{vi; cj}|vi ∈ cj
or vi ∈ cj} ∪ {{vi; vi+1}} ∪ {{v1; vK}}. Moreover; we assume that a grid embedding
of G(V ∪ C; E) is already obtained as shown in Fig. 2. A grid embedding of size
O(N )× O(N ) can be computed in linear time from G(V ∪ C; E) [10].
From the grid embedding of an instance of PLANAR 3SAT, we construct an instance
(P;Q; ) of the point matching problem. The instance is constructed such that the fol-
lowing holds: there exists a maximum match M satisfying |M |=|P| if and only if there
exists a truth assignment satisfying all clauses. The construction will be formed from
several components, which can be partitioned into three parts and grouped according
to their intended function: truth-setting components, satisfaction-testing components,
and routing components.
First, we will discuss the satisfaction-testing components (see also Fig. 3) since
these form the core of the construction. For each clause ci, we construct a set of
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Fig. 2. Example of grid embedding of a planar graph for a 3SAT instance {{a; Ob; c}; { Oc; d; Oe}; { Ob; Oc; e}}.
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Fig. 3. Satisfaction-testing component.
points Ti = {p0i ; p1i ; p2i ; p3i , q1i ; q2i ; q3i ; q1ti ; q2ti ; q3ti ; q1fi ; q2fi ; q3fi }, where
p0i = (0; 0); p
1
i = (0; L); p
2
i =
(
−
√
3L
2
;−L
2
)
; p3i =
(√
3L
2
;−L
2
)
;
q1i = (0;−"L); q2i =
(√
3"L
2
;
"L
2
)
; q3i =
(
−
√
3"L
2
;
"L
2
)
;
q1ti = (0; (1− ")L); q2ti =
(
−
√
3(1− ")L
2
;− (1− ")L
2
)
;
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q3ti =
(√
3(1− ")L
2
;− (1− ")L
2
)
; q1fi = (0; (1 + ")L);
q2fi =
(
−
√
3(1 + ")L
2
;− (1 + ")L
2
)
; q3fi =
(√
3(1 + ")L
2
;− (1 + ")L
2
)
;
and each Ti is to be translated to an appropriate position. L is any positive constant
(for example, we can use L= 1).
Here we let =2". We can now see that the following relations hold for any " such
that 0¡"¡ 0:22:
(∀j) (|qjfi − qji |= (1 + )L); (∀j)
((
1
1 + 
)
L¡ |qjti − qji |¡ (1 + )L
)
;
(∀j) (∀k = j)
((
1
1 + 
)
L¡ |qjti − qki |¡ (1 + )L
)
;
(∀j) (∀k = j)
((
1
1 + 
)
L¡ |qjfi − qki |¡ (1 + )L
)
:
It should be noted that (1=(1 + ))L¡ |qjti − qki | (k = j) does not hold if "¿ 0:23.
Because of the above relationships, the following must hold in order to satisfy |M |=
|P|:
(a) if (p0i ; q
1
i )∈M , then (p1i ; q1ti )∈M , (p2i ; q2ti )∈M or (p2i ; q2fi )∈M , and, (p3i ; q3ti )∈M
or (p3i ; q
3f
i )∈M ,
(b) if (p0i ; q
2
i )∈M , then (p2i ; q2ti )∈M , (p1i ; q1ti )∈M or (p1i ; q1fi )∈M , and, (p3i ; q3ti )∈M
or (p3i ; q
3f
i )∈M ,
(c) if (p0i ; q
3
i )∈M , then (p3i ; q3ti )∈M , (p1i ; q1ti )∈M or (p1i ; q1fi )∈M ,and, (p2i ; q2ti )∈M
or (p2i ; q
2f
i )∈M .
From this, we can see that at least one of (p1i ; q
1t
i )∈M , (p2i ; q2ti )∈M and (p3i ; q3ti )∈M
must hold in order to satisfy |M |= |P|. Here we assume ci={v1; v2; v3}. Then, case (a)
corresponds to the case where v1 is satis2ed, case (b) corresponds to the case where
v2 is satis2ed, and case (c) corresponds to the case where v3 is satis2ed. Thus, at least
one of (p1i ; q
1t
i )∈M , (p2i ; q2ti )∈M and (p3i ; q3ti )∈M must hold in order to satisfy clause
ci.
Next we will discuss the truth-setting components. For each variable vi, we construct
a truth-setting component (see Fig. 4). Let (xi; 0) be the position for variable vi in the
grid embedding of G(V ∪ C; E). We construct the point sets Pi, Qti and Qfi by
Pi = {(xi; 0)} ∪
{(
xi;
D
2
)
;
(
xi;−D2
)}
∪
{(
xi;
D
2
+ jD
)
;
(
xi;−D2 − jD
)∣∣∣∣ j = 1; : : :
}
;
Qti = {(xi − D; 0)} ∪
{(
xi − D; D2
)
;
(
xi − D;−D2
)}
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Fig. 4. Truth-setting component.
∪
{(
xi − D; D2 + jD
)
;
(
xi − D;−D2 − jD
)∣∣∣∣ j = 1; : : :
}
;
Qfi = {(xi + D; 0)} ∪
{(
xi + D;
D
2
)
;
(
xi + D;−D2
)}
∪
{(
xi + D;
D
2
+ jD
)
;
(
xi + D;−D2 − jD
)∣∣∣∣ j = 1; : : :
}
;
where D = "L.
For these point sets, the following property holds for any  such that 0¡¡ 0:44:
either Pi matches Qti or Pi matches Q
f
i under the condition that every point in Pi
matches a point in Q. These point sets are constructed such that “Pi matches Qti”
corresponds to “vi=true” and “Pi matches Q
f
i ” corresponds to “vi=false”.
Next we will discuss the routing components. According to the grid embedding
of G(V ∪ C; E), the truth-setting components are connected to the satisfaction-testing
components. In order to do this, the following types of gadgets are used:
(i) copying a truth assignment,
(ii) inverting a truth assignment on vi (i.e., creating vi),
(iii) connecting a truth assignment to a satisfaction-testing component.
Gadgets of type (i) are constructed in the following way. Each gadget has the form
shown in Fig. 5 and consists of three point sets: Pˆ, Qˆ
t
and Qˆ
f
. In Fig. 5, Qˆ
t
consists
of the points on the bold lines, Qˆ
f
consists of the points on the dashed bold lines and
Pˆ consists of the points on the thin lines. Explicit coordinates of the points are given
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false
false
true
false
Dh-1h
h+1
h D
D D
h+1
h DD
h-1
h
true true
Fig. 5. Gadget for copying a truth assignment.
below, where each gadget is to be translated to an appropriate position:
Pˆ = {(0; 0)} ∪ {(0; jD) | j = 1; : : : ; h} ∪ {(jD; hD) | j = 1; : : : ; h}
∪{(−jD; hD)|j = 1; : : : ; h};
Qˆ
t
= {(−D; 0)} ∪
{(
−D; j(h− 1)
h
D
)∣∣∣∣ j = 1; : : : ; h
}
∪
{(
−D − j(h− 1)
h
D; (h− 1)D
)∣∣∣∣ j = 1; : : : ; h
}
∪
{(
−D + j(h+ 1)
h
D; (h− 1)D
)∣∣∣∣ j = 1; : : : ; h
}
;
Qˆ
f
= {(D; 0)} ∪
{(
D;
j(h+ 1)
h
D
)∣∣∣∣ j = 1; : : : ; h
}
∪
{(
D − j(h+ 1)
h
D; (h+ 1)D
)∣∣∣∣ j = 1; : : : ; h
}
∪
{(
D +
j(h− 1)
h
D; (h+ 1)D
)∣∣∣∣ j = 1; : : : ; h
}
:
In the above, h is the smallest integer such that h¿ 1 + 1=, where this condition is
derived from (h− 1)=h¿ 1=(1 + ) and (h+ 1)=h¡ 1 + . It should be noted that the
sizes (the numbers of elements) of Pˆ, Qˆ
t
, and Qˆ
f
are O(1=).
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Fig. 6. Gadget for inverting a truth assignment. The shaded parts are constructed as in Fig. 5.
Here, let pB=(0; 0), pL=(−hD; hD), pR=(hD; hD), qtB=(−D; 0), qtL=(−hD; (h−1)D),
qtR=(hD; (h− 1)D), qfB =(D; 0), qfL =(−hD; (h+1)D), qfR =(hD; (h+1)D). We show
that the following condition must hold in order to satisfy |M |= |P|: either (pB matches
qtB, pL matches q
t
L, and pR matches q
t
R), or (pB matches q
f
B , pL matches q
f
L , and pR
matches qfR ).
It is straightforward to show that the following condition must hold for each gadget
in order to satisfy |M |= |P|: pB matches either qtB or qfB , pL matches either qtL or qfL
and pR matches either qtR or q
f
R .
First we assume that pB matches qtB. Then, it is easy to see that (0; jD) must match
(−D; (j(h−1)=h)D) for j=1; : : : ; h and (−jD; hD) must match (−D−(j(h−1)=h)D; (h−
1)D) for j=1; : : : ; h. Therefore, pL must match qtL. Here, suppose that pR matches q
f
R .
Then, (jD; hD) must match (D+ (j(h− 1)=h)D; (h+1)D) for j=1; : : : ; h. As a result,
(0; hD) cannot match (−D; (h− 1)D). Therefore, pR must match qtR.
Similarly, we can prove that, if pB matches q
f
B , pL and pR must match q
f
L and q
f
R ,
respectively.
Gadgets of type (ii) are constructed as in Fig. 6. Each of the shaded parts is con-
structed in a similar way as in Fig. 5. The details and the correctness are straightforward
from the discussion regarding type (i) gadgets. The size of each gadget of type (ii) is
O(1=).
Gadgets of type (iii) are constructed as in Fig. 7. Though the details of the con-
struction are omitted, these are straightforward. It can be checked that |qi; j−q2i |=|pi; j−
p0i |¿ |q3ti −q2i |=|p3i −p0i |¿ 1=1+  holds for all j and for any  such that 0¡¡ 0:44,
which is the most critical condition on the distances of the points. The size of each
gadget of type (iii) is O(1=).
Using these gadgets, we can connect the truth-setting components to the satisfaction-
testing components, according to the grid embedding of G(V ∪ C; E), where the em-
bedding is scaled such that the unit length of the grid is O(1=).
Based on the above discussion, it is straightforward to prove that the following
holds for any 2xed constant  such that 0¡¡ 0:44: there exists a match M such
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ci = { }a b c, ,
true
false
true
false
a
b
true
false
c
ci = { }a b c, ,
(a) (b)
true
false
c
(c)
qi3t
qi3f
qi,1 qi,2 qi,j+1qi,j
pi,1 pi,j+1pi,jpi,2ip 3
Fig. 7. (a) Gadget for connecting truth-setting components to a satisfaction-testing component corresponding
to clause ci = a∨ b∨ c. (b) Part of the gadget for clause ci = a∨ b∨ Oc. (c) Details of a part of the gadget.
that |M | = |P| if and only if there exists a truth assignment satisfying all clauses
in C.
Finally, we analyze the time complexity. The time required for reduction is the
time for computing the grid embedding plus the time for constructing point sets P
and Q. As mentioned above, the grid embedding can be computed in O(N ) time. The
time for construction of the point sets is clearly bounded by O(N 2=). Therefore, the
construction can be completed in O(N 2=) time, though we use
√
3 in this construction,
this can be replaced by a rational number of 2xed size suRciently close to
√
3 (for a
2xed ).
It should be noted that Theorem 2 does not necessarily hold if  is not a constant.
For example, if =1=2N , the size of P would be N 2×2N and thus the reduction could
not be completed in polynomial time. Therefore, the problem with very small  might
be polynomial time solvable.
4. A dynamic programming algorithm for a special case
Although it is unclear whether point matching under non-uniform distortions is
NP-hard in one-dimension, we can obtain a polynomial time algorithm for the
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one-dimensional case under the condition that a maximum match must satisfy pi1
¡ pi2 ¡ · · ·¡ pil and qj1 ¡ qj2 ¡ · · ·¡ qjl . This is a reasonable restriction if we con-
sider one-dimensional electrophoresis images, because the orders of points (bands) are
usually preserved. Assuming this restriction, we can apply dynamic programming to
the problem.
It should be noted that some ordering is required in order to apply dynamic pro-
gramming. Indeed, we use the above ordering. Here, we show an example in which the
maximum match does not satisfy the ordering condition. Consider an instance such that
P={0; 100; 101; 110}, Q={0; 100; 109; 110} and =0:2. Then, the maximum match is
uniquely determined as M = {(0; 0); (100; 110); (101; 109); (110; 100)}. Obviously, this
match does not satisfy the ordering condition.
The restricted one-dimensional point matching problem can be solved by the simple
dynamic programming algorithm shown below, where we assume that input points are
sorted in ascending order (i.e., p1¡ p2¡ · · ·¡ pm, q1¡ q2¡ · · ·¡ qn). For simplicity,
we only provide a pseudocode for computing the number of point pairs in the maximum
match. It is a simple process to modify the algorithm without increasing the order
of the time complexity so that the maximum match can be obtained by using the
traceback technique [14]. The algorithm below uses the table D[i; j], which represents
the number of the matching point pairs between {p1; : : : ; pi} and {q1; : : : ; qj} under the
ordering condition and the condition that pi matches qj.
for i = 1 to m do D[i; 1]← 1,
for j = 1 to n do D[1; j]← 1,
for i = 2 to m do
for j = 2 to n do
begin
maxD← 0,
for k = 1 to i − 1 do
for h= 1 to j − 1 do
if 11+ ¡
|qj−qh|
|pi−pk | ¡ 1 +  and D[k; h]¿maxD
then maxD← D[k; h],
D[i; j]← maxD + 1,
end ,
Proposition 3. Point matching under non-uniform distortions can be solved in O(m2n2)
time in one-dimension under the condition that the maximum match must satisfy
pi1 ¡ pi2 ¡: : :¡ pil and qj1 ¡ qj2 ¡: : :¡ qjl .
Proof. Since it is obvious that the algorithm above works in O(m2n2) time; we prove
the correctness of the algorithm. First we show the following.
Claim 4. If both 1=(1+)¡ |qj2−qj1 |=|pi2−pi1 |¡ 1+ and 1=(1+)¡ |qj3−qj2 |=|pi3−
pi2 |¡ 1+  hold where i1¡i2¡i3 and j1¡j2¡j3; then 1=(1+ )¡ |qj3 −qj1 |=|pi3 −
pi1 |¡ 1 +  holds.
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Proof. From the assumption of the claim; we have
|qj3 − qj2 |+ |qj2 − qj1 |¡ (1 + )|pi3 − pi2 |+ (1 + )|pi2 − pi1 |;
|qj3 − qj2 |+ |qj2 − qj1 |¿
(
1
1 + 
)
|pi3 − pi2 |+
(
1
1 + 
)
|pi2 − pi1 |:
Since |qj3 − qj1 | = |qj3 − qj2 | + |qj2 − qj1 | and |pi3 − pi1 | = |pi3 − pi2 | + |pi2 − pi1 |; the
claim holds.
Next, it is easy to see that the algorithm 2nds a maximum set of pairs {(pi1 ; qj1 ); : : : ;
(pil ; qjl)} such that
1
1 + 
¡
|qjk+1 − qjk |
|pik+1 − pik |
¡ 1 + ;
holds for all k = 1; : : : ; l − 1, under the condition that pi1 ¡ pi2 ¡ · · ·¡ pil and qj1 ¡
qj2 ¡ · · ·¡ qjl . From this and Claim 4, we can see that the set of pairs found by the
algorithm satis2es
(∀h = k)
(
1
1 + 
¡
|qjh − qjk |
|pih − pik |
¡ 1 + 
)
:
5. A heuristic algorithm for spot matching of two-dimensional electrophoresis images
The principle of the algorithm in Section 4 can be used as a heuristic for the matching
of 2-D point sets. In this section, we present a pattern matching method based on such
a heuristic algorithm.
The matching method consists of two fundamental steps: identifying an initial match
and identifying the <nal match. In the 2rst step, we identify a rough match between
two point sets. In the second step, we transform P according to the result of the initial
match and then compute and re2ne the match. It should be noted that in the analysis
of 2-D gel images, a spot detection step is also required to extract the spots from
the original gel images. However, we do not provide the details of the spot detection
since it is out of the scope of this paper. The 2rst step corresponds to the matching
of landmarks in several practical systems [2]. In the proposed case, we do not need
landmarks.
In the following (p)x (resp. (p)y) denotes x-coordinate (resp. y-coordinate) of point
p. If (p)x ¿ (q)x and (p)y ¿ (q)y hold, we write p  q.
5.1. Identifying an initial match
In the point matching of 2-D gel images, we consider the L1 distance
d1(p; q) = |(p)x − (q)x|+ |(p)y − (q)y|;
instead of L2 distance because a 2-D gel image is usually obtained by using two forces
(isoelectric focusing as the 2rst dimension and a separation by molecular size as the
second direction in 2-D gel electrophoresis for proteins [2,6], and a separation by
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NotI enzyme as the 2rst dimension and a separation by HinfI enzyme as the second
dimension in the RLGS method [5]). Although we do not yet prove the NP-hardness
result for this case, this case appears to remain NP-hard.
For this case, we have the following proposition, where the proof is almost the same
as that for Proposition 3.
Proposition 5. If both 1=(1+)¡d1(qj2 ; qj1 )=d1(pi2 ; pi1 )¡ 1+ and 1=(1+)¡d1(qj3 ;
qj2 )=d1(pi3 ; pi2 )¡ 1 +  hold where pi3  pi2  pi1 and qj3  qj2  qj1 ; then 1=(1 +
)¡d1(qj3 ; qj1 )=d1(pi3 ; pi1 )¡ 1 +  holds.
Based on this proposition, we can obtain the longest sequence ((pi1 ; qj1 ); : : : ; (pil ; qjl))
satisfying (∀h = k)(1=1 + ¡d1(qjh ; qjk )=d1(pih ; pik )¡ 1 + ), (∀h)(pih+1  pih) and
(∀h)(qjh+1  qjh), by modifying the dynamic programming algorithm in Section 4.
The modi2cation can be made by replacing the ordering in Section 4 with a lexico-
graphical order (i.e., the points are 2rst sorted according to the X -coordinate and then
according to the Y -coordinate) and by replacing the L2 distance with the L1 distance.
However, in this case, we obtain a match only for the points in a diagonal-like
region. Such a matching strategy is not suRcient for initial matching. Therefore, we
use the following dynamic programming algorithm. In this case, there is no longer
any theoretical guarantee. However, the algorithm worked well when the number of
unmatched points and the distortion were not large. In the following, we assume that
the input points are sorted in a lexicographical order.
for i = 1 to m do,
for j = 1 to n do,
begin
score← 0; maxscore← 0; count ← 0,
for each pk ∈ neighbors(pi) do,
for each qh ∈ neighbors(qj) do,
if d1(pk − pi ; qh − qj)¡"1 · d1(pk ; pi) then,
begin
if S[k][h]¿maxscore then maxscore← S[k][h],
count ← count + 1; skip to next pk ,
end,
S[i][j]← maxscore + 2 · count + 1,
end.
In the above, neighbors(p) denotes the set of K1-nearest points p′ of p such that
p  p′, where K1 is a constant (we use K1 = 6 in the current implementation). "1 is
also a constant depending on the size and density of the input point sets, where we use
"1 = 0:4 in the current implementation. In order to 2nd matching pairs in non-diagonal
regions, we use maxscore+ 2count + 1 as the score, where this score was determined
from experience. The procedure works in O(mn) time for a constant K1. Note that only
the procedure for computing scores of point pairs is described in the above. The initial
match is obtained based on these scores, by using the traceback technique. However,
inconsistent matching pairs may be identi2ed in this case (e.g., (pi ; qj) and (pi ; qk)).
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In order to avoid outputting such pairs, a simple greedy method is adopted: only the
2rst pair is output.
5.2. Identifying the <nal match
In the second step, we compute the 2nal match based on the initial match. Although
there is no theoretical guarantee, this second step works well. Even in the case where
the 2rst step fails to identify a good initial match, this second step works well if several
matching pairs of landmarks are provided by the user.
Since several heuristics are used in the second step, we only describe an outline
of the procedure. We state that p is locally similar to q if the following condition is
satis2ed:
|{ pi|pi ∈ neighbors(p) and (∃qj ∈ neighbors(q))
(d1(pi − p; qj − q)¡"2 · d1(pi ; p))}|¿K2;
where "2 and K2 are constants depending on the size and the density of the input
point sets. We use "2 = 0:25 and K2 = 4 in the current implementation. In this case,
neighbors(p) is the set of 10-nearest neighbors of p.
(1) From the set of pairs {(pi1 ; qj1 ); : : : ; (pil ; qjl)} found in the 2rst step, compute the
aRne transformation TR : (x; y)→ (ax + b; cy + d) such that ∑k |TR(pik )− qjk |2
is minimized, by means of the least-squares 2tting method. Then, we apply TR
to P.
(2) Apply the algorithm in Section 5.1 to P and Q and execute (1) again.
(3) For each point p∈P, 2nd a corresponding point q∈Q (if it exists) such that
d1(p; q)¡D and p is locally similar to q (currently we use D = 20).
(4) Apply the local transformation to each point p∈P, where the local transformation
is computed from neighbors(p) and neighbors(q) by means of the least-squares
2tting method.
(5) Repeat (3) and (4) several times.
5.3. Example
Here, we show an example where the above method was applied to the point sets
obtained from real RLGS image data. Although we applied the method to several data,
we only show one typical example here. The method was implemented on a PC with
an 800 MHz Pentium-III processor and 256 MByte main memory using C-language.
Fig. 8 shows the input point sets, where P and Q consist of 1363 and 1682 points,
respectively. For these point sets, the algorithm identi2ed 813 matching pairs in 16:4 s.
The result of the matching is shown in Fig. 9, where P is transformed by a non-uniform
transformation generated by the matching program.
6. Concluding remarks
Many heuristic algorithms have been proposed for point matching under non-uniform
distortions but the complexity of the problem was unclear. This paper proved that the
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Fig. 8. Point sets obtained from real 2-D electrophoresis images. The point set on the left-hand side (P)
consists of 1363 points and the point set on the right-hand side (Q) consists of 1682 points.
Fig. 9. Result of the point matching between P and Q in Fig. 8. In this 2gure, P is transformed by a
non-uniform transformation. The circles denote the points in P and the squares denote the points in Q.
problem is NP-hard under a simple and reasonable formulation. This result justi2es the
use of existing heuristic algorithms and the development of heuristic algorithms. From
a theoretical viewpoint, the following problems remain: (i) Is the one-dimensional case
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without the ordering condition NP-hard ? (ii) Is there an approximation algorithm with
a guaranteed approximation ratio?
We developed a heuristic algorithm for the spot matching of 2-D electrophoresis gel
images obtained from genomic DNA. The proposed algorithm works well when there
is strong similarity in the overlap of the images (i.e., the number of unmatched points
and the distortion are not large in the overlap). However, the algorithm fails to identify
accurate matches in other cases. Therefore, improvement of the heuristic algorithm is
suggested for future work.
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