ABSTRACT
INTRODUCTION
Elucidating rules concerning the organization of cis-regulatory elements that control specific gene expression is an important problem for computational biology. In eukaryotic organisms, gene regulation is very complicated: many transcription factors bind to a single promoter region and exert their functions through cooperative interactions. Some of the rules must be very complex, involving multiple kinds of elements and positional restrictions on elements. Such complicated * To whom correspondence should be addressed. regulation of eukaryotic gene expression makes the problem very challenging.
Recently, comprehensive expression data have been published based on the microarray technique, which can measure the expression profiles of thousands of genes in parallel. The acquisition of these data has enabled statistical studies, on the association between elements in promoter regions and gene expression profiles, to be carried out (Chiang et al., 2001; Caselle et al., 2002; Palin et al., 2002) . These studies, however, did not address the effects of multiple kinds of elements. Therefore, relations between elements and gene expression profiles, when elements work in cooperation with other kinds of elements, were not clarified. In contrast, two recent works take into account the effects of different elements. Bussemaker et al. (2001) used a linear model that assumes additivity of the contributions from multiple kinds of elements, to reveal relations between elements and expression profiles. Pilpel et al. (2001) explicitly analyzed the combinatorial effects of two kinds of elements on gene expression profiles: they analyzed combinations of elements for 354 known or putative transcription factors in Saccharomyces cerevisiae and found many significant combinations. However, neither method considered positional restrictions on elements, which can determine how transcription factors that bind their respective elements interact. Considering these restrictions would have enabled novel rules to be found.
Previous studies (Kel et al., 1999; Klingenhoff et al., 1999; Fessele et al., 2002) have suggested that the order of and distance between elements are sometimes important for determining gene expression. Transcription factors can directly interact with each other when their binding elements are positioned close to one another. A database, of element pairs that cooperatively function when in close proximity, exists (Kel-Margoulis et al., 2002a) . For such elements, likely, the distance between them is important. In addition, it is known that multiple elements often occur within a certain distance in eukaryotic regulatory regions such as enhancers. In light of this feature, several methods for predicting regulatory regions that control tissue or developmental stage-specific gene expression have been developed (Frith et al., 2001; Krivan and Wasserman, 2001; Berman et al., 2002; KelMargoulis et al., 2002b; Markstein et al., 2002) . On the other hand, transcription factors can interact even when elements are not close, by the so-called DNA looping mechanism (Rippe et al., 1995) and/or through interaction with mediator proteins. In such cases, it is now not clear whether the distance between elements is important.
In comparison with the distance between elements, the order of elements has not been studied. There is little experimental evidence that directly indicates the importance of the order of elements, although it has occasionally been suggested. Therefore, it is very interesting and important to find elements for which the order is important. In the current study, we define element patterns to describe the order restriction on elements and propose a new method for discovering element patterns that govern specific gene expression. In this paper, details of our method and the results of applying it to S.cerevisiae are presented. We found several new element patterns that are difficult to find when a single kind of element or only combinations of elements are considered.
SYSTEMS AND METHODS
In this section, we first define element pattern and then present details of our method.
Definition of element pattern
The definition of an element pattern is as follows:
where E i is an element, and the pattern P means that E 1 is upstream of E 2 , which is upstream of E 3 , and so on until E n .
Each pattern has support, which represents the number of genes containing the pattern in their promoter region. An element pattern is large if support of the pattern is above the user-specified support. An element pattern that consists of k elements is called a (k)-pattern.
Details of our method
Step 1: Retrieving and masking promoter regions. First, promoter sequences are obtained from a public database. The length of the regions that should be obtained may differ according to the species being analyzed. For the promoter sequence data, we did an all-possible pairwise BLAT search (Kent, 2002) and masked regions hit by the search in order to exclude highly similar regions within the sequences from further analysis.
Step 2: Determining the position of elements. There are two different strategies for predicting regulatory elements within promoter sequences. The first strategy is to search promoter sequences for DNA segments similar to known transcription factor binding sites. The second strategy is to extract similar DNA segments from sets of promoter sequences by using word-counting methods (Pesole et al., 1992; Sinha and Tompa, 2002) or probabilistic sequence models (Grundy et al., 1997; Liu et al., 2001; Thijs et al., 2002) . The first strategy is based on using weight matrices or consensus sequences built from knowledge of experimentally verified elements, and the second strategy is based on over-representation of DNA segments for which biological functions are not always found.
In the next section, in which our method is applied to S.cerevisiae, we used the first strategy to determine the positions of elements, because sufficient information on experimentally validated elements has been accumulated for this species. However, when the method is applied to less-wellcharacterized species, it may be a good idea to use the second or both strategies together.
Step 3: Extracting all the large element patterns. In this step, all the large element patterns are extracted, following the algorithm used in the Sequential Pattern Mining algorithm (Agrawal and Srikant, 1995) . This algorithm can efficiently extract from a large database all the sequential patterns satisfying the minimum-support criterion specified by the user. Figure 1a is an example of a database in which each entry consists of a gene-id, the position of an element and the kind of element. For simplicity, we assume that the length of each element is 1 bp, although it is typically 10-20 bp. Figure 1b is a transformed version of the database, in which elements are ordered according to their position. An element pattern A, B is contained in gene 1 and 2, because element A is upstream of B in both genes. Therefore, the support of A, B is 2, and the pattern is large when the minimum support is specified to be 2. To briefly explain the algorithm, we show the process of extracting all the large (3)-patterns when the minimum support is 2 (Fig. 2) . There are five large (2)-patterns (left box in Fig. 2 of Figure 1b . First, (3)-patterns are generated by combining the five large (2)-patterns. For example, A, B, C is generated by combining A, B , B, C and A, C . The (3)-patterns thus generated are called candidate (3)-patterns (Fig. 2, middle  box) . Next, we count the support for the candidate (3)-patterns by checking the database and excluding those with support <2 (Fig. 2 , right box). The number of candidate (3)-patterns that must be counted is only two. A, B, D is not included in the candidate (3)-patterns, because the A, D pattern is not large. Based on this concept, this algorithm efficiently extracts all the large sequential patterns without requiring to count the support of all possible patterns. This process is iterated, starting from each element, until no large sequential pattern is found. Please see Agrawal and Srikant (1995) for additional details. We implemented the algorithm in a program written in PERL, and it is available upon request.
In reality, each element typically has a length of 10-20 bp. Therefore, two elements sometimes overlap one another. In this study, any two elements overlapping each other are not considered to be ordered elements, because we use elements defined by computational prediction. For some elements, overlapping elements occur with higher probability; e.g. if a certain site in a C-rich region is found to be an element, then the neighboring sites are likely to be defined as the same element. Most of these overlapping sites may have no biological meaning; they may simply be false-positive hits during computational prediction of elements. The decision of how to treat such overlapping elements is reflected in the count stage ( Fig. 2 between the middle and right boxes)-if we do not want to define a pattern consisting of element A followed by and overlapping with B as A, B , we can exclude genes containing such elements when counting the support of A, B .
Step 4: Testing the significance of large element patterns. In this step, the statistical significance of the expression similarity of genes containing each of the large element patterns is tested. We used the average correlation coefficient (ACC) as a measure of expression similarity. ACC is the average of all possible pairwise correlation coefficients between expression profiles of genes containing a given pattern. When genes g 1 , g 2 , . . . , g N contain the given pattern, the ACC for the pattern is calculated as:
where Cor(g i , g j ) is the correlation coefficient between the expression profiles of genes g i and g j . Several other measures can be used, but we selected this measure because it is easy to understand intuitively. Although its calculation requires calculating N(N − 1)/2 correlation coefficients for N genes, a method for efficiently calculating it is available (Jansen et al., 2002) .
The P -value of ACC for an element pattern is calculated based on the empirical distribution of ACC obtained by random sampling. First, we obtain the empirical distribution as follows: for a (k)-pattern, the ACC of genes containing each of all possible (k − 1)-patterns that are created by deleting one element from the (k)-pattern are calculated, and (k − 1)-pattern max , which is the pattern with the highest ACC, is determined. From genes containing the (k − 1)-pattern max , we randomly sample N genes, where N is the number of genes containing the (k)-pattern. For example, when calculating the P -value of ACC for a pattern A, B, C , the ACCs of genes containing A, B , A, C and B, C are calculated. If the ACC for A, B is the highest, we randomly sample N genes from the genes containing A, B , where N is the number of genes containing A, B, C . We do this sampling R times and calculate the ACC of the randomly sampled genes for each time. Then, the P -value of ACC for a (k)-pattern is calculated as (L + 1)/R, where L is the number of ACCs that are obtained by the random samplings and are larger than or equal to the ACC for the (k)-pattern. Patterns with P -values less than a specified threshold are selected as significant patterns.
RESULTS

Application of our method to S.cerevisiae
Step 1. We downloaded sequences of 800 bp regions from the translation start site of all 6318 genes, using the regulatory sequence analysis tools (RSAT) website http://rsat.ulb.ac.be/rsat/RSA_home.cgi. Most of these regions should contain promoter sequences. Then, we masked highly similar sequences hit by the pairwise BLAT searches: 5.7% of the total sequence were masked by this operation; they included genomic repeats such as transposons and short repetitive sequence such as AT-repeats.
Step 2. We used the weight matrices (WMs) for known transcription factor binding sites, as published in Pilpel et al. (2001) . Among these WMs were some variant WM pairs, such as SFF and SFF . We excluded one of each variant pair and used 34 WMs for further analysis (Table 1) . Then we searched the upstream regions for WM matches with the PATSER program (Hertz and Stormo, 1999) , using the 34 WMs as queries. So far, effective methods for determining threshold criteria for predicting WMs have not been developed, so we tried several threshold criteria. We used seven different PATSER scores as the criteria by which each of the 34 WMs was predicted in the upstream regions of 100, 200, 300, 400, 500, 600 and ABF1  HSE  REB1  AFT1  LYS14  RPN4  ALPHA1  LEU3  SCB  ALPHA2  MCB  SFF  BAS1  MET  STE12  CCA  MIG1  STRE  CSRE  MSE  SWI5  ECB  OAF1  UME6  GAL  PAC  YAP1  GCN4  PDR  ZAP1  GCR1  PHO4  HAP234 RAP1 Fig. 3 . The numbers of large element patterns extracted using various NGEs and minimum supports. The arrows indicate the parameters for which results of further analysis are shown in this paper.
700 genes. Hereafter, we call the criteria the Number of Genes containing each Element (NGE). For example, NGE = 500 means that each of the 34 WMs is predicted in upstream regions of 500 genes.
Step 3. We extracted all the large element patterns by applying the Sequential Pattern Mining algorithm. The numbers of large patterns extracted using different NGEs and minimum supports are shown in Figure 3 . When the same NGE is used, large element patterns extracted using higher minimum supports are a subset of large patterns extracted using lower minimum support. When NGE ≥ 700 and minimum support = 5 are used, the number of large patterns increases exponentially. However, NGE = 600 may be sufficiently large, considering that there is experimental evidence obtained by chromatin immunoprecipitation-microarray technology that each transcriptional factor in yeast binds to, at the most, 181 different promoters (Lee et al., 2002) . Because the assays of Lee et al. (2002) were done in a single condition, more promoters might be bound by a single factor in other conditions. However, we believe that in most cases a single transcription factor binds to, at the most, a few hundred promoters and the range of NGE criteria that can be used in our method is biologically effective. We did not extract large patterns using minimum support <5 because of two reasons (1) too many large patterns will be extracted and (2) in the next step we statistically evaluated the expression similarity of genes containing large patterns. If support of a particular pattern is too low, the statistical significance of the expression similarity of genes containing the pattern is hard to validate. Other methods must be used when analyzing patterns contained in only a few genes.
In the current study, we used 34 different WMs. However, the yeast genome has more than 100 DNA binding transcription factors. In the future, information on these other WMs should be accumulated. If more WMs are used in the method, the number of extracted patterns will exponentially increase. In our simulation using randomly generated WMs, the number of extracted patterns increased exponentially with the number of WMs when NGE ≥ 500 and minimum support = 5 was used. Results of the simulations using randomly generated WMs at various parameters are shown on the Web site containing supplemental information (http://elpa.hgc.jp/ ElementPatterns). According to the simulation results, the number of WMs that can be used is up to 100-200 when minimum support is 5.
Step 4. We tested the statistical significance of ACC for each of the large element patterns by using five large-scale sets of gene expression data, which was obtained (1) during the different phases of the cell cycle (Cho et al., 1998) , (2) during response to pheromone (Roberts et al., 2000) , (3) during sporulation (Chu et al., 1998) , (4) when yeast underwent diauxic shift (DeRisi et al., 1997) and (5) after treatment with DNA-damaging agents (Jelinsky et al., 2000) . For each large patterns, we calculated the P -value of the ACC based on the empirical distribution of the ACC obtained by 10 5 random samplings. We used two different significance criteria: element patterns were considered to be highly significant if P -value of ACC satisfied false discovery rate (FDR) ≤0.1, and otherwise, if P was <0.01, they were considered weakly significant. The FDR criterion has been proposed for use in multiple testing problems (Benjamini and Hochberg, 1995) . Using the threshold of FDR ≤0.1, we can estimate that percentage of false positives should be ≤10%. Table 2 shows the numbers of significant patterns that are found among large patterns extracted by using different NGEs and minimum support = 5 (parameters indicated by arrows in Fig. 3) . The number and contents of highly significant patterns did not vary much depending on the NGE. The numbers of significant patterns found by using minimum support = 10, 15 and 20 are shown on the Web (5) 68 (6) 32 (4) 47 (1) The total numbers of highly and weakly significant patterns found in each of five expression datasets are shown. The datasets were obtained from experiments on cc: cell cycle; dna: DNA damaging agents; phe: pheromone response; spo: sporulation; and dia: diauxic shift. The numbers of highly significant patterns are in parentheses.
Significant patterns found by the analysis
site containing supplemental information (http://elpa.hgc.jp/ ElementPatterns). Because large element patterns extracted using minimum supports = 10, 15 and 20 were a subset of large patterns extracted using minimum support = 5, the significant patterns found by using minimum supports = 10, 15 and 20 were also completely included in the significant patterns found by using minimum support = 5. When we use NGE = 500 and minimum support = 5 (shaded row in Table 2 ), a total of 108 patterns were significant in at least one of the five expression datasets. In Table 3 , we show the top 30 ranking significant patterns. All the 108 significant patterns and information on ACC for these patterns are shown on the Web site containing supplemental information (http://elpa.hgc.jp/ElementPatterns). For some patterns in Table 3 , we found experimental evidence indicating or suggesting the biological validity of the patterns. For example, the RAP1, RAP1 pattern was contained in a number of ribosomal protein genes. It is well known that tandemly arranged RAP1 elements constitute the so-called URSrpg region and regulate expression of ribosomal protein genes (Woudt et al., 1987) . The CCA, CCA, CCA pattern was contained in eight histone genes. There is experimental evidence that two histone genes are regulated by multiple CCA elements (Freeman et al., 1992) . For ABF1, RPN4 , both elements were implicated in regulating transcription during nucleotide excision repair (Reed et al., 1999; Jelinsky et al., 2000) . For MSE, ECB , both elements are involved in gene regulation during the cell cycle (McInerny et al., 1997; Hepworth et al., 1998) . For BAS1, GCN4 , both elements are required for maximal activation of the HIS7 gene under conditions of simultaneous amino acid starvation and adenine limitation (Springer et al., 1996) . Several other genes that are involved in histidine or adenine biosynthesis are inferred to be regulated by the two elements (Springer et al., 1996) . For SWI5, REB1 , the REB1 element controls expression of the SWI5 binding factor gene (Graham and Chambers, 1994) . For GCR1, PHO4 , genetic interaction occurs between the GCR gene and PHO85 gene (Lenburg and O'Shea, 2001) , and the activity of PHO4 binding factor is regulated through phosphorylation by the PHO85 gene product (Kaffman et al., 1994) . For CSRE, STRE both elements contribute to inducing expression of the ACR1 gene under the same experimental conditions (Redruello et al., 1999) . In addition, carbon source responsible element (CSRE) mediates transcriptional activation of the glucogenic genes and the activity of the STRE binding factor depends on the presence of carbon sources in a cell (Mayordomo et al., 2002) . Pilpel et al. (2001) focused on the effects of two kinds of elements and discovered many significant combinations. For example, a combination of elements A and B was considered significant if the expression similarity of genes containing both elements was significantly higher than that of genes containing a single element. The difference is that our method tests the significance of an element pattern, not just their combination.
Comparison with a previous method
For comparison, we calculated P -values for combinations of different elements (Table 3 , last column). About half the tested combinations had a P -value > 0.01. For such elements, the order may be important for determining gene expression. Conversely, in Table 3 there are three patterns, ECB, PDR , ECB, STRE and PDR, ECB , whose P -values become lower if the order of elements is not restricted. For such patterns, the order of elements may not be important. There are 18 such patterns among the 108 significant patterns found by the analysis.
DISCUSSION
We described a new method for detecting element patterns that control gene expression. When the method was applied to the S.cerevisiae genome, we detected several significant patterns. Some of them were significant only when the order of elements was restricted. Our method is useful, because such patterns are hard to find by previous methods in which single kinds of elements or only the combination of elements was considered. Another advantage of our method over previous methods is that significant patterns found with our method are more specific, i.e. more unlikely to occur by chance than are single kinds of elements or element combinations, because of the order restriction. Therefore, these patterns may be useful for predicting the expression profiles of genes whose expression data are not available and for finding potential promoter regions.
Our method is effective when the order of elements is important. However, it has several limitations. One is the number of WMs that can be used in our method. In the current study, we used 34 different WMs. However, if more WMs are used, the number of extracted patterns will exponentially increase. Even if the extraction process would reach completion without running out of memory, the statistical significance of the expression similarity of genes is hard to validate when the number of large patterns is enormous, due to the multiple 
a The number of genes containing the pattern. b P -value of the expression similarity of genes containing the pattern. The minimum P -value is shown among the five P -values calculated from the five expression datasets. c The '**', '*' and '-' represent highly significant, weakly significant and not significant, respectively. The significance code is shown for each gene expression dataset: cc: cell cycle; dna: DNA damaging agents; phe: pheromone response; spo: sporulation: dia: diauxic shift. d P -value when the order of elements is not restricted. The minimum P -value is shown among the five P -values calculated using the five expression datasets. The values are calculated only for patterns consisting of more than two kinds of elements.
testing problem, which forces us to use a strict threshold for significance to reduce false positives. Such a strict threshold will result in discarding most of the meaningful patterns. However, we can reduce the number of WMs used in our method by selecting WMs based on over-representation of WM matches. For example, Elkon et al. (2003) selected eight WMs that were over-represented in upstream regions of genes that are periodically expressed during the cell cycle and used the eight WMs for further analysis. Similar strategies can be used in our method. In addition, we sometimes know from experimental evidence which transcription factors are involved in a particular biological process. Such knowledge may be useful for selecting WMs. A second limitation is that our method cannot deal with element patterns contained in only a few genes. The statistical significance of the expression similarity of genes containing an element pattern is hard to validate when the number of genes is too low. For example, ACC = 0.7 will often occur by chance when the number of genes is 2. Therefore, P -value of ACC does not become significant even when ACC is very high. Other methods must be developed for analyzing element patterns that control the expression of small sets of genes.
A third limitation is the accuracy of elements derived by computational prediction. It is well known that prediction of elements gives rise to many false positives. Accumulation of genome sequence data for closely related species enables us to do comparative analysis of orthologous promoter regions (Cliften et al., 2001) and will improve the accuracy of computational element prediction. Fig. 4 . Positions of REB1 elements (gray boxes) and PAC elements (white boxes) in upstream regions of genes containing REB1, PAC . The + and − in the boxes represent the strand orientation of the elements. Where there are multiple REB1 or PAC elements in a gene, the position of only the closest pair of elements is shown. Genes are sorted according to the distance between REB1 and PAC. The number after the ORF name is the distance between the two elements. The distances of elements from the translation start site are indicated on the axis at the bottom.
Toward appropriate promoter models
Previous studies have suggested that the order and distance restrictions on elements are sometimes important. However, because our knowledge of the mechanisms of eukaryotic gene regulation is very fragmented, we do not know an appropriate model for describing positional effects on elements. The genome-wide expression data enable us to study the importance of positional restrictions on elements on a genomic scale. In our analysis, we found many element patterns that are significant (P < 0.01) only when the order of elements is restricted. However, as mentioned in the comparison with Pilpel's method, we found 18 patterns in which the order of elements may not be important. Therefore, both cases should be taken into account when detecting rules regarding organization of elements. Another issue is the distance restrictions between elements. For some significant patterns shown in Table 3 , we found that the distance between elements is well conserved. For example, for RAP1, RAP1 and MCB, MCB , elements are located within 50 bp in 81.2% and 53.4% of the promoters, respectively. For ABF1, PAC , ABF1, RPN4 , REB1, PAC and REB1, RPN4 , elements are located within 100 bp in 72.2%, 66.7%, 77.1% and 63.3% of the promoters, respectively. Pvalue for obtaining each of these percentages by chance is 2.6×10 −47 , 6.4×10 −14 , 4.6×10 −7 , 5.1×10 −6 , 2.6×10 −8 and 2.7 × 10 −4 for RAP1, RAP1 , MCB, MCB , ABF1, PAC , ABF1, RPN4 , REB1, PAC and REB1, RPN4 , respectively. Please see Web supplement for the calculation of P -value. Figure 4 shows the positions of elements in REB1, PAC . Positions of elements in the above six patterns are shown on the Web site containing supplemental information (http://elpa.hgc.jp/ElementPatterns). In addition, the expression similarity of genes containing these six patterns tends to be higher when the elements are closely positioned (data not shown). These tendencies indicate the importance of the closeness between elements. By visual inspection, there are more than 10 other patterns that have the same, but weaker, tendency among the 108 significant patterns found by the analysis. The Sequential Pattern Mining algorithm briefly described in this paper does not consider distance restrictions. However, Srikant and Agrawal (1996) already developed an algorithm to efficiently extract sequential patterns with distance restriction. Still another issue is the strand orientation of elements. Interestingly, we could not find significant biases with respect to strand orientation of elements in the significant patterns, with one exception: for RAP1, RAP1 , most of the element pairs are tandemly arranged, which is consistent with experimental evidence (Woudt et al., 1987) .
In summary, among the significant patterns found by our analysis, we found several instances for which the order of elements is important without relation to the distance between them, other instances in which the order of and closeness between elements are both important, and still others for which only the combination of elements is important. Moreover, additional analysis suggested that for some elements, the closeness between them is important without relation to their order (data not shown). We are now planning to extend the definition of element patterns to include these cases and are developing a method for detecting the extended patterns.
CONCLUSION
We have described a method for detecting the organizational patterns of elements that control gene expression. The minimum requirement for applying our method is a set of gene expression data and the corresponding upstream sequence data-which are now rapidly accumulating. When the method was applied to the S.cerevisiae genome, several new patterns were discovered that were difficult to find by previous methods, indicating the usefulness of the method. From the current study, we suggest that there are several types of element organizations in which the order of elements is important, others in which the order and distance are simultaneously important, and still others in which only the combination of elements is important.
