Introduction
In this paper, a fully Sinc- given measurements of the data at the points {(zp, oqjjp=_,...,p in (0, 1) × As noted in [1] , problems of this type arise in applications ranging from physiological modeling to sea sediment analysis.
For many applications, it is physically reasonable to assume that p is continuous on [0, 1] and to let the admissible parameter set Q be defined by For h* = _, three adjacent members of this sinc family (S(k,h*)(z),k = -1,0, 1) are shown in Figure  1 . The map ¢ carriesthe eye-shapedregion
Similarly, the map T carries the infinite wedge 
The Forward Problem
Consider the second-order parabolic problem
To define the Sinc-Galerkin approximation to (3.1), let Si(z)
, and take the basis to be {Sq _i=-M''''''N' JI=-M=,...,N, where
O<x<l, t>O
The approximate solution is then defined by way of the tensor product expansion , N= and q = -Mr,..., Nt. The inner product (., .) is taken to be
A thorough discussion motivating this choice of weight can be found in [10] and [13] .
Because of the tensor nature of the approximate solution, the domain on which (3.1) is posed, and the form of the inner product, the discrete system (3.3) can be formulated by combining the discrete systems corresponding to the one-dimensional problems 
10) to at least O(e'-('_a'_M')½).
In many parabolic systems, it is reasonable to assume that the solution decays exponentially at infinity, that is that the solution satisfies
or, more succinctly,
Under this supposition, Lund [11] shows that the condition (3.8) can be replaced by
The selection N, in (3.10) significantly reduces the size of the discrete system with no loss of accuracy.
It is also noted that the size of the discrete system and the expected error are dictated by the asymptotic behavior of u at the endpoints.
The discrete system for (3.6) can then be formulated as follows. Let I(0, g = 0, 1 denote the mtx m, matrices whose qj-th entry is 6_ ) from (2.11) and (2.12) and let 7)(,/) be the di- The preceding discussion applied to the problem (3.7) follows a similar development. The map T of (2.2) is replaced by the map _ of (2.1) (since (3.7) is posed in the interval (0,1)) and ht is replaced by h_. Orthogonalizing the residual and two integrations by parts yields the system for p = -Ms,.
•
,Nx. To guarantee that the boundary terms vanish, it is assumed that L ' 
condition where This may be replaced by the more stringent condition With if, f', and I(0, t = 0, 1, 2, defined as before, the system for (3.6) may be written T, "D(¢') is m, x m_,, and 1 (1) is m= x (mx -2) with components _5_} ) as defined in (2.12).
As shown in [13], the system (3.16) yields an approximate solution which exhibits exponential convergence to the solution u of (3.7). Further details concerning the derivation of the system as well as additional quadrature hypotheses can be found in this reference.
The above results for the one-dimensional problems (3.6) and (3.7) can then be pieced together to form the Sinc-Galerkin system for the time-dependent parabolic problem (3.1).
The resulting discrete system is built from the matrices At (in (3.12)) and A(p) (in (3.17))
of the one-dimensional problems.
The parameter selections are still necessary and all that remains is to asymptotically balance the resulting errors from each one-dimensional problem.
When the decay conditions (3.9) and (3.15) are combined to yield Given M=, N#, Mr, Nt, and h = h= = ht as defined above, the discrete system for (3.1) is
where
The diagonal matrices 79 ((qg)-}) and D ((J')-½) have sizes m= × rn_ and mt × mr, respectively. The m_ ×mt matrices U and F contain the unknowns {uq} and the known values
f(xi,tj).
The discrete Sinc-Galerkin system (3.19) can then be solved for U via a generalized Schur By comparing the k-th columns, one finds that 
5
The Trust Region Scheme
In the discussion of this section, it is useful to highlight the dependence of the operators in 
K(_) = K(p,,,,(_)) = C co(U)
and noting (4.6), the optimization problem Table 1 Table 2 .
Corresponding plots of the true and approximate parameters are shown in Figure  7 . Note that the "corner" value a = 10 -s provides a good choice for the regularization parameter whereas c_ = 10 -9 is not large enough to damp out the contribution due to the smaller singular values. This latter observation can be predicted from the L-curve but less easily from the GCV plot. Finally, the choice a = 10 -3 causes too much smoothing and information about the parameter is lost. By comparing the results in Tables  1 and 2 , it can be seen that the error in this example with a --10 -e and M_ = 16 is virtually the same as the error in •2658 -0 .7737 -1 .4357 -0 Pseudo-random noise is added to the data in the manner described in Example 6.2. As seen in Figure  9 , the Tikhonov parameter values cr = 10 -5 through a = 10 -s yield points (IIK(_',,)-rill, IIR_',_II) in the "corner" of the L-curve. For M_ = 16, the uniform errors obtained with c_ = 10 -3, a = 10 -s, and a = 10 -_°are reported in Table 4 with corresponding plots of the true and approximate parameters shown in Figure  10 . 
