In this paper an approach to design adaptive controllers, for SISO systems, based on principal components analysis (PCA models) is presented. Closed-loop control can be formulated and implemented within the reduced space defined by a PCA model. This PCA controller, results in an integral controller, which can be used as an inferential controller for nonlinear systems. The main contribution of the paper is the adaptive mechanism based on online recursive PCA, using eigenvector perturbation, for process control applications. Some experimental results, obtained with a nonlinear system (the three tank benchmark) are presented, showing the controller performance.
INTRODUCTION
Modern automation and distributed control systems make possible the collection of large quantities of process data. These data has to be processed to extract important and relevant information, which is commonly saved in the databases. Knowledge should be created from the significant information. Multivariate techniques can be used for data analysis, monitoring and control, while multivariate statistical methods can be used to develop nonparametric models for process monitoring (including fault detection and diagnosis), (Piovoso & Kosanovich, 1994; Piovoso, 1996; Jackson, 2003; Brito Palma, 2007) , as well as for feedback control in the scores space (Piovoso & Kosanovich, 1994; Piovoso, 1996; Brito Palma, et al., 2010) .
In processes where redundancy or correlation between variables exists, it is advantageous to reduce the number of variables, preserving an important quantity of original information. Dimensionality reduction techniques can greatly simplify and improve process monitoring procedures, since they project the data into a lower-dimensional space that accurately characterizes the state of the process (Chiang, et al., 2001; Jolliffe, 2002; Jackson, 2003; Brito Palma, 2007) .
The proposed PCA control formulation, in a reduced control space, is analogous to modal control (also called eigenvalueassignment control, (Feng, 1999; Magni, 2002) . In (Akamatsu, et al., 2000) , PCA control and PI control using CVA (canonical variate analysis) modeling is tested, and compared, on a chemical reactor. A statistical controller based on PCA was applied to the Tennessee Eastman process in (Chen & McAvoy, 1996) . In order to evaluate the controller's performance, PCA control charts can be applied (Chen & Wang, 2009 ).
To implement real-time algorithms based on adaptive (recursive) PCA, an adaptive eigendecomposition of data covariance matrix should be implemented (Champagne, 1994) .
Most of the publications related to recursive PCA were focused on monitoring and fault diagnosis (Li, et al., 2000; Jeng, 2010) . Few publications exist related to adaptive process control based on recursive PCA; one of these references is . Here, recursive PCA is used for adaptive control purposes (Astrom & Wittenmark, 1995; Levine, 1996) . In this paper two versions of PCA controllers for SISO systems are presented: a controller based on a fixed PCA model (Brito Palma, et al., 2010) , and an adaptive controller based on an online recursive PCA model, using eigenvector matrix perturbation. The perturbation analysis is used to find an approximate solution to a problem that cannot be solved exactly (Champagne, 1994) . For real-time applications, fast, adaptive and online algorithms are required to deal with nonlinear systems.
PCA MODELS
PCA is a multivariate statistical technique. Others statistical techniques include Principal Components Regression (PCR), Partial Least Squares (PLS or Projection to Latent Structures), etc, (Chiang, et al., 2001; Jolliffe, 2002; Jackson, 2003; Brito Palma, 2007) . PCA models can be used for data compression, process monitoring, fault detection and diagnosis and also for process control as described in the next section.
PCA involves several steps (Chiang, et al., 2001; Jolliffe, 2002; Jackson, 2003; Brito Palma, et al., 2005) . First, the original data Xo should be scaled, i.e., mean centered, and often normalized by the standard deviation. From the scaled data X ∈ ℜ n × m , the covariance matrix is computed by the relationship (1), where n is the number of observations (samples) and m is the number of process variables.
S =
PCA captures the variability of the data X. It determines loading vectors (orthogonal vectors) ordered by the amount of variance explained in the loading vector directions. The loading vectors are computed by solving the stationary points of an optimization problem (Chiang, et al., 2001; Jolliffe, 2002; Jackson, 2003) , i.e., solving a singular value decomposition (SVD) of the sample covariance matrix S
, contains the non-negative real singular values of decreasing magnitude obeying the relation
When the goal is to minimize the effect of random noise that corrupt the PCA representation, and to optimally capture the variations of data, then only the loading vectors corresponding to the "a" largest singular values must be retained in the PCA model; "a" is the number of principal components that captures the most important information, that can be computed according a certain explained variance (usually greater than 80 % or 90%) or other approaches (Chiang, et al., 2001; Jolliffe, 2002; Jackson, 2003) .
PCA projects the observation space into two subspaces: the scores subspace and the residual subspace. Selecting the columns of the loading matrix P ∈ ℜ m × a to correspond to the loading vectors V ∈ ℜ m × m associated with the "a"
largest singular values, the projections of the observation data X ∈ ℜ n × m into the lower-dimensional space are contained in
The projection of T back into the m-dimensional observation space is given by
The residual matrix E is given by
The residual matrix E captures the variations in the observation space spanned by the loading vectors associated with the "m -a" smallest singular values. The subspaces spanned by X ∧ and E are usually denominated scores space and residual space, respectively.
PROCESS CONTROL BASED ON FIXED PCA MODELS
First, the controller design is presented based on a fixed PCA model, inspired on the previous work developed by Piovoso et al. (1994 Piovoso et al. ( , 1996 . Next, a gain is incorporated on the controller equation, and some techniques for controller tuning are described (Brito Palma, et al., 2010) .
PCA Controller Design
Many industrial plants (chemical processes, etc) have a large number of exogenous variables and a few manipulated ones. The exogenous variables indicate the process state, and the manipulated variables control directly the measured quantities and indirectly the unmeasured quantities. Some of these unmeasured quantities are related to the final product quality, so they should be carefully monitored and controlled.
The main idea is to develop a PCA model to represent the desired process region in the score space, and then design a controller in the score space that maintains operation within this region. The control moves in the score space are then mapped to the real variable space and implemented on the process.
The process is kept within the desired region provided that the PCA model has correctly established the relationship between exogenous variables and manipulated variables. This proposed control formulation is analogous to modal control also called eigenvalue-assignment control, (Magni, 2002) .
Next, the controller design approach proposed by Piovoso et. al. (1994; 1996) is presented. Let X be composed of two types of variables (exogenous and manipulated)
The development of a PCA model yields
The process output signal can be decomposed in
where f v is the output residual.
The equivalent controller set point in the scores space is obtained from (10), where Ψ is the pseudo-inverse.
The score vector, t, can be computed from the projection of x onto the matrix of eigenvectors P, obeying
In the scores space the error between the desired set point and the online scores associated with x at discrete time k is given by
The error in the scores space can be reconstructed as an error in the X space by
The relationship between the exogenous and manipulated variables in the score space must be defined. Consider the partition of the matrix of eigenvectors P as
The relationship between exogenous and manipulated variables is given by (15), where Λ p is the matrix of coefficients that defines this relationship in the scores space.
So, the matrix Λ p can be computed using the pseudoinverse Ψ
The architecture of the PCA controller used in this work is depicted in Fig. 1 (Brito Palma, et al., 2010) .
The block P a represents the plant, C is the PCA controller, and Q is given by Fig. 1 . Architecture of the PCA controller.
Implementation
The PCA model is a steady-state model that results in an integral PCA controller. The implementation presented will be detailed assuming, without loss of generality, a linear SISO process, modelled by an autoregressive ARX inputoutput model.
First, an ARX model structure should be selected by means of a system identification algorithm such as least-squares, principal components regression, etc (Brito Palma, 2007) . In this work, a relay controller was used to capture the nominal data around a certain operating point. Let's assume a low order ARX model, ARX (na=2, nb=1, nd=1) . The matrix X ∈ ℜ n × m , mean centered, will have lines of vectors (regressor for each discrete time k) given by the expression
In this work, the values used for training are n = 1200, m = 4; n is the number of data samples and m is the number of columns in the regressor η(k). The sampling time used was T s = 1 s. The number of exogenous variables is r = 3, the number of manipulated variables is p = m -r = 1, and the number of principal components is a = 2.
The covariance matrix is computed from (1), and the SVD decomposition (2) gives the eigenvalues and the eigenvectors. The loading matrix P ∈ ℜ m × a corresponds to the loading vectors V ∈ ℜ m × m associated with the "a"
largest singular values. The scores matrix T ∈ ℜ n × a is computed based on (4). The process output is given by x d (k) = y(k) and q is given by
The decomposition of transposed P matrix permits to obtain the others matrices (14).
The matrix Λ p is computed using (16).
The previous computations were obtained offline. In online operation the next computations should be performed for each discrete time k.
First, assign the reference signal to x d,sp (k). Next, compute the set point in the scores space using (10). Compute the scores in the reduced 2D space from
The control error in the scores space is given by (12). The control error in the X space is given by (13).
Finally, the increment in the manipulated variable can be computed from
In the incremental form, assuming u(k) = x mp (k), the control action is given by
The controller gain, K c , was introduced to enable tuning the closed-loop dynamics (Brito Palma, et al., 2010) ; this gain can be found from pole placement techniques (Astrom & Hagglund, 1988; Astrom & Wittenmark, 1997 
PROCESS CONTROL BASED ON ADAPTIVE PCA MODELS
Here, an adaptive version of the PCA controller presented in section 3, is described. The main idea is to compute online, recursively, the eigenvector matrix P(k) and the eigenvalue matrix Λ(k). The eigenvector matrix is computed accordingly (22), were I is an identity matrix, P v is a perturbation matrix and N p (k) is a diagonal normalization matrix Yao, et al., 2009) .
The recursive PCA algorithm implemented, detailed in Appendix A, was based on previous works Yao, et al., 2009 ); a stabilization mechanism of the algorithm was implemented accordingly the ideas proposed by Jeng (2010) . The recursive PCA algorithm is initialized with the information obtained from the linear PCA model.
Assuming that the eigenvector (loadings) matrix is computed online, P(k), for each time instant k, the controller described in section 3 can be implemented, now, in an adaptive way. The general architecture of the proposed adaptive PCA controller is depicted in Fig. 2 , based on the architecture (Fig.  1 ) and on the recursive PCA algorithm (Appendix A). The performance of the adaptive PCA controller depends mainly on: a) the memory depth memory λ; λ presents a trade-off between tracking capability and estimation variance (a fixed value equals to 1/30 was used, for a memory of 30 samples = 30 seconds); b) the stabilization parameter δ of the recursive PCA algorithm (a value equals to 0.5 was selected); c) the controller gain K c (k) should be a small positive value around one, for data normalized in the range [0; 1]; a value of 0.5 was used in the experiments.
The proposed PCA controllers do not need a process model in the design stage; this is their main advantage. At the present, the main drawback is to guarantee stability of the closed-loop system.
Different experiments had shown a good performance of the adaptive PCA controller for different models and real plants (nonlinear water tank system, linear and nonlinear DC motor, etc). The tuning parameters allows the designer to adjust the behaviour of the closed loop system.
In the next section, experimental results obtained with the three tank benchmark are presented.
EXPERIMENTAL RESULTS
The results presented here were obtained with a nonlinear system (the three-tank benchmark, Fig. 3 ).
The Three-Tank Benchmark
The three-tank benchmark was developed within the European Cosy project (Fig. 3) The detailed process description can be found in (Heiming & Lunze, 1999) . Fig. 3 . The three-tank benchmark.
Experimental Results
The simulation results were obtained using the Matlab environment. It was considered that the valve V13 is opened and the set point for tank T01 is 0.33 (in normalized values, range [0; 1]).
In Figure 4 can be observed, from top to bottom, the reference signal (set point, r) and the process output (y, level in tank T1), the control error (e), the control action (u), the Alfa parameter α(k) and the controller gain K c , and finally the estimated closed-loop poles for an ARX(2,1,1) model. The switching between controllers (fixed PCA and adaptive PCA) occurs at time instant 200 s. At time t(k) = 420 s a set-point change occurs from 0.33 to 0.5. A dither signal has been added to the set-point signal in order to permit estimate online the ARX models. In order to compare the performance of the PCA controllers with other controllers some experiments were done. In Table  1 are presented the results for the performance index (MSE) of the control error, for different set-points (SP). The controllers are: a) the linear PCA controller (section 3); b) the adaptive PCA controller (section 4); c) the classical PI controller (incremental version with gains K p = 6.7, T i = 21.1 s) autotuned with the relay feedback approach (Astrom & Hagglund, 1988) ; d) the adaptive optimal polynomial LQG controller with design parameter r q = 0.1 (Levine, 1996) .
The PCA controllers present reasonable performances compared to other controllers. In the future an optimization algorithm to adjust the gain K c (k) should be incorporated in the PCA controllers, in order to optimize their performance. In order to analyse the robustness of the adaptive PCA controller in terms of faults the next experiment (Fig. 5) show the behaviour when a leak in tank T1 occurs at time instant 360 s. As expected a saturation of the control action occurs and also the degradation of the persistent excitation conditions. 
CONCLUSIONS
In this paper, a PCA controller design approach for SISO systems was presented. Two types of PCA controllers were described: a controller based on a fixed PCA model and an adaptive controller based on recursive PCA using eigenvector perturbation matrix. Algorithms for controller implementation, with an adjustable gain, were described. Some tuning rules were proposed for both controllers. The PCA controllers reveal good performances, to deal with linear and nonlinear systems, compared to other controllers (PI and LQG). The incorporated controller gain allows adjusting the closed-loop dynamics.
Some pointers for future work are: a) test both PCA controllers with different benchmark systems with special features (deadtime, pure time-delays, different kinds of nonlinearities, etc); b) analyze the adaptive PCA controller performance for different gains, for different forgetting factors (memory depth parameters), and for different number of principal components; c) try to implement neural adaptive PCA controllers for nonlinear systems and time-varying systems; d) incorporate an optimization algorithm in order to adjust the controller gain and guarantee stability; e) establish theoretically the stability conditions. 
