Abstract. Consider the event distance between two i.i.d. Poisson processes with arrival rate λ and respective arrival times X1, X2, . . . and Y1, Y2, . . . on a line. We give a closed analytical formula for the moments distance
where Γ (z) is Gamma function. Hence, we generalize the results of [6] to any power a > 0. As an application to sensor networks we derive that the expected cost to the power a > 0 of a minimum weight matching between two bicolored random points-sets on a line with edges {X k , Y k } beetwen two i.i.d Poisson processes with arrival rate λ = n and respective arrival times X1, X2, . . . Xn and Y1, Y2, . . . Yn is in Θ n
Introduction
One of the most important problems in sensor networks is the movement cost. The cost of sensor movement can be analysed by measuring either as a sum or maximum movement of sensors from their initial location towards target positions. This issue was discussed in the papers (see eg. [1, 4, [6] [7] [8] ) and [12] a book related. In [12] the autor investigates matching theorems for N variables random independently uniformly distributed in the d−dimensional hypercube. Another approach is to study the expected sum of movement of n identical sensors displaced uniformly and independently at random in the unit interval to attain the coverage of the unit interval (cf. [7] ). In [4] the autors consider a−total movement metric for the coverage of the unit square. The problem of displacing random sensors in the half-line [0, ∞) to avoid interference was studied in [8] .
In this paper, we restrict our study to the sensors which are placed at random on a line according to a Poisson process. More importantly, our work is closely related to [6] where the autors studied the event distance between two i.i.d. Poisson proceses with respective arrival times X 1 , X 2 , . . . and Y 1 , Y 2 , . . . on a line. In [6] the closed formula for event distances E [|X k+r − Y k |] , for any k ≥ 1, r ≥ 0 was derived with respect to Pochhammer polynomials.
We solve the open problem from the paper [6] and derive a closed formula for the moments
, for any k ≥ 1, r ≥ 0, when a is natural number.
Preliminaries
In this subsection we introduce some basic concepts and recall some useful identities involving indefinite and definite integrals, binomial coefficients and special functions which will be useful in the analysis in the next section. The Euler Gamma function Γ (z) = ∞ 0 t z−1 e −t dt is defined for z > 0. Moreover, for natural number we have Γ (n + 1) = n!. We will use the Legendre duplication formula (see [9, Identity 5.5.5])
Applying the basic identity Γ (z + 1) = zΓ (z) with z = n + 1 + a 2 , z = n + 2 and getting the difference of the sequence 2n 2+a
we easily derive the following identity. Let a ∈ N. Then,
Let X i be the arrival time of the ith event in a Poisson process with arrival rate λ. We know that the random variable X i obeys the Gamma distribution with parameters i, λ = n,. Its probability density function is given by f Xi (t) = λe [5, 6, 10] ). Using integration by parts we can derive the following identities
where m is nonegative integer and λ, x > 0. We will use the following binomial identity
(5) This identity can be easily checked using the generating functions. Notice that,
(1−z 2 ) k and equating coefficients of z a on both sides of this equation gives us (5) .
We recall the definition of the Pochhammer polynomial [3] 
Notice that, applying Formulas (2), (3), (4), (5) in any mathematical software that performs symbolic calculation we get the expressions confirming Formulas (2), (3), (4),
.
Outline and results of the paper
We consider the event distance distance between two i.i. 
, for any integer k ≥ 1, r ≥ 0, when a is natural number with respect to Pochhammer polynomials. (see Theorem 1 and Theorem 2). More importantly, our work is closely related to the work of [6] where the autor consider E [|X k+r − Y k |] , for any integer k ≥ 1, r ≥ 0. Our analysis generalizes the work of [6] from a = 1 to a > 0.
Especially, for r = 0, the closed analytical formula for
, when k ≥ 1 and a ∈ N was obtained with respect to Gamma function (see Theorem 1 and Theorem 3).
As a consequence we derive that the expected cost to the power a > 0 of a minimum weight matching with edges {X k , Y k } between two i.i.d Poisson processes with arrival rate λ = n and respective arrival times
Here is an outline of the paper. In Section 2 we obtain closed formula for event distances to power a of two i.i.d. Poisson processes, when a ∈ N. In Section 3 we derive the asymptotics results with application to sensor networks. Finally, Section 4 provides conclusions.
Closed formula for the moments
Consider two i.i.d. Poisson processes with arrival rate λ and respective arrival times X 1 , X 2 , . . . and Y 1 , Y 2 , . . . on a line. We give a closed analytical formula for the mo-
, for any integer k ≥ 1, r ≥ 0, when a is natural number.
Closed formula when a is an even natural number
We begin with the following lemma which is helpful in the proof of the Theorem 1.
Lemma 1. Assume that, a is even natural number. Let
Proof. As a first step, observe the following formula
Hence, computing the moment
Applying Identity (4) we have
Putting together (8) and (7) we get
Hence, from Identity (4) and Definition (6) we deduce that
This completes the proof of Lemma 1. 
Proof. The first part of the theorem follows immediately from Lemma 1 with i = k + r. Putting together the first part of the theorem with r = 0, Definition (6) and Identity (5) we obtain
. This is enough to prove Theorem 1. ⊓ ⊔
Closed forumula when a is an odd natural number
Our analysis of the moment distance, when a is an odd natural number proceeds along the following steps. Fristly, we give Lemma 2 and Lemma 3 which are helpful in the proof of Theorem 2. Then, Theorem 3 follows from Theorem 2 and Lemma 4.
Lemma 2.
The following identity is valid for all i ≥ 1, k ≥ 1, when a is odd natural number:
is equal to the sum of the following two integrals which we evaluate separately.
Case of integral (10) . Applying Identities (4) and (6) we have
Case of integral (11) .
where
Applying Identities (3) and (4) we have
Therefore, we deduce that
Adding Formulas (12), (13) and (14) we derive the following formula for
when a is odd natural number
This completes the proof of Lemma 2.
⊓ ⊔ Now we give a simpler expression for the moment distance of events of two i.i.d. Poisson processes in the following lemma.
Lemma 3. Assume that, a is odd natural number. Let
Proof. Let
Applying Lemma 2 we deduce that
Applying summation by parts
2 l+k−1+a−j and
we have
Hence, we deduce that
for j ∈ {0, 1, . . . , a − 1}. Applying Identity (16) to Formula (15) we have
Using the identity 
Changing summation in the second sum we get
This completes the proof of Lemma 3. ⊓ ⊔ 
Applying Lemma 3 for i = k + r we deduce that
Using the Legendre duplication formula (1) for z = a−1
Applying Formula (17) for a = 1 and the identity Γ (1/2) = √ π we derive
. Therefore,
Applying Formula (17) and the identity Γ (1/2) = √ π we get
Therefore,
Putting together Equation (18) and Equation (19) completes the proof of Theorem 2.
⊓ ⊔
We give the following lemma which will be helpful in the proof of Theorem 3.
Lemma 4. Assume that, a is an even natural number. Let
Proof. From Identities (5) and
Let
Applying Equation (21) we deduce that
Therefore, we have
2 −l) are polynomials of variable k for each j ∈ {0, 1, . . . , l}, l ∈ {0, 1, . . . , a−1
2 ) are polynomials of variable k for each j ∈ {0, 1, . . . , a − 1 − l}, l ∈ { a−1 2 + 1, . . . , a − 1}. Thereore, D(k, a) is the polynomial of variable k of degree less than a−1 2 . Hence, to prove Equality (20) it remains to obtain the following equality
Applying this we have Notice that, using Formula (22) in any mathematical software that performs symbolic calculation we get the expressions confirming Formula (22). Finally, from the Legendre duplication formula (1) for z = 
Proof. First, we substitute Identity (5) into Theorem 2 and observe that
