HYBRID STATE PETRI NETS WHICH HAVE THE ANALYSIS POWER OF STOCHASTIC HYBRID SYSTEMS AND THE

FORMAL VERIFICATION POWER OF AUTOMATA
Problem area
In order to combine the compositional specification power of Petri nets with the analysis power of Markov processes, Malhotra & Trivedi (1994) Muppala & Fricks & Trivedi (2000) developed a power hierarchy of dependability models. In , the power hierarchy was extended with dynamically coloured Petri nets (DCPN) and piecewise deterministic Markov processes (PDP). In , this power hierarchy was further extended by stochastically and dynamically coloured Petri nets (SDCPN) and general stochastic hybrid process (GSHP).
Description of work
In this paper the powerhierarchy has been further deepened by studying various ways to develop GSHP. We first define SDCPN and the resulting SDCPN process. Next, we study GSHP as an execution of a general stochastic hybrid system (GSHS). Subsequently, we define GSHP as a solution of a hybrid stochastic differential equation (HSDE) and explain the differences between GSHS and HSDE. Next, we show that GSHS, HSDE and SDCPN are bisimilar. Finally, the results are illustrated with an aircraft evolution example.
Results and conclusions
The bisimilarities between SDCPN, GSHS and HSDE mean that each of them inherits the strengths of the other two formalisms. Hence, analysis tools designed for GSHS, HSDE and GSHP and their properties become available for SDCPN. Examples of GSHP properties are convergence in discretisation, existence of limits, existence of event probabilities, strong Markov properties, and reachability analysis. Examples of GSHS features are their connection to formal methods in automata theory and optimal control theory. Examples of HSDE features are stochastic analysis tools for semimartingales. At the same time, numerous SDCPN features such as natural expression of causal dependencies, concurrency and synchronisation mechanism, hierarchical and modular construction, and graphical representation become available when modelling GSHS, HSDE and GSHP through SDCPN. These complementary advantages of SDCPN, GSHS, HSDE and GSHP perspectives tend to increase with the complexity of the system considered.
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2GVTK 0GVU #RRNKECVKQPU
In order to combine the advantages of the Petri net modelling formalisms and those of the Markovian analysis formalism, (Malhotra & Trivedi, 1994) and (Muppala et al., 2000) started the development of establishing formal connections between Petri nets and stochastic processes. Their result is a hierarchy of various dependability models based on their modelling power. At the left-hand-side of this power hierarchy are Petri net models, with generalised stochastic Petri nets (GSPN) at the bottom, and deterministic and stochastic Petri nets (DSPN) at the top. At the right-hand-side of this power hierarchy are Markov chains at the bottom and semi-Markov processes at the top. Arrows between different formalisms indicate that mappings exist, i.e. that the elements of one formalism can be represented in terms of the elements of the other formalism, such that the executions, i.e. their solutions as a stochastic process, are equivalent. In a series of studies 2006) developed an extension of this power hierarchy in probabilistic modelling, see - [M] 6 [M] 6 [M] 6 [E] 6 [D] - [E] 6 [C] 6 [B] - [C] Fig. 1. Power hierarchy among various model types. An arrow from a model to another model indicates that the second model has more modelling power than the first model. The [M] arrows have been established in (Malhotra & Trivedi, 1994; Muppala et al., 2000) . The [D] arrow is established in (Davis, 1984) . The [B] arrow is established in (Bujorianu & Lygeros, 2006) and in (Blom, 2003) . The [E] arrows are established in . The [C] arrows are established in and the current chapter.
At the left hand side of this power hierarchy, we extended DSPN to dynamically coloured Petri nets (DCPN) and further to stochastically and dynamically coloured Petri nets (SDCPN). At the right hand side of the power hierarchy we extended semi Markov processes to piecewise deterministic Markov processes (PDP) and further to general stochastic hybrid processes (GSHP). In addition we showed effective ways how a DCPN can be mapped into PDP and the other way around, and how SDCPN can be mapped into GSHP and the other way around. DCPN and SDCPN are hybrid Petri net classes in which the tokens have Euclidean-valued colours that change through time (dynamically) while the tokens reside in their place. For DCPN, these colours follow ordinary differential equations, for SDCPN, the colours follow stochastic differential equations. The specific strength of (S)DCPN is their compositional specification power, which makes available a hierarchical modelling approach that separates local modelling issues from global modelling issues. This is illustrated for a large distributed example in air 9 *[DTKF UVCVG 2GVTK PGVU YJKEJ JCXG VJG CPCN[UKU RQYGT QH UVQEJCUVKE J[DTKF U[UVGOU CPF VJG HQTOCN XGTKſECVKQP RQYGT QH CWVQOCVC traffic management , which covers many distributed agents each of which interacts in a dynamic way with the others. Through a series of studies (Strubbe & Van der Schaft, 2005 ) developed a powerful compositional specification approach for automaton of PDP type (i.e. without Brownian motion), but for the complex air traffic management example (S)DCPN was shown to be better at compositional specification (Strubbe & Van der Schaft, 2004, Section 5.2) . For the mappings developed in between SDCPN and GSHP we made use of the general stochastic hybrid system (GSHS) theoretical setting developed by (Bujorianu & Lygeros, 2006) , where GSHP is defined as an execution of a GSHS. More specifically, this means that SDCPN and GSHS are bisimilar in the sense that executions of SDCPN and GSHS yield GSHPs which are probabilistically equivalent, see e.g. (Bujorianu et al., 2005; Van der Schaft, 2004) . Because of this bisimilarity, each formalism can take advantage of the strengths of both of them (Everdij & Blom, 2008) . Although the progress in the development of GSHP as an execution of a GSHS has led to significant increase of available stochastic analysis tools, there are some remaining issues to be addressed:
• Jump linear systems are not well covered, which unfortunately excludes most existing work on stochastic hybrid systems.
• Semi-martingale property of GSHS execution is unknown, which prohibits the use of Itô's differentiation rule for semi-martingales.
In the current chapter, these issues are further developed by considering GSHP not only as GSHS executions, but also as solutions of hybrid stochastic differential equations (HSDE). The HSDE approach towards studying GSHP has been developed in a series of complementary studies (Blom, 2003; Blom et al., 2003; Krystul, 2006; Krystul et al., 2007) . The aim of this chapter is to characterise the relations between SDCPN, GSHP, HSDE and GSHS and to show that SDCPN, GSHS and HSDE are bisimilar. Fig. 2 shows the relations between the formalisms, and the key tools available for each of them. With these relations, the properties and advantages of the various approaches come within reach of each other. The compositional specification power of SDCPN makes it relatively easy to develop a model for a complex system with multiple interactions. Subsequently, in the analysis stage three alternative approaches can be taken. The first is direct execution of SDCPN and evaluation through e.g. Monte Carlo simulation. The second is mapping the SDCPN into a GSHS and evaluating its execution, with the advantages of connection to formal methods in automata theory and to optimal control theory (Bujorianu & Lygeros, 2004) . The third is mapping the SDCPN into HSDE and evaluating its solution, with the advantages of stochastic analysis for semi-martingales (Elliott, 1982; Elliott et al., 1995) . With the GSHP resulting from any of these three means, properties become available such as convergence of discretisation, existence of limits, existence of event probabilities, strong Markov properties, and reachability analysis (Bujorianu & Lygeros, 2006; Davis, 1993; Ethier & Kurtz, 1986) . The organisation of this chapter is as follows. Section 2 defines SDCPN and the related SD-CPN process. Section 3 defines GSHS and its GSHS execution. Section 4 defines HSDE and its stochastic process solution. Section 5 shows that SDCPN, GSHS and HSDE are bisimilar. Section 6 gives an example SDCPN. Section 7 presents this SDCPN example by an HSDE and by a GSHS. Section 8 gives conclusions. The appendices provide proof for the theorems in Section 5. (Blom, 2003) . The [B2] arrow is established in (Bujorianu & Lygeros, 2006) . The [E] arrows are established in . The [C] arrows are established in the current chapter, with bisimilarity relations having twodirectional arrows.
6'&31
This section presents a definition of stochastically and dynamically coloured Petri net (SDCPN). The formal SDCPN definition provided below is organised as follows: Section 2.1 defines the SDCPN elements (P, T , A, N , S, C, I, V, W, G, D, F ). Section 2.2 explains the SDCPN execution, which makes use of the rules R0-R4. Section 2.3 explains how the SDCPN execution defines a unique stochastic process.
6'&31 HOHPHQWV
The SDCPN elements (P, T , A, N , S, C, I, V, W, G, D, F ) are defined as follows:
• P is a finite set of places.
• T is a finite set of transitions which consists of 1) a set T G of guard transitions, 2) a set T D of delay transitions and 3) a set T I of immediate transitions.
• A is a finite set of arcs which consists of 1) a set A O of ordinary arcs, 2) a set A E of enabling arcs and 3) a set A I of inhibitor arcs. 
is the set of input arcs of T that are either ordinary or enabling, and
A ∈ A ⊂ } is the multi-set of places connected to the subset of arcs A ⊂ ⊂ A.
, if an inhibitor arc points from a place P to a transition T, there is no other arc from P to T.
• S ⊂ {R 0 , R 1 , R 2 , . . .} is a finite set of colour types, with R 0 ∅.
• C : P → S is a colour type function which maps each place P ∈ P to a specific colour type in S. Each token in P is to have a colour in C(P). Since C(P) ∈ {R 0 , R 1 , . . .}, there exists a function n : P → N such that C(P) = R n(P) . If C(P) = R 0 ∅ then a token in P has no colour. Further notation: if P(A ⊂ ) contains more than one place, e.g.,
• I : N |P | × C(P ) N → [0, 1] is a probability measure, which defines the initial marking of the net: for each place it defines a number ≥ 0 of tokens initially in it and it defines their initial colours. Here,
It is assumed that all tokens in a place are distinguishable by a unique identification tag which translates to a unique ordering/listing of tokens per place.
• V = {V P ; P ∈ P, C(P) = R 0 } is a set of token colour functions. For each place P ∈ P for which C(P) = R 0 , it contains a function V P : C(P) → C(P) that defines the drift coefficient of a differential equation for the colour of a token in place P.
• W = {W P ; P ∈ P, C(P) = R 0 } is a set of token colour matrix functions. For each place P ∈ P for which C(P) = R 0 , it contains a measurable mapping W P : C(P) → R n(P)×h (P) 2GVTK 0GVU #RRNKECVKQPU
There is no requirement that G T be connected.
•
• F = {F T ; T ∈ T } is a set of firing measures. For each T ∈ T , it contains a firing measure
, which generates the number and colours of the tokens produced when transition T fires, given the value of the vector ∈ C(P(A in,OE (T))) that collects all input tokens: For each output arc (∈ A out (T)), zero or one token is produced, and if the colours of the tokens produced are collected in a vector, this vector is ∈ C(P(A out (T))).
For the places, transitions and arcs, the graphical notation is as in Figure 3 . 
6'&31 H[HFXWLRQ
The execution of an SDCPN provides a series of increasing stopping times, 0 = τ 0 < τ 1 < τ 2 < · · · , with for t ∈ (τ k , τ k+1 ) a fixed number of tokens per place and per token a colour which is the solution of a stochastic differential equation. It uses a sequence {U i ; i = 0, 1, . . .} of independent uniform U[0, 1] random variables, and independent sequences of mutually independent standard Brownian motions {B i,P t ; i = 1, 2, . . .} of appropriate dimensions, one sequence for each place P.
,QLWLDWLRQ
The probability measure I characterises an initial marking at τ 0 , i.e. it gives each place P ∈ P zero or more tokens and gives each token in P a colour in C(P), i.e. a Euclidean-valued vector. Define the inverse of I by a measurable function i=1 M i,0 n(P i )-dimensional Euclidean-valued random vector which provides the colours of the initial tokens. If M 1,0 ≥ 1 then the first n(P 1 ) components of C 0 are assigned to the first token in P 1 . If M 1,0 ≥ 2 then the next n(P 1 ) components of C 0 are assigned to the second token in P 1 , etc., until all tokens in P 1 have their assigned colour. The following components of C 0 are assigned to tokens in places P 2 , . . . , P |P | in the same way. If C(P) = R 0 then the tokens in P get no colour.
7RNHQ FRORXU HYROXWLRQ
For each token in each place P for which C(P) = R 0 : if the colour of this token is equal to C P 0 at time t = τ 0 , and if this token is still in this place at time t > τ 0 , then the colour C P t of this token equals the probabilistically unique solution of the stochastic differential equation
t with initial condition C P τ 0 = C P 0 , and with {B i,P t } an h(P)-dimensional standard Brownian motion. The first token, if any, in place P uses Brownian motion {B 1,P t }; the second token, if any, uses {B 2,P t }, etc. Each token in a place for which C(P) = R 0 remains without colour.
7UDQVLWLRQ HQDEOLQJ
A transition T is pre-enabled if it has at least one token per incoming ordinary and enabling arc in each of its input places and has no token in places to which it is connected by an inhibitor arc. For each transition T that is pre-enabled at τ 0 , consider one token per ordinary and enabling arc in its input places and write C T t ∈ C(P(A in,OE (T))), t ≥ τ 0 , as the column vector containing the colours of these tokens; C T t evolves through time according to its corresponding token colour functions of the places in P(A in,OE (T)). If this vector is not unique (i.e., if one input place contains several tokens per arc), all possible such vectors are executed in parallel. Hence, a transition can be pre-enabled by multiple combinations of input tokens in parallel. A transition T is enabled if it is pre-enabled and a second requirement holds true. For T ∈ T I , the second requirement automatically holds true at the time of pre-enabling. For T ∈ T G , the second requirement holds true when C T t ∈ ∂G T . For T ∈ T D , the second requirement holds true at t = τ 0 + σ T 1 , where σ T 1 is generated from a probability distribution function
Each delay transition uses one new uniform random variable U ∼ U[0, 1] (per vector of input tokens) each time it becomes pre-enabled to determine its time of enabling. In the case of competing enablings, the following rules apply: R0 The firing of an immediate transition has priority over the firing of a guard or a delay transition.
R1 If one transition becomes enabled by two or more sets of input tokens at exactly the same time, and the firing of any one set will not disable one or more other sets, then it will fire these sets of tokens independently, at the same time.
R2 If one transition becomes enabled by two or more sets of input tokens at exactly the same time, and the firing of any one set disables one or more other sets, then the set that is fired is selected randomly, with the same probability for each set.
R3 If two or more transitions become enabled at exactly the same time and the firing of any one transition will not disable the other transitions, then they will fire at the same time.
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2GVTK 0GVU #RRNKECVKQPU R4 If two or more transitions become enabled at exactly the same time and the firing of any one transition disables some other transitions, then each combination of transitions that can fire independently without leaving enabled transitions gets the same probability of firing.
By these rules and their combinations, if a transition is enabled in a particular set of tokens, then it is either fired or it is disabled (in this set of tokens) by the firing of another transition.
7UDQVLWLRQ ¿ULQJ
If T is enabled, suppose this occurs at time τ 1 and in a particular vector of token colours C T τ 1 , it removes one token per arc in A in,O (T) corresponding with C T τ 1 from each of its input places (i.e. tokens are not removed along enabling arcs). Next, T produces zero or one token along each output arc: If (e T τ 1 , a T τ 1 ) is a random hybrid vector generated from probability measure
vector of zeros and ones, where the ith vector element corresponds with the ith outgoing arc of transition T. An output place gets a token iff it is connected to an arc that corresponds with a vector element 1. Moreover, a T τ 1 ∈ C(P(A out (T))) specifies the colours of the produced tokens, i.e. if the first 1 in e T τ 1 corresponds with an arc from T to P j , then the first n(P j ) elements in vector a T τ 1 are assigned to the token produced in output place P j . The remaining elements in a T τ 1 are assigned to other tokens in the same way. The random hybrid vector from
Each firing transition uses one new uniform random variable U ∼ U[0, 1] per firing to determine its output tokens.
([HFXWLRQ IURP ¿UVW WUDQVLWLRQ ¿ULQJ RQZDUGV
At t = τ 1 , zero or more transitions are pre-enabled (if this number is zero, no transitions will fire anymore). If these include immediate transitions, then these are fired without delay, but with use of rules R0-R4. If after this, still immediate transitions are enabled, then these are also fired, and so forth, until no more immediate transitions are enabled. Each of the immediate transitions that fire uses their firing measure and one uniform random variable (per firing) to determine the number and colours of their output tokens. Next, the SDCPN is executed in the same way as described above for the situation from τ 0 onwards.
In order to keep track of the identity of individual tokens, the tokens in a place are ordered according to the time at which they entered the place, or, if several tokens are produced for one place at the same time, according to the order within the set of arcs A = {A 1 , . . . , A |A| } along which these tokens were produced (the firing measure produces zero or one token along each output arc). If due to rule R1, a transition fires two or more tokens along one arc at the same time, their assigned order is according to the colours they have (smallest colour first). If under these conditions, two tokens have exactly the same colour, they are indistinguishable and the marking will not be dependent on their order.
6'&31 VWRFKDVWLF SURFHVV
The marking of the SDCPN is given by the numbers of tokens in the places and the associated colour values of these tokens. Due to the uniquely defined order of the tokens, the marking is unique except possibly when one or more transitions fire (particularly, immediate transitions 
and the SDCPN discrete process state at time τ k is defined by
In other words, M τ k is defined to be the token distribution that occurs after all transitions that fire at time τ k have been fired. The associated colours of these tokens are gathered in a column vector C τ k in the same way as described above. This construction ensures that the process {M t , C t } has limits from the left and is continuous from the right, i.e., it satisfies the càdlàg property. If at a time t when one or more transitions fire, the process {M t } jumps to the same value again, and only C t makes a jump, then the càdlàg property for {C t } (hence for {M t , C t }) is still maintained due to the timing construction of {M t } above and the direct coupling of {C t } with {M t }.
*6+6
This section presents, following (Bujorianu & Lygeros, 2006) , a definition of general stochastic hybrid system (GSHS) and its execution.
Definition 3.1 (General stochastic hybrid system). A GSHS is an automaton (
• K is a countable set.
• d : K → N maps each θ ∈ K to a natural number.
• θ) . With this, the hybrid state space is given by E {{θ} × E θ ; θ ∈ K}.
• f : E → {R d(θ) ; θ ∈ K} is a vector field.
• g : E → {R d(θ)×h ; θ ∈ K} is a matrix field, with h ∈ N.
• Init: B(E) → [0, 1] is an initial probability measure, with B(E) the Borel σ-algebra on E.
• λ : E → R + is a jump rate function.
• 
• (θ 0 , X 0 ) is an E-valued random variable extracted according to probability measure Init. 
• The probability distribution of (θ τ k+1 , X τ k+1 ), i.e. the hybrid state right after the jump, is governed by the law Q(·; (θ τ k , X τ k+1 − )). (Bujorianu & Lygeros, 2006) show that under assumptions G1-G4 below, a GSHS execution is a strong Markov Process and has the càdlàg property (right continuous with left hand limits).
G1 f (θ, ·) and g(θ, ·) are Lipschitz continuous and bounded. This yields that for each initial state (θ, x) at initial time τ there exists a pathwise unique solution
G3 For each fixed A ∈ B(E), the map ξ → Q(A; ξ) is measurable and for any (θ, x) ∈ E ∪ ∂E, Q(·; θ, x) is a probability measure.
, then it is assumed that for every starting point (θ, x) and for all t ∈ R + , EN t < ∞. This means, there will be a finite number of jumps in finite time.
+6'(
This section presents, following (Blom, 2003) and , a definition of hybrid stochastic differential equation (HSDE) and gives conditions under which the HSDE has a pathwise unique solution. This pathwise unique solution is referred to as HSDE solution process or GSHP. The basic advantage of using HSDE in defining a GSHP over using GSHS is that with the HSDE approach the spontaneous jump mechanism is explicitly built on an underlying stochastic basis, whereas in GSHS the execution itself imposes an underlying stochastic basis. The differences are further discussed in Section 4.3. For the HSDE setting we start with a complete stochastic basis (Ω, , F, P, T), in which a complete probability space (Ω, , P) is equipped with a right-continuous filtration F = { t } on the positive time line T = R + . This stochastic basis is endowed with a probability measure μ θ 0 ,X 0 for the initial state, an independent h-dimensional standard Wiener process {W t } and an independent homogeneous Poisson random measure p P (dt, dz) on T × R d+1 .
Definition 4.1 (Hybrid stochastic differential equation). An HSDE on stochastic basis (Ω, , F, P, T), is defined as a set of equations (1)-(8) in which a collection of elements (M, E, f , g, μ θ
This section is organised as follows: Section 4.1 explains the elements and the equations (1)-(8) that define HSDE. Section 4.2 shows that under a number of HSDE conditions H1-H8, the HSDE has a pathwise unique solution which is a semi-martingale. Section 4.3 discusses the differences between GSHP as solution of HSDE and GSHP as execution of GSHS. 
+6'( HOHPHQWV DQG HTXDWLRQV
This section presents the elements and equations that define a HSDE on a hybrid state space. The elements (M, E, f , g, μ θ 0 ,X 0 , Λ, ψ, ρ, μ, p P , {W t }) are defined as follows:
• E = {{θ} × E θ ; θ ∈ M} is the hybrid state space, where for each θ ∈ M, E θ is an open subset of R n with boundary ∂E θ . The boundary of E is ∂E = {{θ} × ∂E θ ; θ ∈ M}.
• f : M × R n → R n is a measurable mapping.
• g : M × R n → R n×h is a measurable mapping.
• μ θ 0 ,X 0 : Ω × B(E) → [0, 1] is a probability measure for the initial random variables θ 0 , X 0 , which are defined on the stochastic basis; μ θ 0 ,X 0 is assumed to be invertible.
• μ : Ω × R d → [0, 1] is a probability measure which is assumed to be invertible.
• p P : Ω × T × R d+1 → {0, 1} is a homogeneous Poisson random measure on the stochastic basis, independent of (θ 0 , X 0 ). The intensity measure of
, where z = Col{z 1 , z} and μ L is the Lebesgue measure.
• W : Ω × T → R h such that {W t } is an h-dimensional standard Wiener process on the stochastic basis, and independent of (θ 0 , X 0 ) and p P . Using these elements, the HSDE process {θ * t , X * t } is defined as follows:
Hence {θ * t , X * t } consists of a concatenation of processes {θ k t , X k t } which are defined by (3)-(8) below. If the system (1)-(8) has a solution in probabilistic sense, then the process {θ * t , X * t } is referred to as HSDE solution process or GSHP.
with θ 0 0 = θ 0 , X 0 0 = X 0 and with Σ 0 through Σ N measurable mappings satisfying, for θ ∈ M, ϑ j ∈ M, x ∈ R n :
In addition, for k = 0, 1, 2, . . ., with τ b
for A ∈ B(R n ), where Q is given by
2GVTK 0GVU #RRNKECVKQPU
+6'( VROXWLRQ
This subsection shows that under a set of sufficient conditions H1-H8, the HSDE (1)- (8) 
H2 For all r ∈ N and for all θ ∈ M there exists a constant L r (θ) such that for all x and y in the ball
H3 For each θ ∈ M, the mapping Λ(θ, ·) : R n → [0, ∞) is continuous and bounded, with upper bound a constant C Λ .
H5 For all r ∈ N there exists a constant M r (θ) such that sup
H7 {(θ * t , X * t )} hits the boundary ∂E a finite number of times on any finite time interval H8 |ϑ i − ϑ j | > 1 for i = j, with | · | a suitable metric well defined on M. (Blom, 2003) has used (Lepeltier & Marchal, 1976) to prove a version of Proposition 4.1 where E = M × R n , i.e. there are no boundaries with instantaneous jumps. Subsequently, have proven the proposition under H1-H8 and the additional condition that {τ b k } is a sequence of predictable stopping times. (Krystul, 2006; Krystul & Blom, 2005) have shown that this additional condition can be removed. An overview of various HSDE versions is given in (Krystul et al., 2007) .
'LVFXVVLRQ RI +6'( YHUVXV *6+6
HSDE and GSHS have a lot of similarities. Both concatenate different solutions of SDEs with hybrid jumps at each moment of switching to another SDE. Hence the differences are of a rather technical nature. This section collects these technical differences between GSHS and its GSHP execution, versus HSDE and its GSHP solution:
1. For GSHS, the discrete state space is a countable space of discrete variables. For HSDE, the discrete state space is a finite set.
2. For GSHS, the continuous state is Euclidean with a dimension dependent on θ. For HSDE, the continuous state is Euclidean with constant dimension n.
3. The times of spontaneous jump of the GSHS execution are driven by a survivor function which imposes a stochastic basis. For HSDE, the times of spontaneous jumps are driven by a Poisson random measure endowed upon a given stochastic basis. 6. For GSHS, the drift and diffusion coefficient are assumed (globally) Lipschitz and bounded. For HSDE, the drift and dissusion coefficient are locally Lipschitz and are allowed to grow with the continuous state.
For 1) and 2), GSHS has as advantage of being more general than HSDE. HSDE however has significant advantages regarding issues 3)-6): Regarding 3)-5), HSDE has the advantage that this allows to establish the semi-martingale property. Regarding 6), HSDE removes the particular restriction of GSHS which excludes jump linear systems.
6'&31 *6+6 DQG +6'( DUH ELVLPLODU
This section shows that for each SDCPN there exists a GSHS which is bisimular, and there exists a HSDE which is bisimular. This is shown in the four theorems below. Proof. See ). 
Theorem 5.3 (HSDE into SDCPN). Consider an arbitrary HSDE (1)-(8) with elements (
M, E, f , g, μ θ 0 ,X 0 , Λ, ψ, ρ, μ, p P , {W t }). If for each θ the stochastic differential equation dX t = f (θ, X t )dt + g(θ, X t )dW
6'&31 H[DPSOH
To illustrate the advantages of SDCPN when modelling a complex system, consider a simplified model of the evolution of an aircraft in one sector of airspace. The deviation of this aircraft from its intended path is affected by its engine system and its navigation system. Each of these aircraft systems can be in either Working (functioning properly) or Not working (operating in some failure mode). Both systems switch between these modes independently and with exponentially distributed sojourn times, with finite rates δ 3 (engine repaired), δ 4 (engine fails), δ 5 (navigation repaired) and δ 6 (navigation fails), respectively. If both systems are Working, the aircraft evolves in Nominal mode and the position Y t and velocity S t of the aircraft are determined by dX t = V 1 (X t )dt + W 1 dW t , where X t = (Y t , S t ) . If either one, or both, of the systems is Not working, the aircraft evolves in Non-nominal mode and the position and velocity of the aircraft are determined by dX t = V 2 (X t )dt + W 2 dW t . The factors W 1 and W 2 are determined by wind fluctuations. Initially, the aircraft has position Y 0 and velocity S 0 , while both its systems are Working. The evaluation of this process may be stopped when the aircraft has Landed, i.e. its vertical position and velocity are equal to zero. Fig. 4 . SDCPN graph for the aircraft evolution example Fig. 4 shows the SDCPN graph for this example, where,
• P 1 denotes aircraft evolution Nominal, i.e. evolution is according to V 1 and W 1 .
• P 2 denotes aircraft evolution Non-nominal, i.e. evolution is according to V 2 and W 2 .
• P 3 and P 4 denote engine system Not working and Working, respectively.
• P 5 and P 6 denote navigation system Not working and Working, respectively.
• P 7 denotes the aircraft has landed.
• T 1a and T 1b denote a transition of aircraft evolution from Nominal to Non-nominal, due to engine system or navigation system Not working, respectively. • T 2 denotes a transition of aircraft evolution from Non-nominal to Nominal, due to engine system and navigation system both Working again.
• T 3 through T 6 denote transitions between Working and Not working of the engine and navigation systems.
• T 7 and T 8 denote transitions of the aircraft landing.
The graph in Fig. 4 completely defines SDCPN elements P, T , A and N , where
The other SDCPN elements are specified below:
S: Two colour types are defined; S = {R 0 , R 6 }.
C: C(P 1 ) = C(P 2 ) = C(P 7 ) = R 6 , i.e. tokens in P 1 , P 2 and P 7 have colours in R 6 ; the colour components model the 3-dimensional position and 3-dimensional velocity of the aircraft. C(P 3 ) = C(P 4 ) = C(P 5 ) = C(P 6 ) = R 0 ∅. I: Place P 1 initially has a token with colour X 0 = (Y 0 , S 0 ) , with Y 0 ∈ R 2 × (0, ∞) and S 0 ∈ R 3 \ Col{0, 0, 0}. Places P 4 and P 6 initially each have a token without colour. V, W: The token colour functions for places P 1 , P 2 and P 7 are determined by (V 1 , W 1 ), (V 2 , W 2 ), and (V 7 , W 7 ), respectively, where (V 7 , W 7 ) = (0, 0). For places P 3 -P 6 there is no token colour function.
G: Transitions T 7 and T 8 have a guard defined by
D:
The jump rates for transitions T 3 , T 4 , T 5 and
and D T 6 (·) = δ 6 . F : Each transition has a unique output place, to which it fires a token with a colour (if applicable) equal to the colour of the token removed.
0DSSLQJ RI 6'&31 H[DPSOH WR +6'( DQG *6+6
Next we transform the SDCPN of Section 6 into an HSDE. The first step is to construct the state space M for the HSDE discrete process {θ t }. This is done by identifying the SDCPN reachability graph. Nodes in the reachability graph provide the number of tokens in each of the SDCPN places. Arrows connect these nodes as they represent transitions firing. The SDCPN of Fig. 4 has seven places hence the reachability graph for this example has elements that are vectors of length 7. These nodes, excluding the nodes that enable immediate transitions, form the HSDE discrete state space. The reachability graph is shown in Fig. 5 , with nodes that form the HSDE discrete state space in Bold typeface, i.e. M = {V 1 , . . . ,
Since initially there is a token in places P 1 , P 4 and P 6 , the HSDE initial mode equals θ 0 = V 1 = (1, 0, 0, 1, 0, 1, 0). The HSDE initial continuous state value equals the vector containing the initial colours of all initial tokens. Since the initial colour of the token in Place P 1 equals X 0 , and the tokens in places P 4 and P 6 have no colour, the HSDE initial continuous state value equals Col{X 0 ,
and g(θ, ·) = 0 otherwise. The hybrid state space is given by E = {{θ} × E θ ; θ ∈ M}, where for θ ∈ {V 1 , V 2 , V 3 , V 4 }:
Always two delay transitions are pre-enabled: either T 3 or T 4 and either T 5 or T 6 . This yields ( 1,0,1,0,0,1,0) (0,1,0,1,0,1,0) (1,0,0,1,1,0,0) V 1 =(1,0,0,1,0,1,0) (0,0,0,1,0,1,1)= V 5 Fig. 5 . Reachability graph for the SDCPN of Fig. 4 . The nodes in bold type face correspond with the elements of the HSDE discrete state space M.
For the determination of elements ψ, ρ and μ, we first construct a probability measure P Q , by making use of the reachability graph, the sets D, G and F and the rules R0-R4. In Table 1 , P Q (θ , x ; θ, x) = p denotes that if (θ, x) is the value of the HSDE state before the hybrid jump, then, with probability p, (θ , x ) is the value of the HSDE state immediately after the jump. Since the continuous valued process jumps to the same value with probability 1, we find that
and μ may be any given invertible probability measure. Table 1 . Example probability measure for size of jump
For all x:
With this, the SDCPN of the aircraft evolution example is uniquely mapped to an HSDE. If in addition, we want to make use of the HSDE properties of Proposition 4.1, i.e. the resulting HSDE solution process being adapted and a semi-martingale, we need to make sure that 
We verify that under condition D1, HSDE conditions H1-H8 hold true in this example.
H1:
From the construction of f and g above we have for
). For θ = V 2 , V 3 , V 4 the verification is with replacing V 1 , W 1 by V 2 , W 2 .
H2:
H3: Since δ 3 -δ 6 are constant, for all θ, Λ(θ, ·) is bounded and continuous, with upper bound
H5 and H6: These are satisfied due to ψ(V
H7: This condition holds due to δ 3 -δ 6 being finite and the fact that in this SDCPN example, there is no firing sequence of more than one guard transition.
H8:
This condition holds for all V 1 , . . . , V 8 , with metric |a| 2 = ∑ i (a i ) 2 .
Thanks to this bisimilarity mapping we can now use HSDE tools to analyse the GSHP that is defined by the execution of the SDCPN model for the example. In (Everdij & Blom, 2008) we showed how the SDCPN for the aircraft evolution example above is mapped to a GSHS. The main difference is that the GSHS transition measure Q is defined by the probability measure P Q in Table 1 and that GSHS does not use elements ψ, ρ and μ, but apart of these details the differences with the mapping of SDCPN elements into HSDE elements are small. Thanks to this bisimilarity mapping, we can also use the automata framework to analyse the GSHS that is defined by the SDCPN model.
&RQFOXVLRQV
In order to combine the compositional specification power of Petri nets with the analysis power of Markov processes, (Malhotra & Trivedi, 1994) and (Muppala et al., 2000) developed a power hierarchy of dependability models. In , the power hierarchy was extended with dynamically coloured Petri nets (DCPN) and piecewise deterministic Markov processes (PDP). In , this power hierarchy was further extended by stochastically and dynamically coloured Petri nets (SDCPN) and general stochastic hybrid process (GSHP). In this chapter the power-hierarchy has been further deepened by studying various ways to develop GSHP. We started in Section 2 by defining SDCPN and the resulting SDCPN process. In Section 3 we studied GSHP as an execution of a general stochastic hybrid system (GSHS). In Section 4 we defined GSHP as a solution of a hybrid stochastic differential equation (HSDE) and explained the differences between GSHS and HSDE. Next, in Section 5 we showed that GSHS, HSDE and SDCPN are bisimilar. In Sections 6-7, the results were illustrated with an aircraft NLR-TP-2010-324 February 2010
2GVTK 0GVU #RRNKECVKQPU evolution example. The bisimilarities between SDCPN, GSHS and HSDE mean that each of them inherits the strengths of the other two formalisms. This has been depicted in Fig. 2 
$SSHQGL[ $ 3URRI RI 7KHRUHP
Consider an arbitrary HSDE (1)- (8) with elements (M, E, f , g, μ θ 0 ,X 0 , Λ, ψ, ρ, μ, p P , {W t }).
We assume that the stochastic differential equations defined by f and g have probabilistically unique solutions and that Λ is bounded. First, we characterise SDCPN elements (P, T , A, N , S, C, I, V, W, G, D, F ) in terms of HSDE elements (M, E, f , g, μ θ 0 ,X 0 , Λ, ψ, ρ, μ, p P , {W t }). The thus constructed SDCPN is referred to as SDCPN HSDE . Subsequently, we show that the SDCPN HSDE stochastic process is probabilistically equivalent to the stochastic process defined by the original HSDE.
$ &RQVWUXFWLRQ RI 6'&31 HSDE HOHPHQWV
We provide an into-mapping that characterises SDCPN elements (P, T , A, N , S, C, I, V, W, G, D, F ) in terms of HSDE elements (M, E, f , g, μ θ 0 ,X 0 , Λ, ψ, ρ, μ, p P , {W t }). P = {P θ ; θ ∈ M}. Hence, for each θ ∈ M, there is one place P θ . The places are ordered P ϑ 1 , . . . N : The node function maps each arc in A = A O to a pair of nodes. These connected pairs of nodes are: {(P θ , T G θ ); θ ∈ M} ∪ {(P θ , T D θ ); θ ∈ M} ∪ {(T G θ , P ϑ ); θ, ϑ ∈ M} ∪ {(T D θ , P ϑ ); θ, ϑ ∈ M}. Hence, each place P θ (θ ∈ M) has two outgoing arcs: one to guard transition T G θ and one to delay transition T D θ . Each transition has N outgoing arcs: one arc to each place in P. S = {R n }.
C: For all θ ∈ M, C(P θ ) = R n I: For all θ 0 ∈ M and X 0 ∈ C(P θ 0 ) = R n , I(M θ 0 , X 0 ) = μ θ 0 ,x 0 (θ 0 , X 0 ), where M θ is the |P|-dimensional vector that has a one at the element corresponding to place P θ and zeros elsewhere.
V: For all θ ∈ M, V P θ (·) = f (θ, ·).
W: For all θ ∈ M, W P θ (·) = g(θ, ·). 
$ 3UREDELOLVWLF HTXLYDOHQFH
Next, we show that the SDCPN HSDE stochastic process is probabilistically equivalent to the stochastic process defined by the original HSDE. This is done by showing: Equivalence of initial states; Equivalence of continuous evolution until first jump; Equivalence of time of jumps; Equivalence of size of jumps; Equivalence of processes after the first jump.
(TXLYDOHQFH RI LQLWLDO VWDWHV
The initial marking of the SDCPN HSDE is defined by I(M θ 0 , X 0 ) = μ θ 0 ,X 0 (θ 0 , X 0 ), where M θ is the N-dimensional vector that has a one at the element corresponding to place P θ and zeros elsewhere. Therefore, with probability I(M θ 0 , X 0 ), at time t = τ 0 there is one token in place P θ 0 which has colour X 0 . The initial state of the HSDE is (θ 0 , X 0 ) with probability μ θ 0 ,X 0 (θ 0 , X 0 ). Due to the mapping between the places P θ ∈ P and the modes θ ∈ M, the initial states of SDCPN HSDE and HSDE are probabilistically equivalent.
(TXLYDOHQFH RI FRQWLQXRXV HYROXWLRQ XQWLO ¿UVW MXPS
The continuous part of the SDCPN HSDE stochastic process equals the vector that collects all token colours. Since there is only one token in the constructed SDCPN HSDE at all times, this vector equals the colour of this single token. Until the first jump, this colour follows the stochastic differential equation dC
which has probabilistically unique solution C
