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The work underlying this Thesis, has contributed to the main study and characterization of diffusive
systems. The research work has been focused on the analysis of two kind of systems. On the one
hand, the dynamics of thermal anemometers has been deeply studied. These sensors detect the
wind velocity by measuring the power dissipated of a heated element due to forced convection.
The thermal dynamics of different sensor structures have been analyzed and modeled during the
Thesis work. On the other hand, we have dealed with microelectromechanical systems (MEMS).
The dynamics of charge trapped in the dielectric layer of these systems has also been studied. It is
know, that this undesired effect has been associated to diffusion phenomena.
In this Thesis a characterization method based on the technique of Diffusive Representation
(DR), for linear and nonlinear time-varying diffusive systems, is presented. This technique allows to
describe a system with an arbitrary order state-space model in the frequency domain. The changes
in the dynamics of a system over time may come as a result of the own actuation over the device
or as a result of an external disturbance. In the wind sensor case, the time variation of the model
comes from the wind, which is an external disturbance, whereas in the MEMS case, changes in the
actuation voltage generate time-variation in the model.
The state-space models obtained from DR characterization have proven to be able to reproduce
and predict the behaviour of the devices under arbitrary excitations. Specifically, in the case of
wind sensors, the thermal dynamics of these sensors, under constant temperature operation, has
been predicted for different wind velocities using Sliding Mode Controllers. As it has been observed,
these controllers also help to understand how the time response of a system, under closed loop,
can be accelerated beyond the natural limit imposed by its own thermal circuit if the thermal filter
associated to the sensor structure has only one significative time constant.
The experimental corroboration of the thermal analysis is presented with various prototypes of
wind sensors for Mars atmosphere. On one side, the time-varying thermal dynamics models of two
different prototypes of a spherical 3-dimensional wind sensor, developed by the Micro and Nano
Technologies group of the UPC, have been obtained. On the other side, the engineering model
prototype of the wind sensor of the REMS (Rover Environmental Monitoring Station) instrument
that it is currently on board the Curiosity rover in Mars has been characterized.
For the characterization of the dynamics of the parasitic charge trapped in the dielectric layer
of a MEMS device, the experimental validation is obtained through quasi-differential capacitance
v
vi
measurements of a two-parallel plate structure contactless capacitive MEMS.
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The work underlying this Thesis, has contributed to the main study and modeling of diffusive
systems. The concept of diffusion can be defined as the physical time-dependant process that
causes the ’spread out’ of a magnitude from a point or location with high concentration of that
magnitude to an area of low concentration.
Along the research work, the time-varying dynamics of some types of diffusive systems have
been studied. On the one hand, we have thermal systems. For the study of these systems, we have
taken into consideration the thermal dynamics of different prototypes of wind anemometers. To
this effect, two main types of wind sensors have been thermally characterized: different prototypes
of a spherical 3-dimensional wind sensor, recently developed by the Micro and Nano Technologies
group of the Universitat Politècnica de Catalunya (UPC) and the engineering model prototype
of the wind sensor of the REMS (Rover Environmental Monitoring Station) instrument, which is
currently in Mars on board the Curiosity rover [1]. The working mode of these sensors is Constant
Temperature Anemometry (CTA). Under this mode of operation, the temperature in the heating
elements of the sensor are forced to be constant and the power required at every element to keep
constant the temperature is the output signal of the sensor, from which the wind velocity is inferred
[2]. In section 2.1, a full detailed description of these sensors is provided as well as the description
of other wind sensors used in the several missions to Mars that have included equipment to measure
the wind.
The dynamics of a wind sensor is considered time-varying due to the fact that the changes
in the wind velocity generate changes is the system dynamics. Thermal characterization of the
dynamics as a function of the wind applied is then of relevance for the design and operation of
these type of sensors. Future missions to Mars will include wind sensors similars in concept to the
REMS instrument wind sensor. In the TWINS (Temperature and Wind sensors for InSight mission)
instrument of InSight NASA mission (expected for 2018) the temperature and wind sensors from
the REMS instrument will be refurbished, with enhanced performance in terms of dynamic range
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and resolution [3]. In turn, NASA’s Mars2020 mission will include the MEDA (Mars Environmental
Dynamical Analyzer) device, whose working principle will be again thermal anemoemtry. Therefore,
the thermal characterization of the wind sensors proposed is of great interest.
On the other hand, it is known that microelectromechanical systems (MEMS) devices suffer
from the undesired effect of charge trapped in their dielectric layer. This slow charging process
has been associated to the diffusion phenomena [4, 5]. The analysis of the charging dynamics is an
important issue that has been widely studied [6, 7, 8]. In this Thesis, the characterization of the
net charge trapped in the dielectric layer of an electrostatic contactless MEMS for different voltage
actuations is presented.
Both types of systems have been modeled using Diffusive Representation (DR). Diffusive rep-
resentation is a mathematical tool that allows the description of any physical phenomena based on
diffusion using state-space models of arbitrary order in the frequency domain. In the literature,
it has been used in multiple appications, such as power electronics [9], acoustics [10] or biology
[11]. The methodology is suitable for fractional nature systems. (A fractional-order system is a
dynamical system that can be modeled by a fractional differential equation containing derivatives
of non-integer order). The behavioural models obtained with diffusive representation are useful in
the analysis and prediction of the closed-loop control response, using the sliding mode analysis,
which has been also studied during the work of this Thesis. The diffusive representation method is
fully explained in section 2.2.5.
For these systems modeling, a type of signal with beneficial properties in system identification
has been used: Pseudo Random Binary Sequences (PRBS). These type of signals are used through-
out all the experimental measurements carried out for the study of the aforementioned systems. A
detailed description of this type of signal is presented in section 2.2.4.
As mentioned before, the theory of Sliding Mode Controllers (SMC) has also been applied for the
prediction of the closed-loop dynamics of the wind sensors that have been thermally characterized.
The sliding mode control technique is a state space-based discontinuous feedback control method.
In this regard, no specific design of a sliding mode controller has been made, but the analysis of the
resulting dynamics is made using the tools of equivalent control typical of sliding mode controllers.
This analysis is of great interest since helps to understand better the dynamics of these sensors and
theoretically explains how the time response of these type of sensors can be improved.
1.2 Objectives
The main objective of this Thesis is to contribute to the modeling of diffusive behaviour systems.
The objectives for the research work can be listed as following:
• Analysis and modeling of a thermal anemometer. Characterization of the thermal dynamics
of different prototypes of a 3-dimensional spherical wind sensor as a function of the wind
velocity applied, by using an state-space representation approach.
• Characterization of time-varying system dynamics. Develop the Diffusive Representation
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theory for the time-varying case that enables the obtention of the models of the sytem for
time-changing situations from single experiments.
• Sliding mode analysis of the closed-loop dynamics of a thermal anemometer. From the slid-
ing mode controllers theory and using an state-space variables representation, understand
and predict the closed-loop dynamics under constant temperature operation mode of a 3-
dimensional wind sensor.
• Sliding mode analysis for improving the time response of a thermal sensor. Theoretically
explain, with the sliding mode analysis and the study of the matched and unmatched distur-
bances of a system, how the time response of a 3-dimensional spherical wind sensor can be
enhanced.
• Analysis and modeling of the prototype of the REMS wind sensor. Characterization of the
time-varying thermal dynamics of the engineering model prototype of the REMS wind sensor
as a function of the wind velocity applied.
• Study of the cross-coupling effects in a thermal anemometer. Characterize and understand
the self-heating and cross-heating effects between different components of a thermal wind
sensor.
• Dielectric charge analysis and modeling. Characterization of the charge dynamics by a state-
space representation approach. Obtention of the charge evolution under different bias volt-
ages.
1.3 Methodology
The methodology employed is different whether the thermal analysis of the wind sensors or the
characterization of the dielectric charge of the MEMS devices is being performed.
In the thermal analysis of the 3-dimensional spherical wind sensors developed by the UPC team,
the necessary measurements for the characterization have been carried out at the UPC wind tunnel
facilities. This wind tunnel consists in an stainless steel hypobaric chamber with an automatic fan
located in front of the sensor that provides the necessary wind velocities for the study. The pressure
in the chamber is adjusted so that the combination of the air ambient temperature, pressure and
velocities inside are the most similar to the conditions presented in Mars atmosphere, although the
use of CO2 gas was discarded for simplicity of the system.
The operational design of one of these prototypes was also tested in Aarhus University (Dan-
mark) facilities, where the wind sensor was succesfully tested in Martian like conditions. Wind
velocities from 1m/s up to 13m/s, 10mBar CO2 pressure and temperatures until -18◦C were em-
ployed in the measurements. The wind velocities in this cases were also obtained from a wind fan
that generated the necessary laminar flow of the air.
For the thermal analysis of the engineering model of the REMS wind sensor, the experimental
measurements were performed at the wind tunnel facilities of Centro de Astrobilogía (CAB, CSIC-
INTA), located in INTA dependencies in Torrejón de Ardoz (Madrid). The operation mode of this
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wind tunnel is different from the ones in UPC and Aarhus. Due to its linear geometry, the exact
wind velocities are obtained from the sensor movement along the tunnel instead of moving the air
with a wind fan. Nevertheless, the time-varying modeling demonstranted to be also valid in this
case.
Extensive experimental measurements have been made to extract dynamical models. In the
UPC and CAB facilities experimental setups, the wind sensors were controlled with a National
Instruments’ FPGA installed outside the wind tunnel. The FPGA, programmed in Labview en-
vironment, provided both open and closed-loop operation modes for the analysis. The necessary
currents were provided by two National Instruments current sources. In Aarhus University facilities,
however, an specific measurement circuit had to be designed and implemented. In this occasion,
a microcontroller programmed in C language was used for the control of the sensor. In order to
process all these measurements and extract the models, MATLAB programming has been used.
In the charcterization of the trapped charge in the dielectric layer of a MEMS device, the
experimental setup consisted in a Keysight E4980a precision LCR meter which made capacitance
measurements and also applied smart device actuations. The device was connected to a computer,
which implemented the necessary control. The equipment used to carry out the experiments in-
cluded other laboratory stuff, such as a probe station, an impedance anayzer Agilent 4294A and an
ambient control chamber, among others. As in the thermal analysis case, the measurements were
processed with MATLAB.
1.4 Document Organization
The research work done along this Thesis is presented as a compendium of publications. After this
chapter, which contains an introduction to the work carried out during the Thesis, the remaining
of this document is organized as follows.
• Chapter 2 describes the background of this Thesis. In this chapter it can be found the
most significant contributions regarding to the four main topics of this work: wind sensing in
Mars, thermal system identification methods, sliding mode controllers and dielectric charging
in contactless MEMS.
• Chapter 3 contains the full text of the publications conforming the compendium. It is com-
posed of four publications in JCR-indexed scientific journals.
• Chapter 4 includes other Thesis-related work. Specifically a report that contains the char-
acterization of the thermal dynamics of the engineering model prototype of the REMS wind
sensor under different wind velocities is presented. It also contains the characterization of the
cross-coupling effects between different parts of the structure of the aforementioned sensor.
These are the main results obtained during a short stay in the Centro de Astrobiología (CAB,
CSIC-INTA) in Madrid.
• Chapter 5 draws the main conclusions derived from the results of the Thesis work. It also
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includes a future work section, which highlights potential research lines outlined from this
work.
• Appendix A includes some workshop and conference publications related to the research work
of this Thesis, and not included in the compendium.
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This chapter aims to be the background of the work carried out during this Thesis. The chapter
focuses in explaining the state of the art and the methodologies employed along the main topics
related to the research work.
The chapter will be divided in four main sections: wind sensing in Mars, thermal system
identification, sliding mode controllers and dielectric charging in contactless MEMS. These four
topics have been of relevance in the development of this Thesis.
2.1 Wind Sensing in Mars
The exploration of the Mars planet has been for interest for the scientific community for years.
More than 40 space missions have aimed to explore the Red planet, but only half of them have
been a success. The objective of these missions consist mostly in gathering information about
atmospherical and geological processes and search for biological material, among others, in Mars.
Wind velocity information is in the scope of such missions. It is known that Mars atmosphere
is very different from the atmosphere of the Earth. Much more lighter, and mostly composed of
CO2, its pressure is 150 times lower than in Earth. In general, the pressure in Mars is in the range
of 6-12 mBar and there is a large temperature dynamical range from 150 to 300K [1, 2]. These
characteristics produce significant heat flux and radiation processes, where the wind detection is
fundamental for the understanding of those meteorological processes.
Wind velocity detection in Mars started in the seventies. Most of the information available
nowadays about wind velocity in Mars comes from the successful missions that involved landers or
rovers on Mars surface. Some of the missions equipped with wind detection instruments are the
followings: Viking 1 and 2 (both landed in Mars in 1976), Mars Pathfinder (1997), Phoenix (2008)
and Mars Science Laboratory (MSL) (2012). In 2016, ExoMars mission of European Space Agency
(ESA) that was launched to Mars included a suite of sensors, among which was the MetWind, a
sensor oriented to measure wind speed and direction. However, as the landing failed, no wind data
was received.
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Thermal anemometry is the method that has been mostly used for wind sensing in Mars. It
was the method chosen for Viking, Pathfinder, Curiosity and also in the failed ExoMars missions.
On the contrary, Phoenix lander used a wind sock [3], where the images capted from a camera
where used for the inference of wind velocity and angle.
2.1.1 Thermal Anemometry
Thermal anemometry detects the wind velocity by measuring the power losses of a heated element
due to forced convection [4]. This method stands out for its robustness and simplicity. Thermal
anemometers can work in open or closed loop operation mode. Changes in wind velocity generate
changes in the convection heat transfer of the heated structure. For instance, if a constant power
is dissipated in the sensor, increasing wind speed will decrease the temperature in the sensor. This
is the open-loop mode of operation CPA (Constant Power Anemometry). In order to improve the
time response of the system, though, these sensors are usually operated at constant temperature.
In the closed-loop mode, a heating element is maintained at a constant temperature (over ambient
temperature) and the changes in wind speed are compensated by the temperature control loop.
An increase (decrease) in wind speed requires more (less) power dissipation in the sensors. The
injected power is then the output signal of the system. The wind velocity is calculated from the
thermal conductance (ratio of the power and the temperature difference between the hot point and
the ambient) which is related to the Nusselt number (embodying the Reynolds number and hence
the wind speed). It is known that open-loop mode is slow in terms of time response, and therefore,
constant temperature anemometry (CTA) mode is the most extended method for sensing wind
velocity [5].
2.1.2 Viking Wind Sensor Unit
Both Viking landers (I and II) were equipped with thermal hot-film anemometers. The MSA (Mete-
orological Sensor Assembly) consisted in a quadrant sensor, that gave wind direction information, a
hot-film sensor array for wind velocity detection, and a reference temperature sensor for measuring
the ambient temperature. The wind speed sensors were two small cylinders covered by a thin film
of platinum (Pt) that formed a resistance. Each cylinder had a length of 10.2 mm and a diameter
of 0.51 mm and was covered with a 0.635 µm thickness Pt film. These sensors were mounted at 90◦
with respect to each other and worked under constant temperature operation with an overheat of
100◦C above the ambient temperature (given by the reference sensor). The wind velocity, normal
to the sensor, was determined by measuring the power dissipated within the sensor element (CTA
mode) [6]. The quadrant sensor provided wind direction in an independent measurement. It was
formed by a heated post and four thermocouple junctions mounted around the assembly. The
central post, also controlled with an overheat of 100◦C above the temperature reference sensor,
and the opposing thermocouple junctions were connected in series so that each pair measured the
temperature difference across the sensor due to the thermal wake in the post [6].
The MSA was supported by the Meteorological Boom Assembly (MBA), which consisted in
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Figure 2.1: Viking Meteorological Boom Assembly schema [6].
a deployable structure, called boom, which was in a stowed position during the launch, cruise
and entry portions of the mission. After landing, the boom is released and adquires an extended
position. In Figure 2.1, an schema of the Viking MBA can be observed.
In the overall Viking mission, an extense view of Mars was achieved. Volcanos, canyons, craters,
wind-formed features and evidence of surface water images were received. Besides, the temperature
at the landing site (from 155 to 250K), dust storms, surface winds and seasonal pressure changes
were also observed [7, 8].
2.1.3 Mars Pathfinder Wind Sensor Unit
The Mars Pathfinder included the Atmospheric Structure Instrument (ASI) and the Meteorology
Package (MET) instruments. While the ASI was designed to study the atmospheric structure of
Mars while descending, the MET was designed to study the meteorological conditions at the surface
after landing. During the entry in Mars atmosphere, the data collected allowed the reconstruction
of the profiles of atmospheric density, temperature and pressure. On the ground, the Meteorology
Package collected temperature, pressure, and wind data for use in the study and characterization
of diurnal and longer term variations of the atmosphere [9]. For this task, a meteorology mast
was deployed on the landing site. This mast of 1.1 m height, included temperature sensors and a
wind sensor based on hot-wire anemometry on its top. The wind velocity was also intended to be
measured from a set of wind-socks mounted on the mast at intermediate heights.
On the one hand, the wind sensor on the top of the mast consisted of six identical hot wire
elements of 0.9 platinum – 0.1 iridium alloy of 65 µm of diameter, distributed uniformly around
a circular cylinder [10]. The six elements, connected in series, were operated in CCA (Constant
Current Anemometry) mode (in open-loop), where a continuous current of 51.5 mA was injected and
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heated the elements 40◦C above ambient temperature in still CO2 Martian surface pressures. The
wind velocity was detected from the overall cooling of the wires when they were exposed to wind,
while the wind direction detection was based on the temperature differences between the segments.
Wire temperature changes were accompanied by wire resistance changes and were measured by the
voltage drops across each segment.
To complement the measurements, three wind socks were located at various heights of the mast
to determine the speed and direction of the winds at the landing site. An imaging system took
pictures of the wind socks repeatedly. From the images, the wind velocity, at three heights above
the surface, was measured from the orientations of the wind socks in the images. This information
was used to estimate the aerodynamic roughness of the surface in the vicinity of the lander, and
to determine the variation in wind speed with height. The vertical wind profile was intended to
help to develop and modify theories of how dust and sand particles are lifted into the martian
atmosphere by winds, for example [9].
The Pathfinder ASI/MET instruments were designed for measuring wind speed to within 1
m/s at low wind speeds and within 4 m/s above 20 m/s, with an accuracy of 0.25◦C in the
overheat measurement. The sensor was designed for wind directional variations as small as 10◦.
However, such an accurate wind speed determination required a further calibration of the relation
between wind velocity, air temperature and the hot-wire overheat of the sensor under Mars surface
conditions. As all these requirements were not available, only direction data was obtained [11].
2.1.4 MSL Wind Sensor Unit
In August 2012, succesfully landed on Mars surface the Curiosity rover from the Mars Science
Laboratory (MSL) mission. Among all the science devices, it included the REMS (Remote En-
vironmental Monitoring Station) instrument, a weather monitoring system. Still operating, it
provides atmosphere pressure, humidity, ultraviolet radiation, air and ground temperatures and
wind velocity and direction measurements [12, 13].
For the wind velocity and direction detection, platinum resistors, fabricated on silicon technol-
ogy, were employed. These resistors were grouped in sets of four in a square configuration to achieve
2-dimensional wind sensitivity. These dice-sets are called 2-D Wind Transducers (WT). To obtain
the 3-dimensional direction, three of these sets were placed at 120◦ with each other in a cylindrical
boom. The three wind transducers form a Wind Sensor (WS) unit. A suitable combination of all
wind transducers output signals provide the absolute wind speed value and direction.
The four dice of each Wind Tranduscer are based on hot film anemometry, working in CTA
mode. These dice are kept at a fixed temperature difference with respect to a reference die (cold
die) using an electro-thermal sigma-delta control loop which supplies power to the hot die. The
circuit measures the power delivered to the hot die, and from the temperature difference with the
reference die, the thermal conductance from the hot die to the CO2 ambient is computed. In order
to do this, additional thermal information to calculate the power lost by conduction through the
supports and the wire-bonding is required, as well as thermal ambient information to evaluate
radiation losses [5, 14]. Two booms, with a Wind Sensor unit each, were incoporated in the rover
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Figure 2.2: REMS wind sensor mast and booms
[14].
















How it works ?
Because of the dice are thermally 
coupled with surrounding gas due the 
natural and forced convection their 
thermal conductance is sensible for
wind velocity and wind direction.
GthA,B,C,D=f(Windspeed, Winddirection)
Figure 2.3: REMS wind sensor Wind
Transducer
mast to characterize air flow near the Martian surface from breezes, dust devils, and dust storms
[15]. The booms were designed to support the Wind Sensor units in order to reduce aerodynamic
effects and minimize weight. They were placed at an angle of 120◦, and located at 50 height of
difference. The different locations of the booms were intended to ensure that the perturbation from
the mast only affected one sensor unit at a time, as the wind is measured from all directions [14].
In Figures 2.2 and 2.3 an schema of the booms and one dice-set can be observed respectively.
Among the characteristics of the REMS wind sensor, it can measure horizontal wind speed in
the range [0 - 70]m/s while vertical wind speed is within the range [0 - 10]m/s, both velocities with
an accuracy of 0.5m/s. The wind direction is in the range [0◦ - 360◦], in the 3-dimensional full
recovery, with a resolution of 30◦.
It has to be mentioned that in the landing process one of the Wind Sensor (WS) units was
damaged, probably by a stone impact. However, thanks to the remaining Wind Sensor unit, it has
been possible to receive and characterize wind data from Mars.
In this Thesis, a prototype of the engineering model, developed in 2008, that lead to the flight
model of the REMS wind sensor has been thermally characterized. The results from the analysis
can be encountered at chapter 4.
2.1.5 ExoMars Wind Sensor Unit
The main objectives of the ExoMars mission were two. One was to search for evidence of methane
and also to trace atmospheric gases that could show any biological or geological processes. The
other was to test the technologies for subsequent ESA missions to Mars.
As payload, DREAMS (Dust Characterization, Risk Assessment, and Environment Analyser on
the Martian Surface) package was included. It consisted of a suite of sensors to measure humidity,
pressure, surface temperature, transparency of the atmosphere, atmospheric electrification and
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wind speed and direction (MetWind) [16].
The Metwind sensor consisted of a sensor head and an electronics board. The measurement
process was based on a thermal anemometry approach, similar to that used on Mars Pathfinder,
and was a re-flight of the Wind Sensor of the unlucky mission Beagle 2 from ESA [17].
The sensor head included three thin-film platinum heat transfer gauges, uniformly spaced on a
vertical cylinder. The thermal anemometry mode designed was CCA, raising the heated elements’
temperature above the ambient. The temperature of each hot film was calculated by measuring
the electrical resistance of the thin-films. The differences in heat transfer coefficients between the
three films was used to calculate a 2-dimensional wind vector perpendicular to the axis of the wind
sensor [16]. However, as the landing process failed, no wind information was received from this
mission.
2.1.6 UPC 3-D Hot Sphere Anemometer
Although the wind sensors presented in this section do not belong to any flight mission to Mars,
they are an important part of this Thesis and therefore, will be described.
Since 2008, the Micro and Nano Technologies (MNT) group from Universitat Politècncica de
Catalunya (UPC) has gone on the trail of a new wind sensor for the Mars atmosphere. The goal
since then has been to present an engineering concept of a 3-dimensional (3-D) spherical wind sensor
to satisfy robustness and power efficiency constraints. In recent years, several prototypes have been
fabricated to achieve these objectives. In chapter 3, section 3.3, the analysis of the improvement in
the dynamical response between two of these prototypes is presented.
Classically, 3-dimensional wind detection is achieved measuring the tangential component of the
wind from several 2-dimensional anemometers, as explained in subsections 2.1.3, 2.1.4 and 2.1.5.
The main disadvantage of this method is that to compute 3-dimensional wind, complex retrieval
algorithms are needed. Not to mention that they also need more sensing elements, increasing
cost and complexity. However, a spherical wind sensor benefits from the inherent isotropy, axis-
symmetry and an ideal wind flow geometry in the heat dissipation [18, 19].
In this subsection we will briefly explain the particularities of the two sensors described in 3.3
and of interest for this Thesis. An schema and a photography of the two sensors are shown in
Figures 2.4 and 2.5 respectively.
A initially designed sensor is composed of two silver hemispheres connected to two ’back to
back’ PCBs (Printed Circuit Board), which provide mechanical and electrical support. In order to
reduce emissivity and avoid oxidation, the hemispheres are polished and sputtered with a thin layer
of gold (≈ 100 nm) on their surface. Each of the hemispheres has a mass of 1.2 g and a thickness of
0.6 mm. The diameter of the sphere formed by the two hemispheres is of 10 mm. Each hemisphere,
integrates a SMD (Surface Mounted Device) Pt resistor. The resistors, RA and RB , allow to
heat the hemispheres and sense the temperature. In the PCBs, two more Pt resistors are attached,
Rcore1 and Rcore2 , in order to heat the core of the sphere to reduce the conduction heat flux between
the hemispheres and the supporting structure. The resistors of this sensor are commercial surface
mounted 100 Ω platinum resistors with temperature coefficient α = 0.00385◦C−1 with different








Figure 2.4: Schema of two protoypes of the spherical
anemometer
Figure 2.5: Photo of two protoypes of
the spherical anemometer
encapsulations; SMD0603 for the spherical sectors and SMD0805 for the PCB. This sensor is named
A in both Figures 2.4 and 2.5.
The last protoype designed so far, is composed of four silver sectors connected to two ’back to
back’ PCBs. Now, the silver sectors (which have the same polishing and sputtering process as the
two hemispheres prototype), form a tetrahedral sphere of 10 mm. A detailed description of the
sensor structure, sectors support and sensor construction is found in chapter 3 in section 3.2. Each
sector in this case has a mass of 0.5 g and thickness 0.6 mm. Again, each sector and the PCBs
have a Pt resistor integrated on them (RA, RB , RC and RD in the sectors, and Rcore1 and Rcore2
in the PCBs) which allow heating and sensing of the temperature and reducing conduction heat
flux. A key design factor for improving the time response of the sensor is to ensure a good thermal
connection between heaters and sectors. To achieve this goal, non-encapsulated chip resistors with
no thermal insulators were used this time. Additionaly, the electrical connections between the
PCBs and the resistors are made by a wire bonding process. For this purpose, resistor chips were
fabricated at Universitat Politècnica de Catalunya clean room facilities from silicon wafers. Silicon
oxide (SiO2) was grown thermally for electrical isolation. On top of the SiO2, the platinum resistors
were patterned with a photolitography process. The Pt resistors of the four sectors prototype have
a nominal value of 175 Ω at 0◦C and a temperature coefficient α = 0.0031◦C−1. This sensor is
named B in both Figures 2.4 and 2.5.
2.1.7 Future Missions Wind Sensor Units
Future missions to Mars, currently in development, will include wind sensing equipment. One of
these missions is the InSight (Interior Exploration using Seismic Investigations, Geodesy and Heat
Transport) that will place a single geophysical lander on Mars to study its deep interior. It will
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include environmental characterization sensors, such as a temperature sensor and a wind sensor,
that will conform the TWINS (Temperaure and Wind Sensors for Insight) instrument. It will be
directly refurbished from REMS spare hardware, with some enhanced features, such as an optimized
temperature range, a more efficient power consumption and improved calibration [20].
On the other hand, Mars 2020 Rover mission from NASA, will place a lander on Mars surface
with the objective of seeking ancient past habitable conditions and signs of past microbial life.
It will include the MEDA (Mars Environmental Dynamics Analyzer) instrument with the aim of
measuring weather and monitoring the dusty environment of Mars surface. The MEDA will be
conformed by a radiation/dust sensor, a pressure sensor, an air temperature sensor, a thermal
infrared sensor for measuring downward and upward thermal infrared radiation as well as surface
skin temperature, a relative humidity sensor and two wind sensors [21].
The wind sensors will be positioned in two booms oriented at 120 degrees from each other. The
booms will be located around a mast, where some of the other mentioned sensors will be placed.
The MEDA wind sensor is an heritage from the REMS wind sensor, and therefore, the same device
concept, although including many significant changes in structure and number of sensors, is being
carried out.
The MEDA wind sensor takes relevance in this Thesis due to the fact that the design, fabrication
and characterization of the silicon chips that will be used as the heating elements in the flight model
wind sensor of the mission, have been developed in paralell to the work of this Thesis.
2.2 Thermal System Identification
When describing the behaviour of a system, a physical model based on the fundamental physical
laws can be built, but in many cases, due to the complex nature of many systems, these models will
be impossible to solve in reasonable time. A common approach, therefore, is to try to determine a
mathematical relation between the input and output measurements without going into the details
of what is actually happening inside the system.
Finding a mathematical model from observed data is fundamental in science and engineering.
From a system’s input and output measurements, system identification methodology builds a math-
ematical model of a dynamic system. In a dynamic system, the values of the output signals depend
on both the instantaneous values of its input signals and also on the past behaviour of the system.
Models of dynamic systems are typically described by differential or difference equations, transfer
functions, state-space equations or pole-zero-gain models. These models can be represented both
in continuous-time and discrete-time form.
In this Thesis, we will thermally characterize a wind sensor based on thermal anemometry,
therefore, we will focus on the existing methods for thermal systems modeling. The thermal effects
on electronic systems have been widely studied. They have been studied from the semiconductors
level [22] up to the whole system [23, 24]. Analyzing a global thermal problem in detail is of great
complexity due to the fact that effects such as conduction, convection and radiation heat transfers
must be taken into account. The Partial Differential Equation (PDE) heat equation allows to study
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) = Q(x, y, z, t)
cpρ
(2.1)
where u = u(x, y, z, t) represents the temperature in an isotropic and homogeneous medium in a
3-dimensional space. The thermal diffusivity is α = kρcp , with k the thermal conductivity, ρ is the
mass density and cp is the specific heat capacity of the material. Q(x, y, z, t) is the heat energy
per unit volume and per unit time, that represents the external sources or sinks of heat energy.
The analytical solution of this problem generally requires the solution to boundary value problems,
which complicates its solution.
Heat conduction has a long memory behaviour, which means that the current state of the
system depends on the previous ones. Modeling of these type of systems is widely encountered in
the literature. In the following subsections some of the modeling methods of thermal systems are
briefly explained. Among the presented methods, we will focus on Diffusive Representation theory,
the method used in the characterization of the wind sensors of this Thesis.
2.2.1 Finite Element Analysis
The solution to the heat equation can be obtained applying the finite element method (FEM).
FEM is an appropiate method for solving a wide range of multiphysical processes, such as electrical,
magnetical and thermal processes. The analysis of a 3-dimensional system can be performed by
dividing the system into a finite set of elements and assigning to each element a compact model.
This process is known as meshing. The meshing method approximates the PDEs with numerical
model equations, which can be solved using numerical methods. These solutions are, in fact, an
approximation of the real solution to the PDEs.
For example, we can consider u(x, t) as the 1-dimensional temperature along the lenght x of
a rod that is non-uniformly heated. The function u can be approximated by a function uh using






where χi denotes the basis functions and ui denotes the coefficients of the functions that approxi-
mate u with uh.
Finite element modeling works well on diffusive systems in general. In the case that concern
us, FEM has been commonly used in thermal analysis. In [25] the thermal behaviour of a DC/DC
converter is modeled using this technique. In [26], it was also used for the analysis of the temperature
distribution of a lithium-ion battery in thermal abuse applications. The charge and discharge
thermal behaviour of a battery was also discused in [27]. In [28], the finite element analysis was used
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for automatically extract a compact thermal model of a test power module. Thermal wind sensor’s
behaviour has also been analyzed with 3-dimensional FEM models, as in the case of [29], where the
thermal-mechanical reliability of the package of a MEMS thermal wind sensor was presented.
However, simulating a finite element model requires knowing all the thermal characteristics
(specific heat, thermal conductivity, density) and to set boundary conditions of the studied ther-
mal system. Hence, it requires many prior experiments for thermal characterization. In spite of
this, non-ideal boundaries, nonlinear dynamical behaviours and exact geometries from the thermal
system have to be taken into account in the analysis. Besides, processing is usually computer
intensive due to the large modeling size.
2.2.2 Thermal Equivalent Circuit Models
For the analysis of a thermal system, an electrical analogue where temperature is alike to voltage
and power is alike to current, can be used. In a thermal system, when power is injected into the
heat sources, the resulting temperature variation is measured. The complex thermal impedance,





where T (ω) is the output temperature, Q(ω) is the input power and ω is the angular frequency.
Physically derived lumped parameter models
The lumped element model or lumped parameter model, simplifies the behaviour of a spatially
distributed system into a topology of discrete entities. The PDEs of the physical system are
reduced to ordinary differential equations (ODE)s with a finite number of parameters. These
types of thermal equivalent circuits are designed to match the physical structure of a system.
The system is considered a set of thermal homogeneous regions (or lumps) which are modeled
as capacitors (akin to heat capacity). The lumps are interconnected with their neighbours using
resistors (akin to thermal resistances). The heat dissipation is modeled as a current source that
results in heat flux (analogue to electric current) flowing through the equivalent circuit and giving
rise to a temperature difference (analogue to voltage) across components [30]. The result of this
modeling is referred as a lumped parameter model. In [31], a thermal circuit anologue was presented,
where an inductor for power electronic systems was modeled. In [32], the temperature estimation of
interior permanent magnet synchronous motors was done using these thermal circuit equivalents.
In the semiconductors field, in [22], the self-heating effect in MOSFETs was modeled with the
lumped modeling methodology.
Equivalent circuit thermal analogues
The most typical topologies used in thermal modeling are the Cauer and Foster based networks.
These networks, are mathematically identical in their one-port form [33]. Whilst the Cauer network
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Figure 2.6: Cauer thermal equivalent circuit [30].
is closer to the physical form of the thermal circuit form because each node represents a real tem-
perature, in the Foster network, only the the overall temperature behaviours between the measured
points can be guaranteed [34]. Besides, Cauer networks are much more general due to the fact
that Foster networks can only model self-impedance as they are an only one-port networks [30]. In
Figures 2.6 and 2.7 the classical Cauer and Foster networks are shown.
The Cauer network reflects the real physical setup of the thermal device based on thermal
capacitances with intermediary thermal resistances. In order to build a model of a complete thermal
system, the system is first divided into single material blocks, each of which is assigned a thermal
resistance and capacitance. The complete system model is formed by interconnecting these blocks
and inserting heat sources and ambient connections as appropriate. Typically, each single material
is modeled as a single RC element, which can also be done in 3-dimensional geometries. These
nodes allow access to internal temperatures of layers of the material, and therefore, they have
a physical significance and represent the temperature at a physical location. Foster network, in
contrast, is independent of the internal structure of the material and the individual RC elements of
the circuit do not represent any physical property, as they only represent a time constant present
in the network [30].
Figure 2.7: Foster thermal equivalent circuit [30].
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Figure 2.8: Norton equivalent circuit of the thermal circuit between heat source x and measure-
ment point y [36].
Although a variety of thermal networks can be used, they can all be simplified into a Norton
equivalent circuit with frequency dependant impedance. (See Figure 2.8) [35].
It can be observed that the increase of temperature at y occurs due to heat source x and it is





where the thermal transfer impedance Zthx7−→y is the cross-coupling between x and y. Once it is
identified, cross-coupling characteristics can be used to predict and model the temperature at each
system element due to the power dissipations in all the elements.
Equivalent circuit thermal analogues have been widely used. In [37] a HEV/EV battery thermal
model using a Foster network is proposed. In [38] an electrical analogue of a voltage source converter
module is used to estimate the junction temperatures of semiconductor devices. In [39], the Cauer
network is proposed to obtain the nonlinear compact thermal model of power semiconductor devices.
Similarly in [40], thermal impedance spectroscopy is used to assess the required number of the Cauer
network elements to model a single material block. In [36] the thermal cross-coupling responses
between the multiple elements of a thermal system are obtained based on a Norton equivalent
circuit.
2.2.3 First Principles Model Derivation
From the mathematical first principles, the thermal analysis of a system can also be performed.
This approach usually relies on solving the heat equation given in equation (2.1). For example,
in [41], the heat equation was applied to obtain the physical model of a power electronic module
with the intention of predicting the temperature response due to cross-coupling between devices.
In [41] and [42] the thermal models based on the Fourier series are an analytical solution to the
3-dimensional heat equation, where the solution uses the Fourier cosine series expansion to reduce
the mathematical complexity. In [43], a 2-dimensional physical model for power bipolar devices,
such as IEGT (injection-enhanced gate transistor) devices, is obtained by solving the diffusion
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Figure 2.9: Normalised Discrete Fourier Transform (DFT) of a PRBS sequence showing the flat
region up to the band limit[50]
equation. Although it is an effective method to model thermal effects, it can be quite complex
mathematically.
2.2.4 Pseudo Random Binary Sequences in System Identification
This subsection is intended to explain a type of input signals very useful in thermal identification
analysis.
Pseudo Random Binary Sequence (PRBS) techniques are an appropriate alternative to step
response testing because they have proven to be noise resilience in thermal identification problems
[44, 45] thanks to the wide frequency spectrum of these type of signals. They have been used
in system identification for many decades. In [46] an in-depth analysis of the technique and its
application is presented. This technique has been applied to a variety of applications, including
parameter estimation in electrical generators [47], testing digital-to-analogue converters [48], and
modeling of batteries [49].
PRBSs are finite-lenght predetermined signals of pseudo aleatory ’0’s and ’1’s (or two predefined
Figure 2.10: Example of the implementation of a n = 4-bit PRBS using a linear-shift feedback
register [49]
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Figure 2.11: Time domain representation of 1000s of a 10-bit PRBS signal. This is the signal
employed in the simulation of the Cole-Cole model response of Figure 2.14.
levels). These signals can be synthesized using linear-shift feedback registers of length n by taking
the exclusive-NOR from several taps. For an n-bit shift register, the maximum sequence length of
the signal is N = 2n − 1. These kinds of signals have an almost flat spectrum (see Fig. 2.9) over
the band of frequencies given by equation 2.5 [36]:
ωp
N
≤ ω ≤ ωp2.3 (2.5)
where ω is the valid frequency band, ωp is the clock frequency of the PRBS and N is the number
of periods of ωP that are present in a single frequency. By applying this signal as an input power
waveform to a thermal system and measuring the resulting temperature waveform, the system can
be characterized over the frequency band. In this way, the response of the system can be determined
over a range of frequencies simultaneously. In Figure 2.10 and example of the implementation of a
n = 4-bits PRBS is shown. In 2.11 an example of the time domain of this type of signals can be
observed.
2.2.5 Diffusive Representation
The Diffusive Representation (DR) was first introduced for numerical simulation of complex dy-
namics in [51] and extended to a general framework in [52, 53, 54]. This dynamic representation
revealed to be convenient for analysis as well as modeling and control issues, but in particular,
when long-memory dynamics are present (as in [55, 56, 57, 58]). Diffusive realization makes it well
adapted to various problems, thanks to the nice properties of diffusion equations which allow the
construction of finite-dimensional approximate state realizations simple, stable and accurate at the
same time. In this Thesis, only the discretized version of the diffusive representation is presented,
which can be seen as a suitable restriction of the general theory. This version is encountered in most
of the bibliography where diffusive representation is used for system modeling [59, 60, 61, 62, 63].
It is known that this mathematical tool is appropiate for for approximation of fractional-order sys-
tems in practical implementations, such as thermal [62, 64, 65] or electrical [59, 66, 67] ones. This
method allows the description of a physical phenomena based on diffusion using state-space models
of arbitrary order.
The main interest of this modeling method for this Thesis resides in the fact that this approach
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has been proven to be very suitable in thermal identification. It has been the method employed in
the thermal characterization of the sensors described in 2.1.6 and 2.1.4 and explained in chapters
3 and 4. Furthermore, it has been the method employed to characterize the charge trapped in the
dielectric layer of a MEMS device and described in 3.4. The theoretical grounds about diffusive
reperesentation are explained below.
Diffusive representation allows obtaining exact and approximation state realizations of a wide
class of integral operators [53, 68] of rational or non-rational nature. Given a non-rational transfer
function, H(p), associated with a convolution causal operator denoted by H(∂t), the diffusive real-
ization of this operator is expressed by the following input (u) – output (y) state-space realization
of u 7−→ y = H(∂t)u = h ∗ u of the form [59]:
∂ψ(ξ,t)





where ξ ∈ R+ is frequency, η(ξ) is the diffusive symbol of H(∂t) that represents how the system
behaves, and the state-variable ψ(ξ, t) is a time-frequency representation of the input, called the
diffusive representation of u(t) [59]. In general, and in the case of linear processes, the identification
under diffusive representation consists in the determination of the difffusive symbol η(ξ), (or η(ξ, t)
if applicable), that completely characterizes the system in a state-space form. It must be noted that
the non-linear case can also be approached through the extension of the theory [60]. The diffusive
symbol η(ξ) is a solution of the frequncy domain equation (2.7), which is directly obtained from
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and, reciprocally, the diffusive symbol can be given also as the inverse Laplace transform of the
impulse response: [59]
η = L−1h (2.9)
It must be noted that since ξ is a continuous variable it is possible to handle infinite order systems,
such as in the case of fractional operators. The complexity of equation (2.6) is intermediate be-
tween ordinary differential equations (ODE)s and partial differential (PDO)s ones. Therefore, this
unified form benefits from the combination of the dynamic richness of a PDO together with the
straightforward rational approximation [59].
To be able to handle experimental data, a finite-dimensional approximation, arbitrarily close to
the original operator, H(∂t)u, can be built discretizing the continuous variable ξ into {ξk}1≤k≤K ,
where K is the finite order of the discretized model. This leads to an input – output approximation
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u 7−→ y˜ ≈ H( ddt )u. The discretized model can be described by:
dψk(t)





where ψk(t) = ψ(ξk, t) and ηk = η(ξk) with ηk ∈ RK .
Figure 2.12 shows the block diagram of the discrete diffusive representation of the Laplace
transform of equation (2.10).
The goodness of the approximation will depend on the chosen frequency mesh {ξk}1≤k≤K , in
the band of interest and in concordance with the dynamic characteristics of the system [62]. The
mesh is usually chosen so that the frequencies are geometrically spaced:
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This choice allows a constant quality of approximation (in terms of relative error) in each frequency
decade over the whole frequency band under consideration [59]. The chosen bandwidth for ξ goes
from ξmin = 2pi/T to ξmax = pi/Ts, (in rad/s), where T is the total duration of the measurements
(long enough for the stabilization of the system), and Ts is the sampling period. Therefore, the
experiment duration and the sampling period set a limit on the minimum and maximum frequency,
respectively. When the system under consideration is time-invariant, ηK converges, under suitable





Figure 2.12: Block diagram of the Laplace transform of the discrete diffusive representation model
of (2.10)
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Which means that if the frequency mesh is sufficiently dense, it is possible to describe with arbitrary
accuracy the response of any fractional system.
The inference of the diffusive symbol is done from the experimental data. Considering that the
measurement data is distributed in a temporal mesh, [tn]1≤n≤N ∈ R+, we can define the matrix
A = [ψk(tn)] and the output vector of measurements as YT = [y(t0), . . . , y(tn), . . . , y(tN )]. Taking
this notation into account, the solution to the identification problem is found solving the finite




that is classically solved by the standard pseudo-inversion method:
ηˆ = [A∗A]−1A∗Y (2.14)
The identfication problem is often ill-conditioned because the matrix [A∗A] is close to a non-
invertible one. This problem is usually solved by adding a small penalization term  > 0 to the
equation: [62]
ηˆ = [A∗A + I]−1A∗Y (2.15)
where I is the identity matrix and the parameter  is chosen as small as possible as long as ηˆ
remains quasi-insesitive to important relative variations of . In practice, very small values of  are
sufficient to stabilize the problem.
It has to be mentioned that when resolving numerically the integral of equation (2.6), to deal
with numerical approximations, standard quadrature methods have to be used. One method is







with Λk the classical interpolation function defined by:
Λk(ξ) =

0, for ξ ≤ ξk−1 or ξ ≥ ξk+1
ξ−ξk−1
ξk−ξk−1 , for ξk−1 < ξ < ξk
ξk+1−ξ
ξk+1−ξk , for ξk < ξ < ξk+1
(2.17)
where for k = 1 and k = K, fictious points are introduced: ξ0 = ξ1/r and ξK+1 = rξK , being r the
ratio of the geometric sequence of the mesh of ξ defined in (2.11). Regarding to the identification
problems of this Thesis, to solve the integral from equation (2.6) a logarithmic change of variable
has been used due to the fact that ξ variable has chosen to be spaced geometrically. Specifically,
ξ = 10x and dξ = ln(10)10xdx. Taking this into account, the second expression of equation (2.6)





η(10x)ψ(10x, t)ln(10)10xdx ≈∑Kk=1 ηkψk(tn)λk (2.18)
Therefore, the term λk divides the inferred diffusive symbol, ηk = ηˆkλk , where λk = ln(10)log(r)ξk.
For the problems proposed in the work carried out during this Thesis, we have to consider
the general case where ηk is time-varying, i.e. wind changing conditions in a wind sensor. For
this reason, during the research work it was necessary to reformulate the discretized approch from
equation (2.10) to maintain the linearity of the model. The equations developed during the Thesis
to treat the time-varying case are presented below.
ψ
(n)
k (t) = 0 t ∈ [t0, tn]
ψ˙
(n)
k (t) = −ξkψ(n)k + u(t) t ∈ [tn, tn+1]
ψ˙
(n)












where η(n)k ∈ RK is the diffusive symbol associated to the conditions of the system in the n-th
interval in t ∈ [tn, tn+1]. In this general formulation, the state of the system at the beginning of
the measurements is taken into account thanks to ck ∈ RK that represents the initial conditions
of the system, at t = t0. The time intervals are a discretization of time for which the diffusive
symbols can be considered constant in a experiment. From an experiment, the discrete number
of diffusive symbols that will be obtained is J . For example, in the case where a wind sensor
is being characterized, J will be the number of wind velocities applied in the experiment. Each
event, {aj}j=1,...,J , represents the time interval of an experiment where the diffusive symbol η(n)k is
constant.
The solution again to this identification problem is found solving the finite least squares problem
from equation (2.13), but in this general case, matrix A is of the form shown in equation (2.20)
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for a experiment with t ∈ [t0, tF ]. The function g(n) returns the aj event at every n-th time interval
in t ∈ [tn, tn+1]n=0,...,N at which η(n)k is constant. Returning to the wind sensor example, g(n) will
return the wind applied at every interval n. In the last column of matrix (2.20), [1]k ∈ RK is an
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all ones vector and [e−ξk(t−t0)]k = [e−ξ1(t−t0), . . . , e−ξK(t−t0)]. The diffusive symbol vector that is
going to be inferred is of the form of equation (2.21):
ηˆT = [[ηa11 , . . . , η
a1
K ]T , . . . , [η
aJ
1 , . . . , η
aJ
K ]T , [c1, . . . , cK ]T ] (2.21)
where [ηajk ]T is the diffusive symbol corresponding to the aj event. The measurements vector, Y
T ,
remains as in (2.13), and the solution to the inference problem is classically given by (2.14).
In this Thesis, the time-varying thermal dynamics models of a thermal system are extracted
from open-loop measurements using diffusive representation. From a single experiment, where
the thermal conditions (or events) are continuously changing (i.e. in a wind sensor, the wind
speed is switched between several wind velocities) the models that represent the behaviour of
the system under that conditions can be obtained. The diffusive symbols corresponding to each
event, aj (for j = 1 . . . J), are inferred from a single experiment, with t ∈ [t0, tF ]. These events
are distributed in a uniformly random sequence along the experiment. Each event occurs in a
time interval t ∈ [tn, tn+1]n=0,...,N , where N is the total number of events, such that, N  J .
(For example, in a wind sensor, J will be the number of wind velocities for which the sensor will
be characterized, and N will be the number of times the wind velocity has changed). All the
events have a short duration ∆tn = (tn+1 − tn), where ∆tn  tF , for all n. In the meantime,
a PRBS heating current is applied to the heat sources of the system in open-loop, with a period
TPRBS  ∆tn  tF , while the temperature of different components of the system is sensed with a
period Ts. As mentioned before, in the subsection 2.2.4, PRBS signals allow to improve the quality
of the fittings in presence of noise due to their wide spectrum. The frequency mesh for the time-
varying case remains geometrically spaced, but in this case the minimum frequency is set according
to J . Now, ξmin = (2piJ) /T [in rad/s] while the maximum frequency is the same, ξmax = pi/Ts.
The diffusive representation framework can be generalized to the MIMO (Multiple Input/ Mulit-
ple Output) case. In this case, the couplig between several heat sources of a system can be analyzed.
Taking this into account, cross-heating models can be constructed. These models reproduce the
effect of injecting a power into heat sources in parts of the structure different from the one in which
the temperature is sensed. The linearity assumption of the models enables to build the thermal
model by parts [62]. A detailed description of the equations governing this effect can be encountered
in chapter 4.
In practice, a small value of the model order, K, is mostly sufficient to get a good aproximation.
From the literature [59, 62] and the experimentality, it has been observed that low order models
are enough to obtain a good fitting of the experimental data and to recover the analytical diffusive
symbol. It is usually observed that increasing the model order does not improve the root mean
square error between the experimental and the fitting data beyond a certain order value [67].
The main advantage of diffusive representation is that it is possible to obtain reduced order
models of long-memory systems without great computational load. Besides, these state-space mod-
els are very well suited to describe the behaviour of diffusive systems under nontrivial controls,
such as sliding mode controllers (see section 2.3). Therefore this has been the method employed
in the characterization of the systems related to the content of this Thesis. In sections 3.1 and
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Figure 2.13: Analytical diffusive symbol of Cole-Cole dielectric model for α = 0.5 and τ0 = 1.
3.3 the thermal dynamics of the UPC 3-D hot sphere anemometers, explained at 2.1.6, have been
characterized.
2.2.6 Cole-Cole Example
As a numerical example, the Cole-Cole model is presented in this subsection. This work was
necessary in the beginning of the research work, to help understand the diffusive modeling theory
and to find the best input signal to obtain the best quality of the thermal system identification.
The relaxation properties of a dielectric material, as polymers, can be described in the frequency
domain by the Cole-Cole equation. This model, introduced in 1941 (see [69, 70]), is still used to
represent the impedance of biological tissues, to describe relaxation properties in polymers and
for representing anomalous diffusion in disordered systems [71, 72, 73]. The empirical Cole-Cole































Figure 2.14: Simulation of Cole-Cole model response for α = 0.5 and τ0 = 1. Left: Response of
the model with the unitary step input signal. Right: Response of the model with a PRBS input
signal.
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Figure 2.15: Left: Cole-Cole diffusive symbol inference for K = 8 when the input signal is the
unitary step. Right: Cole-Cole diffusive symbol inference for K = 8 when the input signal is a
PRBS sequence. In both cases, there is a good recovery of the diffusive symbol.






where ε∗ is the complex relative permittivity, εs is the static dielectric constant, ε∞ is the high
frequency dielectric constant and τ0 is the characteristic relaxation time. The constant α allows to
describe different spectral shapes and is between 0 < α < 1 [59].
The diffusive symbol associated with the Cole-Cole model is analytically computed in [59] and
is given by:
η(ξ) = sin(αpi)/pi(τ0ξ)−α+2cos(αpi)+(τ0ξ)α (2.23)







In Figure 2.13 the representation of the analytical Cole-Cole diffusive symbol can be observed for
these given parameters.
In the following, the identification problem of the Cole-Cole system will be studied. The Cole-
Cole analytical continuous function will be simulated with arbitrary inputs and will be compared
with the numerical identification obtained from the diffusive representation of equation (2.10). We
will see that the diffusive representation method, together with Pseudo Random Binary Sequences
(PRBS), is a suitable framwework for system identification.
The output of the Cole-Cole model has been simulated from equation (2.24) for two types of
input signals: the unitary step response signal and a 1Hz frequency 10-bit PRBS sequence. The
simulation time has been T = 1000 s, with a sampling period Ts = 5x10−4 s. The PRBS signal
employed can be observed in Figure 2.11 and in Figure 2.14 the output of the model when applying
both input signals can be observed.
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Figure 2.16: Left: Cole-Cole simulation data (in blue) Vs Fitting data (in red) when the input
signal is the unitary step. Right: Cole-Cole simulation data (in blue) Vs Fitting data (in red) when
the input signal is a PRBS sequence.
























Figure 2.17: Cole-Cole diffusive symbol inference for K = 8 when the simulation data is added
with gaussian noise. Left: when the input signal is the unitary step. Right: when the input signal
is a PRBS sequence. There is a better recovery in the PRBS case.
From the simulation data of Figure 2.13 and the diffusive representation theory, the Cole-Cole
diffusive symbol has been reconstructed, using the finite representation of equation (2.10). For the
inference, we choose a model order of K = 8 and set the minimum and maximum frequencies to
fmin = 1/T = 1x10−3Hz and fmax = 1/2Ts = 1x103 Hz respectively. In Figure 2.15 we can observe
that for both input signals, the unitary step and the PRBS, the diffusive symbol is well recovered
with 8 poles. In both cases, the fitting of the output signal is good-matched with the simulation
data (see Figure 2.16). As it can be observed, both fittings are indistinguisable from the simulation
data.
At a first glance it may seem that the fact of applying a step or a PRBS signal does not make
any difference in the system identification. However, it has to be noted that in the previous example
the simulation data was obtained from the ideal noiseless case. If we add white gaussian noise to
the simulation data, the recovery of the diffusive symbol in the case where the input signal is the
unitary step does not faithfully represent the analytical case and even has one negative value. On
the contrary, the recovered diffusive symbol in the case where the input signal is a PRBS sequence,
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Figure 2.18: Fitting of the Cole-Cole output when the simulation data is added with white
gaussian noise. Letf: simulation data (in blue) Vs Fitting data (in red) when the input signal is the
unitary step. Right: Cole-Cole simulation data (in blue) Vs Fitting data (in red) when the input
signal is a PRBS sequence.
remains undisturbed. Nevertheless, in both cases (step and PRBS input signal), the fitting data
has very good agreement with the noise-added simulation data. These results are observable in
Figures 2.17 and 2.18.
As mentioned before, and as deduced from Figures 2.15 and 2.17, the identification is more
resilient to noise when the input signal is a PRBS sequence. Moreover, when resolving the least
squares problem formulated in equation (2.14), the solution is improved as the case of an ill-
conditioned pseudo-inverse matrix is minimized because the input data is much more uncorrelated.
For these reasons, in all the experiments carried out for system characterization of this Thesis,
PRBS input signals have been employed successfully.
2.3 Sliding Mode Controllers: Sigma–Delta Modulation Ap-
proach
The Sliding Mode Control (SMC) technique is, fundamentally, a state space-based discontinuous
feedback control technique. It is an efficient tool to design robust controllers for complex high-order
nonlinear dynamic systems operating under uncertainty conditions [74]. The principal advantages
of sliding mode control are order reduction, decoupling design procedures, disturbance rejection and
their low sensitivity to systems’ parameter variation, which reduces the complexity of the feedback
design. This technique has been proved to be appropiate for a wide range of problems, such as
robotics, process control and vehicle and motion control [74, 75, 76, 77].
In the wind sensor system presented in section 2.1.6, a closed thermal feedback loop based on
thermal sigma-delta (Σ–∆) modulation is used to keep constant the temperature in the sensor.
These kinds of modulators [78] have been used for decades as analog to digital converters and also
as closed-loop control circuit topologies for inertial or thermal sensors and actuators [5, 79].
With respect to the purpose of this Thesis, the thermal dynamics of the state variables of the
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proposed wind sensors of section 2.1.6, under closed-loop control, have been analyzed with the tools
of sliding mode controllers. It must be noted that the state variables of the thermal filter follow
a sliding motion on the control surface determined by Temperature = constant. In this regard,
no specific design of a sliding mode controller has been made, but the analysis of the resulting
dynamics is made using the tools of equivalent control typical of sliding mode controllers.
2.3.1 Sigma-Delta Modulation
As it has been metioned previously, sigma-delta modulators are a class of analog to digital (A/D)
converters that have been extensively studied [78]. Some of their principal advantages are the
simplicity and robustness in front of component mismatch. Noise shaping and the oversampling
of the input signal compensate the fact of using a very coarse quantization scheme. This allows
this type of circuits to reach higher resolutions than in the case of other A/D converters, without
the use of high-precision components. Besides, they can be used in the control loop of sensors or
actuators to keep constant a given variable. In this way, the closed-loop control of a given variable
and an implicit analog-to-digital conversion of a given magnitude are achieved [5]. One of the most
used topologies is the first-order sigma-delta modulator shown in Figure 2.19
The topology of a first-order sigma-delta, takes the form of a negative feedback loop. The
output of the modulator, bn, is a digital pulse train. The output is substracted from the input to
produce the error signal, which is integrated over the sampling period. The intermediate signal, un,
is then quantized to form the output signal bn. The main objective of the modulator is to minimize
the difference between the integrated binary output and the integrated input. As a result of the
feedback, the average value of the output will be a digital representation of the average value of
the input signal. The equation governing the circuit of Figure 2.19 is the following:
un+1 = un + δ − sgn(un) (2.25)
where δ is the magnitude to convert, 0 ≤ δ ≤ 1, assumed constant. The convention for sgn(ρ) is
sgn(ρ) = 1 for ρ ≥ 0 and sgn(ρ) = 0 for ρ < 0. un is the value the integrator takes at t = nTs,
with Ts being the sampling period. The solution to the above equation is the following [5]:
un = (u0 + (n− 1)δ)mod1− 1 + δ (2.26)
Figure 2.19: First-order sigma-delta modulator with constant input δ [5].
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and the bitstream at the output of the modulator is
bn = δ + (u0 + (n− 1)δ)mod1− (u0 + nδ)mod1 (2.27)
Regarding to this Thesis, the sensors presented in 2.1.6 are made to operate under constant
temperature anemometry (CTA). To this effect, the temperature in the heating elements is forced
to be constant. To achieve that, the implemented sigma-delta modulator applies a modulated
power to the heat sources of the sensor to maintain the temperature constant. In this discrete-time
control, at each sampling period, Ts, the current temperature of the structure, Tn = T (nTs), is
compared with the desired target temperature, ∆T , as follows:
• If Tn ≥ ∆T , then the heater is switched OFF during the following sampling period (Poff is
delivered into the heat sources).
• If Tn < ∆T , then the heater is switched ON during the following sampling period (Pon is
delivered into the heat sources).
where Pon > Poff. In order to be able to adapt the sensor to different flow and temperature
conditions, it is usual to have a quiescent power: Poff 6= 0.
2.3.2 Sliding Mode Controllers
Sliding mode controllers are nonlinear controllers that alter the dynamics of the system by applying
a discontinuous control signal so that under some conditions the system ’slides’ on a certain control
surface to obtain the desired behaviour of the system [80, 81]. The controller is designed in order
to drive the state variables of the system into a particular surface in the state-space, named sliding
surface. Once the surface is reached, sliding mode control switches from one continuous structure to
another based on the current position in the state-space. Hence, sliding mode control is a variable
structure control method. These types of controls alter the dynamics of a nonlinear system by
application of a high frequency switching control. The discontinuous control switches from one
smooth condition to another. This motion is called sliding mode. There are two main advantages
in sliding mode controllers. First is that the dynamic behaviour of the system may be adapted by
the particular choice of the sliding function. Secondly, the closed loop response becomes insensitive
to some particular uncertainties. In the following, the dynamics of this type of control will be
studied.
A dynamical model can be described as a unified state-space representation in a usual control
system:
x˙ = f(x, u) (2.28)
where x ∈ Rn is a vector which represents the state and u ∈ Rm is the control input. It is assumed
that f(·) is differentiable with respect to x and absolutely continuous with respect to time. The
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control u is a discontinuous function of the state such that:
u =
u+(x), if σ(x) > 0u−(x), if σ(x) < 0 (2.29)
where we can define σ = Sx(t), being S a surface in the state-space given by:
S = {x : σ(x) = 0} (2.30)
An ideal sliding mode is said to take place on equation (2.30) if the states x(t) evolve with time
such that σ(x(tr)) = 0 for some finite tr ∈ R+ and σ(x(t)) = 0 for all t > tr. The control u that
drives the state variables x(t) to the sliding surface of (2.30) in finite time, and keeps them on
the surface thereafter, is called a sliding mode controller [82]. The main objective is to select an
admissible control law u such that the control surface σ(x) = 0 is reached in a finite time.
The closed loop dynamics of a system, under the control law of (2.29) in a discrete time interval
[nTs, (n+ 1)Ts], is given by:
x˙ = 1 + sgn(σ(nTs))2 f(x, u
+(x)) + 1− sgn(σ(nTs))2 f(x, u
−(x)) (2.31)
In this section, the sign function is redefined as sgn(ρ) = +1 when ρ ≥ 0 and sgn(ρ) = −1 when
ρ < 0. Under the infinite sampling approximation, when Ts tends to zero, the system of (2.31) can
be written as a switched system [81]:
x˙ =
f0(x), if σ > 0f1(x), if σ < 0 (2.32)
If solutions starting nearby the surface are directed towards it, the switching surface is determined
as attractive, which guarantees the existance of a sliding region within the control surface. This
occurs if σσ˙ < 0, [83], with σ˙ computed over the system trajectories:
σ˙ = Sx˙ =
Sf0(x), if σ > 0Sf1(x), if σ < 0 (2.33)
The attractive sliding region, or sliding domain Ω, is given by [83]:
Ω := {x ∈ Rn : Sf0(x) < 0} ∩ {x ∈ Rn : Sf1(x) > 0} ∩ {σ(x) = 0} (2.34)
Let us assume that the system defined in (2.32) undergoes over the switching surface with a
sliding motion, i.e., the sliding domain Ω is nonempty. The obtention of the ideal sliding dynamics
consists in obtaining a solution in the sense of Filippov [83]. A solution in the sense of Filippov is
obtained when the system is defined on the sliding surface as a convex linear combination of f0(x)
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and f1(x), acting in the corresponding space region:
x˙ = (α(x)f0(x) + (1− α(x))f1(x)) |σ(x)=0 (2.35)
for α(x) ∈ [0, 1]. This convex combination, will be such that the derivative will be tangent to the
sliding surface (see right picture of Figure 2.20). This last condition implies that the time derivative
of σ(x), evaluated at any point such that σ(x) = 0, must be zero:
σ˙ = 0 = Sx˙ = (S (α(x)f0(x) + (1− α(x))f1(x))) |σ(x)=0 (2.36)








The function α(x) may be seen as the equivalent control, ueq, necessary to keep the system in the
sliding surface. With this expression, the time evolution of the system once it has reached the
sliding surface, this is, the sliding motion x˙, can be described as:
x˙ = Sf1(x)f0(x)− Sf0(x)f1(x)
Sf1(x)− Sf0(x) (2.38)
With respect to the work of this Thesis, the state-space models necessary to carry out the sliding
mode analysis are provided from the diffusive representation modeling from section 2.2.5. The
sliding analysis will be undertaken considering the thermal sigma-delta control explained in section
2.3.1 which is a case of a sliding mode controller. The infinite sampling frequency approximation
is assumed for the obtention of the equivalent control.
In this case, under the infinite sampling approximation, the bitstream bn, output of the sigma-
delta, may be seen as a continuous time variable:
bn −→
Ts→0
b(t) = sgn(σ(t))2 (Pon − Poff) +
1
2(Pon + Poff) (2.39)
where σ(t) = ∆T − [H(∂t)b] (t). H(∂t) is the convolution causal operator and was defined in section
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Figure 2.20: Left: Description of the sliding motion. Right: Filippov solution representation
within the control surface.
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−ξkψk(t) + Pon, σ > 0−ξkψk(t) + Poff, σ < 0 (2.40)
If we define Ψ(t) = (ψ1(t), . . . , ψK(t)) ∈ RK , the control surface can be defined as:




for a time-varying system, and with ∆T the desired target temperature of the sigma-delta control.
A. Reachability conditions
The objective in the control is to place the system within the control surface σ(ψ(t)) = 0. In systems
working at constant temperature mode, this condition is achieved when
∑K
k ηk(t)ψk(t) = ∆T .
This temperature level may or may not be reached depending on the maximum and minimim heat
injections, Pon and Poff. The system will reach the sliding surface σ(x) = ∆T−
∑K
k=1 ηk(t)ψk(t) = 0














This two conditions are achieved from the fact that the control surface σ = 0 divides in two parts
the state-space. For the side of the hyperplane where σ > 0, the system evolution is:
dψk(t)
dt
= −ξkψk(t) + Pon (2.44)
which solution is given by:
ψk(t) = ψk(0)e−ξkt +
Pon
ξk
(1− e−ξkt) for t > 0 (2.45)
This means that from any initial Ψ(0), such that σ(Ψ(0)) > 0, the control surface σ = 0 will be
reached if the asymptotic point of this trajectory lies on the other side of the hyperplane, i.e. we
have condition (2.43) fullfilled. A similar analysis for σ < 0 will give us the condition of (2.42).
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B. Attractive sliding region
The attractive sliding region is such that guarantees a sliding region within the control surface,




k ηk(t)ξkψk(t)− PonΓ, σ(Ψ(t)) > 0∑K




k ηk(t). This means that the attractive sliding region is given by:
Ω := {Ψ(t) ∈ RK : Poff < 1Γ
K∑
k
ηk(t)ξkψk(t) < Pon ∩ σ(Ψ(t)) = 0} (2.47)
C. Sliding motion
The condition σ˙(Ψ(t)) = 0 gives the necessary equivalent control under a sliding motion to maintain
the temperature constant and for a system described by diffusive representation and considering
the Filippov regularization, we have:
σ˙(t) = −∑Kk ηk(t)ψ˙k(t) = ∑Kk ηk(t)(ξkψk(t)− ueq(t)) = 0 (2.48)




Then, the dynamics of the system in the control surface (σ = 0) is determined when the equivalent
control is applied:
ψ˙k(t) + ξkψk(t) = Γ−1
∑K
l ηl(t)ξlψl(t) (2.50)






As mentioned before, the closed-loop dynamics of a wind sensor are being determined. There-
fore, the changes in wind speed must be taken into account. The equivalent control to maintain
the desired target temperature can be predicted using the diffusive symbols inferred in a previous
open-loop characterization, therefore, the wind velocities for which the analysis is done must be
the same as the ones for which the wind sensor has already been characterized.
The first step to calculate the equivalent control is to obtain the point tc ∈ (t0, t1) at which the
system reaches the control surface, σ = 0. From a zero initial condition, a constant u(t) = Pon is
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applied till the control surface is reached. The intersection point of this initial trajectory with the
surface is the initial condition for the sliding movement on the control surface following expressions
(2.49) and (2.50). Now, equation (2.50) can be expressed as:
ψ˙k(t) = −D(t)ψ(t), t ≥ tc (2.52)
where D(t) collects the terms in equation (2.50). If the wind velocities applied to the sensor are kept
constant within the time intervals ∆tn = (tn+1− tn), for n = 0, . . . N , being the N time intervals of
wind applied, D(t) can be considered a piecewise constant and therefore for t ∈ [tn, tn+1] we have:






1 ξ1 − Γξ1 . . . η(n)K ξK




1 ξ1 . . . η
(n)
K ξK − ΓξK

with η(n)k the diffusive symbol of the sensor working under the wind of the n-th time interval.
Replacing equation (2.53) in the equivalent control expression of equation (2.49) we reach to:







(n−1)(tn−1−tn−2) · · · eD(1)(t1−tc) (2.55)
where it has been assumed that t1 > tc.
D. Effect of external disturbances and model uncertainties
Model uncertainties and external disturbances in the system (i.e. wind velocity changes in the
wind sensor) can be represented by an additional term, Θ(Ψ, t) = (Θ1(Ψ, t), . . . ,ΘK(Ψ, t))T . Since
Ψ(0) = 0, we have that the wind sensor thermal system can be expressed as:
ψ˙k(t) = −ξkψk(t) + ηk2 (Poff + Pon)
+ηk2 (Pon − Poff)sgn(σ(Ψ(t))) + θk(Ψ, t)
σ(Ψ(t)) = ∆T −∑Kk ψk(t) (2.56)
Assuming the sliding region is taking place, this is σ˙ = 0, the equivalent control is now:
ueq =
∑K
k ξkψk(t)− Γ2 (Poff + Pon)− χ(Ψ, t)
Γ
2 (Pon − Poff)
∈ [−1, 1] (2.57)
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with χ(ψ, t) =
∑
k θk(ψ, t). The new dynamics in the control surface is therefore determined by:
ψ˙k(t) = −ξkψk(t) + ηk2 (Poff + Pon) + θk(ψ, t)
+ηkΓ
[∑
l ξlψl(t)− Γ2 (Pon + Poff)− χ(Ψ, t)
] (2.58)
The disturbances can be decomposed in a matched and a mismatched component [81]. In
the case of a matched disturbance, θk(t) − ηkΓ χ(ψ, t) = 0, the disturbance is proportional to the
diffusive symbol, i.e. θk(ψ, t) = βηk for some β ∈ R. Under this condition, the control method
will be able to handle successfully the disturbances with a fast (almost instantaneous) response,
since the dynamics of the system on the control surface would remain undisturbed. However, in
the general case where a mismatched component is present, any disturbance will generate a change
in the dynamics of the system on the control surface, therefore generating a slow dynamics in the
equivalent control. Usually, the dynamics triggered by a mismatched component is expected to be
of the same order as the one in the open-loop response, i.e., slow. One way of ensuring that any dis-
turbance is a matched disturbance is the very simple case of having one state variable. This means
that in a general case, it is very convenient to have only one significant state variable on the system.
In the literature, both tools, sliding mode controllers and diffusive representation, have been used
together recently in numerical applications, as in [84] where sliding mode control laws are designed
for fractional oscillators or in [85] where chaos control is given to illustrate the efficiency of the pro-
posed method with first and second order sliding mode controllers. However, this Thesis presents
a practical application, as both tools have been applied together in wind sensing thermal analysis,
where it has been shown that the diffusive symbols from diffusive representation modeling of section
2.2.5 allow to predict the system behaviour under closed-loop operation control in the presence of
wind variations.
2.4 Dielectric Charging in Contactless MEMS
Microelectromechanical systems (MEMS) is the technology that underlies the miniaturized mechan-
ical and electro-mechanical elements that are made using the techniques of microfabrication. These
devices are present in a great variety of applications such as communications, medicine or biotech-
nology. They are widely used as sensors (for sensing magnitudes such as pressure, temperature,
chemical, magenetical or inertial forces) and as actuators.
For the development of this Thesis, the charge trapped in the dielectric layer of a contactless
electrostatically actuated MEMS has been characterized for different voltage actuations. These
devices, used as varactors, resonators or switches in a large set of applications, suffer from the
undesired effect of parasitic charge trapped in the dielectric layers. The problems associated to
this effect go from pull-in voltage drifts, capacitance-voltage (C(V )) curve shifts, to even stiction
of moveable parts.
In order to study the time evolution of the trapped charge, the generic MEMS topology of
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Figure 2.21, with movable-top and fixed-bottom electrodes, can be considered. The dynamics of
the deflection of the upper electrode, x(t), can be described by a mass-spring-damper ordinary
differential equation [86]:
mx¨(t) + bx˙(t) + kx(t) = Fel(x, t) (2.59)
where m is the mass of the upper electrode, b is the damping factor, k is the spring coefficient and









where C(t) is the total capacitance of the MEMS, Qd is the total amount of charge trapped in
the dielectric layer, ε0 is the permitivity of the air, and Cd = Aε0εd/d is the capacitance of the
dielectric, with εd the relative dielectric constant of the material, A the device area and d the
dielectric layer thickness. The electrostatic force, Fel, is proportional to the square of the term
defined as voltage shift: Vsh = Qd/Cd, from which the net charge, Qd, can be inferred. The C(V )
characteristic of the device is a function centered at this voltage, V = Vsh, and for the operation
below pull-in, the C − V curve can be approximated by a parabolic function [87, 88]:
C(V, t) = α(V − Vsh(t))2 + C0 (2.61)
where α is the second order coefficient of the parabola, fitted for each device, and C0 is the minimum
capacitance value of the curve. It must to be said that C0 may present slow time dependances,
C0(t), due to changes in temperature, humidity or in the uniformity of charge distribution [89, 90].
In order to avoid the dependance with C0 in the C(V ) curve, the dynamics of the trapped
charge can be obtained by measuring the capacitance of the device in two consecutive and close
instants ot time t and t+ ∆t at two points of the C(V ) curve. As a result, two capacitance values,
C+(t) when V + > 0 is applied, and C−(t+∆t) when V − < 0 is applied, are obtained. Assuming α














Figure 2.21: Schematic view of an electrostatic MEMS with a movable-top electrode and a
dielectric layer on the fixed-bottom electrode [86].
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value of Vsh and therefore of the dielectric charge, Qd, is calculated from the following equation:
∆C(t) = C+(t)− C−(t±∆t)
= C(V +(t))− C(V −, t±∆t)
= α
(
(V +)2 − (V −)2])− 2αVsh(t) (V + − V −) (2.62)
The analysis of the charging dynamics is an important issue that has been studied using different
methods and that help to the good design and operation of these systems. Therefore, measuring Vsh
will allow us to determine the net dielectric charge in the dielectric layers of a contactless MEMS.
2.4.1 Characterization of Dielectric Charge
The effect of charging in the dielectric layer of a MEMS device occurs due to the accumulation,
for a very long period of time, of charge induced by device polarization. Research in the physics
behind this effect, although it is not completely understood, indicates that two are the principal
processes that can contribute to external charge injection: trap-assisted tunnelling and Schottky
emission from the conductor directly into the dielectric [91, 92, 93, 94, 95].
To model the long-term behaviour of the the dynamics of the trapped charge into electrostatic
MEMS, different phenomenological models are usually used. The techniques employed for modeling
usually analyze both charging and discharging dynamics. The charging process is analyzed by
measuring the evolution of Qd or Vshift while applying a specific stress voltage to a discharged
device. To analyze the discharging process, after a certain time, the bias voltage is switched to 0V .
The objective of this study is to obtain a good model able to predict the charge state over time.
In the following, the more extended models to evaluate the charge evolution on a dielectric
layer are presented. The total amount of net charge trapped in the dielectric layer can be expressed
as Qn(t) + Qp(t), where Qn(t) and Qp(t) are the negative and positive charges respectively. The
time constants for each charge sign component are τn,pC and τ
n,p
D for charge and discharge processes,
respectively. This notation to express the charge accumulation has been used in [86, 96, 79, 97, 98].
Exponential dynamics modeling
The dynamics of the charge of one sign resembles an exponential function of the form Q(t) =
A0 + A1e−(t/τ), where A0 and A1 are constants found from the experimental data fitting and
the time constant τ represents the characteristic time scale of the process. The equations of the
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(2.64)
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where Qpmax and Qnmax are the saturation values of positive and negative charge, respectively. The
model assumes that at the intial conditions, t = t0, the charging process starts from zeroQn,p(0) = 0
and the discharging process starts from the maximum value Qn,p(0) = Qn,pmax. But in the general
case, there may be any arbitrary negative and positive charges accumulated in the dielectric by the
time t0: Qd(t0) = Q0 = Qn(t0) +Qp(t0), t0 > 0.
In [99, 100], from the experimental data, the dielectric charging of RFMEMS capacitive switches
is characterized. However, this model only captures basic features, such as saturation of the charge
and the time constants for charging and discharging processes.
Multi-exponential dynamics modeling
This modeling is an extension of the exponential model presented previously. The charge is charac-
terized as a superposition of exponentials where different time constants, τi, are present. In this case,
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(2.66)














The multi-exponential modeling has been widely used to characeterize charging and discharging
of traps in the dielectric layers of RF MEMS. In [101, 102, 103], the superposition model with only
two time constants shows a good agreement with experimental data for different voltage actuations.
In [104] an study of the reliability and the charging effect in a RF MEMS switch is carried out.
Here, the experimental results are fitted and compared with one and two time constants, observing
much better concordance in the two time constants case.
Stretched exponential dynamics modeling
This modeling describes the charge dynamics with one strectched exponential time constant of the
form: Q(t) = A0 + A1e−(t/τ)
β , where 0 < β < 1. In contrast with the previous exponential and
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In [105, 106] the charge relaxation of a silicon nitride layer is found to follow the stretched
exponential law. In [89] the charging process is also described through stretched exponential relax-
ation law, in a RF MEMS device where the temperature dependence of the C(V ) characteristic is
studied.
In [99] the single exponential, the stretch-exponential and the square root models are applied
to fit experimental data of the charging dynamics. It has to be noted that square root of the time,√
t, accurately describes the voltage shift versus time. It has to be noted also that this is also the
typical response of a fractionary system. In this referenced work, a comparison among the three
method is carried out, showing a best adjustment for the stretched exponential and the square root
model fittings.
Diffusive Representation modeling
The dynamics of charge trapping strongly depends on the fabrication process of the device, the
dielectric type, the applied voltage, and the architecture of the system (the analysis is usually
linked to a specific MEMS topology) [105]. However, with diffusive representation, neither the
structure or topology of the system is of relevance, as black-box state-space models of arbitrary
order are obtained.
As it has been mentioned on subsection 2.2.5, diffusive representation is very useful for long-
memory systems. It is know that the charge trapping in the dielectric layer of a contactless capac-
itive MEMS, generally, is a very slow process [91]. The use use of this type of model is appropiate
since diffusion processes have been associated with dielectric charging in MEMS [107, 99]. Further-
more, there is a link in [108] between fractional systems and the typically observed multiexponential
or stretched-time exponential type responses [109, 106] usually found in dielectric charging.
In this Thesis, diffusive representation has been used to obtain the dynamical models of a elec-
trostatically actuated contactless capacitive MEMS for arbitrary excitation voltages. This method
is able to reproduce the charge trapping dependence on the actuation voltage, which is typically
nonlinear.
The diffusive charge characterization method has been developed from the general diffusive
theory shown in subsection 2.2.5 of this Thesis. To characterize the dynamics of the charge trapped
in the dielectric layer of a MEMS system, the voltage waveforms, or symbols BIT0 and BIT1,
designed for charge characterization and control in [96, 79, 97, 110, 111, 98] are used. In Figure
2.22 these waveforms are shown. In BIT0, a negative voltage V − is applied to the MEMS for a
’long’ time (1−δ)Ts, then a positive voltage V + is applied for a ’short’ time Ts, being 0 < δ < 1, and
Ts the symbol duration. In BIT1, the same timing scheme but with opposite voltages is applied.
During each symbol, the capacitance of the device is measured at times (1 − δ)Ts and Ts. This
allows obtaining a sample of the quasi-differential capacitance ∆C = C(V +) − C(V −) which is















Figure 2.22: Voltage waveforms, or symbols, for MEMS actuation and sensing. Capacitance
measurements are performed at symbol times (1− δ)Ts and Ts [67].
necessary to calculate the voltage shift, Vsh, and therefore the charge trapped, Qd (see equation
(2.62)).
In the experimental setup, the device is actuated with BIT0 and BIT1 symbols following a
specific pattern. The actuation pattern is a PRBS signal, as the ones used also for thermal system
identification and explained in subsection 2.2.4. To apply the PRBS pattern, we have to combine
the waveforms with each PRBS bit ’0’ or ’1’. For each ’1’ or ’0’ of the PRBS signal, a specific
number of either BIT0 or BIT1 waveforms are applied to the device. The specific number of BIT0
or BIT1 is set according the BIT0 or BIT1 duration, Ts, and the frequency of the PRBS sequence.
This specific number is TPRBS/Ts, where TPRBS = 1/fPRBS is the period of the PRBS signal. As
an example, lets consider a 0.01 Hz PRBS sequence (each symbol, ’0’ or ’1’ will have a duration of
100 s). If the BIT0 or BIT1 has a duration Ts = 1 s, for each ’0’ or ’1’ of the PRBS, 100 waveforms
of BIT0 or BIT1 respectively will be applied.
Regarding to this Thesis, this has been the method employed for the charge characterization
of a contactless electrostatical MEMS device, which is further explained in section 3.4.
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Compendium  of Publications 
 
This chapter describes the most important part of the research work carried out during the Thesis, 
in the form of a compendium of publications. The list of publications together with the abstracts 
is presented first, and after the complete publications in postprint format is presented. 
ATTENTION¡¡ 
For copyright reasons publications must be consulted on the publisher's 
website indicated in the grey box  
 
Published: 
1. Heat Flow Dynamics in Thermal Systems Described by Diffusive Representation 
on page 59. 
Abstract—The objective of this paper is to analyze the dynamics of heat flow in thermal 
structures working under constant temperature operation. This analysis is made using the 
tools of sliding mode controllers. The theory is developed considering that the thermal 
system can be described using diffusive representation. The experimental corroboration has 
been made with a prototype of a wind sensor for Mars atmosphere being controlled by a 
thermal sigma-delta modulator. This sensor structure allows to analyze the time-varying 
case experimentally since changes in wind conditions imply changes in the corresponding 
thermal models. The diffusive symbols of the experimental structures have been obtained 
from open-loop measurements in which pseudorandom binary sequences of heat are injected in 
the sensor. With the proposed approach, it is possible to predict heat flux transientwaveforms 
in systems described by any arbitrary number of poles. This allows for the first time the 
analysis of lumped and distributed systems without any limitation on the number of poles 
describing it. 




2. Spherical Wind Sensor for the Atmosphere of Mars on page 69. 
Abstract—A novel  wind speed and direction sensor designed for the atmosphere of Mars   
is described.  It is based on a spherical shell divided into four triangular sectors   according 
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to the central projection of tetrahedron onto the surface of the unit sphere.   Each sector    
is individually controlled to be heated above the ambient temperature independently of the 
wind velocity and incidence angle. A convection heat rate model of four hot spherical triangles 
under forced wind has been built with finite element method thermal–fluidic simulations. The 
angular sensitivity of the tetrahedral sphere structure has been theoretically determined and 
compared with the tessellation of the sphere by four biangles. A 9-mm-diameter prototype 
has been assembled using 3-D printing of the spherical shell housing in the interior commercial 
platinum resistors connected to an extension of a custom design printed board. Measurements 
in Martianlike atmosphere demonstrate sensor responsiveness to the flow in the velocity range 
1–13 m/s at 10-mBar CO2 pressure. Numerical modelization of the sensor behavior allows to 
devise an inverse algorithm to retrieve the wind direction data from the raw measurements 
of the power delivered to each spherical sector. The functionality of the inverse algorithm is 
also demonstrated. 
Published in IEEE - Sensors Journal, vol. 16, no. 7, pp. 1887–1897, Apr.   2016. 
http://ieeexplore.ieee.org/document/7358056/ 
3. Sliding mode analysis applied to improve the dynamical response of a spherical 
3D wind sensor for Mars atmosphere on page 81. 
Abstract—The objective of this paper is to show how the structure of a thermal wind 
anemometer can be tuned to ensure a fast response when the sensor works in closed loop 
configuration (constant temperature operation). If the thermal filter associated to the sensor 
structure has only one significative time constant, the resulting system time response, work- 
ing in closed loop, is enhanced beyond the natural limit imposed by its own thermal circuit. 
This effect is theoretically explained using the theory of sliding mode controllers. Experi- 
mental corroboration is presented by comparing the results obtained with two prototypes of 
a spherical wind sensor for Mars atmosphere. It will be shown that in case of having only 
one significant time constant, the time response in closed loop is much faster than the value 
associated with that time constant. It will be experimentally shown that this effect is lost 
when the thermal filter has more than one significant time constant. Diffusive representation 
is used to obtain arbitrary-order models of the thermal structures of the sensors. 
Published in Sensors And Actuators A: Physical, vol. 267, pp. 342–350, Sep. 2017. 
https://www.sciencedirect.com/science/article/pii/S0924424717308828 
4. Characterization of Dielectric Charging in MEMS Using Diffusive Representa- 
tion on page 91. 
Abstract—This paper introduces diffusive representation as a novel approach to characterize 
the dynamics of charge trapped in the dielectric layers of microelectromechanical systems. 
Diffusive representation provides a computationally efficient method to achieve an arbitrary 
order statespace model of the charging dynamics. This approach is particularly well suited 
to analyze the dynamics of the dielectric charge under nontrivial controls,  as in the case    
of sliding mode controllers. The diffusive symbol of the experimental structure has been 
obtained from open-loop measurements, in which the pseudo random binary sequences are 
applied to the device.  The obtained model exhibits good agreement with the  experimental 
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data and also allows us to model the behavior of the charge dynamics under excitation with 
arbitrary binary signals. 





This chapter includes a report of the research work done in the analysis of the thermal dynamics
of the egineering model prototype of the REMS wind sensor. This work was realized in the Centro
de Astrobiologia (CAB, CSIC-INTA) facilities in Madrid, during a three months stay along 2017.
The results presented in this report are part of a journal paper that is actually submitted and
under review. Although it is not possible to include it in the compendium of publications, it is an
important part of the work developed during the research work of this Thesis.
The abstract of the submitted journal paper and the report containing a summary of the results
obtained are presented.
Works:
1. Thermal Dynamics Modeling of a 3D Wind Sensor Based on Hot Thin Film
Anemometry.
Abstract—The objective of this paper is to obtain time-varying models of the thermal dynam-
ics of a 3D hot thin film anemometer for Mars atmosphere. To this effect, a proof of concept
prototype of the REMS wind sensor on board the Curiosity rover has been used. The self
and cross-heating effects of the thermal structures have been characterized from open-loop
measurements using Diffusive Representation. These models have been proven to be suitable
in the analysis of the thermal dynamics of the sensor under constant temperature operation
employing the tools of Sliding Mode Controllers. This analysis allows to understand the long
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DYNAMICAL THERMAL MODELS FOR THE REMS-TWINS SENSOR 
M.T. Atienza, L. Kowalski, M. Domínguez-Pumar 
SUMMARY 
- Dynamical model of self-heating and cross-heating of the silicon dice at different wind 
velocities. 
These models describe how the temperature of a part of the structure (a silicon die or the 
boom) depends on the heat dissipated in another part of the structure (in our case the silicon 
die). 
 
Diffusive representation models of self-heating in the dice and heating between dice (cross-
heating) have been obtained. The self-heating models depend on wind velocity and they have 
been made for v=0 and ±7.5m/min.  
 
Self-heating (2.1.1): the models present significant exponentials at approximately 0.2-0.3Hz. 
The wind dependence can be parameterized as a variable amplitude of the pole at this 
frequency (higher velocity values, less amplitude).  
 
Cross-heating (2.1.2): a model at 0 wind velocity has been obtained in which the temperature 
evolution of each die is calculated as a function of the heat dissipated in another die. No 
relevant and consistent changes have been observed at different wind velocities, for the wind 
velocities tested. 
It has been observed symmetry in the models so that adjacent dice are heated in the same 
way, whereas the die in diagonal is heated differently and with much smaller amplitude. 
The most significant time constant in cross-heating is at 0.1Hz.  
 
The time evolution of the temperature in a die can be calculated as the superposition of the 
corresponding self-heating model and the associated cross-heating models. 
 
- Boom heating (2.2) 
A heating of 0.6-0.7ºC of the boom has been observed as a result of a 17ºC overheat of 4 
silicon dice in one of the cards. 
A DR model has been obtained describing the temperature evolution in the boom as a result 
of the total power injected in the four dice of one card (the same current is applied to all dice 
at any given moment).  
Two main time constants have been found: 2x10-4 and 2x10-3 Hz (5000s and 500s 
respectively). 
  
-Prediction of the closed loop output from self-heating model (2.3.1 and 2.3.2) 
From the self-heating DR model of one die, a prediction of the output of the sigma-delta for  
this die, working in closed loop has been made. Wind velocity has been switched between 
±7.5 m/min and 0. The analytically predicted results match the experimental results. (Figure 
12).  
- Comments: 
- We think that an automatic control of the car in the CAB wind tunnel would be very 
useful.  
- The influence of other heat sources (ASIC, sun radiation) on the boom temperature 
should be analyzed. 
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- Fast changes in wind temperature have not been tested. 
 
- Appendices 
Many other additional experiments can be found in the Appendix 
 
a) Corroboration of boom heating coming from dice. 
b) Dice heating coming from power dissipated in the boom resistor (!) both in open and 
closed-loop measurements. Boom heating generates drift in the sigma-delta output 






The contents of this document are the final results obtained from the measurements done with 
the REMS wind sensor prototype in the wind tunnel facilities of CAB.  
The boom of REMS wind sensor is composed of three PCBs placed 120º one from each other 
with four dice in each one. Each die has two resistors, one for heating and another for sensing, 
but due to practical reasons, we have only used the heating resistor both for heating and 
measuring the temperature. 
 
The wind tunnel of CAB facilities is a 5-meter linear wind tunnel. The operating method consists 
on a car on a rail that moves to a certain velocity. Having this into account, depending of the 
position of the boom the signal observed at a certain velocity will be different in straight 
movements from position 0 to position 5m than in reverse movement from 5m to position 0m. 
The velocities inside the tunnel can be adjusted from 6m/min to 30m/min, that makes the car 
do all the way from 0 to 5m in a range from 50s to 10s, which is a very short time, taking into 
account the expected time constants. That is why dynamical models are needed to fully 
characterize the thermal response of the whole sensor system, composed of silicon dice and 
boom. 
 
The boom is placed horizontally inside the tunnel. PCB1 is on top of the boom, while PCB2 and 
PCB3 have the normal at 120º from the top and are therefore looking downwards. 
 
  
Figure 1: Boom mounted inside the tunnel Figure 2: Dice structure 
100 Chapter 4. Other Thesis-related Work
 3 / 19 
 
In order to build finite order thermal models approximating the dynamical response of arbitrary 
thermal systems we have used Diffusive Representation (See Appendix 1). This mathematical 
tool allows generating arbitrary order models approximating experimental responses of 
diffusive systems, as in the case of thermal models. The main advantage of these models is that 
it is not necessary to make any a priori assumptions/approximations on the physical heat flows 
and temperature distributions of the structures and that it is possible to describe time variant 
systems such as the ones needed for wind sensing. Furthermore, it has been proved that with 
this tool it is possible to approximate even fractional order models (the ones associated typically 
with Partial Derivative Equations, PDEs), i.e., associated with heat diffusion on massive 
structures like the boom. 
 
 
2. EXPERIMENTAL RESULTS 
 
Different experiments have been carried out intended to obtain the diffusive representation 
models that help understanding the thermal dynamics of the wind sensor of REMS. 
 
2.1.  AUTO AND CROSSED HEATING OF DICE 
 
Due to the proximity of the dice in the PCB, when heating one die, the rest of the dice in the PCB 
are affected. Therefore, when all the dice are working at the same time, the temperature of 
each die will depend on its self-heating current, and the current of the rest of the dice. In this 
section, we are going to obtain the thermal models that characterize the self-heating and cross-
coupled effects.  The diffusive representation equations are as follows: 
 
Auto – Heating 
 





= −𝜁𝜁𝑘𝑘𝛹𝛹𝑘𝑘𝐴𝐴(𝑡𝑡) + ɳ𝑘𝑘(𝐴𝐴𝐴𝐴)𝑃𝑃𝐴𝐴(𝑡𝑡)              𝛹𝛹𝑘𝑘𝐴𝐴(0) = 0          𝑘𝑘 = 1 …𝐾𝐾  









(𝑡𝑡) = −𝜁𝜁𝑘𝑘𝛹𝛹𝑘𝑘𝐵𝐵(𝑡𝑡) + ɳ𝑘𝑘(𝐵𝐵𝐵𝐵)𝑃𝑃𝐵𝐵(𝑡𝑡)              𝛹𝛹𝑘𝑘𝐵𝐵(0) = 0           𝑘𝑘 = 1 …𝐾𝐾 









= −𝜁𝜁𝑘𝑘𝛹𝛹𝑘𝑘𝐶𝐶(𝑡𝑡) + ɳ𝑘𝑘(𝐶𝐶𝐶𝐶)𝑃𝑃𝐶𝐶(𝑡𝑡)              𝛹𝛹𝑘𝑘𝐶𝐶(0) = 0          𝑘𝑘 = 1 …𝐾𝐾 
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= −𝜁𝜁𝑘𝑘𝛹𝛹𝑘𝑘𝐵𝐵(𝑡𝑡) + ɳ𝑘𝑘(𝐷𝐷𝐷𝐷)𝑃𝑃𝐷𝐷(𝑡𝑡)              𝛹𝛹𝑘𝑘𝐷𝐷(0) = 0          𝑘𝑘 = 1 …𝐾𝐾 




Where 𝑇𝑇�𝑋𝑋(𝑡𝑡) is the inferred temperature in die 𝑋𝑋, and  ɳ𝑘𝑘(𝑋𝑋𝑋𝑋) is  the auto-heating diffusive symbol of die 
𝑋𝑋.  {𝜁𝜁𝑘𝑘} is the discretized mesh of frequencies, related to the auto-heating response. As all the 
dice are similar among each other, we consider that the auto-heating response will be similar in 









= −𝜌𝜌𝑘𝑘𝜑𝜑𝑘𝑘𝐴𝐴(𝑡𝑡) +  𝑃𝑃𝐴𝐴(𝑡𝑡)              𝜑𝜑𝑘𝑘𝐴𝐴(0) = 0         𝑘𝑘 = 1 … 𝐽𝐽 


















= −𝜌𝜌𝑘𝑘𝜑𝜑𝑘𝑘𝐵𝐵(𝑡𝑡) + 𝑃𝑃𝐵𝐵(𝑡𝑡)              𝜑𝜑𝑘𝑘𝐵𝐵(0) = 0         𝑘𝑘 = 1 … 𝐽𝐽 


















= −𝜌𝜌𝑘𝑘𝜑𝜑𝑘𝑘𝐶𝐶(𝑡𝑡) + 𝑃𝑃𝐶𝐶(𝑡𝑡)              𝜑𝜑𝑘𝑘𝐶𝐶(0) = 0         𝑘𝑘 = 1 … 𝐽𝐽 


















= −𝜌𝜌𝑘𝑘𝜑𝜑𝑘𝑘𝐷𝐷(𝑡𝑡) + 𝑃𝑃𝐷𝐷(𝑡𝑡)              𝜑𝜑𝑘𝑘𝐷𝐷(0) = 0         𝑘𝑘 = 1 … 𝐽𝐽 
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(𝑌𝑌𝑋𝑋) are the diffusive symbol of the crossed effect, when applying power in die Y and inferring 
temperature in die X.  {𝜌𝜌𝑘𝑘} is the discretized mesh of frequencies, related to the crossed-heating 
response. As all the dice are similar among each other, we consider that the crossed-heating 
response will be similar in all the dice, therefore we use the same frequencies and the same 
order 𝐽𝐽 in all the dice. Note that the time response of the crossed heating effect do not have to 
be the same as the auto-heating effect, hence, {𝜌𝜌𝑘𝑘} and 𝐽𝐽 can be different to {𝜁𝜁𝑘𝑘} and 𝐾𝐾. 
 
By superposition, when a power signal is injected into all the dice, A, B, C, D, the temperature 
inferred in each die will be: 
 
 
𝑇𝑇�𝐴𝐴(𝑡𝑡) = � 𝛹𝛹𝑘𝑘𝐴𝐴
𝑘𝑘
(𝑡𝑡) + � ɳ𝑘𝑘(𝐵𝐵𝐴𝐴)
𝑘𝑘
𝜑𝜑𝑘𝑘
𝐵𝐵(𝑡𝑡) + � ɳ𝑘𝑘(𝐶𝐶𝐴𝐴)
𝑘𝑘
𝜑𝜑𝑘𝑘




𝑇𝑇�𝐵𝐵(𝑡𝑡) = � ɳ𝑘𝑘(𝐴𝐴𝐵𝐵)
𝑘𝑘
𝜑𝜑𝑘𝑘









𝑇𝑇�𝐶𝐶(𝑡𝑡) = � ɳ𝑘𝑘(𝐴𝐴𝐶𝐶)
𝑘𝑘
𝜑𝜑𝑘𝑘
𝐴𝐴(𝑡𝑡) + � ɳ𝑘𝑘(𝐵𝐵𝐶𝐶)
𝑘𝑘
𝜑𝜑𝑘𝑘






𝑇𝑇�𝐷𝐷(𝑡𝑡) = � ɳ𝑘𝑘(𝐴𝐴𝐷𝐷)
𝑘𝑘
𝜑𝜑𝑘𝑘
𝐴𝐴(𝑡𝑡) + � ɳ𝑘𝑘(𝐵𝐵𝐷𝐷)
𝑘𝑘
𝜑𝜑𝑘𝑘
𝐵𝐵(𝑡𝑡) + � ɳ𝑘𝑘(𝐶𝐶𝐷𝐷)
𝑘𝑘
𝜑𝜑𝑘𝑘






2.1.1. AUTO-HEATING DIFFUSIVE REPRESENTATION MODELS 
 
The dynamical model for one die of one of the PCBs is described below. To obtain each die auto-
heating diffusive symbols, four experiments have been carried out. In each experiment, a PRBS 
is injected in only one die, while the rest are maintained passive. 
 




The four experiments are identical. 
 
- The car is stopped 
- Boom position: 
o Pitch: 0º 
o Yaw: 0º 
o PCB1 is working on.  
---------------------------------------------- 
- Temperature: T amb  
- Pressure = 240 mBar 
--------------------------------------------- 
- PRBS current  [1- 4] mA 
- PRBS frequency = 10 Hz 
- Sampling frequency = 20 Hz 
- Duration of experiment = 15 min 
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In figure 3, where the four models can be observed, there is a frequency peak at 𝑓𝑓 = 0.2 𝐻𝐻𝐻𝐻. 
The model order chosen for the models auto-heating models is 𝐾𝐾 = 8. In figure 3, the four auto-
heating models can be observed. The four are very similar to each other.  This  is expected due 
to the similarity of the four dice.  
 
 
Figure 3. Auto-Heating diffusive symbols of order K = 8. As expected, the four auto-heating models are 
very similar to each order because the dice are very similar. 
 
2.1.1.2. AUTO-HEATING DR MODEL FOR V=7.5m/min WIND VELOCITY 
As mentioned before, velocity of the car provides two wind velocities (straight and reverse). The 
chosen die to infer the model from, is die B from PCB1. The election of this die has been made 
based on its position on the boom, Pitch = 0º / Yaw = 45º, which ensures a good wind sensitivity 
both in straight and reverse movement. It must be noted that, although it has good sensitivity 
to both movements, the response is higher in the forward direction because the incidence of 




- The car moves with a 7.5m/min velocity 
- Time of the car to go from 0 to 5m and viceversa = 40s. 
- Boom position: 
o Pitch: 0º 
o Yaw: 45º 
---------------------------------------------- 
- Temperature: T amb ≈ 21ºC 
- Pressure ≈ 240 mBar 
- Mars equivalent velocity = 2.5m/s. 
---------------------------------------------- 
- PRBS current [1 – 4]mA 
- PRBS frequency = 20 Hz. 
- Sampling frequency = 40 Hz. 
- Duration of experiment  ≈ 1700 s. 
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Figure 4 shows the velocity sequence followed by the car. Figures 5 and 6 shows the 
experimental results from the experiment. Three diffusive symbols are obtained from the 
experiment:  
 
 - v = 7.5 m/min  from 0 to 5m.  (Pitch=0; Yaw=45º) 
 - v = - 7.5m/min from 5m to 0.  (Pitch=0; Yaw_eq = 135º) 
 - v = 0 m/min (stop) 
 
As observed in figures 5 and 6, the fitting of the measurements matches well with the 
experimental measurements, and the three diffusive symbols are distinguishable from each 
other in the unique frequency peak at approximately 0.3 Hz 
 
 
Figure 4. Velocity sequence of the car inside the tunnel in the experiment for obtaining the dynamical 
thermal model of a die. 
 
 
Figure 5. Left: Fitting of the temperature of die B, for car speed 7.5m/min. Rigth: 8-th order diffusive 
symbols, for car speed 7.5m/min 
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Figure 6. Left: Zoom of the fitting of the temperature of die B, for car speed 7.5m/min. Rigth: Zoom of 
the 8-th order diffusive symbols, for car speed 7.5m/min  
 
 
2.1.2. CROSSED-HEATING DIFFUSIVE REPRESENTATION MODELS 
To obtain each die cross-heating diffusive symbols, four experiments have been carried out. In 
this case, in each experiment, a PRBS is injected in one of the dice, while the rest are monitored. 
The PRBS employed is of a lower frequency that in the case of the auto heating models, because 
it is known that the crossed effect has a slower response. Besides, the model is obtained at zero 




The four experiments are identical. 
 
- The car is stopped 
- Boom position: 
o Pitch: 0º 
o Yaw: 0º 
o PCB1 is working on.  
---------------------------------------------- 
- Temperature: T amb  
- Pressure = 240 mBar 
--------------------------------------------- 
- PRBS current  [1 - 4]mA 
- PRBS frequency = 1.25 Hz 
- Sampling frequency = 2.5 Hz 
- Duration of experiment = 1 h 
 
In Figure 7, the crossed-heating diffusive symbols are shown. First row diffusive symbols, in blue, 
correspond to the effect in dice B,C,D when power is injected in die A. The second row, in red, 
correspond to the effect of injecting current in die B. Third row, in pink, shows the crossed 
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diffusive symbols of A,B, D due to heating die C. Finally, the fourth row correspond to the 
diffusive symbols when current is being injected in die D. As it can be observed, the model order 
chosen is  𝐽𝐽 = 7, different to the model order of the auto-heating diffusive symbols.  It can be 
observed symmetry in the diffusive symbols according to the position of the dice in the PCB. 
Besides, the frequency peak appears at approximately 𝑓𝑓 =  0.1 𝐻𝐻𝐻𝐻, at a frequency smaller than 
the one appeared in the auto-heating components.  
 
 
Figure 7. Cross-Heating diffusive symbols of order 𝐽𝐽 = 7. In blue, effect in dice B,C,D when power is 
injected in A. In red, effect in dice A,C,D when power is injected in B. In pink, effect in A,B,D when 
heating die C. Finally in green, effect in A,B,C when injecting power in D. It can be observed that the 
crossed diffusive symbols are symmetrical due to the position of the dice in the PCB 
 
 
2.2. DIFFUSIVE REPRESENTATION MODEL OF THE BOOM 
 
From the diffusive representation theory, a model of how the boom is heated has been 
obtained. For this task, the input to the system is the dissipated power of all the dice when they 
are working under constant temperature mode and the output of the model is the temperature 
of the boom. We consider as input and output: 
 
- 𝑢𝑢(𝑡𝑡) = 𝑃𝑃𝐴𝐴(𝑡𝑡) + 𝑃𝑃𝐵𝐵(𝑡𝑡) + 𝑃𝑃𝐶𝐶(𝑡𝑡) + 𝑃𝑃𝐷𝐷(𝑡𝑡) 
- 𝑦𝑦(𝑡𝑡) =  𝑇𝑇𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏(𝑡𝑡) −  𝑇𝑇𝑎𝑎𝑏𝑏𝑏𝑏(𝑡𝑡)  
 
For the experiment, the temperature set on the dice is going to change randomly among three 
different values: 42ºC, 47ºC and 52ºC. The temperature changes every 5 minutes along the long 
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- The car is stopped 
- Boom position: 
o Pitch: 0º 
o Yaw: 0º 
o PCB1 is working on 
---------------------------------------------- 
- Temperature: T amb (varies during the whole experiment) 
- Pressure = 240 mBar 
- Absolute temperature is set to 42ºC, 47ºC and 52ºC. 
--------------------------------------------- 
- Sigma-Delta currents [1-4]mA 
- Sampling frequency = 1Hz 
- Duration of experiment = 20h. 
 
In figure 8, the fitting of the temperature heating of the boom together with the inferred 
diffusive symbol is observed. As it can be observed, there is a reasonable matching between the 
experimental measurements and the fitted data. The diffusive symbol peak is between f=2x10-4 
Hz and f = 2x10-3Hz.  In Figure 9, the evolution of the temperature of the dice along the 20h of 
the experiment is shown. Figure 10 shows the temperatures of the boom and of the sensors of 
the inside of the tunnel. 
 
 
Figure 8: Top: Fitting of the difference of the temperature of the boom with the ambient temperature 
when a changing power is being injected in the four dice. Bottom: 6-th order diffusive symbol of the 
model of heating the boom 
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Figure 9: Absolute temperatures inside the tunnel and evolution of temperature of the boom. 
 
 




2.3. PREDICTION OF CLOSED LOOP POWER 
 
With Sliding Mode Analysis theory and Diffusive Representation models obtained at section 
2.1.1., it is possible to predict the closed-loop behavior under different wind velocities. 
 
2.3.1. PREDICTION OF CLOSED-LOOP FOR ZERO WIND VELOCITY 
 
The Diffusive Representation model for wind v=0m/min has to be obtained first. The auto-
heating model from section 2.1.1.1. for the case of die B has been used. From the diffusive 
symbols, the equivalent control under constant temperature operation can be predicted. Figure 




- The car is stopped 
- Boom position: 
o Pitch: 0º 
o Yaw: 0 º 
---------------------------------------------- 
- Temperature: T amb  
- Pressure ≈ 240 mBar 
---------------------------------------------- 
- ΣΔ current [1 – 4]mA (Die B). 
- Sampling frequency = 10 Hz. 
- Duration of experiment  ≈ 2600 s. 
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2.3.2. PREDICTION OF CLOSED-LOOP FOR V=7.5 m/min WIND VELOCITY 
 
The Diffusive Representation model for wind v=7.5m/min has to be obtained first. The auto-
heating model from section 2.1.1.2. for the case of die B has been used. From the diffusive 
symbols, the equivalent control under constant temperature operation can be predicted. Figure 




- The car is moved with a sequence: +7.5 0 -7.5 0 +7.5 0 -7.5 0   
- Boom position: 
o Pitch: 0º 
o Yaw: 45 º 
---------------------------------------------- 
- Temperature: T amb  
- Pressure ≈ 240 mBar 
- Mars equivalent velocity = 2.5m/s. 
---------------------------------------------- 
- ΣΔ current [1 – 4] mA (Die B. Rest Off). 
- Sampling frequency = 10 Hz. 
- Duration of experiment  ≈ 300 s. 
 
 
Figure 12: Prediction of equivalent control under constant temperature operation for several wind 
velocities and measured equivalent control. 
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Thermal models for the auto-heating effect for several velocities and models for the crossed –
coupled effect at zero wind velocity have been obtained for the prototype of wind sensor of 
REMS. To achieve it, open-loop measurements have been done inside the linear tunnel of CAB 
facilities. From the experimental results, it has been observed that the matching between the 
experimental data and the data obtained from the models is good.  With the diffusive 
representation models obtained, a prediction of the closed-loop behavior under constant 
temperature control has been obtained with sliding mode analysis theory. 
 
The heating of the boom has also been demonstrated when the sensor dice are working under 
constant temperature mode. A model of the behavior of the heating has also been obtained 
with Diffusive Representation tools. 
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1. HEATING OF THE BOOM 
 
In this experiment, we want to know if the boom is heated while the sensor is working under 
constant temperature mode operation. The heating of the boom is an undesired effect that may 
generate small drifts in the wind velocity inference when applying the inverse algorithm. 
 
To see if the boom is heated, one of the PCBs (only one because of our system measuring 
limitations) is switched on and off intermittently during a long period of time. When the PCB is 
on, the resistors of the four dice are set to an absolute constant temperature. During the whole 
experiment, a Pt100 resistor of inside of the boom is measured, and the temperatures inside the 




- The car is stopped 
- Boom position: 
o Pitch: 0º 
o Yaw: 0º 
o PCB1 is working on 
---------------------------------------------- 
- Temperature: T amb (varies during the whole experiment) 
- Pressure ≈ 240 mBar 
- Absolute temperature is set to 42ºC (approximately overheat of 17ºC) 
- Sigma-Delta currents [1 – 4]mA 
- Sampling frequency = 10 Hz. 
- Duration of experiment  ≈ 18h. 
 
 
The tunnel has four temperature sensors inside the tunnel. Temp1 is located in the wall of the 
tunnel near position 0m, where the boom is located. Temp2 is located very near the boom and 
has a gap of 1ºC respect the rest of the temperature sensors. Temp3 and Temp4 are located in 
the walls of the tunnel in the middle and the end of the tunnel respectively. 
 
The PCB is switched on and switched off in periods of 3hours. As it can be observed, in figure 22, 
the ambient temperature is not constant, and the general tendency of the temperature of the 
boom is to go with the ambient temperature. Nevertheless it is very clear that every time the 
PCB is switched on, there is an increase in the temperature of the boom, and when is switched 
off, the temperature decreases. In figure 23, it is seen that the temperature in the boom 
increases approximately 0.5ºC when only a PCB is working on at an overheat respect ambient 
temperature of 17ºC. 
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Figure 22.  Temperatures evolution during the experiment. In the temperature of the boom, the 
moments when the PCB is on and off can be observed. 
 
 
Figure 23. Temperatures difference between boom temperature and ambient temperature along the 
experiment. An overheat of 0.5ºC is observed in the boom when only one PCB is working at 17ºC overheat 
 
 
2. HEATING OF THE DICE 
 
Analogously as in section 1, where the boom was heated when the dice are on, the dice of the 
PCB are heated by the effect of heating the boom, as expected. For the experiment, the Pt100 
of the boom is set to a constant temperature, while the resistances of the four dice of a PCB are 




- The car is stopped 
- Boom position: 
o Pitch: 0º 
o Yaw: 0º 
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o PCB1 dice are monitorized 
---------------------------------------------- 
- Temperature: T amb (varies during the whole experiment) 
- Pressure = 240 mBar 
- Absolute temperature in boom is set to 28.5ºC (111 Ω) 
---------------------------------------------  
- Sigma-Delta currents in boom [10 - 19.9]mA 
- Sampling frequency = 10Hz 
- Duration of experiment = 8h. 
 
The dice are heated when the boom boom closed loop control is switched on and are cooled 
when it is off. When the boom control is off, the dice are expected to be all at the same tunel 
air temperature.  
 
 
Figure 24. Temperature of the boom and the dice along the experiment. A heating in the dice is 
observed when heating the boom. 
 
 
Figure 25. Temperatures inside the tunnel and that of the boom during the experiment. 
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3. DRIFT IN DICE POWER AS AN EFFECT OF HEATING OF BOOM 
 
The effect of heating the boom in the dissipated power in the dice want to be observed. For this 
purpose, a slow PRBS sequence of current is injected into the Pt100 attached to the boom while 




- The car is stopped 
- Boom position: 
o Pitch: 0º 
o Yaw: 0º 
o PCB1 is working on 
---------------------------------------------- 
- Temperature: T amb  
- Pressure = 240 mBar 
- Absolute temperature set in the dice ≈ 40ºC 
--------------------------------------------- 
- Sigma-Delta currents in the dice [1 - 4] mA 
- PRBS current in the boom [8.9 - 19.9]mA 
- PRBS frequency = 0.0083 Hz (2 min period) 
- Sampling frequency = 10Hz 
- Duration of experiment = 1h. 
 
In figure 26 the temperature of the Pt100 of the boom and that of the dice is observed. Figure 
27, the effect of the heating of the boom in the Σ-Δ power can be observed. The ambient 
temperature is constantly increasing, therefore the power should be decreasing constantly in 
consequence. But as it can be observed there are power increments/decrements related to the 
moments when the current changes in the boom. 
 
Figure 26. Top: Temperature of the boom when a slow PRBS current is being injected. Bottom: 
Temperature of the dice (constant) under constant temperature control 
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Figure 27. Top. Power dissipated in the dice when working under constant temperature and instants 
when the PRBS current of the boom changes. Increments and decrements related to the  PRBS current 
changes can be observed.. Bottom. Increasing temperatures inside the tunel along the experiment 
 
 
4. PREDICTION OF THE TEMPERATURE IN THE DICE 
Having in advance the cross-coupled and auto-heating models, it is possible to predict the 
temperature at each die when all the dice are working simultaneously, applying superposition 
as explained in section 3.5. 
  
In the experiment, four PRBS current sequences have been injected into the four dice, to validate 
the models obtained previously in sections 3.5.1 and 3.5.2. 
 
Setup: 
- The car is stopped 
- Boom position: 
o Pitch: 0º 
o Yaw: 0º 
o PCB1 is working on.  
---------------------------------------------- 
- Temperature: T amb  
- Pressure = 240 mBar 
--------------------------------------------- 
- PRBS current  in four dice simultaneously [1 - 4]mA 
- PRBS frequency = 10 Hz 
- Sampling frequency = 20 Hz 
- Duration of experiment = 1 h 
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As it can be observed in Figures 28 and 29, the prediction matches relatively good to the 
experimental measurements. As it can be observed in Figure 31 the crossed-heating effect 
contributes to the temperature of a die 10 ºC 
 
 
Figure 28: Prediction of the temperature at each die, applying superposition of the auto-heating and the 




Figure 29: Zoom of 10 minutes of the prediction of the temperature at each die, applying superposition 
of the auto-heating and the crossed-heating effects. 
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Chapter 5
Conclusions and Future Work
5.1 Conclusions
The goal of this Thesis was to contribute to the analysis and modeling of diffusive systems. More
specifically, to find the models that describe the thermal dynamics of different wind sensors based
on thermal anemometry and to characterize the charge trapped in the dielectric layer of a capacitive
MEMS.
The main conclusions of the research work can be summarized as follows:
• The time-varying thermal dynamics models of different prototypes of a 3-dimensional spheri-
cal wind sensor based on thermal anemometry have been obtained for different wind velocities,
using the tools of Diffusive Representation.
• The closed-loop dynamics under constant temperature operation has been predicted for var-
ious prototypes of a 3-dimensional spherical wind sensor. The prediction was performed for
different wind velocities and using the Sliding Mode Controllers theory.
• The thermal dynamics response of two different 3-dimensional spherical wind sensors has
been compared and studied. With the sliding mode analysis, it has been experimentally
proven that the reduction to only one significant time constant in a system will lead to a
faster time response under-closed loop, where the control will almost instantaneously absorb
the changes due to external variations.
• The time-varying thermal dynamics models of the engineering model prototype of the REMS
wind sensor have been obtained. The thermal cross-coupling models between differents parts
of the structure of the aforementioned sensor have been experimentally obtained.
• An analysis of the self-heating and cross-heating effects of the engineering model prototype
of the REMS wind sensor has been done. It has been seen that the heating of the supporting
structure of the sensor may influence in the normal operation of the wind sensor.
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• The charge trapped in the dielectric layer of a contactless capacitive MEMS has been char-
acterized for different voltage actuations using the tools of Diffusive Representation.
As a result of this Thesis, four top ranked peer reviewed journal papers have been published.
5.2 Future Work
The contributions of this Thesis can be seen as a first step towards the analysis of other kind of
devices.
Concerning thermal systems:
• Extend the thermal dynamics characterization method used in the engineering model of the
REMS wind sensor to the engineering model of the MEDA (Mars Dynamical Environmental
Analyzer) wind sensor. The MEDA wind sensor, similar in design to the REMS wind sensor,
will have a more complex structure, where the thermal cross-coupling effects could affect to
a greater extent.
Concerning to dielectric charge:
• Application of the diffusive representation modeling to other devices suffering from dielectric






Conferences and Workshops 
 
This appendix contains the Conference and Workshops where some of the main subjects of the 
research work of this Thesis have been presented. 
 
ATTENTION¡¡ 
For copyright reasons publications must be consulted on the publisher's website 




1. Improvement of the Dynamical Response Of a Spherical 3D Wind Sensor for 
Mars Atmosphere on page 125. 




2. Time-Varying Thermal Dynamics Modeling of the Prototype of the REMS Wind 
Sensor on page 127. 
Presented in 31th European Space Thermal Analysis Workshop, in Noordwijk, The Nether- 
lands, Oct. 2017. 
https://exchange.esa.int/thermal-workshop/workshop2017/ 
 
3. Sliding mode control of heterogeneous systems on page 129. 
Presented in Springer Special Issue of Research Perspectives CRM Barcelona: Nonsmooth 
Dynamics, in Barcelona, Spain, Feb. 2016. 
https://link.springer.com/chapter/10.1007/978-3-319-55642-0_9 
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