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Abstract
In this paper, we propose a faster stochastic alter-
nating direction method of multipliers (ADMM)
for nonconvex optimization by using a new
stochastic path-integrated differential estimator
(SPIDER), called as SPIDER-ADMM. More-
over, we prove that the SPIDER-ADMM achieves
a record-breaking incremental first-order oracle
(IFO) complexity of O(n + n1/2−1) for find-
ing an -approximate stationary point, which
improves the deterministic ADMM by a factor
O(n1/2), where n denotes the sample size. As
one of major contribution of this paper, we pro-
vide a new theoretical analysis framework for non-
convex stochastic ADMM methods with provid-
ing the optimal IFO complexity. Based on this
new analysis framework, we study the unsolved
optimal IFO complexity of the existing non-
convex SVRG-ADMM and SAGA-ADMM meth-
ods, and prove they have the optimal IFO com-
plexity of O(n + n2/3−1). Thus, the SPIDER-
ADMM improves the existing stochastic ADMM
methods by a factor of O(n1/6). Moreover, we
extend SPIDER-ADMM to the online setting, and
propose a faster online SPIDER-ADMM. Our the-
oretical analysis shows that the online SPIDER-
ADMM has the IFO complexity of O(− 32 ),
which improves the existing best results by a fac-
tor of O(− 12 ). Finally, the experimental results
on benchmark datasets validate that the proposed
algorithms have faster convergence rate than the
existing ADMM algorithms for nonconvex opti-
mization.
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1. Introduction
Alternating direction method of multipliers (ADMM)
(Gabay & Mercier, 1976; Boyd et al., 2011) is a powerful
optimization tool for the composite or constrained problems
in machine learning. In general, it considers the following
optimization problem:
min
x,y
f(x) + g(y), s.t. Ax+By = c,
where f(x) : Rd → R and g(y) : Rp → R are convex func-
tions. For example, in machine learning, f(x) can be used
for the empirical loss, g(y) for the structure regularizer, and
the constraint for encoding the structure pattern of model
parameters. Due to the flexibility in splitting the objective
function into loss f(x) and regularizer g(y), the ADMM can
relatively easily solve some complicated structure problems
in machine learning, such as the graph-guided fused lasso
(Kim et al., 2009) and the overlapping group lasso, which
are too complicated for the other popular optimization meth-
ods such as proximal gradient methods (Nesterov, 2005;
Beck & Teboulle, 2009). Thus, the ADMM has been exten-
sively studied in recent years (Boyd et al., 2011; Nishihara
et al., 2015; Xu et al., 2017).
The above deterministic ADMM generally needs to compute
the gradients of empirical loss function on all examples at
each iteration, which makes it unsuitable for solving big
data problems. Thus, the online and stochastic versions of
ADMM (Wang & Banerjee, 2012; Suzuki, 2013; Ouyang
et al., 2013) are developed. However, due to large variance
of stochastic gradients, these stochastic methods suffer from
a slow convergence rate. Recently, some fast stochastic
ADMM methods (Zhong & Kwok, 2014; Suzuki, 2014;
Zheng & Kwok, 2016a) have been proposed by using the
variance reduced (VR) techniques.
So far, the above discussed ADMM methods build on the
convexity of objective functions. In fact, ADMM is also
highly successful in solving various nonconvex problems
such as tensor decomposition (Kolda & Bader, 2009) and
training neural networks (Taylor et al., 2016). Thus, some
works (Li & Pong, 2015; Wang et al., 2015a;b; Hong et al.,
2016; Jiang et al., 2019) have devoted to studying the non-
convex ADMM methods. More recently, for solving the big
data problems, the nonconvex stochastic ADMMs (Huang
et al., 2016; Zheng & Kwok, 2016b) have been proposed
ar
X
iv
:2
00
8.
01
29
6v
1 
 [m
ath
.O
C]
  4
 A
ug
 20
20
Faster Stochastic ADMM for Nonconvex Optimization
Table 1. IFO complexity comparison of the non-convex ADMM methods for finding an -approximate stationary point of the problem
(1), i.e., E‖∇L(x, y[m], z)‖2 ≤ . n denotes the sample size.
Problem Algorithm Reference IFO
Finite-sum
ADMM Jiang et al. (2019) O(n−1)
SVRG-ADMM Huang et al. (2016); Zheng & Kwok (2016b) O(n+ n 23 −1)
SAGA-ADMM Huang et al. (2016) O(n+ n 23 −1)
SPIDER-ADMM Ours O(n+ n 12 −1)
Online SADMM Huang & Chen (2018) O(
−2)
Online SPIDER-ADMM Ours O(− 32 )
with the VR techniques such as the SVRG (Johnson &
Zhang, 2013) and the SAGA (Defazio et al., 2014). In
addition, Huang & Chen (2018) have extended the on-
line/stochastic ADMM (Ouyang et al., 2013) to the non-
convex setting.
Although these works have studied the convergence of non-
convex stochastic ADMMs and proved these methods have
O( cT ) convergence rate, where T denotes number of iter-
ation and c a constant independent on T , they have not
provided the optimal incremental/stochastic first-order or-
acle (IFO/SFO (Ghadimi & Lan, 2013)) complexity for
these methods yet. In other words, they have only proved
these stochastic ADMMs have the same convergence rate
to the deterministic ADMM (Jiang et al., 2019), but don’t
tell us whether these stochastic ADMMs have less IFO
complexity than the deterministic ADMM, which is a key
assessment criteria of the first-order stochastic methods
(Reddi et al., 2016). For example, from the existing non-
covex SAGA-ADMM and SVRG-ADMM (Zheng & Kwok,
2016b; Huang et al., 2016), we only obtain a rough IFO
complexity of O(n+ bc−1) for finding an -approximate
stationary point, where b denotes the mini-batch size. In
their convergence analysis, to ensure the convergence of
these methods, they need to choose a small step size η and a
large penalty parameter ρ. Under this case, we maybe have
bc ≥ n, so that these stochastic ADMMs have no less IFO
complexity than the deterministic ADMM. Thus, there still
exist two important problems to be addressed:
• Does the stochastic ADMM have less IFO complexity
than the deterministic ADMM for nonconvex optimiza-
tion?
• If the stochastic ADMM improves IFO complexity, how
much can it improve?
In the paper, we answer the above challenging questions
with positive solutions and propose a new faster stochas-
tic ADMM method (i.e., SPIDER-ADMM) to solve the
following nonconvex nonsmooth problem:
min
x,{yj}mj=1
f(x) :=

1
n
n∑
i=1
fi(x) (finite-sum)
Eζ [f(x, ζ)] (online)
+
m∑
j=1
gj(yj)
s.t. Ax+
m∑
j=1
Bjyj = c, (1)
where A ∈ Rl×d, Bj ∈ Rl×p for all j ∈ [m], f(x) :
Rd → R is a nonconvex and smooth function, and gj(yj) :
Rp → R is a convex and possibly nonsmooth function for
all j ∈ [m], m ≥ 1. In machine learning, f(x) can be
used for losses such as activation functions of neural net-
works,
∑m
j=1 gj(yj) can be used for not only single struc-
ture penalty (e.g., sparse, low rank) but also superposition
structures penalties (e.g., sparse + low rank, sparse + group
sparse), which are widely applied in robust PCA (Cande`s
et al., 2011), subspace clustering (Liu et al., 2010), and dirty
models (Jalali et al., 2010). For the problem (1), its finite-
sum subproblem generally arises from the empirical loss
minimization and M-estimation. While its online subprob-
lem comes from the expected loss minimization. To address
the online subproblem, we extend the SPIDER-ADMM to
the online setting, and propose an online SPIDER-ADMM.
Challenges and Contributions
Our SPIDER-ADMM methods build on the variance-
reduced technique of SPIDER (Fang et al., 2018) and Spi-
derBoost (Wang et al., 2018), which is a variant of stochas-
tic recursive gradient algorithm (SARAH (Nguyen et al.,
2017a;b)) and reaches the state-of-the-art IFO complexity as
the SNVRG (Zhou et al., 2018). Although the SPIDER and
SpiderBoost have shown good performances in the stochas-
tic gradient descent (SGD) and proximal SGD methods,
applying these techniques to the nonconvex ADMM method
is not a trivial task. There exist the following two main
challenges:
• Due to failure of the Feje´r monotonicity of iteration,
the convergence analysis of the nonconvex ADMM is
generally quite difficult (Wang et al., 2015a). With
using the inexact stochastic gradient, this difficulty is
greater in the nonconvex stochastic ADMM methods;
• To obtain the optimal IFO complexity of our methods,
we need to design a new effective Lyapunov function,
which can not follow the existing nonconvex stochastic
ADMM methods (Huang et al., 2016).
In this paper, thus, we will fill this gap between the noncon-
vex ADMM and the SPIDER/SpiderBoost methods. Our
main contributions are summarized as follows:
1) We propose a faster stochastic ADMM ( i.e., SPIDER-
ADMM ) method for nonconvex optimization based on
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the SPIDER/SpiderBoost. Moreover, we prove that the
SPIDER-ADMM achieves a lower IFO complexity of
O(n+ n1/2−1) for finding an -approximate station-
ary point, which improves the deterministic ADMM
by a factor O(n1/2).
2) We extend the SPIDER-ADMM method to the online
setting, and propose a faster online SPIDER-ADMM
for nonconvex optimization. Moreover, we prove that
the online SPIDER-ADMM achieves a lower IFO com-
plexity of O(− 32 ), which improves the existing best
results by a factor of O(− 12 ).
3) We provide a useful theoretical analysis framework for
nonconvex stochastic ADMM methods with provid-
ing the optimal IFO complexity. Based on our new
analysis framework, we also prove that the existing
nonconvex SVRG-ADMM and SAGA-ADMM have
the optimal IFO complexity of O(n+ n2/3−1). Thus,
our SPIDER-ADMM improves the existing stochastic
ADMMs by a factor of O(n1/6).
Notations
Let y[m] = {y1, · · · , ym} and y[j:m] = {yj , · · · , ym}
for j ∈ [m] = {1, 2, · · · ,m}. Given a positive defi-
nite matrix G, ‖x‖2G = xTGx; σmax(G) and σmin(G)
denote the largest and smallest eigenvalues of matrix G,
respectively; κG =
σmax(G)
σmin(G)
≥ 1. σAmax and σAmin denote
the largest and smallest eigenvalues of matrix ATA, re-
spectively. Given positive definite matrices {Hj}mj=1, let
σHmin = minj σmin(Hj) and σ
H
max = maxj σmax(Hj). Id
denotes a d× d identity matrix.
2. Preliminaries
In the section, we introduce some preliminaries regarding
problem (1). First, we restate the standard -approximate
stationary point of the nonconvex problem (1) used in (Jiang
et al., 2019; Zheng & Kwok, 2016b).
Definition 1. Given  > 0, the point (x∗, y∗[m], z
∗) is said
to be an -stationary point of the problem (1), if it holds that
E
[
dist(0, ∂L(x∗, y∗[m], z
∗))2
] ≤ , (2)
where L(x, y[m], z) = f(x) +
∑m
j=1 gj(yj) − 〈z,Ax +∑m
j=1Bjyj − c〉,
∂L(x, y[m], z) =

∇xL(x, y[m], z)
∂y1L(x, y[m], z)
· · ·
∂ymL(x, y[m], z)
−Ax−∑mj=1Bjyj + c
 ,
and dist(0, ∂L) = infL′∈∂L ‖0− L′‖.
Next, we give some standard assumptions regarding prob-
lem (1) as follows:
Assumption 1. Each loss function fi(x) is L-smooth such
that
‖∇fi(x)−∇fi(y)‖ ≤ L‖x− y‖, ∀x, y ∈ Rd,
which is equivalent to
fi(x) ≤ fi(y) +∇fi(y)T (x− y) + L
2
‖x− y‖2.
Assumption 2. Full gradient of loss function f(x) is
bounded, i.e., there exists a constant δ > 0 such that for all
x, it follows ‖∇f(x)‖2 ≤ δ2.
Assumption 3. f(x) and gj(yj) for all j ∈ [m] are all
lower bounded, and let f∗ = infx f(x) > −∞ and g∗j =
infyj gj(yj) > −∞.
Assumption 4. A is a full row or column rank matrix.
Assumption 1 imposes smoothness on the individual loss
functions, which is commonly used in convergence anal-
ysis of the nonconvex algorithms (Ghadimi & Lan, 2013;
Ghadimi et al., 2016). Assumption 2 shows full gradient
of loss function have a bounded norm, which is used in the
stochastic gradient-based and ADMM-type methods (Boyd
et al., 2011; Suzuki, 2013; Hazan et al., 2016). Assump-
tions 3 and 4 have been used in the study of nonconvex
ADMMs (Hong et al., 2016; Jiang et al., 2019; Zheng &
Kwok, 2016b). Assumptions 3 guarantees the feasibility
of the problem (1). Assumption 4 guarantees the matrix
ATA or AAT is non-singular. Since there exist multiple
regularizers in the above problem (1), A is general a full
column rank matrix. Without loss of generality, we will use
the full column rank matrix A below.
3. Fast SPIDER-ADMM Method
In the section, we propose a new faster stochastic ADMM al-
gorithm, i.e., SPIDER-ADMM, to solve the finite-sum prob-
lem (1). We begin with giving the augmented Lagrangian
function of the problem (1):
Lρ(x, y[m], z) =f(x) +
m∑
j=1
gj(yj)− 〈z,Ax+
m∑
j=1
Bjyj − c〉
+
ρ
2
‖Ax+
m∑
j=1
Bjyj − c‖2, (3)
where z ∈ Rl and ρ > 0 denote the dual variable and
penalty parameter, respectively. Algorithm 1 gives the
SPIDER-ADMM algorithmic framework.
In Algorithm 1, we use the proximal method to update the
variables {yj}mj=1. At the step 9 of Algorithm 1, we update
the variables {yj}mj=1 by solving the following subproblem,
for all j ∈ [m]
yk+1j =arg min
yj∈Rp
Lρ(xk, yk+1[j−1], yj , yk[j+1:m], zk)+
1
2
‖yj−ykj ‖2Hj ,
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where
Lρ(xk, yk+1[j−1], yj , yk[j+1:m], zk) = f(xk) +
j−1∑
i=1
gi(y
k+1
i )
+ gj(yj)+
m∑
i=j+1
gj(y
k
j )−zTk (Bjyj + c˜)+
ρ
2
‖Bjyj + c˜‖2
with c˜ = Axk +
∑j−1
i=1 Biy
k+1
i +
∑m
i=j+1Biy
k
i − c and
Hj  0. When set Hj = rjIp − ρBTj Bj  Ip with
rj ≥ ρσmax(BTj Bj) + 1 for all j ∈ [m] to linearize the
term ρ2‖Bjyj + c˜‖2, then we can use the following proximal
operator to update yj , for all j ∈ [m]
yk+1j = arg min
yj∈Rp
rj
2
‖yj − wkj ‖2 + gj(yj), (4)
where wkj =
1
rj
(
Hjy
k
j − ρBTj c˜+BTj zk
)
.
To update x, we define an approximated function over xk
as follows:
Lˆρ(x, yk+1[m] , zk, vk) = f(xk) + vTk (x− xk) +
1
2η
‖x− xk‖2G
+
m∑
j=1
gj(y
k+1
j )− zTk (Ax+
m∑
j=1
Bjy
k+1
j − c)
+
ρ
2
‖Ax+
m∑
j=1
Bjy
k+1
j − c‖2, (5)
where η > 0 is a step size; vk is a stochastic gradient
over xk; G  0 is a positive matrix. In updating x, to
avoid computing inverse of Gη + ρA
TA, we can set G =
rId − ρηATA  Id with r ≥ ρησAmax + 1 to linearize
term ρ2‖Ax+
∑m
j=1Bjy
k+1
j − c‖2. Then at the step 10 of
Algorithm 1, we have
xk+1 =
Gxk
r
− ηvk
r
− ηρ
r
AT (
m∑
j=1
Bjy
k+1
j − c−
zk
ρ
).
In Algorithm 1, after setting v0 = ∇f(x0), for each subse-
quent iteration k, we have:
vk = ∇fIk(xk)−∇fIk(xk−1) + vk−1, (6)
where ∇fIk(xk) = 1|Ik|
∑
i∈Ik ∇fi(xt). It is easy to
check E[vk|x0] = ∇f(xk), i.e., an unbiased estimate gradi-
ent over xk. Comparing the existing SVRG-ADMM, our
SPIDER-ADMM constructs stochastic gradient vk based on
the information xk−1 and vk−1, while the SVRG-ADMM
constructs vk based on the information x0 and v0 (i.e., the
initalization information of each outer loop). Due to using
more fresh information, thus, SPIDER-ADMM can yield
more accurate estimation of the full gradient than SVRG-
ADMM. Simultaneously, it does not require to additional
computation and memory, so it costs less memory than the
existing SAGA-ADMM.
Algorithm 1 SPIDER-ADMM Algorithm
1: Input: b, q, K, η > 0 and ρ > 0;
2: Initialize: x0 ∈ Rd, y0j ∈ Rp, j ∈ [m] and z0 ∈ Rl;
3: for k = 0, 1, · · · ,K − 1 do
4: if mod(k, q) = 0 then
5: Compute vk = ∇f(xk);
6: else
7: Uniformly randomly pick a mini-batch Ik (with
replacement) from {1, 2, · · · , n} with |Ik| = b,
and compute
vk = ∇fIk(xk)−∇fIk(xk−1) + vk−1;
8: end if
9: yk+1j = arg minyj
{Lρ(xk, yk+1[j−1], yj , yk[j+1:m], zk)+
1
2‖yj − ykj ‖2Hj
}
for all j ∈ [m];
10: xk+1 = arg minx Lˆρ
(
x, yk+1[m] , zk, vk
)
;
11: zk+1 = zk − ρ(Axk+1 +
∑m
j=1Bjy
k+1
j − c);
12: end for
13: Output (in theory): Chosen uniformly random from
{xk, yk[m], zk}Kk=1.
14: Output (in practice): {xK , yK[m], zK}.
4. Fast Online SPIDER-ADMM Method
In the section, we propose an online SPIDER-ADMM to
solve the online problem (1), which is equivalent to the
following stochastic constrained problem:
min
x,{yj}mj=1
Eζ [f(x, ζ)] +
m∑
j=1
gj(yj),
s.t. Ax+
m∑
j=1
Bjyj = c, (7)
where f(x) = Eζ [f(x, ζ)] denotes a population risk over
an underlying data distribution. The problem (7) can be
viewed as having infinite samples, so we cannot evaluate
the full gradient ∇f(x). For solving the problem (7), so
we use stochastic sampling to evaluate the full gradient.
Algorithm 2 shows the algorithmic framework of online
SPIDER-ADMM method. In Algorithm 2, we use the mini-
batch samples to estimate the full gradient, and update the
variables {x, yj , z}mj=1, which is the same as in Algorithm
1.
5. Convergence Analysis
In the section, we study the convergence properties of both
the SPIDER-ADMM and online SPIDER-ADMM. At the
same time, based on our new theoretical analysis frame-
work, we afresh analyze the convergence properties of exist-
ing ADMM-based nonconvex optimization algorithms, i.e.,
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Algorithm 2 Online SPIDER-ADMM Algorithm
1: Input: b1, b2, q, K, η > 0 and ρ > 0;
2: Initialize: x0 ∈ Rd, y0j ∈ Rp, j ∈ [m] and z0 ∈ Rl;
3: for k = 0, 1, · · · ,K − 1 do
4: if mod(k, q) = 0 then
5: Draw S1 samples with |S1| = b1, and compute
vk =
1
b1
∑
i∈S1 ∇fi(xk);
6: else
7: Draw S2 samples with |S2| = b2 =
√
b1, and
compute
vk =
1
b2
∑
i∈S2
(∇fi(xk)− fi(xk−1))+ vk−1;
8: end if
9: yk+1j = arg minyj
{Lρ(xk, yk+1[j−1], yj , yk[j+1:m], zk)+
1
2‖yj − ykj ‖2Hj
}
for all j ∈ [m];
10: xk+1 = arg minx Lˆρ
(
x, yk+1[m] , zk, vk
)
;
11: zk+1 = zk − ρ(Axk+1 +
∑m
j=1Bjy
k+1
j − c);
12: end for
13: Output (in theory): Chosen uniformly random from
{xk, yk[m], zk}Kk=1.
14: Output (in practice): {xK , yK[m], zK}.
SVRG-ADMM and SAGA-ADMM, and derive their opti-
mal IFO complexity for finding an -approximate stationary
point.
5.1. Convergence Analysis of SPIDER-ADMM
In the subsection, we study convergence properties of the
SPIDER-ADMM algorithm. The detailed proofs are pro-
vided in the Appendix A.1. Throughout the paper, let
nk = dk/qe such that (nk − 1)q ≤ k ≤ nkq − 1.
Lemma 1. Suppose the sequence {xk, yk[m], zk}Kk=1 is gen-
erated from Algorithm 1, and define a Lyapunov function
Rk as follows:
Rk=Lρ(xk, yk[m], zk)+(
9L2
σAminρ
+
3σ2max(G)
σAminη
2ρ
)‖xk−xk−1‖2
+
2L2
σAminρb
k−1∑
i=(nk−1)q
E‖xi+1−xi‖2.
Let b = q, η = 2ασmin(G)3L (0 < α ≤ 1) and ρ =
√
170κGL
σAminα
,
then we have
1
K
K−1∑
k=0
(‖xk+1 − xk‖2 + m∑
j=1
‖ykj − yk+1j ‖2
) ≤ R0 −R∗
Kγ
,
where γ = min(χ, σHmin) with χ ≥
√
170κGL
4α and R
∗ is a
lower bound of the function Rk.
Let θk = E[‖xk+1 − xk‖2 + ‖xk − xk−1‖2 +
1
q
∑k
i=(nk−1)q ‖xi+1−xi‖2 +
∑m
j=1 ‖ykj − yk+1j ‖2]. Next,
based on the above lemma, we give the convergence proper-
ties of SPIDER-ADMM.
Theorem 1. Suppose the sequence {xk, yk[m], zk)Kk=1 is gen-
erated from Algorithm 1. Let
ν1 = m
(
ρ2σBmaxσ
A
max + ρ
2(σBmax)
2 + σ2max(H)
)
,
ν2 = 3(L
2 +
σ2max(G)
η2
), ν3 =
18L2
σAminρ
2
+
3σ2max(G)
σAminη
2ρ2
,
and let b = q, η = 2ασmin(G)3L (0 < α ≤ 1), and ρ =√
170κGL
σAminα
, then we have
1
K
K∑
k=1
E
[
dist(0, ∂L(xk, yk[m], zk))
2
] ≤ νmax
K
K−1∑
k=1
θk
≤ 3νmax(R0 −R
∗)
Kγ
,
where γ = min(χ, σHmin) with χ ≥
√
170κGL
4α , νmax =
max{ν1, ν2, ν3} and R∗ is a lower bound of the function
Rk. It implies that the iteration number K satisfies
K =
3νmax(R0 −R∗)
γ
,
then (xk∗ , yk
∗
[m], zk∗) is an -approximate stationary point
of (1), where k∗ = arg mink θk.
Remark 1. Theorem 1 shows that the SPIDER-ADMM
has O(1/K) convergence rate. Moreover, given b = q =√
n, η = 2ασmin(G)3L (0 < α ≤ 1) and ρ =
√
170κGL
σAminα
, the
SPIDER-ADMM has the optimal IFO of O(n+ n 12 −1) for
finding an -approximate stationary point. In particular, we
can choose α ∈ (0, 1] according to different problems to
obtain appropriate step-size η and penalty parameter ρ, e.g.,
set α = 1, we have η = 2σmin(G)3L and ρ =
√
170κGL
σAmin
.
5.2. Convergence Analysis of Online SPIDER-ADMM
In the subsection, we study convergence properties of the
online SPIDER-ADMM algorithm. The detailed proofs are
provided in the Appendix A.2.
Lemma 2. Suppose the sequence {xk, yk[m], zk}Kk=1 is gen-
erated from Algorithm 2, and define a Lyapunov function
Φk as follows:
Φk =Lρ(xk, yk[m], zk) + (
9L2
σAminρ
+
3σ2max(G)
σAminη
2ρ
)‖xk − xk−1‖2
+
2L2
σAminρb2
k−1∑
i=(nk−1)q
E‖xi+1 − xi‖2.
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Let b2 = q, η =
2ασmin(G)
3L (0 < α ≤ 1) and ρ =
√
170κGL
σAminα
,
then we have
1
K
K−1∑
k=0
(‖xk+1 − xk‖2 + m∑
j=1
‖ykj − yk+1j ‖2
)
≤ Φ0 − Φ
∗
Kγ
+
2δ2
b1Lγ
+
72δ2
σAminb1ργ
,
where γ = min(χ, σHmin) with χ ≥
√
170κGL
4α and Φ
∗ is a
lower bound of the function Φk.
Let θk = E[‖xk+1 − xk‖2 + ‖xk − xk−1‖2 +
1
q
∑k
i=(nk−1)q ‖xi+1 − xi‖2 +
∑m
j=1 ‖ykj − yk+1j ‖2].
Theorem 2. Suppose the sequence {xk, yk[m], zk)Kk=1 is gen-
erated from Algorithm 2. Let
ν1 = m
(
ρ2σBmaxσ
A
max + ρ
2(σBmax)
2 + σ2max(H)
)
,
ν2 = 3(L
2 +
σ2max(G)
η2
), ν3 =
18L2
σAminρ
2
+
3σ2max(G)
σAminη
2ρ2
,
and let b2 = q =
√
b1, η =
2ασmin(G)
3L (0 < α ≤ 1) and
ρ =
√
170κGL
σAminα
, then we have
1
K
K∑
k=1
E
[
dist(0, ∂L(xk, yk[m], zk))
2
] ≤ νmax
K
K−1∑
k=1
θk +
w
b1
≤ 3νmax(Φ0 − Φ
∗)
Kγ
+
6νmaxδ
2
b1γ
(
1
L
+
36
σAminρ
) +
w
b1
,
where w = 12δ2 max{1, 6
σAminρ
2 }, γ = min(χ, σHmin) with
χ ≥
√
170κGL
4α , νmax = max{ν1, ν2, ν3} and Φ∗ is a lower
bound of the function Φk. It implies that K and b1 satisfy
K=
6νmax(Φ0 − Φ∗)
γ
, b1=
12νmaxδ
2
γ
(
1
L
+
36
σAminρ
)+
2w

,
then (xk∗ , yk
∗
[m], zk∗) is an -approximate stationary point
of (1), where k∗ = arg mink θk.
Remark 2. Theorem 2 shows that given b2 = q =
√
b1,
η = 2ασmin(G)3L (0 < α ≤ 1), ρ =
√
170κGL
σAminα
and b1 =
O(−1), the online SPIDER-ADMM has the optimal IFO of
O(− 32 ) for finding an -approximate stationary point.
5.3. Convergence Analysis of Non-convex
SVRG-ADMM
In the subsection, we extend the existing nonconvex SVRG-
ADMM method (Huang et al., 2016; Zheng & Kwok, 2016b)
to the multiple variables setting for solving the problem (1).
The SVRG-ADMM algorithm is described in Algorithm 3
given in the Appendix A.3. Next, we analyze convergence
properties of the SVRG-ADMM algorithm, and derive its
optimal IFO complexity.
Lemma 3. Suppose the sequence {(xst , ys,t[m], zst )Mt=1}Ss=1 is
generated from Algorithm 3, and define a Lyapunov func-
tion:
Γst =E
[Lρ(xst , ys,t[m], zst )+(3σ2max(G)σAminη2ρ + 9L
2
σAminρ
)‖xst − xst−1‖2
+
9L2
σAminρb
‖xst−1 − x˜s‖2 + ct‖xst − x˜s‖2
]
,
where the positive sequence {ct} satisfies, for s =
1, 2, · · · , S
ct =

18L2
σAminρb
+
L
b
+ (1 + β)ct+1, 1 ≤ t ≤M,
0, t ≥M + 1.
Let M = n
1
3 , b = n
2
3 , η = ασmin(G)5L (0 < α ≤ 1) and
ρ = 2
√
231κGL
σAminα
, we have
1
T
S∑
s=1
M−1∑
t=0
(
σHmin
m∑
j=1
‖ys,tj − ys,t+1j ‖2 + χt‖xst+1 − xst‖2
+
L
2b
‖xst − x˜s‖2
) ≤ Γ10 − Γ∗
T
. (8)
where T = MS, χt ≥
√
231κGL
2α > 0 and Γ
∗ denotes a
lower bound of function Γst .
Let θst = E[‖xst+1−xst‖2+‖xst−xst−1‖2+ 1b (‖xst− x˜s‖2+
‖xst−1 − x˜s‖2) +
∑m
j=1 ‖ys,tj − ys,t+1j ‖2].
Theorem 3. Suppose the sequence {(xst , ys,t[m], zst )Mt=1}Ss=1
is generated from Algorithm 3 . Let
ν1 = m
(
ρ2σBmaxσ
A
max + ρ
2(σBmax)
2 + σ2max(H)
)
,
ν2 = 3L
2 +
3σ2max(G)
η2
, ν3 =
9L2
σAminρ
2
+
3σ2max(G)
σAminη
2ρ2
,
and given M = n
1
3 , b = n
2
3 , η = ασmin(G)5L (0 < α ≤ 1)
and ρ = 2
√
231κGL
σAminα
, then we have
1
T
S∑
s=1
M−1∑
t=0
E
[
dist(0, ∂L(xst , y
s,t
[m], z
s
t ))
2
] ≤ 2νmax(Γ10 − Γ∗)
γT
,
where γ = min(σHmin,
L
2 , χt), νmax = max(ν1, ν2, ν3) and
Γ∗ is a lower bound of function Γst . It implies that the whole
iteration number T = MS satisfies
T =
2νmax(Γ
1
0 − Γ∗)
γ
,
then (xs
∗
t∗ , y
s∗,t∗
[m] , z
s∗
t∗ ) is an -stationary point of (1), where
(t∗, s∗) = arg mint,s θ
s
t .
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Remark 3. Theorem 3 shows that given M = n 13 , b =
n
2
3 , η = ασmin(G)5L (0 < α ≤ 1) and ρ = 2
√
231κGL
σAminα
, the
non-convex SVRG-ADMM has the optimal IFO complexity
of O(n+ n 23 −1) for finding an -approximate stationary
point.
5.4. Convergence Analysis of Non-convex
SAGA-ADMM
In the subsection, we extend the existing nonconvex SAGA-
ADMM method (Huang et al., 2016) to the multiple vari-
ables setting for solving the problem (1). The SAGA-
ADMM algorithm is described in Algorithm 4 given in
the Appendix A.4. Next, we analyze convergence properties
of non-convex SAGA-ADMM, and derive its the optimal
IFO complexity.
Lemma 4. Suppose the sequence {xt, yt[m], zt}Tt=1 is gen-
erated from Algorithm 4, and define a Lyapunov function
Ωt=E
[Lρ(xt, yt[m], zt)+(3σ2max(G)σAminη2ρ + 9L
2
σAminρ
)‖xt−xt−1‖2
+
9L2
σAminρb
1
n
n∑
i=1
‖xt−1 − ut−1i ‖2 + ct
1
n
n∑
i=1
‖xt − uti‖2
]
,
where the positive sequence {ct} satisfies
ct=

18L2
σAminρb
+
L
b
+(1− p)(1 + β)ct+1, 0 ≤ t ≤ T − 1,
0, t ≥ T,
where p denotes probability of an index i being in It. Fur-
ther, let b = n
2
3 , η = ασmin(G)17L (0 < α ≤ 1) and
ρ = 2
√
2031κG
σAminα
we have
1
T
T∑
t=1
(
σHmin
m∑
j=1
‖ytj − yt+1j ‖2 + χt‖xt − xt+1‖2
+
L
2b
1
n
n∑
i=1
‖xt − uti‖2
) ≤ Ω0 − Ω∗
T
,
where χt ≥
√
2031κGL
2α > 0 and Ω
∗ denotes a lower bound
of function Ωt.
Let θt = E[‖xt+1−xt‖2+‖xt−xt−1‖2+ 1bn
∑n
i=1(‖xt−
uti‖2 + ‖xt−1 − ut−1i ‖2) +
∑m
j=1 ‖ytj − yt+1j ‖2].
Theorem 4. Suppose the sequence {xt, yt[m], zt}Tt=1 is gen-
erated from Algorithm 4. Let
ν1 = m
(
ρ2σBmaxσ
A
max + ρ
2(σBmax)
2 + σ2max(H)
)
,
ν2 = 3L
2 +
3σ2max(G)
η2
, ν3 =
9L2
σAminρ
2
+
3σ2max(G)
σAminη
2ρ2
,
Table 2. Real datasets
datasets #samples #features #classes
a9a 32,561 123 2
w8a 64,700 300 2
ijcnn1 126,702 22 2
covtype.binary 581,012 54 2
letter 15,000 16 26
sensorless 58,509 48 11
mnist 60,000 780 10
covtype 581,012 54 7
and given b = n
2
3 , η = ασmin(G)17L (0 < α ≤ 1) and ρ =
2
√
2031κG
σAminα
, then we have
1
T
T∑
t=1
E
[
dist(0, ∂L(xt, yt[m], zt))
2
] ≤ 2νmax(Ω0 − Ω∗)
γT
,
where γ = min(σHmin,
L
2 , χt) with χt ≥
√
2031κGL
2α > 0,
νmax = max(ν1, ν2, ν3) and Ω∗ is a lower bound of func-
tion Ωt. It implies that the iteration number T satisfies
T =
2νmax
γ
(Ω0 − Ω∗),
then (xt∗ , yt
∗
[m], zt∗) is an -approximate stationary point of
(1), where t∗ = arg min1≤t≤T θt.
Remark 4. Theorem 4 shows that given b = n 23 , η =
ασmin(G)
17L (0 < α ≤ 1) and ρ = 2
√
2031κGL
σAminα
, the non-convex
SAGA-ADMM has the optimal IFO of O(n + n 23 −1) for
finding an -approximate stationary point.
Remark 5. Our contributions on convergence analysis of
both the non-convex SVRG-ADMM and SAGA-ADMM are
given as follows:
• We extend both the existing non-convex SVRG-ADMM
and SAGA-ADMM to the multi-block setting for solving
the problem (1);
• We not only give its optimal IFO complexity of O(n+
n
2
3 −1), but also provide the specific and simple choice
on the step-size η and penalty parameter ρ.
6. Experiments
In this section, we will compare the proposed algorithm
(SPIDER-ADMM) with the existing non-convex algorithms(
nc-ADMM (Jiang et al., 2019), nc-SVRG-ADMM (Huang
et al., 2016; Zheng & Kwok, 2016b), nc-SAGA-ADMM
(Huang et al., 2016) and nc-SADMM (Huang & Chen, 2018))
on two applications: 1) Graph-guided binary classification;
2) Multi-task learning. In the experiment, we use some
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publicly available datasets1, which are summarized in Table
2. All algorithms are implemented in MATLAB, and all
experiments are performed on a PC with an Intel i7-4790
CPU and 16GB memory. Faster Stochastic ADMM for Nonconvex Optimization
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Figure 1. Objective value versus CPU time of the nonconvex graph-
guided binary classification model on some real datasets.
6.2. Multi-Task Learning
In this subsection, we focus on the multi-task learning task
with sparse and low-rank structures. Specifically, given
a set of training samples (ai, bi)ni=1, where ai ∈ Rd and
bi ∈ {1, 2, · · · , c}, then let D ∈ Rn×c with Dij = 1 if
j = bi, and Dij = 0 otherwise. This multi-task learning is
equivalent to solving the following nonconvex problem:
min
X∈Rc×d
1
n
n∑
i=1
fi(X) + λ1
∑
ij
κ(|Xij |) + λ2‖X‖∗, (10)
where fi(X) = log(
∑c
j=1 exp(Xj,.ai))−
∑c
j=1DijXj,.ai
is a multinomial logistic loss function, κ(|Xij |) = β log(1+
|Xij |
α ) is the nonconvex log-sum penalty function (Candes
et al., 2008). Next, we change the above problem into the
following form:
min
1
n
n∑
i=1
f¯i(X) + λ1κ0‖Y1‖1 + λ2‖Y2‖∗ (11)
s.t. AX +B1Y1 +B2Y2 = 0,
where f¯i(X) = fi(X)+λ1
(∑
ij κ(|Xij |)−κ0‖X‖1
)
, and
κ0 = κ
′(0). Here A = [Ic; Ic] ∈ R2c×c, B1 = [−Ic; 0] ∈
R2c×c and B2 = [0;−I]. By the Proposition 2.3 in Yao
& Kwok (2016), f¯i(X) is nonconvex and smooth. In the
experiment, we fix the parameters λ1 = 10−5 and λ2 =
10−4, and use the same initial solution x0 from the standard
normal distribution for all algorithms.
Figure 2 shows that objective values of our SPIDER-ADMM
faster decrease than those of the other methods, as CPU time
consumed increases. Similarly, these results also demon-
strate that our method has a relatively faster convergence
rate than other methods.
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Figure 2. Objective value versus CPU time of the nonconvex multi-
task learning on some real datasets.
7. Conclusion
In the paper, we propose a faster stochastic ADMM method
(i.e., SPIDER-ADMM) for nonconvex optimization. More-
over, we prove that the SPIDER-ADMM achieves a record-
breaking IFO complexity of O(n+ n1/2−1). Further, we
extend the SPIDER-ADMM to the online setting, and pro-
pose a faster online ADMM method (i.e., online SPIDER-
ADMM). As one of major contribution of this paper, we
give a new theoretical analysis framework for the nonconvex
stochastic ADMM methods with providing the optimal IFO
complexity. Based on our new theoretical analysis frame-
work, we study the unsolved optimal IFO complexity of the
existing non-convex SVRG-ADMM and SAGA-ADMM
methods, and prove they have the optimal IFO complexity
of O(n+ n2/3−1). In the future work, we will apply the
stage-wise stochastic momentum technique (Chen et al.,
2018) to our methods.
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6.2. lti- ask earning
In this subsection, e focus on the multi-task learning task
ith sparse and lo -rank structures. Specifically, given
a set of training sa ples (ai, bi)ni=1, where ai ∈ Rd and
bi {1, 2, · · · , c}, then let ∈ Rn×c with Dij = 1 if
j bi, and ij 0 otherwise. This multi-task learning is
equivalent to solving the following nonconvex problem:
in
X∈Rc×d
1
n
n
i=1
fi( ) + λ1
ij
κ(|Xij |) + λ2‖X‖∗, (10)
where fi(X) = log(
c
j=1 exp(Xj,.ai))− cj=1DijXj,.ai
is a multinomial logistic loss function, κ(|Xij |) = β log(1+
|Xij |
α ) is the nonconvex log-sum penalty function (Candes
et al., 2008). Next, we change the above problem into the
following form:
min
1
n
n
i=1
f¯i(X) + λ1κ0‖Y1‖1 + λ2‖Y2‖∗ (11)
s.t. AX +B1Y1 +B2Y2 = 0,
where f¯i(X) = fi(X)+λ1
(∑
ij κ(|Xij |)−κ0‖X‖1
)
, and
κ0 = κ
′(0). Here A = [Ic; Ic] ∈ R2c×c, B1 = [−Ic; 0] ∈
R2c×c and B2 = [0;−I]. By the Proposition 2.3 in Yao
& Kwok (2016), f¯i(X) is nonconvex and smooth. In the
experiment, we fix the parameters λ1 = 10−5 and λ2 =
10−4, and use the same initial solution x0 from the standard
normal distribution for all algorithms.
Figure 2 shows that objective values of our SPIDER-ADMM
faster decrease than those of the other methods, as CPU time
consumed increases. Similarly, these results also demon-
strate that our method has a relatively faster convergence
rate than other methods.
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task learning on some real datasets.
7. Conclusion
In the paper, we propose a faster stochastic ADMM method
(i.e., SPIDER-ADMM) for nonconvex optimization. More-
over, we prove that the SPIDER-ADMM achieves a record-
breaking IFO complexity of O(n+ n1/2−1). Further, we
extend the SPIDER-ADMM to the online setting, and pro-
pose a faster online ADMM method (i.e., online SPIDER-
ADMM). As one of major contribution of this paper, we
give a new theoretical analysis framework for the nonconvex
stochastic ADMM methods with providing the optimal IFO
complexity. Based on our new theoretical analysis frame-
work, we study the unsolved optimal IFO complexity of the
existing non-convex SVRG-ADMM and SAGA-ADMM
methods, and prove they have the optimal IFO complexity
of O(n+ n2/3−1). In the future work, we will apply the
stage-wise stochastic momentum technique (Chen et al.,
2018) to our methods.
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In this subsection, we f c s t e lti-tas lear i tas
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a set of training samples ( i, bi)ni 1, here i
d and
bi ∈ {1, 2, · · · , c}, then let D n c ith ij 1 if
j = bi, and Dij = 0 other ise. his ulti-task learning is
equivalent to solving the follo ing nonconvex proble :
min
X∈Rc×d
1
n
n∑
i=1
fi(X) λ1
∑
ij
κ(| ij |) λ2‖ ‖∗, (10)
where fi( ) = log(
∑c
j=1 exp( j,.ai))−
∑c
j=1 ij j,.ai
is a multinomial logistic loss function, κ(| ij |) = β log(1+
|Xij |
α ) is the nonconvex log-sum penalty function (Candes
et al., 2008). Next, we change the above problem into the
following form:
min
1
n
n∑
i=1
f¯i(X) + λ1κ0‖Y1‖1 + λ2‖Y2‖∗ (11)
s.t. AX +B1Y1 +B2Y2 = 0,
where f¯i(X) = fi(X)+λ1
(∑
ij κ(|Xij |)−κ0‖X‖1
)
, and
κ0 = κ
′(0). Here A = [Ic; Ic] ∈ R2c×c, B1 = [−Ic; 0] ∈
R2c×c and B2 = [0;−I]. By the Proposition 2.3 in Yao
& Kwok (2016), f¯i(X) is nonconvex and smooth. In the
experiment, we fix the parameters λ1 = 10−5 and λ2 =
10−4, and use the same initial solution x0 from the standard
normal distribution for all algorithms.
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In the paper, e propose a faster stochastic ethod
(i.e., SPI E - ) for nonconvex opti ization. ore-
over, e prove that the SPI ER- achieves a record-
breaking IF co plexity of (n n1/2−1). Further, e
extend the SPIDER-AD to the online setting, and pro-
pose a faster online AD ethod (i.e., online SPIDER-
AD ). As one of major contribution of this paper, we
give a new theoretical analysis framework for the nonconvex
stochastic AD methods with providing the optimal IFO
complexity. Based on our new theoretical analysis frame-
work, we study the unsolved optimal IFO complexity of the
existing non-convex SVRG-ADMM and SAGA-ADMM
methods, and prove they have the optimal IFO complexity
of O(n+ n2/3−1). In the future work, we will apply the
stage-wise stochastic momentum technique (Chen et al.,
2018) to our methods.
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6.1. Graph-Guided Binary Classification
In the subsection, we focus on the binary classification
task. Specifically, given a set of training samples ( i, bi)ni=1,
where ai ∈ Rd, bi ∈ {−1, 1}, then we solve the following
nonconvex empirical loss minimization problem:
min
x∈Rd
1
n
n∑
i=1
fi(x) + λ‖Ax‖1, (9)
where fi(x) = 11+exp(biaTi x)
is the nonconvex sigmoid loss
function. We use the nonsmooth regularizer i.e., graph-
guid d fused lasso (Kim et al., 2009), and A decodes the
sp rsity pattern f graph, which is obtained by sparse pre-
cision matrix estimation (Friedman et al., 2008). To solve
the problem (9), we give a auxili ry variable y with t
constraint y = Ax. In the experiment, we fix the parameter
λ = 10−5, and use the same initial solution x0 from the
standard normal distribution for all algorithms.
Figure 1 shows that the objective values of our SPIDER-
ADMM method faster decrease than those of other meth-
ods, as CPU time consumed increases. Thus, these results
demonstrate that our method has a relatively faster conver-
gence rate than other methods.
1 These data are from the LIBSVM website
(ww .csie.ntu.edu.tw/ cjlin/libsvmt ols/dat sets/).
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Figure 1. Objective value versus CPU time of the nonconvex graph-
guided binary classification model on some real datasets.
6.2. Multi-Task Learning
In this subsection, we focus on the multi-task learning task
with sparse and low-rank structures. Specifically, given
a set of training samples (ai, bi)ni=1, where ai ∈ Rd and
bi ∈ {1, 2, · · · , c}, then let D ∈ Rn×c with Dij = 1 if
j = bi, and Dij = 0 otherwise. This multi-task learning is
equivalent to solving the following nonconvex pr bl m:
min
X∈Rc×d
1
n
n∑
i=1
fi(X) + λ1
∑
ij
κ(|Xij |) + λ2‖X‖∗, (10)
here fi(X) = log(
∑c
j=1 exp(Xj,.ai))−
∑c
j=1DijXj,.ai
is a multinom al logistic loss function, κ(|Xij |) = β log(1+
|Xij |
α ) is the nonconvex log-su penalty function (Candes
et al., 2008). Next, we change the above problem into the
following form:
min
1
n
i 1
i¯( κ0‖Y1‖1 + λ2‖Y2‖∗ (1 )
s.t. AX +B1Y1 +B2Y2 = 0,
where f¯i(X) = fi(X)+λ1
(∑
ij κ(|Xij |)−κ0‖X‖1
)
, and
κ0 = κ
′(0). Here A = [Ic; Ic] ∈ R2c×c, B1 = [−Ic; 0] ∈
R2c×c and B2 = [0;−I]. By the Propositi n 2.3 Yao
& K ok (2016), f¯i(X) is nonconvex and smooth. In the
experiment, we fix the parameters λ1 = 10−5 and λ2 =
10−4, and use the same initial solution x0 from the standard
normal distribution for all algorithms.
Figure 2 shows that objective values of our SPIDER-ADMM
faster decrease than those of the other methods, as CPU time
consumed increases. Similarly, these results also demon-
strate that our method has a relatively faster convergence
rate than other ethods.
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Figure 2. Objective value versus CPU time of the nonconvex multi-
task learning on some real datasets.
7. Conclusion
In the paper, we propose a faster stochastic DMM method
(i.e., SPIDER-ADMM) for nonconvex opti izati n. More-
over, we prove that the SPIDER-ADMM achieves a record-
breaking IFO complexity of O(n+ n1/2−1). Further, we
extend the SPIDER-ADMM to the online setting, and pro-
pose a faster online ADMM method (i.e., online SPIDER-
ADMM). As one of major contribution of this paper, we
give a new theoretical analysis framework for the nonconvex
stochastic ADMM methods with providing the optimal IFO
complexity. Based on our new theoretical analysis frame-
work, we study the unsolved optimal IFO complexity of th
existing non-convex SVRG-ADMM and SAGA-ADMM
methods, and prove they have the optimal IFO complexity
of O(n+ n2/3−1). In the fu ure w rk, we w ll apply the
stag -wise st chastic momentum technique (Chen et al.,
2018) to our methods.
Acknowledgments
We thank the anonymous reviewers for their helpful com-
men s. F.H. and H.H. were partially supported by U.S. NSF
IIS 1836945, IIS 1836938, DBI 1836866, I S 1845666, IIS
1852606, IIS 1838627, IIS 1837956. S.C. as partially sup-
ported by the NSFC under Grant No. 61806093 and No.
616 2281, and the Key Program of NSFC under Grant No.
61732006.
Faster Stochastic ADMM for Nonconvex Optimization
0 1 2 3 4 5 6 7
CPU time (seconds)
10-3
10-2
10-1
O
bje
cti
ve
 m
inu
s b
es
t nc-ADMM
nc-SADMM
nc-SAGA-ADMM
nc-SVRG-ADMM
SPIDER-ADMM
(a) a9a
0 5 10 15 20
CPU time (seconds)
10-4
10-3
10-2
10-1
O
bje
cti
ve
 m
inu
s b
es
t nc-ADMM
nc-SADMM
nc-SAGA-ADM
nc-SVRG-ADM
SPIDER-ADM
(b) w8a
0 2 4 6 8 10
CPU time (seconds)
10-4
10-3
10-2
10-1
O
bje
cti
ve
 m
inu
s b
es
t nc-ADMM
nc-SADMM
nc-SAG -ADMM
nc-SVRG-ADMM
SPIDER-ADMM
(c) ijcn 1
0 10 20 30 40 50
CPU time (seconds)
10-4
10-3
10-2
10-1
O
bje
cti
ve
 m
inu
s b
es
t
nc-ADMM
nc-SADMM
nc-SAGA- DM
nc-SVRG-ADM
SPIDER-ADM
(d) covtype.binary
Figure 1. Objective value versus CPU time of the nonconvex graph-
guided binary classification model on some real datasets.
6.2. Multi-Task Learning
In this subsection, we focus on the multi-task learning task
with sparse and low-rank structures. Specifically, given
a set of training samples (ai, bi)ni=1, where ai ∈ R and
bi ∈ {1, 2, · · · , c}, then let D ∈ Rn× with Dij = 1 if
j = bi, and Dij = 0 otherwise. This multi-task learning is
equivalent to solving the following nonconvex problem:
min
X∈Rc×d
1
n
n∑
i=1
fi(X) + λ1
∑
ij
κ(|Xij |) + λ2‖X‖∗, (10)
where fi(X) = og(
∑c
j=1 exp(Xj,.ai))−
∑c
j=1DijXj,.ai
is a multinomial logistic loss funct o , κ(|Xij |) = β log(1+
|X j |
α ) is the nonconvex log-sum penalty function (Candes
et al., 2008). Next, we change the above problem into the
following form:
min
1
n
n
i=1
f¯i(X) + λ1κ0‖Y1‖1 + λ2‖Y2‖∗ (11)
s.t. A +B1Y1 +B2Y2 = 0,
where f¯i(X) = fi(X)+λ1
(∑
ij κ(|Xij |)−κ0‖X‖1
)
, and
κ0 = κ
′( ). Her A = [Ic; Ic] ∈ R2c×c, B1 = [−Ic; 0] ∈
R2c×c and B2 = [0;−I]. By the Proposition 2.3 in Yao
& Kwok (2016), f¯i(X) is nonconvex and smooth. In the
experiment, we fix the parameters λ1 = 10−5 and λ2 =
10−4, and use the same initial solution x0 from the standard
normal distribution for all algorithms.
Figure 2 shows that objective values of our SPIDER-ADMM
faster decrease t an those of the other methods, as CPU time
consumed increases. Similarly, these results also de -
strate that our method has a relatively faster conver e ce
rate than other methods.
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Figur 2. Objective value versus CPU time of the nonconvex ulti-
task learning on some real datasets.
7. Conclusion
In the paper, we propose a faster stochastic ethod
(i.e., SPIDER-AD ) for nonconvex optimizati . ore-
over, we prove that the SPIDER-A a hieves a record-
breaking IFO complexity of (n n1/2−1). Further, e
extend the SPIDER-AD to the online s tti g, and pro-
pose a faster line AD ethod (i.e., online SPI ER-
ADMM). As one of major contribution of this paper, we
give a new theoretical analysis framework for the nonconvex
stochastic ADMM methods with providing the optimal IFO
complexity. Based n our new the retical analysis frame-
work we study the unsolved optimal IFO co plexity of the
existing non-convex SVRG-ADMM and SAGA-ADMM
methods, and pr ve they have the optimal IFO compl xity
of O( + n2/3−1). In the future work, we will apply the
stage-wise stochastic momentum technique (Chen et al.,
2018) to our methods.
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6.2. Multi-Task Learning
In this subsection, we focus on the multi-task learning task
with sparse and low-rank structures. Specifically, given
a set of training sample (ai, bi)i=1, where ai ∈ Rd and
bi ∈ {1, 2, · · · , c}, then let D ∈ Rn×c with Dij = 1 if
j = bi, and Dij = 0 otherwise. This multi-task learning is
equivalent to sol ing the following nonc nvex pr bl m:
min
X∈Rc×d
1
n
n∑
i=1
f (X) + λ1
∑
ij
κ(|Xij |) + λ2‖X‖∗, (10)
where fi(X) = log(
∑c
j=1 exp(Xj,.ai))−
∑c
j=1DijXj,.ai
is a multinomial logistic loss functi , κ(|Xij |) = β log(1+
|Xij |
α ) is the nonconvex log-sum penalty function (Candes
et al., 2008). Next, we change the above problem into the
following form:
min
1
n
n∑
i=1
f¯i(X) + λ1κ0‖Y1‖1 + λ2‖Y2‖∗ (11)
s.t. AX +B1Y1 +B2Y2 = 0,
where f¯i(X) = fi(X)+λ1
(∑
ij κ(|Xij |)−κ0‖X‖1
)
, and
κ0 = κ
′(0). Here A = [Ic; Ic] ∈ R2c×c, B1 = [−Ic; 0] ∈
R2c×c and B = [0;−I]. By the Proposition 2.3 in Yao
& Kwok (2016), f¯i(X) is nonconvex and smooth. In the
experiment, we fix the parameters λ1 = 10−5 and λ2 =
10−4, and use the same initial solution x0 from the standard
normal distribution for all algorithms.
Figure 2 shows that objective values of our SPIDER-ADMM
fast r decrease than those of the other methods, as CPU time
Faster Stochastic ADMM for Nonconvex Optimization
consumed increases. Similarly, these results also demon-
strate that our method has a relatively faster convergence
rate than other methods.
7. Conclusion
In the paper, we proposed a faster stochastic ADMM method
(i.e., SPIDER-ADMM) for nonconvex optimization. More-
over, we proved that the SPIDER-ADMM achieves a lower
IFO complexity of O(n+ n1/2−1). Further, we extended
the SPIDER-ADMM to the online setting, and proposed a
faster online ADMM method (i.e., online SPIDER-ADMM).
As one of major contribution of this paper, we provided
a new theoretical analysis framework for the nonconvex
stochastic ADMM methods with providing an optimal IFO
complexity. Based on our new theoretical analysis frame-
work, we studied the unsolved optimal IFO complexity of
the existing non-convex SVRG-ADMM and SAGA-ADMM
methods, and also proved that they reach an IFO complex-
ity of O(n + n2/3−1). In the future work, we can apply
the stage-wise stochastic momentum technique (Chen et al.,
2018) to accelerate our algorithms.
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A. Supplementary Materials
In this section, we at detail provide the proof of the above lemmas and theorems. Throughout the paper, let nk = [k/q] such
that (nk − 1)q ≤ k ≤ nkq − 1. First, we introduce a useful lemma from Fang et al. (2018).
Lemma 5. (Fang et al., 2018) Under Assumption 1, the SPIDER generates stochastic gradient vk satisfies for all (nk −
1)q + 1 ≤ k ≤ nkq − 1,
E‖vk −∇f(xk)‖2 ≤ L
2
|S2|E‖xk − xk−1‖
2 + E‖vk−1 −∇f(xk−1)‖2. (12)
From Lemma 1, telescoping (12) over k from (nk − 1)q + 1 to k, we have
E‖vk −∇f(xk)‖2 ≤
k−1∑
i=(nk−1)q
L2
|S2|E‖xi+1 − xi‖
2 + E‖v(nk−1)q −∇f(x(nk−1)q)‖2. (13)
In Algorithm 3, due to v(nk−1)q = ∇f(x(nk−1)q) and |S2| = b, we have
E‖vk −∇f(xk)‖2 ≤
k−1∑
i=(nk−1)q
L2
b
E‖xi+1 − xi‖2. (14)
In Algorithm 4, by Assumption 2 and |S2| = b2, we have
E‖vk −∇f(xk)‖2 ≤
k−1∑
i=(nk−1)q
L2
b2
E‖xi+1 − xi‖2 + δ
2
b1
. (15)
Notations: To make the paper easier to follow, we give the following notations:
• ‖ · ‖ denotes the vector `2 norm and the matrix spectral norm, respectively.
• ‖x‖G =
√
xTGx, where G is a positive definite matrix.
• σAmin and σAmax denotes the minimum and maximum eigenvalues of ATA, respectively; the conditional number
κA =
σAmax
σAmin
.
• σBjmax denotes the maximum eigenvalues of BTj Bj for all j ∈ [k], and σBmax = maxkj=1 σBjmax.
• σmin(G) and σmax(G) denotes the minimum and maximum eigenvalues of matrix G, respectively; the conditional
number κG =
σmax(G)
σmin(G)
.
• η denotes the step size of updating variable x.
• L denotes the Lipschitz constant of∇f(x).
• b denotes the mini-batch size of stochastic gradient.
• In both SPIDER-ADMM and online SPIDER-ADMM, K denotes the total number of iteration. In both SVRG-ADMM
and SAGA-ADMM, T , M and S are the total number of iterations, the number of iterations in the inner loop, and the
number of iterations in the outer loop, respectively.
• In SVRG-ADMM algorithm, ys,tj denotes output of the variable yj in t-th inner loop and s-th outer loop.
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A.1. Convergence Analysis of the SPIDER-ADMM
In this subsection, we conduct convergence analysis of the SPIDER-ADMM. We begin with giving some useful lemmas.
Lemma 6. Under Assumption 1 and given the sequence {xk, yk[m], zk}Kk=1 from Algorithm 3, it holds that
E‖zk+1 − zk‖2 ≤ 18L
2
σAminb
k−1∑
i=(nk−1)q
E‖xi+1 − xi‖2 + ( 9L
2
σAmin
+
3σ2max(G)
σAminη
2
)‖xk − xk−1‖2
+
3σ2max(G)
σAminη
2
‖xk+1 − xk‖2. (16)
Proof. Using the optimal condition of the step 10 in Algorithm 3, we have
vk +
G
η
(xk+1 − xk)−AT zk + ρAT (Axk+1 +
m∑
j=1
Bjy
k+1
j − c) = 0. (17)
Then using the step 11 of Algorithm 3, we have
AT zk+1 = vk +
G
η
(xk+1 − xk). (18)
It follows that
AT (zk+1 − zk) =vk − vk−1 + G
η
(xk+1 − xk)− G
η
(xk − xk−1). (19)
By (19), we have
E‖zk+1 − zk‖2 ≤ 1
σAmin
[
3E‖vk − vk−1‖2 + 3σ
2
max(G)
η2
E‖xk+1 − xk‖2 + 3σ
2
max(G)
η2
E‖xk − xk−1‖2
]
, (20)
where the inequality holds by the Jensen’s inequality yielding ‖ 1n
∑n
i=1 zi‖2 ≤ 1n
∑n
i=1 ‖zi‖2.
Next, considering the upper bound of ‖vk − vk−1‖2, we have
E‖vk − vk−1‖2 = E‖vk −∇f(xk) +∇f(xk)−∇f(xk−1) +∇f(xk−1)− vk−1‖2
≤ 3E‖vk −∇f(xk)‖2 + 3E‖∇f(xk)−∇f(xk−1)‖2 + 3E‖∇f(xk−1)− vk−1‖2
≤ 3L
2
b
k−1∑
i=(nk−1)q
E‖xi+1 − xi‖2 + 3L2E‖xk−1 − xk‖2 + 3L
2
b
k−2∑
i=(nk−1)q
E‖xi+1 − xi‖2
≤ 6L
2
b
k−1∑
i=(nk−1)q
E‖xi+1 − xi‖2 + 3L2E‖xk−1 − xk‖2, (21)
where the second inequality holds by Assumption 1 and the inequality (14).
Finally, combining the inequalities (20) and (21), we obtain the above result.
Lemma 7. Suppose the sequence {xk, yk[m], zk}Kk=1 is generated from Algorithm 3, and define a Lyapunov function Rk as
follows:
Rk = Lρ(xk, yk[m], zk) + (
9L2
σAminρ
+
3κAσ
2
max(G)
σAminη
2ρ
)‖xk − xk−1‖2 + 2κAL
2
σAminρb
k−1∑
i=(nk−1)q
E‖xi+1 − xi‖2. (22)
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Let b = q, η = 2ασmin(G)3L (0 < α ≤ 1) and ρ =
√
170κAκGL
σAminα
, then we have
1
K
K−1∑
i=0
(‖xi+1 − xi‖2 +
m∑
j=1
‖yij − yi+1j ‖2) ≤
E[R0]−R∗
Kγ
, (23)
where γ = min(χ, σHmin) with χ ≥
√
170κAκGL
4α and R
∗ is a lower bound of the function Rk.
Proof. By the optimal condition of step 9 in Algorithm 3, we have, for j ∈ [m]
0 = (ykj − yk+1j )T
(
∂gj(y
k+1
j )−BT zk + ρBT (Axk +
j∑
i=1
Biy
k+1
i +
m∑
i=j+1
Biy
k
i − c) +Hj(yk+1j − ykj )
)
≤ gj(ykj )− gj(yk+1j )− (zk)T (Bjykj −Bjyk+1j ) + ρ(Bykj −Byk+1j )T (Axk +
j∑
i=1
Biy
k+1
i +
m∑
i=j+1
Biy
k
i − c)− ‖yk+1j − ykj ‖2Hj
= gj(y
k
j )− gj(yk+1j )− (zk)T (Axk +
j−1∑
i=1
Biy
k+1
i +
m∑
i=j
Biy
k
i − c) + (zk)T (Axk +
j∑
i=1
Biy
k+1
i +
m∑
i=j+1
Biy
k
i − c)
+
ρ
2
‖Axk +
j−1∑
i=1
Biy
k+1
i +
m∑
i=j
Biy
k
i − c‖2 −
ρ
2
‖Axk +
j∑
i=1
Biy
k+1
i +
m∑
i=j+1
Biy
k
i − c‖2 −
ρ
2
‖Bjykj −Bjyk+1j ‖2
− ‖yk+1j − ykj ‖2Hj
≤ f(xk) + gj(ykj )− (zk)T (Axk +
j−1∑
i=1
Biy
k+1
i +
m∑
i=j
Biy
k
i − c) +
ρ
2
‖Axk +
j−1∑
i=1
Biy
k+1
i +
m∑
i=j
Biy
k
i − c‖2︸ ︷︷ ︸
Lρ(xk,yk+1[j−1],yk[j:m],zk)
−‖yk+1j − ykj ‖2Hj
− (f(xk) + gj(yk+1j )− (zk)T (Axk +
j∑
i=1
Biy
k+1
i +
m∑
i=j+1
Biy
k
i − c) +
ρ
2
‖Axk +
j∑
i=1
Biy
k+1
i +
m∑
i=j+1
Biy
k
i − c‖2︸ ︷︷ ︸
Lρ(xk,yk+1[j] ,yk[j+1:m],zk)
≤ Lρ(xk, yk+1[j−1], yk[j:m], zk)− Lρ(xk, yk+1[j] , yk[j+1:m], zk)− σmin(Hj)‖ykj − yk+1j ‖2, (24)
where the first inequality holds by the convexity of function gj(y), and the second equality follows by applying the equality
(a− b)T b = 12 (‖a‖2−‖b‖2−‖a− b‖2) on the term (Bykj −Byk+1j )T (Axk +
∑j
i=1Biy
k+1
i +
∑m
i=j+1Biy
k
i − c). Thus,
we have, for all j ∈ [m]
Lρ(xk, yk+1[j−1], yk[j:m], zk) ≤ Lρ(xk, yk+1[j] , yk[j+1:m], zk)− σmin(Hj)‖ykj − yk+1j ‖2. (25)
Telescoping inequality (25) over j from 1 to m, we obtain
Lρ(xk, yk+1[m] , zk) ≤ Lρ(xk, yk[m], zk)− σHmin
m∑
j=1
‖ykj − yk+1j ‖2. (26)
where σHmin = minj∈[m] σmin(Hj).
By Assumption 1, we have
0 ≤ f(xk)− f(xk+1) +∇f(xk)T (xk+1 − xk) + L
2
‖xk+1 − xk‖2. (27)
Using the optimal condition of step 10 in Algorithm 3, we have
0 = (xk − xk+1)T
(
vk −AT zk + ρAT (Axk+1 +
m∑
j=1
Bjy
k+1
j − c) +
G
η
(xk+1 − xk)
)
. (28)
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Combining (27) and (28), we have
0 ≤ f(xk)− f(xk+1) +∇f(xk)T (xk+1 − xk) + L
2
‖xk+1 − xk‖2
+ (xk − xk+1)T
(
vk −AT zk + ρAT (Axk+1 +
m∑
j=1
Bjy
k+1
j − c) +
G
η
(xk+1 − xk)
)
= f(xk)− f(xk+1) + L
2
‖xk − xk+1‖2 − 1
η
‖xk − xk+1‖2G + (xk − xk+1)T (vk −∇f(xk))
− (zk)T (Axk −Axk+1) + ρ(Axk −Axk+1)T (Axk+1 +
m∑
j=1
Bjy
k+1
j − c)
= f(xk)− f(xk+1) + L
2
‖xk − xk+1‖2 − 1
η
‖xk − xk+1‖2G + (xk − xk+1)T
(
vk −∇f(xk)
)− (zk)T (Axk + m∑
j=1
Bjy
k+1
j − c)
+ (zk)
T (Axk+1 +
m∑
j=1
Bjy
k+1
j − c) +
ρ
2
(‖Axk + m∑
j=1
Bjy
k+1
j − c‖2 − ‖Axk+1 +
m∑
j=1
Bjy
k+1
j − c‖2 − ‖Axk −Axk+1‖2
)
= f(xk)− zTk (Axk +
m∑
j=1
Bjy
k+1
j − c) +
ρ
2
‖Axk +
m∑
j=1
Bjy
k+1
j − c‖2︸ ︷︷ ︸
Lρ(xk,y
k+1
[m]
,zk)
+
L
2
‖xk − xk+1‖2 + (xk − xk+1)T
(
vk −∇f(xk)
)
− (f(xk+1)− zTk (Axk+1 + m∑
j=1
Bjy
k+1
j − c) +
ρ
2
‖Axk+1 +
m∑
j=1
Bjy
k+1
j − c‖2
)
︸ ︷︷ ︸
Lρ(xk+1,y
k+1
[m]
,zk)
−1
η
‖xk − xk+1‖2G −
ρ
2
‖Axk −Axk+1‖2
≤ Lρ(xk, yk+1[m] , zk)− Lρ(xk+1, yk+1[m] , zk)− (
σmin(G)
η
+
ρσAmin
2
− L
2
)‖xk+1 − xk‖2 + (xk − xk+1)T (vk −∇f(xk))
≤ Lρ(xk, yk+1[m] , zk)− Lρ(xk+1, yk+1[m] , zk)− (
σmin(G)
η
+
ρσAmin
2
− L)‖xk+1 − xk‖2 + 1
2L
‖vk −∇f(xk)‖2
≤ Lρ(xk, yk+1[m] , zk)− Lρ(xk+1, yk+1[m] , zk)− (
σmin(G)
η
+
ρσAmin
2
− L)‖xk+1 − xk‖2 + L
2b
k−1∑
i=(nk−1)q
E‖xi+1 − xi‖2,
where the second equality follows by applying the equality (a − b)T b = 12 (‖a‖2 − ‖b‖2 − ‖a − b‖2) over the term
(Axk − Axk+1)T (Axk+1 +
∑m
j=1Bjy
k+1
j − c); the third inequality follows by the inequality aT b ≤ 12L‖a‖2 + L2 ‖b‖2,
and the forth inequality holds by the inequality (14). It follows that
Lρ(xk+1, yk+1[m] , zk) ≤ Lρ(xk, yk+1[m] , zk)− (
σmin(G)
η
+
ρσAmin
2
− L)‖xk+1 − xk‖2 + L
2b
k−1∑
i=(nk−1)q
E‖xi+1 − xi‖2.
(29)
Using the step 10 in Algorithm 3, we have
Lρ(xk+1, yk+1[m] , zk+1)− Lρ(xk+1, yk+1[m] , zk) =
1
ρ
‖zk+1 − zk‖2
≤ 18L
2
σAminbρ
k−1∑
i=(nk−1)q
E‖xi+1 − xi‖2 + ( 9L
2
σAminρ
+
3σ2max(G)
σAminη
2ρ
)‖xk − xk−1‖2
+
3σ2max(G)
σAminη
2ρ
‖xk+1 − xk‖2, (30)
where the above inequality holds by Lemma 6.
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Combining (26), (29) and (30), we have
Lρ(xk+1, yk+1[m] , zk+1) ≤ Lρ(xk, yk[m], zk)− σHmin
m∑
j=1
‖ykj − yk+1j ‖2 − (
σmin(G)
η
+
ρσAmin
2
− L− 3σ
2
max(G)
σAminη
2ρ
)‖xk+1 − xk‖2
+ (
L
2b
+
18L2
σAminbρ
)
k−1∑
i=(nk−1)q
E‖xi+1 − xi‖2 + ( 9L
2
σAminρ
+
3σ2max(G)
σAminη
2ρ
)‖xk − xk−1‖2. (31)
Next, we define a Lyapunov function Rk:
Rk = Lρ(xk, yk[m], zk) + (
9L2
σAminρ
+
3κAσ
2
max(G)
σAminη
2ρ
)‖xk − xk−1‖2 + 2κAL
2
σAminρb
k−1∑
i=(nk−1)q
E‖xi+1 − xi‖2. (32)
Since
k∑
i=(nk−1)q
E‖xi+1 − xi‖2 =
k−1∑
i=(nk−1)q
E‖xi+1 − xi‖2 + ‖xk+1 − xk‖2,
and κA ≥ 1, the inequality (31) can be rewrite as follows:
Rk+1 ≤ Rk − (σmin(G)
η
+
ρσAmin
2
− L− 6κAσ
2
max(G)
σAminη
2ρ
− 9L
2
σAminρ
− 2κAL
2
σAminρb
)‖xk+1 − xk‖2
− σHmin
m∑
j=1
‖ykj − yk+1j ‖2 + (
L
2b
+
18L2
σAminbρ
)
k−1∑
i=(nk−1)q
E‖xi+1 − xi‖2. (33)
Then telescoping equality (33) over k from (nk−1)q to k where k ≤ nkq−1 and let nj = nk for (nk−1)q ≤ j ≤ nkq−1,
we have
E[Rk+1] ≤ E[R(nk−1)q]− (
σmin(G)
η
+
ρσAmin
2
− L− 6κAσ
2
max(G)
σAminη
2ρ
− 9L
2
σAminρ
− 2κAL
2
σAminρb
)
k∑
j=(nk−1)q
‖xj+1 − xj‖2
− σHmin
k∑
i=(nk−1)q
m∑
j=1
‖yij − yi+1j ‖2 + (
L
2b
+
18L2
σAminbρ
)
k∑
j=(nk−1)q
k−1∑
i=(nk−1)q
E‖xi+1 − xi‖2
≤ E[R(nk−1)q]− (
σmin(G)
η
+
ρσAmin
2
− L− 6κAσ
2
max(G)
σAminη
2ρ
− 9L
2
σAminρ
− 2κAL
2
σAminρb
)
k∑
i=(nk−1)q
‖xi+1 − xi‖2
− σHmin
k−1∑
i=(nk−1)q
m∑
j=1
‖yij − yi+1j ‖2 + (
Lq
2b
+
18L2q
σAminbρ
)
k∑
i=(nk−1)q
E‖xi+1 − xi‖2
= E[R(nk−1)q]− (
σmin(G)
η
+
ρσAmin
2
− L− 6κAσ
2
max(G)
σAminη
2ρ
− 9L
2
σAminρ
− 2κAL
2
σAminρb
− Lq
2b
− 18L
2q
σAminbρ
)
k∑
i=(nk−1)q
‖xi+1 − xi‖2
− σHmin
k−1∑
i=(nk−1)q
m∑
j=1
‖yij − yi+1j ‖2, (34)
where the second inequality holds by the fact that
k∑
j=(nk−1)q
k−1∑
i=(nk−1)q
E‖xi+1 − xi‖2 ≤
k∑
j=(nk−1)q
k∑
i=(nk−1)q
E‖xi+1 − xi‖2 ≤ q
k∑
i=(nk−1)q
E‖xi+1 − xi‖2.
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Since b = q, we have
χ =
σmin(G)
η
+
ρσAmin
2
− L− 6σ
2
max(G)
σAminη
2ρ
− 9L
2
σAminρ
− 2κAL
2
σAminρb
− Lq
2b
− 18L
2q
σAminbρ
=
σmin(G)
η
− 3L
2︸ ︷︷ ︸
L1
+
ρσAmin
2
− 6σ
2
max(G)
σAminη
2ρ
− 27L
2
σAminρ
− 2κAL
2
σAminρb︸ ︷︷ ︸
L2
. (35)
Given 0 < η ≤ 2σmin(G)3L , we have L1 ≥ 0. Further, let η = 2ασmin(G)3L (0 < α ≤ 1) and ρ =
√
170κAκGL
σAminα
, we have
L2 =
ρσAmin
2
− 6σ
2
max(G)
σAminη
2ρ
− 27L
2
σAminρ
− 2κAL
2
σAminρb
=
ρσAmin
2
− 27L
2κ2G
2σAminρα
2
− 27L
2
σAminρ
− 2κAL
2
σAminρb
≥ ρσ
A
min
2
− 27L
2κ2GκA
2σAminρα
2
− 27L
2κ2GκA
σAminρα
2
− 2κ
2
GκAL
2
σAminρα
2
≥ ρσ
A
min
4
+
ρσAmin
4
− 85L
2κ2GκA
2σAminρα
2︸ ︷︷ ︸
≥0
≥
√
170κAκGL
4α
, (36)
where the first inequality holds by κG =≥ 1 and b ≥ 1 ≥ α2 and the third equality holds by ρ =
√
170κAκGL
σAminα
. Thus, we
obtain χ ≥
√
170κAκGL
4α .
Next, using (18), we have
zk+1 = (A
T )+(vk +
G
η
(xk+1 − xk)), (37)
where (AT )+ is the pseudoinverse of AT . Due to that A is full row rank, we have (AT )+ = (AAT )−1A. It follows that
σmax((A
T )+)T (AT )+) ≤ σAmax
(σAmin)
2 =
κA
σAmin
.
Then we have
Lρ(xk+1, yk+1[m] , zk+1) = f(xk+1) +
m∑
j=1
gj(y
k+1
j )− zTk+1(Axk+1 +
m∑
j=1
Bjy
k+1
j − c) +
ρ
2
‖Axk+1 +
m∑
j=1
Bjy
k+1
j − c‖2
= f(xk+1) +
m∑
j=1
gj(y
k+1
j )− 〈(AT )+(vk +
G
η
(xk+1 − xk)), Axk+1 +
m∑
j=1
Bjy
k+1
j − c〉+
ρ
2
‖Axk+1 +
m∑
j=1
Bjy
k+1
j − c‖2
= f(xk+1) +
m∑
j=1
gj(y
k+1
j )− 〈(AT )+(vk −∇f(xk) +∇f(xk) +
G
η
(xk+1 − xk)), Axk+1 +
m∑
j=1
Bjy
k+1
j − c〉
+
ρ
2
‖Axk+1 +
m∑
j=1
Bjy
k+1
j − c‖2
≥ f(xk+1) +
m∑
j=1
gj(y
k+1
j )−
2κA
σAminρ
‖vk −∇f(xk)‖2 − 2κA
σAminρ
‖∇f(xk)‖2 − 2κAσ
2
max(G)
σAminη
2ρ
‖xk+1 − xk‖2
+
ρ
8
‖Axk+1 +
m∑
j=1
Bjy
k+1
j − c‖2
≥ f(xk+1) +
m∑
j=1
gj(y
k+1
j )−
2κAL
2
σAminbρ
k−1∑
i=(nk−1)q
E‖xi+1 − xi‖2 − 2κAδ
2
σAminρ
− 2κAσ
2
max(G)
σAminη
2ρ
‖xk+1 − xk‖2 (38)
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where the first inequality is obtained by applying 〈a, b〉 ≤ 12β ‖a‖2 + β2 ‖b‖2 to the terms 〈(AT )+(vk −∇f(xk)), Axk+1 +
Byk+1[m] − c〉, 〈(AT )+vk, Axk+1 +Byk+1[m] − c〉 and 〈(AT )+Gη (xk+1−xk), Axk+1 +Byk+1[m] − c〉 with β = ρ4 , respectively.
The second inequality follows by the inequality (14) and Assumption 3. Therefore, we have, for k = 0, 1, 2, · · ·
Rk+1 ≥ f∗ +
m∑
j=1
g∗j −
2κAδ
2
σAminρ
. (39)
It follows that the function Rk is bounded from below. Let R∗ denotes a low bound of function Rk.
Further, telescoping equality (34) over k from 0 to K, we have
E[RK ]− E[R0] = (E[Rq]− E[R0]) + (E[R2q]− E[Rq]) + · · ·+ (E[RK ]− E[R(nk−1)q])
≤ −
q−1∑
i=0
(χ‖xi+1 − xi‖2 + σHmin
m∑
j=1
‖ykj − yk+1j ‖2)−
2q−1∑
i=q
(χ‖xi+1 − xi‖2 + σHmin
m∑
j=1
‖ykj − yk+1j ‖2)
− · · · −
K−1∑
i=(nk−1)q
(χ‖xi+1 − xi‖2 + σHmin
m∑
j=1
‖ykj − yk+1j ‖2)
= −
K−1∑
i=0
(χ‖xi+1 − xi‖2 + σHmin
m∑
j=1
‖ykj − yk+1j ‖2). (40)
Finally, we obtain
1
K
K−1∑
i=0
(‖xi+1 − xi‖2 +
m∑
j=1
‖yij − yi+1j ‖2) ≤
E[R0]−R∗
Kγ
, (41)
where γ = min(χ, σHmin) with χ ≥
√
170κAκGL
4α .
Theorem 5. Suppose the sequence {xk, yk[m], zk)Kk=1 is generated from Algorithm 3, and let b = q, η = 2ασmin(G)3L (0 <
α ≤ 1), ρ =
√
170κAκGL
σAminα
, and
ν1 = m
(
ρ2σBmaxσ
A
max + ρ
2(σBmax)
2 + σ2max(H)
)
, ν2 = 3(L
2 +
σ2max(G)
η2
), ν3 =
18L2
σAminρ
2
+
3σ2max(G)
σAminη
2ρ2
, (42)
then we have
1
K
K∑
k=1
E
[
dist(0, ∂L(xk, yk[m], zk))
2
] ≤ νmax
K
K−1∑
k=1
θk ≤ 3νmax(R0 −R
∗)
Kγ
, (43)
where γ ≥
√
170κAκGL
4α , νmax = max{ν1, ν2, ν3} and R∗ is a lower bound of the function Rk. It implies that the number of
iteration K satisfies
K =
3νmax(R0 −R∗)
γ
then (xk∗ , yk∗ , zk∗) is an -approximate stationary point of (1), where k∗ = arg mink θk.
Proof. First, we define a useful variable θk = ‖xk+1−xk‖2+‖xk−xk−1‖2+ 1q
∑k
i=(nk−1)q ‖xi+1−xi‖2+
∑m
j=1 ‖ykj −
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yk+1j ‖2. Next, by the optimal condition of the step 9 in Algorithm 3, we have, for all i ∈ [m]
E
[
dist(0, ∂yjL(x, y[m], z))
2
]
k+1
= E
[
dist(0, ∂gj(yk+1j )−BTj zk+1)2
]
= ‖BTj zk − ρBTj (Axk +
j∑
i=1
Biy
k+1
i +
m∑
i=j+1
Biy
k
i − c)−Hj(yk+1j − ykj )−BTj zk+1‖2
= ‖ρBTj A(xk+1 − xk) + ρBTj
m∑
i=j+1
Bi(y
k+1
i − yki )−Hj(yk+1j − ykj )‖2
≤ mρ2σBjmaxσAmax‖xk+1 − xk‖2 +mρ2σBjmax
m∑
i=j+1
σBimax‖yk+1i − yki ‖2 +mσ2max(Hj)‖yk+1j − ykj ‖2
≤ m(ρ2σBmaxσAmax + ρ2(σBmax)2 + σ2max(H))θk, (44)
where the first inequality follows by the inequality ‖ 1n
∑n
i=1 zi‖2 ≤ 1n
∑n
i=1 ‖zi‖2.
By the step 10 of Algorithm 3, we have
E
[
dist(0,∇xL(x, y[m], z))2
]
k+1
= E‖AT zk+1 −∇f(xk+1)‖2
= E‖vk −∇f(xk+1)− G
η
(xk − xk+1)‖2
= E‖vk −∇f(xk) +∇f(xk)−∇f(xk+1)− G
η
(xk − xk+1)‖2
≤
k−1∑
i=(nk−1)q
3L2
b
E‖xi+1 − xi‖2 + 3(L2 + σ
2
max(G)
η2
)‖xk − xk+1‖2
≤ 2(L2 + σ
2
max(G)
η2
)θk, (45)
where the second inequality holds by b = q.
By the step 11 of Algorithm 3, we have
E
[
dist(0,∇zL(x, y[m], z))2
]
k+1
= E‖Axk+1 +
m∑
j=1
Bjy
k+1
j − c‖2
=
1
ρ2
E‖zk+1 − zk‖2
≤ 18L
2
σAminbρ
2
k−1∑
i=(nk−1)q
E‖xi+1 − xi‖2 + ( 9L
2
σAminρ
2
+
3σ2max(G)
σAminη
2ρ2
)‖xk − xk−1‖2
+
3σ2max(G)
σAminη
2ρ2
‖xk+1 − xk‖2
≤ ( 18L2
σAminρ
2
+
3σ2max(G)
σAminη
2ρ2
)
θk, (46)
where the second inequality holds by b = q.
By (41), we have
1
K
K−1∑
i=0
(‖xi+1 − xi‖2 +
m∑
j=1
‖yij − yi+1j ‖2) ≤
E[R0]−R∗
Kγ
, (47)
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where γ = min(χ, σHmin) with χ ≥
√
170κAκGL
4α . Since
K−1∑
k=0
k∑
i=(nk−1)q
‖xi+1 − xi‖2 ≤ q
K−1∑
k=0
‖xk+1 − xk‖2 (48)
we have
1
K
K∑
k=1
E
[
dist(0, ∂L(xk, yk[m], zk))
2
] ≤ νmax
K
K−1∑
k=1
θk ≤ 3νmax(R0 −R
∗)
Kγ
, (49)
where γ ≥
√
170κAκGL
4α , νmax = max{ν1, ν2, ν3} with
ν1 = m
(
ρ2σBmaxσ
A
max + ρ
2(σBmax)
2 + σ2max(H)
)
, ν2 = 3(L
2 +
σ2max(G)
η2
), ν3 =
18L2
σAminρ
2
+
3σ2max(G)
σAminη
2ρ2
. (50)
Given η = 2ασmin(G)3L (0 < α ≤ 1) and ρ =
√
170κAκGL
σAminα
, since m is relatively small, it easy verifies that νmax = O(1) and
γ = O(1), which are independent on n and K. Thus, we obtain
1
K
K∑
k=1
E
[
dist(0, ∂L(xk, yk[m], zk))
2
] ≤ O( 1
K
). (51)
A.2. Convergence Analysis of the Online SPIDER-ADMM
In this subsection, we conduct convergence analysis of the online SPIDER-ADMM. First, we give some useful lemmas.
Lemma 8. Under Assumption 1 and given the sequence {xk, yk[m], , zk}Kk=1 from Algorithm 4, it holds that
E‖zk+1 − zk‖2 ≤ 18L
2
σAminb2
k−1∑
i=(nk−1)q
E‖xi+1 − xi‖2 + 18σ
2
σAminb1
+ (
9L2
σAmin
+
3σ2max(G)
σAminη
2
)‖xk − xk−1‖2
+
3σ2max(G)
σAminη
2
‖xk+1 − xk‖2. (52)
Because the proof of the above lemma is the same to the proof of Lemma 6, so we omit this proof.
Lemma 9. Suppose the sequence {xk, yk[m], , zk}Kk=1 is generated from Algorithm 4, and define a Lyapunov function Φk as
follows:
Φk = Lρ(xk, yk[m], zk) + (
9L2
σAminρ
+
3κAσ
2
max(G)
σAminη
2ρ
)‖xk − xk−1‖2 + 2κAL
2
σAminρb
k−1∑
i=(nk−1)q
E‖xi+1 − xi‖2. (53)
Let b2 = q, η =
2ασmin(G)
3L (0 < α ≤ 1) and ρ =
√
170κAκGL
σAminα
, then we have
1
K
K−1∑
i=0
(‖xi+1 − xi‖2 +
m∑
j=1
‖yij − yi+1j ‖2) ≤
E[Φ0]− Φ∗
Kγ
+
δ2
2b1Lγ
+
18δ2
σAminb1ργ
, (54)
where γ = min(χ, σHmin), χ ≥
√
170κAκGL
4α and Φ
∗ is a lower bound of the function Φk.
Proof. This proof is the same as the proof of Lemma 7.
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By the optimal condition of step 9 in Algorithm 4, we have, for j ∈ [m]
0 = (ykj − yk+1j )T
(
∂gj(y
k+1
j )−BT zk + ρBT (Axk +
j∑
i=1
Biy
k+1
i +
m∑
i=j+1
Biy
k
i − c) +Hj(yk+1j − ykj )
)
≤ gj(ykj )− gj(yk+1j )− (zk)T (Bjykj −Bjyk+1j ) + ρ(Bykj −Byk+1j )T (Axk +
j∑
i=1
Biy
k+1
i +
m∑
i=j+1
Biy
k
i − c)− ‖yk+1j − ykj ‖2Hj
= gj(y
k
j )− gj(yk+1j )− (zk)T (Axk +
j−1∑
i=1
Biy
k+1
i +
m∑
i=j
Biy
k
i − c) + (zk)T (Axk +
j∑
i=1
Biy
k+1
i +
m∑
i=j+1
Biy
k
i − c)
+
ρ
2
‖Axk +
j−1∑
i=1
Biy
k+1
i +
m∑
i=j
Biy
k
i − c‖2 −
ρ
2
‖Axk +
j∑
i=1
Biy
k+1
i +
m∑
i=j+1
Biy
k
i − c‖2 −
ρ
2
‖Bjykj −Bjyk+1j ‖2
− ‖yk+1j − ykj ‖2Hj
≤ f(xk) + gj(ykj )− (zk)T (Axk +
j−1∑
i=1
Biy
k+1
i +
m∑
i=j
Biy
k
i − c) +
ρ
2
‖Axk +
j−1∑
i=1
Biy
k+1
i +
m∑
i=j
Biy
k
i − c‖2︸ ︷︷ ︸
Lρ(xk,yk+1[j−1],yk[j:m],zk)
−‖yk+1j − ykj ‖2Hj
− (f(xk) + gj(yk+1j )− (zk)T (Axk +
j∑
i=1
Biy
k+1
i +
m∑
i=j+1
Biy
k
i − c) +
ρ
2
‖Axk +
j∑
i=1
Biy
k+1
i +
m∑
i=j+1
Biy
k
i − c‖2︸ ︷︷ ︸
Lρ(xk,yk+1[j] ,yk[j+1:m],zk)
≤ Lρ(xk, yk+1[j−1], yk[j:m], zk)− Lρ(xk, yk+1[j] , yk[j+1:m], zk)− σmin(Hj)‖ykj − yk+1j ‖2, (55)
where the first inequality holds by the convexity of function gj(y), and the second equality follows by applying the equality
(a− b)T b = 12 (‖a‖2−‖b‖2−‖a− b‖2) on the term (Bykj −Byk+1j )T (Axk +
∑j
i=1Biy
k+1
i +
∑m
i=j+1Biy
k
i − c). Thus,
we have, for all j ∈ [m]
Lρ(xk, yk+1[j−1], yk[j:m], zk) ≤ Lρ(xk, yk+1[j] , yk[j+1:m], zk)− σmin(Hj)‖ykj − yk+1j ‖2. (56)
Telescoping inequality (56) over j from 1 to m, we obtain
Lρ(xk, yk+1[m] , zk) ≤ Lρ(xk, yk[m], zk)− σHmin
m∑
j=1
‖ykj − yk+1j ‖2. (57)
Using Assumption 1, we have
0 ≤ f(xk)− f(xk+1) +∇f(xk)T (xk+1 − xk) + L
2
‖xk+1 − xk‖2. (58)
Using the optimal condition of step 10 in Algorithm 4, we have
0 = (xk − xk+1)T
(
vk −AT zk + ρAT (Axk+1 +
m∑
j=1
Bjy
k+1
j − c) +
G
η
(xk+1 − xk)
)
. (59)
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Combining (58) and (59), we have
0 ≤ f(xk)− f(xk+1) +∇f(xk)T (xk+1 − xk) + L
2
‖xk+1 − xk‖2
+ (xk − xk+1)T
(
vk −AT zk + ρAT (Axk+1 +
m∑
j=1
Bjy
k+1
j − c) +
G
η
(xk+1 − xk)
)
= f(xk)− f(xk+1) + L
2
‖xk − xk+1‖2 − 1
η
‖xk − xk+1‖2G + (xk − xk+1)T (vk −∇f(xk))
− (zk)T (Axk −Axk+1) + ρ(Axk −Axk+1)T (Axk+1 +
m∑
j=1
Bjy
k+1
j − c)
= f(xk)− f(xk+1) + L
2
‖xk − xk+1‖2 − 1
η
‖xk − xk+1‖2G + (xk − xk+1)T
(
vk −∇f(xk)
)− (zk)T (Axk + m∑
j=1
Bjy
k+1
j − c)
+ (zk)
T (Axk+1 +
m∑
j=1
Bjy
k+1
j − c) +
ρ
2
(‖Axk + m∑
j=1
Bjy
k+1
j − c‖2 − ‖Axk+1 +
m∑
j=1
Bjy
k+1
j − c‖2 − ‖Axk −Axk+1‖2
)
= f(xk)− zTk (Axk +
m∑
j=1
Bjy
k+1
j − c) +
ρ
2
‖Axk +
m∑
j=1
Bjy
k+1
j − c‖2︸ ︷︷ ︸
Lρ(xk,y
k+1
[m]
,zk)
+
L
2
‖xk − xk+1‖2 + (xk − xk+1)T
(
vk −∇f(xk)
)
− (f(xk+1)− zTk (Axk+1 + m∑
j=1
Bjy
k+1
j − c) +
ρ
2
‖Axk+1 +
m∑
j=1
Bjy
k+1
j − c‖2
)
︸ ︷︷ ︸
Lρ(xk+1,y
k+1
[m]
,zk)
−1
η
‖xk − xk+1‖2G −
ρ
2
‖Axk −Axk+1‖2
≤ Lρ(xk, yk+1[m] , zk)− Lρ(xk+1, yk+1[m] , zk)− (
σmin(G)
η
+
ρσAmin
2
− L
2
)‖xk+1 − xk‖2 + (xk − xk+1)T (vk −∇f(xk))
≤ Lρ(xk, yk+1[m] , zk)− Lρ(xk+1, yk+1[m] , zk)− (
σmin(G)
η
+
ρσAmin
2
− L)‖xk+1 − xk‖2 + 1
2L
‖vk −∇f(xk)‖2
≤ Lρ(xk, yk+1[m] , zk)− Lρ(xk+1, yk+1[m] , zk)− (
σmin(G)
η
+
ρσAmin
2
− L)‖xk+1 − xk‖2 + L
2b2
k−1∑
i=(nk−1)q
E‖xi+1 − xi‖2 + σ
2
2b1L
,
where the second equality follows by applying the equality (a − b)T b = 12 (‖a‖2 − ‖b‖2 − ‖a − b‖2) over the term
(Axk − Axk+1)T (Axk+1 +
∑m
j=1Bjy
k+1
j − c); the third inequality follows by the inequality aT b ≤ 12L‖a‖2 + L2 ‖b‖2,
and the forth inequality holds by the inequality (15). It follows that
Lρ(xk+1, yk+1[m] , zk) ≤Lρ(xk, yk+1[m] , zk)− (
σmin(G)
η
+
ρσAmin
2
− L)‖xk+1 − xk‖2
+
L
2b2
k−1∑
i=(nk−1)q
E‖xi+1 − xi‖2 + σ
2
2b1L
. (60)
Using the step 11 in Algorithm 4, we have
Lρ(xk+1, yk+1[m] , zk+1)− Lρ(xk+1, yk+1[m] , zk) =
1
ρ
‖zk+1 − zk‖2
≤ 18L
2
σAminb2ρ
k−1∑
i=(nk−1)q
E‖xi+1 − xi‖2 + ( 9L
2
σAminρ
+
3σ2max(G)
σAminη
2ρ
)‖xk − xk−1‖2
+
3σ2max(G)
σAminη
2ρ
‖xk+1 − xk‖2 + 18σ
2
σAminb1ρ
, (61)
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where the above inequality holds by Lemma 6.
Combining (57), (60) and (61), we have
Lρ(xk+1, yk+1[m] , zk+1) ≤ Lρ(xk, yk[m], zk)− σHmin
m∑
j=1
‖ykj − yk+1j ‖2 − (
σmin(G)
η
+
ρσAmin
2
− L− 3σ
2
max(G)
σAminη
2ρ
)‖xk+1 − xk‖2
+ (
L
2b2
+
18L2
σAminb2ρ
)
k−1∑
i=(nk−1)q
E‖xi+1 − xi‖2 + ( 9L
2
σAminρ
+
3σ2max(G)
σAminη
2ρ
)‖xk − xk−1‖2
+
σ2
2b1L
+
18σ2
σAminb1ρ
. (62)
Next, we define a Lyapunov function Rk:
Φk = Lρ(xk, yk[m], zk) + (
9L2
σAminρ
+
3κAσ
2
max(G)
σAminη
2ρ
)‖xk − xk−1‖2 + 2κAL
2
σAminρb2
k−1∑
i=(nk−1)q
E‖xi+1 − xi‖2, (63)
where κA =
σAmax
σAmin
≥ 1. Since
k∑
i=(nk−1)q
E‖xi+1 − xi‖2 =
k−1∑
i=(nk−1)q
E‖xi+1 − xi‖2 + ‖xk+1 − xk‖2,
the inequality (62) can be rewrite as follows:
Φk+1 ≤ Φk − σHmin
m∑
j=1
‖ykj − yk+1j ‖2 − (
σmin(G)
η
+
ρσAmin
2
− L− 6κAσ
2
max(G)
σAminη
2ρ
− 9L
2
σAminρ
− 2κAL
2
σAminρb2
)‖xk+1 − xk‖2
+ (
L
2b2
+
18L2
σAminb2ρ
)
k−1∑
i=(nk−1)q
E‖xi+1 − xi‖2 + δ
2
2b1L
+
18δ2
σAminb1ρ
. (64)
Then telescoping equality (64) over k from (nk−1)q to k where k ≤ nkq−1 and let nj = nk for (nk−1)q ≤ j ≤ nkq−1,
we have
E[Φk+1] ≤ E[Φ(nk−1)q]− (
σmin(G)
η
+
ρσAmin
2
− L− 6κAσ
2
max(G)
σAminη
2ρ
− 9L
2
σAminρ
− 2κAL
2
σAminρb2
)
k∑
j=(nk−1)q
‖xj+1 − xj‖2
− σHmin
k∑
i=(nk−1)q
m∑
j=1
‖yij − yi+1j ‖2 + (
L
2b2
+
18L2
σAminb2ρ
)
k∑
j=(nk−1)q
k−1∑
i=(nk−1)q
E‖xi+1 − xi‖2 + δ
2
2b1L
+
18δ2
σAminb1ρ
≤ E[Φ(nk−1)q]− (
σmin(G)
η
+
ρσAmin
2
− L− 6κAσ
2
max(G)
σAminη
2ρ
− 9L
2
σAminρ
− 2κAL
2
σAminρb2
)
k∑
i=(nk−1)q
‖xi+1 − xi‖2
− σHmin
k∑
i=(nk−1)q
m∑
j=1
‖yij − yi+1j ‖2 + (
Lq
2b2
+
18L2q
σAminb2ρ
)
k∑
i=(nk−1)q
E‖xi+1 − xi‖2 + δ
2
2b1L
+
18δ2
σAminb1ρ
= E[Φ(nk−1)q]− (
σmin(G)
η
+
ρσAmin
2
− L− 6κAσ
2
max(G)
σAminη
2ρ
− 9L
2
σAminρ
− 2κAL
2
σAminρb2
− Lq
2b2
− 18L
2q
σAminb2ρ
)
k∑
i=(nk−1)q
‖xi+1 − xi‖2
− σHmin
k∑
i=(nk−1)q
m∑
j=1
‖yij − yi+1j ‖2 +
δ2
2b1L
+
18δ2
σAminb1ρ
, (65)
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where the second inequality holds by the fact that
k∑
j=(nk−1)q
k−1∑
i=(nk−1)q
E‖xi+1 − xi‖2 ≤
k∑
j=(nk−1)q
k∑
i=(nk−1)q
E‖xi+1 − xi‖2 ≤ q
k∑
i=(nk−1)q
E‖xi+1 − xi‖2.
Since b2 = q, we have
χ =
σmin(G)
η
+
ρσAmin
2
− L− 6κAσ
2
max(G)
σAminη
2ρ
− 9L
2
σAminρ
− 2κAL
2
σAminρb2
− Lq
2b2
− 18L
2q
σAminρb2
=
σmin(G)
η
− 3L
2︸ ︷︷ ︸
L1
+
ρσAmin
2
− 6κAσ
2
max(G)
σAminη
2ρ
− 27L
2
σAminρ
− 2κAL
2
σAminρ︸ ︷︷ ︸
L2
. (66)
Given 0 < η ≤ 2σmin(G)3L , we have L1 ≥ 0. Further, let η = 2ασmin(G)3L (0 < α ≤ 1) and ρ =
√
170κAκGL
σAminα
, we have
L2 =
ρσAmin
2
− 6κAσ
2
max(G)
σAminη
2ρ
− 27L
2
σAminρ
− 2κAL
2
σAminρ
=
ρσAmin
2
− 27κAκ
2
GL
2
2σAminρα
2
− 27L
2
σAminρ
− 2κAL
2
σAminρ
≥ ρσ
A
min
2
− 27κAκ
2
GL
2
2σAminρα
2
− 27κAκ
2
GL
2
σAminρα
2
− 2κAκ
2
GL
2
σAminρα
2
=
ρσAmin
4
+
ρσAmin
4
− 85κAκ
2
GL
2
2σAminρα
2︸ ︷︷ ︸
≥0
≥
√
170κAκGL
4α
, (67)
where the first inequality follows by κG ≥ 1, κA ≥ 1 and 0 < α ≤ 1; and the third equality holds by ρ =
√
170κAκGL
σAminα
. It
follows that χ ≥
√
170κAκGL
4α .
Using (18), we have
zk+1 = (A
T )+(vk +
G
η
(xk+1 − xk)), (68)
where (AT )+ is the pseudoinverse of AT . Due to that A is full row rank, we have (AT )+ = (AAT )−1A. It follows that
σmax((A
T )+)T (AT )+) ≤ σAmax
(σAmin)
2 =
κA
σAmin
.
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Then we have
Lρ(xk+1, yk+1[m] , zk+1) = f(xk+1) +
m∑
j=1
gj(y
k+1
j )− zTk+1(Axk+1 +
m∑
j=1
Bjy
k+1
j − c) +
ρ
2
‖Axk+1 +
m∑
j=1
Bjy
k+1
j − c‖2
= f(xk+1) +
m∑
j=1
gj(y
k+1
j )− 〈(AT )+(vk +
G
η
(xk+1 − xk)), Axk+1 +
m∑
j=1
Bjy
k+1
j − c〉
+
ρ
2
‖Axk+1 +
m∑
j=1
Bjy
k+1
j − c‖2
= f(xk+1) +
m∑
j=1
gj(y
k+1
j )− 〈(AT )+(vk −∇f(xk) +∇f(xk) +
G
η
(xk+1 − xk)), Axk+1 +
m∑
j=1
Bjy
k+1
j − c〉
+
ρ
2
‖Axk+1 +
m∑
j=1
Bjy
k+1
j − c‖2
≥ f(xk+1) +
m∑
j=1
gj(y
k+1
j )−
2κA
σAminρ
‖vk −∇f(xk)‖2 − 2κA
σAminρ
‖∇f(xk)‖2 − 2κAσ
2
max(G)
σAminη
2ρ
‖xk+1 − xk‖2
+
ρ
8
‖Axk+1 +
m∑
j=1
Bjy
k+1
j − c‖2
≥ f(xk+1) +
m∑
j=1
gj(y
k+1
j )−
2κAL
2
σAminb2ρ
k−1∑
i=(nk−1)q
E‖xi+1 − xi‖2 − 4κAδ
2
σAminb1ρ
− 2κAδ
2
σAminρ
− 2κAσ
2
max(G)
σAminη
2ρ
‖xk+1 − xk‖2 (69)
where the first inequality is obtained by applying 〈a, b〉 ≤ 12β ‖a‖2 + β2 ‖b‖2 to the terms 〈(AT )+(vk −∇f(xk)), Axk+1 +∑m
j=1Bjy
k+1
j − c〉, 〈(AT )+vk, Axk+1 +
∑m
j=1Bjy
k+1
j − c〉 and 〈(AT )+Gη (xk+1 − xk), Axk+1 +
∑m
j=1Bjy
k+1
j − c〉
with β = ρ4 , respectively. The second inequality follows by the inequality (15) and Assumption 3. Therefore, we have, for
k = 0, 1, 2, · · ·
Φk+1 ≥ f∗ +
m∑
j=1
g∗j −
2(2 + b1)κAδ
2
σAminρb1
. (70)
It follows that the function Φk is bounded from below. Let Φ∗ denotes a low bound of function Φk.
Further, telescoping equality (65) over k from 0 to K, we have
E[ΦK ]− E[Φ0] = (E[Φq]− E[Φ0]) + (E[Φ2q]− E[Φq]) + · · ·+ (E[ΦK ]− E[Φ(nk−1)q])
≤ −
q−1∑
i=0
(χ‖xi+1 − xi‖2 + σHmin
m∑
j=1
‖yij − yi+1j ‖2)−
2q−1∑
i=q
(χ‖xi+1 − xi‖2 + σHmin
m∑
j=1
‖yij − yi+1j ‖2)
− · · · −
K−1∑
i=(nk−1)q
(χ‖xi+1 − xi‖2 + σHmin
m∑
j=1
‖yij − yi+1j ‖2) +
Kδ2
2b1L
+
K18δ2
σAminb1ρ
= −
K−1∑
i=0
(χ‖xi+1 − xi‖2 + σHmin
m∑
j=1
‖yij − yi+1j ‖2) +
Kδ2
2b1L
+
K18δ2
σAminb1ρ
. (71)
Thus, the above inequality implies that
1
K
K−1∑
i=0
(‖xi+1 − xi‖2 +
m∑
j=1
‖yij − yi+1j ‖2) ≤
E[Φ0]− Φ∗
Kγ
+
δ2
2b1Lγ
+
18δ2
σAminb1ργ
, (72)
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where γ = min(χ, σHmin) and χ ≥
√
170κAκGL
4α .
Theorem 6. Suppose the sequence {xk, y[m]k, zk)Kk=1 is generated from Algorithm 4, and let b2 = q =
√
b1, η =
2ασmin(G)
3L (0 < α ≤ 1), ρ =
√
170κAκGL
σAminα
, and
ν1 = m
(
ρ2σBmaxσ
A
max + ρ
2(σBmax)
2 + σ2max(H)
)
, ν2 = 3(L
2 +
σ2max(G)
η2
), ν3 =
18L2
σAminρ
2
+
3σ2max(G)
σAminη
2ρ2
, (73)
then we have
1
K
K∑
k=1
E
[
dist(0, ∂L(xk, yk[m], zk))
2
] ≤ νmax
K
K−1∑
k=1
θk ≤ 3νmax(Φ0 − Φ
∗)
Kγ
+
3νmaxδ
2
b1γ
(
1
2L
+
18
σAminρ
), (74)
where γ ≥
√
170κAκGL
4α , νmax = max{ν1, ν2, ν3} and Φ∗ is a lower bound of the function Φk. It implies that K and b1
satisfy
K =
6νmax(Φ0 − Φ∗)
γ
, b1 =
6νmaxδ
2
γ
(
1
2L
+
18α√
170κAκGL
)
then (xk∗ , yk
∗
[m], zk∗) is an -approximate stationary point of (1), where k
∗ = arg mink θk.
Proof. We begin with defining a useful variable θk = ‖xk+1 − xk‖2 + ‖xk − xk−1‖2 + 1q
∑k
i=(nk−1)q ‖xi+1 − xi‖2 +∑m
j=1 ‖ykj − yk+1j ‖2. Next, by the optimal condition of the step 9 in Algorithm 4, we have, for all i ∈ [m]
E
[
dist(0, ∂yjL(x, y[m], z))
2
]
k+1
= E
[
dist(0, ∂gj(yk+1j )−BTj zk+1)2
]
= ‖BTj zk − ρBTj (Axk +
j∑
i=1
Biy
k+1
i +
m∑
i=j+1
Biy
k
i − c)−Hj(yk+1j − ykj )−BTj zk+1‖2
= ‖ρBTj A(xk+1 − xk) + ρBTj
m∑
i=j+1
Bi(y
k+1
i − yki )−Hj(yk+1j − ykj )‖2
≤ mρ2σBjmaxσAmax‖xk+1 − xk‖2 +mρ2σBjmax
m∑
i=j+1
σBimax‖yk+1i − yki ‖2 +mσ2max(Hj)‖yk+1j − ykj ‖2
≤ m(ρ2σBmaxσAmax + ρ2(σBmax)2 + σ2max(H))θk, (75)
where the first inequality follows by the inequality ‖ 1n
∑n
i=1 zi‖2 ≤ 1n
∑n
i=1 ‖zi‖2.
By the step 10 of Algorithm 4, we have
E
[
dist(0,∇xL(x, y[m], z))2
]
k+1
= E‖AT zk+1 −∇f(xk+1)‖2
= E‖vk −∇f(xk+1)− G
η
(xk − xk+1)‖2
= E‖vk −∇f(xk) +∇f(xk)−∇f(xk+1)− G
η
(xk − xk+1)‖2
≤
k−1∑
i=(nk−1)q
3L2
b
E‖xi+1 − xi‖2 + 3(L2 + σ
2
max(G)
η2
)‖xk − xk+1‖2
≤ 3(L2 + σ
2
max(G)
η2
)θk, (76)
where the second inequality holds by b2 = q.
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By the step 11 of Algorithm 4, we have
E
[
dist(0,∇zL(x, y[m], z))2
]
k+1
= E‖Axk+1 +
m∑
j=1
Bjy
k+1
j − c‖2
=
1
ρ2
E‖zk+1 − zk‖2
≤ 18L
2
σAminbρ
2
k−1∑
i=(nk−1)q
E‖xi+1 − xi‖2 + ( 9L
2
σAminρ
2
+
3σ2max(G)
σAminη
2ρ2
)‖xk − xk−1‖2
+
3σ2max(G)
σAminη
2ρ2
‖xk+1 − xk‖2
≤ ( 18L2
σAminρ
2
+
3σ2max(G)
σAminη
2ρ2
)
θk, (77)
where the second inequality holds by b2 = q.
By (78), we have
1
K
K−1∑
i=0
(‖xi+1 − xi‖2 +
m∑
j=1
‖yij − yi+1j ‖2) ≤
E[Φ0]− Φ∗
Kγ
+
δ2
2b1Lγ
+
18δ2
σAminb1ργ
, (78)
where γ = min(χ, σHmin) and χ ≥
√
170κAκGL
4α . Since
K−1∑
k=0
k∑
i=(nk−1)q
‖xi+1 − xi‖2 ≤ q
K−1∑
k=0
‖xk+1 − xk‖2 (79)
we have
1
K
K∑
k=1
E
[
dist(0, ∂L(xk, yk[m], zk))
2
] ≤ νmax
K
K−1∑
k=1
θk ≤ 3νmax(Φ0 − Φ
∗)
Kγ
+
3νmaxδ
2
b1γ
(
1
2L
+
18
σAminρ
), (80)
where γ ≥
√
170κAκGL
4α and νmax = max{ν1, ν2, ν3} with
ν1 = m
(
ρ2σBmaxσ
A
max + ρ
2(σBmax)
2 + σ2max(H)
)
, ν2 = 3(L
2 +
σ2max(G)
η2
), ν3 =
18L2
σAminρ
2
+
3σ2max(G)
σAminη
2ρ2
. (81)
Given η = 2ασmin(G)3L (0 < α ≤ 1) and ρ =
√
170κAκGL
σAminα
, since m is relatively small, it easy verifies that γ = O(1) and
νmax = O(1), which are independent on b1 and K. Thus, we obtain
1
K
K∑
k=1
E
[
dist(0, ∂L(xk, yk[m], zk))
2
] ≤ O( 1
K
) +O(
1
b1
). (82)
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A.3. Theoretical Analysis of the non-convex SVRG-ADMM
In this subsection, we first extend the existing nonconvex SVRG-ADMM (Zheng & Kwok, 2016b; Huang et al., 2016)
to the multi-blocks setting for solving the problem (1), which is summarized in Algorithm 3. Then we afresh study the
convergence analysis of this non-convex SVRG-ADMM.
Algorithm 3 SVRG-ADMM for Nonconvex Optimization
1: Input: M , T , S = [T/M ], ρ > 0 and Hj  0 for all j ∈ [m];
2: Initialize: x10, x˜1 = x10, z10 and y
0,1
j for all j ∈ [m];
3: for s = 1, 2, · · · , S do
4: ∇f(x˜s) = 1n
∑n
i=1∇fi(x˜s);
5: for t = 0, 1, · · · ,M − 1 do
6: Uniformly random pick a mini-batch It (with replacement) from {1, 2, · · · , n} with |It| = b, and compute
vst = ∇fIt(xst )−∇fIt(x˜s) +∇f(x˜s);
7: ys,t+1j = arg minyj Lρ(xst , ys,t+1[j−1] , yj , ys,t[j+1:m], zt) + 12‖yj − ys,tj ‖2Hj for all j ∈ [m];
8: xst+1 = arg minx Lˆρ
(
x, yst+1, z
s
t , v
s
t
)
;
9: zst+1 = z
s
t − ρ(Axst+1 +
∑m
j=1Bjy
s,t+1
j − c);
10: end for
11: x˜s+1 = xs+10 = x
s
M , y
s+1,0
j = y
s,M
j for all j ∈ [m], zs+10 = zsM ;
12: end for
13: Output (in theory): Chosen uniformly random from {(xst , ys,t[m], zst )Mt=1}Ss=1.
14: Output (in practice): {xST , yS,T[m] , zST }.
Lemma 10. Suppose the sequence
{
(xst , y
s,t
[m], z
s
t )
M
t=1
}S
s=1
is generated by Algorithm 3. The following inequality holds
E‖zst+1 − zst ‖2 ≤
9L2
σAminb
(‖xst − x˜s‖2 + ‖xst−1 − x˜s‖2)+ 3σ2max(G)σAminη2 ‖xst+1 − xst‖2
+ (
3σ2max(G)
σAminη
2
+
9L2
σAmin
)‖xst − xst−1‖2. (83)
Proof. Using the optimal condition for the step 8 of Algorithm 3, we have
vst +
1
η
G(xst+1 − xst )−AT zst + ρAT (Axst+1 +
m∑
j=1
Bjy
s,t+1
j − c) = 0, (84)
By the step 10 of Algorithm 3, we have
AT zst+1 = v
s
t +
1
η
G(xst+1 − xst ). (85)
Since
AT (zst+1 − zst ) = vst − vst−1 +
G
η
(xst+1 − xst )−
G
η
(xst − xst−1), (86)
then we have
‖zst+1 − zst ‖2 ≤
1
σAmin
[
3‖vst − vst−1‖2 +
3σ2max(G)
η2
‖xst+1 − xst‖2 +
3σ2max(G)
η2
‖xst − xst−1‖2
]
. (87)
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Next, considering the upper bound of ‖vst − vst−1‖2, we have
‖vst − vst−1‖2 = ‖vst −∇f(xst ) +∇f(xst )−∇f(xst−1) +∇f(xst−1)− vst−1‖2
≤ 3‖vst −∇f(xst )‖2 + 3‖∇f(xst )−∇f(xst−1)‖2 + 3‖∇f(xst−1)− vst−1‖2
≤ 3L
2
b
‖xst − x˜s‖2 +
3L2
b
‖xst−1 − x˜s‖2 + 3L2‖xst − xst−1‖2 (88)
where the second inequality holds by Lemma 3 of (Reddi et al., 2016) and Assumption 1. Finally, combining (87) and (88),
we obtain the above result.
Lemma 11. Suppose the sequence {(xst , ys,t[m], zst )Mt=1}Ss=1 is generated from Algorithm 3, and define a Lyapunov function:
Γst = E
[Lρ(xst , ys,t[m], zst ) + (3σ2max(G)σAminη2ρ + 9L
2
σAminρ
)‖xst − xst−1‖2 +
9L2
σAminρb
‖xst−1 − x˜s‖2 + ct‖xst − x˜s‖2
]
, (89)
where the positive sequence {ct} satisfies, for s = 1, 2, · · · , S
ct =

18L2
σAminρb
+
L
b
+ (1 + β)ct+1, 1 ≤ t ≤M,
0, t ≥M + 1.
Let M = [n
1
3 ], b = [n
2
3 ], η = ασmin(G)5L (0 < α ≤ 1) and ρ = 2
√
231κGL
σAminα
, we have
1
T
S∑
s=1
M−1∑
t=0
(σHmin
m∑
j=1
‖ys,tj − ys,t+1j ‖2 +
L
2b
‖xst − x˜s‖22 + χt‖xst+1 − xst‖2) ≤
Γ10 − Γ∗
T
. (90)
where Γ∗ denotes a low bound of Γst and and χt ≥
√
231κGL
2α > 0.
Proof. By the optimal condition of step 7 in Algorithm 3, we have, for j ∈ [m]
0 = (ys,tj − ys,t+1j )T
(
∂gj(y
s,t+1
j )−BT zst + ρBT (Axst +
j∑
i=1
Biy
s,t+1
i +
m∑
i=j+1
Biy
s,t
i − c) +Hj(ys,t+1j − ys,tj )
)
≤ gj(ys,tj )− gj(ys,t+1j )− (zst )T (Bjys,tj −Bjys,t+1j ) + ρ(Bys,tj −Bys,t+1j )T (Axst +
j∑
i=1
Biy
s,t+1
i +
m∑
i=j+1
Biy
s,t
i − c)
− ‖ys,t+1j − ys,tj ‖2Hj
= gj(y
s,t
j )− gj(ys,t+1j )− (zst )T (Axst +
j−1∑
i=1
Biy
s,t+1
i +
m∑
i=j
Biy
s,t
i − c) + (zst )T (Axst +
j∑
i=1
Biy
s,t+1
i +
m∑
i=j+1
Biy
s,t
i − c)
+
ρ
2
‖Axst +
j−1∑
i=1
Biy
s,t+1
i +
m∑
i=j
Biy
s,t
i − c‖2 −
ρ
2
‖Axst +
j∑
i=1
Biy
s,t+1
i +
m∑
i=j+1
Biy
s,t
i − c‖2 − ‖ys,t+1j − ys,tj ‖2Hj
− ρ
2
‖Bjys,tj −Bjys,t+1j ‖2
≤ f(xst ) + gj(ys,tj )− (zst )T (Axst +
j−1∑
i=1
Biy
s,t+1
i +
m∑
i=j
Biy
s,t
i − c) +
ρ
2
‖Axst +
j−1∑
i=1
Biy
s,t+1
i +
m∑
i=j
Biy
s,t
i − c‖2︸ ︷︷ ︸
Lρ(xst ,ys,t+1[j−1] ,y
s,t
[j:m]
,zst )
−‖ys,t+1j − ys,tj ‖2Hj
− (f(xst ) + gj(ys,t+1j )− (zst )T (Axst +
j∑
i=1
Biy
s,t+1
i +
m∑
i=j+1
Biy
s,t
i − c) +
ρ
2
‖Axst +
j∑
i=1
Biy
s,t+1
i +
m∑
i=j+1
Biy
s,t
i − c‖2︸ ︷︷ ︸
Lρ(xst ,ys,t+1[j] ,y
s,t
[j+1:m]
,zst )
≤ Lρ(xst , ys,t+1[j−1] , ys,t[j:m], zst )− Lρ(xst , ys,t+1[j] , ys,t[j+1:m], zst )− σmin(Hj)‖ys,tj − ys,t+1j ‖2, (91)
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where the first inequality holds by the convexity of function gj(y), and the second equality follows by applying the equality
(a− b)T b = 12 (‖a‖2 − ‖b‖2 − ‖a− b‖2) on the term (Bys,tj −Bys,t+1j )T (Axst +
∑j
i=1Biy
s,t+1
i +
∑m
i=j+1Biy
s,t
i − c).
Thus, we have, for all j ∈ [m]
Lρ(xst , ys,t+1[j−1] , ys,t[j:m], zst ) ≤ Lρ(xst , ys,t+1[j] , ys,t[j+1:m], zst )− σmin(Hj)‖ys,tj − ys,t+1j ‖2. (92)
Telescoping inequality (92) over j from 1 to m, we obtain
Lρ(xst , ys,t+1[m] , zst ) ≤ Lρ(xst , ys,t[m], zst )− σHmin
m∑
j=1
‖ys,tj − ys,t+1j ‖2, (93)
where σHmin = minj∈[m] σmin(Hj).
By Assumption 1, we have
0 ≤ f(xst )− f(xst+1) +∇f(xst )T (xst+1 − xst ) +
L
2
‖xst+1 − xst‖2. (94)
Using optimal condition of the step 8 in Algorithm 3, we have
0 = (xst − xst+1)T
(
vst −AT zst + ρAT (Axst+1 +
m∑
j=1
Bjy
s,t+1
j − c) +
G
η
(xst+1 − xst )
)
. (95)
Combining (94) and (95), we have
0 ≤ f(xst )− f(xst+1) +∇f(xst )T (xst+1 − xst ) +
L
2
‖xst+1 − xst‖2
+ (xst − xst+1)T
(
vst −AT zst + ρAT (Axst+1 +
m∑
j=1
Bjy
s,t+1
j − c) +
G
η
(xst+1 − xst )
)
= f(xst )− f(xst+1) +
L
2
‖xst − xst+1‖2 −
1
η
‖xst − xst+1‖2G + (xst − xst+1)T (vst −∇f(xst ))
− (zst )T (Axst −Axst+1) + ρ(Axst −Axst+1)T (Axst+1 +
m∑
j=1
Bjy
s,t+1
j − c)
(i)
= f(xst )− f(xst+1) +
L
2
‖xst − xst+1‖2 −
1
η
‖xst − xst+1‖2G + (xst − xst+1)T (vst −∇f(xst ))− (zst )T (Axst +
m∑
j=1
Bjy
s,t+1
j − c)
+ (zst )
T (Axst+1 +
m∑
j=1
Bjy
s,t+1
j − c) +
ρ
2
(‖Axst + m∑
j=1
Bjy
s,t+1
j − c‖2 − ‖Axst+1 +
m∑
j=1
Bjy
s,t+1
j − c‖2 − ‖Axst −Axst+1‖2
)
= f(xst )− (zst )T (Axst +
m∑
j=1
Bjy
s,t+1
j − c) +
ρ
2
‖Axst +
m∑
j=1
Bjy
s,t+1
j − c‖2︸ ︷︷ ︸
Lρ(xst ,ys,t+1[m] ,zst )
+
L
2
‖xst − xst+1‖2 + (xst − xst+1)T (vst −∇f(xst ))
− f(xst+1)− (zst )T (Axst+1 +
m∑
j=1
Bjy
s,t+1
j − c) +
ρ
2
‖Axst+1 +
m∑
j=1
Bjy
s,t+1
j − c‖2︸ ︷︷ ︸
Lρ(xst+1,ys,t+1[m] ,zst )
−1
η
‖xst − xst+1‖2G −
ρ
2
‖Axst −Axst+1‖2
≤ Lρ(xst , ys,t+1[m] , zst )− Lρ(xst+1, ys,t+1[m] , zst )− (
σmin(G)
η
+
ρσAmin
2
− L
2
)‖xst − xst+1‖2 + (xst − xst+1)T (vst −∇f(xst ))
(ii)
≤ Lρ(xst , ys,t+1[m] , zst )− Lρ(xst+1, ys,t+1[m] , zst )− (
σmin(G)
η
+
ρσAmin
2
− L)‖xst − xst+1‖2 +
1
2L
‖vst −∇f(xst )‖2
(iii)
≤ Lρ(xst , ys,t+1[m] , zst )− Lρ(xst+1, ys,t+1[m] , zst )− (
σmin(G)
η
+
ρσAmin
2
− L)‖xst − xst+1‖2 +
L
2b
‖xst − x˜s‖2, (96)
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where the equality (i) holds by applying the equality (a − b)T b = 12 (‖a‖2 − ‖b‖2 − ‖a − b‖2) on the term (Axst −
Axst+1)
T (Axst+1 +
∑m
j=1Bjy
s,t+1
j − c), the inequality (ii) holds by the inequality aT b ≤ L2 ‖a‖2 + 12L‖b‖2, and the
inequality (iii) holds by Lemma 3 of (Reddi et al., 2016). Thus, we obtain
Lρ(xst+1, ys,t+1[m] , zst ) ≤Lρ(xst , ys,t+1[m] , zst )− (
σmin(G)
η
+
ρσAmin
2
− L)‖xst − xst+1‖2 +
L
2b
‖xst − x˜s‖2. (97)
By the step 9 in Algorithm 3, we have
Lρ(xst+1, ys,t+1[m] , zst+1)− Lρ(xst+1, ys,t+1[m] , zst ) =
1
ρ
‖zst+1 − zst ‖2
≤ 9L
2
σAminbρ
(‖xst − x˜s‖2 + ‖xst−1 − x˜s‖2)+ 3σ2max(G)σAminη2ρ ‖xst+1 − xst‖2
+ (
3σ2max(G)
σAminη
2ρ
+
9L2
σAminρ
)‖xst − xst−1‖2, (98)
where the first inequality follows by Lemma 10.
Combining (93), (97) and (98), we have
Lρ(xst+1, ys,t+1[m] , zst+1) ≤ Lρ(xst , ys,t[m], zst )− σHmin
m∑
j=1
‖ys,tj − ys,t+1j ‖2 − (
σmin(G)
η
+
ρσAmin
2
− L)‖xst − xst+1‖2
+
L
2b
‖xst − x˜s‖2 +
9L2
σAminbρ
(‖xst − x˜s‖2 + ‖xst−1 − x˜s‖2)+ 3σ2max(G)σAminη2ρ ‖xst+1 − xst‖2
+ (
3σ2max(G)
σAminη
2ρ
+
9L2
σAminρ
)‖xst − xst−1‖2. (99)
Next, we define a Lyapunov function Γst as follows:
Γst = E
[Lρ(xst , ys,t[m], zst ) + (3σ2max(G)σAminη2ρ + 9L
2
σAminρ
)‖xst − xst−1‖2 +
9L2
σAminρb
‖xst−1 − x˜s‖2 + ct‖xst − x˜s‖2
]
. (100)
Considering the upper bound of ‖xst+1 − x˜s‖2, we have
‖xst+1 − xst + xst − x˜s‖2 = ‖xst+1 − xst‖2 + 2(xst+1 − xst )T (xst − x˜s) + ‖xst − x˜s‖2
≤ ‖xst+1 − xst‖2 + 2
( 1
2β
‖xst+1 − xst‖2 +
β
2
‖xst − x˜s‖2
)
+ ‖xst − x˜s‖2
= (1 + 1/β)‖xst+1 − xst‖2 + (1 + β)‖xst − x˜s‖2, (101)
where the above inequality holds by by the Cauchy-Schwarz inequality with β > 0. Combining (100) with (101), then we
obtain
Γst+1 = E
[Lρ(xst+1, ys,t+1[m] , zst+1) + (3σ2max(G)σAminη2ρ + 9L
2
σAminρ
)‖xst+1 − xst‖2 +
9L2
σAminbρ
‖xst − x˜s‖2 + ct+1‖xst+1 − x˜s‖2
]
≤ Lρ(xst , ys,t[m], zst ) + (
3σ2max(G)
σAminη
2ρ
+
9L2
σAminρ
)‖xst − xst−1‖2 +
9L2
σAminρb
‖xst−1 − x˜s‖2 +
( 18L2
σAminρb
+
L
b
+ (1 + β)ct+1
)‖xst − x˜s‖2
− (σmin(G)
η
+
ρσAmin
2
− L− 6σ
2
max(G)
σAminη
2ρ
− 9L
2
σAminρ
− (1 + 1/β)ct+1
)‖xst − xst+1‖2
− σHmin
m∑
j=1
‖ys,tj − ys,t+1j ‖2 −
L
2b
‖xst − x˜s‖2
≤ Γst − χt‖xst − xst+1‖2 − σHmin
m∑
j=1
‖ys,tj − ys,t+1j ‖2 −
L
2b
‖xst − x˜s‖2, (102)
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where ct = 18L
2
σAminρb
+ Lb + (1 + β)ct+1 and χt =
σmin(G)
η +
ρσAmin
2 − L− 6σ
2
max(G)
σAminη
2ρ
− 9L2
σAminρ
− (1 + 1/β)ct+1.
Next, we will prove the relationship between Γs+11 and Γ
s
M . Since x
s+1
0 = x
s
M = x˜
s+1, we have
vs+10 = ∇fI(xs+10 )−∇fI(xs+10 ) +∇f(xs+10 ) = ∇f(xs+10 ) = ∇f(xsM ). (103)
Thus, we obtain
E‖vs+10 − vsM‖2 = E‖∇f(xsM )−∇fI(xsM ) +∇fI(x˜s)−∇f(x˜s)‖2
= ‖∇fI(xsM )−∇fI(x˜s)− EI [∇fI(xsM )−∇fI(x˜s)]‖2
≤ 1
bn
n∑
i=1
E‖∇fi(xsM )−∇fi(x˜s)‖2
≤ L
2
b
‖xsM − x˜s‖2. (104)
By the step 9 of Algorithm 3, we have
‖zs+11 − zsM‖2 ≤
1
σAmin
‖vs+10 − vsM +
G
η
(xs+11 − xs+10 ) +
G
η
(xsM − xsM−1)‖2
=
1
σAmin
‖∇f(xsM )− vsM +
G
η
(xs+11 − xsM ) +
G
η
(xsM − xsM−1)‖2
≤ 1
σAmin
(
3‖∇f(xsM )− vsM‖2 +
3σ2max(G)
η2
‖xs+11 − xsM‖2 +
3σ2max(G)
η2
‖xsM − xsM−1‖2
)
≤ 1
σAmin
(
3‖∇f(xsM )− vsM‖2 +
3σ2max(G)
η2
‖xs+11 − xsM‖2 +
3σ2max(G)
η2
‖xsM − xsM−1‖2
)
≤ 1
σAmin
(3L2
b
‖xsM − x˜s‖22 +
3σ2max(G)
η2
‖xs+11 − xsM‖2 +
3σ2max(G)
η2
‖xsM − xsM−1‖2
)
. (105)
Since xsM = x
s+1
0 , y
s,M
j = y
s+1,0
j for all j ∈ [m] and zsM = zs+10 , by (93), we have
Lρ(xs+10 , ys+1,1[m] , zs+10 ) ≤ Lρ(xsM , ys,M[m] , zsM )− σHmin
m∑
j=1
‖ys,Mj − ys+1,1j ‖2. (106)
By (97), we have
Lρ(xs+11 , ys+1,1[m] , zs+10 ) ≤ Lρ(xs+10 , ys+1,1[m] , zs+10 )− (
σmin(G)
η
+
ρσAmin
2
− L)‖xs+10 − xs+11 ‖2. (107)
By (98), we have
Lρ(xs+11 , ys+1,1[m] , zs+11 ) ≤ Lρ(xs+11 , ys+1,1[m] , zs+10 ) +
1
ρ
‖zs+11 − zs+10 ‖2
≤ Lρ(xs+11 , ys+1,1[m] , zs+10 ) +
1
σAminρ
(3L2
b
‖xsM − x˜s‖22 +
3σ2max(G)
η2
‖xs+11 − xsM‖2
+
3σ2max(G)
η2
‖xsM − xsM−1‖2
)
. (108)
where the second inequality holds by (105).
Combining (106), (107) with (108), we have
Lρ(xs+11 , ys+1,1[m] , zs+11 ) ≤ Lρ(xsM , ys,M[m] , zsM )− σHmin
m∑
j=1
‖ys,Mj − ys+1,1j ‖2 − (
σmin(G)
η
+
ρσAmin
2
− L)‖xs+10 − xs+11 ‖2+
1
σAminρ
(3L2d
b
‖xsM − x˜s‖22 +
3σ2max(G)
η2
‖xs+11 − xsM‖2 +
3σ2max(G)
η2
‖xsM − xsM−1‖2
)
.
(109)
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Therefore, we have
Γs+11 = E
[Lρ(xs+11 , ys+1,1[m] , zs+11 ) + (3σ2max(G)σAminη2ρ + 9L
2
σAminρ
)‖xs+11 − xs+10 ‖2 +
9L2
σAminbρ
‖xs+10 − x˜s+1‖2 + c1‖xs+11 − x˜s+1‖2
]
= Lρ(xs+11 , ys+1,1[m] , zs+11 ) +
(3σ2max(G)
σAminη
2ρ
+
9L2
σAminρ
+ c1
)‖xs+11 − xs+10 ‖2
≤ Lρ(xsM , ys,M[m] , zsM ) + (
3σ2max(G)
σAminη
2ρ
+
9L2
σAminρ
)‖xsM − xsM−1‖2 +
9L2
σAminρb
‖xsM−1 − x˜s‖22 + (
18L2
σAminρb
+
L
b
)‖xsM − x˜s‖22
− σHmin
m∑
j=1
‖ys,Mj − ys+1,1j ‖2 −
(σmin(G)
η
+
ρσAmin
2
− L− 6σ
2
max(G)
σAminη
2ρ
− 9L
2
σAminρ
− c1
)‖xs+11 − xsM‖22
− 9L
2
σAminρ
‖xsM − xsM−1‖22 −
9L2
σAminρb
‖xsM−1 − x˜s‖22 − (
15L2
σAminρb
+
L
b
)‖xsM − x˜s‖22
≤ ΓsM − σHmin
m∑
j=1
‖ys,Mj − ys+1,1j ‖2 −
L
2b
‖xsM − x˜s‖22 −
(σmin(G)
η
+
ρσAmin
2
− L− 6σ
2
max(G)
σAminη
2ρ
− 9L
2
σAminρ
− c1
)‖xs+11 − xsM‖2
= ΓsM − σHmin
m∑
j=1
‖ys,Mj − ys+1,1j ‖2 −
L
2b
‖xsM − x˜s‖22 − χM‖xs+11 − xsM‖2, (110)
where cM = 18L
2
σAminρb
+ Lb , and χM =
σmin(G)
η +
ρσAmin
2 − L− 6σ
2
max(G)
σAminη
2ρ
− 9L2
σAminρ
− c1.
Let cM+1 = 0 and β = 1M , recursing on t, we have
ct+1 = (
18L2
σAminρb
+
L
b
)
(1 + β)M−t − 1
β
=
M
b
(
18L2
σAminρ
+ L)
(
(1 +
1
M
)M−t − 1)
≤ M
b
(
18L2
σAminρ
+ L)(e− 1) ≤ 2M
b
(
18L2
σAminρ
+ L). (111)
where the first inequality holds by (1 + 1M )
M is an increasing function and limM→∞(1 + 1M )
M = e. It follows that, for
t = 1, 2, · · · ,M
χt ≥ σmin(G)
η
+
ρσAmin
2
− L− 6σ
2
max(G)
σAminη
2ρ
− 9L
2
σAminρ
− (1 + 1/β)2M
b
(
18L2
σAminρ
+ L)
=
σmin(G)
η
+
ρσAmin
2
− L− 6σ
2
max(G)
σAminη
2ρ
− 9L
2
σAminρ
− (1 +M)2M
b
(
18L2
σAminρ
+ L)
≥ σmin(G)
η
+
ρσAmin
2
− L− 6σ
2
max(G)
σAminη
2ρ
− 9L
2
σAminρ
− 4M
2
b
(
18L2
σAminρ
+ L)
=
σmin(G)
η
− L− 4M
2L
b︸ ︷︷ ︸
Q1
+
ρσAmin
2
− 6σ
2
max(G)
σAminη
2ρ
− 9L
2
σAminρ
− 72M
2L2
bσAminρ︸ ︷︷ ︸
Q2
. (112)
Let M = [n
1
3 ], b = [n
2
3 ] and 0 < η ≤ σmin(G)5L , we have Q1 ≥ 0. Further, set η = ασmin(G)5L (0 < α ≤ 1) and
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ρ = 2
√
231κGL
σAminα
, we have
Q2 =
ρσAmin
2
− 6σ
2
max(G)
σAminη
2ρ
− 9L
2
σAminρ
− 72M
2L2
bσAminρ
=
ρσAmin
2
− 150κ
2
GL
2
σAminρα
2
− 9L
2
σAminρ
− 72L
2
σAminρ
≥ ρσ
A
min
2
− 150κ
2
GL
2
σAminρα
2
− 9κ
2
GL
2
σAminρα
2
− 72κ
2
GL
2
σAminρα
2
=
ρσAmin
4
+
ρσAmin
4
− 231κ
2
GL
2
σAminρα
2︸ ︷︷ ︸
≥0
≥
√
231κGL
2α
> 0
where κG =
σmax(G)
σmin(G)
≥ 1. Thus, we have χt ≥
√
231κGL
2α > 0 for all t.
Since L2b > 0 and χt > 0, by (102) and (110), the function Γ
s
t is monotone decreasing. Using (100), we have
Γst ≥ E
[Lρ(xst , ys,t[m], zst )]
= f(xst ) +
m∑
j=1
g(ys,tj )− (zst )T (Axst +
m∑
j=1
Bjy
s,t
j − c) +
ρ
2
‖Axst +
m∑
j=1
Bjy
s,t
j − c‖
= f(xst ) +
m∑
j=1
g(ys,tj )−
1
ρ
(zst )
T (zst−1 − zst ) +
1
2ρ
‖zst − zst−1‖2
= f(xst ) +
m∑
j=1
g(ys,tj )−
1
2ρ
‖zst−1‖2 +
1
2ρ
‖zst ‖2 +
1
ρ
‖zst − zst−1‖2
≥ f∗ +
m∑
j=1
g∗j −
1
2ρ
‖zst−1‖2 +
1
2ρ
‖zst ‖2. (113)
Summing the inequality (113) over t = 0, 1 · · · ,M and s = 1, 2, · · · , S, we have
1
T
S∑
s=1
M∑
t=0
Γst ≥ f∗ +
m∑
j=1
g∗j −
1
2ρ
‖z10‖2. (114)
Thus, the function Γst is bounded from below. Set Γ
∗ denotes a low bound of Γst .
Finally, telescoping (102) and (110) over t from 0 to M − 1 and over s from 1 to S, we have
1
T
S∑
s=1
M−1∑
t=0
(σHmin
m∑
j=1
‖ys,tj − ys,t+1j ‖2 +
L
2b
‖xst − x˜s‖22 + χt‖xst − xst+1‖2) ≤
Γ10 − Γ∗
T
. (115)
where T = MS and χt ≥
√
231κGL
2α > 0.
Theorem 7. Suppose the sequence {(xst , ys,t[m], zst )Mt=1}Ss=1 is generated from Algorithm 3, and let η = ασmin(G)5L (0 < α ≤
1), ρ = 2
√
231κGL
σAminα
and
ν1 = m
(
ρ2σBmaxσ
A
max + ρ
2(σBmax)
2 + σ2max(H)
)
, ν2 = 3L
2 +
3σ2max(G)
η2
, ν3 =
9L2
σAminρ
2
+
3σ2max(G)
σAminη
2ρ2
. (116)
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then we have
1
T
S∑
s=1
M−1∑
t=0
E
[
dist(0, ∂L(xst , y
s,t
[m], z
s
t ))
2
] ≤ νmax
T
S∑
s=1
M−1∑
t=0
θst ≤
2νmax(Γ
1
0 − Γ∗)
γT
(117)
where min(σHmin,
L
2 , χt), νmax = max(ν1, ν2, ν3) and Γ
∗ is a lower bound of function Γst . Thus, given (t
∗, s∗) =
arg mint,s θ
s
t and
T =
2νmax(Γ
1
0 − Γ∗)
γ
,
then (xs
∗
t∗ , y
s∗,t∗
[m] , z
s∗
t∗ ) is an -stationary point of (1).
Proof. First, we define a variable θst = ‖xst+1−xst‖2+‖xst−xst−1‖2+ 1b (‖xst−x˜s‖2+‖xst−1−x˜s‖2)+
∑m
j=1 ‖ys,tj −ys,t+1j ‖2.
By the step 7 of Algorithm 3, we have, for all i ∈ [m]
E
[
dist(0, ∂yjL(x, y[m], z))
2
]
s,t+1
= E
[
dist(0, ∂gj(y
s,t+1
j )−BTj zst+1)2
]
= ‖BTj zst − ρBTj (Axst +
j∑
i=1
Biy
s,t+1
i +
m∑
i=j+1
Biy
s,t
i − c)−Hj(ys,t+1j − ys,tj )−BTj zst+1‖2
= ‖ρBTj A(xst+1 − xst ) + ρBTj
m∑
i=j+1
Bi(y
s,t+1
i − ys,ti )−Hj(ys,t+1j − ys,tj )‖2
≤ mρ2σBjmaxσAmax‖xst+1 − xst‖2 +mρ2σBjmax
m∑
i=j+1
σBimax‖ys,t+1i − ys,ti ‖2
+mσ2max(Hj)‖ys,t+1j − ys,tj ‖2
≤ m(ρ2σBmaxσAmax + ρ2(σBmax)2 + σ2max(H))θst , (118)
where the first inequality follows by the inequality ‖ 1n
∑n
i=1 zi‖2 ≤ 1n
∑n
i=1 ‖zi‖2.
By the step 8 of Algorithm 3, we have
E[dist(0,∇xL(x, y, z))]s,t+1 = E‖AT zst+1 −∇f(xst+1)‖2
= E‖vst −∇f(xst+1)−
G
η
(xst − xst+1)‖2
= E‖vst −∇f(xst ) +∇f(xst )−∇f(xst+1)−
G
η
(xst − xst+1)‖2
≤ 3L
2
b
‖xst − x˜s‖2 + 3(L2 +
σ2max(G)
η2
)‖xst − xst+1‖2
≤ (3L2 + 3σ2max(G)
η2
)
θst . (119)
By the step 9 of Algorithm 3, we have
E[dist(0,∇zL(x, y, z))]s,t+1 = E‖Axst+1 +Byst+1 − c‖2
=
1
ρ2
E‖zst+1 − zst ‖2
≤ 9L
2
σAminρ
2b
(‖xst − x˜s‖2 + ‖xst−1 − x˜s‖2)+ 3σ2max(G)σAminη2ρ2 ‖xst+1 − xst‖2
+
3(σ2max(G) + 3L
2η2)
σAminη
2ρ2
‖xst − xst−1‖2
≤ ( 9L2
σAminρ
2
+
3σ2max(G)
σAminη
2ρ2
)
θst .
(120)
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Using (115), we have
1
T
S∑
s=1
M−1∑
t=0
(σHmin
m∑
j=1
‖ys,tj − ys,t+1j ‖2 +
L
2b
‖xst − x˜s‖2 + χt‖xst+1 − xst‖2) ≤
Γ10 − Γ∗
T
, (121)
where χt ≥
√
231κGL
2α > 0. Thus, we have
1
T
S∑
s=1
M−1∑
t=0
E
[
dist(0, ∂L(xst , y
s,t
[m], z
s
t ))
2
] ≤ νmax
T
S∑
s=1
M−1∑
t=0
θst ≤
2νmax(Γ
1
0 − Γ∗)
γT
, (122)
where γ = min(σHmin,
L
2 , χt) and νmax = max(ν1, ν2, ν3) with
ν1 = m
(
ρ2σBmaxσ
A
max + ρ
2(σBmax)
2 + σ2max(H)
)
, ν2 = 3L
2 +
3σ2max(G)
η2
, ν3 =
9L2
σAminρ
2
+
3σ2max(G)
σAminη
2ρ2
. (123)
Given η = ασmin(G)5L (0 < α ≤ 1) and ρ = 2
√
231κGL
σAminα
, since m is relatively small, it easy verifies that νmax = O(1) and
γ = O(1), which are independent on n and T . Thus, we obtain
1
T
S∑
s=1
M−1∑
t=0
E
[
dist(0, ∂L(xst , y
s,t
[m], z
s
t ))
2
] ≤ O( 1
T
). (124)
A.4. Theoretical Analysis of the non-convex SAGA-ADMM
In the subsection, we first extend the existing nonconvex SAGA-ADM to to the multi-blocks setting for solving the problem
(1), which is summarized in Algorithm 4. Then we afresh study the convergence analysis of this non-convex SVRG-ADMM.
Algorithm 4 SAGA-ADMM for Nonconvex Optimization
1: Input: T , η, ρ and Hj  0 for all j ∈ [m];
2: Initialize: x0, u0i = x0 for i ∈ {1, 2, · · · , n}, φ0 = 1n
∑n
i=1∇fi(u0i ) and y0j for all j ∈ [m];
3: for t = 0, 1, · · · , T − 1 do
4: Uniformly random pick a mini-batch It (with replacement) from {1, 2, · · · , n} with |It| = b, and compute
vt =
1
b
∑
it∈It
(∇fit(xt)−∇fit(utit))+ φˆt
with φt = 1n
∑n
i=1∇fi(uti);
5: yt+1j = arg minyj Lρ(xt, yt+1[j−1], yj , yt[j+1:m], zt) + 12‖yj − ytj‖2Hj for all j ∈ [m];
6: xt+1 = arg minx Lˆρ
(
x, yt+1, zt, vt
)
;
7: zt+1 = zt − ρ(Axt+1 +
∑m
j=1Bjy
t+1
j − c);
8: ut+1it = xt for i ∈ It and ut+1i = uti for i 6∈ It;
9: φt+1 = φt − 1n
∑
it∈It
(∇fit(utit)−∇fit(ut+1it ));
10: end for
11: Output (in theory): Chosen uniformly random from {xt, yt[m], zt}Tt=1.
12: Output (in practice): {xT , yT[m], zT }.
Lemma 12. Suppose the sequence {xt, yt[m], zt}Tt=1 is generated by Algorithm 4. The following inequality holds
E‖zt+1 − zt‖2 ≤ 9L
2
σAminb
1
n
n∑
i=1
(‖xt − uti‖2 + ‖xt−1 − ut−1i ‖2)+ 3σ2max(G)σAminη2 ‖xt+1 − xt‖2
+
3(σ2max(G) + 3L
2η2)
σAminη
2
‖xt − xt−1‖2. (125)
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Proof. By the optimize condition of the the step 6 in Algorithm 4, we have
vt +
1
η
G(xt+1 − xt)−AT zt + ρAT (Axt+1 +
m∑
j=1
Bjy
t+1
j − c) = 0. (126)
Using the step 7 of Algorithm 4, then we have
AT zt+1 = vt +
G
η
(xt+1 − xt). (127)
It follows that
AT (zt+1 − zt) =vt − vt−1 + G
η
(xt+1 − xt)− 1
η
G(xt − xt−1). (128)
By Assumption 4, we have
‖zt+1 − zt‖2 ≤ 1
σAmin
[
3‖vt − vt−1‖2 + 3σ
2
max(G)
η2
‖xt+1 − xt‖2 + 3σ
2
max(G)
η2
‖xt − xt−1‖2
]
. (129)
Next, considering the upper bound of ‖vst − vst−1‖2, we have
‖vt − vt−1‖2 = ‖vt −∇f(xt) +∇f(xt)−∇f(xt−1) +∇f(xt−1)− vt−1‖2
≤ 3‖vt −∇f(xt)‖2 + 3‖∇f(xt)−∇f(xt−1)‖2 + 3‖∇f(xt−1)− vt−1‖2
≤ 3L
2
b
1
n
n∑
i=1
(‖xt − uti‖2 + ‖xt−1 − ut−1i ‖2)+ 3L2‖xt − xt−1‖2 (130)
where the second inequality holds by lemma 4 of (Reddi et al., 2016) and Assumption 1. Finally, combining the inequalities
(129) and (130), we can obtain the above result.
Lemma 13. Suppose the sequence {xt, yt[m], zt}Tt=1 is generated from Algorithm 4, and define a Lyapunov function
Ωt = E
[Lρ(xt, yt[m], zt) + (3σ2max(G)σAminρη2 + 9L
2
σAminρ
)‖xt − xt−1‖2 + 9L
2
σAminρb
1
n
n∑
i=1
‖xt−1 − ut−1i ‖2 + ct
1
n
n∑
i=1
‖xt − uti‖2
]
,
where the positive sequence {ct} satisfies
ct =

18L2
σAminρb
+
L
b
+ (1− p)(1 + β)ct+1, 0 ≤ t ≤ T − 1,
0, t ≥ T,
where p denotes probability of an index i being in It. Further, let b = [n 23 ], η = ασmin(G)17L (0 < α ≤ 1) and ρ = 2
√
2031κG
σAminα
we have
1
T
T∑
t=1
(σHmin
m∑
j=1
‖ytj − yt+1j ‖2 + χt‖xt − xt+1‖2 +
L
2b
1
n
n∑
i=1
‖xt − uti‖2) ≤
Ω0 − Ω∗
T
, (131)
where χt ≥
√
2031κGL
2α > 0 and Ω
∗ denotes a low bound of Ωt.
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Proof. By the optimal condition of step 5 in Algorithm 4, we have, for j ∈ [m]
0 = (ytj − yt+1j )T
(
∂gj(y
t+1
j )−BT zt + ρBT (Axt +
j∑
i=1
Biy
t+1
i +
m∑
i=j+1
Biy
k
i − c) +Hj(yt+1j − ytj)
)
≤ gj(ytj)− gj(yt+1j )− (zt)T (Bjytj −Bjyt+1j ) + ρ(Bytj −Byt+1j )T (Axt +
j∑
i=1
Biy
t+1
i +
m∑
i=j+1
Biy
k
i − c)− ‖yt+1j − ytj‖2Hj
= gj(y
t
j)− gj(yt+1j )− (zt)T (Axt +
j−1∑
i=1
Biy
t+1
i +
m∑
i=j
Biy
k
i − c) + (zt)T (Axt +
j∑
i=1
Biy
t+1
i +
m∑
i=j+1
Biy
k
i − c)
+
ρ
2
‖Axt +
j−1∑
i=1
Biy
t+1
i +
m∑
i=j
Biy
k
i − c‖2 −
ρ
2
‖Axt +
j∑
i=1
Biy
t+1
i +
m∑
i=j+1
Biy
k
i − c‖2 −
ρ
2
‖Bjytj −Bjyt+1j ‖2
− ‖yt+1j − ytj‖2Hj
≤ f(xt) + gj(ytj)− (zt)T (Axt +
j−1∑
i=1
Biy
t+1
i +
m∑
i=j
Biy
k
i − c) +
ρ
2
‖Axt +
j−1∑
i=1
Biy
t+1
i +
m∑
i=j
Biy
k
i − c‖2︸ ︷︷ ︸
Lρ(xt,yt+1[j−1],yt[j:m],zt)
−‖yt+1j − ytj‖2Hj
− (f(xt) + gj(yt+1j )− (zt)T (Axt +
j∑
i=1
Biy
t+1
i +
m∑
i=j+1
Biy
k
i − c) +
ρ
2
‖Axt +
j∑
i=1
Biy
t+1
i +
m∑
i=j+1
Biy
k
i − c‖2︸ ︷︷ ︸
Lρ(xt,yt+1[j] ,yt[j+1:m],zt)
≤ Lρ(xt, yt+1[j−1], yt[j:m], zt)− Lρ(xt, yt+1[j] , yt[j+1:m], zt)− σmin(Hj)‖ytj − yt+1j ‖2, (132)
where the first inequality holds by the convexity of function gj(y), and the second equality follows by applying the equality
(a− b)T b = 12 (‖a‖2 − ‖b‖2 − ‖a− b‖2) on the term (Bytj −Byt+1j )T (Axt +
∑j
i=1Biy
t+1
i +
∑m
i=j+1Biy
k
i − c). Thus,
we have, for all j ∈ [m]
Lρ(xt, yt+1[j−1], yt[j:m], zt) ≤ Lρ(xt, yt+1[j] , yt[j+1:m], zt)− σmin(Hj)‖ytj − yt+1j ‖2. (133)
Telescoping inequality (133) over j from 1 to m, we obtain
Lρ(xt, yt+1[m] , zt) ≤ Lρ(xt, yt[m], zt)− σHmin
m∑
j=1
‖ytj − yt+1j ‖2. (134)
where σHmin = minj∈[m] σmin(Hj).
Using Assumption 1, we have
0 ≤ f(xt)− f(xt+1) +∇f(xt)T (xt+1 − xt) + L
2
‖xt+1 − xt‖2. (135)
By the step 6 of Algorithm 4, we have
0 = (xt − xt+1)T
(
vt −AT zt + ρAT (Axt+1 +
m∑
j=1
Bjy
t+1
j − c) +
G
η
(xt+1 − xt)
)
. (136)
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Combining (135) and (136), we have
0 ≤ f(xt)− f(xt+1) +∇f(xt)T (xt+1 − xt) + L
2
‖xt+1 − xt‖2
+ (xt − xt+1)T
(
vt −AT zt + ρAT (Axt+1 +
m∑
j=1
Bjy
t+1
j − c) +
G
η
(xt+1 − xt)
)
= f(xt)− f(xt+1) + L
2
‖xt − xt+1‖2 − 1
η
‖xt − xt+1‖2G + (xt − xt+1)T (vt −∇f(xt))
− (zt)T (Axt −Axt+1) + ρ(Axt −Axt+1)T (Axt +
m∑
j=1
Bjy
t+1
j − c)
(i)
= f(xt)− f(xt+1) + L
2
‖xt − xt+1‖2 − 1
η
‖xt − xt+1‖2G + (xt − xt+1)T (vt −∇f(xt))− (zt)T (Axt +
m∑
j=1
Bjy
t+1
j − c)
+ (zt)
T (Axt+1 +
m∑
j=1
Bjy
t+1
j − c) +
ρ
2
(‖Axt + m∑
j=1
Bjy
t+1
j − c‖2 − ‖Axt+1 +
m∑
j=1
Bjy
t+1
j − c‖2 − ‖Axt −Axt+1‖2
)
= f(xt)− (zt)T (Axt +
m∑
j=1
Bjy
t+1
j − c) +
ρ
2
‖Axt +
m∑
j=1
Bjy
t+1
j − c‖2︸ ︷︷ ︸
Lρ(xt,yt+1[m] ,zt)
+
L
2
‖xt − xt+1‖2 + (xt − xt+1)T (vt −∇f(xt))
− (f(xt+1)− (zt)T (Axt+1 +
m∑
j=1
Bjy
t+1
j − c) +
ρ
2
‖Axt+1 +
m∑
j=1
Bjy
t+1
j − c‖2︸ ︷︷ ︸
Lρ(xt+1,yt+1[m] ,zt)
−1
η
‖xt − xt+1‖2G −
ρ
2
‖Axt −Axt+1‖2
≤ Lρ(xt, yt+1[m] , zt)− Lρ(xt+1, yt+1[m] , zt)− (
σmin(G)
η
+
ρσAmin
2
− L
2
)‖xt − xt+1‖2 + (xt − xt+1)T (vt −∇f(xt))
(ii)
≤ Lρ(xt, yt+1[m] , zt)− Lρ(xt+1, yt+1[m] , zt)− (
σmin(G)
η
+
ρσAmin
2
− L)‖xt − xt+1‖2 + 1
2L
‖vt −∇f(xt)‖2
(iii)
≤ Lρ(xt, yt+1[m] , zt)− Lρ(xt+1, yt+1[m] , zt)− (
σmin(G)
η
+
ρσAmin
2
− L)‖xt − xt+1‖2 + L
2b
1
n
n∑
i=1
‖xt − uti‖2, (137)
where the equality (i) holds by applying the equality (a − b)T b = 12 (‖a‖2 − ‖b‖2 − ‖a − b‖2) on the term (Axt −
Axt+1)
T (Axt+1 +
∑m
j=1Bjy
t+1
j − c); the inequality (ii) follows by the inequality aT b ≤ L2 ‖a‖2 + 12L‖a‖2, and the
inequality (iii) holds by Lemma 4 of (Reddi et al., 2016). Thus, we obtain
Lρ(xt+1, yt+1[m] , zt) ≤Lρ(xt, yt+1[m] , zt)− (
σmin(G)
η
+
ρσAmin
2
− L)‖xt − xt+1‖2
+
L
2b
1
n
n∑
i=1
‖xt − uti‖2. (138)
By the step 7 in Algorithm 4, we have
Lρ(xt+1, yt+1[m] , zt+1)− Lρ(xt+1, yt+1[m] , zt) =
1
ρ
‖zt+1 − zt‖2
≤ 9L
2
σAminρb
1
n
n∑
i=1
(‖xt − uti‖2 + ‖xt−1 − ut−1i ‖2)+ 3σ2max(G)σAminη2ρ ‖xt+1 − xt‖2
+
3(σ2max(G) + 3L
2η2)
σAminη
2ρ
‖xt − xt−1‖2, (139)
where the first inequality follows by Lemma 12.
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Combining (134), (138) and (139), we have
Lρ(xt+1, yt+1[m] , zt+1) ≤ Lρ(xt, yt[m], zt)− (
σmin(G)
η
+
ρσAmin
2
− L)‖xt − xt+1‖2 + L
2b
1
n
n∑
i=1
‖xt − uti‖2
− σHmin
m∑
j=1
‖ytj − yt+1j ‖2 +
9L2
σAminρb
1
n
n∑
i=1
(‖xt − uti‖2 + ‖xt−1 − ut−1i ‖2)
+
3σ2max(G)
σAminη
2ρ
‖xt+1 − xt‖2 + 3(σ
2
max(G) + 3L
2η2)
σAminη
2ρ
‖xt − xt−1‖2. (140)
Next, we define a Lyapunov function as follows:
Ωt = E
[Lρ(xt, yt[m], zt) + (3σ2max(G)σAminρη2 + 9L
2
σAminρ
)‖xt − xt−1‖2 + 9L
2
σAminρb
1
n
n∑
i=1
‖xt−1 − zt−1i ‖2 +
ct
n
n∑
i=1
‖xt − zti‖2
]
,
(141)
where κA =
σAmax
σAmin
≥ 1.
By the step 9 of Algorithm 4, we have
1
n
n∑
i=1
‖xt+1 − ut+1i ‖2 =
1
n
n∑
i=1
(
p‖xt+1 − xt‖2 + (1− p)‖xt+1 − uti‖2
)
=
p
n
n∑
i=1
‖xt+1 − xt‖2 + 1− p
n
n∑
i=1
‖xt+1 − uti‖2
= p‖xt+1 − xt‖2 + 1− p
n
n∑
i=1
‖xt+1 − uti‖2, (142)
where p denotes probability of an index i being in It. Here, we have
p = 1− (1− 1
n
)b ≥ 1− 1
1 + b/n
=
b/n
1 + b/n
≥ b
2n
, (143)
where the first inequality follows from (1− a)b ≤ 11+ab , and the second inequality holds by b ≤ n. Considering the upper
bound of ‖xt+1 − zti‖2, we have
‖xt+1 − uti‖2 = ‖xt+1 − xt + xt − uti‖2
= ‖xt+1 − xt‖2 + 2(xt+1 − xt)T (xt − uti) + ‖xt − uti‖2
≤ ‖xt+1 − xt‖2 + 2
( 1
2β
‖xt+1 − xt‖2 + β
2
‖xt − uti‖2
)
+ ‖xt − uti‖2
= (1 +
1
β
)‖xt+1 − xt‖2 + (1 + β)‖xt − uti‖2, (144)
where β > 0. Combining (142) with (144), we have
1
n
n∑
i=1
‖xt+1 − ut+1i ‖2 ≤ (1 +
1− p
β
)‖xt+1 − xt‖2 + (1− p)(1 + β)
n
n∑
i=1
‖xt − uti‖2. (145)
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It follows that
Ωt+1 = E
[Lρ(xt+1, yt+1[m] , zt+1) + (3σ2max(G)σAminρη2 + 9L
2
σAminρ
)‖xt+1 − xt‖2 + 9L
2
σAminρb
1
n
n∑
i=1
‖xt − uti‖2 +
ct+1
n
n∑
i=1
‖xt+1 − ut+1i ‖2
]
≤ Lρ(xt, yt[m], zt) + (
3σ2max(G)
σAminρη
2
+
9L2
σAminρ
)‖xt − xt−1‖2 + 9L
2
σAminρb
1
n
n∑
i=1
‖xt−1 − ut−1i ‖2
+
( 18L2
σAminρb
+
L
b
+ (1− p)(1 + β)ct+1
) 1
n
n∑
i=1
‖xt − uti‖2 − σHmin
m∑
j=1
‖ytj − yt+1j ‖2
− L
2b
1
n
n∑
i=1
‖xt − uti‖2 −
(σmin(G)
η
+
ρσAmin
2
− L− 6σ
2
max(G)
σAminη
2ρ
− 9L
2
σAminρ
− (1 + 1− p
β
)ct+1
)‖xt − xt+1‖2
= Ωt − σHmin
m∑
j=1
‖ytj − yt+1j ‖2 − χt‖xt − xt+1‖2 −
L
2b
1
n
n∑
i=1
‖xt − uti‖2, (146)
where ct = 18L
2
σAminρb
+ Lb + (1− p)(1 + β)ct+1 and χt = σmin(G)η + ρσ
A
min
2 − L− 6σ
2
max(G)
σAminη
2ρ
− 9L2
σAminρ
− (1 + 1−pβ )ct+1.
Let cT = 0 and β = b4n . Since (1− p)(1 + β) = 1 + β − p− pβ ≤ 1 + β − p and p ≥ b2n , it follows that
ct ≤ ct+1(1− θ) + 18L
2
σAminρb
+
L
b
, (147)
where θ = p− β ≥ b4n . Then recursing on t, for 0 ≤ t ≤ T − 1, we have
ct ≤ 1
b
(
18L2
σAminρ
+ L)
1− θT−t
θ
≤ 1
bθ
(
18L2
σAminρ
+ L) ≤ 4n
b2
(
18L2
σAminρ
+ L). (148)
It follows that
χt =
σmin(G)
η
+
ρσAmin
2
− L− 6σ
2
max(G)
σAminη
2ρ
− 9L
2
σAminρ
− (1 + 1− p
β
)ct+1
≥ σmin(G)
η
+
ρσAmin
2
− L− 6σ
2
max(G)
σAminη
2ρ
− 9L
2
σAminρ
− (1 + 4n− 2b
b
)
4n
b2
(
18κAL
2
σAminρ
+ L)
=
σmin(G)
η
+
ρσAmin
2
− L− 6σ
2
max(G)
σAminη
2ρ
− 9L
2
σAminρ
− (4n
b
− 1)4n
b2
(
18κAL
2
σAminρ
+ L)
≥ σmin(G)
η
+
ρσAmin
2
− L− 6σ
2
max(G)
σAminη
2ρ
− 9L
2
σAminρ
− 16n
2
b3
(
18κAL
2
σAminρ
+ L)
=
σmin(G)
η
− L− 16n
2L
b3︸ ︷︷ ︸
Q1
+
ρσAmin
2
− 6σ
2
max(G)
σAminη
2ρ
− 9L
2
σAminρ
− 288n
2L2
σAminρb
3︸ ︷︷ ︸
Q2
(149)
Let b = [n
2
3 ] and 0 < η ≤ σmin(G)17L , we have Q1 ≥ 0. Further, let η = ασmin(G)17L (0 < α ≤ 1) and ρ = 2
√
2031κGL
σAminα
, we have
Q2 =
ρσAmin
2
− 6σ
2
max(G)
σAminη
2ρ
− 9L
2
σAminρ
− 288n
2L2
σAminρb
3
=
ρσAmin
2
− 1734κ
2
GL
2
σAminα
2ρ
− 9L
2
σAminρ
− 288L
2
σAminρ
≥ ρσ
A
min
4
+
ρσAmin
4
− 2031κ
2
GL
2
σAminα
2ρ︸ ︷︷ ︸
≥0
≥
√
2031κGL
2α
, (150)
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where κG ≥ 1. Thus, we have χt ≥
√
2031κGL
2α for all t.
Since L2b > 0 and χt > 0, by (146), the function Ωt is monotone decreasing. By (141), we have
Ωt ≥ E
[Lρ(xt, yt[m], zt)]
= f(xt) +
m∑
j=1
gj(y
t
j)− (zt)T (Axt +
m∑
j=1
Bjy
t
j − c) +
ρ
2
‖Axt +
m∑
j=1
Bjy
t
j − c‖
= f(xt) +
m∑
j=1
gj(y
t
j)−
1
ρ
(zt)
T (zt−1 − zt) + 1
2ρ
‖zt − zt−1‖2
= f(xt) +
m∑
j=1
gj(y
t
j)−
1
2ρ
‖zt−1‖2 + 1
2ρ
‖zt‖2 + 1
ρ
‖zt − zt−1‖2
≥ f∗ +
m∑
j=1
g∗j −
1
2ρ
‖zt−1‖2 + 1
2ρ
‖zt‖2. (151)
Summing the inequality (151) over t = 0, 1 · · · , T , we have
1
T
T∑
t=0
Ωt ≥ f∗ +
m∑
j=1
g∗j −
1
2ρ
‖z0‖2. (152)
Thus, the function Ωt is bounded from below. Set Ω∗ denotes a low bound of Ωt.
Finally, telescoping inequality (146) over t from 0 to T , we have
1
T
T∑
t=1
(σHmin
m∑
j=1
‖ytj − yt+1j ‖2 + χt‖xt − xt+1‖2 +
L
2b
1
n
n∑
i=1
‖xt − uti‖2) ≤
Ω0 − Ω∗
T
, (153)
where χt ≥
√
2031κGL
2α > 0.
Theorem 8. Suppose the sequence {xt, yt[m], zt}Tt=1 is generated from Algorithm 4, and let b = [n
2
3 ], η = ασmin(G)17L (0 <
α ≤ 1), ρ = 2
√
2031κG
σAminα
and
ν1 = m
(
ρ2σBmaxσ
A
max + ρ
2(σBmax)
2 + σ2max(H)
)
, ν2 = 3L
2 +
3σ2max(G)
η2
ν3 =
9L2
σAminρ
2
+
3σ2max(G)
σAminη
2ρ2
, (154)
then we have
1
T
T∑
t=1
E
[
dist(0, ∂L(xt, yt[m], zt))
2
] ≤ νmax
T
T∑
t=1
θt ≤ 2νmax(Ω0 − Ω
∗)
γT
where γ = min(σHmin, L/2, χt) with χt ≥
√
2031κGL
2α > 0, νmax = max(ν1, ν2, ν3) and Ω
∗ is a lower bound of function
Ωt. Then, given t∗ = arg min1≤t≤T θt and
T =
2κmax
γ
(Ω0 − Ω∗), (155)
then (xt∗ , yt
∗
[m], zt∗) is an -approximate stationary point of (1).
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Proof. We begin with defining a useful variable θt = ‖xt+1 − xt‖2 + ‖xt − xt−1‖2 + 1bn
∑n
i=1(‖xt − uti‖2 + ‖xt−1 −
ut−1i ‖2) +
∑m
j=1 ‖ytj − yt+1j ‖2. By the optimal condition of the step 5 in Algorithm 4, we have, for all i ∈ [m]
E
[
dist(0, ∂yjL(x, y[m], z))
2
]
t+1
= E
[
dist(0, ∂gj(yt+1j )−BTj zt+1)2
]
= ‖BTj zt − ρBTj (Axt +
j∑
i=1
Biy
t+1
i +
m∑
i=j+1
Biy
t
i − c)−Hj(yt+1j − ykj )−BTj zt+1‖2
= ‖ρBTj A(xt+1 − xt) + ρBTj
m∑
i=j+1
Bi(y
t+1
i − yti)−Hj(yt+1j − ykj )‖2
≤ mρ2σBjmaxσAmax‖xt+1 − xt‖2 +mρ2σBjmax
m∑
i=j+1
σBimax‖yt+1i − yti‖2 +mσ2max(Hj)‖yt+1j − ykj ‖2
≤ m(ρ2σBmaxσAmax + ρ2(σBmax)2 + σ2max(H))θt, (156)
where the first inequality follows by the inequality ‖ 1n
∑n
i=1 zi‖2 ≤ 1n
∑n
i=1 ‖zi‖2.
By the step 6 in Algorithm 4, we have
E[dist(0,∇xL(x, y[m], z))]t+1 = E‖AT zt+1 −∇f(xt+1)‖2
= E‖vt −∇f(xt+1)− G
η
(xt − xt+1)‖2
= E‖vt −∇f(xt) +∇f(xt)−∇f(xt+1)− G
η
(xt − xt+1)‖2
≤ 3L
2
bn
n∑
i=1
‖xt − uti‖2 + 3(L2 +
σ2max(G)
η2
)‖xt − xt+1‖2
≤ (3L2 + 3σ2max(G)
η2
)
θt. (157)
By the step 7 of Algorithm 4, we have
E[dist(0,∇zL(x, y[m], z))]t+1 = E‖Axt+1 +Byt+1 − c‖2
=
1
ρ2
E‖zt+1 − zt‖2
≤ 9L
2
σAminρ
2b
1
n
n∑
i=1
(‖xt − uti‖2 + ‖xt−1 − ut−1i ‖2)+ 3σ2max(G)σAminη2ρ2 ‖xt+1 − xt‖2
+ (
3σ2max(G)
σAminη
2ρ2
+
9L2)
σAminρ
2
)‖xt − xt−1‖2
≤ ( 9L2
σAminρ
2
+
3σ2max(G)
σAminη
2ρ2
)
θt.
(158)
Using (153), we have
1
T
T∑
t=1
E
[
dist(0, ∂L(xt, yt[m], zt))
2
] ≤ νmax
T
T∑
t=1
θt ≤ 2νmax(Ω0 − Ω
∗)
γT
, (159)
where γ = min(σHmin, L/2, χt), νmax = max(ν1, ν2, ν3) with
ν1 = m
(
ρ2σBmaxσ
A
max + ρ
2(σBmax)
2 + σ2max(H)
)
, ν2 = 6L
2 +
3σ2max(G)
η2
, ν3 =
9L2
σAminρ
2
+
3σ2max(G)
σAminη
2ρ2
.
Faster Stochastic ADMM for Nonconvex Optimization
Given η = ασmin(G)17L (0 < α ≤ 1) and ρ = 2
√
2031κG
σAminα
, since m is relatively small, it easy verifies that γ = O(1) and
νmax = O(1), which are independent on n and T . Thus, we obtain
1
T
T∑
t=1
E
[
dist(0, ∂L(xt, yt[m], zt))
2
] ≤ O( 1
T
). (160)
