A decision theoretic analysis of the unit root hypothesis using mixtures of elliptical models Koop, G.; Steel, M.F.J.
x The economic Iiterature devoted to the Isaue of unlt roota in econom~tlme serlea hea grown Immensely since the seminal papers of Dickey and Fuller (1979) and Nelson end Plosser (1982) .
Although the maJorlty of the Ilterature assumes a dassk~.al econometric perspedNe, a growing Bayeslan unR root literature has emerged (see DeJong and Whlteman (1991a,b) , Phplips (1991) , Sima (19tt8) , Koop (1991a,b) , Schotman arxl van DI)k (1991a,b), Wago and Tsuruml (1990) , ZNot and Phllllps (1991) ). In many cases, Bayeslan resufts dHfer aubstantlally from thetr dasalcal counterparts. This paper makes a contribution to thla growing body of f3ayeslan unh root IRerature. It consklers more general classes of models and methods of drawing inferences than presently exist. The paper uses models that are mbdurea over varkws aubmodels wRh general elliptk~l distrlbutkxu and differ In both thelr covariance structure and their treatmeru of stnictural breaks. The resttltkp mbced model is very 8exible and encompasses a wide varlety of dynamk; structures. In addftkxt, the peper uses a formal decision theoretlc fmmework based on predldNe varlances ard the conservatNe notbn that it is worse to underestimate than to overestlmate predictNe variances. This approach accords naturally with a Bayeslan paradlgm and provkfes an expl~k forum for choosing between stationary, unR root, and expioslve models.
Section t of the paper Introduces our hypothesis of interest and the methodology we use to test R. Section 2 discusses the sampling model, Sectkx~3 the prkx density, and Section 4 the posterbr denstty. Section 5 treats the decislon problem whYe Sectkxt 8 applies the methods to the extended Nelson-Plosser data set. Sectlon 7 condudes.
Sectlon 1:
What Are Wa Testing?
Our aim Is to determine whether a unR root Is present, le. to test an exact restrlctlon. One obvbus way is to calculate posterlor odds comparing the model wtth a unft root imposed agalnst the unrestrk;ted model. This method requlres that an InformatNe (proper) prkx be placed over p, the coeff~leru whk:h equals one under a unR root. Koop (1991a,b) calculates posterior odds using IMormatNe natural conjugate prkxs. Schotman and van DiJk (1991a) use proper priors that requlre less subJectNe prior Input but at the cost that their prkxs are data-based.
Rather than test explk.itly for a unft root, an aftematlve methodology (DeJong and Whiteman (1991 a,b) and PhGlips (1991) ) Is to calculate the poaterlor probabUity that p Is in some region near one.
This method has the advantage that proper prlont are no longer necessary and thus the anatysis may be made more 'objectNe'. The disadvantage la that the definftion ot p as 'close to one' Is highly subJectNe. By way of example,~nsWer Phplfps (1991) wtw calculates the probabuity that~p~x.975 and p I t t. The fomier is hlghly sub)ective whereas the latter fs sultable for testing for nonstatkxtaritlea (le.
unR root or explosNe behavkx) but not for the presence oF a unit root per se. In this peper, we use proper prkxs on p wh~h sAow us to compute posterior odds tor the exact unft root null.
Furthermore we use a decisfon theoretk: iramework to carry out the unit root tests. The loss 3 function used In the decislon analysis is based on predlctNe behavior which can differ cruclally for stationary (H,: I v I~1 ), unlt root (H,: v-1), and axplosNe (H,: I v I~1) models. Hence our decislon problem Is set up In terms of these three regkms for p.
Sectfon 2:
The Likelihood Functfon
Bayeslan methods require the specificatkxt of a Ilkellhood functkxt. PhYlips (1991) , for example, bases his Iikellhood (unction on the fdlowing speclficatkxr. parameterizatkxi Is preferred (see PhAlips (1991) ).'
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We expand the dass of conskiered Ilkellhoods In three knportant dlrectlons: a) By relaxing the normality assumptkxr b) By relaxing the I.I.d. assumption; and c) By allowing for structural breaks (Perron (1989) , Banerfee, Lumsdaine and Stock (1990) and ZNot and PhAlips (1990) ). We let y(where Y-(Y,....~YT)') have any density within the dass of multNariate elliptical densRl~, thereby covering such denskles as the muKNarlate normal, muttNariate-t and Pearson type-Ii. Moreover, we allow the covariance matrix to take the form t''V(q), where V(,)) fa any posltNe defkdte symmetrk; matrbc parameterized by a finite vector q. Technlques for handling extenslons a) and b) are described In Osiewalskl and Chib et al. (1990) .
In this paper, no single model need be selected for Nnal analysis. Several dNferent stnx,tural breflks and structures for V(p) can be chosen, and a supermodel, which is a flnite mixture of the various submodels, used. We allow V(q) to have varkws stnictures In the ARMA dass. The motivation behind the Induslon of a moving average componeru Is discussed in Schwert (1987) .
Formalizing the kieas descrlbed In the preceding paragraphs, we begin with the model wfth rw structural breaks (M"). We mix over m differerrt correlation struciures so that each IndNkiual model Is labelled M" (1-1,...,m) . For each model M,~we take:
' In the empirk~l sectkxi we fdlow DeJong and Whheman (1991a,b) and aet k-3. where gw(.) Is a nonnegatNe functlon wh~h satisfies (for all I and T), ruR rgw In other words, we assume y has a T-variate elliptical density. Note that ( 
The model withou[ stnictural breaks ( M,,) Is then glven by the mbRUre of the probabllftles In (2) over the m covariance structures: Me Is a mlxture over models wRh dlfterern structural breakpolnts and covarlance structures (M~.
Note that each of these submodels has the Ilkellhood functlon: I n this setup 9, -(p ae)' -(p a"' aó) ' -(B"' ap) ' and the structural break models have two parameters more than those lacking structural breaks. In our emplrk~l setup we restrlct d~to zero for 1973 and take dB to be zero for 1929, leaving just one parameter In ap for each of the structural break models. For future reference we deflne (Y-h,,(Bs) ). .i ai (9) where y -(ry,,...,ry"j' and K-(K,,...,KT-,)' are mixlrtg parameters with yi, wo t 0 v J, q and ï7~-F.~c, -
model Flnally, we mlx over the no-structural-break and structural-break models to obtaln the sampling Whiteman (1991a,b) , Koop (1991a) and PhNlips (1991)). Koop and Steel (t991) Koop (1991b) uses natutal con)ugate priors centered over the unk root restrk:tlon and pertwms a senskivity artalysis wkh respect to the prlor covariance matrhC of the regression parameters. In this paper a prior Is used which Is uniform In the regresskxi parameters other than p and
In log(i~. As well as being Improper, the prkx is nonktFonnative In certaln dimensions in that the posterior is proportfonal to the Ifkelihood function. However, before posterkx odds can be calculated, the prkx must be made proper In the remaining dlmenskms by bounding k. A senskNky analysls can sesUy be periormed over the chofce of bounding region. We fomialize these steps In the remainder ot thls section.
The prior densky for the parameters d[he sampling model can be written as: That Is, we a priorl assume the mbcing parameters to be Independent d each other and d the perameters in each submodel. Since the mbcirtg parameters are d no krteragt to us, we need only spectfy prkx means whose existence Is assumed (aee Chib et al. (19BO) ). In order to be as noninformative as posslble, all modeis receive equal prior welqht. Specifically, we set E(a)-1~9; E(ó,)-E(á~-E(y,l-E(y~-1~2 and E(Rd-1~2 for q-1,2.
Full robustness with respect to the cholces for g~(.) and gw(.) is achleved by assuming (see Osiewalaki and Steel (t990)):
P(ea.t:,~t)-c,T~(ea,~).
This assumptbn Implles a uniform prior for log(r~. Nde that c, Is a con.atant wh~h cancels out d the posterlor odds ratio and hence Is irrelevant for our analysis. All that remains Is to specffy P(98,q):
P(es,~)-P(ernarn9)-P(Br I amn)P(ao,rl)-
Since the parameters ao and q are not present in all models, we must ensure that P(ao,q) Is proper. For the sake d convenlence we assume that P(ao,~)~P(aaP(p)-P(dM)P(ds)P(q) and speclfy: 
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This type of bounded uniform prkx leads to a truncated Student-t posterlor for p under V, and for p~q under Vx. AltematNely, an Independent Student-t prkx for p wRh Identir.al first two momentsx can be used to yleld a 2-0 pdy-t posterior density for p(or p~7) (Dreze (1977) ). Note that pseudo-random drawings to be used in the Monte Cado Integration can easUy be made from all these densRies (Richard and Tompa (19f30) ).
Although the first two posterior moments of p may rwt be cruclally aHected by the difference between priors, Koop er al. (199t ) show that results for n-atep ahead pred~tbn can dt(fer dramatically.'
That Is, predbtNe means and variances wIU exist for any horizon (n) In the case of a bounded unMorm prior; however the Student prior for p atlows oNy for flnfte predlctNe means (given q) for n up to approxlmately T, and for finfte predlctive verlancea If n Is less than approximately T~2. In Sectlon 5 we Introduce a loss functlon based on predlctNe variances whose befiavior Is expected to dHfer across prbrs H n Is dose to T~2. t~t course, the tad that moments may not exist will not necessarlly show up dearly here gNen the inevitable limitatbns of a Monte Carlo analysis whksh uses a finRe number oF repl~atlons.
This concludes our development of a prkx tor the parameters of our sampiing model. It Is worth emphasizing that, wfth four exceptions, p, q, dM and dp, the priors for all our parameters are raninformatlve. We believe that the prkxs we aped(y for these exceptlons will not be considered unreasonable by other researchers.
Section 4:
The Posterior Density
Combining our results from the two prevkxls sectbns ylelds our Bayeslan model:
Using resuKs from Oslewalski and Steel (1990), we kNegrate out tx and the mtxing parameters, yielding:
x We use truncated (at p-1) Student priors for both H, and H, which are constructed In such a way that their untruncated counterparts mimlc the moments of the relevant uniform prfor mirtored around p-t. This ylelds half-Students wfth a mode at p-1. Flnally, the degrees of freedom parameter Is chosen to be 3 so that thls alternatlve prkx haa fat taBs yet~tW ellows the first two moments to exist.
' The n-step ahead prediction Irndves moments of p of order n for pred~tNe means and of order 2n for pred~tNe variances.
P(Y,95.7~Yp~)-c,P(p)P(ao)P(~){ 3 IY~(7)r'~~Jdw(eM7))-T~23
,~2~2 IV~(o)r'nldsa(es.~)1-'~2} where c2 z c,I'(T~2)rCT~~and deflnkbns (5) and (8) ere used.
For the IndNidual models we obtaln:
and , P(es.9 i Y,Ya,My~-Cy;, P(P)P(7)iY~(o)I~Id~v(Bs,n))-'~: . (14) (15) (18) where C,~and C~are the integrating constants needed to constnrct posterior odds (ie. Cw -P(y~yR,M"J and C~-P(y~y~,M~). Although the integrating constants may be calculated directly, k should be noted that a" may be integrated out of (15) and (16) analyt~ally using the properties of mukNariate Student distributlons. Once a" is integrated out, the C~,'s and C~'s may be calculated using Monte Car1o integration. One-d(mensional kttegration Is requlred for calculatlon of C,,,; twotllmensfonal Integration for C~and Ce,o; and threeáimenslonal integration for C~. Formally, the posterbr density for ap, given p and q, is a truncated StudeM-t over the region gNen in (12). If this region covers most of the parameter space where the likelihood functk~n is appreciable, the truncatkxt will not matter. In this case we can integrate out the full a9 vector as a Joint Student densky, Ieaving only one and two dimensional integrals tor Cs,a and C~which we caiculate using Monte Cario krtegretion. A check on this approximatkxt Is to pertorm the integration wkh respect to ap numerically by dkect slmulatkxt wkh re)sdkxt.
The IMegrating constant for the sampling model, C-P(y~y~), Is given by:
These Integrating constants can be used to calculate the posterior probabAftles ot the various submodels.
P(Mw iY,Y~y)-Cw~6C
The posterkx model probabllRies may Indlcate, among other things, whether structural breaks are present or H errors exhibR MA(t ) behavlor. ARhough not given here, Inference on the parameters could be obtalned from weighted averages of (15) and (16) Under all hypotheses, we use the same general mfxture of submodels for the sampling densiry.
Note, however, that in all cases, the relatNe posterior weights gNen to the submodels depend on the data.
Sectlon 5:
Decision Theory
In the previous sectiona we have described how the posterkx probabAitles of various hypotheses can be calculated using Bayeslan methods. fiowever, econometricians must frequently make decisions.
For instance, in a pre-testing exercise a decision must hequently be made as to whether a unft root is present in a series. If present, the series may have to be differenced in a larger VAR model. The Bayeslan paradigm provides a formal framework for makitig such deciskxts. To make a deciskxt the researcher specifies a loss function and chooses the actkxt whk:h minimizes expeded loss (see Zellner (1971) strategies (which are rare) or minimax sdutlons. It Is this lack of fomtal development and justlficatkxi of a loss functkxt which is, in our opinion, a serlous weakness of previous Bayesian and dassical unit root studies. This sedion proposes a loss functlon whidt we use to make decisions on whether to accept or reJect the unR root hypothesis.
Our crfterion for the evaluation of losses associated wfth Incorrect declsions is predictlon. This criterlon Is ImpoRant because the macroeconom~tkne serles In this study are frequently used for prediction (eg. to forecast from VAR models or to calculate impulse responses). The cost oí assuming stationarity with such models when the serles are reelly ranstatkxtary may be drastically different from the converse. Since differencea between nonstatkxtary and stationary models are more proraunced for predfcttve vartances than for predk:tive means, we tiese a loss functk~tt on pred~tNe varlartces. GNen that the precision of forecasts Is often a crucial Issue we belleve this approach to be a sensible otte.
For the simple AR(1) model, with intercept and trerá', the predictive variance for forecasting n periods ahead Is given by Koop et el. (1991) :
' Forrnally speaking, using thls model corresponds to conditloning on~and ao In our more general model and assuming uncorrelated errora. where we have already mixed over the different models In the Iikelihood function using the relevant posterlor probabllftles. Eg',,,,(p) Is calculated In the 9ame fashbn. Our loss tunctlon takea the form:
' If we had fully marginalized with respect to p, an addRbnal term wouki have been added to the predlctNe variances under H, and H,. Therefore, predictNevariances forthe trend-stationary and explosfve models are slightly underestimated relatfve to the unft root model. 
Note that á is cruclal to conskier muftl-perkxi pred~tions since they bring out the dffferences
In predictNe behavkx between statkxiary, unft root, and explosNe models (see Chow (1974) for some specific prd~lems when n~1). b, we do a senskNfry analysfs over these two parameters.
The parameter d plays an
The decislon theory approach is based on the assumptbn that researchers are Interested In choosing a particular region for p since they may wlaFt, for Instance, to difference the data. However,
In cases where such a pretest strategy Is not required, we suggest basing predlctlons on a mlxture over regions for p weighted wkh the relevaM poaterlor probebllkies.
Section 6: Empiricai ResuKs
This sedlon presents evidence on the existence of a unk root in the Nelson-Plosser series. The data used are axtended to cover the period untY t9B8 (see Data Appendbc). Tables 1 and 2 present posterior means and standard deviations for p and q under H, and H,, whAe Table 3 presents evidence on the presence of structural breaks and moving average errors. Table 4 Since parameter estimates are only sllghtly relevant to the issues we address in thls paper, we discuss results onty brieHy. Note Flrst that Tables 1 and 2 support the condusions of Choi (1990) : Omkting the MA(1) component of the error term does Indeed tend to drive estlmates of p towards one In a manner consistent wkh the asymptot~bias derNed by Chol. Table 3 contalns the probabAity that an MA (1) error term Is present as well as the AR(3) component already allowed for In our speciflcatkxi. For many serles this probabUky is very high and for no series is k small enough to be ignored. Thus Choi's results are more than Just theoretically Interestfng. The Induskm of a moving average error term wouki appear to be an important part of any specificatkui. A second polnt worth noting about Tables 1 and 2 Is that posterior means end standard deviations alone ahouki rat be used to Infer the probability of a hypothesis.
For example, Table 4lndicates that a high probabUky exleta that the real wage series contains a unit root but the nominal wage does not. This cannot be ascertalned simply by examining the posterior means and standard deviations in Tables 1 and 2 , a pdnt whk:h exempirties the hazards of using highest poaterkx densky intervals for testing purposes.
Wkh respect to structural breaks in Table 3 , rate that, aRhough our results are consisterrt wkh Perron's contentbn that a level break occurred In 19~9 In many macroecorwrnic tlme serles, we find virtually no evidence for the presence of a trend break In 1973 for any of the series.' As Perron (t989) notes, models wkh structural breaks tend to yieki less evldence of a unk root.
We do not discuss Table 4 In detaA but we do use the resuks to calculate the expected losses ' Perron Indicates that models wkh a 1973 trend break are mae relevant for post-war quarterly data sets than the long annual data sets used here. 14 requlred for our declslon analysis. For our purposes k b suff~kint to note that resulta show thet trendstationarity (H,) Is the most probable hypothesla for most o( the serles (notable exceptkxts are the CPI and velocity); however, without a fomial loss function k would be rash to rule out the unR root model at this tlme.
It is worth emphasizing that our loss functlon has two key propertles. First, as long as ó is greater than one, It Is better to overestlmate than to underestimate predktNe varlances. This property tends to favor H, over H, and H, over Hz and H,. Indeed as ó goes to Inflnity (holding n constant) H, wlll always be chosen. Second, there is a tendency In our loss funcclon to favor Hr H, Iies between H, and H, such that a researcher wAl, loosely speaking, never go too far wrong in dioosing H,. (Poterttial losses would be very large M, say, H, were ctwsen when H, was the 'corred' model). In fact, as n goes to IMiniry (hdding ó constant) H2 will always be chosen.' These two propertfes account for most o( the flrdings
In Tables 5 and 6 , which present the model chosen for different values of n and ó." Wkh the exception of the CPI and velocity series and, to a lesser extertt, the GNP deflator and real wage series, H, Is the model chosen (so long as ó or n is not large). However, dear scope exists for choosing nonstatlonarlty If underestimating predictNe variances fs feit to be a serbus problem. If ó-100 a researcher would almost never select the trend-statkxtary modei. There appears to be less sensitNity of our loss function wRh respect to n. If we restrict attentlon to short-or medium-term forecasts (eg. It is krteresting to note that our resufts for ó a 10 correspond dosely to ttase gNen In PhNllps (1991, repiy) who uses the Phillips-Ploberger posterlor odds test on the same data. The chlet dflference is that Phillips finds the nominai wage series to contaln a unit root, whereas we only match this finding if n is very large or ó-100. Note, however, that PhGlips'resuRs are obtalned by using an improper Jeffreys' prior for p, whereas we use a formal decision theoretic approach based on a strong aversfon to underestimating predictive variances. Researchera who do not wish to include such an aversion in their analysis will tend to choose trend-stationarity more often.
It is worth emphasizing that our fatlure to fully marginallze wfth respect to p favors the unk root hypothesis.
'" Table 5 and 6 correspond to our two loss functions. Because thelr results are very slmllar thefr different treatment of parameter uncertainty in the predictNe variance may not be too important for the purposes of our analysis for flnfte n. As n goes to ktflrtity these differences may qecome Important (sse
Koop et al. ( 1991)).
A flnal Issue worth dlscussing Is the senaltNlty oF our results to various priors. Ae descrlbed In Sectkm 4, we use two differeM priors for p: a haM-Student and a txwnded unHorm prbr. The flrat and second moments of the halfStudent prior are chosen so as to match the uniform prkx (see footnote 2).
The differences between the two prbrs occur In thkd and hlgher moments. Tables 1 and 2 indk~te that postedor flrst and second moments do not differ much across the two priors. The remaining tables, however, Indk;ate somewhet larger dffferences. Thls la eapeclally true of Tables 5 and 6 , where In some cases, the two very similar priors yleld different conduskx~s (eg. Nominai GNP for d s 10 or the GNP deflator for d~1 or 10)." Our decisbn analysls depends upon high order moments of p and our prkxs dHfer in these high moments. Recall that, whYe all momenta exlet for our bounded uniform prbr, rwne beyond 2 exlst tor our half-Student prkx. Although Beyesians who use InformetNe priora typk~lly do not worry about third or higher prkx moments, our anelysis suggests thet care ahould be taken in elk.ltlrp such prior moments when a decislon analysls whlch krvoNea high order moments Is carrled out. The effect d prkx moments on the exlstence of predlctNe variances for multi-period forecasting Is formally analyzed In .
" As described in Section 3, predictNe varlances exlst only for n less than approximately T~2, a fact whlch is Ignored In Tables 5 and 6 where resuRs are occaskmally reported for n~T~2. ..... .. . ............ ... ...~.... .... ..~. ... .. ......... ..~~~.~.....~... ....-.............. t.,........~.. 
