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Abstract:
This paper proposes a spatial panel model for German matching func-
tions to avoid possibly biased and inefﬁcient estimates due to spatial de-
pendence. We provide empirical evidence for the presence of spatial depen-
dencies in matching data. Based on an ofﬁcial data set containing monthly
information for 176 local employment ofﬁces, we show that neglecting spa-
tial dependencies in the data results in overestimated coefﬁcients. For the
incorporation of spatial information into our model, we use data on com-
muting relations between local employment ofﬁces. Furthermore, our re-
sults suggest that a dynamic modeling is more appropriate for matching
functions.
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11 Introduction
In 2009, there were about 9.25 million people that became unemployed in Germany.
But, during the same time, about 9 million people left the state of inactivity while the
average unemployment stock amounted to 3.42 million in 2009. These numbers illus-
trate that labor markets are characterized by large ﬂows between the states of activity
and inactivity. In labor market research, a standard tool to analyze these dynamics is
the matching function which describes how the ﬂow of new hires (matches) is related
to the unemployment stock and to the stock of vacancies. With the help of the match-
ing function the determinants of job creation and the structure of underlying search
frictions in labor markets can be analyzed.
However, as shown in this paper, labor market activity is correlated over space. The
presence of spatial (auto-)correlation implies that the extent of matching in one par-
ticular region is correlated with that in neighboring regions. Neglecting spatial corre-
lation when modeling the matching process yields biased and inefﬁcient estimates of
the matching function. This is widely ignored in the empirical matching literature as
matching functions are often speciﬁed according to models assuming cross-sectional
independence among observations. This independence assumption is questionable in
the labor market context due to commuting and migration between different regions.
The aim of this paper is the estimation of matching functions taking into account
spatial dependencies in order to obtain unbiased and efﬁcient estimates. For the es-
timation, we use an ofﬁcial data set that provides monthly information of 176 local
employment ofﬁces (Arbeitsagenturen) for the period from 2000 until 2009. To exploit
the panel structure of the data, we specify the matching function using a spatial panel
model. As labor market data exhibits positive (temporal) autocorrelation, we apply not
only a static but also a dynamic modeling.
Most of the contributions in the empirical matching literature estimate matching
functionsusingaggregatetimeseries(see, e.g., BlanchardandDiamond(1989), VanOurs
2(1991) and Burda (1994)) as well as panel data sets (see, e.g., Burda (1993, 1994), Coles
and Smith (1996) and Anderson and Burgess (2000)) without taking into account cross-
sectional dependencies. The contributions by Fahr and Sunde (2001, 2005, 2006a, 2006b,
2009) also deal with data on German labor markets. The present paper updates and
widens the range of their analysis by using data for the whole country of Germany cov-
ering a more recent period. To our best knowledge, only a few contributions deal with
spatial dependencies in the empirical matching context as Burgess and Proﬁt (2001),
Hynninen (2005), Fahr and Sunde (2006a, b) and Dmitrijeva (2008). These authors intro-
duce spatial interactions into their model using spatially lagged exogenous variables.
This is a simple way of modeling a spatial process since there are no speciﬁc estimation
techniques needed. As suggested by test results on cross-sectional dependence in the
residuals of such a regression, this model does not capture the spatial autocorrelation
in the data in a sufﬁcient way. Therefore, we apply panel models including a spatial lag
and a spatial error term to the matching function. Lee and Yu (2010b) propose a quasi-
maximum likelihood approach for the static spatial autoregressive panel data model
with ﬁxed effects which we adopt here. For the estimation of the dynamic model, we
employ the estimation methodology suggested by Lee and Yu (2010c). The application
of spatial econometric methods to the context of empirical matching functions is novel
in this literature.
An important component of spatial econometric modeling is the spatial weights ma-
trix. As the amount of commuting reﬂects spatial relations on labor markets, we exploit
a data set on commuting relations between local employment ofﬁces to construct both
binary spatial weights matrices with entries zero and one and spatial weights matrices
with general weights.
Our paper shows the following main results: Firstly, ignoring spatial dependencies in
matching data when modeling the matching function results in overestimated match-
ing elasticities. As the estimated matching elasticities reﬂect the structural features of
3the matching process, this ﬁnding is important. Secondly, the results suggest that com-
pared to a static model, a dynamic approach results in a better ﬁt of the data.
The structure of the paper is as follows: The second section presents the basic match-
ing model while the third presents the data set and explains how the spatial weights
matrix is deﬁned. In order to motivate the spatial econometric approach, the fourth sec-
tion provides test results of the (global) Moran I test for spatial autocorrelation. Section
ﬁve presents the econometric model and the sixth section is dedicated to the estimation
results. Finally, the last section concludes.
2 Matching on labor markets
In macroeconomics, the matching function plays a central role for the analysis of labor
market dynamics and labor market efﬁciency. The labor market is assumed to be a de-
centralized market where it takes time and resources for the unemployed persons and
vacant jobs to ﬁnd each other. Reasons for this complicated exchange process are trad-
ing frictions, incomplete information and heterogeneities. With the help of the match-
ing function, this two-sided search process can be characterized. For a survey on the
empirical matching literature, see Petrongolo and Pissarides (2001).
In the empirical matching literature, it is standard to use a Cobb-Douglas speciﬁca-
tion for the matching function.1 Taking logs, the matching equation describing the ﬂow
of matches mit between time period t and t + 1 is given by
ln mit = ci + at + b1 ln Uit + b2 ln Vit + eit, t = 1,...,T,i = 1,...,n (1)
where Uit and Vit denote the stock of registered unemployment and the stock of regis-
1From a theoretical viewpoint, it is also possible to use a CES-type matching function. In this context,
Burda (1994) explains that the assumption of this type of matching function does not entail additional
explanatory power. Nevertheless, there are critical views concerning the Cobb-Douglas assumption
for matching functions in the literature, see for example Stevens (2007).
4tered vacancies at time point t, respectively.2 ci is the time-invariant effect controlling
for employment ofﬁce-speciﬁc characteristics as, for example, its size, while at is a time
effect controlling for aggregate shocks. eit describes the error term which is assumed to
be homoskedastic and uncorrelated.
If the spatial dependence effects are ignored, standard OLS regression will provide
biased parameter estimates in case of spatial lag dependence or spatiallly lagged ex-
ogenous variables whereas it provides unbiased and inefﬁcient estimates for the spatial
error model. Neglecting the spatial lag term is similar to an omitted variables bias (see
Franzese and Hays (2007)). As the spatial lag term is always correlated with the errors,
OLS estimation of the corresponding coefﬁcient will be inconsistent (see Anselin and
Bera (1998) or Franzese and Hays (2007)).
3 Data and spatial weights matrix
3.1 Measuring matches, unemployment and vacancies
We use the "outﬂows from unemployment into gainful employment" as measure for
the matches which is provided by ofﬁcial labor statistics in Germany. The "outﬂows
from unemployment" in general also include people entering into part-time employ-
ment, into labor-market policy measures or people leaving the labor force which we do
not want to consider as successful matches. The data series of the matches as well as
the data series of the unemployed persons and vacancies are available from the Fed-
eral Employment Ofﬁce (Bundesagentur für Arbeit) on a monthly basis. Hence, we have
panel data on 176 local employment ofﬁces (Arbeitsagenturen) for the time from 2000
until 2009. Table 1 shows the summary statistics of the labor market data. They show
that there is a strong variation in the number of unemployed, vacant jobs and matches
between the local employment ofﬁces. The maximum values are always attained in
2In order to ease notation for the spatial panel models, we differ between stocks and ﬂows by using this
notation in script for the stocks.
5Table 1: Summary statistics of matches, unemployment and vacancy stock of German
local employment ofﬁces (2000-2009)
unemployment stock matches vacancy stock
Min 2,643 211 146
1st qu. 10,920 805 1,253
Median 16,800 1,166 1,909
Mean 22,891 1,504 2,336
3rd qu. 28,710 1760 3,022
Max 332,874 20,675 41,435
Source: Federal Employment Ofﬁce (Bundesagentur für Arbeit)
Berlin.
Firms are not obliged to report their vacant jobs to the Federal Employment Ofﬁce
in Germany. Therefore, the registered vacancies represent only a fraction of the overall
economic supply of vacant positions. In 2006, this fraction amounted to 44% only (see
BA (2008)). The unemployment data is collected in accordance to the "concept of regis-
tered unemployment" which is regulated in the German Social Security Code. Hence,
this analysis is limited to that part of the labor market which is ofﬁcially registered at
the Federal Employment Ofﬁce. However, registered positions can also be ﬁlled with
employed job searchers which are not covered in our data set. The registered unem-
ployed and vacancies are possibly subject to a downward skill bias. On the one hand,
highly-qualiﬁed persons mostly do not use the Federal Employment Ofﬁce in order to
ﬁnd a new job. On the other, ﬁrms having vacant jobs for which a high qualiﬁcation
is needed prefer using web portals, national newspapers and internal channels to ﬁnd
suitable candidates (see Koppel (2008)). Christensen (2001) argues as well that the rate
of reported vacancies is higher for jobs which require low skills.
We standardize the matches in every local employment ofﬁce by corresponding un-
employment stocks for the computations of the test statistics for spatial autocorrelation.
Hence, the resulting standardized matches represent the fraction of unemployed per-
sons leaving unemployment in order to start a job.
63.2 Time series properties
To test for the stationarity of the data, we apply panel unit root tests. The results of the
Im et al. (2003) (IPS) test and the Fisher-type (ADF) test, that was proposed by Maddala
and Wu (1999) and Choi (2001), clearly reject the hypothesis of a unit root in the unem-
ployment and vacancy data as all p-values are zero. For the matches, the hypothesis of
a unit root can only be rejected in case of the Fisher-type test. A more detailed descrip-
tion of these tests can be found in the appendix. Nevertheless, it has to be noted that
the results of Baltagi et al. (2007) show that there can be considerable size distortions in
panel unit root tests when the true model exhibits spatial error correlation. Therefore,
the test results can only serve as an indication of possible nonstationarities in the data.
Figures 1 - 6 show some representative examples of autocorrelation function (ACF)
plots for the three different variables. They show signiﬁcant (temporal) autocorrelation
in the data.




























Figure 1: ACF plot of the matches in
Bremen with a maximum lag
length of 24 months (2000-2009)




























Figure 2: ACF plot of the matches in
Hamburg with a maximum lag
length of 24 months (2000-2009)




























Figure 3: ACF plot of the unemployment
stock in Mecklenburg-Western
Pomerania with a maximum lag
length of 24 months (2000-2009)




























Figure 4: ACF plot of the unemployment
stock in North-Rhine West-
phalia with a maximum lag
length of 24 months (2000-2009)
3.3 Speciﬁcation of spatial inﬂuence
A fundamental building block of spatial econometric modeling is the spatial weights
matrix. It is a nonstochastic matrix which deﬁnes exogenously the neighborhood of
a certain location. Hence, the term ,neighboring’ in the present context addresses the
neighborhood set which is deﬁned by the corresponding spatial weights matrix. On
the one hand, we use binary spatial weight matrices where the entries are either zero
or one and, on the other, matrices with general weights.
The simplest version of a binary spatial weights matrix is a binary contiguity matrix.
When two local employment ofﬁces are neighbors, i.e. they share a common border, the
corresponding entry in the matrix is one and zero otherwise. The elements on the main
diagonal are zero by construction. This matrix induces a simple spatial structure which
might be not sufﬁcient to capture the actual spatial relations on German labor markets.
Commuting of people is not limited to the neighboring region and, additionally, the
binary contiguity matrix weights all neighbors equally. The latter assumption might be
critical for a region that is surrounded by both a big city and a rural area. In this case,
one would suspect that more people commute to the big city than to the rural area.




























Figure 5: ACF plot of the vacancy stock in
Mecklenburg-Western Pomera-
nia with a maximum lag length
of 24 months (2000-2009)




























Figure 6: ACF plot of the vacancy stock
in Saxony with a maximum lag
length of 24 months (2000-2009)
To address these problems, we exploit a data set on commuting relations between
different local employment ofﬁces. The amount of commuting reﬂects differences in
labor market opportunities between local employment ofﬁces. Möller and Aldashev
(2007), who also use commuter streams for constructing a spatial weights matrix, state
that such a matrix captures the strength of interregional relationships among labor mar-
kets. The commuting data is also collected by the Federal Employment Ofﬁce and it is
part of the ofﬁcial statistic as well. It records all people who have a job that is subject to
social insurance. The numbers of commuters between the local employment ofﬁces are
recorded yearly at the appointed date June 30th. Our data set covers the period from
2000 until 2009. We use this data as a proxy for the interregional linkages between local
employment ofﬁces. Therefore, we construct the average commuter matrix P = (pij),
i, j = 1,...,176. The element pij of this matrix indicates the number of people that live
in employment ofﬁce j and work in employment ofﬁce i. Hence, row i of the average
commuter matrix P contains the incoming commuters to region i while the elements
of column j represent the outgoing commuters from employment ofﬁce j to all other
9regions.3 The summary statistics of matrix P are found in Table 2. They show that there
is commuting between most of the local employment ofﬁces, although it is not very
strong between 75% of them. The highest numbers of incoming commuters are in big
cities as Berlin, Düsseldorf, Cologne, Frankfurt, Munich and Hamburg.
Table 2: Summary statistics of the average commuter matrix P (2000-2009)
Min 1st quartile Median Mean 3rd. quartile Max Std. dev.
0 6.2 16.3 216.02 45.8 60201.5 1583.24
Source: Federal Employment Ofﬁce, author’s calculations
We use the commuting information twofold to construct both binary weights matri-
ces and weights matrices with general weights. First, we discretize the information and
construct additional binary spatial weights matrices. We consider two local employ-
ment ofﬁces as neighbors when the commuting ﬂow from region j to i exceeds a certain





0, pij < d
1, pij  d.
(2)
For the choice of the cutoff value d, we take higher values, namely 100, 250, 500 and
1000, in order to consider only those local employment ofﬁces as neighbors which ex-
hibit strong commuting linkages. The resulting spatial weights matrix still weights all
neighbors equally, yet it reﬂects the actual connections on the labor market in a better
way by not restricting the analysis to physical neighbors.
Second, we exploit the full information contained in the average commuter matrix P
to construct a spatial weights matrix with general weights. Contrary to the applied spa-
tial econometric literature where a distance decay function is often assumed, we need a
monotonically increasing function as more intense commuting implies stronger spatial
3Due to limited data availability, we could not control for the different sizes of the local employment
ofﬁces by standardizing the number of commuters by the corresponding working age population.
10inﬂuence. We use the linear function for the speciﬁcation of the weights, i.e. wij = pij.4
This function implies that the marginal inﬂuence of one additional commuter is con-
stant.
When computing spatially lagged matches, i.e. Wln(Mit), with the help of the gen-
eral spatial weights matrix, the neighboring matches are weighted by the rows of the
spatial weights matrix, i.e. by incoming commuters to region i. In general, this weight-
ing scheme can be changed so that the neighboring matches are weighted by the outgo-
ing commuters of region i. We also implemented this weighting scheme in our regres-
sions and got virtually the same results.
4 Spatial dependencies in German labor markets
4.1 Empirical evidence on (global) spatial autocorrelation
A standard test for spatial autocorrelation is the Moran I test, which was developed
by Moran (1950). This test is not speciﬁed for a particular spatial process. Its null hy-
pothesis is the absence of spatial autocorrelation whereas the alternative is not exactly







where e = y  X ˜ b is a vector of standard OLS regression residuals, ˜ b = (X0X) 1X0y, W
denotes the spatial weights matrix and n is the number of observations (see Anselin and
Bera(1998)). Inourcase y arethematchesandthematrix X containstheunemployment
and vacancy stock. S0 is a standardization factor which is equal to the sum of the spatial
weights, i.e. S0 = åi åj wij. For a row-standardized spatial weights matrix, the statistic
4We also considered the logarithmic function to construct the weights. It produces results that give an
indication for the spatial process to be nonstationary. This ﬁnding is supported by high values of







since S0 = n. Cliff and Ord (1981) show that I is asymptotically normally distributed
for normally distributed regression residuals. Therefore, inference is based on the stan-




expectation E(I) and the variance V(I) are derived by Cliff and Ord (1972) under the
null hypothesis of no spatial dependence.
Since Moran’s I test is designed to detect spatial autocorrelation from cross-section
residuals, the test statistic is computed using standardized matches for each month
within the period from 2000 until 2009. The values of the global Moran I statistic are
positive and signiﬁcant on all reasonable signiﬁcance levels for all months within the
period. Hence, we conclude that the regional distribution of standardized matches in
Germany is characterized by strong spatial dependencies. Figure 7 shows the evolution
of the Moran I values for standardized matches, its nine-month moving average and a
linear trend line using the binary spatial weights matrix over the period from 2000 until
2009.
The linear trend is positive which means that spatial integration of German local em-
ployment ofﬁces becomes stronger during the period from 2000 until 2009. A reason for
this is the increased mobility of people which is also supported by our commuting data.
The mean relative change of (incoming) commuters between 2000 and 2009 amounts to
0.17, i.e. commuting increases signiﬁcantly during this period.
Furthermore, Figure 7 shows a seasonal pattern in the (global) Moran values. Simi-
larly to the seasonalities in the matching data, the Moran values are the highest during
spring time. Hence, spatial dependencies seem to be stronger when the labor market is
more active. Burgess and Proﬁt (2001) analyze the cyclical variation of spatial depen-
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Evolution of the global Moran for standardized matches over time
global Moran I nine‐month moving average
Figure 7: Evolution of the global Moran I for standardized matches for the period from
2000 until 2009
dependence for unemployment outﬂows moves counter-cyclically. Their explanation
is that unemployed persons lower their search radius while ﬁrms have to search more
widely in good times.
4.2 Local structure of spatial autocorrelation
The (global) Moran I test only gives information about the global pattern of spatial
dependence holding for all local employment ofﬁces in Germany. In order to analyze
thelocalpatternofspatialautocorrelation, wecomputeMoranscatterplots(seeAnselin
(1996)). These are based on the interpretation of the Moran I statistic as a regression
coefﬁcient in a regression of Wy on y where y denotes demeaned matches in the present






13which holds for a row-standardized spatial weights matrix, i.e. S0 = n. Using the
interpretation of the (global) Moran I statistic as a regression coefﬁcient, the linear rela-
tionship between y and Wy can be visualized by a bivariate scatter plot of Wy against
y.
Note: This ﬁgure plots spatially lagged matches against demeaned matches. The colors identify the location of the points in the four quadrants. They are used
to show where the points are located on the German map (see Figure 9).
Figure 8: Moran scatter plot using yearly averages of standardized matches in 2009
The Moran scatter plot for the standardized matches (yearly averages) of the year
2009 is shown in Figure 8. The ﬁgures for the remaining years can be found in the
appendix (Figures 10 – 12).
The Moran scatter plots show that most of the local employment ofﬁces are positively
spatially autocorrelated since most of the points lie in the ﬁrst and third quadrant. This
is in line with the results of the global Moran I test. The position of local employment
ofﬁces in the ﬁrst and third quadrant (red and dark blue points) indicates that local
employment ofﬁces with above-mean matches have neighbors with the same charac-
teristic, while local employment ofﬁces with below-mean matches are more likely to
be surrounded by local employment ofﬁces with low (standardized) matches. The re-
14Note: The colors indicate the four quadrants of the Moran scatter plot as shown in Figure 8.
Figure 9: German map indicating the position of points in Moran scatter plot for yearly
averages of standardized matches (2009)
maining points in the second and fourth quadrant represent local employment ofﬁces
which are negatively spatially autocorrelated.
Figure 9 shows a map of Germany indicating the location of the points in the Moran
scatter plot (ﬁgure 8). Maps for the other years are found in the appendix (Figures 13 –
15).
Interestingly, the Moran maps do not replicate the former border between East and
West Germany. Furthermore, they show a band of local employment ofﬁces from
Western (North-Rhine Westphalia) to Eastern Germany (Brandenburg) which seems
to be positively spatially autocorrelated with standardized matches below the mean for
the most part of the period. Most of the south German employment ofﬁces are pos-
itively spatially autocorrelated with above-mean matches. Finally, the Moran scatter
plots again support the fact that German matching data exhibits spatial autocorrela-
tion. Thus, we have to take into account this fact into our econometric analysis.
155 Econometric Modeling
To capture the spatial dependence and the panel structure of the data, we propose to
modelthematchingfunctionbyaspatialpanelmodel. Sincewedonothavearepresen-
tative sample of German employment ofﬁces but data on all German local employment
ofﬁces, a ﬁxed effects model is preferred. In order to control for aggregate shocks, a
model that takes into account time effects is used. Following most contributions in the
empirical matching literature, we use a static speciﬁcation of the matching function.
Beyond that, we also specify the matching function in a dynamic way to capture the
(temporal) autocorrelation of the data.
5.1 Static model speciﬁcation
Our static model speciﬁcation contains a spatial lag of the dependent variable as well
as a spatial process for the error term. The corresponding matching equation is given
by
ln Mt = lW ln Mt + b1 ln Ut + b2 ln Vt + cn + at1n + Wt,
Wt = rWWt + Xt,t = 1,...,T,
(6)
where Mt = (m1t,m2t,...,mnt)0 is the (n  1) vector of matches, Ut and Vt are the
(n  1) vectors of the unemployment and vacancy stocks, respectively. cn represents
the (n  1) vector of ﬁxed individual effects and at is the ﬁxed time effect. W is the
(n  n) nonstochastic spatial weights matrix and 1n is the (n  1) vector of ones. Xt =
(x1t,x2t,...,xnt)0 represents the (n  1) vector of errors for which it is assumed that xit
are i.i.d. across i and t with zero mean and constant variance s2.
A spatial error term implies that there are spatially correlated random components
inﬂuencing a region of more than one local employment ofﬁces. Examples in the labor
16market context are regional shocks as changes in regional governments or the closure of
a production site. The spatial lag structure implies that the matching process in a partic-
ular local employment ofﬁce is inﬂuenced by matching in other locations. As matching
theory suggests, the matches are determined by the unemployment and vacancy stock.
Thus, the spatial inﬂuence of all variables is captured implicitly by using the spatial lag
model.
The way of inserting spatial autocorrelation into the matching function goes beyond
most matching speciﬁcations in the literature that control for spatial dependencies be-
cause we use a spatial lag and spatial error term in our static model. Contrary to this,
in the empirical matching literature spatial dependencies are incorporated by spatially
lagged exogenous variables into matching functions. In this way the external effect of
unemployment and vacancies on the matching process in neighboring local employ-
ment ofﬁces can be estimated. As these additional regressors are exogenous and as
the error term remains spherical, estimation by ordinary least squares is unbiased and
consistent (see Klotz (2004) for the pooled case). We also adopt this modeling to our
data and got insigniﬁcant spatial spillovers of both stock variables. Moreover, we ap-
ply Pesaran’s CD test (see Pesaran (2004)) to test for cross-sectional dependence in the
residuals. The results show that there is spatial correlation left in the residuals, i.e.
the model with spatially lagged exogenous variables incompletely captures the spatial
autocorrelation in the data.5
Lee and Yu (2010b) propose a quasi-maximum likelihood approach for the estimation
of model (6). They show that (direct) maximum likelihood estimation yields inconsis-
tent parameter estimates (unless n is large). Even in the case when n and T are large,
the asymptotic distribution of the estimates is not properly centered. Therefore, they
propose a transformation approach to eliminate the individual and time effects. The
transformations are the deviation from time mean, JT = IT   1
T1T10
T, and the devia-
5The full results of the estimation and the test can be obtained from the author upon request.
17tion from cross section mean, Jn = In   1
n1n10
n, operator as used in the literature on
panel data analysis (see Baltagi (2005)). The disturbance terms in the resulting equa-
tion (after performing these operations) would be linearly dependent. For this reason,
their proposition is to base the transformations on the orthonormal eigenvector matri-
ces of JT and Jn. Let [FT,T 1, 1 p
T1T] be the orthonormal eigenvector matrix of JT where
FT,T 1 is the (T  (T   1)) submatrix corresponding to eigenvalues of one. Further-
more, let [Fn,n 1, 1 p
n1n] be the orthonormal eigenvector matrix of Jn where Fn,n 1 is the
(n  (n   1)) submatrix corresponding to eigenvalues of one. The matching function
(6) is ﬁrstly transformed by FT,T 1 which yields






t,t = 1,...,T   1,
(7)




...,aT1n]0FT,T 1 are transformed time effects. Secondly, in order to eliminate the time
effects, themodelisfurthertransformedby Fn,n 1 yieldinga (n 1)-dimensionalvector
(ln Mt) such that (ln Mt) = F0
n,n 1(ln Mt), i.e.
(ln Mt) = l(F0






t ,t = 1,...,T   1,
(8)
where (ln Ut) = F0
n,n 1(ln Ut) and (ln Vt) = F0
n,n 1(ln Vt). Note that the effective
sample size after both transformations is (n   1)(T   1) and that the spatial weights
matrix needs to be row-normalized for this transformation approach.
The transformed equation (8) can be estimated by quasi-maximum likelihood. After
some rearrangements, Lee and Yu (2010b) derive the following log-likelihood function
for the transformed model (8):
18ln Ln,T(q) =  
(n   1)(T   1)
2
ln 2ps2   (T   1)[ln(1  l) + ln(1  r)]








where q = (b0,l,r,s2), b0 = (b1, b2)0, f = (b0,l,r)0, Sn(l) = In   lW, Rn(r) = In  
rW and e Xt = Rn(r)[Sn(l) g ln Mt   ( g ln Ut, g ln Vt)b]. Note that g ln Mt = ln Mt   ln Mt for
t = 1,...,T, where ln Mt = 1
T å
T
t=1 ln Mt. g ln Ut, g ln Vt and e Xt are deﬁned analogously.
Lee and Yu (2010b) show that the resulting quasi maximum-likelihood estimates for
all parameters are consistent when either n ! ¥ or T ! ¥ and asymptotically nor-
mally distributed. Additionally, they derive explicitly the asymptotic distribution and
show that it is properly centered.
5.2 Dynamic model speciﬁcation
As shown in the data section, labor market data exhibits positive temporal autocorre-
lation. To capture these dynamics, we apply a spatial dynamic panel data model. In
addition to a temporally lagged term, it contains a spatial lag term and a combined
spatially and temporally lagged term of the dependent variable. Applying this model
to our matching function, yields
ln Mt = lW ln Mt + g ln Mt 1 + dW ln Mt 1 + b1 ln Ut + b2 ln Vt
+ cn + at1n + Xt,t = 1,...,T, (10)
where g captures the pure time-dynamic effect and d captures the combined spatial-
time effect. The assumptions about the error term Xt are as before.
For the estimation of model (10) we adopt the methodology proposed in Lee and
19Yu (2010a) and Lee and Yu (2010c). Lee and Yu (2010a) show that the (direct) max-
imum likelihood estimation method will yield a bias of order O(max(1/n,1/T)) for
the common parameters. Therefore, they propose two variants of a transformation ap-
proach. On the one hand, the transformation Jn in combination with an eigenvalue and
eigenvector decomposition is applied and, on the other, the model is transformed by
(In   W). Lee and Yu (2010a) show that the quasi-maximum likelihood estimates from
the maximization of the log-likelihood function of the Jn-transformed model are free
of O(1/n) bias. Nevertheless, the resulting quasi-maximum likelihood estimates are
biased and, therefore, Lee and Yu (2010c) propose a bias correction procedure which is
applied here as well.
The (In   W)-transformation eliminates not only time effects but also possible un-
stable components. Thus, it can be applied to all possible data generating processes.
We applied both transformations to our data. But as the results are fairly similar and
in order to save space, we present only the results and theoretical foundations of the
(In  W)-transformation.
Transforming the dynamic matching equation (10) by (In  W), yields
(In  W)ln Mt = lW(In  W)ln Mt + g(In  W)ln Mt 1 + dW(In  W)ln Mt 1
+ (In  W)Xtb + (In  W)cn + (In  W)Xt, t = 1,...,T, (11)
where Xt = [ln Ut,ln Vt]. The variance-covariance matrix of (In  W)Xt is given by
Var((In  W)Xt) = s2Sn (12)
with Sn = (In   W)(In   W)0. As the components of the error term in the transformed
model (11) are linearly dependent, an eigenvalue-eigenvector decomposition is used
again. For that, the matrix [Fn, Hn] is deﬁned to be the orthonormal matrix of eigen-
20vectors and Ln is deﬁned to be the diagonal matrix of nonzero eigenvalues of Sn such
that SnFn = FnLn and SnHn = 0. The columns of Fn consist of eigenvectors corre-
sponding to nonzero eigenvalues, and those of Hn are for zero eigenvalues of Sn. Ac-




n . Then, the (further) transformed model is given by
(ln Mt) = lW(ln Mt) + g(ln Mt 1) + dW(ln Mt 1) + X 
t b + c
n + X
t,
t = 1,...,T, (13)
where (ln Mt) = L
 1/2
n F0
n(In  W)ln Mt and the other variable are deﬁned accordingly.
Note that the transformed vector (ln Mt) is of dimension n where n is the rank of
s2Sn. The concentrated log-likelihood of equation (13) is















n (In  W)e Xt(q) (14)
where e Xt(q) = Sn(l) g ln Mt   e ZtJ with Zt = (ln Mt 1,Wln Mt 1,Xt) and J = (g,d, b0).
6 Estimation Results
In order to improve the success of the Federal Employment Ofﬁce in placing unem-
ployed persons in a job, the German government passed different laws to reform the
German labor market during the period from 2002 until 2005 ("Hartz reforms"). Since
one part of these reforms (becoming effective in 2004) entailed changes in the ofﬁcial
deﬁnition of unemployment, we analyze the periods from 2000 until 2004 and from
212005 until 2009 separately.
Firstly, we estimate the basic matching model without any spatial terms. It is speci-
ﬁed according to a two-way ﬁxed effects model and it is estimated using the standard
within-estimator.6 Secondly, we estimate the static matching speciﬁcation and, thirdly,
the dynamic matching model, both using the different spatial weights matrices that we
deﬁned before. As we have six different speciﬁcations for the spatial weights matrix,
we have 13 regressions for each period. The regression results are shown in Tables 3
and 5 for the period from 2000 until 2004 while the results for the second period are in
Tables 4 and 6.
As suggested by matching theory, the estimated elasticities of matches on both stocks
are positive and signiﬁcant in all speciﬁcations. The elasticity of matches on unemploy-
ment for the basic model during the period from 2000 until 2009 amounts to 0.599.
This means that an increase of the unemployment stock by 1% results in an increase
of matching by 0.599 percent. The estimated elasticities with respect to vacancies are
much smaller than those with respect to the unemployed in all speciﬁcations. This ﬁnd-
ing might be related to the underreporting of vacant jobs to the Federal Employment
Ofﬁce. Furthemore, it can be explained by the high vacancy turnover, i.e. vacant jobs
are ﬁlled within a month, and thus, are not counted in the end-of-month stocks.
Ignoring spatial effects, the elasticities on both stock variables are overestimated.
This result is particularly relevant since the matching elasticities give an indication of
the relative importance of unemployment and vacancies in the matching process. The
Bayesian information criterion also indicates a better ﬁt of the spatial panel models. The
existence of this bias is theoretically shown in Franzese and Hays (2007). They argue
that neglecting a spatial lag process results in an omitted-variable bias. Fahr and Sunde
(2006b) and Fahr and Sunde (2006a) also using German data get for the elasticity on
unemployment 0.41 and 0.54 and for the elasticity on vacancies 0.513 and 0.34, respec-
6For more details on this subject, see for example Baltagi (2005).
22Table 3: Estimates of matching functions using the basic and the static spatial panel
model for the period from 2000 until 2004
dependent variable: ln Mit
time period: 2000-2004
basic static
binary d = 100 d = 250 d = 500 d = 1000 linear
ln Uit 0.599 0.333 0.407 0.387 0.395 0.378 0.362
(30.9) (16.8) (21.43) (19.9) (20.17) (19.2) (18.41)
ln Vit 0.092 0.062 0.071 0.066 0.063 0.064 0.067
(16.4) (11.32) (13.84) (12.49) (11.71) (11.66) (12.39)
l — 0.035 0.184 0.091 0.062 0.045 0.051
(3.71) (12.94) (7.62) (5.32) (3.91) (4.52)
r — 0.054 0.206 0.114 0.083 0.064 0.07
(5.4) (13.78) (9.1) (6.8) (5.31) (5.9)
s2 0.021 0.019 0.017 0.018 0.019 0.019 0.019
(84.64) (74.91) (87.51) (82.9) (80.95) (82.59)
log-like 5624.658 5737.146 6536.617 6113.52 5913.513 5783.096 5815.381
BIC -0.857 -1.085 -1.236 -1.156 -1.18 -1.093 -1.099
observations 10560 10560 10560 10560 10560 10560 10560
Notes: t-statistics in parentheses. t-statistics of the static spatial panel model are computed using the asymptotic distribution derived in Lee and Yu (2010b). l
is the spatial autoregressive coefﬁcient and r is the spatial autocorrelation coefﬁcient.
tively. Our smaller matching elasticities can be explained by the fact that our models
control for spatial, time-dynamic and combined space-time effects separately. Note that
the data source and the period of their data differ from ours as well.
The spatial autoregressive (l) and the spatial autocorrelation (r) coefﬁcient measur-
ing the spatial effects in our model are signiﬁcant and positive. Hence, the number
of matches in the neighborhood inﬂuences the matching process in a particular local
employment ofﬁce. The positive spatial autocorrelation coefﬁcient indicates regional
effects that affect the matching process in more than one local employment ofﬁce. The
effect of the spatial error term is stronger than that of the spatial lag term for the static
model, i.e. spatially correlated random components play an important role on German
labor markets.
Furthermore, the estimation results show that the matching elasticities are fairly ro-
bust with respect to the choice of the spatial weights matrix. Notably, this holds for the
vacancies in all speciﬁcations. Likewise, the time-dynamic effect (g) is not sensitive to
different spatial regimes as well. However, this is not true for the estimates of the spa-
23Table 4: Estimates of matching functions using the basic and the static spatial panel
model for the period from 2005 until 2009
dependent variable: ln Mit
time period: 2005-2009
basic static
binary d = 100 d = 250 d = 500 d = 1000 linear
ln Uit 0.697 0.519 0.575 0.545 0.539 0.536 0.533
(39.96) (29.05) (33.33) (30.95) (30.44) (30.16) (29.97)
ln Vit 0.1 0.074 0.083 0.08 0.082 0.081 0.077
(17.5) (13.49) (15.98) (15.06) (15.11) (14.86) (14.06)
l — 0.032 0.182 0.086 0.058 0.043 0.047
(2.8) (10.7) (6.24) (4.4) (3.31) (3.57)
r — 0.047 0.201 0.106 0.076 0.059 0.063
(3.93) (11.03) (7.21) (5.43) (4.33) (4.52)
s2 0.019 0.019 0.016 0.018 0.018 0.018 0.018
(108.67) (72.29) (116.81) (111.7) (108.13) (108.08)
log-like 5936.595 5933.831 6558.874 6227.45 6084.772 5996.1 5997.738
BIC -0.916 -1.122 -1.24 -1.178 -1.151 -1.133 -1.134
observations 10560 10560 10560 10560 10560 10560 10560
Notes: t-statistics are in parentheses. t-statistics of the static spatial panel model are computed using the asymptotic distribution derived in Lee and Yu (2010b).
l is the spatial autoregressive coefﬁcient and r is the spatial autocorrelation coefﬁcient.
Table 5: Estimates of matching functions using the spatial dynamic panel model for the
period from 2000 until 2004





binary d = 100 d = 250 d = 500 d = 1000 linear
ln Uit 0.285 0.409 0.383 0.376 0.368 0.382
(22.13) (26.61) (24.4) (23.9) (23.37) (24.19)
ln Vit 0.047 0.055 0.051 0.049 0.048 0.05
(12.9) (12.77) (11.71) (11.15)) (10.83) (11.37)
l 0.638 0.214 0.119 0.086 0.065 0.071
(72.65) (9.38) (5.76) (4.58) (3.89) (3.82)
g 0.466 0.51 0.501 0.502 0.503 0.508
(53.63) (52.96) (49.95) (50.03) (50.56) (49.31)
d -0.231 -0.004* 0.066 0.081 0.088 0.071
(-17.81) (-017) (3.17) (4.17) (4.92) (3.63)
s2 0.009 0.012 0.012 0.012 0.013 0.013
(70.92) (54.52) (51.59) (52.48) (54.15) (52.56)
log-like 9618.98 8423.502 8223.439 8117.249 8046.945 8049.474
BIC -1.82 -1.593 -1.555 -1.535 -1.522 -1.522
observations 10559 10559 10559 10559 10559 10559
Notes: t-statistics are in parentheses. t-statistics of the dynamic spatial panel model are computed using the asymptotic distribution derived in Lee and Yu
(2010c). l is the spatial autoregressive coefﬁcient, g captures the time dynamic effect and d captures the combined spatial-time effect.
24Table 6: Estimates of matching functions using the spatial dynamic panel model for the
period from 2005 until 2009





binary d = 100 d = 250 d = 500 d = 1000 linear
ln Uit 0.365 0.432 0.406 0.39 0.368 0.37
(27.96) (29.88) (27.67) (26.43) (27.9) (28.2)
ln Vit 0.039 0.041 0.038 0.037 0.04 0.039
(9.62) (9.15) (8.41) (8.04) (9.84) (9.6)
l 0.538 0.206 0.109 0.078 0.577 0.621
(53.54) (9.34) (5.71) (4.5) (52.06) (52.53)
g 0.507 0.513 0.51 0.515 0.514 0.512
(61.14) (57.81) (55.69) (55.97) (62.68) (61.98)
d -0.246 -0.019* 0.045 0.051 -0.285 -0.316
(-18.2) (-0.82) (2.24) (2.73) (-19.87) (-20.43)
s2 0.01 0.012 0.012 0.012 0.01 0.01
(71.16) (61.04) (58.77) (58.94) (71.42) (71.32)
log-like 9148.268 8494.757 8322.28 8234.828 9107.55 9114.678
BIC -1.731 -1.607 -1.574 -1.557 -1.722 -1.724
observations 10559 10559 10559 10559 10559 10559
Notes: t-statistics are in parentheses. t-statistics of the dynamic spatial panel model are computed using the asymptotic distribution derived in Lee and Yu
(2010c). l is the spatial autoregressive coefﬁcient, g captures the time dynamic effect and d captures the combined spatial-time effect.
tial coefﬁcients (l and r) because they are sensitive to the choice of the spatial weights
matrix.7
In the empirical matching literature, matching functions are mostly speciﬁed in a
static way.8 However, according to the Bayesian information criterion, the dynamic
model ﬁts the data better than the static model. This is in line with the positive temporal
autocorrelation detected in the data. Thus, a dynamic approach is more appropriate for
the modeling of matching functions.
Compared with the static model, the matching elasticities of the dynamic model are
smaller. This can be explained by the strong time-dynamic effect in the data which is
7Hujer et al. (2009) also ﬁnd in their study that the long-term effect of labor market policies is unaffected
by changes in the spatial weights while the estimates of spatial coefﬁcients differ with the choice of the
spatial weights matrix.
8One exception is the contribution by Hujer et al. (2009) that speciﬁes a spatial dynamic matching func-
tion for the analysis of the indirect and direct effects of active labor market policy at the regional level
for Western Germany.
25absorbed by the coefﬁcients of the static model. Moreover, the coefﬁcient of the spatial
lag term (l) is larger in the dynamic model. A reason for this might be that the dy-
namic model only contains a spatial lag term but not a spatial error term as the static
model. The space-time effect is negative in some of the speciﬁcations. This means that
an increase in the number of matches in neighboring local employment ofﬁces during
the previous period results in lower matches during the present period. However, this
result has to be taken with care. According to Ochsen (2009), the negative sign can arise
from the perfect correlation of the space-time lagged variable with the time lagged and
the spatially lagged variables.
Comparing both subperiods, the estimated elasticities of matches with respect to un-
employment are larger during the period from 2005 until 2009 which holds for both
the static and the dynamic model. Hence, the effect of additional unemployment on
matching is stronger. However, the picture for the elasticities with respect to vacancies
is different: They are larger during the time from 2000 until 2004 in case of the dy-
namic model while the opposite holds for the static model. Hence, we can conclude for
the dynamic model that the relation between unemployed persons and vacant jobs has
improved during the second period. The estimated spatial effects are similar for both
subperiods in case of the static model while this is not true for the dynamic model.
Only the pure time-dynamic effect is fairly similar in both subperiods.
7 Conclusion
In this paper, we estimate German matching functions taking into account spatial de-
pendencies. We show that German matching data exhibit signiﬁcant spatial autocorre-
lation. To avoid biased and inefﬁcient estimates, we apply a spatial econometric mod-
eling to the matching function. Our panel data set covers monthly information for 176
local employment ofﬁces in Germany for the period from 2000 until 2009. In order
26to capture the dynamics on labor markets, we use not only a static modeling but also
a dynamic model speciﬁcation. For the estimation, we follow the methodology pro-
posed in Lee and Yu (2010b) and in Lee and Yu (2010c) for the static and the dynamic
model, respectively. To incorporate the spatial information into the model, we construct
different spatial weights matrices. As the amount of commuting reﬂects interregional
relations on labor markets, we exploit commuting data for the construction of differ-
ent spatial weights matrices. Our results suggest that neglecting spatial dependencies
yields overestimated matching elasticities. Furthermore, they show that the dynamic
model captures the structure in the data in a more appropriate way.
Regarding policy implications, our results suggest signiﬁcant spatial spillovers. This
means that regional policy activities have wider consequences. On the one hand, a local
unemployment shock is not limited to one region but has also effects on neighboring
regions. But on the other hand, regional activities aiming at a reduction of unemploy-
ment also have an impact on neighboring regions. Since we use numbers of commuters
to measure the spatial impact in our model, neighboring regions are not limited to those
that are a neighbors in the literally sense. Hence, the presence and the range of spatial
spillovers has to be taken into account when regional policy measures are designed.
27Appendix
Panel unit root tests
Im, Pesaran and Shin (IPS) Test
Im et al. (2003) consider a sample of N cross sections observed over T time periods.
They suppose that the stochastic process yit is generated by a ﬁrst-order autoregressive
process:
yit = (1  fi)mi + fiyi,t 1 + eit, i = 1,..., N,t = 1,...,T (15)
where initial values yi0 are given. To test the null hypothesis of unit roots, i.e. fi = 1
for all i, Im et al. (2003) express equation (15) further:
Dyit = ai + biyi,t 1 + eit (16)
where ai = (1   fi)mi, b1 =  (1   fi) and Dyit = yit   yi,t 1. In this formulation, the
null hypothesis that each series in the panel contains a unit root, and the alternative
allowing for some (but not all) of the individual series to have a unit root, correspond
to






bi < 0 i = 1,..., N1
bi = 0 i = N1 + 1,..., N.
(18)
Thisformulationofthealternativeismoregeneralthanthehomogeneousalternative,
i.e. bi = b < 0. Imetal.(2003)assumethatunderthealternativehypothesisthefraction
of the individual processes that are stationary is nonzero, namely if lim
N!¥
(N1/N) =
d, 0 < d  1. This condition is necessary for the consistency of the test. Im et al.
(2003) propose both unit root tests for heterogeneous panels with ﬁxed T and serially
uncorrelated errors and unit root tests for heterogeneous panels with serially correlated
errors. For the sake of brevity, we only consider the test for serially uncorrelated errors.








28where tiT is the individual t-statistic for testing H0 : bi = 0 for all i in equation (18).
Im et al. (2003) show that for heterogeneous panels with serially uncorrelated errors
the standardized t-bar statistic is distributed as standard normal as N ! ¥ for a ﬁxed
T, as long as T > 5 in the case of DF regressions with intercepts and T > 6 in the
case of DF regressions with intercepts and linear time trends. Finally, in Monte Carlo
experiments, Im et al. (2003) show that if a large enough lag order is selected for the
underlying ADF regressions, then the small sample performance of the t-bar test is
reasonably satisfactory and generally better than the Levin et al. (2002) (LLC) test.
Fisher-type Tests
Let GiTi be a unit root test statistic for the ith group in a panel and assume that as the
time series observations for the ith group Ti ! ¥, GiTi ) Gi where Gi is a nondegener-
ate random variable. Let pi be the asymptotic p-value of a unit root test for cross-section
i, i.e. pi = F(GiTi), where F() is the distribution function of the random variable Gi






which combines the p-values from unit root tests for each cross-section i to test for unit
roots in the panel data set. The statistic P has a c2 distribution with two degrees of
freedom as Ti ! ¥ for ﬁnite N. Maddala and Wu (1999) argue that the advantage of
this test is, ﬁrstly, that no balanced panel is required as it is the case for the IPS test.
Secondly, it is possible to use different lag lengths in the individual ADF regressions
and, thirdly, it can be carried out for any panel unit root test. However, the p-values
have to be derived by Monte Carlo simulation which is a disadvantage of this test.
Moreover, Maddala and Wu (1999) ﬁnd that the Fisher-type test with bootstrap-based
critical values performs the best and is the preferred choice for testing the null hypoth-
esis of nonstationarity as well as in testing for cointegration in panels.
29Moran scatter plots (2000-2008)
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Note: This ﬁgure plots spatially lagged matches against demeaned matches. The colors identify the location of the points in the four quadrants. They are used
to show where the points are located on the German map (see Figure 9).
Figure 10: Moran scatter plots using yearly averages of standardized matches for the
period from 2000 until 2003
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Note: This ﬁgure plots spatially lagged matches against demeaned matches. The colors identify the location of the points in the four quadrants. They are used
to show where the points are located on the German map (see Figure 9).
Figure 11: Moran scatter plots using yearly averages of standardized matches for the
period from 2004 until 2007
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Note: This ﬁgure plots spatially lagged matches against demeaned matches. The colors identify the location of the points in the four quadrants. They are used
to show where the points are located on the German map (see Figure 9).




Note: The colors indicate the four quadrants of the Moran scatter plot as shown in Figure 10.
Figure 13: German maps indicating the position of points in Moran scatter plot for
yearly averages of standardized matches for period from 2000 until 2003
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Note: The colors indicate the four quadrants of the Moran scatter plot as shown in Figure 10.
Figure 14: German maps indicating the position of points in Moran scatter plot for
yearly averages of standardized matches for period from 2004 until 2007
342008
Note: The colors indicate the four quadrants of the Moran scatter plot as shown in Figure 10.
Figure 15: German map indicating the position in Moran scatter plot for yearly aver-
ages of standardized matches in 2008
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