Recent methodological advances have been used to create word lists based on large corpora. The present paper explores whether these corpora -and the associated lists -are unequivocally more representative. Corpus design considerations have usually focused on issues of external representativeness (representing the target discourse domain), while disregarding issues of internal representativeness (whether the corpus permits reliable descriptions of linguistic variation). This disregard may be especially problematic for studies of lexical variation, where it is difficult to achieve stable, reliable results from corpus analysis. The present paper illustrates these challenges through experiments based on analysis of a corpus representing a highly restricted discourse domain: university-level introductory psychology textbooks. The results indicate that corpus design and composition has a much greater influence on lexical variation than previously recognized, highlighting the need to evaluate internal representativeness in quantitative corpus-based research.
Introduction
One of the most important applications of corpus-based research over the past 70 years has been the construction of vocabulary lists and phraseology lists: lists of the words or lexical phrases found in a discourse domain, often including frequency information for the use of particular words. The research efforts required to compile early lists, without the aid of modern computational technology, is mind-boggling. For example, Thorndike & Lorge (1944) produced a list of 30,000 words based on analysis of a 4.5 million word collection of English texts, and West (1953) produced the influential General Service List consisting of the 2,000 most frequent words in general English based on analysis of a 5 million-word corpus.
The popularity of such lists has continued over the decades, and advances in corpus design and computational techniques has facilitated the development of numerous newer lists. For English, these include word frequency lists based on analysis of the British National Corpus (Leech et al. 2001 ), a detailed dictionary of the 5,000 most frequently-used words in American English based on analysis of the Corpus of Contemporary American English (COCA, Davies & Gardner 2010) , and the recent "new" General Service List compiled by Brezina & Gablasova (2013) , based on analysis of 12-billion-words taken from four general corpora. Similar lists have been produced for Spanish, French, German, Chinese, Japanese, and Arabic (see http://www.routledge.com/books/series/RFD/).
Corpus-based word lists have also been compiled for more specialized discourse domains. For example, Carroll et al. (1971) analyze a 5-million-word corpus of school textbooks (grades 3-9). Several projects identify the most important "academic" English words at the university level, including the University Word List (Xue & Nation 1984) , the Academic Word List (Coxhead 2000) , and the recent Academic Vocabulary List (Gardner & Davies 2013) . Simpson-Vlach & Ellis (2010) construct a list of the most important lexical formulas in academic discourse rather than a word list per se (see also Biber et al. 1999 and Hyland 2008 for other lexical bundle lists).
Other researchers like Hyland & Tse (2007) question the validity and utility of general academic lists, arguing that researchers should instead develop lists of the important words used in particular academic disciplines. Numerous researchers have adopted this perspective, constructing lists of the important words for specific disciplines (e.g. for public health : Millar & Budgell 2008 ; for medicine : Wang et al. 2008; for engineering: Ward 2009; for agriculture: Martinez et al. 2009 ).
Corpus-based research to create such lists generally follows a standard methodological approach: (i) design and construct a representative corpus; (ii) identify the full set of word types found in that corpus; (iii) analyze the distributions (frequency and range) for each word type; and (iv) select the word types with the highest frequencies and widest dispersions in the corpus, resulting in a list of the most "important" words. Specific methods used for the last two steps have evolved over time, adopting increasingly more sophisticated techniques for lexical analysis (see e.g. Leech et al. 2001 , Davies & Gardner 2010 , Brezina & Gablasova 2013 , Gardner & Davies 2013 .
However, probably the most important advances in research methodology relate to the first step: the representativeness of the corpus. Researchers constructing word lists have paid considerable attention to this consideration, being well aware that "a [word list] is only as good as the corpus it is based upon…" (Schmitt 2010: 67) . But the standard for what constitutes such a representative corpus has changed radically over the decades, reflecting rapid advances in technology.
Researchers have usually focused on two general factors: the kinds of discourse included in the corpus, and the size of the corpus. Over the decades, vocabulary researchers have given considerable attention to the textual composition of the corpora used to construct word lists. But there have been huge advances in the size of the corpora analyzed for these purposes. For example, the influential General Service List is based on analysis of a 5-million-word corpus (West 1953); Leech et al. (2001) base their word frequency lists on analysis of the 100-million-word British National Corpus; Davies & Gardner (2010) base their frequency dictionary on analysis of the 400-million-word COCA; and Brezina & Gablasova (2013) base their new General Service List on analysis of 12-billion-words taken from four general corpora. Similar advances in corpus size can be tracked for the analysis of academic vocabulary: the University Word List (Xue & Nation 1984 ) is compiled by combining analyses of various small corpora; the Academic Word List is based on analysis of 3.5 million words sampled from academic books and articles (Coxhead 2000) ; and the recent Academic Vocabulary List is based on analysis of 120 million words sampled from academic journals and magazines (Gardner & Davies 2013) .
These advances in corpus size permit detailed analyses of word use, collocations, and historical change that were not even imaginable a few decades ago (see Davies 2010) . And it seems uncontroversial that analysis of a larger corpus will enable identification of more valid word lists. So, for example, Leech et al. (2001: xi) note the advantages of "using a corpus which is large enough and varied enough (100 million words) to represent an adequate cross-section of written and spoken language. " Davies & Gardner (2010: 3) claim similar advantages for the COCA, noting that, at over 400 million words, "is nearly four times as large as the BNC […] , allowing us to have more confidence in determining the words that should "make the list" […] . "
It turns out that new vocabulary investigations based on larger corpora do in fact produce different results: each new list consists of different words, ranked in different frequency orders. This can be regarded as one of the primary motivations for undertaking new analyses. By analyzing corpora that are larger, we discover word lists that differ from previous analyses. Because the underlying corpus is more representative, it is natural to assume that the resulting word lists must be more valid.
But it might also be considered troubling that each new list differs from previous lists, because this suggests a lack of reliability in analyses of this type. This is the primary focus of the present paper. Corpus-based vocabulary researchers have paid considerable attention to the validity of their lists, usually evaluated through analyses of their predictive power when applied to a new corpus (i.e. the percent coverage of words in a new corpus accounted for by the words in the list). But reliability is a prerequisite to validity, and, in general, corpus-based vocabulary studies have not included evaluations of reliability: the extent to which we would discover the same set of words, ranked in the same order of importance, based on analysis of another corpus that represents the same discourse domain.
Thus, we are suggesting the opposite research agenda from most current corpus-based studies of vocabulary. Rather than seeking to discover new and better word lists that differ from previous lists, we would like to develop methods that can replicate the same list of words in a new corpus (assuming that the new corpus is designed to represent the same discourse domain as previous corpora). A few early researchers recognized the desirability (and difficulty) of achieving this objective (see e.g. Juilland & Chang-Rodriguez 1964: xxiv) . But most subsequent research has disregarded the assessment of reliability as a prerequisite to claims of validity.
It turns out that it is challenging to achieve reliability in quantitative analyses of word use. In the following sections, we discuss these challenges in theoretical terms (Sections 2 and 3), and then through an experimental case study exploring vocabulary use in a highly restricted discourse domain: university-level introductory psychology textbooks (Sections 4 and 6). In the concluding section, then, we turn to a summary of our argument, calling for future research to develop corpus designs and analytical methods that can achieve reliable results for quantitative studies of word use.
Internal versus external representativeness of corpora
Although introductory textbooks on corpus linguistics include discussion of corpus representativeness, most corpus researchers give little attention to these issues. There have been notable advances in the theoretical importance of the linguistic research questions that we investigate, and in the sophistication of the statistical techniques that we apply. But in general, we give less attention to the suitability of the corpora that we analyze, rarely investigating whether those corpora actually represent the discourse domains and linguistic distributions that we claim to be describing (see Leech 1991 Leech , 2007 Biber 1993 ).
There are two major types of corpus representativeness: situational representativeness and linguistic representativeness. In corpus design, representativeness can be considered from situational and from linguistic perspectives, and thus a corpus can be evaluated for the extent to which it represents: (i) the range of text types in a language, and (ii) the range of linguistic distributions in a language (see Biber 1993: 243) . McEnery et al. (2006: 14) describe these considerations as 'external' versus 'internal' criteria. External criteria relate to the representation of situational variation: "the extent to which [a sample of texts] is selected from the range of text types in the target population" (Biber 1993: 243) . In contrast, internal criteria relate to the representation of linguistic variation: "the extent to which [a sample of texts] includes the range of linguistic distributions in the population" (Biber 1993: 243) .
It is not possible to evaluate external representativeness by considering only the corpus itself. Rather, this process requires knowledge of the external world, to evaluate the extent to which the texts included in the corpus are sampled from across the full spectrum of texts in the target discourse domain. The Brown Corpus and LOB Corpus were exemplary in their attempts to achieve external representativeness. For example, compilers of the Brown Corpus operationalized their discourse domain (American English written texts published in 1961) as the collection of books and periodicals in the Brown University Library and the Providence Athenaeum, and then carefully sampled texts from the major categories in that collection (Francis & Kucera 1979) . Following this lead, most subsequent corpus compilers have paid attention to the extent to which the text samples in a corpus represent the target discourse domain.
The primary focus of the present paper, though, is internal representativeness: whether the corpus represents patterns of linguistic variation in the target domain. The underlying concern here is replicability: does the corpus allow us to achieve stable, reliable quantitative findings concerning the use of linguistic features? This consideration must be evaluated internally, based on analysis of the corpus itself (see Biber 1993) . For example, an easy approach to evaluating internal representativeness is to split the corpus into smaller sub-corpora. If we obtain the same quantitative findings across those smaller sub-corpora, we can be fairly confident that the complete corpus reliably represents the linguistic patterns of variation.
In practice, corpora are often evaluated for their external representativeness, but rarely evaluated for internal representativeness (see McEnery & Hardie 2012 : 10-11, Leech 2007 . McEnery et al. (2006: 14) actually argue against consideration of internal criteria: "it is problematic, indeed it is circular, to use internal criteria like the distribution of words or grammatical features as the primary parameters for the selection of corpus data. […] If the distribution of linguistic features is predetermined when the corpus is designed, there is no point in analysing such a corpus to discover naturally occurring linguistic feature distributions. " However, we would argue that this criticism reflects a misunderstanding of the ultimate goal: internal representativeness should be evaluated because it allows us to determine whether our corpus permits reliable quantitative linguistic analyses. This is a prerequisite to actually documenting and interpreting linguistic distributions.
One important aspect of internal representativeness is that it is not evaluated for the corpus in absolute terms. That is, it is not meaningful to claim that a corpus is internally representative. Rather, the corpus is evaluated for the extent to which it reliably captures the patterns of variation for particular linguistic features. So, for example, a corpus might prove to be internally representative for studying the rates of occurrence for common grammatical features (e.g. nominalizations, relative clauses), while at the same time proving to be inadequate for the analysis of valency patterns for particular verbs. This point has been raised by Biber (1990) and, more recently, by Gries (2006) . Gries (2006) highlights the importance of quantifying corpus homogeneity with regard to the distribution of target features across target registers of various specificity. It turns out that this consideration is crucially important for vocabulary studies: we discuss in Section 3 below how corpus-based vocabulary studies differ both linguistically and quantitatively from most other kinds of linguistic investigations, and we show in Section 4 how those differences have important consequences for the reliability of corpus research findings.
In summary, our ultimate goal in the present paper is to advocate assessment of internal representativeness in corpus-based research, specifically in relation to the corpora used for quantitative vocabulary studies. We approach this goal through theoretical discussion and experimental evidence on the ways in which corpus design can influence the stability and replicability of word lists.
Linguistic and quantitative characteristics of corpus-based vocabulary investigations
Over the 50-year history of corpus linguistics, corpus design and construction has usually been undertaken as an enterprise of its own. Until recently, it has usually required a multi-year effort, often involving an entire research team, to design, collect, and annotate a corpus. As a result, corpora are usually constructed to represent particular language varieties (external representativeness), with less attention to the specific linguistic research questions that they will be suitable for (internal representativeness). What makes this characteristic of corpus linguistics noteworthy is that researchers study a wide range of linguistic phenomena based on analyses of the same corpora (e.g. collocations, keywords, grammatical variation, etc.). Although there are many specific ways in which these kinds of investigations differ, we focus here on two general considerations:
i. the analysis of open word classes versus closed classes; ii. the analysis of type distributions versus token distributions.
Grammatical function words are closed classes, while content words (nouns, verbs, adjectives, and adverbs) are open classes; it is not possible to itemize the content word types (different words) of a language, because new word types are being added all the time.
This distinction has important consequences for corpus investigations, because different methods are required to investigate open versus closed linguistic classes. Grammatical studies typically involve the analysis of 'token distributions' for particular grammatical features: identifying all tokens (or occurrences) of the grammatical feature, and analyzing the distribution across texts. In contrast, lexical studies often involve 'type distributions': how many different words (i.e. different word types) occur in a text or corpus.
Many studies have used 'type/token ratios' to investigate the number of different words in a text. It is well known that type distributions have a nonlinear relationship to text length, because we repeat many of the same words in a text (see Yule 1944) . As a result, it is difficult to compare the number of word types between texts of different lengths. For example, there could be 60 different word types in a 100-word sample from a text (a 60% type/token ratio), but only 400 different word types in a 1,000-word sample from the same text (a 40% type/token ratio).
Experimental studies have investigated methods for computing transformations of type/token scores, to permit meaningful comparisons between texts of different lengths (see e.g. Yule 1944 , Tuldava 1995 , Tweedie & Baayen 1998 , Covington & McFall 2010 . However, those experiments are all based on investigations of individual texts (e.g. comparing the lexical richness in two different novels), adjusting for the ways in which vocabulary tends to be repeated within a text.
Other researchers have undertaken analyses of lexical richness in corpora (rather than in individual texts), with the goal of generalizing to a discourse domain. For example, applied linguists analyze corpora to discover the number of word types needed to achieve 95% coverage of a corpus, concluding that this is how many words a reader needs to know in order to understand texts from that variety. Thus, Nation & Waring (1997) find that 3,000-5,000 different word types (actually 'word families' 1 ) are required for 95% coverage of written discourse, based on analysis of the Brown Corpus and a corpus of adolescent fiction. Adolphs & Schmitt (2003) found that c. 3,000 word families are required for 96% coverage of spoken corpora, based on analysis of CANCODE and the spoken component of the BNC.
Corpus-based studies to develop word lists (or phrase lists) go one step further, requiring analyses of both type distributions and token distributions. That is, for these studies we need to first know the set of word types that exist in the variety, and then analyze the token distributions for each word type, to identify a list of the most important words in the variety.
The issue that we explore in the present paper is what kind of a corpus is required to reliably represent these different kinds of linguistic distributions. There has been considerable research replicating descriptions of grammatical (token) distributions in different corpora. For example, Biber (1990 Biber ( , 1993 reports on a series of experiments indicating that the distributions of high-frequency grammatical features can be reliably represented in surprisingly small corpora. Numerous other corpus studies have replicated findings for grammatical phenomena in different corpora, providing further evidence that such phenomena can be reliably investigated in available corpora.
In contrast, there has been surprisingly little experimental research exploring the influence of corpus design on the reliability of vocabulary investigations, whether for the description of type distributions (questions like "how many different words does a reader need to know?") or for the construction of word lists (questions like "what are the most important words?").
Methodologically, we know little about the comparison of word type distributions across corpora. That is, previous experimental studies on type/token ratios and lexical richness explore methods for estimating the lexical richness of a single text. The vocabulary used in a text reflects the register and topic of that text, so the primary goal of previous experimental research is to adjust for the length of those texts, to permit comparisons between texts. This is a different enterprise from estimating the lexical richness of a variety based on analysis of a corpus. Measures of lexical richness in a corpus will be influenced by many factors in addition to the total size of the corpus: corpora vary widely in the number of different texts that they include, the lengths of those texts, and the range of sub-registers and topics across those texts. A corpus composed of 1,000 short newspaper stories on different topics will probably contain more word types than a corpus composed of 10 long academic books on related topics, even if the academic corpus is larger in the total number of words. But we would not want to make generalizations about vocabulary richness in newspapers versus academic books based on such an analysis; rather, the register comparison would have been confounded with other corpus design differences.
The surprising fact is that there have been few previous experimental studies to evaluate the internal representativeness of corpora for the purposes of describing vocabulary distributions, and few studies evaluating the reliability of word lists resulting from corpus analyses. Rather, the research community has proceeded with claims of validity and representativeness based on external considerations (e.g. analyzing a large corpus, including texts sampled across the range of relevant situational parameters) and the predictive power of the final lists (percent coverage of the words in new corpora). But these claims of validity are based on an unchallenged underlying assumption of reliability: that we would be able to replicate these vocabulary distributions and word lists if we analyzed a new corpus with the same design.
In the following sections, we present evidence that suggests that this assumption is not warranted. Specifically, we argue that achieving internal representativeness for the purposes of analyzing vocabulary distributions is much more challenging than we ever imagined; and we emphasize the need for experimental research to evaluate internal representativeness and the reliability of results, as a prerequisite to future large-scale applications of corpus analysis for the study of vocabulary distributions.
Overview of methods
The experiments in the following sections explore a constrained research question: is it possible to construct a corpus from a narrowly-defined sub-register, on a single topic, that provides reliable internal representativeness of vocabulary use in that discourse domain? While this is a modest research question, it also provides a very strong test of the general issues here: if it proves difficult to achieve internal representativeness in a constrained corpus of this type, then it is highly likely that similar problems will plague more ambitious corpus-based studies of vocabulary use in general discourse domains.
Specifically, we investigated the internal representativeness of vocabulary distributions in a corpus of 10 complete undergraduate introductory psychology textbooks (the PSYTB Corpus, see Miller 2012) . The original expectation of this research was that it would be an easy matter to describe the vocabulary of introductory psychology textbooks, given the depth of this sample restricted to a single register/discipline/topic/level. Table 1 outlines the design of the PSYTB Corpus. At 3.1 million words, the PSYTB Corpus is nearly as large as the entire 3.5 million-word Academic Corpus (used to construct the Academic Word List, AWL), which was sampled across 28 different disciplines. It is difficult to obtain information on the exact composition of the AWL Academic Corpus (see Coxhead 2000) , but assuming roughly equal representation of disciplines, we can estimate that the corpus includes c. 15 psychology texts and text-excerpts (c. 125,000 running words) sampled from research articles and books of all levels. The sample of 10 complete textbooks included in the PSYTB Corpus is over 20 times larger (measured in the number of running words), while being considerably more restricted in the discourse domain that it is designed to represent. We thus had every reason to expect that the PSYTB Corpus should be more representative of its narrow discourse domain than the AWL Academic Corpus was of its much broader domain. The vocabulary analysis program written for this study produced output almost identical to Heatley & Nation's (1994) Range program, including the frequency of every word in every text of the corpus (unlike Range, the analysis here is based on lemmas rather than word families). All words were included in the analysis except for proper nouns; these were excluded because they vary widely from one text to the next, and are generally considered less important for language learners (see Nation 2006 , Schmitt 2010 ). 2
The internal representation of lexical richness in the PSYTB Corpus
We began by investigating the lexical richness of this discourse domain. Framed from an applied linguistics perspective, we asked: How many words does a student need to know to read introductory psychology textbooks? We thought this question should be easy to answer given the depth and restricted focus of the PSYTB Corpus.
If we based our analysis on the entire PSYTB Corpus, the answer to this question would be "a lot!". There are a total of 32,598 different lemmas in the PSYTB Corpus (43,603 lemmas if we include proper nouns). However, as Table 2 shows, there are not nearly so many lemmas in any one of these textbooks. One textbook had only 9,591 lemmas, while the most lexically rich textbook had 14,048 lemmas. The extent of this variability can be further explored by considering the book range distribution of lemmas. As noted above, there are 32,598 different lemmas in the corpus. But Table 3 shows that only 4,342 lemmas (c. 13% of the total lemmas in the corpus) are used in all 10 books. In fact, most lemmas are used by only a few authors. Thus, 13,484 of the 32,598 lemmas in the corpus (or c. 41%) occur in only a single book. 4,146 lemmas occur in two different books, while 2,700 lemmas occur in three different books. Taken together, 20,330 lemmas (c. 62% of the total lemmas in the corpus) are used in 3 or fewer of the 10 textbooks. There is thus extreme variability in the word stock employed in these books, to the extent that almost two-thirds of the lemmas found in the PSYTB Corpus occur in only one, two, or at most three of the 10 books. Given these findings, there is no reason to believe that this sample of 10 complete books provides a reliable estimate of the number of different words in this limited discourse domain. Rather, it is highly likely that we would find additional words if we analyzed other introductory psychology textbooks.
This skepticism is further supported by considering lexical growth curves: graphs that plot the increase in the number of lemmas as each text is added to a corpus. Such curves provide one indication of internal representativeness, because the curve flattens when the sample reaches lexical 'saturation' or 'closure' (see Baayen 2001 , Belica 1996 : 61-74, McEnery & Wilson 1996 . That is, when the addition of new texts contributes few if any new lemmas, we can conclude that our corpus adequately captures the set of words occurring in a target discourse domain.
As Figure 1 shows, however, there is no indication in this case that a corpus of 10 complete textbooks reaches lexical saturation for the representation of introductory psychology textbooks. Figure 1 plots the lexical growth in the PSYTB Corpus (excluding proper nouns) as new textbooks are added to the corpus (in five different sequences -i.e. the experiment was repeated with five random sequences of texts, to account for the substantial variability in the potential contribution of lexical items by different texts). On average, the lexical diversity grows by ≥ 4% (or c. 1,300 lemmas) with the addition of each book, even for the final textbook.
All 10 of these introductory textbooks cover essentially the same range of topics, with chapters on learning, memory, emotion, intelligence, perception, disorders, treatments for disorders, and social psychology. So why should there be such an extensive range of lexical diversity?
It might be supposed that this continuing 'lexical growth' comes from arcane technical terms preferred idiosyncratically by particular authors. But consideration of these terms used in only one book shows that many of them are simply everyday words. Consider the italicized words in Examples (1) and (2) below from chapters on emotion, which are all words unique to a single textbook. These excerpts demonstrate the tremendous variety of vocabulary that authors incorporate in the attempt to make core topics in the field of psychology accessible to readers.
(1) Nervous about an important encounter, we feel stomach butterflies. Anxious over speaking in public, we frequent the bathroom. Smoldering over a conflict with a family member, we get a splitting headache. You can surely This finding vividly illustrates the difficulties in constructing a corpus that reliably captures lexical diversity in a discourse domain. In this case, we restricted the register, discipline, audience, purpose and even topic of our target discourse domain, and we then collected 10 complete books from that restricted domain -and we are nowhere near a valid claim that we have reliably represented lexical diversity in the domain. The main goal of many vocabulary studies is different from what we have explored in this section. That is, rather than measuring the total extent of lexical diversity in a discourse domain, researchers aim to construct lists of the most important (i.e. most frequent and widely distributed) words in a domain. In the following section, we turn to this issue.
Can we reliably represent the list of the most important words in the PSYTB Corpus?
As noted above, the ultimate goal of many corpus-based vocabulary studies is to produce "the list": a list of the most important words in a discourse domain.
There have been many different criteria proposed to define 'importance' , and the methods applied in recent studies like Gardner & Davies (2013) and Brezina & Gablasova (2013) are considerably more sophisticated than earlier methods. However, regardless of the specific approach, vocabulary studies typically consider two distributional properties to identify the important words in a corpus: frequency and dispersion (or 'range'). The need to consider frequency is obvious: readers will encounter these words most often. But dispersion is equally relevant. That is, many words are frequent in a corpus because they are extremely frequent in a single text (or chapter), reflecting the specific topic and content of that text. These tend to be technical terms related to specific topics and therefore not the kinds of words that are most important for the general discourse domain. For example, words like hallucination, neurological, placebo, synapse are frequent in the PSYTB Corpus but restricted to a few chapters on very specific topics.
The second general criterion -range or dispersion -identifies words that are distributed widely across the corpus, in addition to occurring with high frequency. Gries (2006) provides a detailed survey of dispersion measures, with discussion of the strengths and weaknesses of different measures. Two measures have been commonly used for word list studies: a simple range statistic (occurrence in the different parts of a corpus), and Juilland's D (a measure that takes into account the overall frequency of the word, standard deviation, and number of sub-corpora). In actual practice, the two measures produce essentially the same results for high-tomoderate frequency words (for example, in the Leech et al. (2001) BNC word list, most moderate frequency words with high range scores also had high scores for Juilland's D, and vice versa). Our goal here is not to evaluate the appropriateness of different dispersion criteria and decide on the "best" approach. Rather, our focus is on the corpus itself: what type of text sample is required to reliably identify a list of the most important words, regardless of the exact distributional criteria used to determine importance? Thus, for the experiments here, a word was deemed 'important' if it occurred with high frequency (at least 20 times per million words) and occurred in at least half of the chapters in the corpus. These are simple criteria, but they are generally in line with other word list research, and they enable consideration of the main issues regarding the stability of vocabulary distributions and the influence of corpus design and composition on that stability.
For the first experiment, we simply split the PSYTB Corpus in half, with each sub-corpus containing 5 complete textbooks and c. 1.75 million words of text. For the purposes of this experiment, we identified all words that occurred at least 20 times per million words and occurred in at least half of the chapters of each sub-corpus. This procedure resulted in a list of 1,736 'important' words. But only 1,387 of those words were identified as 'important' in both sub-corpora, while 349 words (c. 20% of the words) were identified as important in only one of the two sub-corpora (see Table 4 ). It might be argued that 80% agreement is pretty good, and so we should just take the 1,387 words shared by both sub-corpora as "the list". However, there is no reason to believe that this is a reliable list; there is no reason to believe that we would find the same set of 1,387 words if we replicated the experiment with two new sub-corpora of psychology textbooks. We might find again that there is c. 80% overlap of 'important' words shared in both sub-corpora, but it is highly likely that the particular words included in that new shared list would be different from the words found in this experiment.
To further illustrate the extent of this variability, we undertook additional experiments comparing the 'important' words in a sub-corpus to the 'important' words in the entire corpus of 10 textbooks. This is a weak approach methodologically (rather than comparing different independent samples from the corpus), but it provides an extremely strong demonstration of the problems focused on in this paper: if it proves impossible to replicate a word list by analyzing sub-samples taken from the same corpus, then there is no reason to believe that similar word lists could be replicated in two completely independent corpora. Table 5 shows the results based on analyses of sub-corpora with 3 complete textbooks compared to the full 10-textbook corpus. 3 All analyses are based on the same range requirement, including only words that occurred in at least half of all chapters in the sample. We carried out the experiment at six different frequency levels, to check whether extremely high-frequency words behave differently from lower-frequency words.
The left side of Table 5 indicates a remarkable level of agreement in the number of words identified as 'important' in each corpus sample. This is especially the case for the extremely high-frequency words (occurring > 200 times per million words): there are 670 words identified as 'important' by these criteria in the full corpus, and between 670-678 such words identified in each of the 3-textbook sub-corpora. Based on such results, we might be hopeful that we are finally achieving stability in the representation of vocabulary distributions. However, when we consider the specific words included in these lists, we find extensive variability. Thus, the right side of Table 5 shows that on average, c. 100 of the words in these lists -nearly 15% of the words -are not shared by both the sub-corpus and the full corpus analyses. Many of these words are identified as 'important' only in the sub-corpora; many other words are identified as important in the full corpus.
This same pattern is found across frequency levels. Thus, at the level of 40 times per million words (the top row on Table 5 ), 1,532 words are identified as 'important' in the full corpus, and similarly we find 1,514-1,167 words identified as 'important' in the different sub-corpora. At this level, though, there is even greater disagreement in the specific words included on the lists, with c. 17% of the words not shared by both the sub-corpus and the full corpus analyses.
3. Samples of textbooks were assembled so as to minimize overlap with each other, in order to allow subsequent comparisons if desired. The makeup of the samples of 3 textbooks was as follows: sample 1: books #1-3; sample 2: books #4-6; sample 3: books #7-9; sample 4: books #10, 1, 4; sample 5: books #8, 2, 5. The makeup of the samples of 5 textbooks was as follows: sample 1: books #1-5; sample 2: books #6-10; sample 3: odd numbered books (i.e. books #1, 3, 5, …); sample 4: even numbered books (i.e. books #2, 4, 6,…); sample #5: 5 books selected by a random integer generator. 9.15% Table 6 shows that even 5-book samples are unable to capture the 'important' words in the full set of 10 books, regardless of frequency level. Even the very most frequent words -occurring over 200 times per million words -differ in these different samples. There is greater agreement among the lists than what we found for 3-book samples (with c. 90% agreement between the lists from the sub-corpus and the full corpus for all frequency levels). However, the more remarkable finding is the 10% disagreement between lists, given that we are comparing a sub-corpus with 5 texts to the complete 10-book corpus that includes those same texts. This comparison thus has a very strong bias towards finding the same words in both corpora -making the consistent 10% difference in the word lists especially noteworthy. Furthermore, the words that would be excluded from one list or the other seem intuitively to be important for a reader of introductory psychology textbooks. For example, Table 7 lists words that were identified as 'important' only in one sample of three textbooks versus words that were identified as 'important' only in the full corpus. These can all be regarded as general academic words that a reader would need to know to understand introductory textbooks. In summary, the experimental results in Sections 3 and 4 show that there is an extreme degree of variability in the words used in a discourse domain, even for subcorpora matched for register, audience, purpose, and topic. We have not achieved a reliable word list for psychology textbooks. But we do have a much better understanding of the nature of the challenges involved in developing such a list. We turn to a summary of those challenges, and recommendations for future research, in the following section.
Conclusion
The experimental studies in Sections 5 and 6 provide no evidence that directly challenges the validity of existing corpus-derived vocabulary lists. We did not investigate the words on those lists nor the distributional patterns in the associated corpora. Our goal here is not to challenge the usefulness of those lists. Rather, we hope to accomplish a methodological change in future quantitative vocabulary research: evaluating the reliability of results as a prerequisite to considerations of validity. At present, most quantitative vocabulary studies do not evaluate reliability, or the internal representativeness of the corpus used for the analysis. Our experiments have illustrated the challenges in designing a corpus and analytical methods that result in a reliable representation of the important words in a discourse domain. Those results raise questions about the reliability of previous corpus-based investigations of vocabulary distributions. But our main point is that we should begin to ask these questions as standard practice: assessments of reliability should always precede claims of validity.
It has been standard practice in corpus-based vocabulary studies to evaluate the validity of word lists based on their predictive power and coverage. For example, Coxhead (2000: 222) evaluates the coverage of the Academic Word List relative to the coverage of the original General Service List, showing that the AWL accounts for an additional 10% of a corpus of academic texts. Nation (2006) evaluates the coverage of word lists derived from the British National Corpus. And Gardner & Davies (2013: 18) show that their new AVL accounts for c. 14% of the words in the academic sub-corpora from COCA and the BNC.
These procedures evaluate the validity of corpus-derived word lists based on their predictive power in accounting for the words in other corpora. However, establishing reliability is a prerequisite to evaluations of validity. Reliability is a more basic concept than validity, asking simply whether results can be replicated. Validity is a more theoretical consideration, concerning the extent to which results can be generalized to a target population. In social science research, reliability is treated as a minimum requirement for validity: if results cannot be replicated, it is premature to argue that they are valid.
Of course, we are not arguing that existing lists have no practical application. With the increasingly sophisticated methods employed for corpus design and compilation and the application of more robust statistics in word list creation, we can be confident that researchers have identified useful lists of words that students need to learn for successful communication. But findings from the present study do raise questions about the quest for the list, and criteria for evaluating whether one list is clearly better than the next.
Probably the most important linguistic consideration that we need to address for this purpose is the incredible range of topic variation in any corpus of texts, and the influence of that variation on corpus-based lexical analyses. Earlier treatments have hinted at this variation; for example, "subject matter is especially important for lexicographic studies, since the frequency of many words varies with the subject matter" (Biber et al. 1998: 248) . Recognizing this influence of topic on word choice, most vocabulary researchers have gone to great efforts to include texts from a wide range of general topics comprising their target domain. Thus, a corpus of newspaper language might be designed to include articles from sports, world affairs, travel, community affairs, etc. A corpus of academic language might be designed to include texts from several general disciplines (e.g. natural science, social science, humanities, business, education) or even specific disciplines (e.g. psychology, sociology, anthropology). But we have paid less attention to the incredible range of specific topics -associated with the choice of specific wordsfound within any one of these more general topical domains.
Quantitative corpus analyses identify the most common linguistic forms in a corpus and interpret those results as characteristic of the discourse domain represented by the corpus. But this enterprise is premised on the belief that there is in fact a set of linguistic forms that are especially typical of that discourse domain. For the study of grammar and lexico-grammar, that belief has been strongly supported by decades of research where the same patterns of use have been replicated time and again. However, vocabulary studies have not produced a similar set of replicated findings, and in fact, there has been surprising variability in the particular words included across lists extracted from different corpora. This track record raises the unwelcome possibility that the underlying belief is not warranted: that there is no single reliable list of the most important words in a discourse domain (cf. the discussion in Hyland & Tse 2007) . Rather, there is an incredible range of topic variation across and within the texts from any domain, and as a result, an incredible range of lexical diversity. As a result, we do not know whether the holy grail of a reliable word list can ever be obtained, although we are eager to continue the quest.
In summary, there are two major considerations to be explored in future research: the influence of corpus design, and analytical methods for extracting replicable findings regarding word use.
Regarding the influence of corpus design, we noted in the introduction that there have been major advances in the size of corpora used for vocabulary studies. Obviously, larger corpora will include a larger set of word types, which should provide more stable identification of the important words in a discourse domain. However, there are many other factors in addition to corpus size that influence the extent and types of topic variation (and therefore lexical variation) in a corpus. For example, the number of texts and the size of texts are at least equally important as overall corpus size, as is the range of specific topics covered by those texts.
Similar methodological problems arise in the corpus analysis of phraseological patterns (e.g. collocations, idioms, or lexical bundles). For example, compare the number of different lexical bundles (recurrent lexical sequences) in spoken and written registers, finding a much more extensive reliance on bundles in classroom teaching than in written academic prose (cf. Chapter 12 in Biber et. al 1999) . Other studies, like Simpson-Vlach & Ellis (2010) , propose lists of the most important lexical phrases based on corpus analysis. There have been numerous studies in this research tradition, analyzing the set of important lexical bundles in different discourse domains. However, similar to vocabulary research, there has been little attention given to the influence of corpus design in these analyses, and to our knowledge, no attempts to evaluate the reliability of these lists. Given that lexical phrases in English are composed of function words plus content words, it might turn out that the reliability of corpus-derived phrase lists will be less adversely affected by corpus design and topic variation than corpus-derived vocabulary lists. However, this is an empirical question requiring attention in future research.
So how should researchers go about evaluating the reliability of a corpus-derived word list? One approach would be to construct a new corpus designed to represent the same discourse domain, and to then extract a list of the most important words in that new corpus. That word list could then be compared to the original word list, to determine whether the two lists consist of the same words ranked in similar order.
A less labor-intensive approach is to compare samples from the existing corpus, similar to the approach that we employed in Sections 5 and 6. If we can replicate essentially the same word list across multiple samples from a large corpus, then we have reason to believe that the full corpus, and the list based on that corpus, reliably represents the lexical distributions in the target domain. Brezina & Gablasova (2013) adopt a similar approach in their project to develop the New General Service List. 4 In addition to the criteria of frequency and dispersion usually used to construct word lists, Brezina & Gablasova (2013) add a third criterion: the "stability of a lexical item across different corpora" (Brezina & Gablasova 2013: 5) -essentially a requirement of reliability. Thus, Brezina & Gablasova (2013) independently identify lists of the important words in four different corpora (LOB, BNC, BE06, and EnTenTen12), and their final list consists of the important words found in each of the four corpora. Nation & Webb (2011: 135) similarly suggest cross-checking a proposed word list against another list, presumably derived from analysis of another corpus. However, their demonstration of cross-checking lists focuses on whether or not entire lists of words have the same relative coverage in a comparison corpus (e.g. the set of 1,000 most 'important' words have greater coverage than the next most 'important' 1,000 words in both corpora). Such analysis does not establish reliability of the actual words on the lists (e.g. there may be notable difference in the actual lists of the 1,000 most 'important' words in the two corpora).
4.
In some respects, the results of this study are not especially encouraging. For example, on average 20% of the 3,000 most 'important' words identified in any one of these corpora are not shared across the four corpora (Brezina & Gablasova 2013: 10) . These rates are even lower for content words. For example, Tables 5-7 in Brezina & Gablasova (2013) show that only c. 70% of the most important nouns are shared across lists constructed from different corpora.
However, this study is exemplary in that the authors recognize the importance of reliability and word list stability, and they provide an approach that holds promise for future research. We recommend the employment of similar methods in future studies of lexical distributions, including studies of lexical richness and vocabulary lists, as well as phraseological studies. We need a much better understanding of the ways in which quantitative lexical distributions are influenced by corpus design and composition. Our hope is that future experimental research will provide this understanding, laying the foundation for more reliable descriptions of word use.
