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SUMMARY 
with the development of a low-grade energy engine in the 
School of Mechanical Engineering at Cranfield, there began 
a venture towards utilizing the Sun's power to operate the 
engine via a thermodynamic cycle, in an Egyptian desert 
area, i. e latitude 3Q0N. The derived mechanical power is to 
drive an irrigation pump at the site. 
The solar thermal system is to operate in a Rankine-cycle 
using an organic working fluid. The engine is in the form 
of a multi-vane expander. The solar-energy collector 
comprises of an array of gravity-assisted heat- pipes each 
enclosed within a cylindrical high-vacuum glass tube. The 
irrigation water which is to be sucked from below ground 
level, is also to cool the shell-and-tube condenser. 
The first section(i. e. PART A) of this thesis is a 
presentation of some design optimization concepts in the 
development of the thermodynamically operated solar-energy 
system. 
As in any desert area dust will constitute a problem, 
reducing the harnessing capability of the collector array. 
Regular cleaning would therefore be essential. However, 
cleaning a large array (1000) of such fragile tubes in 
situ is unlikely to be accomplished without cracks and 
breakages occurring. This perhaps means that the 
high-vacuum which is essential for each collectors 
continued adequate thermal performance could be easily 
lost. The collectors are also considered expensive. For 
example, one tube with an effective aperture area of about 
0.102ml costs about twenty pounds Sterling. These and the 
fact that the maximum anticipated working temperature in 
the organic Rankine-cycle would be about 1201 C, led to the 
study into a means other than evacuation of reducing 
thermal losses from the receiver of a flat-plate 
solar-energy collector in the second section (i. e. PART B). 
A flat-plate collector employing a simple slatted 
convection suppression device was studied. It was shown 
that a flat-plate collector employing an effective 
convection suppression device and an initial cost of about 
£1o0/m`would be more cost effective than the evacuated-tube 
collector, when employed to activate the pilot power plant 
for operatinq temperaures of (80-X120)° C. 
The cost per peak watt could be reduced by an average value 
of about 15% depending upon the'operating temperture. 
Whereas the break-even time against electricity could be 
reduced by about 4%. However, the overall efficiency of the 
power plant could fall by an average value of about 23%, 
depending upon the operating temperature, 
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NOMENCLATURE 
A Area (nr') 
B Constant (=Ea Ta) (W/rr? ' ) 
Critical incident solar ray on the reflector. 
d Solar declination (Degrees). 
D Diameter of the receiver or the glass tube(m) 
-i 
E Effective emissivity = lr+ 
-D9 
h Heat transfer coefficient (W/id K) . H The long term monthly mean of daily solar radiation 
on a horizontal plane (MJ/m"). 
i Incidence angle (Degrees). 
I solar energy intensity (W/nt'). 
K Thermal conductivity (W/m K) 
k Clearness index (=Ht/). 
L Latitude (Degrees) . 
m Mass of the working fluid(Kg). 
m Mass flow rate (Kg/s). 
M Aperture width of the reflector-see fig. 5(m). 
IT Tangent to the reflector. 
N Day of the year, e. g. on January ]' N=1. 
Nu Nusselt number(=hD/Ko). 
p Absolute pressure (N/ma) . 
P Power (W). 
q Energy rate per unit receiver area (W/`) . 
r Reflectance of the reflector. 
R Thermal resistance (K/Cni) . 
ReD Reynolds number (=vD3/ic) . 
A vector from a point on the compound parabolic 
reflector and tangential to the cylindrical 
receiver surface. 
t sun time, with mornings positive and t=0 at 
solar-noon(hrs. ) 
T Absolute temperature(K). 
U overall steady-state heat transfer coefficient 
(WArf K) 
V Voltare of the working fluid (n? ) . 8* Volume flow rate of the working fluid(m3/s). 
v Velocity (m/s) . 
x Heat exergy (W). 
Rate of heat exergy gain per unit receiver 
area (W/m2). 
w Cost of a solar-energy collector tube (i. ). 
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Greek alphabet 
a Solar-energy absorptance of the receiver 
selective coating. 
Angle between a solar ray and a reference 
axis-see figs. l1 and B1 (Degrees). 
Y The surface azimuth angle, i. e. the deviation 
of the normal to a surface from the local 
meridian, with east positive and south 
zero (Degrees). 
Ratio of AT to the ambient temperature. 
Ap Pressure difference (NAn) . 
AT Difference in temperature between the heat pipe 
condenser and the fluid bulk inside the manifold- 
see fig. 7. (°C). 
E Emissivity of the glass tube or receiver coating. 
A factor that accounts for reflector imperfections 
and contructional deficiencies. 
Efficiency of the collector, engine, pump or the 
overall system. 
An angle from the axis of symmetry of the canpound 
parabolic reflector, measured anti-clockwise from 
the negative Y-axis-see fig. A2. (Degrees). 
Half acceptance angle of the canpound parabolic 
reflector (Degrees). 
Concentration ratio of the truncated compound 
parabolic reflector. 
AJ- Dynamic viscosity of air (Ns, '). 
Inclination of the heat pipe to the horizontal-see 
fig. 4. (Degrees). 
Density of the working fluid (Kg/m3) . 
c' Stefan-Boltzman *constant (W/ l K{') . 
Solar-energy transmittance of the glass tube. 
4) Ratio of the mean surface temperature of the receiver 
to the ambient temperature(=T, -/T. ). 
Collector tilt-angle fron the horizontal(Degrees). 
Ratio of the temperature of the condenser to that of 
the surroundings (=TT/TT). 
The angle between the east-west vertical plane and the 
projection of the Sun vector on the X-Z plane-see 
fig. B2. (Degrees) . 
Solar hour angle, i. e. the angular displacement of the 
Sun, east or west of the local meridian due to 
rotation of the Earth on its axis at 15 per 
hour (Degrees) . C Constant (= ILO( r. )%ý) (WAe) . 
-X- 
Subscripts 
a Ambient environment 
A Solar altitude angle. 
b Beam solar insolation. 
c Condenser. 
col Solar-energy collector. 
d Diffuse solar insolation. 
e Extra-terrestrial. 
E Rankine-cycle engine. 
f Rankine-cycle working fluid. 
g Glass tube. 
G Overall system. 
L Lubricant 
o Collector thermal losses. 
max. Maximum value 
min. Minimum value 
mix. Mixture of freon and lubricant. 
P Pump 
r Solar-energy receiver. 
s Sunset 
t Total radiation, i. e. beam and diffuse. 
u Collector useful gains 
z Zenith angle 
1 Radiation between the receiver and its 
surrounding glass tube-see fig. 6. 
2 Radiation between the glass tube and its 
surroundings - see fig. 6. 
3 Convection from the glass tube - see fig. 6 
At an angle 
Superscripts 
* . Optimal value for the solar-energy collector. ** optimal value for the overall collector and 
engine system. 
/ For the truncated reflector. 
- Average value. 
-1- 
CHAPTER ONE 
INTRODUCTION 
With the development of a low-grade energy engine in the 
School of Mechanical Engineering at Cranfield Institute of 
Technology, a venture towards utilizing the Sun's power to 
drive the engine in an Egyptian desert area (i. e. latitude 
300 N) was initiated-called the 'King Tut' project. The 
venture involved the Institute, the Egyptian Government and 
two British companies, i. e. Denco Ltd and the General 
Electric Canpany. 
The solar-energy thermal system, which is to drive a water 
pump for an irrigation scheme is to operate in a 
Rankine-cycle using trichlorotrifluoroethane (i. e. R-113) 
as the working fluid. The engine is in the form of a 
multi-vane expander (Ref. 1). The solar-energy collectors 
(see fig. l) comprise of gravity-assisted heat-pipes each 
enclosed within a cylindrical high-vacuum glass tube. A 
truncated compound parabolic reflector is incorporated 
within each glass tube so as to concentrate the sun's rays 
on to the heat-pipe. The Rankine-cycle feed pump is of the 
positive displacement sliding-vanes type to be directly 
coupled to the prime mover. The irrigation water which is 
to be sucked from below ground level is also to cool the 
shell-and-tube condenser. The arrangement of the expander, 
feed pump and the irrigation pump is shown in fig. 2, 
whereas the schematic diagram of the solar-thermal system 
is depicted in fig. 3. 
In such a thermodynamically operated solar-energy power 
plant, conflicting requirements' are encountered with 
respect to high thermal performance of the solar-energy 
collector and that for the heat engine. The efficiency of a 
solar-energy collector decreases with increase in the 
difference between its output temperature and that of the 
surroundings, whereas a heat engine performs better at 
higher temperature differences. However, the overall 
thermal efficiency of the system may be defined as the 
product of the solar-energy collector and heat engine 
efficiencies. As a result of these conflicting 
requirements, it was expected that an optimal collector 
output temperature that maximizes the thermal efficiency of 
such a system might occur. The steady-state thermal 
performance of the high-vacuum tube solar-energy collector 
was therefore simulated and the overall efficiency of the 
heat engine and collector optimized with respect to the 
-2- 
heat-pipe's surface temperature, which is related to the 
output temperature. 
In order to maximize the amount of solar-radiation reaching 
the absorber of the solar-energy collector, it would be 
desirable that the Sun's relative motion be tracked. 
However, in a large array of tubes such as in the power 
generation unit envisaged in this study, practical problems 
could arise even when seasonal tracking is involved. 
Tracking mechanisms could also be expensive. Thus the 
collector is to be employed stationary. However, to 
maximize solar radiation incident on to the aperture of the 
stationary collector over a required period, its tilt-angle 
above the horizontal must be optimized. A systematic method 
that seeks to determine the optimal angle was thus 
outlined. In addition, the method gives a criterion for 
choosing the average design insolation value, considering 
the variable nature of solar-energy intensity. 
The choice of a working fluid in a Rankine-cycle is usually 
based paramountly on its thermal stability at the boiler 
temperature and its performance with the heat engine. It is 
also, however, important to choose a fluid which has 
acceptable efficiency, characteristics with the feed pump. 
This is considered desirable in a, system where the feed 
pump is to be directly driven by the prime mover, because 
the fraction of the total power developed that-is used up 
by. the feed pump, plays a, role in determining the overall 
efficiency of the system. So tests were conducted with the 
then: available organic working fluids (i. e. R-113 and 
R-11), to, investigate that, which - gives the better 
performance with the positive displacement sliding-vanes 
pump. The chemical name of R-11 is trichlorofluoromethane. 
-3 
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Arrangement of the expander, feed pump and the water pump. 
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CHAPTER TWO 
THE SOLAR-ENERGY COLLECTOR. 
2.1 DESCRIPTION. 
The collector is an array of gravity-assisted 
heat-pipes each enclosed within a 65mm evacuated pyrex 
tube-see fig. 4.1e wme manufactured by the General Electric 
company, U. K. The high-vacuum which is to minimize thermal 
losses through convection and conduction is of the order of 
l torn. The heat-pipe's body and working fluid are 15mm 
black chrome-coated-copper tube and water respectively. A 
truncated compound parabolic reflector of designed 
acceptance angle of 600 is incorporated inside the glass 
tube so as to concentrate the Sun's rays on to the 
heat-pipe ( see fig. 5 for the reflector and Appendix A for 
the design parameters). A concentrator is employed because 
of the high ratio of beam to total insolations in Egypt 
(Ref. 3). The tubes are oriented along the, east-west 
direction and inclined at an angle of about 50 to the 
horizontal to allow for the thermo-syphon action to occur 
within the heat-pipes. The heat-pipes are joined 
orthogonally to the manifold via ball-and-socket joints. 
Such a joint would provide flexibility and also facilitate 
the replacement of a tube should it break, without loss of 
the Rankine-cycle working fluid and concomittant disruption 
of the entire plant. The array of tubes is inclined fron 
the horizontal at an optimal angle of 30°, facing south. 
This 30° tilt and 60Pacceptance angle of the reflector would 
theoretically allow the collection of direct solar rays 
within at least 2.8 hours before and after solar-noon each 
day of the year, without, any need for tracking - see 
Appendix B for details. 
2.2 MATHEMATICAL SIMULATION OF THE COLLECTOR STEADY-STATE 
THERMAL PERFORMANCE. 
2.2.1 Assumptions. 
(1)Steady-state conditions are considered to apply. 
(2)For simplicity, the effect of the reflector on the 
thermal energy exchanges between the receiver and the glass 
tube is assumed negligible. 
(3)The vacuum of 10torr within the annulus is sufficient 
to suppress canpletely any convection and conduction via the residual air within the annulus(ref. 4). 
(4)The glass tube and receiver have lambertonian surfaces, i. e. they exhibit isotropic reflection characteristics. 
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Fig. 4. Details of the solar-energy collector. The manifold is inclined in a north-south 
plane at an angle of 30° to the horizontal, its southerly end being lowest. The heat pipe 
collectors are inclined at about 5° to the horizontal and are orthogonal to the manifold, 
which is connected to their highest ends. 
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t TRUNCATED CONCENTRATION RATIO * 1.27 
Fig. S. Section through the full and truncated compound parabolic reflector. 
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2.2.2 Thermal losses(Electrical analogue method) 
The equivalent thermal circuit is shown in fig. 6 and the 
canponent resistances evaluated according to standard 
practice(Ref. 5 and 6). The resistance Rsto radiative heat 
transfers between the receiver and the glass tube is given 
by: 
R= 1 
h, Ar 
where, 
(1) 
h, =oý(Tr +'o ) (Tr +T9) (2) 
I 
*r 
tU 
The resistance k to radiative heat transfers between the 
glass tube and the surrounding environment is given by: - 
R1 =1 
ýA3 
where, 
(3) 
hý=o'Eg (T9'' +Tä ) (T9 +Tg ) (4) 
The resistance R3 to convective heat transfers from the 
glass tube is given by: - 
P-3 =1 (5) 
h3A5 
where, 
h3 =N (6) 
And Nü=z(Rep) z and j are constants dependent on the 
magnitude of the Reynolds ntunber, Rep. 
The overall heat loss coefficient U for the system is given by: - 
1=1 
U Ar hLAr 
Therefore: 
U=1 
L 
+1 
(hz +Y) AS 
-i 
+ Ar 
(hD 
c7 i 
(8) 
-9- 
T 
R2 R3 
Fig. 6" Equivalent thermal circuit for steady-state heat losses from the evacuated tube, 
heat-pipe collector. 
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However, Engholm and Hertz (Ref. 7) intimated that the 
performance of an evacuated tube solar energy collector is 
almost insensitive to wind conditions. This has been 
interpretted to mean that h3is much greater than h1, such 
that 1/hs becomes much greater . than Ar 
/ (hz +h3) Ay . This therefore approximates equation (8) to: - 
U Ic N 
For the steady state: - 
(Rate of heat losses (Rate of heat losses 
fron the receiver = from the receiver 
to the surroundings) to the glass tube) 
Therefore: 
UAr(Tr-T. )= h, Ar. (Tr-Ty) 
Therefore: 
T9 =Tr -U (Tr -Ta) 
hi 
But it was shown that U is approximately equal to hs. 
Therefore: 
TsU T. (9) 
Substituting T9-aTq in equation (2) , yields: - 
26 
U (Tr+ Ta) (Tr+ TO (10) 
Rr + (1- ý)Drl 
Eg D3 
Equation (10) can be rewritten as: - 
U=Eo4 (Tr +Ta) (Tr +Tq) " ,, (11) 
where E isIthe effective anissivity and is given by: - 
E= 1 (12) 
The rate of heat losses fan the ; receiver to the 
surroundings is given by: - 
qo: = U(Tr'-'M) (13) 
-11- 
Insertion of the expression for U from equation (11) in 
equation (13), gives: - 
co= Eo' (T. -) (14 ) 
2.2.3 Collector gains and efficiency. 
For simplicity of expressing the gains and efficiency of 
the collector, the receiver absorptance oC for solar 
radiation as well as the glass tube transmittance t are 
both -asumed to be independent of angle of incidence of the 
solar radiation. From discussions with the manufacturer, 
i. e. the General Electric Ccenpany, it is assumed that the 
reflector contour imperfections and other contructional 
deficiencies would result in increasing the optical losses 
by not more than 10 percent. 
The energy balance per unit receiver area can be stated as: - 
(Rate of useful =(Rate of absorbed -(Rate of 
gains) solar radiation) thermal 
losses) 
The rate of absorbed solar radiation per unit receiver area 
is the product of the solar insolation i, the glass tube 
transnittance 'Z , the receiver absorptance q, 
concentration ratio X, ' reflectance of the reflector r and 
the factor that accounts for the constructional 
deficiencies. 
Therefore: 
9u It0(r)%- Eo'(T4 4 (15) r- Tb 
Denoting It (r? k=n, E( _B and (Tr /TQ reduces 
equation (15) to: - 
qu _ý-- B(+4- 1) (16) 
By definition, collection efficiency,, L is: - 
cal = (useful gain per unit receiver area), 
(captured energy per unit receiver area) 
Therefore: - 
,Fria_ 
. 
VLcol= 
[n- B(e- 1)]/i%I . '- I- (17) 
The following numerical values for the design parameters 
-12- 
will be used in subsequent analysis: - 
? =1.27(concentration ratio of the truncated compound 
parabolic reflector as shown in fig. ra). 
I =80OW/aTI(Average peak solar insolation in Egypt) 
T4=318 K(Peak ambient temperature in Egypt) 
Fran discussions with the General Electric Canpany, the 
following numerical values also apply: - E,. =0.1, =P. 9, r=0.9, t =0.9, o( =0.9, %=65mn and Dr =15mm. 
2.2.4 Optimal surface temperature of the heat pipe element. 
The optimal surface temperature of the heat pipe element 
will occur if the first derivative of its heat exergy with 
respect to temperature is zero(Ref. 8). The heat exergy x, 
is the maximum amount of the thermal energy which is 
available to perform work. 
The heat exergy rate x per unit receiver area is given by: - 
(Tr - TL ) [n -B (4 -1) ]= (1-1ý) ( -B (+ -1) ] (18 ) 
Tr 
Differentiating equation (18) with respect to c,, setting 
x =o and rearranging, gives: - 
4ý5- 3'4- (1 + 8) =0 (19) 
The solution of equation (19), which also satisfies%=o, 
will reveal the optimal value l Using the numerical design values mentioned earlier, a solution was obtained iteratively using the Newton-Raphson method(Ref. 9). Hence 
it has 
. 
been 
, 
deduced, that 4f =1.453, and so TT =462K (=189° C) . Substituting the value-of 4", so deduced, in equations (16) 
and (17) gives q*u =466.7W/rri and '(: ý=0.46 respectively. 
2.3. CONCLUSIONS 
For the design values used, the preceeding analysis reveals 
that the heat-pipe is capable of attaining an optimal 
surface temperature of 10C, at which the maximum rate of 
thermal energy available to perform work will; be maximized. 
This will occur when the rate of solar-energy retained by 
the collector is 466.7W for each square meter of the 
heat-pipe's surface-area. 
However, because of the occurrence of thermal resistance at the ball-and-socket joint, stmt exergy_will be lost and 
only a fraction will-be transferred, _to° the Rankine-cycle 
working fluid inside the manifold. 
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CHAPTER THREE 
OVERALL SYSTEM BEHAVIOUR 
3.1 EFFICIENCY 
The theoretical maximum efficiency for conversion of heat 
energy to mechanical work was first defined by Carnot as 
(Th -TT) /Th . Where Th and Tc are the absolute temperatures 
of the heat source and sink respectively. This defination 
means\ that the greater the temperature difference between 
the hat source and the heat sink, the greater will be the 
therms. efficiency of the heat engine. Unfortunately, 
however, the efficiency of a solar-energy collector 
decreases with increases in the temperature difference 
between its output temperature and that of the 
surroundings. This arises from the fact that solar-energy 
collector heat losses increase in proportion to the 
temperature difference between the absorber and the 
surroundings. 
In order words, the requirement for a high heat engine 
efficiency is the reverse of that for the solar energy 
collector efficiency. 
By a simple definition, the overall efficiency of a 
solar-energy collector and a heat engine system is the 
product of their respective efficiencies. As a result of 
the conflicting high efficiency requirements, there will 
exist an output collector temperature for any such system 
that maximizes the overall efficiency. 
It will be assumed from the performance tests 
conducted(Ref. 2. ), that the prime mover has an average 
efficiency equal to 60 percent that of ideal Carnot engine 
operating between the same temperatures. 
Because of the occurrence of thermal resistance at each 
ball-and-socket, joint, the - temperature T1 of the 
Rankine-cycle working fluid at the collector output would 
be less(byeT) than the receiver surface temperature, T,. -- 
see fig. 7, i. e. 
T =Tr -AT (20) 
The engines efficiency, is by definition given by: - 
IE=0.6 
(T, -' )/Tf (21) 
where Tc is the condenser temperature. 
Substituting the expression for Tc from equation (20) in 
equation (21), gives the engines efficiency in terms of Tr 
as: - 
-14- 
SENSIBLE HEAT ADDITION LATENT HEAT ADDITION 
_ 
BOILER MANFO D 
LIQUO (RSER) 
Tf TI. RATED 
FREON VR - THE pFEED 
ia 
EXPANDER 
BALL-AND-SOCKET I1'' 
JOINT ý, L, ýJ 
Fig. 7" Schematic diagram indicating the temperature difference between one of the heat 
pipe condensers and the bulk of the Freon-113 within the manifold. 
_15_ 
E=0.6(. -AT-T, ) =0.6[(Tr/Tc)-(AT/Tc)-l] (22) 
(Tr -QTI (Tr/Tc)-(AT/Tc)I 
However, as mentioned previously, the overall efficiency, l-G is given by: - 
YLG= 
col x«ýrLE (23) 
Frcm equations (17) and (22), the overall efficiency can 
therefore be expressed as: - 
G=O. 6-B(Tr/Tc )-(lº. T/Ta )-1] (24) 
; ý. I [(Tr/Tc)-(AT/Tc) 
In practice, it is desirable that 
4. G should be maximized. 
Two cases which could occur in practice are considered. The 
first case considers when the condenser is air cooled. 
Here, the condenser temperature is considered to be the 
same as that of the surroundings. The second case considers 
the situation when the condenser is cooled by the 
underground water. It is expected that the temperature of 
the underground water would be lower than that of the 
surroundings. 
3.2 OPTIMIZATION: IF THE CONDENSER TEMPERATURE EQUALS THAT 
FOR THE SURROUNDINGS (To= TA) . 
In this case, the overall efficiency can then be expressed 
as: - 
YIG=0.6[A-B(c0 
-1) ] [(Tr/Taº)-(oT/To)-1) (25) 
But (Tr /T) =+. Denoting (eT/T )_ cc, gives: - 
G=O. 6 [n -B (ý4 -1) ] [ý - -1 ] (26) 
Differentiating equation (26) with respect to cp and 
setting d'yý= o and rearranging, results in: - 
446 -(ý86 +3)4' +4(ö +a)ý3-(1+¢/B)=0 (27) 
The solution of equation (27) for a given value of will 
give the corresponding optimal value 4" Ti) that leads to 
a maximum value of `f, 4 . Fran equation (20) :- 
T4 lb AN, =T - DT (28) 
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Figs 8,10 and 11 show the effect of AT on the systems 
optimal performance under this case, for ambient 
temperatures of 45°C, 25°C and 15°C respectively. 
3.3 OPTIMIZATION: IF THE CONDENSER TEMPERATURE Ter IS LESS 
THAN THE AMBIENT TEMPERATURE T4. 
In this case, the overall efficiency becomes: - 
'. 
G=0.6[40 -S-4)1[42-B(40-1)1 (29) 
(et -d) AI 
where, 
W (=(Tc/I))t1" 
Differentiating equation (29) with respect to cý and 
setting =0 , and rearranging, gives: - 
4c# -(84 +3W )44-4 (c? +S'') -(l+' /B)'' =0 (30) 
The solutions of equation (28) for various values of 6, 
and for a condenser temperature of 35°C, have been 
obtained. The results are presented in fig. 9. 
1 
3.4 COST ESTIMATES DERIVED FROM PRECEEDING ANALYSIS. 
In deriving these cost estimates, 
specifications apply: - 
Required system output power=5KW 
Length of each reflector =1.7m 
Aperture width of reflector =60mm 
Cost of each solar-energy 'a _. 
collector tube. £w 
Maximum allowable value of 
temperature drop AT. =20°C. 
the following 
Data' from fig. 8 are used in case I, whereas those from 
fig. 9 are used in casell. 
3.4.1 Casel: Condenser temperature=Ambient temperature(=45C) 
For' _imal' operation: 
=1.48 and -1-G=O. 078 
The týnperature of the vapour 
at, the collectors exit = (4 $ %, -20) =178° C 
Required rate of solar-energy = 5000/0.078 =64103W 
Power collected per tube =(800)(0.06)(1.7) =81.7w 
Therefore: 
Number of tubes required =64103/81.6 =786 
-19. - 
Therefore: 
Capital cost of the necessary collector tubes 
For 'off optimal'operationt 
The temperature of vapour 
at the collectors exit 
Therefore: 
Surface temperature of the receiver 
Therefore: 
c =1.3 and 
1. G=0.063 
Therefore: 
Required rate of solar-energy=5000/0.063 
Therefore: 
Number of tubes required =79365/81.6 
Therefore: 
Capital cost of necessary collector tubes 
=1786w 
=120 C (say) 
=140°C 
=79365W 
=973 
=; 973w 
It should be noted that the cost difference for these two 
scenarios is £ 187w. 
3.4.2 CaseIl: Condenser temperature=35° C. 
For'optimal'operation- oil 
gyp'' =1.466 and 1 G=O. o84 
Therefore: 1' Temperature of the vapour at collector exit =17 C 
Required rate of solar-energy =59524W 
Therefore: 
Number of tubes required =730 
Therefore: 
Capital cost of the necessary collector tubes = A730w 
For 'off optimal'operation: 
Temperature of vapour at collectors exit =120 c(say) 
Therefore: 
4 =1.3 and =0.072 
Required rate of solar-energy =69445W 
Therefore: 
Number of tubes required =852 
Therefore: 
Capital cost of the necessary collector tubes = 852w 
It should also be noted that for the 'off optimal' 
operation, scenerio casell leads to a saving of £121w 
because of l0° difference in the condenser temperature. The 
savings, however, falls to £ 56w (approximately halved) for 
the 'optimal'cases. 
-20- 
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3.5 CONCLUSIONS 
It has been shown that for a solar-energy activated power 
system operating in a thermodynamic cycle, operation at 
optimal temperatures could result in to higher efficiencies 
and consequently lower capital costs per unit power 
harnessed. However, the basic problem remains: 'How can 
optimal conditions of operation be attained in practice''. 
The collector, engine and the feed pump would usually have 
the working fluid in common. If the mass flow rate is very 
small, the temperature of the collector will rise to an 
extent that heat losses become excessive, so resulting in 
low collector efficiencies. However, high mass flow rates 
may inhibit adequate temperature rises for the engine to 
operate effectively. It may therefore be wise to use an 
efficient feed pump that would deliver flows at rates that 
will enable the solar-energy collector to concentrate 
sufficient exergy so as to deliver the working fluid at the 
temperature T" 0 
It has also been shown that the drop in exergy between the 
heat-pipe condenser and the cycle's working fluid because 
of the occurrence of thermal resistances, does shift the 
optimal operating temperatures of the overall system away 
from that of the collector. However, the collector and the 
overall system could have the same optimal temperatures 
only when both reject heat to the same sink and also QT=O. 
In practice, however, AT would be greater than zero. Hence, 
fig. 12 shows that as AT increases from zero, (i)the value 
of 4=4 that maximizes the overall efficiency increases, 
whereas (ii)the optimal overall efficiency decreases. This 
inevitably would affect the, size of the collector for a desired power output and consequently, "the overall capital 
cost. 
The use of the cooler underground water Fin the-condenser 
would obviously be desirable as is also-shown in fig. 12. It 
shows that, lowering the condenser temperature relative to 
that of the surroundings could result in"a higher, overall 
efficiency and a lower, value of T **for the 'same temperature 
drop, AT. 
:... , 
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CHAPTER FOUR 
SOLAR-ENERGY COLLECTOR TILT-ANGLE OPTIMIZATION 
4.1 INTRODUCTION 
In order to maximize the amount of solar radiation reaching 
the absorber of a solar energy collector, it is desirable 
that the Sun's relative motion be tracked. However, in a 
large collector unit such as in the power generation unit 
envisaged in this study, practical problems would arise even 
when seasonal tracking is involved. Tracking mechanisms 
could also be expensive. A compromise is to employ the 
collector stationary but tilted at the optimal angle which 
would maximize the total amount of solar radiation incident 
to the collector aperture, during the operational period. 
The present study seeks to determine this optimal angle for 
the location latitude 341°N in Egypt. 
Two operational periods were studied. (i)For operation 
throughout the year and (ii)for operation between the 
months of March and September, i. e. when the Sun is in the 
northern hemisphere. Estimated monthly means of daily 
direct and diffuse insolations were employed. It is 
preferable to use measured data averaged over a number of 
years, e. g. as supplied by the Egyptain local weather 
bureau, because such imformation would take into account 
the local variations in. cloud cover, humidity and dust in 
the atmosphere. However, the only available documented data 
for Egypt are the monthly means of daily total insolations 
as reported by Harb(Ref. 3). A means of estimating the 
relevant radiation data(i. e.. - direct and diffuse) from the 
available monthly means of daily total observations became 
necessary. 
r 
Correlations relating diffuse to total radiation was first 
obtained by Liu and Jordan in 1960(Ref. 10). However, 
questions have been. raised by_Choudhary(Ref. 11), 
Stanhill(Ref. 12), Ruth and Chant(Ref. 13); 
- and 
-Orgill and 
Hollands(Ref. 14) . about the .,; general validity .. of 
the 
correlations.. In 1979, Manuel and` Rabl(Ref. 15), 
recalibrated Liu and Jordans. - correlations, _and its general validity has been accepted except where measured data are 
available to prove otherwise(Ref. 16). Manuel' and Rabl intimated that their correlation relating daily diffuse to 
hemispherical insolations agrees with the results reported for India, Israel and Canada. Therefore, for the purpose of 
this study, their correlation which relates monthly mean 
-23- 
daily diffuse to total insolations has been used to 
estimate the monthly means of daily beam and diffuse 
insolations fron Harbs measured total insolation data. 
It is pertinent to mention that the 'King Tut' solar-energy 
harnessing system has peak insolation as one of the design 
parameters(Ref. 2). Because peak insolation occurs at 
solar-noon, the optimization was therefore done with 
respect to this time on the average day of each month. The 
average day of a month is that day which has 
extra-terrestrial radiation closest to the average of the 
month (Ref . 16) . 
4.2 ESTIMATING THE MONTHLY MEAN OF DAILY DIRECT AND DIFFUSE 
INSOLATIONS. 
4.2.1 Correlation for the ratio of monthly mean of daily 
diffuse to daily total insolations. 
The correlation by Manuel and Rabl(Ref. 15) relating the 
monthly averages of the daily diffuse and total insolations 
is given by: - 
Hd/Ht= . 775 + 0.347 (o- '/2) - (31) [0.5415 + 0.261(p,. - 7/2)]Cos[2(k-0.9)] 
where, 
k= The long term clearness index (= Ht/He). 
Ht= The long term monthly mean of daily total radiation on 
a horizontal plane(MJ/mz) 
He = The. monthly mean of daily extra-terrestrial. 
radiation(M7/mz) 
H, = The long term monthly mean` of daily diffuse radiation 
on a horizontal plane(M7/m') 
c% = The sunset hour angle (Degrees). - 
4.2.2 Harb's observed monthly, mean of daily total insolation and sunshine hours at Tahir in Egypt, i. e. latitude 3fß' N. 
Harb(Ref. 3) reported on the monthly mean of daily total 
solar radiation as well as sunshine hours, averaged over a 
period of five years, i. e. 1972 to 1976. He presented the 
data in C"g. S units, i. e. gram cal/ar'. The data were therefore converted to MJ/inm using the conversion factor 
of 1 gram cal/cam =8.041855 MJ/ml (Ref. 17) and are presented, in Table 1. 
-24- 
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4.2.3 Monthly means of daily extra-terrestrial radiation, He. 
Table 3 is an extract fran Duffie and Beclanan (Ref. 16) , of 
the monthly averages of daily extra-terrestrail radiation 
for the location latitude 3r N. The data was obtained on 
the basis of a solar constant of 1353W/rd Solar constant is 
the flux of solar radiation at the outer boundary of the 
Earth's atmosphere, that is received on a surface held 
perpendicular to the Suns direction at the mean distance 
between the Earth and the Sun(Ref. 17). 
4.2.4 The long term clearness indexes, k. 
The long term clearness index is defined as the ratio of 
the long term monthly mean of daily total radiation, Ht, to 
the monthly mean of daily extra-terrestrail radiation, He. 
It was therefore calculated fran the monthly average values 
in tables 1 and 3, and are presented in table 4. 
4.2.5 Ratios of monthly averages of daily diffuse to total 
insolations. 
In order to estimate these ratios, the sunset hour angles 
on the average day of each month would have to be 
calculated. The sunset hour angle is given by(Ref. 16): - 
Cosq= -tan L tan d (32) 
where, d=23.5 Sin 36P 284+N and 
365 
N is the day of the year, -'i. e. 
'N=1 on first January. 
Because the tilt-angle optimization would be undertaken 
with respect to the '. average day of each month, the 
declinations were therefore 
, evaluated'on 
these days. Table 
5 is 'an extract also from Duffie and Beckman(Ref. 16), of 
the recommended average, day ' of . each month and the corresponding values of N. 
For, each month of the year, , 
Ws was evaluäted. This, in 
conjunction with the values:. of--k from table 4, 'were then 
used to compute the ratios Hd/Ht fron equation (31). These 
are presented in table 6. 
4.2.6 Monthly averages of daily diffuse and direct 
insolations. 
With I /Ht evaluated and IHK known, the monthly mean of 
daily diffuse radiation was obtained from: - 
xý _ [(t4/Ht) %H] 
I 
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The direct component was then evaluated by subtracting the 
diffuse canponent from the total, i. e. Hb = Ht-HA. Table 7 
shows these monthly values in MJ/m. In order to convert 
these values into W0, they were divided by the measured 
monthly averages of daily sunshine periods from table 2. 
Table 8 shows the monthly values in W/m': 
4.3 ANALYSIS OF SOLAR-RADIATION FALLING NORMAL TO AN 
INCLINED COLLECTOR. 
The following quantities are defined with respect to 
f ig. 13.: - 
I* = Sum of direct and diffuse solar radiation falling 
normal to a collector inclined at an' angle 1 to the 
horizontal(W/m&). 
ßz 
=Zenith angle, i. e. the angle subtended by a vertical 
line to the zenith and the line of sight to the 
sun(Degrees). 
PA 
=Solar altitude angle, i. e. the angle between the direct 
solar ray fran the sun and the horizontal(Degrees). 
It would be assumed that the diffuse radiation is 
isotropic, i. e. of equal intensity in all directions. 
From traingles ABC and ADC of fig. 13, we have: - 
Ib/SinpA=(If- Id)/Sin(4+P^) 
Therefore: - 
It. = lb Sin +? q + Id (33) 
Sin 
But ßA = 90- fZ , whereas from reference 16, 
Cosp, = Sin d Sin L+ Cos d Cos L Cos4) (34) 
where 4) is the hour angle, i. e. the angular displacement 
of the Sun, east or west of the local meridian due to 
rotation of the' Earth on its axis at 15° per hour. 
Therefore CO can be expressed as: - 
w=15t (35) 
where' t is the sun time, i. e. hours before or after 
-28- 
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solar-noon. Because optimization is undertaken with respect 
to solar-noon for the reason previously discussed, t=o 
and: - 
Cos P Z= Sin d Sin L+ Cos d Cos L =Cos(L-d) 
Therefore: 
=(L-d) (36) 
ýA = (90-L+d) 
Substituting PA =(90-L+d) in equation (33) gives: - 
Iý = IbSin((ý +90-L+d) + Id (37) 
Sin (90-L+d) 
The solar radiation falling normal on the collector at 
solar-noon has therefore been expressed in terms of the 
direct and diffuse components as well as the latitude of 
the site, solar declination and the collector tilt-angle. 
4.4 OPTIMIZATION PROCEDURE. 
The objective as previously stated is to determine the 
angle c that maximizes I, in equation (37) during the 
periods, January to December and March to September. Let us 
consider the year round operation first, i. e.: - 
Maximize 
Fran equation (33): - 
yl stZ 
ý[Ii, z Sin ( +Pk) + Id;, J 
SinpAL 
But Sin (, k ANO Sin -JCot 
&4+ Cos 72 
Sin PL 
Therefore: 
Vial. 1L Lcli :-- 
(T=)L It'L (Sin; J CötPA-6'+ Cosa) + Id" (38). 
It should be noted that Id has been assumed to be isotropic 
and so independent of direction. Therefore, ''differentiating 
equation. (38) with respect 'to 6, setting the resultant 
equal to zero and rearranging, gives: - 
i-t2 
` Ib, tan+ = 4- Ib` Cot PAS, 
_31_ 
Fran which: 
`541 
tangy= I. -, Cot 4L (39) 
6L 
Substituting 
PA 
= (90-L+d ) from equation (36), into 
equation (39) and solving for = 4r, gives: - 
"tz ý* = tan 
ýAaL 
Cot (9P-L+d;, ) (40) 
I6L 
The numerical values for the parameters which determine the 
optimal tilt-angle at solar-noon (for the location latitude 
30 N in Egypt), are as shown in table 9. From table 9 
therefore: - 
Wz 
ThL Cot (90-L+dL) = 2756 W/m 
IbC =4600 W/m1 
Therefore: 
tan(2756 = 30.93: 
5 
'. 
V4600) 
ßs12 
The second derivative of 'with respect to l is: 
;, ýz 
ý 
wiz 
y 
I6L Cot (90-L+d;, ) Sin4t + 4;, Cos 41 
The second derivative at *., =30.93° is negative- because 
Cos 4, Sine', Ib;, and Cot (90-L+d,; ) are all positive 
quantities. Therefore this method indicates 30.930 as the 
optimal tilt-angle that would maximize the collection of 
solar-energy at solar-noon throughout-the year. However, if`, 
operation were to be needed only when the Sun is; in the 
northern hemisphere, i. e. March to September operation, the 
'optimal angle changes to 18°.., 
-32- 
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As a check on the preceeding method, another concept was 
used which is also considered to give the criterion for 
choosing a design solar insolation value. For tilt-angles 
between 0°and 90°, I9- was evaluated on the average day of 
each of the months within the operational period. The 
minimum value of If =(It)m; n at each angle, out of the 
monthly values, were obtained. The values of (4)m;, were 
then plotted against the corresponding values of i, to 
reveal the values of 4" and (s)m;. -see fig. 14. The 
values of <I: i" at solar-noon were again found to be 30°± 1° 
for the year round operation, and 18°± 1° for the March to 
September operation. The corresponding values of (iOm; n 
were considered to give the design solar insolation values. 
It is, however, significant to' mention that the values of 
(TýZ)rnin were employed instead of those of qcj)nay. , because it was thought that, for the required demand to be met by a 
solar-energy system during the month less favoured by 
tilting the collector at an angle . the minimum value of 
Ijý, which occurs at that month need be considered. It 
should be noted that if V is substituted in equation 
(37), the optimal value I4ý" revealed would be ( ')mq, c. The 
only way found of revealing was by inspection of 
the value of (IE)m; n amongst the monthly values. 
4.5 CONCLUSIONS 
, 
A method has been outlined which reveals the optimal tilt-angle. for a solar-energy collector employed stationary 
within a desired period. Monthly averages of daily diffuse 
and direct solar insolations were employed. to-determine the 
tilt-angle that maximizes the. total amount of solar-energy incident normal on to the collector`aoerture. area. For the 'King Tut', pilot:. planto and for year round, operation,. an 
optimal tilt-angle of. 30-(which, corresponds to the latitude 
of the site, of, the plant) is revealed ,_ to maximize the 
collection of solar-energy at solar-noon. Whereas for 
operation when the Sun is in the. northern hemisphere, the 
tilt-angle changes to =18°. 
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CHAPTER FIVE 
THE SLIDING-VANES PUMP. 
5.1 DESCRIPTION 
In fig. 15 is shown a schematic diagram of the sliding-vanes 
pump. It consists basically of a rotor from which sliding 
vanes actuated by centrifugal forces project to make 
contact with the stator. The stator is made out of two 
dissimilar circular arcs. The fluid flows in through the 
intake, filling the space between the rotating vanes. The 
confined liquid is transported bodily from intake to the 
discharge port, where the vanes retract into the rotor 
through the slots. The liquid is therefore forced through 
the discharge port at a higher pressure. 
5.2 EFFECT OF CHOICE OF WORKING FLUID ON THE PERFORMANCE OF 
A SLIDING-VANE PUMP. 
The effective overall efficiency of the Rankine-cycle power 
unit is defined as the ratio of the effective shaft power 
to the power input into the cycle. The effective shaft 
power is the difference between the total power developed 
by the expander and that used up by the feed pump in 
circulating the working., fluid through the cycle. This 
therefore means that ", the greater 'the feed pump pumping 
power requirements, the lower will, be the effective overall 
efficiency of the cycle. 
The pumping power requirements-- for a given. speed and 
pressure head for the pump, would depend upon the type of 
liquid being pumped. It was therefore' required to decide 
which of the then two available organic working fluids 
(i. e. R-11 and R-113), would; give the : better performance 
with the sliding-vanes "pump. This, amongst other factors 
(i. e. as discussed in Appendix C), was to help determine 
which working fluid should be adopted for the cycle. 
Simultaneously, the prime mover was also "tested " Because of the use of Clavus oil 68 for lubrication purpose in the 
multi-vane expander, the two working fluids were therefore 
mixed with 10 percent Clavus oil by mass in testing the 
PUMP* 
In accomplishing this investigation, an off-the-shelf 
sliding-vanes pump (serial no. 18181020), manufactured by 
Sperry Vickers, U. S. A. was adopted. 
-36- 
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5.2.1 The feed pump test rig. 
The schematic flow diagram for the test rig used is as 
shown in fig. 16. The working fluid was admitted into the 
system through D. The pump which was driven by the electric 
motor, pumped the fluid through the flowneter which 
indicated the flow rate as a percentage of its maximum 
capacity. Valve E was used to control the pumps discharge 
----pressure. A high-pressure safety switch was incorporated to 
turn-off the motor, should an excessive pressure arise that 
would damage the system. In order to maintain constant 
temperature and pressure at the low-pressura side, cooling 
water was provided through the heat exchanger (which also 
served as a reservoir). At times, the cooling-water flow 
rate was insufficient to maintain a constant pressure. It 
was then necessary to open up valve F, so that the 
reservoir was exposed to atmospheric pressure. Under such 
circumstances, cooling-water was run through the heat 
exchanger in D, so that escaping fluid vapour could 
condense and drip back. When admitting the fluid into the 
_system, vent 
G. was opened to allow displaced air to escape. 
Drain B provided a passage for the quick emptying of the 
system, whereas drain A located at the bottom-most part of 
the reservoir provided a means of draining the last bit of 
the fluid. Auxiliary instruments used with the test rig included: - 
(i) Wattmeter: This was connected to the electric motor to 
measure the power input. 
(ii)Reflective opto-switch and digital speedometer: These 
were used in measuring the, rotational speed of the pump. 
The reflective opto-switch. has, 'an infra-red emitter diode 
and a photo-transistor sensor housed in a moulded package. 
The photo-transistor' responded,, to radiation from the diode 
when reflected fron six ; equally-spaced reflecting, tapes 
round the motor and pump coupling. This was' then converted 
to revolutions per minute which was read on the digital 
speedometer. 
(iii) A thermocouple attached-just before valve E, for 
measuring the temperature of the fluid at the pump 
discharge. 
(iv) A stop watch, weighing-scale and pan, which were used in, recalibrating the flowmeter to read in Kilograms per 
second. 
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5.2.2 F1owcieter recalibration. 
As mentioned previously, the flowmeter ( serial no. 
FP1-35-G-10/83 with float serial no. 1-GSVGT-68 ) was 
calibrated in percentages of its maximum capacity. However, 
the maximum flow would depend on the type of fluid being 
used. It therefore became necessary to recalibrate it, to 
read in kilograms per second using all the fluids to be 
tested. At each of certain selected flowmeter marks, the 
amount of liquid pumped was collected in a pan within a 
measured time. It was then weighed. The corresponding mass 
flow rate found by taking the ratio of the mass and the 
time -see figs. l7 and 19 for the recalibration graphs. 
5.2.3 Test procedure. 
With the fluid admitted into the system, the pump was then 
driven by a variable-speed electric motor. For a fixed 
speed, the pump was run under varying discharge pressures. 
After a steady-state was attained, for each speed and 
discharge pressure, readings of the intake pressure, 
discharge pressure and temperature, flow rate and input 
power were then taken. The range of speeds run was from 
1000 r. p. m. to 3500 r. p. m. Whereas, the pressure 
differential at each of the speeds was varied from zero to 
a maximum of about 20.7 bar, beyond which the safety 
cut-off switch stopped the system. 
5.2.4 Density of the mixture of the freon and lubricant. 
Let Vf be the volume of freon liquid with mass mf , and VL be the volume of lubricant with mass m1, . The densities of the freon liquid V, and lubricant 5., can be expressed as: 
3L = ML/VJ- 
(41) 
Assuming no chemical reaction occurs the density of the 
mixture ýmX, can therefore be expressed as: - 
-1 
(n+ mý) x_ 
(mý+mL. ) 
_1 mý 
1 m'* (42) 
But the mass of the lubricant added was 10 percent that of 
the freon. Therefore: 
ML= e"1 (43) 
The thermal stability limit for R-113 in the Presence of Clavus oil, is 
about 140"C (Ref"19 ). 
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Therefore: 
ý 
a= 
gI+ (44) 
Equation (44) was therefore used in evaluating the 
densities of the mixture of R-11 and R-113 plus lubricant 
respectively. 
5.2.5 Data reduction and results. 
Because the objective is to investigate which of the fluids 
gives a better performance characteristics with the pump, 
the data taken were therefore reduced in such a manner that 
the end results showed relative pump efficiency against 
mass flow rate graphs.. 
For aýgiven speed, and pressure differential &p, mass flow 
rate in, the volume flow rate V was evaluated from: 
V= 11kmix. (45) 
The output power PO , of the pump was then calculated from: 
P.. = Vpp (46) 
The relative efficiency of the pump 'Lp, was evaluated from: 
(47) 
pen 
where R., is the measured power that was used up by the 
electric motor. 
Fig. 19 shows graphically- the. 'relative performance of, the 
sliding-vanes pump run with R-11 only, R-11+l%lubricant by 
mass, R-113 only and R-113+11f/olubricant by mass, all at a 
pump speed of 3000 r. p. m. Fig. 20 shows the mass flow rate 
versus speed characteristics., 
The results --show that-between the, two basic organic working 
fluids tested,, R-113 gave a better pump performance than 
R-11. The addition of 10%''Clavus oil 68 by mass, into the 
fluid further improved the performance. 
The mass- flow rate versus speed characteristics suggest 
that, for a fixed pressure differential, the mass flow rate { varied linearly with the speed. This, however, occurred 
= beyond a certain speed, below which no discharge could be 
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obtained. M. s: dis stage, the power into the pump was 
perhaps used rp "in overcaning leakages (Ref. 18) . 
It is pertinent to mention that R-113 was found to give 
higher expander isentropic efficiencies than R-11 (Ref. 19). 
This, and the facts that R-113 out performed R-11 in the 
feed pump tests and its higher thermal stability especially 
in the presence of a lubricant (as indicated in Appendix 
C), led to its choice as the Rankine-cycle working fluid. 
5.3 TESTS FOR 'FLOW RATE MATCHING'. 
For the 'King Tut'project design parameters (Ref. 2), and 
with R-113 established as the candidate working fluid, it 
was required that the Rankine-cycle feed pump should 
deliver the fluid at a rate of about 0.30 Kg/s at a 
discharge pressure of about 7 bar, in order to achieve the 
design 5KW output power at a speed of about 3000 r. p. m. So 
the sliding-vanes pump developed by Denco Ltd., were tested 
for 'flow rate matching'. 
Fig. 21 shows a' simple representation of the first 
single-loop, sliding-vanes pump developed by Denco Ltd. It 
has a rotor of 22nm span and is cantilevered, i. e. 
supported at the end . farther away- from the end-plate. It was tested on the same test rig described earlier, and 
driven by a single-speed electric motor with known 
efficiency at 1500 r. p. m. Fig. 22. A,, shows its efficiency 
versus mass flow rate characteristic at a speed of 1500 
r. p. m., with R-113+107*Clavus'oil by mass": It is evident 
that the pump has acceptable efficiency. It was, however, 
oversized. Secondly, " it, " developed, vibrations between 
discharge pressures of 7 and 14 bar. " These therefore led to 
the second, modified pump schematically. -shown in fig. 23. The basic modifications effected, included the reduction in 
capacity (i. e. by reducing the rotor span to 15mn) 'and also 
supporting the rotor on the end-plate side with another 
bearing. The latter intended to eliminate the cantilever 
effect thought to cause the vibrations. Fig. 22B shows its 
efficiency versus mass flow -rate characteristic with R-113+10 Clavus oil by mass, at a speed of 1500 r. p. m. 
Whereas table 10 shows the measured mass flow rates at 
speeds from 1000 r. p. m. to 3000 r. p. m, at a discharge 
pressure of 6.9 bar. 
It is evident, from table 10, that the modifications did 
match the required mass flow rate. However, this happened 
at the expense of efficiency. . Secondly, the vibrations did 
persist though relatively reduced, with the elimination of the cantilever effect. It is therefore, thought that the 
Pump efficiency was obtained using the motor efficiency curve 
obtained from Mohey(Ref"1). 
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Table 10. Measured_mass-flow rate against speed 
for the modified Denco pump, run with 
freon-113+10% Clavus oil 68 by mass, 
at a discharge pressure of 6.9 bar. 
Pump speed 
(r. p. m. ) 
Mass flow-rate 
(kg/s) 
1000 0.09 
1500 0.155 
2000 0.220 
3000 0.310 
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vibrations are as a result of the unbalanced pressure 
forces in the pump, which might be minimized through 
'double-loop' construction of the rotor. Because of the 
reduction in efficiency, a 15mn cantilevered rotor was 
finally adopted 
5.4 CONCLUSIONS 
It has been shown that a sliding-vanes pump performed 
better with R-113 than with R-11. The addition of Clavus 
oil 68 into the fluid further improved the pump's 
performance. Possible explanations are: - 
(i) There were smaller leakage and frictional losses with 
R-113 because of its higher viscosity. For example, R-113 
has a viscosity of 619xlO 6Ns/m2at 30° C, whereas R-11 has a 
viscosity of 405xl0 Ns/m? * at the same temperature. 
(ii) The quantity of vapour entrained into the pump could 
be higher with R-11 than with R-113, because of its lower 
boiling point at the same pressures. For example, R-113 has 
a boiling point of 47.6°C at one atmosphere, whereas R-11 
boils at 23.8°C at the same pressure. This being the case, 
more power would be required to pump R-11 than the same 
mass of R-113 at identical speed and discharge pressure, 
because vapours require higher pumping powers than liquids. 
(iii) The improvement brought about by the added Clavus oil is thought to have resulted from further lowering of the 
losses because of its lubrication effect. 
It was not possible to test this pump because it formed an integral part of the system sent to Egypt for on site tests. 
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CHAPTER SIX 
CONCLUSIONS 
The steady-state thermal performance of the high-vacuum 
collector was simulated. It was predicted that the 
collector would be capable of attaining an optimal mean 
surface temperature of 189 C, at which the maximum rate of 
thermal energy avialable to perform work would be 
maximized. This would occur when the rate of thermal-energy 
retained by the collector would be about 466.7 W, for every 
square meter of the heat-pipe's surface area. The 
corresponding optimal efficiency of the collector would be 
about 0.46. 
The collector surface and output temperatures were related 
by a temperature difference which results into the loss of 
exergy. This is expected to occur because of the occurrence 
of thermal resistance between the heat-pipe's surface and 
the Rankine-cycle working fluid inside the manifold. The 
major part of the resistance is expected to occur across 
the ball-and-socket joint. The effect of the temperature 
difference on the overall system optimal efficiency and 
operating temperature was predicted. It was found that the 
higher the value of the temperature difference, the higher 
the optimal operating temperature would be, relative to 
that for the collector. Whereas, the overall optimal 
efficiency decreases relative to that for the zero 
temperature difference. The extent of these consequences 
would, however, depend upon the condenser temperature. Two 
cases which could occur in practice were considered: - (i) When the condenser is air cooled, i. e. the collector 
and heat engine both reject heat to the same heat sink. 
(ii) When the condenser is water cooled, i. e. the collector 
and heat engine have different heat sinks. 
For the same temperature difference between the heat-pipe's 
surface and the fluid bulk inside the manifold, case(ii) 
was found to result into a lower overall optimal operating 
temperature and a higher overall optimal efficiency than 
for case(i). 
A method, based on measured radiation data, which indicates 
an optimal collector tilt-angle as, well as the optimal 
design solar insolation value was clearly outlined. For the 
'King Tut' project, an optimal tilt-angle of about 300 
(which corresponds to the latitude of the site for the 
project) was revealed, for the year round operation. 
Whereas for March to September operation (i. e. when the Sun is in the northern hemisphere), the optimal tilt-angle 
-52- 
changes to about 18°. 
The relative performance of a sliding-vane pump was 
investigated with R-11 and R-113 working fluids. It was 
found that the sliding-vane pump performed better with 
R-113 than with R-11. The addition of 10% Clavus oil 68 by 
mass into the fluids did improve the pump's performance. 
The result obtained contributed in establishing R-113 as a 
better working fluid than R-11 for the Rankine-cycle power 
plant. 
The sliding-vane pumps developed by Denco Ltd. were 
therefore tested with R-113 working fluid. The 22mn span 
and cantilevered-rotor pump was found to have a desirable 
optimal efficiency of about 78% at a speed of about 
1500 r. p. m. It was, however, oversized and developed 
vibrations between discharge pressures of 7 and 14 bar. 
Modifications were therefore made which included the 
reduction of the rotor span to 15mm and the elimination of 
the cantilever effect. The modifications did give the 
required mass flow rate of about 0.30 Kg/s at a speed of 
about 3000 r. p. m. and a discharge pressure of about 7bar. 
However, this occurred at the expense of efficiency. For 
example, at the speed of 1500 r. p. m., the optimal 
efficiency was found to be about 50%. Secondly, the 
vibrations did persist though relatively reduced. It was 
therefore thought that the vibrations were as a result of 
unbalanced pressure forces in the pump, which could be 
minimized through 'double loop' construction of the rotor. 
Because of the reduction in efficiency, a 15mm cantilevered 
rotor was finally adopted. 
-53- 
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APPENDIX A 
DESIGN OF THE COMPOUND PARABOLIC CONCENTRATOR EMPLOYING A 
CYLINDRICAL RECEIVER. 
Fig. Al. shows the cross-section of a compound parabolic 
reflector with half acceptance angle Q and a cylindrical 
receiver of diameter Dr. The acceptance angle is the angle 
within which any ray entering the aperture of the reflector 
will reach the receiver. With reference to fig. Al., the 
basic design requirements as pointed out by Ortabasi and 
Buehl (Ref. Al. ) are that: - 
(i) Point F is a demarcation point such that a critical ray 
tangent to the cylindrical receiver intersects the 
reflector at this point. A critical ray is a ray entering 
the aperture at an angle Q with the plane of symmetry of 
the reflector. 
(ii) The portion EF of the reflector is a convolute such 
that any normal to the reflector at this portion is tangent 
to the cylindrical receiver. 
(iii) Portion FG of the reflector is such that a critical 
ray striking the reflector at a point on this section is 
reflected tangentially to the cylindrical receiver. 
Generalized X and Y coordinates of a point on the reflector. 
With reference to the geometric analysis in fig. A2., a 
point (X, Y) on the reflector can be generally defined by: - 
X=1/2DrSine-SCos$ 
(Al) 
Y =-1/2 DrCos$ -S Sin$ 
where S defines the length of a line from the point (X, Y) 
on the reflector and tangential to the point (1/2 Dr,. &) on 
the receiver. 
Expression for S along section EF of the reflector. 
The orientation of a tangent 'ft at point (X, Y) on the 
reflector is expressed vectorially by Boas (Ref. A2. ) as: - 
-91 n s1X +7 . SiL (A2) a't aý 
The vector lS from the point (X, Y) on the reflector and tangent onto the receiver at point (1/2 Dr, $) can be 
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CRITICAL RAY 
G 
-s. rX 
Fig. Al- Cross- sectional view of a compound parabolic reflector 
employing a cylindrical receiver" 
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expressed as: - 
-0. =i Cost, + 'T Sin$ (A3) 
However, the basic design requirement along s Lion EF of 
the reflector demands that the dot product of 
S 
and 'ii be 
zero, i. e. n. '9=0. Therefore: - 
dX Cosi)* + dY Sine= 0 (A4) 
d$ dO- 
From equation (Al), dX/d$ and dY/d$ can be expressed as: - 
dX = 1/2 Dr Cos $+S Sin $- dS Cos $ 
dO' d- 
dY = 1/2 DrS in 9 -S Cos$ - dS Sin $ 
dd 
(A5) 
Substitution of dX/d$ and dY/dßz from equation (A5) into 
equation (A4) and noting that Cos $+ Sin's= 1, yields: - 
1/2 Dr -as=0 äg- 
(A6) 
Integrating equation (A6) and noting that at $=0,5=0, 
yields: 
S= 1/2 Dr-tr (A7) 
Substitution of S fron equation (A7) in equation (Al), 
gives the expression that describes the section EF of the 
reflector, i. e., 
X= 1/2 Dr [Sin$- & Cos$] 
Y= -1/2 Dr [Cost- -$ Sin$ ] 
(A8) 
Upper limit of $ that describes section EF of the 
reflector. 
In order to determine the upper limit of $ within this 
section, the relationship amongst the angles Q, i and $ 
as defined in fig. A3 must first be established. From 
triangle PQR of fig. A3, we have: - 
($ - 7C/2) + 7C/2 + (7c/2 - 2i -)= 7C (A9) 
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Therefore: 
i= 1/2[$- (? V/2 +e)1 (A10) 
But at point F. the incident ray is required to reflect 
along the same path, i. e. i=P. This requirement therefore 
demands that the upper limit of be: 
ýF= (7C/2 + (All) 
Expression for S along section FG of the reflector. 
The critical ray can be vectorially expressed as: 
=i SinE)- Cos© (A12) 
At this section of the reflector, it is required that the 
reflected critical ray be tangential to the cylindrical 
absorber, i. e. the reflected ray be 1. Because t and "t are 
unit vectors, their dot products with n, i. e. the tangent 
to the reflector, must be equal. 
n. = n. Sý (A13) 
where, 
'n. = dX Sin©- dY Cos 
d$ d$ 
and, 
tý. S* = 1/2 Dr - dS 
d9' 
The former obtained from equations (A2) and (A12), whereas 
the latter obtained as in equations (A4) to (A6). Therefore 
equation (A13) reduces to: 
j Sin()- d Cos®= 1/2- D1. - dS (A14) 
Integration of equation (AN)yields: - 
X Sine- Y Cos®= 1/2 D$- S+ constant (A15) 
Substitution of X and Y from equation (Al) into equation (A15) gives: - 
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1/2 DrCos(i)- -©) + 
S Sin($ -Q) +S= 1/2 Dr$ + const. (A16) 
The constant of integration can be obtained fron the 
boundary condition that, at " point F, 
{} = OF = (? /2 +Q) 
when S=1/2 Dr-e-. This therefore reduces equation (A16) to: - 
1/2 Dr Cos CO -®) + 
S Sin (& - Q) +S= 1/2 Drý+ 1/2 Dr (X/2 +0) (A17) 
Fran which S can be obtained as: - 
S= 1/2 Dr [ W/2 +® +b- Cos ($ - p) ] (A18) 
[1 + Sin ($-®) 
Substitution of S from equation (A18) into equation (Al) 
gives the X and Y coordinates within section FG as: - 
X= 1/2 Dr in$- [X/2 +®+$- Cos ($- (D) ]Cos$ (A19) 
[1 + Sin($ -®) 
Y= -1/2 D. Cos$ + [X/2 +®+$ - Cos ($ - ®) ] Sind (A20) 
[1 + Sin (i) -G))] 
Upper limit of $ within section FG of the reflector. 
The upper limit of $ within this section of the reflector 
would occur at the aperture,, when dX/d$ = 0, i. e.: 
1/2 Dr. Cos$+ S Sin$ - dS Cose =0 (A21) T4 
From equation (Al8), dS/d$ can be expressed as: - 
dS = 1/2 Dr [1 + Sin (&-®)] - 
d$ 1/2 Dr [A/2 +18 +, B, - Cos (ý - p) ] Cos (' - 
[1 + Sin($-6)1 2. 
Substituting the expression for dS/d$ in equation (A21) 
and solving for = -ý, X , yields: - 
tmax 
= [3X/2 -©] (A22) 
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SUMMARY OF THE DESIGN EQUATIONS. 
The equations for the design of a full compound parabolic 
concentrator with half acceptance angle © and a 
cylindrical receiver of diameter Dr are: - 
(i) For 0 `-$d (? /2 +©), 
X= 1/2 Dr [Sin, -, Cost-] 
Y= -1/2 Dr [Cos , +$Sin$ ] 
(ii) For ((3 + X/2) $= (31/2 
X= 1/2 Dr S ine -2 +A +$- Cos - e)) I Cos $ 
[1 + Sin (a -p) ]1 
Y= -1/2 Dr Cos$+ [? C/2 +©+$- Cos(* -©) ]Sin03 
[1+Sin( ®j- 
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APPENDIX B 
COLLECTION TIMES FOR EAST-WEST ORIENTED COMPOUND PARABOLIC 
CONCENTRATOR. 
The use of a concentrator in a solar-energy collector is 
desirable in the sense that, it helps to increase the 
intensity of solar radiation reaching the absorber, and 
thus minimizes the area from which thermal losses could 
occur. A concentrator has an acceptance angle 28 defined 
as that angle within which any beam solar radiation 
entering the aperture will be specularly reflected to the 
receiver. 
Rabl (Ref. Bl) intimated that the concentration ratio of an 
ideal compound parabolic reflector is a function of its 
acceptance angle, i. e. N= 1/sin p" This means that the 
smaller the acceptance angle, the higher the concentration 
ratio. However, for a compound parabolic reflector employed 
stationary, a higher concentration ratio, i. e a smaller 
acceptance angle, would mean a shorter duration within 
which solar energy would be collected. 
An analytical procedure is thus given which yields the 
daily collection periods of solar radiation with respect to 
the acceptance angle for an east-west oriented compound 
parabolic reflector, south facing and inclined above the 
horizontal at an angle equal to to the latitude of its site. 
The geanetric relationship between a plane passing through 
a point (0,0,0) on, the surface of the Earth and the 
incoming beam solar radiation is given by Benford and 
Bock(Ref. B2) as: - 
Cos i= Sin d Sin L Cost- Sind Cos L Sin CosT 
+ Cos d Cos L Cosa Cos W+ 
Cos d Sin L SinIk Cosy Cosw+ (Bl) 
Cos d Sines Siny SincO. 
Equation (B1) will be used to determine the direction 
cosines of a unit vector SV (i. e. Sun vector) which locates 
the Sun with respect to the point (0,0,0) on the surface of 
the Earth at latitude L in the northern -hemisphere- see fig. B1. With reference to fig. B1, Cos can, be expressed 
fron equation (Bl) when 2k = Or i. e., 
Cosß+= Sin d Sin L+ Cos d Cos L Cos GJ (B2) 
ý_ 
. .. ý .. ý .. _. __ýM_ 
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Similarly, Cos P. and Cos P6 can be expressed from equation 
(Bl) when = 90, = -90° and cý = 9(ö; Y= 0° 
respectively, i. e 
Cosß =- Cos d Since (B3) 
Cos 46 =- Sin d Cos L+ Cos d Sin L Cos o (B4) 
Fran fig. B1 and equations (B2) to (B4), the sun vector SV 
can therefore be expressed as: - 
SV = (Sind Sin L+ Cos d Cos L Cos 
(- Cos d Sinw), (B5) 
(Cos d Sin L CosCJ- Sin d Cos L) 
By projecting SV on the X-Z vertical plane, Cos P. becomes 
zero and the projection can be defined by (Cos ßß,, g, Cos &) 
at an angle 'qy with the east-west vertical plane through 
the point (0,0,0)- see fig. B2. The angle 'L3r is called the 
east-west vertical altitude swing angle by Tabor(Ref. B3). 
With reference to fig. B2, the angle lF can be expressed as: 
tan? = Cos 
Cos P4 
(B6) 
on substitution of Cos s and Cos ß6 from equation (B2) and 
(B4) into equation (B6), gives: - 
tan t= Cos d Sin L Cosa- Sin d Cos L (B7) 
Cos d Cos L Costs + Sin Sin 
The angle -LIT is the angle of interest when considering the 
acceptance of solar beam radiation by a compound parabolic 
concentrator with horizontal' east-west longitudinal axis. 
If 'qJ' lies within half the acceptance angle of the 
concentrator, then the Sun's beam radiation will 
theoretically get to the, receiver. However, if the 
reflector is inclined from. the horizontal at an angle equal 
to the latitude of its site, then a new plane along the 
east-west direction normal to the reflector's aperture plan 
will be parallel with the equitorial plane. The angle 'rs 
that the projection of-the-sun vector will, make with this 
new plane will then be-gS= L- T. Fran which, 
tans= tan (L (tan L- tan' 4) (B8) 
(1 + tany tan L) 
On substitution of tan'ir from equation (B7) in equation 
(B8) and rearranging, gives: 
concentrator, then the Sun's beam radiation will 
theoretically get to the, receiver. However, if the 
reflector is inclined from. the horizontal at an angle equal 
to the latitude of its site, then a new plane along the 
east-west direction normal to the reflector's aperture plane 
will be parallel with the equitorial plane. The angle 'rs 
that the projection of-the-sun vector will, make with this 
new plane will then be-gS= L- T. Fran which, 
tans= tan (L (tan L- tan' 4) (B8) 
(1 + tan%Ir tan L 
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A 
tanlY= tan d 
Cos 0 
(B9) 
It should be noted that G) is the angular displacement of 
the Sun, east or west of the local meridian due to rotation 
of the Earth on its axis at 15°per hour. This therefore 
means that: 
0= 15t (B1o ) 
where t is the sun time in hours. As a sign convention, 
morning is positive, afternoon negative and t at solar-noon 
is zero. Equation (B9) therefore reduces to: - 
A 
tan1f= tan d 
Cos 15t 
(Bll) 
Fig. B3 shows the plot of 'qX against time of the day, i. e. 
solar time. It is evident that a compound parabolic 
reflector or any trough-type solar collector with a 600 
acceptance angle and inclined frcm the horizontal at an 
angle equal to the latitude of its site will theoretically 
collect the Sun's rays for about 5.6 hours during the 
solstices and for even longer periods during any other day 
of the year. 
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APPENDIX C 
SOME CONSIDERATIONS IN THE CHOICE BETWEEN R-11 AND R-113 
ORGANIC WORKING FLUIDS FOR A SOLAR-ENERGY ACTIVATED RANKINE 
CYCLE. 
(1) Safety considerations: 
Both R-11 and R-113 are reported (Ref. C1) to be 
non-flammable. Their liquids and vapours are non-hazardous. 
(2) Saturation vapour temperature and pressure relationship: 
Fig. C1 compares the saturation temperature-pressure curves 
for the two fluids. It shows that R-11 has a lower 
saturation temperature than R-113 at identical pressures. 
(3) Rankine cycle efficiency considerations: 
Fig. C2 shows the theoretically calculated Rankine cycle 
efficiency with the two fluids as compared with the ideal 
Carnot efficiency. A condenser temperature of 35°C, 
saturated conditions and isentropic processes are assumed 
in evaluating the theoretical efficiencies as a function of 
the expander inlet temperature. It shows that that R-113 
would give lower cycle efficiencies than with R-11. 
However, the reverse could occur in practice because of 
higher pump efficiencies (from my results in chapter five) 
and higher expander isentropic efficiencies (Ref. C2) with 
R-113: ` 
(4) Slope of the saturated vapour temperature-entropy 
curves: 
Fig. C4 shows the temperature-entropy curves for the two 
working fluids(Ref. C3). At a given expander inlet pressure, 
fig. C4 shows that in order to achieve dry expansion with 
R-11, its vapour must be superheated to a certain degree 
prior to the expansion. whereas, for the same expander 
inlet pressure, dry expansion could be achieved with R-113 
even when . 
its vapour is saturated prior to expansion. This 
wetting nature of R-11 could eliminate the possibility of a 
regenerative heat exchanger to -be--incorporated in the 
cycle, so as to transfer thermal energy from the expander 
exhaust to the boiler feed. 
(5) Maximum heat flux rate: 
It is desirable to know the maximum rate of heat flux 
* 
This is " indicated in fig. C3 
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attainable at nucleate boiling, for efficient heat transfer 
and operation of the boiler. The maximum heat flux rate at 
nucleate boiling can be obtained from (Ref. C4): 
5 
`AýM 24 
. -AS CIS' 9(. -c] E+ 
where, 
yº = Latent heat of vapourization(KJ/Kg) 
S = Density of the vapour(Kg/m3) 
= Density of the liquid(Kg/m; ) 
= Surface tension(KN/m) 
g= Acceleration due to gravity(m/sZ) 
Fig. CS shows the maximun rate of heat flux as a function of 
saturation temperature for the two working fluids (Ref. C3). 
It shows that R-11 has a higher maximum rate of heat flux 
than R-113 at identical saturation temperatures. 
(6) Thermal stability considerations: 
A candidate fluid should be chemically stable at the 
maximum expected cycle temperature, and in contact with the 
engine and piping materials as well as the lubricating oil. 
The table below shows data for same static stability tests 
undertaken by Parmelee(Ref. C5). 
Fluid Ibmperature Duration Degree of decomposition 
Copper container Steel container 
R-113 149 2yrs. 0.13 76 0.042% 
only 
R-11 149 C 2yrs 0.600/0 0.72% 
only 
R-113 149 C 52 days 0.42% 23.0% 
equal 
volune 
of oil 
-11+ 149 C 52 days 0.77 burst 
equal container 
volume 
of oil 
4 
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NOMENCLATURE 
Ax Air-cell aspect ratio (W/L) -- see fig. l. 
Ap Plan aspect ratio (=Z/W) -- see fig. 1 
As Spacer aspect ratio (=t/L) -- see fig. 1 
A: Horizontal aspect ratio (=Z/L) -see fig. 1 
A' Area (m ) 
B Over-relaxation factor. 
Cp Specific heat at constant pressure (J/Kg K) 
d Thickness of the back insulation on the 
receiver of the solar-energy collector (m). 
D Denotes the derivative of a variable. 
F Cell coupling factor (=KaAXX /K54X) 
FS Fringe shift (= AOPD/T ) 
g Acceleration due to gravity (m/s') 
h Heat transfer coefficient (W/m1K) 
I Solar insolation (W/ir"', ) 
K Thermal conductivity (W/m K) 
L Height of the convection suppression device(m) 
m Number of air-cells. 
n Refractive index of air. 
N Upper limit of the suffix i, i. e. i=2,3,4... N 
Ns upper limit of the suffix k, i. e. k=2,3,4... Ns 
Nu Nusselt number (=hL/Kß, ) 
OPD Optical path length (m) 
p Absolute pressure (N/mz) ; P Dimensionless pressure (=p&. &) 
Pr Prandtl number for air (= . 4Cp/Kq ) 
Rate of heat losses per unit area (W/mz) 
Rate of heat losses (W) 
r Ratio &X/AY 
rs Ratio AXs /AY 32 
Ra Rayleigh number (ofir g L/2 ) 
R Thermal resistance (K/W) 
t Thickness of a spacer (m) 
T Absolute temperature (K) 
u Velocity in the x-direction (m/s) 
U Dimensionless velocity in the X-direction (=uL/q). 
Also used to denote overall heat transfer 
coefficient in chapter six (W/O K). 
v Velocity in the y-direction (m/s). 
V Dimensionless velocity in the Y-direction(=vL, y). 
W Width of the air-cell or collector unit -see 
fig. l and 2 (m). 
x Distance along the x-direction, i. e. 
0 6xAW (m). 
X Dimensionless distance along the X-direction, i. e. 
X= x/Land 0X Ax 
y Distance along the y-direction, i. e. 
6`-y4L (m). 
-77- 
Y Dimensionless distance along the Y-direction, i. e. 
Y=y/Land 0`-Yit- 1.0 
Z Length of the air-cell along the east-west 
direction (m). 
Greek alphabet 
Thermal diffusivity, i. e = Ko/SCp(m2/s). 
Also used to denote absorptivity in chapter six. 
Coefficient of volume expansion for air (K ). 
AT Temperature difference (°C). 
AOPD Change in optical path length (m). 
AX Grid size along the X-direction - see fig. 4. 
by Grid size along the Y-direction - see fig. 4. E fnissivity. 
Efficiency. 
Dimensionless temperature (= [T-Tc -Tc ]) . 
Wavelength of laser light (m). 
Dynamic viscosity for air (NsAe). 
Kinematic viscosity for air, i. e. (mz/s). 3 ). Density of air (Kg/m 
a" Stefan-Boltzman constant (W/mý K4). 
Tilt-angle above the horizontal (Degrees). 
Z Transmissivity. 
Dimensionless streamfunction 
Streamfunction (ni /s) . 
CO Dimensionless vorticity function 
Vorticity function (Rad/s). 
Subscripts 
a Refers to air 
b Refers to the insulation at the back of the 
receiver. 
c Refers to the cold plate. 
col Refers to the collector unit. 
f Refers to heat removing fluid mean conditions. 
g Refers to the glazing. 
h Refers to the hot plate. 
in Refers to heat removing fluid inlet conditions. 
i, j Quantity at the grid-point defined by (i, j). 
k, j Quantity at the grid-point defined by (k, j). 
o Refers to property evaluated at the reference 
temperature Tp. 
op Optical. 
out Refers to the heat removing fluid outlet 
conditions. 
ov Refers to overall convective heat transfer 
coefficient. 
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r Refers to the receiver of the collector. 
s Refers to the spacers. 
1 Refers to radiation from the receiver to the 
glazing. 
2 Refers to conduction via the air-gap. 
3 Refers to conduction through the spacers. 
4 Refers to forced convection over the glazing. 
5 Refers to radiation from the glazing to the 
surroundings. 
6 Refers to conduction through the insulation 
at the back of the receiver. 
Superscript 
- Average value. 
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GLOSSARY 
CSD Abbreviation for convection suppression device, 
i. e. structures inserted within an air-layer so 
as to retard the convection phenomena. 
LTG Abbreviation for linear temperature gradient. 
It signifies the boundary condition when the 
spacer is assumed to be made of a perfectly 
conducting material. 
Teflon 
FEP A fluorocarbon resin manufactured by Du Pont 
canpany" 
ZHF Abbreviation for zero heat flux. It signifies 
the boundary condition when the spacer is 
assumed to be made of a perfectly insulating 
material. 
ý. _-., t 
?. ý_ 
ýýý ._.., eýý.. 
-80- 
1.1 BACKGROUND: 
CHAPTER ONE 
INTRODUCTION 
The evacuated tube solar-energy collector. employed in the 
solar-energy activated Rankine-cycle pilot power plant, has 
an adequate thermal performance as predicted in the first 
part of this thesis. However, as in any desert area, dust 
will constitute a problem, impeding the continuous exposure 
of the collector array to the Sun's rays. Regular cleaning 
would therefore be essential.. Cleaning a large array of 
eNIlfP() of such fragile tubes in situ is unlikely to be 
accomplished without cracks and breakages occurring. This 
perhaps means that the high vacuum which is essential for 
collectors continued adequate thermal performance could be 
easily lost. This, and the fact that the maximum 
anticipated working temperature in the organic Rankine 
cycle would be about 120°C, prompted the study of a means 
other than evacuation, of reducing thermal losses from the 
absorber of a flat-plate solar-energy collector. 
Flat-plate collectors are easier to clean and should also 
be expected to be more cost effective. Moreover, the annual 
average solar radiation distribution in Egypt is such that 
30 percent of the total available radiation is diffuse 
(Ref. l). A flat-plate collector would utilize a greater 
proportion of this canponent. However, the efficiency of a 
given collector depends upon its optical and thermal 
losses. The optical losses are calculated as the difference 
between the amount of solar radiation incident at the 
collector aperture and that reaching'the absorber. The main 
forms of thermal losses occur by radiation and convection 
fran the surface of the `receiver exposed to 
solar-radiation. The -radiation losses can be reduced 
effectively by' applying sane selective' optical coating of 
very low emissivity and high absorptivity on the surface of 
the absorber, - (Ref. 2 and '3). The major problem, however, 
lies with the thermal losses due to natural convection. 
1.2 LITERATURE SURVEY: 
IF a horizontal fluid layer confined between two parallel isothermal- surfaces'-, -Is subjected, to-heating from below, 
then provided that-the temperature,: difference between the 
two surfaces is greater than a critical value, convective 
motion'' will ensue. This-, is - referred - to as the Mnard 
ýýj ,. 
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e%eci., In 1901 Benard (Ref. 4) found that a thin layer of 
spermaceti (spermateci is a white waxy material obtained 
fron oil of the sperm whale and sane other marine mammals, 
which is used in making ointments, cosmetics and other 
coamercial products) which was heated fron below performed 
a motion of a distinct regular pattern. Seen from above , 
the image resembled a honeycomb section. The motion 
occurred within prisms of which the base had a hexagonal 
form. The warmer fluid rose at the centre and the colder 
fluid descended at the boundaries. 
A mathematical treatment of this phenanenon was given in 
1916 by Lord Rayleigh (Ref. 5). The theoretical 
considerations led to the conclusions that a layer of 
fluid, heated from below should remain at rest until the 
Rayleigh number reaches a certain critical value; ' dependent 
upon the boundary conditions. When a layer is bounded by 
two rigid parallel planes, this critical Rayleigh number 
amounts to about 1700. When this value is exceeded, 
instability occurs and the beginning motion has the form of 
the regular cells already described. 
De Graaf and Van der Held (Ref. 6) concluded that in 
horizontal air layers, the air remains at rest until the 
Rayleigh number reaches about 2000. When this value is 
exceeded, the cellular motion sets in, at first in the form 
of hexagonal prisms but with a tendency to change into rows 
of tetragonal prisms when the Rayleigh number increases. 
These workers found, in contrast with the B4nard cells in 
liquids, that the air descended in the middle. A possible 
explanation they gave to this behaviour is that, for gases, 
the kinematic viscosity increases, whereas for liquids it 
decreases, with temperature. Assuming that the direction of 
flow at the outset determines the mode of motion which 
occurs in the cell, it will be clear that the cells observed 
in liquids start forming on the warmer bottom of the layer 
with an ascending movement. Because the warmer bottan is 
the region where the kinematic viscosity is smallest. For 
gases, however, the cooler top of the-layer has the lowest 
kinematic viscosity, causing the flow to descend in the 
centre of the cells. 
However, flat-plate solar-energy collectors are seldom 
employed horizontally. They can be likened to an inclined 
air enclosure bounded at the bottom' and top by isothermal 
surfaces, i. e. ' the solar-energy , absorber and glazing 
respectively. ` For this closed'top inclined- air systems 
heated '' from below, ' an argument put ' forward by 
Peterson(Ref. 7) -indicated that, - regardless ' of the 
temperature difference, convective motion referred to, as 
*The 
critical Rayleigh number defines the critical conditions 
which must be exceeded before convective motion can begin in a fluid subjected to a temperature gradient in a gravity field. 
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the base flow must occur. Heat transfer in the base flow is 
basically by conduction. Peterson's argument is based on 
the fact that if the stagnant fluid is assumed to exist in 
the inclined position, then the isotherms throughout the 
fluid cannot be matched to the two isotherms representing 
the isothermal surfaces. Distortion of the isotherms must 
therefore occur. This can only be achieved by convective 
motion of the fluid. In the immediate post-conductive 
regime, i. e. Rayleigh numbers greater than the critical 
value, the flow situation becomes unstable . Hollands et al 
(Ref. 8) intimated that for tilt-angles less than 15°, the 
instabilities result into tendency of convective cells to 
be formed in all directions. Whereas for tilt-angles 
between 15° and 45° , the first incipient motion is rolls 
with axis along the upslope. However, there is still some 
tendency for transverse rolls, i. e rolls with axis normal 
to the upslope direction. For tilt-angles between 70 and 
90; the flow situation is more unstable to rolls with their 
axis alow the upslope. No mention was made of angles 
between 45 and 70°. 
A number of'studies, i. e. Randal et al (Ref. 10), Hollands et 
al (Ref. 9) and Elsherbiny et al (Ref. 11) on the convective 
heat transfer in large inclined air cavities have been 
carried out. Some of those applicable to the design of the 
conventional flat-plate collector are reviewed by Buchberg 
et al (Ref. 12). The suppression of the convective heat 
transfer losses from the absorbers of flat-plate collectors 
is a subject of wide interest to designers of solar-energy 
collectors. The basic approach to this problem has involved 
the use of so-called convection suppression devices 
(usually abbreviated as CSD). The CSD are structures 
inserted between the absorber and the glazing, which 
subdivides the air in-between the glazing and the absorber 
into smaller air-cells. This is intended to increase-the 
viscous drag which retards the convective motion. The name 
of a CSD is usually derived from the shape of the 
cross-section of the air-cells formed, when viewed from the 
top. For example, cylindrical (Ref. 13), square (Ref. 14), and 
rectangular (Ref. 15). The sizes of the air-cells so formed 
are usually specified with respect to the ratios of their 
respective dimensions, i. e. width, height, and length and 
are referred to as the 'aspect ratios'. These aspect ratios 
are defined in fig. l. Arnold et al (Ref. 15) studied the 
effect of the 'horizontal aspect ratio' on the convective 
heat transfer for the rectangular device, with 'air-cell 
aspect ratio' of about 0.25. They found that the horizontal 
aspect ratio had little effect upon the convective heat 
transfer for values greater than unity. A rectangular 
convection suppression device with large horizontal aspect 
-83- 
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ratio is referred to as a slatted or two-dimentional device 
(Ref. 16). It is of interest in this study because of its 
simplicity. A simple schanatic diagram of a collector 
employing such a device is shown in fig. 2. It simply 
consists of a set of plane high transmissivity spacers 
forming small air-cells, oriented along the east-west 
direction and normal to the collector absorber and glazing. 
The performance of a solar-energy collector employing a 
CSD, as pointed out by Hollands (Ref. 17), is not only 
influenced by the capability of the device to minimize the 
convective heat losses but also the heat losses due to 
conduction directly through its walls as well as the amount 
of solar radiation it attenuates. Symons (Ref. 18), however, 
intimated that the most desirable materials for the 
construction of CSD for solar energy applications are glass 
and FEP Teflon. They have high transmissivities of about 
0.90 and 0.96 respectively, fairly good weatherability and 
maximum operating temperatures exceeding 200°C. Charters 
and Guthrie (Ref. 16) also intimated that at collector 
output temperatures of about 100° C, the attenuation of 
solar-radiation caused by the CSD wall material can be 
compensated for by lower heat loss coefficients as a result 
of reduced convective and radiative heat losses. 
1.3 THE PRESENT STUDY: 
A numerical study by Koutsoheras (Ref. 19) and experimental 
studies by Meyer et al (Ref. 20), Charters and Guthrie 
(Ref. 16) show that the important parameter for the closed 
top slatted-CSD with respect to minimizing convective heat 
transfer, is the ratio width-to-height of the air-cells, 
i. e. the so-called air-cell aspect ratio. The aller this 
is, i. e. less than unity, the more effective will the CSD 
be in reducing the convective heat transfer. This 
information, although very useful, is inadequate in 
determining the size of the air-cells for which convective 
heat transfer could be minimized. A criterion for choosing 
either the width or-the height must also. be stated. Thus 
two complementary studies (i. e. '. theoretical and 
experimental) of the convective heat transfers in a slatted 
CSD were undertaken. The theoretical study was used to 
predict the air-cell aspect ratio'for which the convective 
heat transfer could be minimized. The approach involved 
seeking the solutions of the two-dimensional -equations 
governing a laminar', two-dimensional convective flow. The 
two-dimensional equations were derived fromthe three basic 
laws of conservation of energy, moemtum and ; mass. The 
solutions were obtained using the finite-difference 
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methods, with the aid of a computer program. However, as 
already mentioned, in order to ccinpletely define the 
air-cell size, the corresponding width or height must be 
stated. Thus the experimental study was employed to render 
the criterion for choosing the cell-height. It involved the 
investigation of the effect on convective heat transfer of 
decreasing the air-cell aspect ratio from unity , by varying the cell-height for constant cell width. This was 
carried out using an interferometric method. From the two 
studies, the air-cell size was defined. The thermal 
performance of the flat-plate solar-energy collector 
employing the CSD was predicted and compared with that 
previously predicted for the evacuated tube collector. The 
two collectors were then appraised on econanic grounds, if 
each should supply the input power requirements of the 
'King Tut' organic Rankine-cycle pilot plant. 
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CHAPTER TWO 
THE MATHEMATICAL MODEL 
2.1 GOVERNING EQUATIONS IN THE CELL. 
The bahaviour of air in the cells is governed by the three 
basic laws, i. e. conservation of momentum, energy and mass. 
The equations representing these laws as applied to fluid 
flow have been derived and well documented (Ref. 21), namely 
the three-dimensional Navier-Stokes, energy and mass 
continuity equations. Solutions of these equations in their 
full-form are not easy to obtain. Therefore the following 
assumptions were made which simplify the equations 
(Ref. 22): - 
(i) No external forces other than gravity, 
(ii) Constant physical and transport properties, except for 
the temperature effect on the density which produces a 
buoyancy force, i. e the Boussinesq approximation, 
(iii) Negligible viscous heat dissipation, 
(iv) Laminar two-dimensional flow, 
(v) No internal heat source, 
(vi) Negligible radiation effects, 
(vii) Newtonian fluid and 
(viii) Steady-state. 
Applying these assumptions to the general continuity, 
Navier-Stokes and energy equations (Ref. 21), yields: - 
The continuity equation: 
au + av =0 (1) 
ax ay 
_ The mcxnentum equation: x-direction, 
U, u au +v aul =-+ä+u+ ý'gý (2) 
° ax ay/ ax 
Ca 
x1 ay'! 
y-direction, 
/a_v+v Av_\ _ -ý +, uýäv +äv +gy (3) 
äx ayJ ay ay 
The energy equation: 
u BT +V aT =O ffaT +T 
aX ay 5x2.1 
(4) 
? yl J 
Refer to fig-3 
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2.1.1 Elimination of the variable density term. 
The variable density term 3, which produces a buoyancy 
force can be expressed as a power series in T, using the 
Taylors series expansion about a reference temperature To, 
i. e, 4 
ý(T) (T-To )aý + (T-To jj +---+Remainder. (5) 
ao aTo 
Neglecting the second and higher order terms, yields: - 
(T) + (T-T, (6) 
ao 
The coefficient of cubic expansion of air at a 
reference temperature To can be expressed as (Ref. 23): 
to = -1 awl (7) 
dT ý 
Therefore: 
(T) = 40 [1 -ý(T - T0)) (8) 
Fran fig. 2B, the canponents of the gravity vector in the x 
and y directions are given by: - 
gx -g Sin c 
gy=-gCos7? 
Substitution from equations 
equations, gives: - 
(9) 
(8) 
. and (9) into the momentum 
u au +v au =-1p+ . Vae. wu +u 
ax ay ax ay) 
(10) 
Sin+[1 - 
ßa(T 
- T0) ] -9 
uv + vv = -'lap + ,u ýv 
+av 
ax ay % ay o(be-, äy 
g Cost(1. -ýo(T - TO 
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2.1.2 Non-dimensionlized equations. 
The following dimensionless quantities are defined: 
X= x/L 
Y=y/L (12) 
U=uL/X 
VvL, 6' 
iT _ Tc) X13) 
(Th Týý 
a P=p L/a, « (14) 
The reference temperature Te, is defined as: - 
(TT+ T)/2 (15) 
This implies that: - 
(T - To) = (Th- Tc) ($- 1/2) (16) 
By using the chain rule in differentiation (Ref. 23) in 
conjunction with equation (12), the continuity equation can 
be shown to reduce to: - 
au +Rav =0 
15 ay 
(17) 
Similarly, by using the chain rule in conjunction with 
equations (12) to (16), the manentum equation in the 
X-direction can be shown to be: - 
L 
(-ax 
57) L %- ax -L FS-. äX ap 
(18) 
-g Sind [1 -ý (T1 - T) (ß - 1/2) ] 
Multiplying both sides of equation 18 by 1 /c, &, and noting 
that: - 
a4eý, ýt, = Pr, 
4/42t-7 Pr/501 ' and g (Th - T, _ 
)L Pr/i = Ra, 
reduces the manßntum equation in the X-direction to: - 
Pr ÖX / ax X 
- Sint' [9 L AV- Ra($- 1/2)] 
(19) 
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z 
where =a+a 
ax'' a Yý 
Following a similar procedure, the momemttun equation in the 
Y-direction becomes: - 
1 
(uv 
+v aV =- aP +ý V 
Pr ax aY aY (20) 
- Cos 4[g L3ýlý - Ra(-' - 1/2) ) 
On application of the chain rule again in conjunction with 
equations (12), (13) and (16), reduces the energy equation 
to: - 
uj +vatr= a2 +a1. ax Sy ae aY 
(21) 
2.1.3 Elimination of the pressure term from the momemtum 
equation. 
Differentiating the momentum equations in the X- and 
Y-directions with respect to Y and X respectively and 
noting that aU/bX + aV, ' Y=0 (from the continuity 
equation), reduces the two momentum equations to: - 
1 va1U = -äP +atv 
u) 
Pr aX aY aYää . 6y 
(22) 
+ Ra Sin4ý3L$ 
aY 
I o-al6v+ v äv = äP + ýý7 v) Pr aX2 aX a aXaY ax 
+ Ra Cost a8' 
(23) 
ax 
Subtracting equation (23) from equation (22), reduces the 
mcenemtum equation to: - 
2.1 
U +v. -v -v-äv _cý-v) Pr ax aY ýZV. ax ax ay ax 
(24) 
+ Ra Sinla$ - Cos+ 
aY ax 
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2.1.4 Introduction of the dimensionless stream and 
vorticity functions. 
Physically, a stream function denotes the volume rate of 
flow per unit distance normal to the plane of motion 
between a streamline in the fluid and an arbitrary 
reference or base streamline. Whereas the vorticity denotes 
twice the mean angular velocity of the fluid particle. 
Stream and 'vorticity 
functions have dimensions of 
[length][time] and [time]' respectively. The dimensionless 
vorticity CO, and the stream function IV , are defined as 
follows (Ref. 25): - 
and V= - 
aY aX 
(25) 
CO = (IV (äff + (26) 
x ay) \3xz w2- 
It should be noted that: 
Cs) = aItk , where is the dimensioned vorticity function. 
= '/X , wherey is the dimensioned stream function. 
Substitution of equation (25) and (26) into equation (24), 
reduces the momEmttmn equation to: - 
1 tº. ý CU V4) + Ra Sinb t 
Pr aX aY BY ax ay 
(27) 
- Ra Cos3j& 
rX 
Similarly, the energy equation reduces to: - 
2. W. 
' (28) ax 
äx äY 
2.2. BOUNDARY CONDITIONS: 
With-reference to fig. 3, 
(i) The top cold surface and 
considered to be isothermal, i. e. 
At Y=0 and for a11-X, $=1.0 
At Y=0 and for all XS , $s = 1.0 
At Y=1 and for all'X, e=0 
At Y=1 and for all 4, $S= 0 
bottom hot surface are 
(29) 
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(ii) The no-slip condition is imposed on all 
no flow in or out of the boundaries, i. e. 
At X=o for all Y, U= 0 and V=0 
At X=Ax for all Y, U =0 and V=0 
At Y=o for all X, U= 0 and V=0 
At Y=1 for all X. U= 0 and V=0 
boundaries and 
(30) 
(iii) The reference stream function is arbitrary and for 
convenience, is taken as zero on the boundaries. 
(iV) Heat transfer between the air-cell and the spacer 
would occur because of the spacers finite thickness and 
finite value of thermal conductivity. To allow for this 
effect, the two-dimensional steady-state heat conduction 
equation, which is applicable to the spacers, 'has to be 
solved simultaneously with the cell equations, whilst 
matching the temperature and heat flux distributions at the 
boundaries between the two regions. the steady-state 
two-dimensional heat conduction equation can be expressed 
as: - 
a2 + 
äýS 
= PJ (31) 
a xýý ay'- 
At the boundary between the spacer and the air, the 
matching of temperature distributions, gives: - 
S=O X=Ax 
` (32) I 
IXt=As X=O 
Matching of the heat-flux distributions at the spacer and 
air boundary, gives: - 
K as XS =0 ax X=Ax 
Ks 
(33) 
K I 
öXsl XS=AS aX X=0 
However, ', two simplified thermal boundary conditions may be 
used depending on the thermal properties of the spacers 
(Ref. 19,25 to 28). 
(a) That of zero heat'flux through the side boundaries, 
i. e. perfectly insulating spacer material. In this case, 
-94- 
=0 
zx x=o 
g 
(34) 
d, I 
aX x=Ax 
For brevity, this case will henceforth be referred to as 
the 'ZHF' case. 
(b) That of a linear temperature gradient along the side 
boundaries, i. e. infinitely conducting spacers. In this case, 
'ý (0,? ) _-&(Ax. Y) _ (0, Y) _ s(As . Y) = (1-Y) (35) 
For brevity as well, this case will henceforth be referred 
to"as the 'LTG' case. 
2.3 HEAT TRANSFER: 
A dimensionless quantity which indicates the convective 
heat transfer relative to that obtain by pure conduction, 
is the Nusselt number. For example, the Nusselt number on 
the hot bottan surface may be expressed as follows: - 
Nuh= h L/Yxx 
Buth(T. -Tý) -Ku, 
ay y=g 
Therefore, 
h=-Kc1 aT 
(Th- äY Y=0 
But O= (T - Tom)/(Tv, - TQ) and Y= y/L 
Therefore, 
'aT) 
y= 
(T 
ay =0L 
=a-Y 
Y=P! 
Substitution from equation (38) into equation 
inserting the result in equation (36), yields: - 
Nuh= 
, 21 Y=O 
The average Nusselt number Nuh, 
Nuh =1c Nuhdx 
w of 
is defined as follows: - 
(36) 
(37) 
(38) 
(37) and 
(39) 
(40) 
-95- 
But X= x/L. At x=0, X=0 and at x=W, X=A,. 
Therefore: - A x 
Null =-1 3ßl dX Ax aY Y=0 
0 
2.4 SUMIARY OF THE MATHEMATICAL EQUATIONS. 
2.4.1 The air-cell: 
(a) The stream function equation, 
+ a, _- co a` aYl 
(b) The vorticity equation, 
1. CJ -. - +a2wl Pr ax BY ay ax 
> 
laxe 
aY C 
+ Ra Sink 2' 
aY 
- Ra cos 
ax 
(c) The temperature distribution equation, 
a-ý+ý= 
ax'. aY' aY ax ax ay 
2.4.2 The spacer: 
The temperature distribution equation, 
+ ä6s 0 
aYz .. 
2.4.3 Boundary conditions. 
(X, 0) _ (Xs 10) =1 
&(X, 1) _ (Xý, 1) =0 
U=V==0 on al l boundar ies .' 
(41) 
(42) 
(43) 
(44) 
(45) 
(46) 
(47) 
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For the real spacer, 
K 
axy x3 =0 
a X5 XS=AS 
aX X=A X 
Ka 2Pb 
x x=o 
(48) 
IXs=0 IX=AX 
IX, 
=As 
"&IX=O 
For the LTG case: 
4(0, Y)=(6 (0, Y)=8 (Ax, Y)= %(A5, Y)= 1-Y 
For the ZIA' case: 
aýj =0 
aXIX=O 
= 
a-X X=AX 
2.4.4. Heat transfer: 
The local Nusselt number on the hot surface, 
Nuh= - 
aY Y =0 
The average Nuusselt number on the hot surface, 
Nuh=-1ý 8 dX 
AX aY Y=O 
0 
(49) 
(50) 
(51) 
(52) 
(53) 
These governing equations form a system of coupled 
differential equations in 9.1, $- and CO . If they can be 
solved simultaneously in conjunction with the boundary 
conditions, then the temperature gradients at the surfaces 
may be evaluated,, from which the Nusselt numbers can be 
obtained. An inspection of the equations show that the 
Nusselt number'will depend upon the following parameters: - 
(i) The Rayleigh number, Ra. 
(ii) The tilt-angle, 4" 
- (iii) The air-cell aspect ratio, Ax. 
(iv) The spacer aspect.. ratio, Az.. 
(v) The thermal conductivity of the spacer material, KS. 
(vi) The thermal conductivity of the. air, K4. 
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CHAPTER THREE 
THE NUMERICAL MODEL. 
3.1 GENERAL METHODOLOGY. 
The regular shape of the slatted-CSD system facilitated the 
use of the finite-difference methods in seeking the 
solutions of the governing equations, which form a system 
of coupled differential equations in yJ ,$ and 4)" The 
region of solution is broken up into a finite number of 
grid-points. The derivatives are then approximated by 
finite-differences, resulting in a number of algebraic 
equations, which can be solved by successive iterations. 
3.2 THE GRID SYSTEM. 
In applying the finite-difference methods, the region of 
solution is broken up into a finite number of spaced lines, 
forming a rectangular grid system. The intersections of 
these mutually perpendicular lines are referred to as 
grid-points. The suffixes i or k and j have been used to 
denote the vertical and horizontal lines respectively-see 
fig. 4. Grid-points are therefore easily identified using 
these suffixes. With reference to fig. 4., for NDX, NDY and 
NDX5 grid divisions taken within the X, Y and Xsaxes, there 
will exist correspondingly (NDX+1), (NDY+l) and (NDX6 +1) 
grid-points. The corresponding grid sizes will therefore 
be: - 
LAX=A,, 
. 
tY=1 and AXs =A_ (54) 
NDX NDY NDX- 
Because the zero datum of X, Y and, Xs axes are taken as 
i=2, j=1 and k=2, then correspondingly: - 
N= (NDX+2) , M= (NDY+1) and Ns= (NDXs +2) (55) 
The reason for takingr the datum of suffixes i and k as 2 
will be made clear later. 
3.3 FINITE-DIFFERENCE APPROXIMATIONS. 
3.3.1 Basic finite-difference formulae. 
The basic principle in establishing a finite-difference 
approximation to a derivative of a dependent variable at a 
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point, is the application of a Taylor's series expansion at 
the value of that variable in the vicinity of that point. 
For brevity, however, the general finite-difference 
approximations for first and second order derivatives, 
which are of interest in this study, are presented as 
follows (Ref. 29) :- 
(i) The two-point forward-difference approximations: 
Dx Cwt = [CL,. - Cý, j ] /Ax +0( Lex) 
DYCj, = [CC4.1- Cý, ]/AY + 0( AY) 
(56) 
where C is used to denote any variable, whereas D denotes 
the first order derivatives with respect to X and Y. The 
symbol 0, denotes the order of magnitude of the error in 
the approximation. 
(ii) The two-point backward-difference approximation: 
LL Cý6 = [Cý, - Cý.. "j 
]/ Ax +0 (M) 
(57) 
DYCq= [CV. J -CL & +0(AY) V 
(iii) The two-point central-difference approximation: 
DO. CLL = [CL... - c41. )/2 Ax +0( Ax)1 (58) 
DYC;,, = [C-4,1 - C4, J_l 
] /2 LAY +0 (&Y), 
(iv) The three-point forward-difference approximation: 
D. C; 
"i_ 
[-3 C 46 +4 C14., () - 
C;, j] /2 AX + 
O(AX)2- 
DY Cýý = [-3 CL, ý +4 CL j. 1- CL; ] /2 AY 
(59) 
+0( &Y)1 
(v) The three-point backward-difference approximation: 
11C4i = [3 Cý -4 CN, ti+. C 46]/2AX_ + 0(, &X)2. 
DIC,; 4j = [3 C`1 -4 CLI 1+ C4ý1_L] /2 AY 
(60) 
+ 0( AY)? " 
(vi) The three-point central-difference-approximation: 
DxC, ý 
[C. -2 Cwt + C4_I, ý]I(. +X)' + 0(. AX)ý- 
ýfýI\ 
Y)2- + 0( 
Fýj)y 
(61) 
rj c [CY40 2 CLv +C 
Ytl J 
where DD': denotes the second-order derivative with respect to 
XorL _. v .. 
6 
-100- 
3.3.2 Approximations for the stream function. 
A method originally developed by Greenspan (Ref. 29) and 
later adopted by David (Ref. 26), is used here for 
approximating the stream function. At grid-points a 
distance QX and AY away from the boundaries, a three-point 
forward- or backward-difference approximation is used. 
Whereas a central-difference scheme is used for the other 
central grid-points. 
(i) Approximations at the grid-points which are a distance 
AX and NY away fron the boundaries. 
For grid-points at a distance AX from the boundary, defined 
by X=0 for all Y, the three-point forward- difference 
approximation is used, to give: - 
(4w3. j - Y+, j -3 9Jaj) (62) 
Because 4J, 2, j and Dx wzj are both equal to zero at the 
"boundary, then: - 
Yaj _ %. V4., j (63) 
For grid-points at a distance tX away from the boundary, 
defined by X=A,, for all Y, the three-point backward- 
difference approximation is used, to give: - 
bx YNj - (YN-s, j' -4 %4 J-i,, +. 
3 4"¼i) - (64) 
Because v. j and bx4h, ýj are both equal to zero on the boundary, then: - 
YN-f, 
J =J VAN-. a,; (65) 
Similarly, for grid-points at a distance AY fron the 
boundary, defined by Y=0 for. all. X, 
(66) 
Whereas, for. grid-points at a distance AY fron the boundary 
" defined by Y=1 for all X, 
1/4 Y:, M=2 - (67) 
(ii) Approximations at central grid-points. 
By using the three-point central-difference approximation, 
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we have: - 
(68) 
l(1ý, = qý.; t, (69) 
Substitution from equations (68) and (69) into the stream 
function equation, i. e. equation (42), and solving for 
gives: - 
_ttr 
tCÜtý(ax)1 
)( 
70) 
2 (1 +) 
where, r= AX/4Y 
If W,, , p)C and AY are assumed to be known quantities, then 
equation (70) sets up a systen of simultaneous equations in 
%V, which can be solved by successive iterations. If the 
most recent values of 4) are used on the right hand side, 
then the solution procedure is the Gauss-Siedel iteration 
method (Ref. 30). However, convergence of the solutions can 
be enhanced by using the successive over-relaxation method, 
i. e., 
M rn -1 1 kv,., j 
Y. "j 
CY 
-:, j - 
kvtm-, ) 
i 
where, 4)4 is the most recent value 
(70). B is the relaxation factor 
between 1 and 2 (Ref. 30). 
(71) 
evaluated fron equation 
which is known to lie 
3.3.3 Approximations for the temperature-distribution 
function. 
In order to maintain diagonal dominance and thus have 
convergence of the solutions, a method by Greenspan 
(Ref. 29) is used here as well. The method employs the 
central-difference. schemes in, approximating the folowing 
derivatives: - 
D, DY $, Dx y1 and D, 9 
Whereas, depending on the-signs of .ö and 
& (which are 
defined in equation (74)), the two-point backward- or 
forward-difference scheme is employed in approximating the 
- followings: 
Dx$ and Dy ý- . 
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Using the three-point central-difference scheme, we have: - 
(72) 
Using the two-point central-difference scheme, we have: - 
(73) 
The quantities and & are defined as follows: - 
(74) 
(i) Fore' 0 ands' 0. 
b& is approximated using the two-point backward- 
difference scheme, whereas bY' is approximated using the 
two-point forward-difference scheme, to give: - 
(75) 
Substitution fron equations (72) to (75) into the 
temperature- distribution equation, i. e. equation (44) and 
solving for gives: - 
+ +. 2I 
+ 
---------ä --------- ------- (76 ) 
[4(l + r) +`r (d + ? f) ] 
(ii) For ö40 and 
640. 
bX'& is approximated using the two-point forward-difference 
scheine, whereas t is approximated using the two-point 
backward-difference scheme, to yield: - 
' ý- )1 
py 0yß (77) 
Substitution fran equations (72) to (74) and equation (77). 
into equation (44) and solving for Bj, gives: - 
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-ki 
ci 
.. + k-,, j) + 
------------------------- [4(1 + 
f ýyýý, 
(78) 
(iii) For Y0 and S40. 
Both N A'& and by'O are approximated by using the two-point 
forward-difference scheme, to give: - 
bXOýj = C$LtlJ 
Substitution from equations (72) to (74) and equation (79), 
into equation (44) and solving for $,; j , gives: - 
ýý. ýý*ýýj +. 1P 4- 
(80) 
[4(1+r) -r (S-ý)] 
(iv) For 6d0 and '- 0. 
Both Axt and p-j$ are approximated by using the two-point 
backward-difference scheme, to give: - 
b 
(81) 
Substitution from equations (72) to (74) and equation (81) , into equation (44) and solving for ßj, gives: - 
+r(6B-, 4, j -Ö $ýýý 
(4(1 + rý);. + r(S, -ö)1 
(82) 
It should be noted that. in all these cases, the successive 
over-relaxation method also applies, i. e., 
am, (83) 
where is the most recent-value evaluated fron amongst 
equations. (76) ,, (78), (80) and, (82) , depending on the signs d'. of 2r and 
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3.3.4 Approximations for the vorticity function at the 
interior grid-points. 
For the same reason as applied when approximating the 
temperature- distribution function, the following 
derivatives are approximated using the central- difference 
schane: - 
D C) . Lýw . Dxfr r D1$ r Dx 
Y and D., 4 
Whereas, depending on the signs of a and d', the forward- 
or the backward- difference is used in approximating the 
followings: - 
Dx4) and DyG) 
Using the three-point central-difference scheme, the 
following approximations apply: - 
(84) 
pY GJL, ý _ (W ý, S+, -2-CO' j+ GJL, ý-IVLAY 
Using the two-point central-difference scheme, the 
following approximations apply as well: - 
Ilu 
Dx ýi, 
ýj `, "ltl,, j 
ýC"I, 
J 
J'- LiX 
(85) 
(i) Forö 0 and 0. 
bw is approximated by using the two-point backward- 
difference scheme, whereas DYa) is approximated by using the 
two-point forward- difference scheme, to give: - 
by. t46 = wem; -w Z-". 31 
, AX 
(86) 
-WVO) Jtj 
Substitution fron equations (84) to (86) into the vorticity 
equation, i. e. equation (43) and solving for CJjj, gives: - 
+ COL-4, j) +f COLtl'I) 
+R4ýýC$L"ýýj'ýi-ýüýAX- IgSirbýCý`ý, j 
$Z, j-ýýýý 
t+ SGJL-ý, ý ý. 
IM (87) 
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(ii) For Ö40 and J40. 
býp is approximated by using the two-point forward- 
difference schere, Whereas b16) is approximated by using the 
two-point backward- difference scheme, to give: - 
(C6%J 
(88) 
Substitution frcm equations (84), (85) and (88) into 
equation (43) and solving for Ci), gives: - 
t+7. r'<. (A): ytº +CVL, ý_I) 
fRacpSýCý'ý+º, ý-ý;, _,,, )ýc- RAS; hýCýý. ý. ý ýcý-+)rDx 
(89) 
[4 (1 + r1) - r/Pr (ý +a) ] 
(iii) For ä'0 and S dF- 0. 
txCI) and atw are both approximated by using the two-point 
forward- difference scheme, to give: - 
X (: 13 
614 .= (CJý, it, - 
GJLO% pY by 0j . 
(90) 
Substitution fran equations (84), (85) and (90) into 
equation (43) and solving for CL)ýu , gives: - 
+RAC, cs bX ýJ d 
[4(1 + i`) - r/Pr(d-ý)] 
(iv) For I£0 and S30.. 
Both D03 and byC*) are approximated by using the two-point 
backward- difference schare, to give: - 
pxwý =C ýý; - ýý-,,; )fax 
(92) 
Substitution fron equations (84), (85) and (92) into 
equationý(43). and solving for, CA)1,1,, gives: - 
-106- 
RaCcs($e*, ý-$,;, ýýpX-Pasinfi($;,, ýý+ 
[4(1 ++ r/Pr(ö-2r)] 
(93) 
By applying the successive over-relaxation method, we have: - 
WLJ "= Wv ,dý, 
ýIIýi -1011 (94) 
where Wt j is the most recent value. This emerges from 
amongst equations (87), (89), (91) and (93), depending on 
the signs of 2r and 6. 
3.3.5 Approximations to the vorticity function at the 
boundaries. 
The vorticity function at the boundaries is not as well 
defined as the stream function. However, it is approximated 
as follows: - 
(i) At the boundary defined by X=0 for all Y, \ and ýºýý 
can be expanded in a Taylor series about '32. y as follows: - 
-= ý1 (at')() ýý11,! t'ý_, ? fl%ý1, jtý t *OýýJ4 (95) 
'A -I 
+ý )2 DaX 4ý1, ý +ýAKY 
gXY.,, 
j + OC&I (96) 
3! 
However, the no-slip boundary condition imposed at the 
boundaries means that, bxW16 = 0. By definition \4, ý = 0. 
Therefore, equations (95) and (96) reduce to: - 
12 1 4 +, ýy = 
ýýýýJ pIY4,, +(ý px W, 6 + 0(O. Y. (97) 3! 
,j= 
ý= ýxýj t LJ3 ,ý+ OCQx4 (98) 3! 3! 
Multiplying equation (98) by 8 and subtracting fron 
equation (97), gives: - 
Dxýzýý 
= 
Cg 
(99) 
But fron the stream function equation, 
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s COý,. j =-r`i 
W2,3 4- DY Y3,6 
l 
/ (100) 
Because \Y =0 for all Y along this boundary, then týWý. ý=0. 
Therefore: - 
i 1,1 
`i'3ý, 
lýQXý1 
(101) 
02., j px W3,6 = 
cw+, 
j -, g 
Using a similar analysis, the vorticity function at the 
following boundaries are approximated as follows: 
(ii) At the boundary defined by X=A%for all Y: - 
01I,.: - 
('1N-1iJ 
-'gWN-t, J 
+ 
/-: 
L 
\QX)1 
(102) 
(iii) At the boundary defined by Y=0 for all X: - 
ýýýi ('9 3 -'t 
W `, 2. )12- (y)2 (1e3) 
(iv) At the boundary defined by Y=1 for all X: - 
Wý. 
M = 
CYLIM-2 -$4ý. M-i )/) ( f- (104) 
3.3.6 Approximation for the temperature-distribution 
function in the spacer. 
Using the three-point central-difference scheme, we have: - 
- 2. S Ký 
(105) 
by K,; - CýSw,, +, - ºýý + K,; ", ýIC°YýZ Substitution fran equation (105) in the steady-state *heat 
conduction equation, i. e. equation (44) and solving for ýský" gives: - 
-2- {} + 
ý5k,; ý ---- ------_ -------------- (106) [2(1 + )] 
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where rs = 4XSfAY 
On the application of the successive over-relaxation 
method, we have: - 
ýn en-1 pý_ h'ý'ý-1 ýS 
kýJ 'ýKý 1- Dýýak, ý 
ZJSKti 
(107) 
where %Ijis the most recent value evaluated fron equation 
(106). 
3.3.7 Approximation for the ° temperature-distribution 
function at the spacer and air interface. 
(i)If the temperature distribution is assumed to be linear, 
i. e. the spacers assumed to be made of a perfectly 
thermally-conducting material, then from equation (50), 
$26 
=B4,1 _ [1 - (j - 1) AY] (108) 
(ii) If no heat is assumed to cross the spacers, i. e. zero 
heat flux condition, then fran equation (51), 
b -&. ,'-, i - b. -&tjj = 
gD (109) 
Using the three-point forward-difference scheme, we have: - 
ýxýz, ý _ 
(4 1ý3. j-cj -3 
{ýa6 )/. (s) (110) 
But bxts6= 0. Therefore: 
Us, 
j = 
(-4$&j 
- 
b. 
+4)/3- o. (111) 
Similarly, using the three-point backward-difference 
scheme, we have: - 
Dx-'4,3 
_ 
CDr4-1,, 
-4t -i, J +' 3 
t&J, jý 
f :4 cý (112) 
But býbN, y = 0. Therefore: - 
Bt., j = 
C4 ýN-ý, 
j -N-sjý130 (113) 
(iii) For the real spacer, a method used by Koutsoheras 
(Ref. 19) and Meyer (Ref. 22) is adopted in order to 
approximate the heat-flux boundary equation, i. e. equation 
(48). -, It involves the calculation of fictitious 
temperatures at each end, of the spacer corresponding to k=1 
and k= (Ns+l) . This then enables the calculation of ftz,, - and $sw, j. from equation (107). By. matching-, the temperature 
distribution at, the boundaries, we then have: - 
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V zýJ s 
bis 
tjsj 
(114) 
The fictitious temperatures are obtained as follows: - 
By using the two-point central-difference scheme, we have: - 
L, 
S-&S16=C-bSa6-'bsllIlD /2(Axs) (115) 
By using the three-point backward-difference scheme, we 
have: - 
x-ýýr, ý 
4 &, s-,, j 43 $ý,, j) 
/-2-(AU) 
(116) L 
Substitution fran equation (115) and (116) into equation 
(48) and solving for %1y gives: - 
+ja 3ýJ 
F(4 B-N-1j - 
D'N-2lj 
-3 
$N3) (117) 
where F =(Kc AX& /KS AX). This parameter F, will later be 
shown to characterize the thermal properties of the spacer. 
It is also referred to as the cell coupling factor because 
it couples the heat transfer between the spacers and the 
air-cell. 
Similarly, by using the two-point central-difference scheme 
in conjunction with the three-point central-difference 
scheme, it can be shown that: - 
Nsti,. sus-ý, ý 't- Fý`}D3,3ýýJ -3b-, 6) (118) 
However, when F is greater than or equal to unity, this 
method leads to instabilities and the solutions diverge. In 
this situation, fictitious temperatures corresponding to 
and $Nt,, ý are calculated. The boundary temperatures 
and 'Q-,., j can then be calculated using equation (82), 
depending on the signs of ö and d'. The fictitious 
temperatures are obtained as follows: - 
By using the three-point backward-difference scheme, we 
have: - 
pXS, ýSNS, j a 
CýSNS-Z,; 
- ýýýýýýJ+J "SNS, tI/I"'lýiýs, (ll9) 
By using the two-point central-difference scheme, we have: - 
ýx 12 AY. (120) 
Substitution fron equations (119) and (120) into equation 
(48) and solving for $, ýý, gives: - 
A- A- (121) 
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Similarly, by using the three-point forward-difference 
scheme in conjunction with the two-point central-difference 
scheme, it can be shown that: - 
B. 
Nti)J = -bN-1d 4- 
(4%3ýý b., 
ý52v) 
7F 
(122) 
It should now be clear why the zero datum of suffixes i and 
k were taken as 2. 
3.3.8 Approximation for the Nusselt number on the hot 
surface. 
From equation (52), the local Nusselt number on the hot 
surface is expressed as: - 
Nuh = -ý 
BY Y=0 
At the hot surface, j=1. Therefore: - 
Nut, aki (123) 
BY 
By using the three-point forward-difference scheme; we 
have: - 
Therefore: 
Nu41= [3R4,1 - 4b42. + 
b'Z, 
3 1/2(4Y) 
Recall fron equation (53), that the 
is given by: - 
VU 
Ay 
h=1S Nubs dX. 
x A -A 
(124) 
(125) 
average Nusselt number 
By using the Ä Simpson's numerical intergration 'rule 
(Ref. 31), we have: - Ag SNUý. 
tÄX a3 
CP. & +4ýu3.1 i- J4u4 l-t..... }¢NUN-º1ý'N4qý1ý (126) 
Therefore: - 
Nuh= 3Ä 
1+4 
Rua,, *ýUu4,1 t "... _. =r4NyN-,, 1'tN(127) x 
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CHAPTER FOUR 
NUSSELT NUMBER VARIATIONS WITH AIR-CELL 
ASPECT RATIO. 
4.1 SOLUTION PROCEDURE FOR THE 'LTG' CASE. 
For chosen values of tilt-angle, Raleigh number, 
aspect ratio and grid size, the following steps were 
Step 1: 
An initial quess of y1 = Y01, (s) = CAP and 
were made, i. e. W=W=0 and $= 1-Y. 
air-cell 
taken: - 
$_ 4d 
Step 2: 
By using equations (63) and (65) to (67), the stream 
functions l) at grid-points a distance AX and AY away 
from the boundaries were computed. 
Step 3: 
By using equations (70) and (71), the stream 
functions 4) at the interior grid-points of the air-cell 
were computed. 
Step 4: 
By using equation (108), the temperatures 4 at the 
spacer and air interface were canputed. 
Step 5: 
By using equation (83) in conjunction with equations 
(76), (78), (80) and (82), depending on the signs of 2( 
and d, the temperatures 0at the interior grid-points 
of the air-cell were computed. 
Step 6: 
By using equations (101) to (104), the vorticity 
functions Ci') at the boundary grid-points of the air-cell 
were computed. 
Step 7: 
By using equation (94) in conjunction with equations 
(87), (89), (91) and (93) , depending on the signs of W' 
and . cf, the vorticity ; 
functions OI» at, the interior 
grid-points of the air-cell were computed. 
Step 8: 
The procedure was repeated starting from step 2 to 
generate ' 9P , jP , and C. Then l and UP) 
and so on, until 111 m w"n'' {, I$= em-' I and 1 C3"! wfr-+ 1 
at all grid-points converged to within a specified error. 
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Step 9: 
Equations (125) and (127) were then used to compute 
the local and average Nusselt numbers. 
Step 10: 
The Raleigh number or the air-cell aspect ratio 
changed and the whole process was repeated. 
4.2 SOLUTION PROCEDURE FOR THE 'ZHF' CASE. 
The procedure was identical to that for the 'LTG' case, 
except for the way in which the temperatures at the side 
boundaries were computed. The equation in step 4 was thus 
replaced with equations (111) and (113). 
4.3 SOLUTION PROCEDURE FOR THE CASE OF THE REAL SPACER. 
The solution procedure was also basically the sane as that 
for the 'LTG' case, except for the additional parameters 
involved as a result of the spacer finite thickness and 
thermal conductivity. This resulted in a modified approach 
for computing the temperatures at the spacer and air 
interface. Two methods apply depending upon the magnitude 
of the factor F, i. e. the cell coupling factor. 
For F -d 1: 
Fictitious temperatures %, j and ilNS+t, 1 were first 
canputed using equations (117) and (118) respectively. 
Equation (106), in conjunction with equation (107), was 
then applied to canpute the temperatures inside (and 
including the side boundaries of ) the spacer. The boundary 
values were then equated to those of the air-cell before 
proceeding to calculate the temperatures at the interior 
grid-points of the air-cell. 
For F 
, 
The spacer"side boundary, temperatures were first 
equated to those of the air-cell. The temperatures at' the 
interior, -grid-points of the spacer were then computed. The 
fictitious temperatures &i3 and $Nti, ý 
, 
were calculated 
using equations (121) and (122), before proceeding to 
calculate the 'temperatures at all the grid-points of the 
air-cell, including those at the side boundaries. 
These' procedures replaced the procedure in' step -4 of 
section 4.1. 
_113- 
4.4 RESULTS AND DISCUSSIONS. 
The solution procedures described in section 4.1 to 4.3 
were translated into computer Fortran language and run on 
the Cranfield VAX 11/780 computer -- see 'Appendix D for 
details. Grid-points of 21x21 were employed both in the 
cell and in the spacer as a compromise between running time 
and accuracy of the solutions. For example, the effect of 
the grid size on the values of the predicted average 
Nusselt numbers is shown in fig. 5, for A, = 0.8 and =30° 
The average Nusselt number for 21x21 grid-points, in this 
example, underestimates the extrapolated value for an 
infinite number of grid-points by about 10%. During 
successive iterations for the solutions, relaxation factors 
between 1.2 and 1.5 were, through trial and error, found to 
give faster convergence of the solutions. This, however, 
depended upon the boundary conditions. The effect of the 
relaxation factor on the number of iterations on 
convergence, is shown graphically in fig. 6. 
4.4.1 Nu - Ax relationships. 
Fig. 7 shows the numerically predicted variation of the 
average Nusselt number on the hot surface with the air-cell 
aspect ratio, for the LTG and ZHF cases. The variations for 
the two cases, indicate decreases in the convective heat 
transfers from the hot surface with decreases in the 
air-cell aspect ratio from unity. However, for the same 
Rayleigh number, the ZHF case indicates higher convective 
heat transfers than that shown for the LTG case. Fig. 8 
shows the predicted local Nusselt number distributions 
along the hot surface of the air-cell, for a Rayleigh number 
of 50000 and = 30° . The dotted lines indicate loci of 
points which'define the cross-section of the hot plate 
where maximum heat transfer occurs. No apparant physical 
reason was found to explain the shape of the loci. However, 
the, occurrence of the maxima at x/W less than 0.5 is 
thought to occur fron the nature of the convective motion. 
For example, fig. 9 shows the predicted flow patterns for 
AX1.0 and 0.5 for the ZHF case. The predicted flow patterns 
show the formation of a big single convective roll cell, 
rising about the cell end defined by x/W equals unity and 
falling about the end defined by x/W equals zero. This 
being the case, it should therefore be expected that the 
greatest temperature gradient on the hot surface should 
occur. within the region where the air falls, because the 
air in that region has lower temperature than that rising. 
A similar argument also holds for the cold surface, i. e. 
the -maximum occurring within the region where the air rises. It should be recalled that the cold and hot surfaces 
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were considered isothermal. The symmetry of the solutions 
is indicated in fig. 10, where the local Nusselt number 
distributions on the cold and hot surfaces are shown. The 
results in fig. 10 show that, the average Nusselt numbers on 
the cold and hot surfaces are the same. This therefore 
means that the overall convective heat transfer coefficient 
would be determined from half the average Nusselt number 
evaluated on any of the surfaces. 
The Nu-Arelationships for the case of the real spacer lies 
between that indicated for the LTG and ZHF cases, depending 
upon the cell coupling factor F, which characterizes the 
spacer's thermal properties. For example, fig. ll shows the 
effect of the cell coupling factor F on the local Nusselt 
number distribution for Ax= 1.0 and , c2 =30°. It shows that 
as F increases from zero (i. e. represented by LTG ), the 
local Nusselt number distribution tends to approach that 
for the ZHF case. 
4.4.2 Camparison between the numerically-predicted results 
in this study with other people's results. 
In table 1, the numerically predicted average Nusselt 
number values on the hot plate for the LTG case, AX 1.0 and 
cl =90° are compared. On the average, the results compared 
show that the values of, this study canpares with the 
numerically-predicted values of Meyer et al (Ref. 25), David 
(Ref. 26) and Poots (Ref. 27) to within a maximum of about 
1.7 percent. The percentage differences are indicated by 
the bracketted values and were obtained using the following 
relationship: - 
Percentage = (Reference value - This study's value) 
difference Reference value.. 
The numerically-predicted local Nusselt number 
distributions for the case of the real spacer were ccmpared 
with the experimental results of Meyer et al (Ref. 20 and 
25), for AX1.0 at-tilt-angles of 45o, 60° and 9m°above the 
horizontal. These are presented in figs. 12 and 13. The 
predicted local Nusselt number distributions are similar to 
those obtained experimentally` by Meyer et al (Ref. 20 and 
25), except for the differences. in magnitudes especially at 
the side boundaries. 
4.5 CONCLUSIONS. ;, 
The numerical predictions show that: - (i) Decreases in the air-cell' aspect -ratio from unity, 
could lead to minimal convective heat transfer rates. 
(ii) The ZHF boundary condition gives higher convective 
-120- 
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Fig. 11" Effect of the cell coupling factor F, on the 
local Nusselt numbers on the hot surface, 
A,, =1,0, Ra =7,5x104' and 4'=3e. 
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Table 1. Cunparisons of the numerically predicted average 
Nusselt number values on the hot surface for the 
LTG case, A, = 1.0 and (k = 90 . 
----- -- 
Rayleigh 
----------------------- ------------------------- 
Average Nusselt number on the hot surface. 
b - ----- -------- er num ----- ------------ -------- -- - 
This Meyer et al David Poots Wilkes et a 
------ 
study 
------ 
(Ref. 25) 
-------- 
(Ref. 26) 
---- --- 
Ref. 27) 
---------- 
(Ref. 28) 
------------ -- 
500 1.014 
-- 
1.015 1.011 1.013 - 
- 
(+0.1) (-0.3) 
--- 
(-0.1) 
-------- ---------- -------- 
1000 
- ---- 
1.050 
---------- 
1.050 
-- - 
1.041 
- 
1.042 - 
------- ------- 
(0) 
------------ --------- --- - ---- ---------- 2500 1.193 - - - 1.193 - 
. 
- 
(0) 
--------- 
000 
---- -- 
1.408 
------- ----- 
1.408 
--- ----- 
1.432 
-- 1.415 - 
-------- ------ 
(0) 
----------- 
(+1.7) 
---- --- 
(+0.5) 
------- ---------- 
021 1.409 - 
- 
- - 1.419 
------- ------ ------- ---- 
(+0.9) 
--------- - 
0000 1.705 
--- 
1.709 
------- 
1.717 
---- 
1.706 - 
---"---" ------ 
(+0.23) 
------------- 
(+0.7) 
-- ---- 
(0.06) 
--------1 ------------ j 
h 
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heat transfer rates than those for the LTG case, for the 
same Rayleigh numbers. 
(iii) The average Nusselt number on the cold and hot 
surfaces of the air-cells, are the same. Thus the overall 
convective heat transfer coefficient could be determined 
fron half the average Nusselt number value evaluated on any 
of the surfaces. 
(iv) Air-cell aspect ratio of about 0.2 could be capable of 
maintaining minimal rates of convective heat transfer. A 
similar conclusion was also reached by Charters and Guthrie 
(Ref. 16), when they conducted energy loss tests by varying 
the spacer-to-spacer distance. They found that minimal heat 
loss occurred at aspect ratios of about 0.21 and 0.26. 
Because the air-cell aspect ratio is the ratio of cell 
width-to-height, the corresponding width or height need 
also be stated. This is to enable complete the definition 
of the size of the air-cell. for which convection could be 
minimized. 
_ _.. .. 4 
'ý,.., 
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CHAPTER FIVE 
EXPERIMENTAL INVESTIGATION OF THE EFFECT ON CONVECTIVE HEAT 
TRANSFER OF DECREASING THE AIR-CELL ASPECT RATIO BY VARYING 
THE HEIGHT. 
5.1 . INTRODUCTION. 
one of the conclusions arrived at in chapter four is that, 
the ratio width-to-height of about 0.2 could minimize the 
rate of convective heat transfers in the air-cells created 
using a slatted CSD (i. e. convection suppression device). 
However, as previously mentioned in chapter one, the 
corresponding width or height also needs to be stated, in 
order that the size of the air-cells be adequately defined. 
The objective here therefore, is to investigate the effect 
on convective heat transfer of decreasing the air-cells 
aspect ratio fron unity, by varying the height. An air 
enclosure subdivided into five smaller air-cells, each of 
10nm width, was therefore subjected to heating fron below 
and cooled at the top. The convective heat transfer 
coefficients were measured, for three heights of the 
air-cells. 
In measuring the convective heat-, transfer rates across air 
enclosures, two basic experimental approaches are used: - 
(i) The total heat transfer.., rate .. 
(i. e. radiative, 
conductive and convective through. the air) in the enclosure 
is measured, and then the radiative, and conductive 
components subtracted fron the total. This, however, adds 
another dimension to the-. basic problem,, through the 
quantification of the two canponents. In a 
multiple-air-cell enclosure""; (which, is to be described 
later), the radiative ccmponent may not -be quantified 
easily, -unless the Rayleigh-number -is,, varied 
by changing 
the air pressure, instead, V- of .: temperature or the 
characteristic length. -Such, a, method would -involve keeping the enclosure at the lowestý"_; Rayleigh, number possible (i. e. 
lower than the criticalV; value) and"then measuring the heat 
transfer across the air:, gap. Because the, Rayleigh-number. is 
substantially below the,, critical ! value, . -it, 
is, then assumed 
that- the heat- flow- occurs ; by - radiation and conduction 
alone.. Subtracting "; the ,., conduction component., =1 yields. the 
radiative heat transfer-rate.. This is then 
, assumed 
to be 
the -same for-all Rayleigh numbers. because, Vpressure -rather than temperature is usedto vary- the, Rayleigh number., 
(ii) -, As ; -, revealed, in:, <-the mathematical model, in order to 
quantify the convective ; heat- transfer - alone, the 
temperature distribution within the air-cells hasp- to be 
determined.,,. In addition to practical difficulties, direct 
-127- 
temperature measurements using temperature sensors could 
interfere with the convective flow. An optical method, 
however, minimizes these problems and has therefore been 
used to measure temperature distibution within the 
air-cells. 
5.2 THE MACH-ZEHNDER INTERFEROMETER. 
5.2.1 Description: 
The Mach-Zehnder interferometer was the optical instrument 
used in determining the temperature distributions, from 
which the Nusselt numbers were calculated. A schematic 
diagram of the interferometer is shown in fig. 14., whereas 
the photograph is shown in fig. 15. The interferometer is 
based on a 60°angle parallelogram. The light source used 
was, nominal6y a 3mW Helium-Neon gas laser 
(, \ =0.6328 x10 m). The output fran the laser, by means of 
a lens, produces a parallel beam of light. The parallel 
light beam strikes the first splitter plate SP1, which is a 
partially-silvered mirror, permitting half of the light to 
pass directly through it. The transmitted light gets to 
mirror M2 where it is totally reflected towards the second 
splitter plate SP2. The reflected light by SP1 gets to 
mirror M1 where it is also -totally reflected towards 
splitter plate SP2. The splitter plate SP2 is a 
semi-silvered mirror. The recombined beams then pass onto 
the screen through a lens: where it is viewed or 
photographed to provide a permanent record. 
5.2.2 Operational theory of the Mach-Zehnder interferometer. 
The Mach-Zehnder interferometer utilizes the phenomenon of 
light interference to measure the change of index of 
refraction in the interferometer test section. The index of 
refraction of the medium in' turn, can be related to other 
properties of the medium;, for example, the density and 
hence temperature of air in the present study., 
According to electromagnetic theory, light is energy 
travelling in the form of wave trains. Two coherent light 
waves that strike a surface at the same point are said to 
interfere in the sense-that their effects are combined. For 
example, if two light waves are'180° degrees out-of-phase 
when they strike a surface, their effects cancel and the 
surface appears dark. If the waves, however, are in-phase 
when they strike the surface, they reinforce each other and 
the'surface appears bright. 
In the interferometer (refer to fig. 14), the reference and 
test light beams are in-phase when leaving SP1. Their phase 
relationship when recombined at SP2 depends on the 
-126- 
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differences in the optical path lengths they travel. The 
optical path length (i. e. OPD ), is defined as the distance 
that the light would travel in a vacuum during the same 
period of time that it takes the light to travel a 
specified distance Z, in a medium. It is expressed in terms 
of the index of refraction, n, as follows: - 
OPD = nZ (128) 
The index of refraction is defined as the ratio of the 
velocity of light in vacuum to its velocity in the medium. 
If both paths of the light beams (i. e. the reference path 
SP1, M2, SP2 and the test path SP1, Ml, SP2) are the same 
lengths, and the four optical plates are perfectly aligned, 
the two beams arriving at SP2 will be in-phase and the 
photographic screen will appear uniformly bright, provided 
the index of refraction in the reference and test beams are 
the same. If one of the path lengths is longer by 1/2X m 
(where m=1,2,3...... ), then the screen will be uniformly 
dark. If, however, a disturbance is introduced in the test 
medium (i. e. via heating of the medium), the light at SP2 
will be in-phase at some locations and out-of-phase at 
others thereby causing bright and dark fringes to appear on 
the screen. 
The difference in the optical path lengths (i. e. & (OPD)), 
between the reference and test beams determines the number 
of fringe shifts that occur. The difference in optical path 
lengths is expressed as follows: - 
A(OPD) =5 (n - no) dz (129) 
where n and no are the indexes of refraction in the test 
and reference medium respectively. The magnitude of the 
fringe shift (i. e. FS), caused by this optical path length 
change is expressed as follows: - 
FS (OPD) = (n -ne)_dz (130) 
Therefore, 
FS Z( (131) 
The fringe shift is measured from the fringe patterns on 
the photograph. (i. e., called the interferogram). Thus if n,, 
z and >, are known, equation (131) provides a means 
whereby the index of refraction in the test cell medium can 
, be determined. 
-131- 
5.2.3 Equations for temperature determination. 
For air being the medium in the test cell, by relating the 
density and hence temperature of the air to the index of 
refraction, the interfer aneter can be used to measure 
temperature distribution within the test cell. The 
relationship between refractive index and the air density 
r, is given by the Lorenz-Lorentz equation (Ref. 32), i. e., 
n(2 - 1) .1= constant. (132) (n'+ 2) 5 
If the refractive index of dry air is assumed to be 
approximately unity, then by noting that (n1 -1) and (r t+ 2) 
are approximately equal to 2(n-1) and 3 respectively, 
equation (132) therefore reduces to: - 
(n -1) = constant. (133) 
EquSatioon (133) is the Gladstone and Dale's law (Ref. 33). 
At moderate atmospheric pressures p, and temperatures T, 
air behaves as an ideal gas for which, 
3= p/R' 
where R is the 
R=287 J/Kg K. 
Fran equation (133), 
(n - 1)/i' - (no- 1)/ý 
Therefore, 
(134) 
specific gas constant for air, i. e. 
n= (no- 1)Qk +1 (135) 
At constant pressure, equation (134) can be reduced to: - 
9_T. (136) 
5o T 
Substitution- from equation (135) and (136) into equation 
(131), gives the following equation for the fringe shift 
between a location inside the test cell at temperature T. 
and another location at the reference temperature To, i. e. 
FS = (no-1)[Te/T - 1] Z/,,, (137) 
Solving for T, yields: - 
T-= -TO"' 
+1 
(138 ) 
na- - 1) 
-132- 
According to an old empirical formula of Dale and Gladstone 
(Ref. 34) , 
(n0- 1) . (139) -223 (ne- 1) To 7 
where ne is the refractive index of air at 273 degrees 
Kelvin and 760mm mercury pressure. With an average value of 
rid =1.000293 for air `(Ref. 34), the reference refractive 
index n,, at reference temperature T0, can then be 
evaluated frcm: - 
no=1+0.08 .p To 760 
(140) 
Equations (138) and (140) can thus be used to canpute the 
temperature T, associated with each fringe, once its fringe 
shift FS, is measured from the surface at reference 
temperature To, on the interferogram. 
5.3 THE TEST SECTION. 
Y 
I 
5.3.1 Description: 
The test section was constructed to form a five air-cells 
enclosure with a hot bottom plate and a cold top plate. The 
hot and cold plates were made of 266nmX 10lm x 12mm 
aluminium alloy, joined by two 18mTn thick plywood as shown 
in fig. 16. and 17. The air-space so formed was partitioned 
into five smaller air-cells using Perspex sheets, each 3mn 
thick and thermal conductivity of 0.2 W/m K. The Perspex 
sheets were held in position by 3mmY. 2nm grooves milled 
into the surfaces of the cold and hot plates facing the 
flow field. The width of the air-cells was kept at 10mn 
each, whereas the height varied to lOmn, 20nm and 50mn. 
The hot plate was kept at a uniform temperature using 
power-carrying heating element uniformly wound round a thin 
asbestos sheet. The heater protected from underneath using 
another asbestos block. The sides of the hot plate were insulated using 6mn thick asbestos held using 4BA screws. 
The-cold plate was kept at a uniform temperature using 
cooling water- which circulated through channels milled 
within the plate --- see fig. 18. It was covered with 
another plate. of the same dimensions, held tight in 
position using 2BA screws. 
The set up, protected along. the longitudinal sides with 18nm thick plywood, was mounted on a wooden support hinged 
onto another wooden base to enable positioning at the required angle above the horizontal. The cavity faces 
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normal to the test beam were covered with glass sheets so 
as to prevent draught into the test section. 
5.3.2 Thermometry. 
The pertinent measured temperatures were those of the hot 
and cold plate surfaces which were in contact with the flow 
field. This was achieved using copper-constantan 
thermojunctions positioned as shown in fig. 19. The 
thermocouples were inserted into 1.25mm ceramic tubes and 
held in 1.3mn blind holes drilled to within 2.5mm of the 
surfaces in contact with the flow field - see fig. 20. The 
wires in the hot plate were brought out from underneath and 
parallel to the plate through 3mn wide grooves, and held 
onto the plate using Araldite adhesive. Those from the cold 
plate were brought out through 1.4nm blind holes drilled 
into the cover plate and held tight also using Araldite. 
A schematic arrangement of the thermocouple circuitry is 
shown in fig. 21. The cold junction consisted of a glass 
tube containing kerosene and partially immersed in a 
mixture of shaved ice and water contained in a vacuum flask. 
5.3.3 Power supply. 
The power supplied to the heater was controlled by means of 
a variac operating off the 240 volts mains supply. 
5.4. TEST PROCEDURE. 
For a fixed angle above the horizontal and height of the 
air-cells, the test section was aligned such that a sharp 
image was obtained on the screen. The variac which was used 
to control the temperature of the hot plate was then turned 
on and the cooling water was allowed to circulate through 
the upper plate. It was then left for a steady-state to be 
attained. This took roughly ten hours. After reaching a 
steady-state, the photographic camera was focused. The 
interferometer was then arranged for the infinite fringe 
setting. One large fringe on the screen was an indication 
of such a setting. The test section was then introduced 
into the test beam region and the photograph of the fringes 
taken. "The temperaures of the hot and cold plates were then 
recorded. The atmospheric pressure was read off the 
barometer. The temperature of the hot plate was then 
changed by either increasing or decreasing the power supply 
using the variac, and the process repeated. 
The height of the air-cells was then changed by altering 
the height of the Perspex sheets and the wooden supports. 
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5.5 DATA REDUCTION. 
The temperature of the hot surface was taken as the 
reference temperature. With the help of a travelling 
microscope, the distances of a maximum of four fringes from 
the hot surface were measured. If by observation, the first 
dark fringe from the hot surface was found not to lie 
within the reference boundary, then the temperature 
associated with the fringe was different from that of the 
reference hot surface. The relationship between them is 
expressed by equation (138), in-terms of the fringe shift. 
To detezmine this fringe shift from the interferogram, the 
distances from the hot surface, of the first and second 
fringes were measured. Because the fringe shift between the 
first and second fringes equals unity, direct 
proportionality between the distances and fringe shift was 
used to estimate the fringe shift between the first dark 
fringe and the reference hot surface. For example, if the 
distance between the reference hot surface and the first 
fringe was found to be y and that of the second found to be 
yz. Then the distance between the first and the second 
fringes was (yam -y). This distance corresponds to unit 
fringe shift. 
By using the direct proportionality therefore, we have: - 
1= FS (141) 
(y; -yI) Y. 
Therefore, 
FS =y /(YZ- Y, ) (142) 
where FS is the fringe shift between the first fringe and 
the reference hot surface. 
The fringe shift between the second fringe and the hot 
surface would be: - 
FS =1+ FS (143) 
whereas the fringe shift between the reference hot surface 
and the third and fourth fringes, would be respectively: - 
FS =2+ FS (144) 
FS =3+ FS (145) 
If, however, the first fringe was abserved to lie within the reference boundary, then: - 
FS =, l, FS = 2, FS =3 and FS =4 (146) 
-141- 
With the distances and fringe shifts determined, the 
temperature ratios T/To, were calculated fron equations 
(138) and (140), and then converted to dimensionless 
temperature e, as follows: - 
_ (T/To) - (Tc /To )] (147) 
1- (Tc To 
where the reference temperature T0 is equal to that of the 
hot plate and T. being the temperature of the cold plate. 
The measured distances were also non-dimensionlized by 
dividing the distances by the height of the interferogram, 
i. e. YY =y /L, Y2. =y /L, Y3 =y /L and Y4=y4/t. The results 
would then look as follows: - 
ringe 
umber. 
Dimensionless 
temperature. 
Dimensionless distance fron the 
hot plate. 
0 1.0 0 
Y, 
2 YZ 
3 
----- --------------- 
Ya 
- -------------- -- 
4 $ý 
----------------- 
Y4 
It should be noted that fringe number zero corresponds to 
the hot surface. 
Recall, i. e. equation (52), that the Nusselt number on the 
hot surface is given by: - 
Nu =- a1 
ä7 Y=0 y 
By using the straight line least-squares fit therefore, the 
temperature gradient at Y=0 was obtained which gave the 
Nusselt number values. This was done at various sections of 
the central air-cell to obtain the local Nusselt numbers 
from which the averages were obtained. 
5.6 RESULTS AND DISCUSSIONS. 
Fig. 22 shows the graph of the average Nusselt number on the 
hot plate against temperature difference between the hot 
and cold plates, for the constant cell width of 10mn and 
cell-heights of 10mn, 20nm and 50m. considered, at c'' =30°. 
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The temperatures attained on the hot surface are also 
indicated. These results were then converted to show the 
effect of the air-cell height on the overall convective 
heat transfer coefficient, for the constant cell width of 
10nm. This is shown in fig. 23, where the overall convective 
heat transfer coefficient is plotted against the 
cell-height for fixed temperature differences between the 
hot and cold plates. 
The results show that as the height of the air-cells was 
changed fran 10mn through to 50mm, the overall convective 
heat transfer coefficient decreased. However, the decreases 
with height was only significant up to a height of about 
30mm. Beyound this height, further increases did not result 
in any appreciable changes in the convective heat transfer 
coefficient. For example, at a temperature difference of 
555C, an increase in height from loran to 30mm accounted for 
about 82% of the total decrease in the overall heat 
transfer coefficient as the height was changed fron 10mn to 
50mm 
Figs. . 24 and 25 show some of the experimentally-measured local Nusselt number distributions for L=10mm and 20mm 
respectively, as compared with those predicted numerically. 
The measured and numerically- predicted distributions and 
values compare fairly favourably for L=10nm (i. e. Ax =1.0) 
as they do with the results of Meyer et al (Ref. 20 and 25) 
previously shown. As the height increases from 10mm, the 
numerically- predicted and the experimentally measured 
Nusselt number distribution patterns remain similar. 
However, the numerically- predicted values became less than 
the experimentally- measured values. For example, the 
numerically- predicted average values are less by about 
15, °x, 23% and 29% at A T=15.3° C, 21.3° C and 24.6* C 
respectively for L=20mm shown in fig. 25. 
The differences in magnitudes is basically thought to occur from the differences between the nature of flow predicted 
using the model and that obtained in practice within the 
test-cells. For example, Fig. 26 shows then numerically- 
predicted flow pattern for L=20mn and 4T=54 C (which was 
the highest temperature difference measured for this 
height), as that of a single-roll-cell rotating about an 
axis along the upslope direction. Whereas, a simple flow 
visualization tests for L=20mnn, revealed the formation of 
a vortex near the hot plate at &T--17.7 C. However, at A T=9.3%. only a single-roll-cell (described earlier) was 
observed. 
As the temperature difference increases, it is expected that a second vortex might be formed near the cold surface 
and rotating in the same direction to that formed near the hot plate, thus resulting into a stagnant layer of air at the central region of the air-cells. A similar effect is 
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expected to occur if the height, rather than AT, is 
increased. This point could be made clearer if we refer to 
the interferograms shown in figs. 27 and 28. It is evident 
that as the height of the air-cells was increased from 10mm 
to SPmn for about the same AT, a wide stagnant central 
region of uniform temperature was formed. This argument was 
found to explain the results shown in fig. 23, where the 
overall convective heat transfer coefficient was found to 
decrease with increases in the cell height, for the sane 
AT. 
However, as the height is further increased, the stagnant 
central region could become unstable and thus breaks up 
into a third vortex. It is thought that once this occurs, 
any further increases in height would not result in any 
appreciable reduction in the overall convective heat 
transfer coefficient. This latter argument was explained by 
Koutsoheras (Ref. 19) as follows: - As the hot fluid rises 
around the region of the right hand spacer and falls around 
the region of the left hand spacer; and because of the 
relatively longer distance of travel upwards and downwards, 
the centre region which has low convective motion and thus 
low inertia becanes unstable and, thus breaks up into a 
vortex. 
5.7 CONCLUSIONS 
The results obtained show that increasing the height of the 
air-cells, created by using a slatted CSD, for a constant 
cell-width and temperature difference, would result into 
lower convective heat transfer rates. However, the most 
significant reduction would occur at about a height of 
30nm. Further increases in 
, 
height would not result in 
further appreciable - decreases in the convective heat transfer. 
If .. we consider that the higher the air-cells are in practice, the more the quantity of the CSD material would be 'needed.. This would certainly mean high initial capital investment for the CSD structures. As a canpromise between 
heat losses and cost therefore, 30ran was considered a 
critical value for the height of the slatted CSD., 
By relating -, this-, conclusion to that arrived at in the 
theoretical ', study, the corresponding width of the air-cells 
for which convection could. be-', minimized should therefore 
not be more than 6mm. 
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Fig-21a- Inferferogram for L=10mm (Ax =1,0 ), AT=46.2° C, Ra = 4001 and ck = 30° 
Fig"2Tb" 1nterferogram for L=20mm(A, (=0,5), AT=41.6°C, Ra=2.93x104 and =30°" 
Fig 21L lnferferogram for L =50mm(Ak=0,2), OT=41.40 C, Ra=4.67x105 and =30 
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F ig. 28a. As for fig. 2}a, except AT = 30.8f C and Ra = 3013 
r? ' 
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Fig. 29b. As for fig-2-+b, except AT = 31. 'C and Ra =246x104 
Fig"2Bc" As for fig" 2-+c, except AT =34.1° C and Ra = 4.03 x 105 
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CHAPTER SIX 
PREDICTION OF THE EFFICIENCY OF THE SLATTED-CSD COLLECTOR. 
6.1 EXPRESSIONS FOR COLLBCTOR EFFICIENCY AT STEADY-STATE. 
The following expressions may be used in defining the 
steady-state collector efficiency (Ref. 35): - 
(i) %t = 
lop 
- U(T_- TE) (148) 
I 
where '1or is the optical efficiency, i. e. the fraction of 
the total solar insolation I, at collector aperture that is 
absorbed by the receiver; U is the overall heat transfer 
coefficient fron the receiver surface to the ambient 
environment defined relative to the collector aperture area. 
(ii)'i41= F[ Tot - U(Tc - T. )] I 
(149) 
where 
F is the efficiency factor and T; is the mean 
temperature of the heat removing fluid, i. e., 
Tf = (TTn +7) /2 (150) 
The efficiency factor is generally the ratio of the thermal 
conductance from the heat removing fluid to the ambient 
environment, to the thermal conductance fron the receiver 
surface to the ambient environment. 
i)LV- = Fg (Ir - U(T,., - T. ) (151) 
where FR is the heat removal factor. It relates the actual 
useful gain of the collector to the useful gain if the 
whole collector surface were at the fluid inlet temperature. 
(iv) L= F [1q - U(T ,-T,, )l (152) 
F-"-4 Ft U mý Ce 
where Äe is the collector aperture area and m and Cp are 
the mass flow rate and specific heat at constant pressure 
respectively, for the heat removing fluid. 
The first` expression is more convenient in expressing a theoretically- predicted efficiency, whereas the others 
-152- 
hold when experimental data are to be correlated. 
6.2 THE OVERALL HEAT TRANSFER COEFFICIENT, U. 
Because the ultimate objective in using the CSD will be to 
completely suppress convection, it was therefore assumed 
that for average receiver surface temperatures of up to 
150°C, the convective flow will remain within the base flow 
regime (Ref. 17). Heat losses from the receiver would 
therefore occur by conduction and radiation across the 
air-gap, conduction through the spacers and the insulation 
at the back of the receiver. It should be noted that m 
air-cells of width W each would be formed using (m+l) 
spacers of thickness t each; And that the aperture width of 
the collector unit so formed would be: - 
WCA = [m W+ (m + 1) t] (153) 
whereas, the collector aperture area Äp would be: - 
4=Z Wem= Z[m W+ (m + 1)t] (154) 
To facilitate visualization of the collector, refer to 
fig. 2. To further facilitate perception, ' all quantities 
associated with the collector's receiver and glazing would 
henceforth be subscripted with the letters r and g 
respectively. 
6.2.1 Heat transfer coefficient for radiation between the 
receiver and the glazing, hz. 
The net rate of heat losses Qs, by thermal radiation from 
the receiver area A, may be expressed as follows (Ref. 37): - 
QI = 9, e (Tr -+) (155) 
C ýý 
+(Ar 
) Fru 
'ä/ .0 
ES - 
where Fra is the radiation view factor for the two areas. 
However, ` Air=Ä9=mwZ. Therefore, the radiative heat flux qs 
with respect to the aperture area can be expressed as: - 
- ql =m Wo-(t - 
4) (156) 
/'(I- 
Ed +1+ 1F9 VýL 
Fij 
1 
-9 
The heat transfer coefficient for radiation h1, from the 
receiver to the glazing with respect to the aperture area, 
-153- 
can therefore be expressed as: - 
h1 =q (157) 
-T9 (Tr 
6.2.2 The heat transfer coefficient for conduction via the 
air-gap, h,,. 
The rate of heat losses via conduction across the air-gap 
may be expressed according to Fourier's law (Ref. 36), i. e.: - 
Qý = 
A' KO. (Tr - T9 ) (158) 
The conductive heat flux rate, with respect to the 
aperture area may be expressed as: - 
qi = mWK0(Tr -Ts ) (159) 
LW"L 
It therefore follows that the conductive heat transfer 
coefficient h., would be: - 
h2. = (160) 
(Tr - 
6.2.3 The heat transfer coefficient for conduction via the 
CSD structures, h,, - 
By using the Fourier's law as well, the rate of heat losses 
via conduction through the spacers can be expressed as 
follows: - 
= (m + 1) tZ Ks (Tr -) (161) 
The conductive heat flux rate q3, with respect to the 
aperture area would therefore be: - 
93 = (m + 1) t KS (T,. ) (162) 
Therefore, the heat transfer coefficient for conduction via 
the spacers would be: - 
h3 =9 (163) 
r 
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6.2.4 The heat transfer coefficient for conduction across 
the back insulation of thickness d. 
The rate of heat losses via conduction across the back 
insulation of thermal conductivity Kb may be expressed 
according to Fourier's law as: - 
Q6 =Z We-, L Ki, (Td ) (164) 
The conductive heat flux rate q6, with respect to the 
aperture area would be: - 
qý = Kb i? 'rý To (165) 
Therefore, the heat transfer coefficient hs, can be 
expressed as: - 
h6 =q (166) 
r- TM 
6.2.5 The heat transfer coefficient for convection over the 
glazing. 
Duffie and Beckman (Ref. 37) intimated that the heat 
transfer coefficient for forced convection over the flat 
glazing, may be estimated from: - 
h4 = 5.7 +3.8v (167) 
where v is the estimated wind speed in m/s. 
6.2.6. Heat transfer coefficient for radiation from the 
glazing to the surrounding environment. 
The net rate of heat losses via radiation from the glazing 
to the surroundings may be expressed as (Ref. 37): - 
45 =ZW V(T9 - TQ4) (168) 
The radiative heat flux rate q5, with respect to the 
aperture area would be: - 
q5 = Fa (Tý4 - Tq4) (169) 
Therefore, 'the heat transfer coefficient for radiation h5, 
fran the glazing to the surroundings, may be expressed as: - 
h5 
_ 
(170) 
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6.2.7 Expression for the overall heat transfer coefficient. 
The equivalent thermal circuit for the steady-state heat 
losses from the receiver of the slatted CSD collector, to 
the surroundings is depicted in fig. 29. It can be shown by 
electrical network analysis that the overall heat transfer 
coefficient is given by: - 
U=[t, & +Ut] (171) 
where U. is the heat transfer coefficient fron the receiver 
surface exposed to solar-radiation and the surroundings, 
i. e., -1 
Ut =1+1 (172) 
E(h, 
ý+ hs) (hi + ha +3 
In order to estimate the overall heat transfer coefficient 
at any chosen mean receiver temperature, the average 
temperature of the glazing must first be estimated. The 
process, however, is iterative because the temperature of 
the glazing is expressed in terms of heat transfer 
coefficients which depend on it. For example, by noting 
that the heat losses from the receiver surface (i. e. the 
surface exposed to solar-radiation) to the glazing, is the 
same as fram the receiver surface to the surroundings, Ts 
can thus be expressed as: - 
T9= Tr -Uo (Tr -T) (173) 
(hl +1+3 
For a chosen receiver temperature Tr, a guess was thus made 
for the value of T. The respective heat transfer 
coefficients that make up U. were then evaluated. These 
were in turn used to evaluate a new value for T9. This 
process was repeated until the values predicted for 
converged. The overall heat transfer coefficient was then 
evaluated on the basis of the converged Tg value. 
6.3 PREDICTED COLLECTOR EFFICIENCIES. 
The collector considered is single glazed, i. e. using glass 
with T. g =0.90 and ES =0.90. Glass is considered for the 
glazing material because of its toughness and good 
weatherability. The receiver and the glazing are separated 
by a 3omr air-space. This being the critical height 
previously discussed. The air-space is subdivided into 
small air-cells each of width 4ncm so that the air-cell 
aspect ratio is less than 0.2.. The receiver is insulated 
-156- 
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from the back, using 5an thick fibreglass of thermal 
conductivity of about 0.04 W/m K. A wind speed of about 
3m/s is assumed, whereas the solar-radiation is taken at an 
average incidence angle of 30At this incidence angle, 
solar radiation would cross about four spacers before 
reaching the receiver. This therefore allows the worst 
expected situation within about a five-hour daily 
collection of the Sun's energy to be studied. 
Fig. 30 shows the predicted efficiencies, as compared with 
that previously predicted for the GBC evacuated-tube 
collector, for the following specifications of the 
slatted-CSD collector design parameters. 
(i) Graph B: - 
Shows the slatted-CSD collector with a selective 
coating on the receiver plate and employing lm thick FEP 
Teflon spacers, i. e. Er =0.10, «C =0.90, KS =0.202 W/Sm K 
and t--lm. 
(ii) Graph C: - 
As in B, except without selective coating, i. e. 
Er=0.90, '( =0.95, K5 =0.202 W/m K and t--lm. 
(iii) Graph D: - 
Shows the slatted-CSD collector with a selective 
coating on the receiver plate and employing 0.1mm thick 
glass spacers, i. e. F-r =0.10' o( =0.90, K5 =1.1 W/Sm K and 
t=O. 1M. 
(iv) Graph E: - 
As in D, except lmn thick glass spacers employed, 
i. e. Er=0.10, c(=0.9H, KS =1.1 W/m K and t=lmm. 
Fig. 31 shows the variation of the heat exergy rate per unit 
aperture area and the exergetic potential, with the mean 
receiver temperature for the collectors shown in fig. 30. 
The exergetic potential is a measure of the ability of the 
heat energy retained by the collector, to be translated to 
work, whereas the heat exergy is the maximtun amount of the 
heat energy which is available to perform work (Ref. 38). 
It can be seen that the evacuated-tube collector shows 
better thermal performance than all the slatted-CSD 
collectors considered. However, the Slatted-CSD collector B 
which employs FEP Teflon as spacer material and with 
selective optical coating on the receiver surface shows the 
best thermal performance than that indicated for the 
standard collector without CSD. FEP Teflon would therefore 
be the best material for the spacer structures because of 
its low thermal conductivity of 0.202 W/m K and high 
transmissivity of about 0.96. Whereas glass has a thermal 
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conductivity of 1.10. W/m K and transmissivity of about 0.90. 
Graphs E, D and F show that a Collector employing a CSD, 
where convection is suppressed, could still have a poorer 
thermal performance than a standard collector (i. e. without 
CSD), depending upon the thickness of the spacers. For 
example, the slatted-CSD collector employing lnm thick 
glass spacers (i. e. Graph E) has a heat transfer 
coefficient comparable with that for the standard 
collector, i. e. U=7W/ft. However, its thermal performance 
is still poorer because of its lower optical efficiency as 
the result of attenuation of the solar-radiation by the 
glass spacers. If the thickness of the glass is reduced to 
0. lmm (i. e. Graph D), the reduction in overall heat 
transfer coefficient at higher temperatures compensates for 
the loss in optical efficiency and thus results in higher 
collector efficiencies than for the standard collector. 
However, glass thicknesses of the order of g. lrrm are hard 
to come by, whereas FEP Teflon is available in thicknesses 
of even less than 0. lnm. 
6.4 CONCLUSIONS. 
The predicted performance curves for the slatted-CSD 
collectors reveal that the use of a selective optical 
coating on the receiver plate and FEP Teflon as the spacer 
material, would give the best slatted-CSD collector thermal 
performance. For example, for values of (TT- Ta)/I between 
0.070 and 0.12 corresponding to average receiver surface 
temperture of about 1(äg C and 140°C respectively, collector 
efficiencies of between 52 */o and 39% could be attained. 
If, for example, a maximum temperature difference of about 
20°C is allowed between the receiver surface temperature 
and the output temperature of the collector, ethis could therefore result in output temperatures of 8e C and 120°C 
respectively. 
However, the maximum amount of thermal energy available to 
perform work is greater for the evacuated-tube collector. 
For example, at mean receiver surface temperature of 
130-140°C, which corresponds to the maximum exergetic 
'potential of about 0.096 for the slatted-CSD collector, a 
30 Z higher value is predicted for the evacuated-tube 
collector. 
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CHAPTER SEVEN 
ECONOMIC APPRAISAL 
In this chapter, the slatted-CSD and the evacuated-tube 
solar-energy collectors are appraised economically if each 
should supply the rate of heat energy requirement of the 
'King Tut' pilot power plant, whose power ouput is required 
to be 5KW. The assessment is based on the pay-back periods 
and the cost per peak watt. 
It was previously shown (i. e. in part A) that the idea of 
using the underground water in cooling the condenser of the 
Rankine-cycle is most desirable. The condenser temperature 
is therefore taken to be equal to that of the underground 
water estimated at 35° C. It is also assumed, from the 
performance tests conducted (Ref. 39), that the expander has 
an average efficiency equal to 60% of that of an ideal 
Carnot engine operating between the same temperatures. 
The average surface temperature of the collector is related 
to the output temperature by a temperature difference which 
is bound to occur because of thermal resistances between 
the receiver and the Rankine-cycle working fluid, i. e., 
Average receiver = Collector output + Temperature 
temperature temperature drop 
Because of the difficulties in estimating the temperature 
difference, Robert (Ref. 40) assumed a 5% difference between 
the average receiver and output temperatures of the 
collector. However, in this study a less optimistic value 
of 20'C maximum, is assumed. This should be regarded only 
as a crude estimate. In practice, it will depend on the 
conductance between the receiver surface and the working 
fluid as well as the mass flow rate of the working fluid. 
For a chosen output temperature the mean receiver 
temperature is therefore estimated by adding 20°C. By using 
the insolation value of 800 W/nrand the ambient temperatue 
of 45°C used in predicting the collectors's efficiencies, 
the ratio (Tr-Ta)/I is evaluated and the corresponding 
collector efficiency read off from fig. 30. The slatted-CSD 
collector whose thermal performance is represented by graph 
B in fig. 30 is used. 
The overall efficiency of the pilot power plant is defined 
simply as the product of the solar-energy collector and the 
expander efficiency, i. e., 
overall = Collector X Expander efficiency efficiency efficiency. 
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The rate of input solar-energy into the system would be the 
ratio of the output power (i. e. 5KW) to the overall system 
efficiency, i. e., 
Input solar-power = Output power[KW] 
[KW] Overall efficiency 
For an average five hour daily collection of solar power, 
the annual input solar power would be: - 
Annual input Input solar-powern 5)c 365 
solar-power 
(KW hr. ) 
Electricity is taken as the reference source of power. The 
cost of electricity which were to be incurred annually in 
order to provide the required amount of input power is 
referred to as the annual cost of power'saved. The cost of 
the annual power saved is therefore estimated from: - 
Annual cost 
of power saved 
Annual input 
solar power 
(KW hr. ) 
Cost of electricity X (£/KW hr. ) 
The initial capital investment on the collectors is obtained 
from: - 
Initial investment = Collector cost 
on collectors per unit area 
Collector area 
needed to meet 
the input solar- 
power, 
The cost of the CES evacuated-tube collector is estimated 
at £196/mz(Ref. 39). Robert (Ref-40) estimated the cost of a 
flat-plate collector at about E46/mi. However, a less 
conservative figure of E100/ma is assumed for the slatted- 
CSD collector in this study. 
THE SIMPLE PAY-BACK PERIOD (SPBD): 
This is a simple way of looking at an investment. The initial cost of the investment- (i. e. the cost of the 
solar-energy collectors in this study) is divided by the 
yield of the investment (in ottherwords the cost of annual 
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fuser saved) to give the number of years it would take to 
recoup the investment, i. e., 
SPBP = Initial capital cost of the collectors Ännual cost of power saved. 
However, this method assumes that the interest rate is 
zero, i. e. savings made in the first year will be worth the 
same as the savings made in the sixth year, say. Whereas, 
the savings made in the first year of an investment could 
be invested elsewhere and interest earned for five years 
and is therefore more valuable than the same savings in the 
sixth year (unless inflation is rampant and is therefore 
worthless). Similarly a sum of money in the future can be 
reduced according to the interest rate, to give it a 
present worth. This process is called discounting. 
PRESENT WORTH(PW): - 
If a sum of money G, is invested in the Bank with an 
annual interest rate i; then at the end of the first year 
the accumulated sum would become: - 
Si =G (l+i) 
At the end of the second year: - 
S2 = G(l+i) +G (l+i) i 
=G (l+i)2, 
Similarly at the end of the n" year: - 
Sn =G (l+i)" 
Therefore the present worth(PW) of a future sum of money 
can be expressed as: - 
PW = Future sum_ 
(1+i)" 
The present worth of a future sum of money is therefore, 
its value at the present time that with canpounded interest 
over a period under consideration, will be equivalent to 
the future sum. 
If, however, the payments of the sum G is regular and ' is made at the end of each year; then at the end of the first period, the accumulated sum of money S1 will only be the first payments made, i. e: - 
S1=G 
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At the end of the second year, the accumulated sum would, 
however, be: - 
S2 =G (1+i) +G 
= G[(l+i)+l] 
At the end of the third year, S3 would be: - 
S3 = G[ (1+i) +1] + G[ (1+i) +1] i+G 
=G[ (l+i)a + (1+i) + 1] 
Similarly, at the end of the n year, Sn would be: - 
Sn = G[(1+i) 
+ (1+if+ (l+i)+.,,... + (l+i) + 1] 
The sum of the bracketted series can be expressed as 
(Ref. 42) : - 
((l+i)ý - 1J 
i 
Therefore, the accumulated sum at the end of the n 
would be: - 
year 
Sn =G[ (l+i)ý - 1] 
i 
Applying the present worth formula , the present worth of the future sum Sn can be expressed as: - 
PW =G (l+ij - 11 
[i (1+i ] 
DISCOUNTED PAY-BACK PERIOD (DPBP): 
The discounted pay-back period may be expressed as 
follows (Ref. 43): - 
DPBP =n )c CB 
where, 
n= System's life-time 
CB = Cost-to-benefit ratio defined as (Ref. 43): - 
CB = Initial capital cost of the collectors 
Present worth 
where, - -° 
Present worth = Annual cost [(1 + i)-11 
of energy %( i (1 + i)" 
saved 
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i= Discount rate. 
A discount rate of 107. used by Jacques (Ref. 41) and also 
suggested by Malcolm (Ref. 44) was, considered a reasonable 
value and is thus used here. 
It should, however, be noted that if the cost-to-benefit 
ratio is greater than unity, the system will not be cost 
effective. 
The discounted pay-back period may thus be rewritten as: - 
DPBP = System's life-timeX Capital cost of collectors 
Annual cost o Power saved)c (l+i 1 
i (1+i)^ 
COST PER PEAK WATT: 
The cöst per peak watt for the solar-energy collector 
system is estimated fran: - 
Cost per = Collector cost + Cost of hardware 
peak watt output power in watts. 
where the hardware refers to the expander, feed-pump, 
condenser, pipework and other equipment that make up the 
pilot power plant. The cost of which is estimated at £30000 
(Ref. 39). 
These methods of economic assesment have therefore been 
applied to the evacuated tube and the slatted-CSD collectors 
against electricity, if each should supply the input power 
requirement of the 'King Tut' Rankine cycle pilot power plant, 
whose power output is required to be 5KW. 
Performance it moderate collector output temperatures of WC 
to 136C are considered. The appraisal is presented in _. Table 2 for an electricity cost of f0.05/KW hr. Fig-32 shows 
the estimated overall efficiencies and cost per peak watt 
for the pilot power plant, whereas fig-33 shows the pay-back 
periods against the cost of electricity for the two collectors. 
For the conditions considered in Table 2, the results indicate 
that over the life-time of about 20 years, the slatted-SSD 
collector would have a simple break-even time of about 2 years 
against electricity. Whereas that for the evacuated tube . collector would be about 3 years. However, when savings are 
discounted over the life-time, the'break-even times become 
about 4 and 7, years for the'slatted-CSD and evacuated-tube 
collectors respectively. The predicted costs per peak watt 
over the range of operating temperatures considered are 
lower for the slatted-CSD collector system than for the 
evacuated-tube collector system. For example, at collector 
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Overall system efficiency. 
CD 00 
W 
mt 
0m 
Cw 
oa K o 
CD wK 
ow 
c+ r 
wo 
M 
aw 
0 ýw 
0 
ýa 
bA 
OO 
cD cº K 
'd 
bW 
Ny 
60 
w C4 
O 
CD 
cla 
C) 
.o 
0 
n 
0 
ID 
o0 
4. 
m 9 
ao rt 
in 
nJ 
u No 
W 
Cost per peak watt' (S/W j 'ý ý' 
T_ 
X11 
o- 
y p` W 
I 
1 
bQ 
Q33 Im 
oaý 
ýe 
me 
_6m 
O1 
oý öa 
n 
d ýd 
J d d ID N 
rt 
S 
10 N 
rt 
U' 
xO 
m 
v- 
-" A 
Oý 
0O 
ä A 
O 
C 
dI 
Op 
oN OO 
1ý 
O 
O 
d- 
i 
p 
aN 
N0 
.ýO 
N_ r 
C 
N 
0 
o r. 
L 
O 
lb 10 
. 
i. 
: PIZ 
0 
o.. 
0 
O 
O 
-O 
tN 
n 
rt 
w 
1a 
-168- 
O 
N 
/ 
/ 
/ 
/ 
t 
i 
1 
fir . --------- 
d rn 
°ý Ndh. 
HO 
ro .oä 
to 
rt 
10 
O 
'1 
Discounted pay-back period (Yrs) 
:1 n+ ý+ s. !no. b6C. bo00 
TC 
06 
Q 
oQ 
InA 
'0Ö 
11 
Simple pay=back period [Yrs] 
r :ýN W 
O 
-169- 
output temperature of about 120 C, tl 
system would give one peak watt at a 
Whereas the evacuated-tube collector 
£9.4 per peak watt, i. e. about 11.2yo 
watt. 
e slatted-CSD collector 
cost of about E8.45" 
system would give about 
higher cost per peak 
However, it is pertinent to mention that for all the collector 
output temperatures considered, higher overall system 
efficiencies are predicted for the evacuated-tube collector 
system than for the slatted-CSD collector system. For example, 
at a collector output temperature of 120° Ct which corresponds 
to the maximum overall efficiency of 5.1% for the slatted- 
CSD collector system, a 7.2% overall efficiency is predicted 
for the evacuated-tube collector system. 
CONCLUSIONS 
In using solar-power to activate the 5KW organic Rankine- 
cycle pilot power plant, it is considered that a flat-plate 
solar-energy collector with an effective convection 
suppression device and an initial capital cost of about £100 
per square meter, would be more cost effective than the 
evacuated-tube collector for operating temperatures of 80° C 
to 1200C. This follows from the predicted discounted pay-back 
period of about 4 years for the slatted-CSD collector as 
against about 7 years for the evacuated-tube collector. Lower 
cost per peak watt of about £(8.45-9.13) is also predicted 
for the slatted-CSD collector system as compared with £(9.4- 
11.33) for the evacuated-tube system, depending upon the 
operating temperature. 
However, these economic advantages for the slatted-CSD 
collector system over the evacuated-tube collector system 
would occur at the expense of the overall system efficiency. 
For example, at an operating temperature of about l2CP C 
which corresponds with the maximum overall efficiency of 5.1% 
for the slatted-CSD collector system, the evacuated-tube 
collector system could give 7.2y'ß, overall efficiency. It iss 
however, considered that this draw-back is compensated for 
by the lower initial capital investment, lower break-even 
time and cost per peak watt. 
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CHAPTER EIGHT 
CONCLUSIONS AND RECOMMENDATIONS 
In practice, the slatted-CSD studied would consist simply 
of a set of high transmissivity spacers, oriented along the 
east-west direction and normal to the collector absorber 
and glazing. The spacers would subdivide the air-space 
between the receiver and the glazing into smaller air-cells. 
In this study, however, the collector was simulated using a 
rectangular box bounded at the top and bottom by aluminium 
alloy plates. The bottan plate was heated from below and 
the top plate cooled to simulate the receiver and glazing 
respectively. The air-space between the top and bottom 
plates was subdivided into smaller air-cells using perspex. 
The theoretical study carried out showed that, for minimal 
convective heat transfer from the bottom plate, the 
air-cell aspect ratio should be about 0.2. And that the 
spacer material should have a low thermal conductivity and 
also be as thin as is practicable. 
However, because the air-cell aspect ratio is the ratio of 
width-to-height of each of the air-cells, a criterion for 
stating either the cell-width or the cell-height became 
essential. This was to enable define the size of the 
air-cells. 
The experimental study was therefore set up to investigate 
the effect on convective heat transfer of decreasing the 
air-cell aspect ratio by varying the cell-height, for 
constant cell-width. The results obtained showed that, for 
a fixed temperature difference across the air-cells, the 
overall convective heat transfer coefficient decreased with 
increase in the cell-height. However, the most significant 
reduction occurred at about a height of 30mKn. In view of 
this and the fact that further increases in cell-height 
would in practice mean higher capital investment on the 
spacer material; 30nm was therefore considered a critical 
height for a slatted-CSD. 
The steady-state thermal performance of a flat-plate 
solar-energy collector, employing (i) glass and (ii) Teflon 
FEP as spacer material, was analysed theoretically for a 
cell-height of 30mm and cell width of 4mm. The glazing was 
taken to be made of glass in all cases. It was, however, 
assumed'-that convection in the air-cells would remain 
within- the 'base flow regime for receiver surface 
temperatures of up to 150°C. The analysis showed that Tefon 
FEP would give better collector thermal performance than 
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glass, because of its lower thermal conductivity and higher 
transmissivity. It also has the advantage of being 
available in very thin thicknesses (e. g. less than lm). 
With lam thick Teflon FEP as spacers and a selective 
optical coating on the receiver, collector efficiencies of 
between (52-s39)°ß were predicted for collector output 
temperatures of between (35.75)° C above the ambient 
temperature. This thermal performance was, however, found 
lower than that predicted for the evacuated-tube collector. 
However, the economic appraisal carried out showed that, 
for moderate collector output temperatures of (80.120)° C, 
the slatted-CSD collector with an initial capital cost of 
about £100/rr would be more cost effective than the 
evacuated-tube collector employed to activate the 'King 
Tut' pilot power plant. This followed from the predicted 
simple break-even time against etec. iricity vF Qba ty years for 
the slatted-CSD collector system and 3 years for the 
evacuated-tube collector system. However, when savings were 
discounted over the system's life-time of 20 years, the 
break-even times became 4 years and -- years for 
the slatted-CSD and evacuated-tube collector systems 
respectively. The economic advantage would, however, occur 
at the expense of the system's overall efficiency. The 
overall efficiency could fall by an average value of about 
23% depending upon the operating temperature. 
RECOMMENDATIONS 
The followings are suggestions for further studies: - (i) As intimated by Hollands et al (Ref. 8), perhaps 
convective rolls may form both along the upslope and longitudinal directions of the air-cells. A comprehensive 
flow visualization tests should be carried out along the 
two directions, so as to establish the direction in which 
the convective rolls is strongest. 
(ii) Perhaps slatts oriented at 450 to the two directions 
could reduce the extent of the convective phenanena in both 
directions at the same time. 
(iii) Correlations for the average Nusselt number against 
the Rayleigh number for air-cell aspect ratios of less than 
unity. It is, however, envisaged that this may be 
practicable only when the cell-width rather than the 
cell-height is varied. The latter case would enable dynamically similar situations to be compared. 
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(iv) The use of finer grid-size in the numerical study. 
This may reveal secondary flow formation. It should, 
however, be noted that disproportionate increase in the 
running time for the cunputer program may occur. 
(v) Extension of the theoretical study to include 
three-dimensional and radiation effects. 
(vi) Construction and testing of the collector unit. 
(vii) Study of a means of minimizing the thermal resistances 
across the ball-and-socket joint employed with the 
high-vacuum solar-energy collector. 
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APPENDIX A 
COMPUTER PROGRAM FOR THE FINITE-DIFFERENCE SOLUTION TO A 
LAMINAR FREE CONVECTION HEAT TRANSFER PROBLEM IN AN 
INCLINED RECTANGULAR AIR CAVITY HEATED FROM BELOW. 
The computer program referred to in section 4.4 of chapter 
four is hereby presented. It should be noted that the 
computer does not recognise subscripts and Greek alphabet. 
Some of the quantities in the text which are denoted by 
subscripted and Greek symbols are therefore replaced with 
more convenient symbols in the program. These symbols and 
others are first defined for easy apprehension of the 
program. The rest of the symbols are as defined in the text. 
AX Air-cell aspect ratio. 
AS Spacer aspect ratio. 
AD Switch which indicates the 'Zig'' boundary 
condition. 
DEG Angle of tilt in degrees. 
EPS Allowable error between successive values. 
MRUN Number of iterations. 
NDXS Number of grid-divisions in the X-direction of the 
spacer. 
RK Ratio of air to spacer thermal conductivities. 
Also used as a switch to indicate the 'LTG' 
boundary condition. 
M XR Maximum number of iterations allowed. 
SF Dimensionless streamfunction. 
TC Dimensionless air-cell temperatures. 
TS Dimensionless spacer temperatures. 
VO Dimensionless vorticity function. 
NSF 
NZC 
Counters. 
NTS 
NVO 
YNU Nusselt number. 
The flow chart for the sequential execution of the proram is shown in fig. Al. 
It should also be noted that: - (i) If the 'ZHF' boundary condition is assumed, then the 
following variables should be assigned the quantities 
stated below: 
AD = 1.0 
RK = 2.0 
AS = 0.0 
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(ii) If the 'LTG' boundary condition is assumed, then the 
following variables should be assigned the quantities 
stated below: 
AD = 2.0 
RK = 0.0 
AS = 0.0 
(iii) If, however, the effect of the spacer thermal 
property is to be considered, then: 
AD = 2.0 
whereas 'RK' and 'AS' should take the values you intend 
them to have. 
Points of equal temperatures and streamfunctions were 
located using a subroutine called 'SORT', which is 
presented after the main program called 'LFC'. The 
locations are obtained by linear interpolation of the 
computed values at the grid-points. The following variables 
are defined with respect to the subroutine: - 
FUC Function under consideration, e. g. SF, TC and VO. 
SVOF Specified value of the function whose locations 
are to be found and stored in the array (X, Y). 
NN Number of locations in the array (X, Y). 
M, N, NDX and MDY are as defined in the text. 
The output from the subroutine are therefore the locations 
(X, Y) and the number of locations 'NN', whereas the input 
are 'FUC' and 'SVOF'. 
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CC PROGRAM LFC. FOR 
CC*r**r***w*w*wrs*w**r**r*rr*rw*rr**wr*rrwr*wrt**rwwwwwr*ww* 
PARAMETER(NOX=20, MDYz2O, NDXSz2O, Bs1.2" 
1 PR=0.733"PIz3.14159) 
DIMENSION YNU(2: NDX+2), TC(NIX+3#MDY+1)*VO(NDX+3"MOY+1)" 
1 SF(NDX+3iMDY+1)PSSFCNOX+3PMCY+1)rTS(NOXS+3rMDY+1)i 
2 STS(NDXS+3, MCY+1), STC(NDX+3. MDY+1)"SVO(NDX+3. MDY+1) 
3 . YNUC(2.: N^X+2) 
CC**w*r**r*w*********r*www**rwww*r*wr**w**rwwwr*****ww**w*w 
RSAD(Sr*-) AX, RA, OEG, AD, RK, AS, EPS, MAXR 
TILT=DEGt0I/180.0 
OX=AX/FLOAT(NDX) 
0Ys1.0/FLOAT(MOY) 
DXS=AS/FLOAT(NDXS) 
R*OX/DY 
RS=OXS/DY 
N=NDX+2 
M=MOY+1 
NS=NOXS+2 
RSG=R**2 
RSSO=RS#*2 
DXSQ=DX**2 
OYSQ=CY**2 
CCRtw*t#**R*******RR**********t*R*#**t*#R*t****wt*R**R**R 
CC INITIALIZE ARRAY S BOUNDARY CONDITI3NS 
DO 15 J=1. M 
DO 10 : =1"N+1 
SF(I. J)=0.0 
VO(I"J)=0.0 
SSF(I. J)kO. 0 
SVO(Ii7)'c0'. O 
STC(I"J)*0. O 
TC(I. J)*1. O-FLOAT(J-1)*DY 
10 CONTINUE 
00 15 K=1. NS+1 
STS(KPJ)*O. O 
TS(KPJ)=1.0-FLOAT(J-1)*DY 
15 CONTINUE 
CC COMBUTE STREAM FUNTIONS 
2 CONTINUE 
5 00 35 J=2. M-1 
SF(3"J)*0! 25*SF(4, J) 
35 SF(N-1pJ)*O. 25*SF(N-2, J) 
DO 40 I=4"N-2 
SF(I. 2)=0: 25*SF(2.3) 
40 SF(I. M"1)*0.25*SF(IPM-2) 
37 00 45 I. 4. N-2 
00 SO J=3. M-2 
F1=SF(I+1. J)+SF(I-1, J) 
F2=SF(I. J+1)+SF(I. J-1) 
SF3=. F1+F2*RSC+VC(IoJ)*DXSD)/(2.0*(1.0+RS0)) 
S°(I. J')z5F(I"J)*(1. O-B)+B*SF3 
50 CONTINUE 
45 CONTINUE 
C(, ####f#RRRR#t*#*R#tt#Rw###R*#RR*RRtt11t RR***Rt**R##R**R 
CC TEST STREAMFUNCTIONS FOR CONVERGENCE 
00 52 J*2. M-1 
DO 52 I=3. N-1 
DIFF: ABS(SF(I"J)-SSF(I"J)) 
IF(OIFF. GT. EPS)GO TO 53 
52 CONTINUE 
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GO TO 54 
53 NSF: NSF+l 
54 CONTINUE 
CC*w#f*w*a*#aw*******w***a#ww}*********************º#i* 
IF(ABS(AD-1. ). LE. O. 001) GO TO 25 
IF(ABSCRK). LE. 0.00001)GO TO 21 
CC}*}*#i*i**********ft}}**w}*i*#i*ai*w*i}*ii**#**f##fi*#ifi# 
F=RK*DXS/DX 
IF(F. GE. 1. O)GC TO 400 
ý, ý#tifiitf#iiikt#iiiiitf fffif i#ifaafwlwffw#waf#ffwaa of º#fw#ºi 
CC COMPUTE FICTITIOUS TEMPERATURES AT THE SPACER ENDS 
DO 180 J=7. M-1 
TS(1iJ)sTS(3iJ)+Ff(4. *TC(N-1, J)-3. *TCCN, J)-TC(N-2, J)) 
TS(NS+1"J)-TS(NS-1*J)+F*(4. *TC(3., J)-3. *TCC2oJ)-TC(4#, J)) 
180 CONTINUE 
K1=2 
K2=NS 
GO TO '450 
CC#t###*******i#*#i******#t}f#tft**##*t##*#*#i*ii*i*##f#it# 
400 TS(2"J)=TC(N. J) 
TS(NS. 'J)'IC(2"J) 
K1=3 
K2=NS-1 
ýýf#fffiRifiRf i#f#afffi#af iAit##w#ai4i#w#ft#i#t}f#t#fk#f#f ti#fff 
CC COMPUTE SPACER TEMPERATURES 
450 DO 102 K"K1. K2 
DO 102 J=2"M-1 
T1=TS(K+1. J) 
T3=TS(K-lrJ) 
T2=TSCKPJ+1) 
T4=TS(K, J-1) 
T5sCTI+T3+RSS0*(T2+74))1(2. O. (1. O+RSSQ)) 
TS(K, J3=TS(K. J)*(1.0-B)+B*T5 
102 CONTINUE 
CCiii##irfwa: a. aa#aiawaºwaaaaaa#wasaarwwa#fw#w#aaiiwiwiiiw 
CC TEST SPACER TEMPERATURES FOR CONVERGENCE 
DO 55 J=1"M 
00 55 K=1"NS+1 
DIFF=ABS. (TS(I. J)-STS(I. J)) 
IF(DIFF. GT. EPS)GO TO 56 
55 CONTINUE 
GO TO 57 
56 NTS=NTS+l 
57 CONTINUE 
GO TO '23 
CC*if###***#***. ****f**a#i*fi#ii##**#***ti#**iat##*#ai# 
CC COMPUTE AIR-CELL BOUNDARY TEMPERATURES FOR THE 
CC ADIABATIC BOUNDARY CONDITION. 
25 00 183 J=20-M-1 
TC(2iJ)=C4. *TC(3"J)-TC(4. J))/3. 
TCCN. J)=: (4. *TC(N-1"J)-TC(N-2oJ))/3. 
183 CONTINUE 
21 I1 3 
I2'N`l 
GO TO . 24 CC*####afa*******#tº##***##***##fiif**iit#####*##a##i*#*fi 
23 CONTINUE 
IF(F. LT. 1.0)THEN 
DO Si J=2"M-1 
TC(2, J)sTS(NS, J) 
Si TC(N, J)*TS(2, J) 
I1 3 
I2=N-1 
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ELSE 
CC COMPUTE FICTITIOUS TEMPERATURES AT THE AIR-CELL 
CC ENDS. 
DO 410 J=2"M-1 
TC(1, J)sTC(3, J)+C-3*TS(NS, J)+4. *TSCNS-1, J)-TS(NS-2, J)) 
1 /F 
410 TCCN+IýJ)=TC(N-1, J)+(-3. *TS(2, J)+4. *TS(3*J)-TSC4pJ)) 
1 /F 
1122 
12=N 
ENDIF 
CC COMPUTE INTERIOR AIR-CELL TEMPERATURES 
24 00 65 . I*11, I2 DO 65 J=2. M-1 
GAM-SF(1+1sJ)-Sr(I-1, J) 
DSL=SF"(I, PJ+1)-SF(I"J-1) 
T1sTC(I+1rJ) 
T3=TCC1-1"J) 
T2=TC(I, J+1) 
T4=TCCIvJ-1) 
T3*2. O*CT1+T3)+2.0*RSO*CT2+T4) 
IF(DEL. GE. O. O)GO TO 70 
Clz-R*DEL 
C2 C1*T1 
GO TO 75 
70 C1"R*DEL 
C2=C1*T3 
75 IF(GAM. GE. O. O)GO TO 85 
C3=-R*GAM 
C4=C3*T4 
GO TO 90 
85 C3zR*GAM 
C4sC3*T2 
90 TEXCTS+C2+C4)/(4.0*(1. O+RSO)+C1+C3) 
91 TC(I"J)=TCCI. J)*(1.0-B)+D*T8 
65 CONTINUE 
CC TEST AIR-CELL TEMPERATURES FOR CON VERGENCE 
00 58 Js2"M-1 
00 58 I=2. N 
DIFF: A5StTCCI. J)-STC(I. J)) 
IFCOIFF. GT. EPS)GO TO 59 
58 CONTINUE 
GO TO 22 
59 NTC=NTC+1 
22 CONTINUE 
CC******************* ********************************** 
CC COMPUTE AIR-CELL BOUNDARY VORTICITIES 
145 DO 95 J=1. M 
VO(2. J)2(SF(4. J)-?. 0*SF(3. J))1(2.0*OXSO) 
VO(N*J)z: CSFCN-2pJ)-3.0*SFCN-1, J))/(2.0*D%So) 
95 CONTINUE 
00 100I=3. N-1 
VOCI. 1)=CSF(I. 3)-S. O*SF(1.2))/(2. C*OYSO) 
VOCI. M)s(SF(I. M-2)-8.0*SFCI. M-1))/(2.0*DYSý) 
100 CONTINUE 
CC#iftiRffa*Aff}ff*R*Rfff**flffffff Rfffffffff}fifffff** RR. RRf RfRR 
CC COMPUTE INTERIOR AIR-CELL VORTICITIES 
00 125 lit!, -N-1 
DO, 125 J-2. M-1 
V1 VOCI+1"0J) 
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V3=VO(I-1. J) 
v2=Y0(i. J+1) 
V4=VO(I. J-1) 
T1=TC(I+1. J)-TC(I-1. J) 
T? =TC(I. J+1)-TC(I, J-1) 
V5=?. O*(V1+V3)+2'. n*RSQ*(V2+Y4)+RA*COS(TILT)*T1*DX 
1 -RA*SIN(TILT)*T2*R*DX 
GAM=SF(I+1. J)-SF(I-1. J) 
DEL=Sr(I. J+1)-SF(I. J-1) 
IF(OEL; GE. O. O)G0 TO 130 
C2=-DEL*R/PR 
C3=C2*v1 
GO TO 135 
130 C2=DEL*R/PR 
C3=C2*V3 
135 IF(GAM. G°. 0. O)GO TO 140 
C4=-GAM*R/PR 
CS=C4*V4 
GO TO 150 
140 C4=GAM*R/PR 
C5=C4*V2 
150 V8s(V54C3+C5)/(4.0*(1.0+RSQ)+C2+C4) 
151 VO(I. J)ZVO(I. J)*(1. O-B)+B*V8 
125 CONTINUE 
CC**x*******r*w*****x*xw*****************r*********wxx**ww*r 
CC TEST YCRTICITY FOR CONVERGENCE 
DO 141 Js1. M 
DO 141 Iw2, N 
DIFFsAESIVO(I. J)-SVO(I. J)) 
IF(DIFF. GT. EPS*1O. )G0 TO 142 
141 CONTINUE 
GO TO 143 
142 NYOsNVO+1 
143 CONTINUE 
CCrxxwrwwwrwwawwxxxrxxrwrxxtrxxwwwwxwxwr*wrrxwrtrxwrx 
121 CONTINUE 
IF(MRUN. LE. MAX(NTC. NTS. NSF. NVO))GO TO 128 
GO TO 157 
123 CONTINUE 
IF(MRUN. GT. MAXR)GO TO 175 
MRUNsMRUN+1 
00 5011)*1. M 
DO 501 I 2. N 
SSF(I. J)4SF(. I. J) 
SVO(I. J)aVO(I. J) 
STCCI, J)*TC(I. J) 
501 CONTINUE 
DO 502 J*1. M 
DO 502 KE1. NS+1 
STS(K. J)*TS(K. J) 
502 CONTINUE 
GO TO 2 
157 CONTINUE 
CCx*****x****w**w**rr****w*w*w**rr****rx****w*r********** 
CC COMPUTE LOCAL NUSSET NUMBERS ON NOT SURFACE 
SUMM=0. 
00 155 Ie2. N 
YNU(I)zC3. *TC(I. 1)-4. *TC(I. 2)+TC(:. 3))/(2. *DY) 
155 CONTINUE 
ý, Cfffxx*lxxrrw}lwwwrxwwi wx wxffwQwwrwiwwxf xwffxrwxff*wf 
CC COMPUTE AVERAGE NUSSELT NUMSER ON THE HOT SURFACE 
CC BASED CN SIMPSON'S NUMERICAL INTERGRATION RULE. 
SUMMIX0 
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SUMM1sSUMM1+YNUC2)+YNU(N) 
SUMM280 
DO 700 123. N-1.2 
700 SUMM2s3UMM2+4. 'YNUCI) 
SUMM3=C 
00 800 I=4. N-2.2 
800 SUMM3*SUMM3+2. *YNUCI) 
SUMME(SUMMI+SUMM2+SUMM3)*DX/3. 
ANUmSUMMIAX 
CC#i*#rxx*xifaiiAfxxAtff Af *4AR#i#*RARAftARARf AffRRrArrRkx 
CONTINUE 
CC*xrxfxxixxiA*rxA#ri#ira#frxrrrrf trt#sf riAf AfffRr##A 
IF(AD. EQ. 1.0)THEN 
WRITE(9p8) 
8 FORMAT"(IHD, 'ADIABATIC BOUNDARY CONDITION ASSUMED') 
ELSEIF(RK. EQ. 0.0)THEN 
WRITE (9p7) 
7 FORMATC1HO, 'LINEAR BONDARY TEMP. DISTRISUTION ASSUMED') 
ELSE 
WRITE (9,4) 
4 FORMAT: C1H0. 'REAL SPACER CONSIDEREC') 
ENDIF 
CC*f***x*f#*********rffx***a***A*rff*A*f**A#*r#*A**R**#****R 
WRITE (9, *) 
WRITEC9.5C0)CEG. RA. AS 
S00 CORMAT: (1HC, 'TILT ANGLE=', F4.1,5X, 'RALEIGH NUMBER=', 69.1. 
1 5X, 'SPACER ASPECT RATIO='. F10.3) 
WRITE(9.550)AX, RK 
550 FORMAT(IM 'CELL ASPECT RATIOs'. F7.5. SX. 'AIR TO SPACER' 
1 CONOUCTIVITIES='. F1O. 3) 
WRITEC9.56O)AS*RK, NDX+I, MDY+1 
560 FORMAT: C1M . 'CELL COUPLING FACTOR=', F9.3.2X, 'GRI3 SIIEs'. I2, 
CCa*****A*ff*fx**fRf*x*xxxR******Att*xrx**Rrt*R*#f***f#a***a** 
508 WRITEC9.900) 
900 FORMAT(IHO. 'HOT PLATE LOCAL NUSSELT NUMBERS') 
WRITE(9. *). (YNU(I). I 2. N) 
CCffxAýrxAAxf#arAr##AAfArfrfrxxrxx#xrxixxxrrftfra#aeiA 
WRITE(9o940)SUMM/AX 
940 FORMAT"(1HC. 'AVERAGE NUSSELT NUMEERs', F5.3) 
Cý#aiifAirxxxffrxa#tfAi#rxffAfiAfArrfr*4Ax RtAttttAt#fffA 
CC*******r****r*R**ff**ff*R***t***#**r#*f*ff**a**ra#r**R* 
175 CONTINUE 
509 IF(MRUN. tE'. MAXR)GO TO 176 
WRITE C9.177)AX. RA. OEG. RK 
177 FORMAT(1H0. 'ASPECT RATIO! '. F7.5.5X, 'RALEIGH' 
I 'NO.  ', F9.1.5X. 'TILT '. F4.1,5X. 'AIRISPACER' 
2 'CONDUCTIVITYs', F5.3) 
176 WRITE(9,12)MRUN. NSF. NTS, NTC, NVO 
12 FORMAT: CIMO. 'MRUN=', 15.2X, 'NSF='. I5.2X, 'NTS$'. I5.2X. 
I 'NTC='', I5.2X. 'NVO='. 15) 
11 CONTINUE 
STOP 
END 
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CC PROGRAM SUBROUTINE SOFT. 
SUBRUUTINE SORT(SVUF, FUC, M, N, ADX, MUYPX, Y, NN) 
DIMENSION FUC(NDX+3, MCY+1), XC300), Y(100) 
NN=0 
00 7000 J"1, M 
DO 7000 I'2, N-1 
IF(FUC(I, J). Li. SVCF. ANJ. FUC(I+1, J). GE. SVOF)GJ TO 8000 
IF(FUC(I, J). GE. SVCF. ANU. F00(I41, J). LE. SVOF)GO TO S300 
GO TO 7000 
8010 NN=NN+1 
IFCFUC(I,, s). EG. FUC(I+I, J))TMEP 
FSuc. 
ELSE 
FS=CSVOF-FUCCI9J))/CFLC(I+19J)-FUCCIrJ)) 
ENDIF 
GO TO 6000 
9000 NN-NN+1 
IF(FUC(I, J). EC. FUC(I+1 J))THEN 
FS-C. 
ELSE 
FS-(FLCCIsJ)-SVOF)/(FUCCI, J)-FUCCI+I, J)) 
ENDIF 
6000 X(NN)aCFLCAT(I-2)+FS) 
YCNN)*FLOAT(J-1) 
T000 CCNTINUE 
00 1ICO I=2. N 
DO 1100 Ju1, M-1 
IF(FUC(I. J). LE. SVCF. ANO. FUC(I9J+1). GE. SVOF)GU TO 1: OJ 
IFCFUC(I. J). GE. SVCF. ANO. FUC(I, J+1). LE. SVOF)GO TO 1300 
GO TO 1100 
1200 NN=NN+1 
IF(FUC(I, J). EC. FUC(I, J+l))THEI 
FS=O. 
ELSE 
FS=CSVOF-FUC(I, J))/(FUC(I, J+1)-FUC(I, J)) 
ENDIF 
GO TO 1400 
1300 NN=NN+1 
IFCFUCCI, J). EC. FUC(I, J+I))THEI 
FSsO. 
ELSE 
FS=CFUCCI. J)-SVOF)/(FL; C(l, J)-FUC(I, J+l)) 
ENDIF 
1400 X(NN)uFLOAT(I-2) 
YCNN) (FLOAT(J-1)+F$) 
1100 CONTINUE 
RETURA 
END 
