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BOUNDED INTEGRAL AND MOTIVIC MILNOR FIBER
ARTHUR FOREY AND YIMU YIN
Abstract. We construct a new motivic integration morphism, the so-call bounded integral,
that interpolates both the integration morphisms with and without volume forms of Hrushovski
and Kazhdan. This is done within the framework of model theory of algebraically closed valued
fields of equicharacteristic zero. As an application, we recover and extend some results of
Hrushovski and Loeser about the motivic Milnor fiber.
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1. Introduction
In their work [4], Hrushovski and Kazhdan develop a theory of motivic integration within
the framework of the first-order theory of algebraically closed valued fields of equicharacteristic
zero ACVF(0, 0). They work more specifically in a two sorted language with one sort VF for
the valued field, and one sort RV which is interpreted as the group RV(K) = K×/(1+MK) in a
valued field K with maximal ideal MK . One also adds to the language the canonical reduction
map rv : VF× // RV. The second author has given a account of this theory in the papers [13]
and [14].
Many thanks to Ehud Hrushovski and Franc¸ois Loeser for encouragements and enlightening discussions
during the preparation of this project. Thanks also to Raf Cluckers and Martin Hils for inspiring discussions
and comments. A.F. is supported by a DFG-SNF lead agency program grant (grant 200020L 175755).
1
2Let us describe briefly their main construction. One defines certain categories of definable
sets in VF (resp. in RV, in VF with volume forms, in RV with volume form) VF∗ (resp.
RV[∗], µVF[∗], µRV[∗]) and their associated Grothendieck rings KVF∗, KRV[∗], KµVF[∗]
and KµRV[∗]. The precise definitions will be recalled in § 3. Pulling-back from RV to VF
using rv yields rings morphisms
L : KRV[∗] // KVF∗
and
µL : KµRV[∗] // KµVF[∗].
The main result of [4] is that both L and µL are surjective, with kernels (P −1) and (P ), with
P = [1]1 − [RV
◦◦]1 an explicit element. One then denotes the inverse morphisms by∫
: KVF∗
≃
// KRV[∗]/(P − 1)
and ∫ µ
KµVF[∗]
≃
// KµRV[∗]/(P ).
Both of these morphisms can be considered as motivic integration morphisms, but they are not
directly related. Indeed in the ring KVF∗, the classes of two definable sets are identified if
there is a definable bijections between them. Whereas in KµVF[∗], two classes are identified
if there is a measure preserving bijection between dense subsets of the two definable sets.
The first goal of this paper is to show that the two morphisms
∫
and
∫ µ
can be interpolated
by a new integration morphism∫ ⋄
: KµVF⋄[∗]
≃
// KµRVdb[∗]/(P Γ),
which apprears as Theorem 6.27.
The objects of the category µVF⋄[∗] are made from proper invariant definable sets, that is,
bounded sets such that there is a tuple γ of elements in the value group such that the set
is a union of open boxes of valuative radius γ. The objects in µRVdb[∗] consists of definable
sets in RV that are doubly bounded in the sense that their image in the value group is doubly
bounded. See Definitions 5.27 and 4.9 for their precise definitions. We then get natural maps
from the bounded integrals to the unbounded ones, summarized in the following commutative
diagrams:
(1.1)
KµVF⋄[∗] KµRVdb[∗]/(P Γ)
KVF∗ KRV[∗]/(P − 1).
KµVF[∗] KµRV[∗]/(P )
∫ ⋄
//
 
&&▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼
&&▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼
∫ //
∫ µ
//
The general strategy for the construction of the bounded integral
∫ ⋄
follows roughly the
Hrushovski and Kazhdan’s one. One first defines a lifting morphism from KµRVdb[∗] to
KµVF⋄[∗], shows its surjectivity, then studies its kernel. On the technical side, in order to
stay within the category of proper invariant sets at each step of the construction, one is lead to
use proper covariant bijections. They are defined as follows, see Definition 5.1 for more details.
DefineMα to be the open ball around 0 in VF of valuative radius α, and set πα : VF //VF /Mα
the projection, and similarly if α ∈ Γn. A definable bijection f : A ⊆ VFn //B ⊆ VFn is said
to be proper covariant if there is α, β ∈ Γn such that A is α-proper invariant, B is β-proper
3invariant, and there is f¯ such that πβ ◦ f = f¯ ◦πα. Such objects have been used in [5]. In order
to show the existence of proper covariant functions adapted to our needs, one establish in Sec-
tion 2.3 some properties of continuous definable functions, reminiscent of those of continuous
definable functions in o-minimal theories which are proven for example in Chapter 6 of [11].
Our interest in constructing the bounded integral
∫ ⋄
arose from the work of Hrushovski
and Loeser [5]. Their main result is to provide an alternative proof of the fact that the Euler
characteristics of the coefficients of the motivic zeta functions are the Lefschetz numbers of the
monodromy. The original proof of Denef and Loeser [1] relies on resolution of singularities and
A’Campo formula, while this new proof avoids this, using instead a trace formula. In the last
part, they provide a new construction of the motivic zeta function and the motivic Milnor fiber
[1], showing that both can be recovered from a single definable set in VF. However, technical
difficulties, arising from the fact that the morphism [5, 8.1.4] is not surjective, contrary to what
is claimed in [4, Proposition 10.10 (2)], make their construction incomplete. The second goal of
this paper is to show that their construction fits naturally within the framework of the bounded
integral
∫ ⋄
, which provides a sounder foundation for it.
We now work in the theory ACVF(0, 0) with parameters C((t)). We will show that the target
rings of
∫
and
∫ µ
can be linked in the following diagram:
(1.2)
K† µVF⋄[∗] K† µRVdb[∗]/(P Γ)
KVF∗ KRV[∗]/(P − 1) K
µˆVarC[[A]
−1]loc.
K† µVF[∗] K† µRVbd[∗]/(P ) KµˆVarC[[A]
−1][T ]†
∫ ⋄
//
 
&&▼
▼▼
▼▼
▼▼
▼▼
▼▼
&&▼
▼▼
▼▼
▼▼
▼▼
▼▼
∫ //
∫ µ
//
Z
//
Θ◦Eb
//
− limxxqq
qq
qq
qq
qq
In the preceding diagram, the overscript † means that we are restricting to the subgroup of
integrable sets. The morphism Z, whose construction is inspired by [5], associate to a definable
set a power-series in T which turns out to be rational, lim associate to this rational function its
limit when T goes to +∞, and Θ ◦Eb is built from Euler characteristic applied to the Γ-part of
a definable set in RV. The composition Θ◦Eb ◦
∫
, usually denoted Vol and already constructed
by Hrushovski and Kazhdan, has been used in many applications, see [10], [7], [6], [3], [9], [5].
The diagram 1.2 is particularly interesting when applied to the following object. We consider
the so-called non-Archimedean Milnor fiber
X = {x ∈ X(M) : rv(f(x)) = rv(t)},
where X is a smooth connected complex algebraic variety and f : X −→ A1C a nonconstant reg-
ular function such that f(0) = 0. The definable set X is closely related to the nonarchimedean
Milnor fiber Fanf,0 introduced by Nicaise and Sebag in [8]. It is bounded, proper invariant, hence
we can take its class in K† µVF⋄[∗]. We will show that when we plug in X in Diagram 1.2, one
obtain the Denef-Loeser motivic zeta function in KµˆVarC[[A]
−1][T ]† and the motivic Milnor
fiber in KµˆVarC[[A]
−1]. One recovers in particular the fact that Vol(Fanf,0) is the motivic Milnor
fiber, without using resolution of singularities. This fact was already proven by Nicaise, Payne
and Schroeter in [7] (without taking the µˆ-action into account), Nicaise and Payne in [6] and the
first author in [3]. Those proofs rely on explicit computations using resolution of singularities.
We also reprove a version of the tropical motivic Fubini theorem of [6]. Let us finally remark
that the constructions and results of this paper are used by Fichou and Yin in [2].
The paper is organized as follows. Section 2 is devoted to recall and extend some results
about definable sets in ACVF(0, 0) needed for the construction of the bounded integral. In
particular, we prove some new results about continuous definable functions which could be of
4independent interest. The short Section 3 introduces notations from the original [4]. Section
4 is devoted to the study of doubly bounded definable sets in RV. We also build a retraction
map from the Grothendieck group of RV to the Grothendieck group of varieties and reprove the
tropical motivic Fubini theorem of Nicaise and Payne. We introduce in Section 5 the proper
special covariant bijections and establish the surjectivity of the lifting morphism. Section 6
studies its kernel and finish the construction of the bounded integral
∫ ⋄
. Section 7 is devoted
to the application to the Hruskovski and Loeser construction [5] and to the motivic zeta function
and Milnor fiber.
2. Technicalities
2.1. Setting and notations.
Notation 2.1 (Coordinate projections). For each n ∈ N, let [n] abbreviate the set {0, 1, . . . , n}.
For any E ⊆ [n], we write prE(A), or even AE when there is no danger of confusion, for the
projection of A into the coordinates contained in E. It is often more convenient to use simple
standard descriptions as subscripts. For example, if E is a singleton {i} then we shall always
write E as i and E˜ := [n] r E as i˜; similarly, if E = [i], {k : i ≤ k ≤ j}, {k : i < k < j},
{all the coordinates in the sort S}, etc., then we may write pr≤i, pr[i,j], A(i,j), AS, etc.; in
particular, we shall frequently write AVF and ARV for the projections of A into the VF-sort and
RV-sort coordinates.
Unless otherwise specified, by writing a ∈ A we shall mean that a is a finite tuple of elements
(or “points”) of A, whose length, denoted by lh(a), is not always indicated. If a = (a1, . . . , an)
then, for all 1 ≤ i < j ≤ n, following the notational scheme above, ai, ai˜, a≤i, a[i,j], aVF, etc.,
are shorthand for the corresponding subtuples of a.
We shall write {t} ×A, {t} ∪A, Ar {t}, etc., simply as t×A, t ∪A, Ar t, etc., when it is
clearly understood that t is an element and hence must be interpreted as a singleton in these
expressions.
For a ∈ AE˜ , the fiber {b : (b, a) ∈ A} ⊆ AE over a is often denoted by Aa. Note that, in the
discussion below, the distinction between the two sets Aa and Aa × {a} is usually immaterial
and hence they may and shall be tacitly identified. In particular, given a function f : A −→ B
and b ∈ B, the pullback f−1(b) is sometimes written as Ab as well. This is a special case since
functions are identified with their graphs. This notational scheme is especially useful when the
function f has been clearly understood in the context and hence there is no need to spell it out
all the time.
The Grothendieck semigroup of a category C endowed with a binary operation “r” and a
relation “⊆” , denoted by K+ C, is the free semigroup generated by the isomorphism classes of
C, subject to the usual scissor relation [ArB] + [B] = [A], when B ⊆ A, where [A], [B] denote
the isomorphism classes of the objects A, B and “r” and “⊆” are compatible with isomorphism
classes of objects, usually they are just set subtraction and set inclusion. Sometimes C is also
equipped with a binary operation (for example, cartesian product) that induces multiplication
in K+ C, in which case K+ C becomes a (commutative) semiring. The formal groupification of
K+ C, which is then a ring, is denoted by K C.
Let KVarC be the Grothendieck ring of complex algebraic varieties and K
µˆVarC be the
Grothendieck ring of complex algebraic varieties with good actions of the profinite group µˆ of
roots of unity, as defined for example in [5, 4.3]. In particular, we identify the class of a C-vector
space endowed with a linear action of µˆ with the class of the space vector space endowed with
the trivial action.
We work in the first-order theory ACVF(0, 0) of algebraically closed valued fields of equichar-
acteristic zero in the language LRV with two sorts VF and RV∞ and a cross-map rv : VF //RV∞.
5We refer to [13, §2] for the precise defintion of LRV. We fix a sufficiently saturated model U of
ACVF(0, 0), together with a parameter set S which is a substructure of U.
Terminology 2.2 (Sets and subsets). By a definable set in VF we mean a definable subset in
the sort VF, by which we just mean a subset of VFn for some n, unless indicated otherwise;
similarly for other sorts or structures in place of VF that have been clearly understood in the
context.
The default topology is the valuation topology.
Notation 2.3. A set p ⊆ VFn×RVm∞ of the form
∏
i≤n bi × t is called an (open, closed, RV-)
polydisc if each bi is an (open, closed, RV-) disc. The radius rad(p) of the polydisc p is the
tuple (rad(b1), . . . , rad(bn)). The open and the closed polydiscs centered at a point (a, t) ∈
VFn×RVm with radius γ ∈ Γn∞ are denoted by o((a, t), γ), c((a, t), γ), respectively. The
subdiscs o(0, γ), c(0, γ) of VF are more suggestively denoted by Mγ, Oγ, respectively. The
subdiscs M0, O0 of VF are even more suggestively denoted by M, O, respectively.
The RV-hull of a set A, denoted by RVH(A), is the union of all the RV-polydiscs whose
intersections with A are nonempty. If A equals RVH(A) then A is called an RV-pullback.
Notation 2.4. Write RV = rv(VF×), RV∞ = rv(VF), RV
◦◦
∞ = rv(M), and RV
◦◦ = RV◦◦∞r {∞}.
Similarly, for each γ ∈ Γ∞, denote the set rv(Mγ r0) by RV
◦◦
γ .
Terminology 2.5. A VF-fiber of a set A is a set of the form At, where t ∈ ARV; in particular, a
VF-fiber of a function f : A −→ B is a set of the form ft for some t ∈ fRV (here f also stands
for its own graph) which is indeed (the graph of) a function. We say that A is open if every
one of its VF-fibers is, f is continuous if every one of its VF-fibers is, and so on.
Notation 2.6. Let U ⊆ RVn×Γm, V ⊆ RVn
′
×Γm
′
, and C ⊆ U × V . The Γ-Jacobian of C at
((u, α), (v, β)) ∈ C, written as JcbΓ((u, α), (v, β)), is the element
JcbΓ((u, α), (v, β)) = −Σ(vrv(u), α) + Σ(vrv(v), β),
where Σ(γ1, . . . , γn) = γ1+. . .+γn. If C is the graph of a function then we just write JcbΓC(u, α)
instead of JcbΓ((u, α), C(u, α)).
Convention 2.7. Semantically we shall treat the value group Γ as a definable sort (the Γ-sort).
However, syntactically any reference to Γ may be eliminated in the usual way and we can still
work with LRV-formulas for the same purpose.
Convention 2.8. We may and shall assume that in any LRV-formula, every VF-sort term (poly-
nomial) occurs in the scope of an instance of the function symbol rv. For example, if f(x),
g(x) are polynomials then the formula f(x) = g(x) is equivalent to rv(f(x)− g(x)) =∞. The
polynomial f(x) in rv(f(x)) is referred to as a top term.
Notation 2.9. We shall write γ♯, γ ∈ Γ, when we want to emphasize that it is the set vrv−1(γ) ⊆
RV that is being considered. More generally, if I is a set in Γ then we write I♯ =
⋃
{γ♯ : γ ∈ I}.
Similarly, if U is a set in RV then U ♯ stands for
⋃
{rv−1(t) : t ∈ U}. In particular, γ♯♯ = {x ∈
VF | val(x) = γ}.
Notation 2.10 (The definable sort DC of discs). At times it will be more convenient to work
in the traditional expansion Ueq of U by all definable sorts. However, for our purpose, a much
simpler expansion U• suffices. This expansion has only one additional sort DC that contains, as
elements, all the open and the closed discs (since each point in VF may be regarded as a closed
disc of valuative radius∞, for convenience, we may and occasionally do think of VF as a subset
of DC). Heuristically, we may think of a disc that is properly contained in an RV-disc as a
“thickened” point of certain stature in VF. For each γ ∈ Γ, there are two additional cross-sort
6maps VF −→ DC in U•, one sends a to the open disc, the other to the closed disc, of radius γ
that contain a.
The expansion U• can help reduce the technical complexity of our discussion. However, as
is the case with the definable Γ-sort, it is conceptually inessential since, for the purpose of
this paper, all allusions to discs as (imaginary) elements may be eliminated in favor of objects
already definable in U.
Whether parameters in DC are used or not shall be indicated explicitly, if it is necessary.
Note that it is redundant to include in DC discs centered at 0, since they may be identified
with their valuative radii (Γ is already treated as a definable sort, see Convention 2.7).
For a disc a ⊆ VF, the corresponding imaginary element in DC is denoted by paq when
notational distinction makes the discussion more streamlined; paq may be heuristically thought
of as the “name” of a. Conversely, a set D ⊆ DC is often identified with the set {a : paq ∈ D},
in which case
⋃
D denotes a subset of VF.
2.2. Dimension theory. From now on we work in a sufficiently saturated model U of ACVF(0, 0),
together with a fixed parameter space S, which is a substructure of U. When we work in U•
(either by introducing parameters of the form paq or the phrase “in U•”) the substructure S
may contain names for discs that may or may not be definable from VF(S) ∪ RV(S). We say
that the substructure S is VF-generated if it is generated as a substructure by elements in VF,
and so on; the condition of being VF-generated will be imposed at a later stage.
If S is VF-generated and Γ(S) is nontrivial then the model-theoretic algebraic closure aclS
of S is a model of ACVF(0, 0). We may and do assume that S is definably closed, or more
symbolically, dclS = S, where dclS is the definable closure of S.
Lemma 2.11. Suppose that S is VF-generated and Γ(S) is nontrivial. Then dclS = S if and
only if the underlying valued field (VF(S),O(S)) of S is henselian.
Proof. We have VF(aclS) = VF(S)ac, where the latter is the field-theoretic algebraic closure of
VF(S). Since the valued field automorphisms of (VF(S)ac,O(aclS)) over (VF(S),O(S)) are in
one-to-one correspondence with the LRV-automorphisms of aclS over S and VF(S) is the fixed
field with respect to these automorphisms if and only if (VF(S),O(S)) is henselian, we see that
VF(dclS) = VF(S) if and only if (VF(S),O(S)) is henselian. By quantifier elimination and
routine syntactical inspection, RV(dclS) = RV(S). The lemma follows. 
Unless indicated otherwise, a definable set A is a subset of VFn×RVm for some n,m ∈ N.
Lemma 2.12 ([13, Lemma 3.3]). For a, b ∈ VF and t ∈ RV, if b is algebraic over (a, t) then it
is algebraic over a.
Lemma 2.13 ([12, Lemma 4.3]). The exchange principle holds in both sorts:
• For any a, b ∈ VF, if a ∈ acl(b)r acl(∅) then b ∈ acl(a).
• For any t, s ∈ RV, if t ∈ acl(s)r acl(∅) then s ∈ acl(t).
Lemma 2.14. Let b ∈ VF and a ⊆ VFn be a polydisc with dimVF(a) = n. If b is algebraic over
paq then it is indeed algebraic.
Proof. Let α = rad(a). Then, for any a ∈ a, b is algebraic over (a, α) and hence, by Lemma 2.12,
is algebraic over a. Since there is an a ∈ a such that ai /∈ acl(ai˜, b) for all i ∈ [n], by Lemma 2.13,
b must be algebraic. 
Lemma 2.15 ([12, Lemma 4.15]). Suppose that S is (VF,RV,Γ)-generated. Every algebraic
(respectively, definable) closed disc contains an algebraic (respectively, definable) point.
Lemma 2.16 ([12, Lemma 4.17]). Suppose that S is (VF,Γ)-generated. Every algebraic (re-
spectively, definable) disc contains an algebraic (respectively, definable) point.
7Corollary 2.17. Suppose that S is (VF,RV,Γ)-generated. Let a ⊆ VF be a definable disc and
A a definable subset of VF. If a∩A is a nonempty proper subset of a then a contains a definable
point.
Proof. It is not hard to see that, by C-minimality, if a ∩ A is a nonempty proper subset of a
then a contains a definable closed disc and hence the claim is immediate by Lemma 2.15. 
Definition 2.18. Let D be a set of parameters. We say that a (not necessarily definable)
nonempty set A generates a (complete) D-type if, for every D-definable set B, either A ⊆ B or
A∩B = ∅. In that case, A is D-type-definable if no set properly contains A and also generates
a D-type. If A is D-definable and generates a D-type, or equivalently, if A is both D-definable
and D-type-definable then we say that A is D-atomic or atomic over D.
We simply say “atomic” when D = ∅.
In the literature, a type could be a partial type and hence a type-definable set may have
nontrivial intersection with a definable set. In this paper, since partial types do not play a role,
we shall not carry the superfluous qualifier “complete” in our terminology.
Lemma 2.19 ([14, Lemma 3.3]). Let A be an atomic set. Then A is γ-atomic for all γ ∈ Γ.
Lemma 2.20. Let a ⊆ VFn be an atomic open polydisc. Then a is t-atomic for all t ∈ RV.
Proof. For the case n = 1, if a were not t-atomic then, by Corollary 2.17 and Lemma 2.12,
it would contain a definable point, contradicting atomicity. For the case n > 1, by induction
on n, pr1(a) is t-atomic and for every a ∈ pr1(a), pr>1(a) is (a, t)-atomic. So a cannot have
nonempty t-definable subset. 
Lemma 2.21. Let A ⊆ VFn be a set that generates a type and b ⊆ A an open (or closed)
polydisc. Then b is pbq-atomic.
Proof. We do induction on n. The base case n = 1 is just [14, Lemma 3.4]. For the case n > 1,
write b =
∏
i bi and b
′ =
∏
i>1 bi. Let γ = rad(b1). For any a ∈ b1, Aa generates a type. So,
by Lemma 2.19 and the inductive hypothesis, b′ is (a, γ, pb′q)-atomic and hence pbq)-atomic.
Similarly b1 is pbq-atomic. It follows that b must be pbq-atomic. 
Terminology 2.22. Recall from [13, Notation 3.16] that we may think of a set C ⊆ A×B as a
function from CA ⊆ A into the powerset P(B). For instance, if A ⊆ VF
n×RVm is a definable
set then it may be thought of as a definable function from AVF into P(RV
m). Thus a definable
function f : A −→ P(B) is ontologically the same as the definable set
⋃
a∈A{a}× f(a). We say
that f is finitary if f(a) is finite for every a ∈ A.
Lemma 2.23. Let a ⊆ VFn be an atomic open polydisc and f : a −→ P(VF) a definable
finitary function such that rv ↾ f(a) is injective for every a ∈ a. Then rv ◦f is constant.
Proof. This is clear since, by Lemma 2.20, for every t ∈ rv(
⋃
f(a)), a is t-atomic and hence f
induces a t-definable function a −→ t♯. The lemma follows. 
Lemma 2.24 ([14, Lemma 3.8]). Let A ⊆ VF be an atomic open disc or an atomic closed disc
or an atomic thin annulus. Let f : A −→ VF be a definable function. Then f(A) is also atomic
of one of these three forms.
Lemma 2.25 ([14, Lemma 3.13]). Let A ⊆ VF be an atomic open ball and f : A −→ VF a
definable function. Then either f is constant or f(A) is also an atomic open ball.
Lemma 2.26. Let a, f be as in Lemma 2.23 and suppose that f is not constant. Then there
are t1, . . . , tk ∈ RV and for each i, a ti-definable function fi : a −→ t
♯
i such that f =
⋃
i fi and
each fi(a) is either a point or a ti-atomic open disc.
8Proof. By Lemmas 2.20 and 2.23, this is immediately reduced to the case that f is a definable
nonconstant function a −→ t♯. We proceed by induction on n. The base case n = 1 is just
Lemma 2.25. For the case n > 1, by Lemma 2.24, f(a) is an open disc or a closed disc or a
thin annulus. Suppose for contradiction that f(a) is a closed disc or a thin annulus. By the
inductive hypothesis, for every a ∈ pr1(a) there is a maximal open subdisc ba ⊆ f(a) that
contains f(aa), similarly for every a ∈ pr>1(a). It follows that f(a) is actually contained in a
maximal open subdisc of f(a), which is absurd. 
Corollary 2.27. Let A ⊆ VFn be a definable set and f : A −→ P(VF) a definable finitary
function as in Lemma 2.23. Then there are a definable finite partition (Ai)i of A and, for each
i and all open polydiscs a ⊆ Ai, finitely many taj-definable functions faj : a −→ t
♯
aj, where
taj ∈ RV, such that f ↾ a =
⋃
j faj and each faj(a) is either a point or an open disc.
Proof. For a ∈ A, let Da ⊆ A be the type-definable subset containing a. By Lemma 2.21,
every open polydisc a ⊆ Da is paq-atomic and hence, by Lemma 2.25, the assertion holds for a.
Then, by compactness, the assertion must hold in a definable subset Aa ⊆ A that contains a; by
compactness again, it holds in finitely many definable subsets A1, . . . , Am of A with
⋃
iAi = A.
Then the partition of A generated by A1, . . . , Am is as desired. 
Definition 2.28 (Disc-to-disc). Let f : A −→ B be a bijection between two sets A and B,
each with exactly one VF-coordinate. We say that f is concentric if, for every VF-fiber ft of
f and all open polydiscs a ⊆ dom(ft), ft(a) is also an open polydisc; if both f and f
−1 are
concentric then f has the disc-to-disc property.
Lemma 2.29 ([14, Proposition 3.19]). Let f : A −→ B be a definable bijection between two
sets A and B, each with exactly one VF-coordinate. Then there is a definable finite partition
(Ai)i of A such that every restriction f ↾ Ai has the disc-to-disc property.
Definition 2.30. Let A be a subset of VFn. The RV-boundary of A, denoted by ∂RVA, is the
definable subset of rv(A) such that t ∈ ∂RVA if and only if t
♯ ∩A is a proper nonempty subset
of t♯. The definable set rv(A)r ∂RVA, denoted by intRV(A), is called the RV-interior of A.
Obviously, A ⊆ VFn is an RV-pullback if and only if ∂RVA is empty.
2.3. Continuity and fiberwise properties.
Lemma 2.31. Let A be a definable subset of VFn. Then dimRV(∂RVA) < n.
Proof. We can enlarge S by adding a point in each definable ball in S. This does not affect
RV(S) hence it does not affect dimRV(∂RVA) either. We can hence assume S to be VF∪RV∪Γ-
generated. We now proceed by induction on n. The base case n = 1 follows immediately from
C-minimality.
For the inductive step, since ∂RVAa is finite for every i ∈ [n] and every a ∈ pri˜(A), by
Corollary 2.17 and compactness, there are a definable finite partition (Aij)j of pr˜i(A) and,
for each Aij, a definable finitary function fij : Aij −→ P(VF) such that for all a ∈ Aij ,
rv(fij(a)) = ∂RVAa if Aa is not an RV-pullback or fij(a) = {0} otherwise. By Corollary 2.27,
we may assume that if t♯ ⊆ Aij then the restriction rv ↾ fij(t
♯) is constant. Hence each fij
induces a definable finitary function Cij : intRV(Aij) −→ P(RV∞). Let
C =
⋃
i,j
Cij and B =
⋃
i,j
⋃
t∈∂RVAij
rv(A)t.
Obviously dimRV(C) < n. By the inductive hypothesis, for all Aij we have dimRV(∂RVAij) <
n− 1. Thus dimRV(B) < n. Since ∂RVA ⊆ B ∪ C, the claim follows. 
Let f : VFn −→ VFm be a definable function.
9Lemma 2.32 ([13, Lemma 8.7]). There is a definable closed set A ⊆ VFn with dimVF(A) < n
such that f ↾ (VFnrA) is continuous.
Definition 2.33. For any a ∈ VFn, we say that f is differentiable at a if there is a linear map
λ : VFn −→ VFm (of VF-vector spaces) such that, for any ǫ ∈ Γ, if b ∈ VFn and val(b) is
sufficiently large then
val(f(a+ b)− f(a)− λ(b))− val(b) > ǫ.
It is straightforward to check that if such a linear function λ (represented by a matrix with
entries in VF) exists then it is unique and hence is called the derivative of f at ~a.
Write f = (f1, . . . , fm). For a = (ai, ai˜) ∈ VF
n, if the derivative of the function fj ↾ (VF×ai˜)
at ai exists then we call it the ijth partial derivative of f at a.
We would like to differentiate functions between arbitrary definable sets. The simplest way to
do this is to “forget” the RV-coordinates. More precisely, let f : VFn×RVm −→ VFn
′
×RVm
′
be a definable function. By compactness, for every t ∈ RVm there is an s ∈ RVm
′
such that
dimVF(dom(f(t,s))) = n and hence dom(f(t,s)) has an open subset. For such an s ∈ RV
m′ and
each a contained in an open subset of dom(f(t,s)), we define the partial derivatives of f at (a, t)
to be those of f(t,s) at a. If n = n
′ and all the partial derivatives exist at a point (a, t) then
the Jacobian of f at (a, t) is defined in the usual way (that is, the determinant of the Jacobian
matrix) and is denoted by JcbVF f(a, t).
Lemma 2.34. The Jacobian of f is a continuous function almost everywhere.
Proof. This is immediate by [13, Corollary 9.9]. 
Terminology 2.35. We say that a set I ⊆ Γn∞ is γ-bounded, where γ ∈ Γ, if it is contained in
the box [γ,∞]n, and is doubly γ-bounded if it is contained in the box [−γ, γ]n. More generally,
let A be a subset of VFn×RVm∞×Γ
l
∞ and
AΓ = {(val(a), vrv(t), γ) : (a, t, γ) ∈ A} ⊆ Γ
n+m+l
∞ ;
then we say that A is γ-bounded if AΓ is, and so on.
Lemma 2.36. Let U ⊆ RVk be a doubly bounded set and f : U −→ RV a definable function.
Then f(U) is also doubly bounded. The same holds if the codomain of f is Γ.
Proof. By induction on k, both claims are immediately reduced to showing that if k = 1 and
g : U −→ Γ is a definable function then g(U) is doubly bounded. Then, by C-minimality, we
may assume that g vrv-contracts to a function g↓ : vrv(U) −→ Γ. Since definable functions in
Γ are piecewise Q-linear, the range of g↓ must be doubly bounded. 
Definition 2.37. Let A ⊆ VFn, f : A −→ P(VFm) a definable function whose range is
bounded, a ∈ VFn, and L ⊆ VFm. We say that L is a limit set of f at a, written as limA→a f ⊆
L, if for every ǫ ∈ Γ there is a δ ∈ Γ such that if c ∈ o(a, δ)∩ (Ar{a}) then f(c) ⊆
⋃
b∈L′ o(b, ǫ)
for some L′ ⊆ L.
A limit set L of f at a is minimal if no proper subset of L is a limit set of f at a.
Observe that if limA→a f ⊆ L and b ∈ L is not isolated in L then actually limA→a f ⊆ Lr b.
So in a minimal limit set every element is isolated. Moreover, if a minimal limit set L exists
then its topological closure is unique.
Lemma 2.38 ([13, Lemma 9.2]). Let L1, L2 ⊆ VF
m be two minimal limit sets of f at a. Then
the topological closures of L1, L2 coincide.
This lemma justifies writing limA→a f = L when L is a closed (hence the unique) minimal
limit set of f at a, in particular, when L is finite and minimal.
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Lemma 2.39 ([13, Lemma 9.5]). Let b ⊆ VF be a disc around 0, A ⊆ VFm a closed and
bounded set, and f : br {0} −→ P(A) a definable finitary function. Then there is a definable
finite set L ⊆ A such that limbr{0}→0 f = L.
Lemma 2.40. Let f : A −→ VFm be a definable continuous function. Suppose that A ⊆ VFn
is closed and bounded. Then f(A) is closed and bounded.
Proof. Suppose for contradiction that f(A) is not bounded. For each c ∈Mr0, by [12, Corol-
lary 4.18], acl(c) is a model of ACVF(S) and hence Aval(c) ∩ acl(c) is nonempty. Then, by com-
pactness, there is a definable finitary function g : Mr{0} −→ P(A) such that val(f(g(x))) <
− val(x) for every x ∈ Mr{0}. Since A is closed and bounded, by Lemma 2.39, we see that
limMr{0}→0 g exists and belongs to A. But this implies that limMr{0}→0 f ◦ g also exists and
belongs to f(A), which is impossible.
The argument for closedness is similar: Otherwise, we would have a point b ∈ VFmrf(A)
and a definable finitary function g : Mr {0} −→ P(A) such that b ∈ limMr{0}→0 f ◦ g, which
is impossible since limMr{0}→0 g exists and belongs to A. 
Corollary 2.41. If the function f in the above lemma is injective then it is a homeomorphism
from A onto f(A).
Lemma 2.42. Let f : A −→ B be a definable bijection between two open subsets of VF.
Suppose that B is bounded. Then f is weakly concentric, that is, for every a ∈ A there is a
b ∈ VF such that for every sufficiently large γ ∈ Γ+, f(o(a, γ) r a) = o(b, δ) r b for some
δ ∈ Γ+.
Note that, compared with Lemma 2.29, the assumption of this lemma is stronger and its
conclusion weaker, but the point is that we do not need a partition to achieve it.
Proof. By Lemma 2.39, for any a ∈ A, limA→a f exists in the topological closure of B, which
we denote by ba. Note that, by C-minimality and o-minimality in the Γ-sort, for all sufficiently
large δ ∈ Γ+, (c(ba, δ)r o(ba, δ))∩B = c(ba, δ)r o(ba, δ). Also, for all sufficiently large γ ∈ Γ
+,
f(c(a, γ)r o(a, γ)) = c(ba, δ)r o(ba, δ) for some δ ∈ Γ
+. The lemma follows. 
Definition 2.43. Let p : A −→ Γ be a definable function. We say that p is an o-partition of
A if, for every a ∈ A, the function p is constant on o(a, p(a)) ∩ A.
Lemma 2.44. Let p be an o-partition of A. Suppose that At is closed and bounded for every
t ∈ ARV and ARV is doubly bounded. Then p(A) is doubly bounded.
Proof. We first handle the case that A has no RV-coordinates. Suppose for contradiction that
p(A) is not bounded from above. For each γ ∈ Γ, let Aγ = {a ∈ A : p(a) > γ}. For each
c ∈Mr {0}, by [12, Corollary 4.18], acl(c) is a model of ACVF(S) and hence Aval(c) ∩ acl(c) is
nonempty. By compactness, there is a definable finitary function f : Mr {0} −→ A such that
for each c ∈Mr {0} and each a ∈ f(c), p(a) > val(c). Since A is closed, by Lemma 2.39, there
is a finite set L ⊆ A such that limMr{0}→0 f = L. So, for any a ∈ L, there is a c ∈ Mr {0}
with val(c) > p(a) such that f(c) ∩ o(a, p(a)) 6= ∅. Since p(f(c)) > val(c), this contradicts the
assumption that p is an o-partition of A, hence p(A) is bounded from above.
Show in a similar way that p(A) is bounded from below using for each γ ∈ Γ, {a ∈ A : p(a) <
γ} instead of Aγ .
It is easy to see that the general case follows from the case above and Lemma 2.36. 
This lemma, in its various formulations, is crucial for the good behavior of motivic Fourier
transform (see [4, § 11] and [16]). For essentially the same reason, the main construction of
this paper depends heavily on it.
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Definition 2.45 (Contractions). A function f : A −→ B is rv-contractible if there is a (neces-
sarily unique) function f↓ : rv(A) −→ rv(B), called the rv-contraction of f , such that
(rv ↾ B) ◦ f = f↓ ◦ (rv ↾ A).
Similarly, it is res-contractible (respectively, val-contractible) if the same holds in terms of res
(respectively, val or vrv, depending on the coordinates) instead of rv.
Lemma 2.46. Let A ⊆ VFn a definable set. Suppose that for each a ∈ A1 := pr1(A), Aa is
open (resp. closed). Then there is a finite definable set A′ ⊆ A1 such that A∩ (A1\A
′)×VFn−1
is open (resp. closed) in (A1\A
′)×VFn−1.
Proof. Consider the following definable set
S = A ∩ Cl(A1 ×VF
n−1 \A),
where Cl denotes the closure for the valuation topology. Assume for contradiction that the
projection of S to the first coordinate contains a ball. Up to shrinking A, one can assume that
S projects surjectively to A1.
For each (a, x) ∈ S, define α(a, x) ∈ Γ as
α((a, x)) = min {β ∈ Γ | β ≥ 0, o(x, β) ⊆ Aa} .
Note that α(a, x) is well-defined as an element of Γ since Aa is open. Up to shrinking A and
S, we can assume that α is constant on S.
Set d = dim(S). Note that we can assume that d < n otherwise S contains an open subset and
we are done. From dimension theory, up to shrinking A and S, there is a coordinate projection
π : S // VFd that is finite-to-one and such that π(S) has non-empty interior. Without loss of
generality, we can assume that the first coordinate of VFn is included in the image of π and up
to reordering the other coordinates that π is the projection to the first d-th coordinates. Up to
shrinking A and S, we can assume that π(S) is open.
Consider the definable set
V = {x ∈ VFn | ∃y ∈ S, x1 = y1, x>1 ∈ o(y>1, α)} .
All we need to do is showing that, up to shrinking A and S, the set V is open. To do so,
consider w ∈ π(S). The set π−1(w) is finite, so we can assume its cardinal is independent of
w. Consider the barycenter c(w) of π−1(w). It is w-definable, hence up to shrinking A and
S, by Lemma 2.32 we can assume that c is a continuous definable function. Hence we can
translate by c and assume that c = 0. Up to shrinking A and S, we can assume that tp(z/w)
is independent of z ∈ π−1(w). This implies in particular that each of the coordinates of z is
of valuation independent of the choice of z ∈ π−1(w). These valuations are then w-definable,
and up to shrinking A and S, we can assume they are constant. We can moreover assume that
rv(π−1(w)) is independent of w ∈ π(S).
Recall that in ACVF, the field theoretic algebraic closure coincide with the field sort of
the model-theoretic algebraic closure. Hence for each i = d + 1, . . . , n, there is a polynomial
Fi(W,Zi) with coefficients in VF(S) such that Fi(w,Zi) is the minimum polynomial of zi, when
z ∈ π−1(w). Set γi = val(zi) and F
′
i (W,Z
′
i) = t
− degZi(Fi)γiFi(W, t
γiZ ′i). For each w ∈ π(S),
the polynomial F ′i (w,Z
′
i) has integer coefficients and simple residue roots. Moreover, the set of
residue roots of F ′i (w,Z
′
i) is independent of w. Fix w ∈ π(S). There is a β ∈ Γ such that if
w′ ∈ o(w, β), w′ ∈ π(S) and the residue modulo the maximal ideal of F ′i (w,Z
′
i) and F
′
i (w
′, Z ′i)
are equal. Shrinking a last time A and S, we can assume that such a β is independent of
w ∈ π(S) (and of i).
We are now ready to prove that V is open. Fix x ∈ V . There is y ∈ S such that val(x−y) > α.
Set γ = max(α, γd+1, . . . , γn, β). Consider x
′ ∈ o(x, γ). Set y′ = x′ − x + y. We have x′1 = y
′
1,
y′≤d ∈ o(π(y), β). Hence for each i = d + 1, . . . , n, yi is a simple residual root of Fi(y
′
≤d, yi),
hence by Hensel’s lemma, there is a y′′i such that Fi(y
′
≤d, y
′′
i ) = 0 and val(y
′′
i − yi) > γi. Set
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y′′ = (y′≤d, y
′′
d+1, . . . , y
′′
n) and observe that y
′′ ∈ π−1(y′≤d), i.e. y
′′ ∈ S. Since val(x′ − y′′) > γ,
x′ ∈ V , hence V is open. This contradicts the fact that S ⊂ A ∩ Cl(A1 ×VF
n−1 \A). 
Proposition 2.47. Let f : A ⊆ VFn // VF a definable function, such that for each a ∈ A1 :=
pr1(A), Aa is open and the restricted function fa : Aa // VF is continuous. Then there is a
finite definable set A′ ⊆ A1 such that f is continuous on⋃
a∈A\A′
{a} × Aa.
Proof. Recall that a function f : A // VF is continuous if and only if its graph is closed in
A×VF and it is locally bounded, i.e for each x ∈ A there is a neighborhood of x V ⊆ A such
that f(V ) is bounded. We get the closeness property using Lemma 2.46. Hence is enough to
prove that f is locally bounded. But this is routine check using fiberwise continuity of f and
compactness. 
3. Hrushovski-Kazhdan style integral
Definition 3.1. The VF-dimension of a definable set A, denoted by dimVF(A), is the largest
natural number k such that, possibly after re-indexing of the VF-coordinates, pr≤k(At) has
nonempty interior for some t ∈ ARV.
It is a fact that if A ⊆ VFn is definable then dimVF(A) equals the Zariski dimension of the
Zariski closure of A, see for example [4, Section 3.8] for more details on dimensions.
Definition 3.2. An RV-fiber of a definable set A is a set of the form Aa, where a ∈ AVF. The
RV-fiber dimension of A is the maximum of the RV-dimensions of its RV-fibers and is denoted
by dimfibRV(A).
Lemma 3.3 ([13, Lemma 4.13]). Let f : A −→ A′ be a definable bijection. Then dimfibRV(A) =
dimfibRV(A
′).
Definition 3.4 (VF-categories). The objects of the category VF[k] are the definable sets of
VF-dimension less than or equal to k and RV-fiber dimension 0 (that is, all the RV-fibers
are finite). Any definable bijection between two such objects is a morphism of VF[k]. Set
VF∗ =
⋃
k VF[k].
As soon as one considers adding volume forms to definable sets in VF, the question of ambient
dimension arises and, consequently, one has to take “essential bijections” as morphisms.
Definition 3.5. An object of the category µVF[k] is a definable pair (A, ω), where A ∈ VF[k],
AVF ⊆ VF
k, and ω : A −→ Γ is a function, which is understood as a definable Γ-volume form
on A. A morphism between two such objects (A, ω), (B, σ) is a definable essential bijection
F : A −→ B, that is, a bijection that is defined outside definable subsets of A, B of VF-
dimension less than k, such that, for almost every x ∈ A,
(3.1) ω(x) = σ(F (x)) + val(JcbVF F (x)).
We also say that such an F is Γ-measure-preserving.
Notation 3.6. In [4], the category µVF[k] is denoted by µΓVF[k] to indicate that the volume
forms take values in Γ as opposed to RV. Here the subscript “Γ” is dropped since we will not
consider RV-volume forms.
In the definition above and other similar ones below, for the cases k = 0, the reader should
interpret things such as VF0 and how they interact with other things in a natural way. For
instance, VF0 may be treated as the empty tuple, the only definable set of VF-dimension less
13
than 0 is the empty set, and JcbVF is always 1 on sets that have no VF-coordinates. But also
(A, ω) ∈ µVF[0] if and only if A is a finite definable subset of VFm×RVn∞ for some m,n.
Set µVF[≤k] =
∐
i≤k µVF[i] and µVF[∗] =
∐
k µVF[k]; similarly for the other categories
below (with or without volume forms).
Remark 3.7. Let F : (A, ω) −→ (B, σ) be a µVF[k]-morphism. Our intension is that such an
F should identify the two objects. However, if F is not defined everywhere in A then obviously
it does not admit an inverse. We remedy this by introducing the following obvious congruence
relation ∼ on µVF[k]. Let G : (A, ω) −→ (B, σ) be another µVF[k]-morphism. Then F ∼ G
if F (a) = G(a) for all a ∈ A outside a definable subset of VF-dimension < k. The morphisms
of the quotient category µVF[k]/∼ have the form [F ], where F is a µVF[k]-morphism. Clearly
every (µVF[k]/∼)-morphism is an isomorphism and hence µVF[k]/∼ is a groupoid. In fact, all
the categories of definable sets we shall work with should be and are groupoids.
It is certainly more convenient to work with representatives than equivalence classes. In the
discussion below, this quotient category µVF[k]/∼ will almost never be needed except when it
comes to forming the Grothendieck semigroup or, by abuse of terminology, when we speak of
two objects of µVF[k] being isomorphic.
Definition 3.8 (RV-categories). The objects of the category RV[k] are the pairs (U, f) with
U a set in RV∞ and f : U −→ RV
k a definable finite-to-one function. Given two such objects
(U, f), (V, g), any definable bijection F : U −→ V is a morphism of RV[k].
The categories VF[0], RV[0] turn out to be equivalent, similarly for other such categories.
Notation 3.9. We emphasize that if (U, f) is an object of RV[k] then f(U) is a subset of RVk
instead of RVk∞, while ∞ can occur in any coordinate of U . An object of RV[∗] of the form
(U, id) is often just written as U .
More generally, if f : U −→ RVk∞ is a definable finite-to-one function then (U, f) denote the
obvious object of RV[≤k]. Often f will be a coordinate projection (every object in RV[∗] is
isomorphic to an object of this form). In that case, (U, pr≤k) is simply denoted by U≤k and its
class in K+RV[k] by [U ]≤k, etc.
Definition 3.10 (RES-categories). The category RES[k] is the full subcategory of RV[k] such
that (U, f) ∈ RES[k] if and only if vrv(U) is finite.
Notation 3.11. Every RV[k]-morphism F : (U, f) −→ (V, g) induces a definable finite-to-finite
correspondence F † ⊆ f(U)×g(V ), which may also be thought of as a finitary function f(U) −→
P(g(V )). For u ∈ U , we abbreviate JcbΓ F
†(f(u), g ◦ F (u)) as JcbΓ F
†(u)
Definition 3.12 (RV- and RES-categories with Γ-volume forms). An object of the category
µRV[k] is a definable triple (U, f, ω), where (U, f) is an object of RV[k] and ω : U −→ Γ is a
function, which is understood as a definable Γ-volume form on (U, f). A morphism between
two such objects (U, f, ω), (V, g, σ) is an RV[k]-morphism F : (U, f) −→ (V, g) such that for
every u ∈ U ,
(3.2) ω(u) = (σ ◦ F )(u) + JcbΓ F
†(u).
The category µRES[k] is the obvious full subcategory of µRV[k].
Definition 3.13 (Γ-categories). The objects of the category Γ[k] are the finite disjoint unions
of definable subsets of Γk. A definable bijection between two such objects is a morphism of
Γ[k] if and only if it is the vrv-contraction of a definable bijection.
The category Γfin[k] is the full subcategory of Γ[k] such that I ∈ Γfin[k] if and only if I is
finite.
Remark 3.14. If γ ∈ Γ is definable then it is in the divisible hull of Γ(S). This does not mean
that the definable set γ♯ ⊆ RV contains a definable point unless γ ∈ Γ(S).
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Remark 3.15. By [15, Remark 2.28], if a definable function between two sets in Γ is a vrv-
contraction then it is Z-linear (with constant terms of the form vrv(t), where t ∈ RV is definable,
that is, t ∈ RV(S)). Moreover, a definable bijection between two objects of Γ[k] is a Γ[k]-
morphism if and only if it is definably a piecewise GLk(Z)-transformation. The “if” direction
is clear. For the “only if” direction, see [4, Lemma 10.1] or [15, Lemma 2.29].
Definition 3.16 (Γ-categories with volume forms). An object of the category µΓ[k] is a defin-
able pair (I, ω), where I ∈ Γ[k] and ω : I −→ Γ is a function. A µΓ[k]-morphism between two
objects (I, ω), (J, σ) is a Γ[k]-morphism F : I −→ J such that for all α ∈ I,
ω(α) = σ(F (α)) + JcbΓ F (α).
The category µΓfin[k] is the obvious full subcategory of µΓ[k].
Notation 3.17. For (U, f, ω) ∈ µRV[k], write ωf : U −→ Γ for the function given by u 7−→
Σ(vrv ◦f)(u) + ω(u). Similarly for (I, ω) ∈ µΓ[k], which is denoted by σI : I −→ Γ.
There is a natural map Γ[∗] −→ RV[∗] given by I 7−→ (I♯, id) (see Notation 2.9). This map
induces a commutative diagram in the category of graded semirings:
K+ Γ[∗] K+RV[∗]// //
K+ Γ
fin[∗]


K+RES[∗]// //


where all the arrows are monomorphisms. The map from K+RES[∗] ×K+ Γ[∗] to K+RV[∗]
determined by the assignment
(3.3) ([(U, f)], [I]) 7−→ [(U × I♯, f × id)]
is well-defined and is clearly K+ Γ
fin[∗]-bilinear. Hence it induces a K+ Γ
fin[∗]-linear map
Ψ : K+RES[∗]⊗K+ Γfin[∗] K+ Γ[∗] −→ K+RV[∗],
which is a homomorphism of graded semirings. Note that, by the universal mapping property,
groupifying a tensor product in the category of K+ Γ
fin[∗]-semimodules is, up to isomorphism,
the same as taking the corresponding tensor product in the category of KΓfin[∗]-modules.
Similarly, there is a K+ µΓ
fin[∗]-linear map
µΨ : K+ µRES[∗]⊗K+ µΓfin[∗] K+ µΓ[∗] −→ K+ µRV[∗].
We shall abbreviate ⊗K+ Γfin[∗], ⊗K+ µΓfin[∗] both as “⊗” below when no confusion can arise.
Proposition 3.18 ([4, Corollary 10.3, Proposition 10.10]). The maps Ψ, µΨ are both isomor-
phisms of graded semirings.
Note that, however, the second item of [4, Proposition 10.10] does not hold. One of the main
motivations of this paper is to construct an alternative to be used in applications.
Notation 3.19. For simplicity, we often drop the constant Γ-volume form 0 from the notation.
For instance, if U is an object of RV[∗] then it may also denote the object (U , 0) of µRV[∗]
with the constant Γ-volume form 0.
Notation 3.20. Let [1] ∈ K+RES[1] be the class of the singleton {1}. The class of the singleton
{1} in K+RES[0] is the multiplicative identity of K+RES[∗] and hence is simply denoted by
1. We have [RV◦◦∞] = [RV
◦◦] + 1 in K+RV[≤1]. Let Isp be the (nonhomogenous) semiring
congruence relation on K+RV[∗] generated by the pair ([1], [RV
◦◦
∞]). Let
P = [1]− [RV◦◦] ∈ KRV[1].
The corresponding principal ideal of KRV[∗] is thus generated by the element P − 1.
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Similarly, let µIsp be the semiring congruence relation on K+ µRV[∗] generated by the pair
([1], [RV◦◦]). Note that µIsp is homogenous, and the corresponding principal ideal of KµRV[∗]
is generated by the element P .
Upon groupification, these semiring congruence relations are turned into ideals; we will use
the same notation.
Notation 3.21. For each U = (U, f) ∈ RV[k], let Uf be the set
⋃
{f(u)♯ × u : u ∈ U}. Let
L≤k : RV[≤k] −→ VF[k] be the map given by U 7−→ Uf . Set L =
⋃
k L≤k.
Let µLk : µRV[k] −→ µVF[k] be the map given by (U , ω) 7−→ (LU ,Lω), where Lω is the
obvious function on LU induced by ω. Set µL =
⊕
k µLk.
Theorem 3.22 ([4, Theorem 8.29]). Suppose that S is (VF,Γ)-generated. For each k ≥ 0 there
is a canonical isomorphism of Grothendieck semigroups∫
+
: K+ µVF[k] −→ K+ µRV[k]/ µIsp
such that ∫
+
[A] = [U ]/ µIsp if and only if [A] = [µLU ].
Putting these together, we obtain a canonical isomorphism of graded Grothendieck semirings∫
+
: K+ µVF[∗] −→ K+ µRV[∗]/ µIsp .
There is a similar isomorphism K+VF∗ −→ K+RV[∗]/ Isp, also denoted by
∫
+
.
4. Uniform retraction to RES
Definition 4.1 (Dimension-free RES-categories). The objects of the category RES is obtained
from RES[∗] by forgetting the function f in the pair (U, f). Any definable bijection between
two such objects is a morphism of RES.
Definition 4.2. As the theory of Γ is o-minimal, one can use o-minimal Euler characteristic
to associate an additive map χg to the Γ-sort. Any X ⊆ Γ
n can be finitely partitioned into
pieces definably isomorphic to open cubes
∏
i=1,...,k(αi, βi), with αi, βi ∈ Γ ∪ {−∞,+∞}. One
sets χ((α, β)k) = (−1)k and then defines χ(X) by additivity. One can show that this does
not depends on the chosen partition of X . One can also show that when M → +∞, χg(X ∩
[−M,M ]n) stabilizes and one defines the bounded Euler characteristic to be
χb(X) := lim
M→+∞
χg(X ∩ [−M,M ]
n).
The Euler characteristics χg and χb do coincide on bounded sets, but not in general. For
example, χg((0,+∞)) = −1 but χb((0,+∞)) = 0. Both of them shall be denoted simply by χ
when no distinction is needed.
See [4, Section 9] for details, where χg is denoted by χ and χb by χc.
Notation 4.3. Let [A] ∈ KRES denote the class of the affine line over the residue field. The
class of the multiplicative torus [A] − 1 over the residue field is written as [Gm]; note that
the multiplicative identity 1 of KRES is indeed the class [1], but [1] is not the multiplicative
identity of the graded ring KRES[∗].
Let !I be the ideal of KRES generated by the elements [γ♯]− [Gm], where γ ∈ Γ is definable.
The quotient ringKRES /!I is written as !KRES. The ideal !I[∗] ofKRES[∗] and the (graded)
quotient ring !KRES[∗] = KRES[∗]/!I[∗] are constructed in the same way.
The ideal ofKµRES[∗] generated by the elements [(Gm, α+β)]−[(α
♯, β)] ∈ KµRES[1], where
α, β ∈ Γ are definable, is denoted by !µI[∗], and the (graded) quotient ring KµRES[∗]/!µI[∗]
by !KµRES[∗].
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The quotient maps from “K” to “!K” will all be denoted by ι. In fact, for simplicity, we will
use the same notation for elements when passing from the former to the latter.
The category µRES[∗] and the ring !KµRES[∗] will be dismissed after Proposition 4.7 as
inadequate for our purpose.
4.1. Without volume forms. For 0 ≤ l ≤ n, consider the maps
ǫn,lg : KRES[n−l]⊗KΓ[l] −→ !KRES[n]
given by
x⊗ y 7−→ χg(y)x[Gm]
l.
Note that here we are forced to pass from “K” to “!K” in the target by the tensor ⊗K+ Γfin[∗],
for otherwise ǫk,lg is not well-defined. Then
⊕
0≤l≤n ǫ
n,l
g and Ψ
−1 induces a homomorphism
KRV[n] −→ !KRES[n].
Composing this with the homomorphism !KRES[n] −→ !KRES[m] given by x 7−→ x[Am−n]
and taking the direct sum of the resulting homomorphisms over all n with n ≤ m, we obtain a
homomorphism
ǫmg : KRV[≤m] −→ !KRES[m].
These homomorphisms ǫmg , m = 0, 1, . . ., are compatible in the obvious sense. Consequently,
they give rise to a homomorphism
Eg : KRV[∗] −→ !KRES[∗][[A]
−1]
whose range is precisely the zeroth piece (!KRES[∗][[A]−1])0 of the Z-graded ring on the right-
hand side. We have
(4.1) Eg([RV
◦◦] + 1− [1]) = −[Gm][A]
−1 + 1− [A]−1 = 0.
Thus Eg induces an eponymous homomorphism
Eg : KRV[∗]/(P − 1) −→ !KRES[∗][[A]
−1].
There is a parallel construction if we replace χg with χb and [A]
−1 with [1]−1. The latter
replacement is needed so to make (P − 1) vanish as in (4.1). The resulting homomorphism is
(4.2) Eb : KRV[∗]/(P − 1) −→ (!KRES[∗][[1]
−1])0.
Remark 4.4. The zeroth graded piece (!KRES[∗][[A]−1])0 of !KRES[∗][[A]
−1] is canonically
isomorphic to a colimit of the groups !KRES[n], which is actually what appears in the con-
struction above. Thus there is an epimorphism from (!KRES[∗][[A]−1])0 to the similar-looking
ring !KRES[[A]−1]. It is then routine to check that this epimorphism is also injective, and
hence (!KRES[∗][[A]−1])0 is canonically isomorphic to !KRES[[A]
−1]. For the same reason,
(!KRES[∗][[1]−1])0 is canonically isomorphic to !KRES[[1]
−1] ∼= !KRES. We can also equalize
Eg and Eb by forcing [A] = [1], since (!KRES[∗][[A]
−1])0/[Gm] is isomorphic to !KRES /[Gm].
The resulting homomorphism is the one constructed in [5, (2.5.7)].
The homomorphism Eb will be used in the construction of the motivic Milnor fiber below,
but not Eg.
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4.2. With volume forms. Let FN(Γ,Z) be the set of functions f : Γ −→ Z such that the
range of f is finite and f−1(m) is definable for every m ∈ Z. Addition in FN(Γ,Z) is defined
in the obvious way. Multiplication in FN(Γ,Z) is given by the convolution product as follows.
For f, g ∈ FN(Γ,Z) and γ ∈ Γ, let hγ be the function Γ −→ Z given by α 7−→ f(α)g(γ − α).
The range of hγ is obviously finite. For each m ∈ Z, h
−1
γ (m) is a finite disjoint union of sets of
the form f−1(m′) ∩ (γ − g−1(m′′)), where m′m′′ = m, and hence is γ-definable. Let
h∗γ =
∑
m
mχ(h−1γ (m)) ∈ Z
and f ∗g : Γ −→ Z be the function given by γ 7−→ h∗γ . It is not hard to see that, by o-minimality
in the Γ-sort, f ∗ g = g ∗ f and it belongs to FN(Γ,Z). Thus FN(Γ,Z) is a commutative ring.
Notation 4.5. In FN(Γ,Z), let r be the constant function 1. For each definable element γ ∈ Γ,
let pγ, qγ be the characteristic functions of γ, (γ,∞), respectively. By o-minimality, FN(Γ,Z)
is generated as a Z-module by elements of the forms r, pγ, qγ . We have the following equalities:
rpβ = r, pαpβ = pα+β, pαqβ = qα+β, qαqβ = −qα+β .
In addition,
• if χ = χg then r
2 = rqβ = −r,
• if χ = χb then r
2 = r and rqβ = 0.
Remark 4.6. For each I = (I, µ) ∈ µΓ[k], let λI : Γ −→ Z be the function given by γ 7−→
χ(µ−1I (γ)), where µI : I −→ Γ is the function given by γ 7−→ µ(γ) + Σγ. The range of λI is
finite and, for every m ∈ Z, λ−1
I
(m) is definable. So λI ∈ FN(Γ,Z). If F : (I, µ) −→ (J, σ) is
a µΓ[k]-morphism then F restricts to a bijection from µ−1I (γ) to σ
−1
J (γ) for every γ ∈ Γ and
hence λI = λJ and we may write λI as λ[I]. Let J = (J, σ) ∈ µΓ[l]. If k = l then clearly
λ[I] + λ[J ] = λ[I]+[J ]. An easy computation shows that, for every γ ∈ Γ,
(λ[I] ∗ λ[J ])(γ) = χ((µσ)
−1
I×J(γ)),
where µσ : I × J −→ Γ is the function given by (α, β) 7−→ µ(α) + σ(β), and hence λ[I] ∗ λ[J ] =
λ[I][J ]. Let ZΓ be the group ring of Γ(S) over Z, which is viewed as the subring of FN(Γ,Z)
generated, as a Z-module, by pγ . We have KµΓ[0] ∼= ZΓ. It follows that the map
λ : KµΓ[∗] −→ ZΓ⊕X FN(Γ,Z)[X ]
determined by the assignment [I] 7−→ λ[I]X
k, I ∈ µΓ[k], is a graded ring homomorphism. Of
course, there are two such homomorphisms λg and λb, corresponding to the two cases χ = χg
and χ = χb.
We claim that the assignments
(4.3) pγX
k 7−→ [Gm]
k−1[(Gm, γ)], qγX
k 7−→ [Gm]
k−1[({1}, γ)], rXk 7−→ 0
induce a graded ring homomorphism
ψ : ZΓ⊕X FN(Γ,Z)[X ] −→ !KµRES[∗]/([A]).
Note that ZΓ may be regarded as a subring of KµRES[0] by identifying pγ with [({1}, γ)],
which is the intended interpretation of the first assignment for k = 0. For the claim, it suffices
to check that ψ obeys the equational constraints for the generators above in Notation 4.5, which
are all straightforward (the equality ψ(qα)ψ(qβ) = ψ(−qα+β) holds since [A] = [Gm] + [1] = 0
is forced).
Let h denote the element [(RV◦◦,− vrv)] ∈ KµRV[1].
Proposition 4.7. There are two graded ring homomorphisms
µEg, µEb : KµRV[∗] −→ !KµRES[∗]/([A])
such that
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• P ∈ KµRV[1] vanishes under both of them,
• for all x ∈ KµRES[∗], µEg(x) = µEb(x) = x/([A]),
• they are distinguished by µEg(h) = −[1]/([A]) and µEb(h) = 0.
Proof. The product map
(ι/([A]))× (ψ ◦ λ) : KµRES[∗]×KµΓ[∗] −→ !KµRES[∗]/([A])
is KµΓfin[∗]-bilinear (because of the ideal !µI[∗]). We have
µΨ−1(P ) = [1]− [(0,+∞)] and µΨ−1(h) = [((0,+∞),− id)].
The existence of the desired homomorphisms follow from a straightforward computation. 
Remark 4.8. Alternatively, for χ = χg, we may replace rX
k 7−→ 0 in (4.3) with rXk 7−→
[Gm]
k−1[1], that is, sending rXk and q0X
k to the same element. Then ψ is still a graded ring
homomorphism provided that we enlarge the ideal !µI[∗] by adding the elements [1]−[({1}, γ)] ∈
KµRES[1]. Consequently, for instance, we can construct a ring homomorphism
(4.4) KµRV[∗] −→ !KµRES[∗]/([A])
φ
// !KRES[∗]/([A]),
where the homomorphism φ is induced by the obvious forgetful functor.
We shall not, however, pursue this further, since taking the quotient by the ideal ([A]) is
detrimental to our purpose here. To avoid it, we need to work with the categories of doubly
bounded objects.
Definition 4.9 (Doubly bounded RV-categories). An object (U, f) ∈ RV[k] is doubly bounded if
U is. Denote the full subcategory of RV[k] of doubly bounded objects by RVdb[k], and similarly
for the categories µRVdb[k], µΓdb[k].
Remark 4.10. By Lemma 2.36, if (U, f, ω) ∈ µRVdb[k] then f(U), ω(U) are doubly bounded as
well. For the same reason, µΨ restricts to an isomorphism
µΨdb : K+ µRES[∗]⊗K+ µΓ
db[∗] −→ K+ µRV
db[∗].
Notation 4.11. In FN(Γ,Z), for each definable element γ ∈ Γr 0, let oγ be the characteristic
function of (0, γ); also set o0 = −p0. As a Z-module, FN
db(Γ,Z) is generated by elements of
the forms pγ , oγ . Of course oγ = q0 − qγ − pγ if γ > 0, etc. An easy computation shows that
• pαoβ equals oα+β − oα − pα or −oα+β + oα − pα+β or oα+β + oα + p0,
• oαoβ equals −oα+β or −oα − oβ − p0.
Notation 4.12. The homomorphism
λ : KµΓdb[∗] −→ ZΓ⊕X FNdb(Γ,Z)[X ]
is constructed as before (there is only one such homomorphism now since χg, χb agree on doubly
bounded sets).
Notation 4.13. For each definable γ ∈ Γ+, let
P γ = [RV
◦◦rRV◦◦γ ] + [{tγ}]− [1] ∈ KRV
db[1],
where tγ ∈ γ
♯ is any definable point. It also stands for the corresponding element in KµRVdb[1]
(with the constant volume form 0). Of course [{tγ}] = [1] in KRV
db[1], but [{tγ}] 6= [1] in
KµRVdb[1] unless γ = 0.
Clearly P γ does not depend on the choice of tγ ∈ γ
♯. The ideal of KµRVdb[∗] generated by
the elements P γ is denoted by (P Γ). The images of (P Γ) are contained in (P − 1), (P ) under
the obvious forgetful homomorphisms KµRVdb[∗] −→ KRV[∗], KµRVdb[∗] −→ KµRV[∗],
respectively.
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Remark 4.14. Let !P denote the ideal of FNdb(Γ,Z) generated by the elements pγ − p0, oγ + p0.
By the computation in Notation 4.11, FNdb(Γ,Z)/!P ∼= Z; the quotient homomorphism is
denoted by χ because a simple computation shows that if I = (I, µ) ∈ µΓdb[∗] then indeed
λI/!P = χ(I). Now it is straightforward to check that the assignments
(4.5) pγX
k 7−→ [Gm]
k, oγX
k 7−→ −[Gm]
k
induce a graded ring homomorphism
ψdb : ZΓ⊕X FNdb(Γ,Z)[X ] −→ !KRES[∗].
In a nutshell, the homomorphism ψdb ◦ λ is a “forgetful” map given by (I, µ) 7−→ χ(I)[Gm]
k,
(I, µ) ∈ µΓdb[k].
The forgetful homomorphism φ : KµRES[∗] −→ !KRES[∗] is similar to the one in (4.4).
Proposition 4.15. There is a graded ring homomorphism
µEdb : KµRVdb[∗] −→ !KRES[∗]
such that (P Γ) vanishes and, for all x ∈ KµRES[∗], µE
db(x) = φ(x).
Proof. The homomorphism φ× (ψdb ◦ λ) is still KµΓfin[∗]-bilinear. We have
(µΨdb)−1(P γ) = [(0, γ)] + [{γ}] + [{tγ}]− [1],
which vanishes under φ⊗ (ψdb ◦ λ). 
The composition of µEdb and the obvious forgetful homomorphism !KRES[∗] −→ !KRES is
denoted by Υ. By Remark 4.14, the diagram commutes:
(4.6)
KRV[∗] !KRES
Eb
//
KµRVdb[∗]

!KRES
Υ
//
id

which may serve as an alternative and more direct construction of Υ.
4.3. With a reduced cross-section. A cross-section of Γ is a group homomorphism csn :
Γ −→ VF× such that val ◦ csn = id. The corresponding reduced cross-section of Γ is the function
csn = rv ◦ csn : Γ −→ RV×. These are usually augmented by csn(∞) = 0 and csn(∞) = ∞.
We can add a reduced cross-section csn to the language LRV, denoted by L
†
RV, and consider the
corresponding integration theory; this has been worked out in [15].
In this subsection we work in an L†RV-expansion U
† of U. Definability is interpreted accord-
ingly.
Definition 4.16. Let A be a definable set in RV. A Γ-partition of A is a definable function
π : A −→ Γl∞ such that, for all γ ∈ Γ
l
∞, vrv(Aγ) is a singleton and is csn(γ)-LRV-definable.
If π is a Γ-partition of A then the RV†-dimension of π, denoted by dimRV†(π), is the number
max{dimRV(Aγ) : γ ∈ Γ
l
∞}.
Lemma 4.17 ([15, Lemma 3.2]). If π1, π2 are Γ-partitions of A then dimRV†(π1) = dimRV†(π2).
So the RV†-dimension dimRV(A) of a definable set A in RV may be defined as the RV
†-
dimension of any Γ-partition of A. It may also be shown that there is a definable finite-to-one
function f : A −→ RVk×Γl∞ if and only if there is a definable function f : A −→ RV
k such
that all fibers of f are of RV†-dimension 0 if and only if dimRV†(A) ≤ k.
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Definition 4.18 (RV†-categories). The objects of the category RV†[k] are the pairs (U, f) with
U a set in RV∞ and f : U −→ RV
k a definable function such that dimRV†(Ut) = 0 for all
t ∈ RVk. For two such objects (U, f), (V, g), any definable bijection F : U −→ V is a morphism
of RV†[k].
The category RES† is formulated as in Definition 4.1.
Definition 4.19. The twistback function tbk : RV −→ k is given by u 7−→ u/ csn(vrv(u)),
where ∞/∞ = 0. For any set U ⊆ RVn∞ and γ ∈ Γ
n
∞, the set tbk(Uγ) ⊆ k
n is called the
γ-twistback of U . If tbk(Uγ) = tbk(Uγ′) for all γ, γ
′ ∈ vrv(U) then U is called a twistoid, in
which case we simply write tbk(U) for the unique twistback.
Lemma 4.20 ([15, Corollary 2.23]). Every definable set in Γ is LRV-definable.
Lemma 4.21 ([15, Lemma 3.3]). Let U ⊆ RVn be a definable set and vrv(U) = D. Then there
is a definable finite partition (Di)i of D such that each Ui = U ∩D
♯
i is a definable twistoid and
the corresponding twistback is LRV-definable.
A definable finite partition (Ui)i of U is called a twistoid decomposition of U if every Ui is a
twistoid. Note that the partition (Di)i in the above lemma induces a twistoid decomposition,
but not all twistoid decompositions are of this form. For each U ∈ RV†[∗] and each twistoid
decomposition (Ui)i of U , set twistoid decomposition
(4.7) E†b([U ]) =
∑
i
χb(vrv(Ui))[tbk(Ui)] ∈ KRES
† .
Proposition 4.22 ([15, Propositions 3.21, 3.30]). The map E†b : KRV
†[∗] −→ KRES† is
well-defined and is indeed a ring homomorphism that vanishes on the ideal (P − 1).
We consider RV[∗] as a subcategory of RV†[∗] and denote the induced homomorphism between
the Grothendieck rings by Λ : KRV[∗] −→ KRV†[∗].
In the current environment, the transition from “K” to “!K” is superfluous since we already
have [γ♯] = [Gm] in KRES
† for all definable γ ∈ Γ. Actually every element of KRES† is
represented by a definable set in k. So there is a natural homomorphism !KRES −→ KRES†,
which is also denoted by Λ.
It is easy to check that for U ∈ RV[∗] that is a product of objects in RES[∗] and Γ[∗],
E
†
b([U ]) = (Λ ◦ Eb)([U ]). Thus, by Proposition 3.18, we have a commutative diagram
(4.8)
KRV†[∗] KRES†
E
†
b
//
KRV[∗]
Λ

!KRES
Eb
//
Λ

One advantage of E†b over Eb is that it makes computations much easier, essentially because
there is no need to decompose KRV†[∗] into a tensor product as before.
4.3.1. Tropical motivic Fubini theorem. Here we work in the field C˜ of complex Puiseux series,
considered as an elementary substructure of U†, and take the parameter space to be the sub-
structure S = C((t)). The value group Γ is identified with Q. Then KRES† ∼= KVarC. Let
φ : KµˆVarC −→ KVarC be the obvious homomorphism. Using the reduced cross-section csn
as in [5, § 4.3], we construct an isomorphism Θ : !KRES −→ KµˆVarC such that φ ◦ Θ = Λ.
Set Vol = Θ ◦ Eb ◦
∫
.
There is a natural bijection between the group µˆ ∼= Gal(C˜ /C((t))) and the set Ω of reduced
cross-sections csn : Q −→ RV with csn(1) = rv(t). In other words, µˆ acts freely and transitively
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on Ω in the obvious way. Consequently, if [U ], [V ] ∈ KRES and [U ] = [V ] in KRES† then
(Θ ◦ ι)([U ]) = (Θ ◦ ι)([V ]) in KµˆVarC. More generally, if U is an LRV-definable twistoid then
the image of the map vrv(U) −→ KµˆVarC given by γ 7−→ (Θ ◦ ι)([Uγ ]) is a singleton, which
we denote by [tbk(U)]µˆ. So, for each U ∈ RV†[∗] and each twistoid decomposition D of U , the
expression in (4.7) yields an element UD ∈ K
µˆVarC.
Lemma 4.23. The assignment U 7−→ UD induces a homomorphism K+RV[∗] −→ K
µˆVarC,
whose groupification is equal to Θ ◦ Eb.
Proof. Suppose that U , V are definable sets in RV and f : U −→ V is a definable function.
Let D, E be twistoid decompositions of U , V . We need to show UD = VE. This is clear if
U = V and D is a refinement of E. In general, by C-minimality and Lemma 4.21, there is
a twistoid decomposition (fi)i of f such that every fi vrv-contracts to a bijection. Since (fi)i
induces refinements of D and E in the obvious sense, we may assume that the decomposition
(fi)i is trivial. The desired equality follows. The extra clause is a consequence of (4.8). 
For each γ ∈ Qn, let Aγ be a γ-LRV-definable set, and suppose that A =
⋃
γ∈Qn γ
♯ × Aγ is
LRV-definable. For instance, there may be a definable set B ⊆ VF
n such that Aγ = B ∩ γ
♯ for
all γ ∈ Qn. By compactness, for each γ ∈ Qn there is an γ-LRV-definable set Uγ in RV such
that
∫
[Aγ ] = [Uγ ] and U =
⋃
γ∈Qn γ
♯ × Uγ is LRV-definable. By Lemma 4.21 and compactness
again, there is a definable finite partition (Di)i of vrv(U) such that
• every set U ∩D♯i is an LRV-definable twistoid,
• the sets Ei := pr≤n(Di) form a partition of Q
n,
• for all γ, γ′ ∈ Ei, χb(Diγ) = χb(Diγ′).
It follows from Lemma 4.23 that the map Qn −→ KµˆVarC given by γ 7−→ Vol(Aγ) assumes
only finitely many values vi and
Vol(A) =
∑
i
χb(Ei)vi.
This is essentially the content of the tropical motivic Fubini theorem of [6].
The definable sets Ei may be viewed as rational polyhedrons in R
n, that is, intersections of
closed half spaces in Rn defined by linear equations with rational coefficients and (definable)
constant terms. In general they are not cones, in other words, some of the constant terms may
be nonzero (because every element in Q is definable). This can be achieved, however, if the
parameter space is S = C.
5. Proper special covariant bijections
From here on, we assume that S is VF-generated (but Γ(S) could be trivial). So every
definable disc contains a definable point (Lemma 2.16). Also, if γ ∈ Γ is definable then there
is a γ′ ≥ γ such that γ′♯ contains a definable point.
5.1. Invariance and covariance.
Definition 5.1. For each element γ ∈ Γ, let πγ : VF −→ VF /Mγ be the natural map. If
γ = (γ1, . . . , γn) ∈ Γ
n then πγ denotes the product of the maps πγi . Let α ∈ Γ
n and β ∈ Γm.
We say that a function f : A −→ B with A ⊆ VFn and B ⊆ VFm is (α, β)-covariant if it
(πα, πβ)-contracts to a function f↓ : πα(A) −→ πβ(B), that is, πβ ◦ f = f↓ ◦ πα. For simplicity,
we shall often suppress mention of parameters and refer to (α, β)-covariant functions as (α,−)-
covariant or (−, β)-covariant or just covariant functions. A set A ⊆ VFn is α-invariant if its
characteristic function is (α, 0)-covariant.
More generally, for sets A, B with RV-coordinates, the function f : A −→ B is covariant
if every one of its VF-fibers ft is (αt, βt)-covariant for some (αt, βt) ∈ Γ (this is in line with
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Terminology 2.5). Accordingly, a set is invariant if (every VF-fiber of) its characteristic function
is (−, 0)-covariant.
Terminology 5.2. A definable function f : A −→ B is proper covariant if
• the sets AVF, f(A)VF are bounded and the sets ARV, f(A)RV are doubly bounded,
• for each VF-fiber ft of f there is a t-definable tuple (αt, βt) ∈ Γ such that ft is (αt, βt)-
covariant, dom(ft) is αt-invariant, and ran(ft) is βt-invariant.
Accordingly, an invariant set A is proper invariant if its projection into the RV-coordinates
is proper covariant, more explicitly, A is proper invariant if AVF is bounded, ARV is doubly
bounded, for each VF-fiber At, there is a t-definable tuple αt ∈ Γ such that At is αt-invariant.
Recall Terminology 2.35. Observe that A is proper invariant does not imply that A is doubly
bounded.
Observe that the above definition also makes sense when the range of the function has no VF-
coordinates. It also makes sense to call a definable function A −→ P(RVm) proper covariant.
Note that if U ∈ RVdb[k] then LU is a doubly bounded proper invariant set.
Lemma 5.3. Let A be a definable set such that AVF is bounded and ARV is doubly bounded.
Then A is proper invariant if and only if A is clopen (recall Terminology 2.5).
Proof. The “only if” direction is clear. For the “if” direction, since every VF-fiber of A is open,
there is an o-partition p : A −→ Γ. Since every VF-fiber of A is also closed, by Lemma 2.44,
p(A) is doubly bounded. The claim follows. 
Lemma 5.4. Let A, B be proper invariant subsets of VFn×RVm. Then A∩B, RVH(A)rA,
and B r A are also proper invariant.
Proof. Clearly (A∩B)VF is bounded, (A∩B)RV is doubly bounded, and every VF-fiber of A∩B
is clopen; similarly for the other cases. So this follows from Lemma 5.3. 
Note that, however, a restriction of a proper covariant function is not necessarily a proper
covariant function, even if the restricted domain and range are both proper invariant. In a
sense, this behavior requires continuity.
Lemma 5.5. Let f : A −→ B be a definable continuous surjection between two proper invariant
sets. Suppose that the range of every VF-fiber of f is clopen. Then f is proper covariant. If f
is bijective then the same holds under the weaker assumption that the range of every VF-fiber
of f is open.
Proof. For each (b, s) ∈ BVF×BRV and every VF-fiber f(t,s) of f , let βt ∈ Γ be a (b, s, t)-definable
element such that {
o((b, s), βt) ⊆ ran(f(t,s)), if (b, s) ∈ ran(f(t,s)),
o((b, s), βt) ∩ ran(f(t,s)) = ∅, if (b, s) /∈ ran(f(t,s)).
Since ARV is doubly bounded, by Lemma 2.36, there is a (b, s)-definable β ∈ Γ which satisfies
this condition for every t ∈ ARV; let β(b,s) ∈ Γ be the smallest of such elements, which exists
since the Γ-sort is o-minimal. Let q : B −→ Γ be the definable function given by (b, s) 7−→ β(b,s),
which is clearly an o-partition. Since B is proper invariant, by Lemma 2.44, we see that q(B) is
doubly bounded by, say, β ∈ Γ+. Then, by continuity, there is another o-partition p : A −→ Γ
such that, for each open polydisc b in question, f(b) lies in an open polydisc of radius β, and
p(A) is doubly bounded as well. It follows that f is proper covariant.
For the second claim, since f is bijective, there is only one VF-fiber f(t,s) of f with (b, s) ∈
ran(f(t,s)). If we let β(b,s) ∈ Γ be the smallest element such that o((b, s), β(b,s)) ⊆ ran(f(t,s)) then
the resulting function q is still an o-partition. The rest of the argument is the same. 
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Definition 5.6. Let A be a definable set. A regularization map is a map of the form
x = (x1, . . . , xn) ∈ A 7→ (x, rv(xi)) ∈ A× RV,
where the ith coordinate of A is assumed to be a VF-variable.
Definition 5.7 (Proper special covariant transformations). Let A be a doubly bounded proper
invariant set or, more generally, a finite family of such sets. Assume that for each VF coordinate
of A xi, there is a RV coordinate of A yi such that rv(xi) = yi. Suppose that the first coordinate
of A is a VF-coordinate (of course nothing is special about the first VF-coordinate, we choose
it simply for ease of notation).
Let C ⊆ RVH(A) be an RV-pullback (see Definition 2.3). Let λ : pr>1(C ∩ A) −→ VF be
a definable continuous function whose graph is contained in C, that is, for each RV-polydisc
p ⊆ C, λ restricts to a function
λp : pr>1(p ∩A) −→ pr1(p).
Suppose that there is an rv(p)-definable tuple (αp, βp) ∈ Γ such that p∩A is (αp, βp)-invariant
and λp is (βp, αp)-covariant. Let γ ∈ Γ
+ be a definable element such that there is a definable
point t ∈ γ♯ and for all p,
γp := rad(pr1(p)) + γ ≥ αp;
the existence of such a γ is guaranteed by Lemma 2.36 and the assumption that S is VF-
generated. For each p, set
tp = t · rv(pr1(p)) ∈ RV .
Then the centripetal transformation η on A with respect to λ is given by
(CT)


η(a, x) = (a− λ(x), x), if (a, x) ∈ p ∩A and πγp(a) 6= πγp(λ(x)),
η(a, x) = (tp, x), if (a, x) ∈ p ∩A and πγp(a) = πγp(λ(x)),
η = id, on Ar C.
The function λ is referred to as the focus of η, the RV-pullback C as the locus of λ (or η), and
the pair (γ, t) as the aperture of λ (or η). Note that if (γ, t) is the aperture of λ then every
other pair (γ′, t′) of this form with γ′ ≥ γ could be an aperture of λ as well, so the aperture of
λ must be given as a part of λ itself. Actually, all the data above should be regarded as part
of λ, including the tuples (αp, βp).
A proper special covariant transformation T on A is an alternating composition of centripetal
transformations and regularizations. The length of such a proper special covariant transforma-
tion T , denoted by lh(T ), is the number of centripetal transformations in it.
Choose a definable point c ∈ t♯ (again, this is possible since S is assumed to be VF-generated).
If (a, x) ∈ p ∩ A and πγp(a) = πγp(λ(x)) for some a ∈ VF then (λ(x), x) ∈ p ∩ A. Thus the
second clause of (CT) may be changed to
η(a, x) = (a− λ(x)(1− c), x).
The images from the first two clauses of (CT) may now overlap, but we take their disjoint union
and thereby always assume that the resulting function η♭ is injective. In so doing, every proper
special covariant transformation may be lifted to a proper special covariant bijection T ♭ on A.
This of course depends on the choice of the point c. The image of T ♭ is often denoted by A♭.
This definition of a proper special covariant bijection is somewhat more complicated than
that of a special bijection in [13, Definition 5.1]. Clearly a proper special covariant bijection is
a special bijection if all of the apertures are (∞, 0) or the second clause of (CT) does not occur.
The extra generality is needed to achieve better control of proper invariant sets.
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Remark 5.8. If we drop the continuity assumption on the focus map λ, then the image of
a proper special covariant bijection might not be proper invariant. With this assumption, a
proper special covariant bijection of length one is indeed proper covariant by Proposition 5.12,
justifying the terminology.
Remark 5.9. If T is a proper special covariant bijection of length 1 then its inverse is indeed
proper covariant.
Remark 5.10. Suppose that A is proper δ-invariant but is not doubly bounded. Then, by
definition, there are no proper special covariant transformations on A. But we can prepare A
as follows. Choose a definable point tδ ∈ δ
♯. For each open polydisc b1 × . . .× bn × c ⊆ A of
radius δ, replace each bi such that bi = Mδ with tδ. The resulting definable set, or rather, the
resulting disjoint union of definable sets, is doubly bounded and remains δ-invariant. We may
and do regard this operation as a centripetal transformation with respect to the constant focus
map 0.
Remark 5.11. Let η be a centripetal transformation on A of aperture (γ, t). Then the set
η(A) is indeed proper invariant and doubly bounded. If we change the aperture of η to (γ′, t′)
with γ′ > γ and write the resulting centripetal transformation as η′ then, in the notation of
Definition 5.7, every open polydisc b ⊆ η(A)r η′(A) of radius αp, where p is the RV-polydisc
that contains η−1(b), has an extra RV-coordinate tp that is contracted from open discs of
radius γp in the same VF-coordinate of A. Each of these open polydiscs has a counterpart in
η′(A)r η(A), in which tp is replaced by (Mγp rMγ′p) ∪ t
′
p. On the other hand, η(A) = η
′(A) if
and only if the second clause of (CT) does not occur.
Proposition 5.12. A proper special covariant bijection of length one and its inverse are proper
covariant.
Proof. We keep the notations from the definition and work on each clause of the transformation
separately. We see that it is enough to show that the focus map λp is uniformly continuous.
Fix γ ∈ Γ. Since λp is continuous, the function
p : x ∈ pr>1(p ∩ A) 7→ min {β | λp(o(x, β)) ⊆ o(f(x), γ)} ∈ Γ
is well defined. Since p is an o-partition of pr>1(p ∩ A) which is proper invariant, by Lemma
2.44 the image of p is bounded from below, hence λp is uniformly continuous.
For the general case, observe that if f : A // B and g : B // C are bijections that are re-
spectively (α, β)-proper covariant and (β ′, γ)-proper covariant, with β ′ ≤ β, then the composite
g ◦ f is (α, γ)-proper covariant.
Hence one only needs to check that one can choose matching ranges for the different cen-
tripetal transformations. But this can be achieved by working inductively starting from the
last transformation. Indeed, using the uniform continuity of the focus maps, if a centripetal
transformation f is (α, α)-proper covariant, then there is an α0 such that if α
′ > α0, then
f is (α′, α′)-proper covariant. This proves that a proper special covariant bijection is proper
covariant. One proceeds similarly for its inverse, by working backwards. 
Remark 5.13. Note that we are not claiming that if a proper special covariant bijection is
(α, β)-proper covariant, then its inverse is (β, α)-proper covariant.
If (A, ω), (B, σ) are objects of µVF[k] and F : A −→ B is a proper special covariant bijection
then JcbVF F (x) = 0 for all x ∈ A outside a definable subset of VF-dimension less than k, and
hence F represents an isomorphism if ω(x) = σ(F (x)) for all x ∈ A outside a definable subset
of VF-dimension less than k (recall Remark 3.7).
Lemma 5.14 ([13, Theorem 5.5]). Let A ⊆ VFn be a definable set and f : A −→ RVm a
definable function. Then there is a special bijection T on A such that A♭ is an RV-pullback and
the function f ◦ T−1 is rv-contractible.
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Remark 5.15. The proof of Lemma 5.14 in [13] actually shows that for every definable set
A, there is a special bijection T on RVH(A) such that A♭ is an RV-pullback. In the present
context, for reasons that will become clear, we would like to extend this result, using proper
special covariant bijections on proper invariant sets A. This is not guaranteed by Lemma 5.14
since the focus maps in T are not required to be (suitably) covariant within each RV-polydisc,
except when AVF ⊆ VF, in which case the covariance requirement is half vacuous and it is easy
to see how to turn T into a proper special covariant bijection whose components all have the
same aperture (for more details see the FMT procedure in Terminology 5.16 below).
Terminology 5.16 (FMT). Let A ⊆ VFn be a definable set and f : A // VF a definable
function. Assume we are given a1, . . . , an ⊆ pr1(A), some open discs of the same radius, each
containing a definable point a1, . . . , an.
Then consider the definable function f ′ : A // VF defined as follows. If (a, y) ∈ A with
a ∈ ai for some i, then f
′(a, y) = f(ai, y). Otherwise, f
′(a, y) = f(a, y).
The procedure of replacing f by f ′ is called the FMT procedure.
Proposition 5.17. Let H be a proper invariant RV-pullback, (Ai)i a definable finite partition
of H such that each Ai is proper invariant, and f : H −→ P(RV
m) a proper covariant function.
Then there is a proper special covariant bijection T on H such that
• every T ↾ Ai is indeed a proper special covariant bijection,
• every A♭i ⊆ H
♭ is a doubly bounded RV-pullback,
• f ◦ T−1 is rv-contractible.
Proof. To begin with, by Remark 5.10, we may assume that H is doubly bounded. It is
equivalent and less cumbersome to construct a proper special covariant transformation such
that its lift is as required (see the last paragraph of this proof). To that end, we proceed by
induction on n, where HVF ⊆ VF
n. The base case n = 1 follows from Lemma 5.14 and the
discussion in Remark 5.15.
For the inductive step, let Ai1 = pr1(Ai) and H1 = pr1(H). By Lemma 5.4, we may assume
that the sets Ai1 form a partition of H1. For each a ∈ H1, the inductive hypothesis gives
an a-definable proper special covariant transformation Ta on Ha such that each Ta ↾ Aia is a
proper special covariant transformation, each Ta(Aia) ⊆ Ta(Ha) is an RV-pullback, and f ◦T
−1
a
is rv-contractible. Our goal then is to fuse together these transformations Ta so to obtain one
proper special covariant transformation on H as desired. This is in general not possible without
first modifying H1 in a suitable way, which constitutes the bulk of the work below.
There is an element δ ∈ Γ such that every Ai is proper δ-invariant and f is δ-covariant.
Let Uak enumerate the loci of the components of Ta, λak the corresponding continuous focus
maps, and (γak, tak) their apertures; for each RV-polydisc q ⊆ Uak, the map λakq is (αakq, βakq)-
covariant. By compactness, there is a definable set V ⊆ VF×RVl such that pr1(V ) = H1 and,
for each a ∈ H1, the set Va contains the following RV-data of Ta:
• rv(Ta ↾ Aia), rv(Ta), and the sequence rv(Uak),
• the VF-coordinates targeted by the focus maps λak,
• the a-definable apertures (γak, tak),
• the (a, rv(q))-definable tuples (αakq, βakq),
• the rv-contraction of f ◦ T−1a ;
the set rv(Ta) is determined by other data in this list and hence is redundant, but we add it in
anyway for clarity. Note that V is not necessarily proper invariant.
Let φ(x, y) be a quantifier-free formula that defines V and Gi(x) enumerate its top terms
(recall Convention 2.8). By Lemma 5.14, there is a special bijection R : H1 −→ H
♭
1 such that
each A♭i1 ⊆ H
♭
1 is an RV-pullback and every Gi ◦ R
−1 is rv-contractible (note that we cannot
appeal to the base case here since (rv ◦Gi) ↾ H1 may not be proper covariant). This implies
that, for every RV-polydisc p ⊆ H♭1, the RV-data Va is constant over a ∈ R
−1(p). Observe
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that, since H1 is an RV-pullback of RV-fiber dimension 0, by C-minimality and Lemma 3.3,
each focus map in R consists of only finitely many points. Then there is an algebraic set of
open discs aj ⊆ H1 of radius δ such that the restriction of R to H1r
⋃
j aj is actually a proper
special covariant bijection — the reason simply being that, after deleting all the discs aj, each
focus map in R lies outside the set in question. Each aj contains an pajq-definable point aj
and, for all a, a′ ∈ aj and every Ai, we have Aia = Aia′ (because Ai is δ-invariant). It follows
that, over each aj, we can use the same transformation Taj to achieve the desired effect. Hence
we use FMT on T and then adjust R so that every aj is mapped to the same RV-disc t
♯
δ, where
tδ ∈ δ
♯ is definable.
Therefore, we may assume that R is a proper special covariant bijection whose components
all have the same aperture (δ, tδ).
By compactness, there is a definable finite partition of H1 such that, over each piece, the
focus maps λak are uniformly defined by formulas λk(a, y, z). By C-minimality, there are only
finitely many open discs ai ⊆ H1 of radius δ that are split by this partition. Thus, by FMT,
we may assume that the partition is indeed trivial. Since R induces a proper special covariant
bijection on H , we may actually assume that R is trivial as well.
Over each t♯ ⊆ H1, we can now write Uak as Utk, αakq as αkq (the first RV-coordinate of q
is actually t), and so on. We are almost ready to fuse together the transformations Ta over
a ∈ t♯. The remaining problem is that, for any a, a′ ∈ t♯, although the two focus maps λa1q,
λa′1q are both (α1q, β1q)-covariant, the images of the same open polydisc of radius α1q may lie
in two distinct open discs of radius β1q. To solve this problem, consider an open polydisc p
of radius α1q that is contained in dom(λa1q) for some (hence all) a ∈ t
♯. For each b ∈ p, let
λ1b : t
♯ −→ VF be the function defined by λ1(x, b, z). By C-minimality and Corollary 2.27,
there are a b-definable finite set Cb ⊆ VF and, for any a ∈ t
♯ r Cb, an open disc aa ⊆ t
♯ r Cb
around a such that λ1b(aa) lies in an open disc of radius β1q. Since for any other a
′ ∈ aa,
λa′1q(p) also lies in an open disc of radius β1q, we see that λ1(aa × p) lies in an open disc of
radius β1q, where λ1 stands for the function defined by λ1(x, y, z). Therefore, we may assume
that the finite set Cb is actually ppq-definable. But then, by Lemma 2.14, it is even definable.
By compactness and FMT, we may assume that there is an o-partition p : dom(λ1) −→ Γ such
that, for each open polydisc b in question, λ1(b) lies in a disc of radius β1q, where q is related to
b in the obvious way. By Lemma 2.44, the image of p is doubly bounded and, by Lemma 2.36,
there is a definable γ1 ∈ Γ with γ1 ≥ γt1 for all t ∈ rv(H1) and there is a definable point t1 ∈ γ
♯
1,
which means that λ1 can serve as the focus map of a centripetal transformation T1 on H of
aperture (γ1, t1). To ensure that λ1 is continuous, one appeals to Proposition 2.47 and FMT.
At this point the proof would be complete if we could repeat the procedure above for λ2, and
so on. We still have a small issue, namely some part of the locus Ua2 may have disappeared
because the aperture of λa1 is bumped up to (γ1, t1); see Remark 5.11. It is not hard to see
that the inductive hypothesis may be applied to the RV-pullback contained in T1(H) that
corresponds to the missing locus, since it has one less VF-coordinate, its intersection with each
T1(Ai) is proper invariant, and T1, f do induce a definable function on it. 
5.2. Lifting from RV to VF. Let A be a definable set and ω : A −→ Γ a definable function.
We say that the definable pair (A, ω) is proper invariant if A is proper invariant and ω is proper
covariant.
Lemma 5.18. Suppose that A is an RV-pullback and (Ai)i is a definable finite partition of A
such that each Ai = (Ai, ω ↾ Ai) is proper invariant. Then there is a proper special covariant
bijection T as given in Proposition 5.17 such that ω ◦ T−1 is rv-contractible. In particular, if
Ai ∈ µVF[k] then T induces a morphism Ai −→ µL(U i, πi), where (U i, πi) ∈ µRV
db[k].
Proof. We view ω as a definable function A −→ P(RV). By Proposition 5.17, there is a proper
special covariant bijection T on A such that for each i, T ↾ Ai is a proper special covariant
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bijection and A♭i is an RV-pullback. Moreover, σi := (ω ◦ T
−1) ↾ A♭i is constant on every RV-
polydisc in A♭i and hence induces a function πi : rv(A
♭
i) −→ Γ. Now, if Ai ∈ µVF[k] then,
by Lemma 3.3, U i := rv(A
♭
i)≤k ∈ RV
db[k] (recall Notation 3.9). Since Ai is isomorphic to
(LU i, σi), we see that (U i, πi) is as required. 
This lemma may be applied to any proper invariant object (A, ω) ∈ µVF[k] without the
partition of RVH(A) being explicitly given since, by Lemma 5.4, A′ = RVH(A) r A is proper
invariant too, which means that the two objects (A, ω), (A′, 0) are indeed as assumed.
Lemma 5.19. Let A ⊆ VFn×RVm be a definable set such that AVF is bounded and ARV is
doubly bounded. Let f : A −→ Γ be a definable function that is constant on A ∩ a for all open
polydiscs a of radius γ ∈ Γ. Then f(A) is doubly bounded.
Proof. From the condition on f , we can replace A by its γ-tubular neighborhood, hence assume
that (A, f) is proper invariant. Hence Lemma 5.18 implies that f factors through a doubly
bounded definable set in RV. By Lemma 2.36, the image of f is doubly bounded. 
Definition 5.20. Let A ⊆ VFn×RVm, B ⊆ VFn×RVm
′
be objects of VF∗. We say that a
morphism G : A −→ B is relatively unary or more precisely, relatively unary in the ith VF-
coordinate, where i ∈ [n], if (pr˜i ◦G)(x) = pr˜i(x) for all x ∈ A. If G ↾ Aa is also a proper special
covariant bijection for every a ∈ pri˜(A) then we say that G is relatively proper special covariant
in the ith VF-coordinate.
Let (U, f), (V, g) be objects of RV[k]. We say that a morphism F : U −→ V is relatively
unary in the ith coordinate, where i ∈ [k], if (pri˜ ◦g ◦ F )(u) = (pr˜i ◦f)(u) for all u ∈ U .
Since identity functions are relatively unary in any coordinate, if a morphism is piecewise a
composition of relatively unary morphisms then it is indeed a composition of relatively unary
morphisms.
Clearly every proper special covariant bijection T of length 1 is relatively proper special
covariant, but not vice versa.
Lemma 5.21. Every morphism in RV[k] can be written as a composition of relatively unary
morphisms, and similarly in µRV[k], RVdb[k], and µRVdb[k].
Proof. It is enough to show this piecewise. Let F : (U, f) −→ (V, g) be an RV[k]-morphism and
dimRV(U) = n. We do induction on n. The base case n = 0 is easy and is left to the reader.
For the inductive step, we may assume that both pr≤n ↾ f(U) and pr≤n ↾ g(V ) are finite-to-
one. Let F ′ : (U, pr≤n ◦f) −→ (V, pr≤n ◦g) be the morphism induced by F . Observe that,
by the base case (applied fiberwise), it is enough to show that F ′ is piecewise a composition
of relatively unary morphisms. Thus we may assume n = k and, without loss of generality,
F = id. By the inductive hypothesis, we may further assume that for all t ∈ pr<n(f(U)), f(U)t
is infinite and prn ↾ g(f
−1(f(U)t)) is finite-to-one. Let f
′ : U −→ RVn be the function given by
u 7−→ (pr<n(f(u)), prn(g(u))), which is finite-to-one. Then the morphism id : (U, f) −→ (U, f
′)
is relatively unary. Applying the inductive hypothesis fiberwise to id : (U, f ′) −→ (V, g) in the
obvious way, the lemma follows.
If F is indeed a µRV[k]-morphism then it is straightforward to equip the object in each
intermediate step with a volume form so that the map in question becomes a µRV[k]-morphism.
The other cases are rather similar. 
Lemma 5.22. Let U , V be sets in RV and f : U −→ P(V ) a definable finitary function. Then
there is a definable finitary function f ♯ : U ♯ −→ P(V ♯) that rv-contracts to f . Moreover, for
every (u, v) ∈ f , f ♯(u,v) := (u, v)
♯ ∩ f ♯ is a partially differentiable function u♯ −→ v♯.
Proof. We do induction on dimRV(U) = n. For the base case n = 0, U is finite and hence, for
every u ∈ U , by Lemma 2.16, the RV-polydisc u♯ contains a u-definable point, and similarly
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for V . So lifting f as desired is trivial. For the inductive step, we may assume that pr≤n ↾ U
is finite-to-one. Let U ′ = pr≤n(U) and f
′ : U ′ −→ P(V ) be the definable finitary function
induced by f . Observe that if f ′ can be lifted as desired then F can be lifted (again trivially)
as desired as well. So, without loss of generality, we may assume U ⊆ RVn. By Lemma 2.16 and
compactness, there is indeed a definable finitary function f ♯ : U ♯ −→ P(V ♯) that rv-contracts
to f . By Lemma 2.34, every f ♯(u,v) is partially differentiable everywhere. By Lemma 2.31, the
RV-boundary of the differential locus is of RV-dimension less than n. The lemma follows. 
Let F : U −→ V be an RV[k]-morphism. Write U = (U, f) and V = (V, g). If F ♯ : LU −→
LV is a definable bijection that rv-contracts to the function Uf −→ Vg induced by F then
it is called a lift of F . We shall also think of the finite-to-finite correspondence F † as the
rv-contraction of such a lift.
Lemma 5.23 ([4, Proposition 6.1, Lemma 6.2], [13, Corollary 7.7]). F admits a lift.
Lemma 5.24 ([4, Lemma 6.3]). Let ω : U −→ Γ be a definable function such that for every
u ∈ U , vrv(ω(u)) = JcbΓ F
†(u). Then there is a lift F ♯ of F such that
(5.1) val(JcbVF F
♯(a, u)) = ω(u), for all (a, u) ∈ LU .
See [13, Corollary 7.7] for an alternative proof (the weaker qualifier “for almost all (a, u) ∈
LU” there may be upgraded to “for all (a, u) ∈ LU” by appealing to Lemma 2.31 at suitable
places).
Remark 5.25. Let t, s ∈ RV such that the RV-discs t♯, s♯ contain definable points. It is easy
to see that for any definable c ∈ VF× with val(c) = vrv(s/t), there is a definable bijection
f : t♯ −→ s♯ such that d
dx
f = c.
Lemma 5.26. Every µRV[k]-morphism F : (U , ω) −→ (V , σ) admits a lift F ♯ : µL(U , ω) −→
µL(V , σ) that is piecewise a composition of partially differentiable relatively unary µVF[k]-
morphisms. Moreover, if F is a µRVdb[k]-morphism then both the components of F ♯ and their
inverses are proper covariant.
Proof. We do induction on dimRV(U) = n. For the base case n = 0, we may assume that U
is just a singleton and F is relatively unary. Since, by Lemma 2.16, every RV-disc t♯ involved
contains a t-definable point, it is easy to lift F as desired by applying Remark 5.25 in the
coordinate in question.
For the inductive step, let F ′, f ′ be as in the proof of Lemma 5.21 (so both pr≤n ↾ f(U) and
pr≤n ↾ g(V ) are assumed to be finite-to-one). Observe that, by Lemma 5.21 and the inductive
hypothesis, we may actually assume that F ′ is relative unary in, say, the nth coordinate. By
Lemmas 5.23 (applied fiberwise), 2.34, and 2.31, F ′ can be lifted to a partially differentiable
relatively unary bijection F ′♯ outside a definable subset of RV-dimension less than n. It follows
that if n = k then, by Lemma 5.24, the whole situation is reduced to the inductive hypothesis.
So, without loss of generality, n < k and F ′♯ is a lift of F ′ such that the condition (5.1) is
satisfied everywhere. Let f ′ : U −→ RVk be the function given by
u 7−→ ((pr≤n ◦g ◦ F )(u), (pr>n ◦f)(u)),
which is finite-to-one. Let ω′ : U −→ Γ be the function given by u 7−→ ω(u) − JcbΓ F
′†(u),
Then id is a µRV[k]-morphism between (U, f, ω) and (U, f ′, ω′), and (F ′♯, id) is a partially dif-
ferentiable relatively unary µVF[k]-morphism that lifts it. So we are further reduced to the
case pr≤n(f(U)) = pr≤n(g(V )) = W . By Lemma 5.22, there are definable partially differ-
entiable functions that rv-contract to the obvious finitary functions W −→ P(pr>n(f(U))),
W −→ P(pr>n(g(V ))). This means that F can be lifted by applying Remark 5.25 fiberwise as
in the base case above.
The second claim is a consequence of Lemma 5.5 and Corollary 2.41. 
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Definition 5.27. The subcategory µVF⋄[k] of µVF[k] consists of the proper invariant objects
and the morphisms that are compositions of relatively unary proper covariant morphisms whose
inverses are also proper covariant.
Remark 5.28. Obviously the composition law holds in µVF⋄[k] and hence it is indeed a category.
Moreover, every morphism in it is a bijection, as opposed to merely an essential bijection, and
is in effect required to admit an inverse. So µVF⋄[k] is already a groupoid and there is no need
to pass to a quotient category as in Remark 3.7. On the other hand, Proposition 5.17 and
Remark 5.9 show that it does have nontrivial morphisms.
The main reason that we need lifts in Lemma 5.26 to be in that particular form is that we are
forced to work with explicit compositions of proper covariant relatively unary morphisms (ex-
plicitness is not an issue if proper covariance is not demanded), due to the failure of generalizing
Lemma 5.30 below to higher dimensions; see [14, § 1] for further explanation.
Corollary 5.29. The lifting maps µLk induce surjective homomorphisms, which are often
simply denoted by µL, between the Grothendieck semigroups
K+ µRV
db[k] // // K+ µVF
⋄[k].
Proof. By Lemma 5.26, every µRVdb[k]-morphism can be lifted to a µVF⋄[k]-morphism. So
µLk induces a map on the isomorphism classes, which is easily seen to be a semigroup homo-
morphism. By Lemma 5.18 (see the remark thereafter), this homomorphism is surjective. 
Lemma 5.30. Let f : (A, ω) −→ (B, σ) be a µVF⋄[1]-morphism. Then there are proper special
covariant bijections TA : A −→ A
♭, TB : B −→ B
♭ such that A♭, B♭ are doubly bounded
RV-pullbacks and the functions f ♭, f ♭↓ are bijective in the diagram
B B♭
TB
//
A
f

A♭
TA
//

rv(B♭)rv
//
f♭

rv(A♭)
rv
//
f♭
↓

where the second square commutes (but not necessarily the first one, although it fails at only
finitely many points). Moreover, ω′ = ω ◦ T−1A and σ
′ = σ ◦ T−1B are both rv-contractible, and
f ♭↓ is a µRV
db[1]-morphism (rv(A♭), ω′)1 −→ (rv(B
♭), σ′)1 (recall Notation 3.9).
Proof. This is a variation of [14, Lemma 5.2] and is established by modifying two special
bijections T ′A, T
′
B as constructed in the proof of the latter as follows. By Lemma 5.18, we may
assume that A, B are doubly bounded RV-pullbacks and ω, σ are already rv-contractible. By
Lemmas 2.12 and 3.3, each focus map in T ′A consists of an algebraic set of focus points, and
similarly for the focus maps in T ′B. Each one of these focus maps may produce 0 in the VF-
coordinate in the resulting set, but this is not allowed in a proper special covariant bijection. To
remedy this, we choose pairwise disjoint open discs of sufficiently large definable radii around
these focus points such that each of them contains exactly one focus point and the volume
forms are constant on them. By the construction in the proof of [14, Lemma 5.2], f has the
disc-to-disc property outside these discs. Inside these discs, by Lemma 2.42, the radii may be
chosen so that f is weakly concentric at the focus points. In particular, since f ♭ rv-contracts
to a bijection, these open discs can be paired up via the induced bijection in question. At this
point it is not hard to see how to modify T ′A, T
′
B according to the second clause of (CT). The
first claim follows. By the disc-to-disc property and weak concentricity, the volume forms ω′,
σ′ do match under f ♭↓ in the required sense, hence the second claim. 
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6. Integrating proper invariant sets
6.1. Blowups. Recall that we write RV to mean the RV-sort without the element∞, and RV∞
otherwise, although quite often the difference is immaterial and it does not matter which set
RV stands for. In the definition below, this difference does matter, in particular, RV◦◦ denotes
the set rv(Mr0).
Notation 6.1. Recall from Notation 2.4 that the set rv(Mγ r0) is denoted by RV
◦◦
γ . For γ ∈ Γ
+
and t ∈ γ♯, write
RV◦◦(t)γ = (RV
◦◦rRV◦◦γ ) ⊎ t;
if γ =∞ then RV◦◦(t)γ = RV
◦◦
∞ and γ = 0 then RV
◦◦(1)γ = 1 ∈ RV.
Definition 6.2 (Annular blowups). Let U = (U, f, ω) be an object of µRV[k], where k > 0,
such that the function prj˜ ↾ f(U) is finite-to-one for some j ∈ [k]. Write f = (f1, . . . , fk). Let
t ∈ RV∞ be a definable element with τ = vrv(t) nonnegative. An elementary annular blowup of
U in the jth coordinate of aperture (τ, t) is the tripleU ♭ = (U ♭, f ♭, ω♭), where U ♭ = U×RV◦◦(t)τ
and for every (u, s) ∈ U ♭,
f ♭i (u, s) = fi(u) for i 6= j, f
♭
j (u, s) = sfj(u), ω
♭(u, s) = ω(u).
Let V = (V, g, σ) be another object of µRV[k] and Ci ⊆ V finitely many pairwise disjoint
definable sets. Each triple
C i = (Ci, g ↾ Ci, σ ↾ Ci) ∈ µRV[k]
is referred to as a subobject of V . Suppose that Fi : U i −→ Ci is a µRV[k]-morphism and U
♭
i
is an elementary annular blowup of U i. Let C =
⋃
iCi, C =
⋃
iCi, and F =
⊎
i Fi. Then the
object (V rC)⊎
⊎
iU
♭
i is an annular blowup of V via F , denoted by V
♭
F . The subscript F is
usually dropped. The object C (or the set C) is referred to as the locus of V ♭F .
A annular blowup of length n is a composition of n annular blowups.
Remark 6.3. An elementary annular blowup could be an elementary blowup (see [14, Defini-
tion 6.1]) if the aperture is allowed to be (∞,∞). If there is an elementary annular blowup of U
then, a posteriori, dimRV(U) < k. For any coordinate of f(U), there is at most one elementary
blowup of U , whereas there could be many annular elementary blowups of U . We should have
included the coordinate that is blown up as a part of the data. However, in context, either this
is clear or it does not need to be spelled out, and we shall suppress mention of it for ease of
notation.
Clearly if U ∈ µRVdb[k] then U ♭ ∈ µRVdb[k] too. We shall only consider annular blowups in
µRVdb[k] (then, for simplicity, they will just be referred to as blowups). This is in parallel with
proper special covariant bijections set forth in Definition 5.7. As a matter of fact, to make this
analogy precise is essentially what is left to do for the rest of our main construction.
For the next few lemmas, let U = (U, f, ω) and V = (V, g, σ) be objects of µRVdb[k].
Lemma 6.4. Suppose that [U ] = [V ]. Let U ♭, V ♭ be elementary blowups of U , V in the kth
coordinate. Then there are blowups U ♭♭, V ♭♭ of U ♭, V ♭ of length 1 such that [U ♭♭] = [V ♭♭].
Proof. Let F : U −→ V be a morphism. Let (ρ, r), (τ, t) be the apertures of U ♭, V ♭, respec-
tively. If ρ = τ then the obvious bijection U ♭ −→ V ♭ is clearly a morphism U ♭ −→ V ♭. Thus,
without loss of generality, we may assume ρ′ := τ − ρ > 0. Choose a definable element r′ ∈ ρ′♯.
Let W = U × r and W be the corresponding subobject of U ♭. Then it is easy to see that the
blowup U ♭♭ of U ♭ with locus W and aperture (ρ′, r′) is isomorphic to V ♭. 
Corollary 6.5. Let F : U −→ V be a morphism and U ♭, V ♭ blowups of U , V of length 1.
Then there are blowups U ♭♭, V ♭♭ of U ♭, V ♭ of length 1 such that [U ♭♭] = [V ♭♭].
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Proof. Let C, D be the loci of U ♭, V ♭, respectively. By Lemma 6.4, we can make the claim
hold by restricting the loci of U ♭, V ♭ to C ∩ F−1(D), F (C) ∩D. But in the meantime we can
also blow up U ♭, V ♭ at the loci F−1(D)r C, F (C)rD using the apertures induced by those
on D r F (C), C r F−1(D), respectively. Then the resulting compounded blowups of U ♭, V ♭
of length 1 are as desired. 
This corollary also holds in RV[k], which is essentially the only thing that the otherwise formal
proof of [13, Lemma 6.5] depends on. Thus, the same proof yields the following analogue in
the present context:
Lemma 6.6. If [U ] = [V ] and U 1, V 1 are blowups of U , V of lengths m, n, respectively, then
there are blowups U 2, V 2 of U 1, V 1 of lengths n, m, respectively, such that [U 2] = [V 2].
Corollary 6.7. Suppose that [U ] = [U ′] and [V ] = [V ′]. If there are isomorphic blowups of
U , V then there are isomorphic blowups of U ′, V ′.
Definition 6.8. Let µDsp[k] be the set of pairs (U ,V ) of objects of µRV
db[k] such that there
exist isomorphic blowups U ♭, V ♭. Let µDsp[∗] =
⊕
k µDsp[k].
We will just write µDsp for all these sets when there is no danger of confusion. By Corol-
lary 6.7, they may be regarded as binary relations on isomorphism classes.
Lemma 6.9. µDsp[k] is a semigroup congruence relation and µDsp[∗] is a semiring congruence
relation.
Proof. This is an easy consequence of Lemma 6.6 (the proof of [13, Lemma 6.8], which uses [13,
Lemma 6.5], contains more details). 
Let T be a proper special covariant bijection on L(U, f). Denote the object ((L(U, f)♭)RV)≤k ∈
RVdb[k] by (UT )≤k and the object (UT , ωT )≤k ∈ µRV
db[k] by UT , where ωT : UT −→ RV is the
function induced by ω.
Lemma 6.10. The object UT is isomorphic to a blowup of U of the same length as T .
Proof. By induction on the length lh(T ) of T and Lemma 6.6, this is immediately reduced to
the case lh(T ) = 1. Without loss of generality, we may assume that the locus of T is L(U, f).
Then it is clear how to construct an (elementary) blowup of U as desired, using the aperture
provided by T . 
Lemma 6.11. Let U ♭ be a blowup of U . Then µLU ♭ is isomorphic to µLU in µVF⋄[k].
Proof. By induction on the length l of U ♭, this is immediately reduced to the case l = 1. We
assume that U ♭ is an elementary blowup in the first coordinate. Let (τ, t) be the aperture of
U
♭. Fix a definable point c ∈ t♯. For u ∈ U and a ∈ f(u)♯
1˜
, every RV-disc in f(u)♯1 contains
an a-algebraic point ba; moreover, by Lemma 5.22, these points may be chosen uniformly
via a partially differentiable finitary function. Thus there is a continuous (fiberwise) additive
translation, with respect to the points ba and ba− cba, between the two sets in question, which
is a µVF⋄[k]-morphism by Lemma 5.5 and Corollary 2.41. 
6.2. Standard contractions. Let A ⊆ VFn×RVm be a proper invariant set. Let i ∈ [n] and
Ti be a definable bijection on A such that
• both Ti and T
−1
i are proper covariant,
• Ti is relatively proper special covariant in the ith VF-coordinate,
• for every a ∈ pri˜(A), the set Ti(Aa) is an RV-pullback.
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Note that Ti is not necessarily a proper special covariant bijection since, to begin with, the
various proper special covariant bijections in the ith VF-coordinate may not even be of the
same length. Let
Ai =
⋃
a∈pri˜(A)
a× (Ti(Aa))RV ⊆ VF
n−1×RVmi .
Let Tˆi : A −→ Ai be the function induced by Ti. Note that Ai is proper invariant too, which is
not guaranteed if we do not demand Ti to be proper covariant.
For any j ∈ [n−1], we repeat the above procedure on Ai with respect to the jth VF-coordinate
and thereby obtain a set Aj ⊆ VF
n−2×RVmj and a function Tˆj : Ai −→ Aj. The relatively
proper special covariant bijection on Ti(A) induced by Tˆj is denoted by Tj . Continuing thus,
we obtain a sequence of bijections Tσ(1), . . . , Tσ(n) and a corresponding function Tˆσ : A −→ RV
l,
where σ is the permutation of [n] in question. The composition Tσ(n) ◦ . . . ◦ Tσ(1), which is
referred to as the lift of Tˆσ, is denoted by Tσ. Note that T
−1
σ is rv-contractible.
Suppose that there is a k ∈ 0 ∪ [m] such that (Aa)≤k ∈ RV
db[k] for every a ∈ AVF. So if
k = 0 then A ∈ VF∗. By Lemma 3.3, Tˆσ(A)≤n+k is an object of RV
db[n+k].
Definition 6.12. The function Tˆσ, or the object Tˆσ(A)≤n+k, is referred to as a standard con-
traction of the proper invariant set A with the head start k.
Suppose that ω : A −→ Γ is a proper covariant function and Tˆσ is a standard contraction of
A such that ω induces a function ωTˆσ on Tˆσ(A) via Tσ. The function Tˆσ, or the object
Tˆσ(A)≤n+k := (Tˆσ(A), ωTˆσ)≤n+k,
is referred to as a standard contraction of the proper invariant pair A = (A, ω).
Let A♯ =
⋃
a∈AVF
a×L(Aa)≤k, which is a proper invariant object of VF∗. The proper covariant
function on A♯ induced by ω is still denoted by ω. So A♯ := (A♯, ω) is an object of µVF⋄[n+k].
Then Tσ indeed induces a µVF
⋄[n+k]-morphism µLA♯ −→ µLTˆσ(A)≤n+k.
The head start of a standard contraction is usually implicit. In fact, it is always 0 except in
Lemma 6.15, and can be circumvented even there. This seemingly needless gadget only serves
to make the above definition more streamlined: If A ∈ VF∗ then the intermediate steps of a
standard contraction of A may or may not result in objects of VF∗ and hence the definition
cannot be formulated entirely within VF∗.
Lemma 6.13. A admits a standard contraction with respect to any permutation σ of [n] and
any head start k ∈ [m].
Observe that A may be viewed as the obvious intermediate result of a standard contraction
of A♯. Thus we may and do assume k = 0, that is, A ∈ µVF⋄[n].
Proof. We do induction on n. The base case n = 1 follows from Lemma 5.18. For the inductive
step, we may assume σ = id and, by compactness, A is a subset of VFn that is contained in
a single RV-polydisc. By the inductive hypothesis and compactness again, there is a definable
function Tˆ = Tˆn−1 ◦ . . . ◦ Tˆ1 on A such that for every a ∈ prn(A), the induced function Tˆa on
Aa is a standard contraction. We show that the bijection T1 : A −→ A
′ associated with Tˆ1 and
its inverse T−11 are proper covariant. This is enough since the same argument works for other
such bijections and the base case will take care of the last VF-coordinate.
Suppose that A is δ-invariant. Let a range over open discs of radius δ that are contained in A′.
Applying Lemma 5.14 in the nth VF-coordinate as in the proof of Proposition 5.17, we deduce
that over all but finitely many definable open discs a, the RV-data of T1,a is constant over a;
it will become clear what RV-data is actually needed below. By FMT (Terminology 5.16), we
may assume that there are no exceptional discs.
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By the constancy of RV-data over each a and Lemma 5.19, the RV-coordinates of A′ are
doubly bounded. For ease of notation, we ignore the RV-coordinates of A′. Let p ⊆ VFn be
an RV-polydisc. Then, for t♯ × (b, a) ⊆ p ∩ A′, the set T−11 (t
♯ × (b, a)) is of the form d× (b, a),
where rad(d) = vrv(t) ≤ ǫ, and d− c(b,a) = t
♯ for some (b, a, t)-definable c(b,a,t) ∈ VF. Since T1,a
is proper covariant, by the constancy of RV-data over each a and Lemma 5.19 again, we may
assume that t♯ × o(b, δ)× a ⊆ p ∩ A′ and its image under T−11 is d× o(b, δ)× a. Consider the
(b, t)-definable function λt(b,−) given by a 7−→ c(b,a,t). By C-minimality and Corollary 2.27,
there are a (b, t)-definable finite set Bb,t ⊆ dom(λt(b,−)) and, for any a ∈ dom(λt(b,−))rBb,t,
an open disc ba ⊆ dom(λt(b,−))rBb,t around a such that λt(b×ba) lies in an open disc of radius
vrv(t). Since for any a′ ∈ ba, λt(o(b, δ)×a
′) also lies in an open disc of radius vrv(t), we see that
this is the case for λt(o(b, δ)×ba) as well. So the finite set Bb,t is actually (po(b, δ)q, t)-definable.
But then, by Lemma 2.14, it is even definable. Since T−11 (t
♯×o(b, δ)×ba) = d×o(b, δ)×ba for
some open disc d of radius vrv(t), by FMT, we may now assume that there is an o-partition
p : A −→ Γ such that, for every open polydisc b in question, T1(b) is an open polydisc and
rv(T1(b)) is a singleton. By Lemma 2.44, without loss of generality, p(A) = δ. Then it is clear
that T1 and T
−1
1 are proper covariant. 
The proof above is more or less a variation of that of Proposition 5.17. One of the major
differences is that in the latter we have to transform the extra coordinate into an RV-pullback
first, since the relevant data must be given over RV-polydiscs in a proper special covariant
bijection, which is not a concern for standard contractions. We remark that standard contrac-
tions bear marked similarities to proper special covariant bijections and may indeed be used to
deduce, say, Lemma 5.18, etc.
Lemma 6.14. Let [(A, ω)] = [(B, σ)] in K+ µVF
⋄[1]. Let (U , ω′), (V , σ′) ∈ µRVdb[1] be stan-
dard contractions of (A, ω), (B, σ), respectively. Then
([(U , ω′)], [(V , σ′)]) ∈ µDsp .
Proof. This is immediate by Lemmas 5.30 and 6.10. 
Lemma 6.15. Let A′, A′′ be definable sets with A′VF = A
′′
VF =: A ⊆ VF
n and ω′, ω′′ definable
functions from A′, A′′ into Γ, respectively. Write A′ = (A′, ω′) and A′′ = (A′′, ω′′). Suppose
that A′, A′′ are proper invariant and there is a k ∈ N such that for every a ∈ A,
(6.1) ([(A′a, ω
′)]≤k, [(A
′′
a, ω
′′)]≤k) ∈ µDsp .
Let Tˆσ, Rˆσ be standard contractions of A
′, A′′, respectively. Then
([Tˆσ(A
′)]≤n+k, [Rˆσ(A
′′)]≤n+k) ∈ µDsp .
Note that condition (6.1) makes sense only over the substructure S〈a〉.
Proof. By induction on n, this is immediately reduced to the case n = 1. So assume A ⊆ VF.
Using Proposition 5.17 and FMT, we can construct a proper special covariant bijection F :
A −→ A♯ as in the proof of [14, Lemma 6.14] such that for all RV-polydisc p ⊆ A♯ and all
a1, a2 ∈ F
−1(p), ω′ ↾ A′a1 = ω
′ ↾ A′a2 and ω
′′ ↾ A′′a1 = ω
′′ ↾ A′′a2 . Therefore, using Lemma 6.14
in place of [14, Corollary 6.11], that proof goes through here with virtually no changes, and
the additional computations involving JcbΓ are all straightforward. (Also consult the proof
of [17, Lemma 5.36], which is in different environment but is formally the same and is better
written.) 
Corollary 6.16. Let A′, A′′ be as above with k = 0, and suppose that there is a morphism
F : A′ −→ A′′ that is relatively unary in the ith VF-coordinate. Then for any permutation σ
of [n] with σ(1) = i and any standard contractions Tˆσ, Rˆσ of A
′, A′′,
([Tˆσ(A
′)]≤n, [Rˆσ(A
′′)]≤n) ∈ µDsp .
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Proof. Note that since F is differentiable outside a definable subset of VF-dimension less than n,
it may not induce a morphism A′a −→ A
′′
a for every a ∈ pr˜i(A). There is a δ ∈ Γ
+ such that A′
and Tˆσ(1)(A
′) are both δ-invariant. This means that for all a ∈ pri˜(A) there is a b ∈ pri˜(A) such
that they are contained in the same open polydisc of radius δ, F indeed induces a morphism
A
′
b −→ A
′′
b , and Tˆσ(1)(A
′)a = Tˆσ(1)(A
′)b. Thus the claim follows immediately from Lemmas 6.14
and 6.15. 
Definition 6.17 (val-affine and rv-affine). Let a be an open disc and f : a −→ VF an injection.
We say that f is val-affine if there is a (necessarily unique) γ ∈ Γ, called the shift of f , such
that, for all a, a′ ∈ a,
val(f(a)− f(a′)) = γ + val(a− a′).
We say that f is rv-affine if there is a (necessarily unique) t ∈ RV, called the slope of f , such
that, for all a, a′ ∈ a,
rv(f(a)− f(a′)) = t rv(a− a′).
Definition 6.18. Let A ⊆ VF2 be a definable set such that a1 := pr1(A) and a2 := pr2(A) are
both open discs. Let f : a1 −→ a2 be a definable bijection that has the disc-to-disc property.
We say that f is balanced in A if f is actually rv-affine and there are t1, t2 ∈ RV∞, called the
paradigms of f , such that, for every a ∈ a1,
Aa = t
♯
2 + f(a) and f
−1(Aa) = a− t
♯
1.
Remark 6.19. Suppose that f is balanced in A with paradigms t1, t2. If one of the paradigms
is ∞ then the other one must be ∞. In this case A is just the (graph of the) bijection f itself.
Assume that t1, t2 are not ∞. Let B1, B2 be the sets of closed subdiscs of a1, a2 of radii
vrv(t1), vrv(t2), respectively. Let a1 ∈ b1 ∈ B1 and o1 be the maximal open subdisc of b1
containing a1. Let b2 ∈ B2 be the smallest closed disc containing the open disc o2 := Aa1 .
Then, for all a2 ∈ o2, we have
o2 = t
♯
2 + f(o1) = Aa1 and Aa2 = f
−1(o2) + t
♯
1 = o1.
This internal symmetry of A is illustrated by the following diagram:
f−1(o2) o2oo
f−1
o1±t♯
1
×
f(o1)
f
//
±t♯
2
Since f is rv-affine, we see that its slope must be −t2/t1.
Let Tor(pb1q), Tor(pb1q) be the sets of the maximal open subdiscs of b1, b1. These may be
viewed as k-torsors and are equipped with much of the structure of k. Then the set A∩(b1×b2)
may be thought of as the “line” in Tor(po1q)× Tor(po2q) given by the equation
x2 = −
t2
t1
(x1 − po1q) + (po2q− t2).
Thus, by Lemma 5.30, the obvious bijection between pr1(A) × t
♯
2 and t
♯
1 × pr2(A) is the lift
of an RVdb[2]-morphism modulo proper special covariant bijections; see Lemma 6.22 below for
details.
Definition 6.20 (2-cell). We say that a set A is a 1-cell if it is either an open disc contained
in a single RV-disc or a point in VF. We say that A is a 2-cell if
• A is a subset of VF2 contained in a single RV-polydisc and pr1(A) is a 1-cell,
• there is a function ǫ : A1 := pr1(A) −→ VF and a t ∈ RV such that, for every a ∈ A1,
Aa = t
♯ + ǫ(a),
• one of the following three possibilities occurs:
– ǫ is constant,
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– ǫ is injective, has the disc-to-disc property, and rad(ǫ(A1)) ≥ vrv(t),
– ǫ is balanced in A.
The function ǫ is called the positioning function of A and the element t the paradigm of A.
More generally, a set A with exactly one VF-coordinate is a 1-cell if, for each t ∈ ARV, At is
a 1-cell in the above sense; the parameterized version of the notion of a 2-cell is formulated in
the same way.
Lemma 6.21. Let A ⊆ VF2 be a proper invariant set. Then there is a standard contraction
Tˆσ of A such that As is a 2-cell for every s ∈ Tˆσ(A).
Proof. This is a variation of [14, Lemma 4.8]. The proof of the latter proceeds by constructing
a positioning function ǫ(t,s) in each VF-fiber, which heavily relies on the use of standard con-
tractions in the preceding auxiliary results, namely [14, Lemmas 4.2, 4.4]. It is not hard to see
that that proof still goes through, provided that FMT is applied at suitable places to cut out
finitely many exceptional open discs in the first coordinate at which the desired properties of
ǫ(t,s) do not hold, as we have done above, say, in the proof of Lemma 6.13. 
We also remark that Lemma 6.21 holds fiberwise for proper invariant sets A ⊆ VFn with
n ≥ 2, that is, there is a standard contraction Tˆσ of A such that for every (a, s) ∈ Tˆσ(2)(A),
Tˆ−1σ(2)(a, s) is of the form a × C, where C is a 2-cell. This follows from Lemma 6.21 and the
argument in the proof of Lemma 6.13 (Lemma 6.21 serves as the base case and hence, in the
inductive step, we can assume that Tˆσ(2) is already as desired fiberwise).
For the next two lemmas, let 12, 21 denote the permutations of [2] andA = (A, ω) ∈ µVF⋄[2].
Lemma 6.22. Suppose that A ⊆ VF2 is a 2-cell and ω is constant. Then there are standard
contractions Tˆ12, Rˆ21 of A such that [Tˆ12(A)]≤2 = [Rˆ21(A)]≤2.
Proof. All we need to do is to check that the maps constructed in the proof of [14, Lemma 5.7]
are indeed µRVdb[2]-morphisms. By inspection of that proof, we see that there are two cases:
A is a product of two open discs or the positioning function ǫ in question is balanced in A with
nonzero paradigms t1, t2. The first case is obvious since we can simply use the identity map. In
the second case, a morphism between the standard contractions can be easily constructed using
ǫ (we could also cite Lemma 5.30, but the situation here is much simpler), and the requirement
on JcbΓ is satisfied since the slope of the rv-affine function ǫ is −t2/t1 (see the last paragraph
of Remark 6.19 for further explanation). 
Lemma 6.23. There are a morphism A −→ A∗, relatively unary in both coordinates, and two
standard contractions Tˆ12, Rˆ21 of A
∗ such that [Tˆ12(A
∗)]≤2 = [Rˆ21(A
∗)]≤2.
Proof. This follows from Lemmas 6.21, 6.22, and compactness (see the proof of [14, Corol-
lary 5.8] for a bit more details). 
Lemma 6.24. Let A = (A, ω) ∈ µVF⋄[n]. Suppose that i, j ∈ [n] are distinct and σ1, σ2 are
permutations of [n] such that
σ1(1) = σ2(2) = i, σ1(2) = σ2(1) = j, σ1 ↾ {3, . . . , n} = σ2 ↾ {3, . . . , n} .
Then, for any standard contractions Tˆσ1 , Tˆσ2 of A,
([Tˆσ1(A)]≤n, [Tˆσ2(A)]≤n) ∈ µDsp .
Proof. Let ij, ji denote the permutations of {i, j} and E = [n] r {i, j}. By compactness and
Lemma 6.15, it is enough to show that for a ∈ AE and any standard contractions Tˆij , Tˆji of
Aa := (Aa, ω ↾ Aa),
([Tˆij(Aa)]≤2, [Tˆji(Aa)]≤2) ∈ µDsp .
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By Corollary 6.16 and Lemma 6.15, it is enough to find a morphism Aa −→ B, relatively unary
in both coordinates, and standard contractions Rˆij , Rˆji ofB such that [Rˆij(B)]≤2 = [Rˆji(B)]≤2.
This is just Lemma 6.23. 
6.3. The kernel of µL and the bounded integral. The following proposition is the culmi-
nation of the preceding technicalities, which identifies the congruence relation µDsp with that
induced by µL.
Proposition 6.25. For U ,V ∈ µRVdb[k],
[µLU ] = [µLV ] in K+ µVF
⋄[k] if and only if ([U ], [V ]) ∈ µDsp .
Proof. The “if” direction simply follows from Lemma 6.11 and Proposition 5.29.
For the “only if” direction, we proceed by induction on k. The base case k = 1 is of course
Lemma 6.14. For the inductive step, let
µLU = B1
G1
//B2 · · ·Bl
Gl
//Bl+1 = µLV
be relatively unary µVF⋄[k]-morphisms, which exist by definition. For each j ≤ l − 2, we can
choose five standard contractions
[U j ]≤k, [U j+1]≤k, [U
′
j+1]≤k, [U
′′
j+1]≤k, [U j+2]≤k
of Bj , Bj+1, Bj+1, Bj+1, Bj+2 with the permutations σj , σj+1, σ
′
j+1, σ
′′
j+1, σj+2 of [k], respec-
tively, such that
• σj+1(1) and σj+1(2) are the VF-coordinates targeted by Gj and Gj+1, respectively,
• σ′′j+1(1) and σ
′′
j+1(2) are the VF-coordinates targeted by Gj+1 and Gj+2, respectively,
• σj = σj+1, σ
′′
j+1 = σj+2, and σ
′
j+1(1) = σ
′′
j+1(1),
• the relation between σj+1 and σ
′
j+1 is as described in Lemma 6.24.
By Corollary 6.16 and Lemma 6.24, all the adjacent pairs of these standard contractions are
indeed µDsp-congruent, except ([U
′
j+1]≤k, [U
′′
j+1]≤k). Since we can choose [U
′
j+1]≤k, [U
′′
j+1]≤k
so that they start with the same contraction in the first targeted VF-coordinate of Bj+1, the
resulting sets from this step are the same. Therefore, applying the inductive hypothesis in each
fiber over the just contracted coordinate, we see that this last pair is also µDsp-congruent. This
completes the “only if” direction. 
Remark 6.26. Proposition 6.25 shows that the kernel of µL in K+ µRV
db[∗] is generated by
the pairs ([1], [RV◦◦(t)γ]), where γ ∈ Γ and t ∈ γ
♯ are definable (Notation 6.1), and hence the
corresponding ideal of the graded ring KµRVdb[∗] is (P Γ) (Notation 4.13).
Theorem 6.27. For each k ≥ 0 there is a canonical isomorphism of Grothendieck semigroups∫ ⋄
+
: K+ µVF
⋄[k] −→ K+ µRV
db[k]/ µDsp
such that ∫ ⋄
+
[A] = [U ]/ µDsp if and only if [A] = [µLU ].
Putting these together, we obtain a canonical isomorphism of graded semirings∫ ⋄
+
: K+ µVF
⋄[∗] −→ K+ µRV
db[∗]/ µDsp,
inducing a canonical isomorphism of graded rings∫ ⋄
: KµVF⋄[∗] −→ KµRVdb[∗]/(P Γ).
Proof. This is immediate by Corollary 5.29 and Proposition 6.25. 
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Corollary 6.28. The following diagram commutes :
(6.2)
KµVF[∗] KµRV[∗]/(P ),∫ //
KµVF⋄[∗]

KµRVdb[∗]/(P Γ)
∫ ⋄
//

where the first vertical arrow is induced by the inclusion of categories µVF⋄[∗] ⊂ µVF[∗].
Moreover, the following diagram is also commutative :
(6.3)
KVF∗ KRV[∗]/(P − 1),∫ //
KµVF⋄[∗]

KµRVdb[∗]/(P Γ)
∫ ⋄
//

where the vertical arrows are induced by the forgetful functors.
Proof. The commutativity of the first diagram follows from the discussion in Notation 4.13.
The second one follows from the fact that morphisms in µVF⋄[∗] are actual bijections, see
Remark 5.28. 
Note that this corollary establish the commutation of the diagram 1.1 of the introduction.
7. Motivic Milnor fiber
We begin with a brief discussion on specialization to henselian subfields. Let M be a VF-
generated substructure. Recall that S is a part of the language and hence all other substructures
contain it. If X ⊆ VFn×RVm is a definable (and hence quantifier-free definable) set then the
trace of X in M, denoted by X(M), is the set of M-rational points of X , that is,
X(M) = X ∩ (VF(M)n × RV(M)m).
Such a trace is also called a constructible set inM since it is indeed quantifier-free definable in
M. Note that, however, if f : X −→ Γ is a definable function then the image f(X(M)) is not
necessarily a set in Γ(M), but rather a set in the divisible hull Q⊗Γ(M) of Γ(M). For instance,
if M = C((t)) then Γ(M) = Z and hence γ ∈ Γ is definable if and only if γ ∈ Q⊗ Γ(M) = Q.
On the other hand, if X is a set in Γ and f is a piecewise GLk(Z)-transformation on X with
constant Γ(M)-terms then f(X(M)) is of course a set in Γ(M); this is the situation in the
Γ-categories (see Remark 3.15).
IfM is definably closed and Γ(M) is nontrivial, or equivalently (see Lemma 2.11), the valued
field (VF(M),O(M)) is henselian, then M is functionally closed, that is, for any definable set
X and any definable function f on X , the image f(X(M)) is a set that is definable in M.
7.1. Piecewise retraction to RES. As in § 4.3.1, from here on, we work in the field C˜ of
complex Puiseux series and take S = C((t)). The value group Γ is identified with Q. We also
consider the family of henselian subfields C((t1/m)), m ∈ N∗, considered as substructures. The
value group Γ(C((t1/m))) is identified with m−1Z.
Notation 7.1. For any ring R, let R[TQ] denote the ring of Puiseux polynomials over R, that
is, the group ring of Q over R.
The image of KµˆVarC[T
Q] in KµˆVarC[[A]
−1][TQ] is still denoted as such. Let T± abbreviate
T , T−1 and KµˆVarC[[A]
−1][T±] denote the obvious subring of KµˆVarC[[A]
−1][TQ]. The ring
homomorphism
(7.1) KµˆVarC[[A]
−1][T±] −→ KµˆVarC[[A]
−1]
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determined by T 7−→ [A] is denoted by η.
Recall Notation 3.17. Let U = (U, f, ω) ∈ µRVdb[k] and (Ui)i be a twistoid decomposition of
U such that every restriction ωf ↾ Ui vrv-contracts to a function σi : Ii = vrv(Ui) −→ Γ. Write
Iim = Ii(C((t
1/m))). We assign to U the expression
(7.2) hm(U) =
∑
i
[tbk(Ui)
µˆ]
∑
γ∈Iim
T−mσi(γ),
which is a finite sum and hence belongs to KµˆVarC[[A]
−1][TQ]. It follows from the henselianity
of C((t1/m)) and the argument in the proof of Lemma 4.23 that this assignment is invariant on
isomorphism classes. This means that hm may be viewed as a map on K+ µRV
db[k]. In fact, it
is easy to check that we have in effect constructed a ring homomorphism
hm : KµRV
db[∗] −→ KµˆVarC[[A]
−1][TQ].
Recall from Remark 4.10 the decomposition KµRVdb[∗] = KµRES[∗] ⊗KµΓfin KµΓ
db. We
can use this decomposition to give an alternative description of hm as follows.
Fix U = (U, f, ω) ∈ µRES[k]. Up to taking a finite partition of U , we can assume that
vrv(U) is a singleton and ωf is constant.
Recall the isomorphism Θ :!KRES −→ KµˆVarC.
Define
am(U) = Θ[U ]T
−mωf ∈ KµˆVarC[[A]
−1][TQ]
if vrv(U) ∈ m−1Z, 0 otherwise.
The assignment am induces a morphism
am : KµRES[∗] −→ K
µˆVarC[[A]
−1][TQ].
Let ∆ = (∆, ω) ∈ µΓdb, ∆ ⊆ Γn.
Define
bm(∆) = [GmC]
∑
γ∈∆(m−1Z)
T−m(ω(γ)+w(γ)) ∈ KµˆVarC[[A]
−1][TQ].
This assignment induces a morphism
bm : KµΓ
db −→ KµˆVarC[[A]
−1][TQ].
Both am and bm coincide on KµΓ
fin, hence they induce a morphism
KµRVdb[∗] −→ KµˆVarC[[A]
−1][TQ]
which is equal to hm.
Let K†m µRV
db[∗] denote the subring (hm)
−1(KµˆVarC[[A]
−1][T±]) of KµRVdb[∗].
Lemma 7.2. The homomorphism
η ◦ hm : K
†
m µRV
db[∗] −→ KµˆVarC[[A]
−1]
vanishes on (P Γ).
Note that the ideal (P Γ) of KµRV
db[∗] in Notation 4.13 is now generated by elements P γ
with γ ∈ Z = Γ(C((t))).
Proof. For γ ∈ Z, the image of [RV◦◦rRV◦◦γ ] + [{tγ}] under hm in K
µˆVarC[[A]
−1][T±] is
([A]− 1)
mγ∑
i=1
T−i + T−mγ,
which, after passing to KµˆVarC[[A]
−1] via η, becomes 1 = η(hm([1])). 
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Remark 7.3. If U = (U, f, l) ∈ µRVdb[∗] with l ∈ m−1Z (constant volume form) then the
exponents in (7.2) are all integers and hence [U ] ∈ K†m µRV
db[∗]. Actually we shall only need
the case l = 0.
The ring
⋂
m≥1K
†
m µRV
db[∗] is denoted by K† µRVdb[∗].
If A = (A, l) ∈ µVF⋄[∗] with l constant then
∫ ⋄
[A] may be expressed as [(U, f, l)]/(P Γ) and
hence if l ∈ Z then
∫ ⋄
[A] belongs to K† µRVdb[∗]/(P Γ).
7.1.1. Bounded version. Although not needed, we can extend the construction above to the
category µRVbd[∗]; this category is formulated as µRVdb[∗], but with doubly bounded objects
replaced by bounded ones.
Let KµˆVarC[[A]
−1][TQ]loc be the localization of K
µˆVarC[[A]
−1][TQ] by the multiplicative
family generated by the elements 1 − T−i, i ≥ 1. The ring KµˆVarC[[A]
−1][T±]loc is the local-
ization of KµˆVarC[[A]
−1][T±] by the same multiplicative family. Similarly one defines the ring
KµˆVarC[[A]
−1]loc with respect to the multiplicative family generated by the elements 1− [A]
−i,
i ≥ 1. As in (7.1), the ring homomorphism
(7.3) KµˆVarC[[A]
−1][T±]loc −→ K
µˆVarC[[A]
−1]loc
determined by T 7−→ [A] is denoted by ηloc.
We assign to each U = (U, f, ω) ∈ µRVbd[k] the same expression as in (7.2), which is a formal
Laurent series in T−1/l for some integer l > 0, because each σi is piecewise Q-linear and its graph
is bounded. By [5, Lemma 8.2.1], if l = 1 then the series belongs to KµˆVarC[[A]
−1][T±]loc, but
in general this cannot be guaranteed. Thus the assignment does yield a ring homomorphism
hm, but its range is larger than the ring K
µˆVarC[[A]
−1][TQ]loc.
Lemma 7.4. The homomorphism
ηloc ◦ hm : K
†
m µRV
bd[∗] −→ KµˆVarC[[A]
−1]loc
vanishes on (P ).
Proof. The image of [RV◦◦] in KµˆVarC[[A]
−1][T±]loc is
([A]− 1)
∑
i>0
T−i = ([A]− 1)/(T − 1)
and hence, after passing to KµˆVarC[[A]
−1]loc via ηloc, it becomes 1 = (ηloc ◦ hm)([1]). 
7.2. An alternative definition of hm ◦
∫ ⋄
. We give here an alternative definition of hm ◦
∫ ⋄
which is useful in view of the applications to the motivic Milnor fiber. The construction is
similar to [5, Section 4.2].
Let X ∈ µVF⋄[n]. Assume that X = (X,ω) with X ⊆ VFn×RVr and ω : X −→ Γ. Set
Km = C((t
1/m)). By definition X is α-invariant for some α ∈ Γn. Up to enlarging α, we can
assume α ∈ 1
m
Zn. The projection of X to VFn is contained in some ball Onγ , for some γ ∈
1
m
Zn.
Since X is α-invariant, X(Km) is the pullback of some subset X [m,α] of (t
γC[t1/m]/(tα+1/m))n,
and the function ω factors through X [m,α]. We can identify tγC[t1/m]/(tα+1/m) to
∏mα
k=mγ Vk/m.
With this identification, we view X [m,α] as a definable subset in RESm−1Zn. It is indeed
definable, since after finitely many proper special covariant bijections, X is a pullback from
RV, in which case the result is clear, and that proper special covariant bijections induces
(quantifier free) modifications of the set X [m,α].
The function ω on X [m,α] has finite image, hence up to taking a finite definable partition
we can assume it is constant and define
˜(X,ω)[m] := Θ(X [m,α])[A]−m
∑
i αi+nT−mω ∈ KµˆVarC[[A]
−1][TQ].
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Lemma 7.5. The class X˜ [m] does not depend on the choice of α and we have
hm ◦
∫ ⋄
[X,ω] = ˜(X,ω)[m].
Proof. The fact that it does not depend of α follows from Hilbert 90, see [5, Lemma 4.2.1] for
details. For the second point, by Corollary 5.29, we can assume that X is a pull-back from RV.
But in that case, the result is clear using the desciption of hm in terms of am and bm. 
7.3. Constructing motivic Milnor fiber. Let X be a smooth connected complex algebraic
variety of dimension d and f : X −→ A1C a nonconstant regular function. Suppose that
0 ∈ X(C) ∩ f−1(0) is singular. For m ≥ 1, we consider the set of truncated arcs
Xm = {ϕ ∈ X(C[t]/(t
m+1)) : f(ϕ) = tm mod tm+1}
and the so-called “nonarchimedean” Milnor fiber
X = {x ∈ X(M) : rv(f(x)) = rv(t)}.
The definable set X (with the constant volume form 0) is is 1/m-invariant for each m ∈ N∗,
in particular it is an object of µVF⋄[∗].
One of the key steps of Hrushovski and Loeser’s paper [5] is the following proposition, where∫ ⋄
is replaced by
∫
. Their statement however is slightly inaccurate, since it relies on a decom-
position of the ring K vol RV[∗] which does not holds.
Proposition 7.6. For each m ≥ 1, we have
(7.4) (η ◦ hm ◦
∫ ⋄
([X ]) = [Xm][A]
−md.
Proof. Observe first that since we are using as volume form the zero function, hm ◦
∫ ⋄
([X ]) lies
in the domain of η.
The set X is m-invariant for each m ≥ 1 hence we have, using notation from Lemma 7.5,
[Xm][A]
md = η( ˜(X, 0)[m]).
The result now follows from Lemma 7.5. 
Thus the zeta function
Zf(T ) =
∑
m≥1
[Xm][A]
−mdTm ∈ KµˆVarC[[A]
−1] [[T ]]
may be defined using the terms on the left hand side of the equality (7.4).
Notation 7.7. Let KµˆVarC[[A]
−1][T ]loc be the localization of K
µˆVarC[[A]
−1][T ] by the multi-
plicative family generated by the elements 1 − [A]aT b, where a ∈ Z and b ∈ Z+; it may be
regarded as a subring of KµˆVarC[[A]
−1] [[T ]].
It is known that Zf(T ) belongs to K
µˆVarC[[A]
−1][T ]loc and, letting “T go to infinity” as
described in [5, § 8.4], we get a limit
Sf := − lim
T→∞
Zf(T ) ∈ K
µˆVarC[[A]
−1],
which is understood as the motivic Milnor fiber attached to f .
In light of (4.6) and the discussion in § 4.3.1, we can construct the homomorphism
Θ ◦Υ : KµRVdb[∗]/(P Γ) −→ K
µˆVarC
simply using the expression in (4.7).
The composition of Θ and the localization of KµˆVarC at [A] is still denoted by Θ.
Theorem 7.8. Sf = (Θ ◦Υ ◦
∫ ⋄
)([X ]).
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Proof. Let [U ] = [(U, f, l)] ∈ K† µRVdb[∗] with l ∈ Z and consider the zeta function
(7.5) Z([U ])(T ) =
∑
m≥1
(η ◦ hm)([U ])T
m ∈ KµˆVarC[[A]
−1] [[T ]].
If [U ]/(P Γ) =
∫ ⋄
([X ]) then this is Zf(T ). Thus it is enough to show that Z([U ])(T ) belongs
to KµˆVarC[[A]
−1][T ]loc and limT→∞ Z([U ])(T ) exists and equals −(Θ ◦Υ)([U ]).
To that end, without loss of generality, we may assume that U is a twistoid and lf vrv-
contracts to a function σ : I = vrv(U) −→ Γ. Write v = [tbk(U)µˆ]. Then (Θ◦Υ)([U ]) = χ(I)v.
Let Z(v)(T ) =
∑
m≥1 vT
m. This is an element in KµˆVarC[[A]
−1][T ]loc and limT→∞ Z(v)(T ) =
−v. Write Im = I(C((t
1/m))) and let
Z(σ)(T ) =
∑
m≥1
∑
γ∈Im
[A]−mσ(γ)Tm.
By Remark 3.15, σ is Z-linear. Therefore, by [5, Proposition 8.5.2], Z(σ)(T ) also belongs to
KµˆVarC[[A]
−1][T ]loc and limT→∞ Z(σ)(T ) = −χ(I). Since Z([U ])(T ) is the Hadamard product
of Z(v)(T ) and Z(σ)(T ), by [5, Lemma 8.4.1], limT→∞ Z([U ])(T ) = −χ(I)v. 
Remark 7.9. The construction above no longer needs to go through this additional localization
process “loc” employed throughout [5, § 8].
Remark 7.10. Theorem 7.8, or more precisely its proof, establish the commutativity of Diagram
1.2 in the introduction. Indeed, using Section 7.1.1 and Lemma 7.4 the definition of the zeta
function Z can be extended to K† µRVbd[∗]/(P ), and its limit as T // +∞ is also well-defined
thanks to the use of twistoids. Note however that we do not claim that if X ⊂ RVn, X
bounded, then − limZ([X ]/(P )) = Θ◦Eb[X ]/(P −1). This is clearly false, as seen for example
by considering X = RV ◦◦. Such a failure explains the need to introduce the bounded integral∫ ⋄
to formulate and prove Theorem 7.8.
Remark 7.11. The expression (Θ ◦ Υ)([U ]) as an element in KµˆVarC[[A]
−1] does not actually
involve [A]−1. But since the coefficients of Z([U ])(Y ) do involve [A]−1 and it is known that
the natural morphism KµˆVarC −→ K
µˆVarC[[A]
−1] is not injective, we cannot really take the
motivic Milnor fiber Sf attached to f in K
µˆVarC, at least not if Sf is viewed as something
obtained through the motivic zeta function.
On the other hand, in light of Theorem 7.8, we can forego the zeta function point of view
and recover Sf directly as (Θ◦Υ◦
∫ ⋄
)([X ]). In that case there is truly no need to invert [A]−1.
In fact, we can also recover Sf directly as Vol([X ]) (recall that Vol is short for Θ ◦Eb ◦
∫
), and
the result is the same because the diagram
KVF∗ KRV[∗]/(P − 1)∫ //
KµVF⋄[∗]

KµRVdb[∗]/(P Γ)
∫ ⋄
//

!KRES
Eb
//
!KRES
Υ
//
id

commutes, which result from the combination of diagrams 6.3 and 4.6.
Remark 7.12. For any t′ ∈ rv(t)♯, consider the t′-definable set
Xt′ = {x ∈ X(M) : f(x) = t
′}
The definable set Xt correspond to rational points of the analytic Milnor fiber of Nicaise and
Sebag [8].
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Since there is an isomorphism of C˜ fixing C and RV(C˜) and sending t′ to t, we have∫ ⋄
[X ′t ] =
∫ ⋄
[Xt].
Observe that
X ≃
{
(x, t′) ∈ Xt′ × rv(t)
♯
}
,
hence ∫ ⋄
[X ] = [rv(1)]1 ×
∫ ⋄
[Xt].
Since Υ[rv(1)]1 = 1, Remark 7.11 shows that(Θ ◦Υ ◦
∫ ⋄
)[Xt] (or Vol[Xt]) is equal to Sf .
This is also shown in [7] (without taking the µˆ-action into account), [6] and [3]. The arguments
there rely on resolution of singularities and other algebro-geometric techniques.
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