Abstract. A reduced, cancellative, torsion-free, commutative monoid M can be embedded in an integral domain R, where the atoms (irreducible elements) of M correspond to a subset of the atoms of R. This fact was used by J.
Introduction
Factorization properties in integral domains, from the atomic property to unique factorization, have been studied extensively. One such property is the ascending chain condition on principal ideals (ACCP). It is known that R satisfies ACCP if and only if R[X] satisfies ACCP. Also, there have been several examples from Grams [7] and Zaks [12] showing that the atomic property, where every nonzero nonunit of R can be factored as a finite product of atoms (irreducible elements), is weaker than ACCP. In [2] , Anderson, Anderson and Zafrullah posed the natural question, " Is R[X] atomic when R is atomic?". Roitman answered this question in the negative in [10] . He started with R = F [Z, { Roitman later showed that the power series ring A[[X]] also need not be atomic when A is an atomic domain [11] . This paper begins by revisiting results concerning Roitman's construction that are found in [1] , [4] , and [5] . Anderson and Anderson explored the factorization properties of an element r in R, R[X, r/X], and R[X] in [1] . They observed that if r is an atom in R, then r = X(r/X) is not an atom in R[X, r/X]. This property is used by Coykendall and Zafrullah in [5] to eliminate finite factorizations into atoms. They show that it is possible to have unique factorization for elements that factor into a finite product of atoms while also having atoms that are not prime.
Lastly in [4] , Coykendall and Mammenga focused on the factorization structure of the set of elements of R that can be factored into atoms. Seeing that this set is a monoid under multiplication, they also eliminated atoms and constructed an integral domain with atomic structure isomorphic to a given reduced, cancellative, torsion-free, atomic monoid. We will conclude by considering the relationship that emerges among the constructed integral domains.
Throughout, R will denote an integral domain, A R the set of atoms of R, A(R) the multiplicative set generated by the atoms and units of R, and C, R, Z, N, Z n , the complex numbers, real numbers, integers, positive integers, and integers modulo n, respectively.
Generalization
We start by generalizing the results in [4] . To this end, we give a few definitions concerning monoids. Note that if M is a commutative, cancellative, torsion-free monoid, then M := {a − b | a, b ∈ M }, the group generated by M , is a torsion-free abelian group, i.e, M is an abelian group such that na = 0 implies a = 0 for all a ∈ M and n ∈ Z \ {0}. In this case, it is also common to say that M is torsionless. It is well-known that a torsionless monoid may be totally-ordered, where the ordering is compatible with the operation ([8, Theorem 22]).
Using these monoid properties, we give a well-known result on graded domains.
Recall that a graded domain is an integral domain R = ⊕ α∈Γ R α , where Γ is a torsionless grading monoid (i.e., Γ is commutative, cancellative, and torsion-free), each R α is an additive subgroup of R, and R α R β ⊆ R α+β for α, β ∈ Γ. The elements of R α are called homogeneous and are said to have degree α. Lemma 2.2. Let R = ⊕ α∈Γ R α be a graded domain. Then ab ∈ R α for 0 = a, b ∈ R if and only if a, b are homogeneous and deg(a) = α − deg(b).
The proof of this lemma relies on the total ordering of Γ that is compatible with the operation. We use this lemma repeatedly for ab ∈ R, where R is a subset 
Proof. We prove the finite case by induction on |S|. The result holds when |S| = 1
Now, suppose that S is infinite and S ∩U (R) = ∅. We show that
for some finite subset T of S. By the finite case, we have
Thus r ∈ U (R). For the reverse implication, assume to the contrary that there exists α ∈ S ∩ U (R). Then there exists β ∈ R be such
The next lemma is a similar generalization for Lemma 2.4.
only if r is an atom in R and r is not an associate in R of any α i ∈ S.
Proof. First, we show that
there exists b ∈ T such that ab = 1 ∈ R. Thus a, b are homogeneous and deg(b) = − deg(a) = 0 by Lemma 2.2. It follows that b ∈ R, and hence a ∈ U (R). Thus
(⇒) Let r ∈ R be an atom in T . First we show that r is an atom in R. Suppose r = xy for x, y ∈ R. We may assume x ∈ U (T ) since r is an atom in T . Then
, and thus r is an atom in R. Now we show r is not an associate of any α i ∈ S. If r is an associate in R of some α i ∈ S, then there exists
is a contradiction. Thus r is an atom in T and not an associate of any α i ∈ S.
(⇐) Conversely, let r be an atom in R that is not an associate in R of any α i ∈ S. Suppose that r = ab for a, b ∈ T . Then ab = r ∈ R; thus a and b are homogeneous and deg(a) = − deg(b) by Lemma 2.2. So there exist 0 = r 1 , r 2 ∈ R, α ji , α ms ∈ S, a family of indeterminates {Y ji , Y ms }, and
So we may assume that j i = m s for 1 ≤ i ≤ n and 1 ≤ s ≤ l. Thus, we
)α jn , with both
and r is an atom in R. It follows that r 1 α
. This is a contradiction to our assumption that r is not an associate in R of any α i ∈ S. Thus a l = 0. It follows that r = ab = r 1 r 2 with a, b ∈ R; so we may assume that a ∈ U (R) ⊆ U (T ). Hence r is an atom in T . Now, suppose some of the α i are units. By the above argument, we may assume all of the α i are units with α i β i = 1 for some β i ∈ R. It follows that
Hence a ∈ U (T ) and r is an atom in T .
To ensure that the final condition of the previous lemma is satisfied, we require that S be unit closed in R. We say that S ⊆ R is unit closed if us ∈ S for all s ∈ S and u ∈ U (R). Notice that if S is unit closed and r / ∈ S, then r is not associates with any α ∈ S. Thus, when S is unit closed, r ∈ R is an atom in
if and only if r is an atom in R and r / ∈ S.
We conclude this section with our main result which will be used in several applications in the next section.
Theorem 2.7. Let R be an integral domain and S a subset of atoms of R that is unit closed. Then there exists an integral domain T containing R such that
Proof. Let T 0 = R. Inductively, define
where {Y α
} is a family of indeterminates. We know A Tn ∩ U (T n ) = ∅ for all n ≥ 0, and so U (T n ) = U (T n+1 ) by Lemma 2.5. It follows that U (T n ) = U (R) for all n ≥ 0. Also, S is unit closed so the elements of S are atoms that are not associates with the elements in A Tn \ S. Thus S ⊆ A Tn for all n ≥ 0 by Lemma 2.6.
Let T = T n . Then T is an integral domain since each T n is an integral domain
We have shown that U (T n ) = U (R) for all n ≥ 0; thus
. It remains to show that A T = S. We have S ⊆ A Tn for all n ≥ 0, and thus S ⊆ A Tn ⊆ A T . For the reverse inclusion, let r be an atom of T . Then r ∈ T n for some n. It follows that r ∈ A Tn since r ∈ A T and U (T n ) = U (T ). If r / ∈ S, then r = (Y r )(r/Y r ) is reducible in T n+1 ⊆ T . This is a contradiction; thus r ∈ S and A T = S.
Applications
We next give several applications of Theorem 2.7. The first example shows that every integral domain is contained in an integral domain (not a field) with no atoms. This type of integral domain has been studied extensively [3] We also note that the technique of Theorem 2.7 was used in [5] to construct an integral domain where all the finite atom factorizations are unique, but the atoms need not be prime. Proof. Let M be a monoid that is atomic, commutative, cancellative, torsion-free, and reduced. It is clear that M is commutative and atomic; so we show that M is reduced and cancellative. Let a, b, c ∈ A(R) such thatāb = 1. Then there exists u ∈ U (R) such that uab = 1. It follows that ua, b ∈ U (R) and ua =ā = 1 =b. Thus M is reduced.
To show M is cancellative, supposeāb =āc. Then there exists u ∈ U (R) such that ab = uac. Hence b = uc by cancellation; sob = uc =c. Thus M is cancellative.
We have considered A(R) as a monoid, now we consider A(R) as a multiplicatively closed set generated by the atoms of R. One property of multiplicatively closed sets that is of interest is the saturated property. Recall that a multiplicatively closed set S is saturated if whenever ab ∈ S for a, b ∈ R, then a, b ∈ S. Also, the saturation of a multiplicatively closed set S is the smallest saturated set S * that contains S, or equivalently, S * = {x ∈ R | xy ∈ S for some y ∈ R}. We now turn back to Roitman's construction [10, 11] to adjoin more atoms and maintain atom factorizations rather than creating factorizations that are not atomic. With this alternate use of the construction, we show that every integral domain R can be embedded in an integral domain T with A(R) ⊆ A(T ) and A(T ) saturated.
Theorem 3.6. Let R be an integral domain. Then there exists an integral domain
Proof. Let T 0 = R and S 0 be the saturation of
be the set of nonunit elements in the saturation of A(T 0 ) that cannot be factored as a finite product of atoms. Let
} is a family of indeterminates for each n ≥ 0. Then A 0 ⊆ A(T 1 ) since Inductively define S n to be the saturation of A(T n ), A n = S n \A(T n ), and
is an integral domain for every n ≥ 0 and
Let ab ∈ A(T ) for a, b ∈ T . Then there exists an n such that ab ∈ A(T n ) ⊆ S n .
Hence a, b ∈ S n ⊆ A(T n+1 ) ⊆ A(T ) since S n is saturated.
Partial ordering
In general, for an integral domain R there are many unit closed subsets of A R .
Using Theorem 2.7, we can construct a different integral domain for each of these subsets. Before we give the main result, we start with a lemma that indicates the relationship at individual steps of the construction. We use it to show that the ordering of unit closed subsets in A(R) and the associated constructed integral domains reverses, i.e., for unit closed A ⊆ B ⊆ A(R) with constructed integral domains T A , T B , resp., from Theorem 2.7, we have T B ⊆ T A . 
