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Abstract
This works presents an alternative solution to the already existing physical
simulations for the Sun’s photosphere which are used to output a single tex-
ture image from the Sun’s surface. This simulations are slow and require huge
computational power, a cheaper alternative in time and resources is introduced.
Architectures for a Generative Adversarial Network and a Variational Au-
toeconder are considered and trained in the generation of small image tiles
(128x128px) that resemble the surface of the Sun around an area of approxi-
mately 2.62 ∗ 107km2 which with the proposed method can be composed into an
image of arbitrarily any size given enough tiles.
Different architectures along with fine tuning is used to obtain the best net-
work possible in both cases. Their results are compared, but the Generative
Adversarial Network shows a powerful improvement on the generation of said
tiles compared to the Variational Autoencoder.
Lastly some methodologies for stitching together the generated tiles are pre-
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1 Introduction
1.1 Objectives and scientific background
The main purpose of this project is to validate whether it’s possible to gener-
ate synthetic solar images of any size resembling the ”blobs” commonly seen
in the texture of the real solar surface: the photosphere; namely following the
same statistical spatial distribution, see figure 1. The granules seen on the
photosphere of the Sun are caused by convection currents of plasma within
the Sun’s convective zone. The bright spots (green and yellow in figure 1) are
located in the center of those granules where the plasma is hotter which then
descends into the dark colder regions (blue and purple).
Note that sunspots, a temporary phenomena on the Sun’s photosphere that
appear as spots darker (regions of reduced temperature) than the surrounding
areas, are not considered in this work, as they are a spontaneous phenomena
caused by concentrations of magnetic field flux that inhibit convection cur-
rents.
Figure 1: Composite image (3600x3600px) of four periodic tiles from the same
image (1800x1800px) obtained with a physical simulation of the Sun’s photosphere
(telescope diameter is 4 meters). Some repeating patterns are marked with white
circles. The composite image represents an area of approximately 1.3 ∗ 109km2 of
the Sun’s surface.
Normally when these images are not directly acquired using a real telescope
they are generated using a physical simulation of the magnetohydrodynamics
of the Sun’s surface (magnetic properties and behaviour of electrically con-
ducting fluids) often using periodic boundary conditions (PCBs) where the
geometry of the 2D cells satisfy perfect 2D tiling, useful for large or infinite
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systems, resulting in series of different images each one representing a different
point in time that can be perfectly tiled to obtain an infinite repeating texture;
however, this is not ideal in some cases. Regardless of this simplification, the
simulation still requires a big amount of computational power. In this case
the images used in this work where simulated in the LaPalma1 supercomputer
(table 1) which belongs to the Public Research Organization: Instituto de
Astrof´ısica de Canarias or IAC for short, located in Spain (Canarias).
Furthermore, the calculation of each one of the simulation steps takes several
minutes in this machine.
LaPalma supercomputer
Peak performance 83.85 TFlops
Main memory 8 TB
Number of nodes 4032
Main nodes 4032 cores Intel Xeon SandyBridge a 2.6Ghz
Type of CPU Intel Xeon SandyBridge-EP E5-2670/1600 20M
Cores per node 8
GFlops per core 20.8 GFlops
Interconnection networks Mellanox Infiniband FDR10
Table 1: Some of the technical specifications of the supercomputer used for
the photosphere physical simulation.
Even though the composited texture resulting from the infinite tiling of a sin-
gle image may trick the human eye, it’s not good enough for other matters.
Moreover, because this method is a simulation, it can not generate two dif-
ferent enough samples without generating all the middle states between both
images. Thus the need to search for a better solution in the generation of these
type of textures.
The main application of the new synthetic images will involve their usage
as inputs for different telescope adaptive optic (AO and MCAO) simulations
for solar observation. The classical adaptive optics methods used in telescopes
employ a deformable mirror in order to correct the wavefront aberrations pro-
duced at different altitudes (atmospheric turbulences). They, however, have a
narrow field of view, this problem is solved by the multi conjugate adaptive
optics (MCAO) which uses more than one deformable mirror.
The IAC will employ the generated images as an inmediate first solution to
train and validate a neural network model to control the deformable mirrors
in the MCAO systems as the number of currently existing solar surface im-
ages is not enough for this purpose. This requires the images to be of a high
resolution, around 9 MB or more. Analyzing the photosphere of the Sun has
also a real scientific interest, as it can be used to help make better predictions
of the space weather or how the internal processes of the Sun operate. That’s
1https://www.res.es/en/res-sites/lapalma
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why this work also involves the creation of a ready-to-use standalone software
capable of generating such images without the need of technical knowledge.
1.2 Resources
For this work the resources available include access to the resources of the
Image and Video Processing Group (GPI)2 which is a research group of the
Signal Theory and Communications department from the UPC. Nevertheless
most of the processing was done locally in a computer with the specs given in
the table 2 which demonstrate that the proposed methods can be doable on a
normal desktop computer in a fair amount of time.
Local desktop resources
CPU Intel Core i7 6700 @ 3.40GHz
RAM 16GB 1066MHz DDR3
GPU NVIDIA GeForce RTX 2060 6GB
Table 2
1.3 Artificial Intelligence Background: GANs
This problem lies in the area of texture generation, two different main gen-
erative models exist for these kind of problems: Generative Adversarial
Networks and Variational Autoencoders. The GAN model was proposed by
Ian J. Goodfellow et al. in 2014 [1] (see figure 2). They proposed a new
framework for estimating generative models via an adversarial process. Two
models are simultaneously trained: a generative model G that captures the
data distribution, and a generative model D that estimates the probability
that a sample came from the training data rather than G. This makes them
capable of learning to mimic any distribution of data (image, audio, text, ...),
as an example, a generator may learn the probability distribution of a big
set of images, where each image represents a sample from an n-dimensional
distribution and output completely new samples, similar to how one could ap-
proximate the normal distribution that best fits a pair of 1-dimensional set of
samples and generate new ones. Generator and discriminator train is defined
as a minmax game with the following objective function (eq 1) the models






V (D,G) = Ex pdata(x)[logD(x)] + Ex pz(z)[log(1−D(G(z)))] (1)
Generative image models are well studied and fall into two categories: para-
metric and nonparametric. The non-parametric models usually do matching
from a database of existing images, often matching patches of images, and
2https://imatge.upc.edu/web/
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have been used in texture synthesis [2], super-resolution [3] and in-painting
[4].
Figure 2: GAN model.
Note that the input given to the generative model is a random vector. The
most common model for G is an inverse convolutional network which upsam-
ples a random vector into an image. GANs are not trivial to work with, their
most common problems are:
• Non-convergence: the model parameters oscillate, destabilize and never
converge.
• Mode collapse: the generator collapses which produces limited varieties
of samples.
• Diminished gradient: the discriminator gets so successful that the gen-
erator gradient vanishes and learns nothing.
• Unbalance between the generator and discriminator causing overfitting.
• Highly sensitive to the hyperparameter selections.
1.4 Artificial Intelligence Background: VAEs
Autoencoders (not Variational Autoencoders) are composed of an encoder
which encodes the input data as a latent vector of dimensionality N that can be
seen as a representation of the original data and a decoder, which transforms
back this latent vector into the original data. These two models usually have a
mirror architecture from one another. As an example, in a trained autoencoder
for animal images and an ideal case, one may be find that the autoencoder is
codifing specific variables into the vector such as, hair color, height, number of
legs, ... Which are then reconstructed into the original image by the decoder.
However, autoencoders are not generally considered generative models because
after training, a random latent vector may not be decoded into an actual image
but only into noise (generalized denoising auto-encoders [5] may be considered
generative models as they capture the structure of the original data distribu-
tion). Variational Autoencoders (VAE) (figure 3) on the other hand add an
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Figure 3: VAE model.
additional constraint to the encoder: the latent vector representation must
follow a unit gaussian distribution.
One of the downside of the VAEs against GANs is that they produce more
blurry images (figure 4) in comparison (however there are ways to avoid these
problems [6]).




Many techniques exists nowadays for the generation of textures (texture syn-
thesis) with the most modern methods employing almost exclusively GANs.
Around this topic, general information for improved GAN training has also
been published and the model has already been used for astronomical related
image generation [8].
2.1 DCGAN and general notes for GAN training
Deep Convolutional GANs: DCGANs [9] are one of the most common types
of GANs which take advantage of the success of CNNs for image generative
models. Some architecture guidelines for stable Deep Convolutional GANs are
presented:
• Replace any pooling layers with strided convolutions (discriminator) and
fractional-strided convolutions (generator).
• Use batchnorm in both the generator and the discriminator. It’s recom-
mended to not apply batchnorm to the generator output layer and the
discriminator input layer which often result in model oscillation.
• Remove fully connected hidden layers for deeper architectures.
• Use ReLU activation in generator for all layers except for the output,
which uses Tanh.
• Use LeakyReLU [10] [11] activation in the discriminator for all layers to
prevent the dying ReLu problem (ReLu units stuck in the negative side,
always output 0).
• Recommended a learning rate of 0.0002 and a β1 (momentum) of 0.5.
• All weights were initialized from a zero-centered Normal distribution with
standard deviation 0.02.
The DCGAN model has been shown to have a good scale factor with increased
data and image resolution [12]. Recent analysis has shown that there is a di-
rect link between how fast models learn and their generalization performance
[13]. Improvements to decrease the likelihood of the generator memorizing
input examples a de-noising dropout regularized ReLu. To further decrease
the likelihood of the generator memorizing input examples it is advised to use
some deduplication preprocessing step for the input dataset [12].
However there are still some forms of model instability remaining: as mod-
els are trained longer, they sometimes collapse a subset of filters to a single
oscillating mode [12].
It’s common for CNN architectures to alternate convolutions with max-pooling
layers followed by a small number of fully connected layers. On the other hand,
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max-pooling can simply be replaced by a convolutional layer with increased
stride without loss in accuracy on several image recognition benchmarks [14].
However as seen in figure 5, checkerboard artifacts may be formed when the
stride of the convolution does not favor a good distribution of the kernel over
the output.
Figure 5: Checkerboard artifacts in deconvolution [15].
2.2 Progressive growing of GANs
It is presented a new method for training GANs where new blocks are dy-
namically added during training to increase the resolution of the output image
once the generator has learned to generate good enough images at the current
resolution (PGGAN) [16]. There are multiple details that are defined in this
work that can be applied to GANs in general.
GANs have a tendency to capture only a subset of the variation found in
training data, ”minibatch discrimination” was suggested [17] as a solution
where they compute feature statistics not only from individual images but
also across the minibatch. This new layer learns a large tensor that projects
the input activation to an array of statistics. PGGANs solution does not in-
clude learnable parameters nor hyperparameters. First compute the standard
deviation for each feature in each spatial location over the minibatch. Then
average these estimates over all features and spatial locations to arrive at a
single value. Replicate the value and concatenate it to all spatial locations and
over the minibatch, yielding one additional (constant) feature map. This new
layer works better if inserted towards the end of the discriminator.
PGGAN have shown that batch normalization does not produce any real im-
provement in GANs training and the only constraint GANs need is controlling
signal magnitudes and competition, for this, equalized learning rate is used,
where a trivial N (0, 1) initialization is employed and weights are scaled at
runtime. To disallow the scenario where the magnitudes in the generator and
discriminator spiral out of control as a result of competition, the feature vector
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is normalized in each pixel to unit length in the generator after each convolu-
tional layer using a variant of ”local response normalization” [18].
2.3 Texture generation
Older texture generation techniques included graph cuts. Patch regions from
a sample image or video are transformed and copied to the output and then
stitched together along optimal seams to generate a new (and typically larger)
output [19]. In contrast to other techniques, the size of the patch is not chosen
a-priori, but instead a graph cut technique is used to determine the optimal
patch region for any given offset between the input and output texture. Even-
though this technique is used to generate a new image from a sample or a
variety of samples from a texture it can be used to stitch together tiles of im-
ages that are generated by other methods.
VAEs have also been used for texture synthesis [20], nonetheless they are not
commonly used for this purpose nor do they stand out from the results of other
alternatives.
2.3.1 Spatial GANs
The key insight we had in SGANs [21] is that in texture images, the appear-
ance is the same everywhere. Hence, a texture generation network needs to
reproduce the data statistics only locally, and, when we ignore alignment is-
sues, it can generate far-away regions of an image independent of each other.
In a fully-convolutional network, a model can be trained on a certain image
size, but then rolled-out to a much larger size. The resulting images locally
resemble the texture of the original image on which the model was trained.
2.3.2 Periodic Spatial GANs
The first shortcoming of SGANs is that they always sample from the same sta-
tistical process, which means that after they’re trained, they always produce
the same texture unless they are trained in a set of images, resulting in an
output which mixes the inputs.
The solution to this using PSGANs [22] involves having some global informa-
tion that allows the model to differentiate what output shall it produce. This
was achieved by setting a few dimensions of each vector in the spatial field of
vectors Z to be identical across all positions instead of randomly sampling it
as in the previous section (these dimensions are hence globally identical).
2.3.3 TileGANs
One of the models that most closely resembles the objective in this work is
the TileGAN [23]: many any input images are given and a large-scale output
is required. Using d progressive growing of GANs, already referenced before,
they built a network that generates tile samples of different texture types and
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propose a novel algorithm to combine the given outputs also allowing artistic
control for the user. The generator is defined as (eq 2):
G(z) = GBl(GAl(z)) (2)
Where z is a randomly sampled latent vector and l specifies the intermedi-
ate level at which latent field synthesis is performed. This synthesis consist
of merging the latent feature maps information of different tiles to obtain a
smooth transition in the upper layers of the network. Their approach gen-
erates a huge number of samples that are then downscaled and compared to
what the user wants at a given location, a close enough match is found in the
low resolution domain and then tiles are merged.
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3 Generating synthetic solar images
3.1 Dataset & data augmentation
The number of images needed to train a GAN network varies depending on
the task at hand and can only be estimated experimentally. Naturally, a huge
number of images will be expected to produce a better result while training,
however there might be a point where increasing input size will not improve the
network in any significative way. This ideal quantity also depends on the gen-
erator and discriminator and generator architecture (e.g. batch normalization
may reduce the number of examples needed), the desired output resolution,
the latent vector size, the problem or image complexity, number of labels, etc...
Some examples of previous works include the following datasets:
• MNIST [24] 60,000 examples for training and 10,000 for testing with 10
different hand written digit number types (0-9).
• Toronto Face Database [25]: around 3,000 samples for training and test-
ing of faces.
• CIFAR-10 [26]: 50,000 examples for training and 10,000 for testing with
10 different classes.
• Caltech-UCSD Birds [27]: 6,033 images for training and testing with 200
bird species.
• Oxford-102 Flowers [28]: 8,189 images of 102 flower categories for train-
ing and testing.
For this work, 220 simulated images (black and white) of size 576x576px were
provided but this number definitively seems too small to perform the training
compared to the examples above so image augmentation was performed. Also
note that the input examples have no class as this is an unlabelled dataset
where no classification task is going to be performed (aside from the discrim-
ination of fake vs real samples). This resulted in a dataset ten times bigger
with 2,200 examples. For each image in the original dataset, 2 mirror op-
erations and 7 rotation operations where applied: horizontal mirror, vertical
mirror, 45o, 90o, 135o, 180o, 225o, 270o, 315o. Images where also center cropped
to a size of 512x512px and downsampled to 256x256px, 128x128px, 64x64px,
32x32px, 16x16px, 8x8px and 4x4px for testing and training purposes. The
image ranges where also normalized inside [−1,+1]. An example of one of the
base images and some of the augmented images are shown in figure 6 along
with some of the representations of the downsampled maps.
In order for a faster training to take place, the 128x128px size has been chosen
as the desired output size, which as seen in figure 6 is big enough to maintain
the general structure and a good quality for a tiling process to take place later.
Moreover, in figure 7 the average values of the sum of all the images in the
dataset can be seen, this asserts that there is no underlying common structure
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Figure 6: One sample of the solar images dataset with some of the augmenting
operations and downsamples.
in all images that the generator may learn to trick the discriminator reaching
a point where all new generated samples may seem way too similar or where
they are simply sharing a common element in some region. Note how some
slightly structure can be seen in both subfigures but not enough to cause any
problem with the learning process, besides it’s clear how the augmented im-
ages heatmap is more uniform.
Figure 7: Average values of the sum of all the images in the dataset.
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3.2 Generating synthetic solar images with VAEs
Some tests where performed with a VAE, the images shown in figure 8 rep-
resent the output of one of several tests. As it was expected, VAEs do not
generate images sharp enough for the task at hand and instead we obtain a
blurry approximation of the input image. Generating new images (most-right
subfigure) from a random latent vector not only had the same results, but also
produced a more ”square like” pattern. The structure of the encoder and de-
coder for that specific experiment is defined in table 3 with a total of 8,691,073
trainable parameters. The optimizer was Adam (adaptive moment estimation)
with a learning rate of 0.001 and β1=0.5, β2=0.999 along with an MSE loss
which is good to represent differences between reconstructions of the image
and a Kullback-Leibler divergence loss for the normal distribution.
VAE (hidden dim = 512, latent dim = 256)
Encoder Decoder
Output size Layer Output size Layer
1x128x128 Input 512x1x1 UnFlatten input
256x128x128 Conv(k=1, s=1, p=0) 256x4x4 Conv(k=4, s=1, p=3)
256x128x128 LeakyReLU(α=0.2) 256x4x4 LeakyReLU(alphα=0.2)
256x4x4 BatchNorm
256x64x64 Downsample 256x8x8 Upsample
256x64x64 Conv(k=3, s=1, p=1) 256x8x8 Conv(k=3, s=1, p=1)
256x64x64 LeakyReLU(α=0.2) 256x8x8 LeakyReLU(α=0.2)
256x64x64 BatchNorm 256x8x8 BatchNorm
256x32x32 Downsample 256x16x16 Upsample
256x32x32 Conv(k=3, s=1, p=1) 256x16x16 Conv(k=3, s=1, p=1)
256x32x32 LeakyReLU(α=0.2) 256x16x16 LeakyReLU(α=0.2)
256x32x32 BatchNorm 256x16x16 BatchNorm
256x32x32 Downsample 256x32x32 Upsample
256x16x16 Conv(k=3, s=1, p=1) 256x32x32 Conv(k=3, s=1, p=1)
256x16x16 LeakyReLU(α=0.2) 256x32x32 LeakyReLU(α=0.2)
256x16x16 BatchNorm 256x32x32 BatchNorm
256x32x32 Downsample 256x64x64 Upsample
256x8x8 Conv(k=3, s=1, p=1) 256x64x64 Conv(k=3, s=1, p=1)
256x8x8 LeakyReLU(α=0.2) 256x64x64 LeakyReLU(α=0.2)
256x8x8 BatchNorm 256x64x64 BatchNorm
256x32x32 Downsample 256x128x128 Upsample
32x4x4 Conv(k=3, s=1, p=1) 256x128x128 Conv(k=3, s=1, p=1)
32x4x4 LeakyReLU(α=0.2) 256x128x128 LeakyReLU(α=0.2)
32x4x4 BatchNorm 256x128x128 BatchNorm
512 Flatten 1x128x128 Conv(k=1, s=1, p=0)
Table 3: Detailed architecture of the VAE (k=kernel size, s=stride, p=padding).
The test shown in figure 4 represents the result after 2000 epochs of training
which took several hours without any notable improvement in the last 1500
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epochs. Similarly to the GAN tests, upsampling layers with convolutions were
chosen instead of the equivalent convolution operations alone for upsampling
and downsampling using nearest and bilinear interpolation respectively.
Figure 8: VAE output after 2000 epochs.
3.3 Generating synthetic solar images with GANs
After several experiments, the best network architecture for the GANs is the
one proposed in figure 9 and explained in detail in table 4 with a total of
12,848,641 trainable parameters for the generator and 11,813,377 for the dis-
criminator. Generator and discriminator have intentionally mirroring struc-
tures, and in both the usage of 512 as the depth of the features maps is an
idea obtained from some of the PGGAN implementations 3 where the usage
of a smaller number of layers is not required until the output resolution is big
enough, more than the 128x128px target of our network.
Even though, progressive growing was tested for this matters it seemed to pro-
duce worse or slower results in this use case than directly training with the final
resolution. The combination of both networks with the final architecture was
trained for a total of 7 hours and 120 epochs which is an appropriate amount
of time given that the final representation seem to have a good complexity.
Note how according to the table 4 the input to the generator is a latent vector
of size 128. The size of this randomly sampled vector seems to fit perfectly the
problem, with bigger input sizes (512) the samples generated by the network
where very similar or of small variability.
The exercise of finding the best architecture for this methodology has been an
actual fine tuning process where different approaches from the state of the art
knowledge has been tested. The batch size for this problem is 8, it couldn’t
be bigger due to memory restrictions with images of size 128x128px but this
is not an issue since a small batch size is the recommendation according to
the general consensus around GANs. Similarly to the VAE, the optimizer was
Adam with a learning rate of 0.001, and β1=0, β2=0.99. In this case, following
3https://github.com/nashory/pggan-pytorch
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Figure 9: GAN representation (red=scaling, green=leaky ReLU, blue=pixel nor-
malization, yellow=batch normalization).
some of the already existing implementations, the β1 parameter was directly
set to 0, the decaying rate for the gradient exponential moving average which
in turn gave better results. Binary crossentropy is chosen as the loss function
for the discriminator being this error is propagated to the generator as well.
For this problem, decreasing the number of feature maps from 512 into 256
produced a huge number of artifact: figure 10a and using only convolutional
layers instead of upsampling (nearest neighbour) and downsampling (bilinear)
resulted in noticeable checkerboard artifacts.
(a) Using small number of fea-
ture maps in all layers.
(b) Using convolutions for up-
sampling and downsampling.
Figure 10: Artifacts generated by different techniques (size 128x128px).
For the convolution layers, in the GAN and VAE networks, equalized learning




Output size Layer Output size Layer
128x1x1 Input 1x128x128 Input
512x4x4 Conv(k=4, s=1, p=3) 512x128x128 Conv(k=1, s=1, p=0)
512x4x4 LeakyReLU(α=0.2) 512x128x128 LeakyReLU(alphα=0.2)
512x4x4 PixelWiseNorm
512x8x8 Upsample 512x128x128 Conv(k=3, s=1, p=1)
512x8x8 Conv(k=3, s=1, p=1) 512x128x128 LeakyReLU(α=0.2)
512x8x8 LeakyReLU(α=0.2) 512x128x128 BatchNorm
512x8x8 PixelWiseNorm 512x64x64 Downsample
512x16x16 Upsample 512x64x64 Conv(k=3, s=1, p=1)
512x16x16 Conv(k=3, s=1, p=1) 512x64x64 LeakyReLU(α=0.2)
512x16x16 LeakyReLU(α=0.2) 512x64x64 BatchNorm
512x16x16 PixelWiseNorm 512x32x32 Downsample
512x32x32 Upsample 512x32x32 Conv(k=3, s=1, p=1)
512x32x32 Conv(k=3, s=1, p=1) 512x32x32 LeakyReLU(α=0.2)
512x32x32 LeakyReLU(α=0.2) 512x32x32 BatchNorm
512x32x32 PixelWiseNorm 512x16x16 Downsample
512x64x64 Upsample 512x32x32 Conv(k=3, s=1, p=1)
512x64x64 Conv(k=3, s=1, p=1) 512x32x32 LeakyReLU(α=0.2)
512x64x64 LeakyReLU(α=0.2) 512x32x32 BatchNorm
512x64x64 PixelWiseNorm 512x8x8 Downsample
512x128x128 Upsample 512x8x8 Conv(k=3, s=1, p=1)
512x128x128 Conv(k=3, s=1, p=1) 512x8x8 LeakyReLU(α=0.2)
512x128x128 LeakyReLU(α=0.2) 512x8x8 BatchNorm
512x128x128 PixelWiseNorm 512x4x4 Downsample
1x128x128 Conv(k=1, s=1, p=0) 1x1x1 Conv(k=4, s=1, p=0)
1 Sigmoid
Table 4: Detailed architecture of the GAN (k=kernel size, s=stride, p=padding).
vents the situation where some paramaters take longer to adjust than others
if they have a larger dynamic range, this scenario may be caused by modern
initializers where the learning rate can be at the same time too big and too
small for different parameters [16]. The use of equalized learning did improve
the generation of new samples as well as changing the batch normalization in
the generator for a pixel wise normalization which also prevents the escalation
of signal magnitudes.
In order to assert that no repeating patterns or common structures have been
learned for all output samples, heatmaps are also generated for the first epochs
as an example, see figure 11, it can be seen how they are not so uniform as the
inputs, but seem to be randomly distributed and good enough to be used as a
substitute of the real images.
In figure 12, some samples generated by the GAN at different epochs is shown.
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It’s often observed in these networks how not necessarily more epochs indicate
a better output sample by the generator, remember how this is a game where
the balancing between discriminator and generator is not always ideal. Epochs
60, and 20 seem to throw the best outputs according to a human interpreter
(zoomed examples of epoch 60 in figure 13), so the recommended network to
use is the one saved at epoch 20, as it is closer to an uniform distribution as
shown in the previous heatmaps.
Figure 11: Average values of the sum of 100 generated images in each epoch.
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Figure 12: GAN outputs at different epochs.
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Figure 13: Zoomed example of generated samples at epoch 60.
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3.4 Tile stitching
Now that the generator has been trained the remaining steps include the gen-
eration of a composite image of any given size. For this, the generator is asked
to produce a huge number of images that will then be stitched together. Note
that it’s impossible for the stitching process to be faster than O(nm) in a single
core CPU (or a single process program) where n and m are the output required
size in the number of tiles if no repeating tile is expected. For the same reason,
memory consumption will be expected to be at least of size O(nm), however,
since a big enough image will eventually not be able to fit in the graphics mem-
ory (VRAM) and for a good quality in the composition, more than m∗n images
are required (to find the best subset of images that form the highest quality
composited image), the generation of images is processed in batches of small
size (approximately 10 to 25 images) depending on the available VRAM if any.
It’s not recommended, however this process may also take place exclusively
in the CPU with the consequent time increment, at least by a factor of 10.
The time taken to generate each batch of candidates tile is shown in table 5,
see how for small batch sizes that fit in VRAM, time variations are negligible.
Thus the time taken depends on how many batches are needed and roughly
not by the size of those batches (unless there’s a big difference in batch size).
For continuous usage, the generator could be left alone generating a huge
amount of images (e.g. 1,000,000) just once and each time an image of any
size (smaller than m = n =
√
1, 000, 000) shall be generated, a random subset
of size 10 ∗m ∗ n is chosen from the backup file.
Batch
Size
Time GAN (s) Time VAE (s)
t¯ σ t¯ σ
20 2.99 ∗ 10−3 1.48 ∗ 10−5 2.68 ∗ 10−1 1.03 ∗ 10−1
15 3.20 ∗ 10−3 4.38 ∗ 10−4 1.45 ∗ 10−1 9.79 ∗ 10−2
10 3.58 ∗ 10−3 5.48 ∗ 10−4 1.39 ∗ 10−2 1.09 ∗ 10−2
5 3.40 ∗ 10−3 8.77 ∗ 10−4 1.93 ∗ 10−2 2.47 ∗ 10−2
1 3.39 ∗ 10−3 5.45 ∗ 10−4 7.91 ∗ 10−2 8.30 ∗ 10−2
Table 5: Time taken for a forward pass.
3.4.1 Blending similar tiles with a greedy search
A first approach for the building of a composite image is a greedy search. N
(N >= m ∗n) number of tiles will be generated and the best matching tile for
each row and column will be selected each time while constructing the final
image. The building process goes row first from left to right and then columns
top to bottom, the first tile is chosen randomly. Matching tiles are selected
based when an overlap region is defined: amount of the image boundaries that
will be blended with their neighbours. For a tile size of 128x128px, good over-
lap region sizes are 10, 15 or 20.
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When tile must be find that matches with a tile at its left, distances are
measured as the difference between the most right pixels (overlapping region)
for the left tile and the most left pixels (overlapping region) for the right can-
didate tile, equation 3. The tile from the remaining N pool of initial tiles with






left(x− overlap, y) + right(x, y) (3)
Tiles are then blended together, this blending may occur in the latent space
(see next section) or in the generated tile image. If the blending is performed in
the final image, the pixels in the overlapping region will be computed according
to equation 4 (where negative pixels indicate that the pixel count starts from
the right side). The value of α changes for each x according to the number of
columns in the overlapping region starting at α = 1.
pixel(x, y) = left(x− overlap, y) ∗ α + right(x, y) ∗ (1− α) : α ∈ [0, 1] (4)
Since pixels are going to be blended together, a more accurate distance met-
ric could be obtained when the search tries to minimize the distance between
the central column of pixels, where p(middle, y) = left(middle, y) ∗ 0.5 +
right(middle, y) ∗ 0.5, and gives a smaller importance to the difference of pix-
els in the opposite side: p(0, y) = left(−overlap, y) ∗ 1 + right(0, y) ∗ 0 or
p(overlap, y) = left(−1, y)∗1 + right(overlap, y)∗0. Thus, the distance func-
tion in equation 3 is updated to include a gaussian 1D kernel that gives more







left(x− overlap, y) + right(x, y) (5)
The same operation is taken to measure the distance between a top tile and
a candidate bottom tile. And lastly, when the candidate tile (right-bottom)
has to compare itself with a left tile and a top tile, the maximum of the two
distances is taken as the distance for that tile.
However the question arises of how many tiles should the generator produce
for a good quality output image following this method. As an experimental
approach images of different target sizes in number of tiles with different initial
pool sizes of generated tiles where produced and the average distance of all
the selected tiles is calculated in figure 15.
Note that to have a substantial difference the number of samples must be log-
arithmically increased, however, for a good average distance, a pool size of an
order of magnitude greater than the size of the image in tiles is recommended.
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Figure 14: Average distance of tile matching.
3.4.2 Blending similar tiles with a greedy search in latent space
The same process of blending depicted above can be carried out in the la-
tent space of the generator, because the convolutions and upsampling layers
of the network are not transform or location invariant, changes implemented
in feature maps of a lower latent space will be translated into the final image
without changing their location (i.e. they will stay in the overlapping region
of the tile image) thus in theory resulting in a better image to perform the
blending operation on.
Images are again chosen using the same distance metric as before, but the
blending takes place between latent spaces of both images and then, between
the final modified images. Note that the overlapping region size is different in
the latent space of the feature maps.
However, for this problem, the improvement obtained from blending the fea-
ture maps from an intermediate layer are almost imperceptible, not only for
the human eye, but the changes at the pixel level are insubstantial compared
to the simpler approach of just blending the output images.
3.4.3 Refining tiles with a GA
Another approach where the resulted composited image is expected to improve
in quality is a method that uses Genetic Algorithms (GA) for the modification
of the latent input vector of the generator.
The first steps are the same as before, a huge number of images (at least
10 ∗ m ∗ n) are generated or loaded from file and for each tile a best match
is searched using the distance function against all other tiles. However, now
that the tile has been chosen, a GA takes place to try and improve the vector
z of the current tile searching for the value that lies in the local minima of
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Figure 15: Texture resulted from stitching and blending together 100 tiles in a 10x10
square with an overlapping region of 10px. Composited image size is 1190x1190px.
the fitness function (note that for this, not only we need to store the output
images for the generator but also the input vectors that created them):
1. A population of N individuals is created from:
(a) A copy of the original tile z vector.
(b) Small variations of the original tile z vector.
(c) Considerable variations of the original tile z vector.
(d) Random z vectors.
2. Calculate the fitness of each individual:
(a) Generate the output image for each z vector.
(b) Calculate the distance from the output image to the image it must
match.
(c) Sort individuals by fitness.
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3. Select top N1 individuals to stay in the next generation (elite).
4. Generate N2 individuals using cross over from two individuals:
(a) Choose parent A using roulette selection with the fitness.
(b) Choose parent B using roulette selection with the fitness.
(c) Crossover A and B with single point random crossover over their z
vector.
5. Generate N3 individuals completely random (random z vectors).
6. Mutate all z vectors with a random gaussian distribution (x ∈ N & x ∈
[−1,+1]) for each item in vector.
7. Go to (2) and repeat, unless an individual with a fitness value above the
threshold has been found or the maximum number of iterations reached.
A good value for the population N = N1 + N2 + N3 is around 50 or 100,
nonetheless the bigger the population the more batches or chunks of images
that need to be calculated on the GPU (or CPU) thus slowing down the calcu-
lation of the composite image. Experimentally, N1 and N3 should be of around
10% of the total population size each one. In figure 16 an example comparing
the improvements of this technique are shown.
Figure 16: Improvements given by the GA approach.
This technique however slows down the generation of each tile. Incrementing
the time needed from selecting a tile from the generated database from less
than a second to almost a minute, depending on the fitness threshold and the
maximum number of iterations allowed.
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4 Software
For this work as a side objective, a desktop application was created to facil-
itate the generation of the solar surface images to any user. The code can
be found in the Github repository: https://github.com/Ediolot/solari.
Even though this software comes with said desktop application, it can also be
used as a simple python program whether it will be run from the main.py file
following the instructions in the readme.md or be the functions imported to a
different python program. A screenshot of the desktop application is found in
figure 17.
Figure 17: Screenshot of the desktop application
The desktop application comes with the basic panning, rotating and zooming
tools as well a complete tool menu with the necessary commands to generate
new database samples or load them from file, change the overlapping amount,
define the usage of the GA refinement, use the GPU or CPU, exporting the
image, etc... (not every option is implemented in the current version but it’s
an ongoing work).
As explained before, one downside of the GA refinement method is that it
slows down the generation of the composite image by approximately an order
of magnitude. If that’s the case, the user may want to simply generate an
image using the basic blending method and then within the software select
which tiles have the lowest quality and replace them using the GA technique.
For the desktop application a web based application was developed, because
it tends to be more user friendly at the expense of a more complex develop-
ment and a bigger amount of resources dedicated for the GUI. The interface
is connected to the python back-end through a local server that executes the
requested commands and sends back the data and the images for the user.
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The complete list of technologies used is: NodeJS, Javascript, HTML, CSS,
Electron, Python and Flask.
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5 Conclusions
The proposed method shows that it’s possible to generate the needed images
without spending a big amount of time. Compared to the previous method
which requires a vast amount of computational power and as such the need to
reserve access to the LaPalma supercomputer for this task, this new method
allows any user to produce images of good quality easily which are indeed not
similar to one another contrary to what happens in a continuous simulation.
Some examples of the final images can be seen in the Annex, in figures 18,
19, 20 and 21. The biggest image of size 5910x5910px took only 28 minutes
while the smaller images take seconds.
Although the tiling size has been reduced from 128x128px from 512x512px
the structure of generated tiles is effortlessly identified and the resolution er-
ror is unnoticeable for big images. The most simple tiling method have been
shown to be effective, as well as the improvement proposed of the GA refine-
ment. The latent feature maps blending didn’t show any real improvement,
but it may be required for bigger output sizes in the generator.
As it was expected the VAE didn’t perform well enough for this task gen-
erating only blurred images with no real application inside the requirements.
An adversarial network with a similar number of layers and feature maps per-
formed many times better than the VAE producing sharper images. This task
in particular needs sharp images, this does not come as a surprise, as seen in
the original dataset, images are formed from a number of blobs that tend to
have an an uniform interior and are strongly limited at their boundary by a
sharp change in the image values.
Despite having access to a variety of powerful resources to complete the train-
ing processes, the fine tuning and testing of different layers and parameters
for the four networks (GAN: Generator, GAN: Discriminator, VAE: Encoder,
VAE: Decoder) took a good amount of time that spans around the duration
of several months. Training these networks take a fair amount of time and
the smallest change effectively needs a new training which slows down all the
process.
Finally the development of a desktop tool to fulfill the needs of any user is




Two important points remain as possible future work, first, image tiles shall
be generated with the correct size of 512x512px, for this task, two solutions
are immediately available:
1. An upsampling CNN that transforms tiles from the generator into the
correct size.
2. Expand the generator to output the correct size, which in turns also
needs to expand the discriminator layers at the input region.
Multiple models of upsampling networks exist (e.g. this software 4 augments
the size of photos and cartoony images). Images may be resized using bilinear,
bicubic or any other interpolation technique into the desired size and then
they are processed through a CNN that does not modify the size of the image.
The CNN detects patterns and structures in the original image and outputs a
sharper and denoised image. The biggest difference is that those are general
purpose models, and for this problem only a specific model for this task is
needed.
Another point for improvement lies in the tiling, as seen before, some pre-
vious work [19] explain how optimal seams are found for the generation of new
textures from a previous sample. This process could be used as well for the
stitching of the different generated tiles into the final composite image. A fur-
ther improvement involves more advanced search techniques for the GA which
now is just configured as a random search algorithm, but it could be modified
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7 Annex
7.1 Example of some generated images
Some of the generated images are shown here. All the images where generated
using the same 10,000 generated dataset constructed from the generator.
Figure 18: 6x6 tiles, 718x718px (overlap=10px), took 2.16 seconds.
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Figure 19: 10x10 tiles, 1190x1190px (overlap=10px), took 6.50 seconds.
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Figure 20: 31x31 tiles, 3668x3668px (overlap=10px), took 11 minutes and 37.02
seconds.
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Figure 21: 50x50 tiles, 5910x5910px (overlap=10px), took 28 minutes and 28.58
seconds.
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