Abstract. Let S be a set of monic degree 2 polynomials over a finite field and let C be the compositional semigroup generated by S. In this paper we establish a necessary and sufficient condition for C to be consisting entirely of irreducible polynomials. The condition we deduce depends on the finite data encoded in a certain graph uniquely determined by the generating set S. Using this machinery we are able both to show examples of semigroups of irreducible polynomials generated by two degree 2 polynomials and to give some non-existence results for some of these sets in infinitely many prime fields satisfying certain arithmetic conditions.
Introduction
Since irreducible polynomials play a fundamental role in applications and in the whole theory of finite fields (see for example [1, 2, 3, 4, 5, 6] ), related questions have a long history (see for example [7, 8, 9, 10, 11, 12, 13] ). In this paper we specialize on irreducibility questions regarding compositional semigroups of polynomials. This kind of question has been addressed in the specific case of semigroups generated by a single quadratic polynomial, see for example in [6, 5, 11, 10] , for analogous results related to additive polynomials, see [14, 15] . It is worth mentioning that one of these results [11, Lemma 2.5] has been recently used in [16] by the first and the second author of the present paper to prove [12, Conjecture 1.2] .
Throughout the paper, q will be an odd prime power, F q [x] the univariate polynomial ring over the finite field F q and Irr(F q [x]) the set of irreducible polynomials in F q [x] . Let us give an example which motivates this paper.
For a prime p congruent to 1 modulo 4, we can fix in F p [x] two quadratic polynomials f = (x − a) 2 + a and g = (x − a − 1) 2 + a such that both a and a + 1 are non-squares in F p . One can experimentally check that any possible composition of a sequence of f 's and g's is irreducible (for a concrete example, take q = 13, (x − 5) 2 + 5 and g = (x − 6) 2 + 5). Let us denote the set of such compositions by C. A couple of observations are now necessary:
• In principle, it is unclear whether a finite number of irreducibility checks will ensure that C is a subset of Irr(
) is indeed pretty unlikely to happen by chance, as the density of degree 2 n monic irreducible polynomials over F q is roughly 1/2 n . Thus, if C satisfies this property, one reasonably expects that there must be an algebraic reason for that.
We address these issues by giving a necessary and sufficient condition for the semigroup C ⊂ F q [x] to be contained in Irr(F q [x]). In addition, this condition is algebraic and can be checked by performing only a finite amount of computation over F q , answering both points above.
In Section 2 we describe the criterion (Theorem 2.4 and Corollary 2.5) and provide a non-trivial example (Example 2.7) of a compositional semigroup in
) and generated by two polynomials.
In Section 3 we show the non-existence of such C whenever q is a prime congruent to 3 modulo 4 and the generating polynomials are of a certain form (Proposition 3.2). Example 3.3 shows that these conditions are indeed sharp.
A general criterion
In order to state our main result, we first need the following definition, which describes how to build a finite graph encoding only the useful (to our purposes) information contained in the generating set of the semigroup. Definition 2.1. Let q be an odd prime power, F q the finite field of order q and S a subset of F q [x] . We denote by G S the directed multigraph defined as follows:
• the set of nodes of G S is F q ;
• for any node a ∈ F q and any polynomial f ∈ S, there is a directed edge a → f (a). We label that edge with f .
Before stating the next definition, we recall that for any monic polynomial f of degree 2 there exist unique
consisting of monic polynomials of degree 2. We call the set
The following result is just an inductive extension of the classical Capelli's Lemma.
Lemma 2.3 (Recursive Capelli's Lemma). Let K be a field and f 1 , . . . , f l be a set of irreducible polynomials in
if and only if the following conditions are satisfied
Proof. Given Capelli's Lemma [11, Lemma 2.4], the proof is straightforward by induction.
We are now ready to state and prove the main theorem. We now show that in G S there is a path of positive length from a node of D S to a square if and only if C contains a reducible polynomial of degree greater or equal than 4.
First, suppose that the composition f 1 f 2 · · · f l+1 is a reducible polynomial of minimal degree, with f i ∈ S and
and l ≥ 1. Whenever β is not a square in F q , we denote by √ β a root of the polynomial T 2 − β in the algebraic closure of F q . By Capelli's Lemma applied to the composition of f 1 · · · f l and by the minimality of the degree of f 1 f 2 · · · f l+1 , we have that the following elements are not squares in their field of definition:
. . .
On the other hand, β l = b l+1 + a l + β l−1 ∈ F q 2 l is necessarily a square.
For j < i, let us denote by N j i : F q 2 i −→ F q 2 j the usual norm map. We claim that the 
Conversely, suppose that in G S there is a path to a square s. Choose such a path of minimal length, starting at some −b f in the distinguished set, for some f ∈ S. Consider now the composition associated to this path: if
. One can construct the β i 's as before, i.e. β 0 = b 1 and for i ∈ {1, . . . , l}, β i = b i+1 + a i + β i−1 . We can suppose that the β i 's for i < l are all non-squares as otherwise, by taking the smallest d such that β d is square, we find a composition f 1 f 2 · · · f d+1 that is reducible by Recursive Capelli's Lemma, and then we are done.
As all the β i 's, for i < l, can be supposed to be non-squares, we have as Remark 2.6. Given that C is generated by degree 2 polynomials, it is easy to observe that the datum of S is equivalent to the datum of C.
The following example shows a way to find examples of semigroups contained
Example 2.7. Let q ≡ 1 mod 4 be a prime power, and let a ∈ F q such that both a and b = a + 1 are non-squares. Define f = (x − a) 2 + a and g = (x − b) 2 + a.
In this situation, we have D S = {a}, and by assumption, −a, a and b are all non-squares. Since f (a) = g(b) = a and f (b) = g(a) = b, all paths in G S starting from a end in a non-square, and the conditions of Theorem 2.4 are satisfied. Figure 1 shows the relevant part of the graph G S . The reader should observe that this is indeed the example mentioned in the introduction. which is the target of two f -edges. By definition, this means that there exist two distinct nodes u, u
This implies that u ′ = −u, and thus one between u and u ′ is a square, since −1 is not a square in F p . This contradicts our assumption. By symmetry, the same applies to g-edges.
By the argument above, we see that every node is the target of at most one f -edge and one g-edge, and by counting edges that it is indeed exactly one of each.
Now, consider the sum
On one hand, each node u ∈ G The set S = {f, g} has distinguished set D S = {−5} and graph as in Figure 2 . Since 5 is not a square, and we only look at paths of positive length, the final claim follows by checking that 3 and −1 are not squares modulo 7.
