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ABSTRACT
We introduce the Hydrangea simulations, a suite of 24 cosmological hydrodynamic zoom-in
simulations of massive galaxy clusters (M200c = 10
14–1015.4M⊙) with baryon particle masses
of ∼106M⊙. Designed to study the impact of the cluster environment on galaxy formation,
they are a key part of the ‘Cluster-EAGLE’ project (Barnes et al. 2017b). They use a galaxy
formation model developed for the EAGLE project, which has been shown to yield both re-
alistic field galaxies and hot gas fractions of galaxy groups consistent with observations. The
total stellar mass content of the simulated clusters agrees with observations, but central clus-
ter galaxies are too massive, by up to 0.6 dex. Passive satellite fractions are higher than in
the field, and at stellar masses Mstar > 10
10M⊙ this environmental effect is quantitatively
consistent with observations. The predicted satellite stellar mass function matches data from
local cluster surveys. Normalized to total mass, there are fewer low-mass (Mstar . 10
10M⊙)
galaxies within the virial radius of clusters than in the field, primarily due to star formation
quenching. Conversely, the simulations predict an overabundance of massive galaxies in clus-
ters compared to the field that persists to their far outskirts (> 5r200c). This is caused by a
significantly increased stellar mass fraction of (sub-)haloes in the cluster environment, by up
to ∼0.3 dex even well beyond r200c. Haloes near clusters are also more concentrated than
equally massive field haloes, but these two effects are largely uncorrelated.
Key words: galaxies: clusters: general – galaxies: stellar content – methods: numerical
1 INTRODUCTION
In the local Universe, strong correlations exist between the prop-
erties of galaxies and their large-scale environment. In particular,
galaxies in groups and clusters are typically red, lack recent and
ongoing star formation (e.g. Balogh et al. 1999; Kauffmann et al.
2004; Weinmann et al. 2006; Peng et al. 2010; Wetzel et al. 2012),
are depleted in atomic hydrogen (H I; Giovanelli & Haynes 1985;
⋆ ybahe@mpa-garching.mpg.de
Fabello et al. 2012; Hess & Wilcots 2013), and biased towards
early-type (elliptical) morphologies (e.g. Dressler 1980).
However, all of these properties are also observed to corre-
late with galaxy luminosity and stellar mass, so that it is possible
that these differences stem, at least in part, from different stellar
mass distributions between dense environments and the field. The
luminosity function of cluster galaxies has been studied by several
authors in the last decade (e.g. Popesso et al. 2006; Agulli et al.
2014, 2016; Lan et al. 2016). Some of these works indeed found
significant variations of the luminosity function between clusters
c© 0000 The Authors
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2 Y. Bahe´ et al.
and the field, especially in the form of a steep faint-end upturn in
clusters (Popesso et al. 2006; Lan et al. 2016). However, the deep
observations of the cluster Abell 85 by Agulli et al. (2014, 2016)
found no evidence for such a steep upturn. This uncertainty com-
plicates the interpretation of the observed environmental variations
of galaxy properties.
Stellar mass is arguably a more fundamental quantity than lu-
minosity, but its determination requires estimating the mass-to-light
ratio from galaxy colours (e.g. Bell & de Jong 2001), or, if avail-
able, spectra (e.g. Kauffmann et al. 2003a; Gallazzi et al. 2005).
From an analysis of SDSS spectroscopic data, Kauffmann et al.
(2004) demonstrated that a larger fraction of stellar mass in dense
environments is contributed by more massive galaxies compared
to low-density regions. Subsequent studies have suggested that this
shift is driven mainly by the special properties of central cluster
galaxies (e.g. von der Linden et al. 2010): Calvi et al. (2013), for
example, report that the shape of the satellite stellar mass function
in clusters is similar to that in the field, at least at the massive end.
Several other authors, however, have found differences between the
satellite and field stellar mass functions, at either the high- or low-
mass end (Yang et al. 2009; Wang & White 2012; Vulcani et al.
2014). In part, these differences may be driven by different defini-
tions of ‘environment’ (local density, halo mass, radial range) and
differences in accounting for fore-/background galaxies.
An observational consensus on the nature of stellar mass dif-
ferences in different environments would clearly be desirable, but
even in its absence one can gain valuable insight into the expected
extent of, and physical reason underlying, such differences through
predictions from theoretical galaxy formation models. Cosmologi-
cal hydrodynamic simulations are able to self-consistently predict
differences in the formation of central and satellite galaxies, with-
out explicitly prescribing the action of specific processes affect-
ing only the latter. This gives them, in principle, great predictive
power to understand the star formation histories of cluster galaxies
as manifested in their present-day stellar masses.
However, such simulations have for a long time been unable
to predict a galaxy stellar mass function in the field that agrees
with observations (e.g. Crain et al. 2009; Scannapieco et al. 2012),
which is clearly a prerequisite for making meaningful predictions
about galaxies in clusters. This problem has been solved only re-
cently, thanks to increased resolution and, in particular, significant
efforts to improve and calibrate the subgrid models that the simu-
lations employ to model the unresolved aspects of feedback from
star formation and accreting supermassive back holes. With these
improvements, the EAGLE (Schaye et al. 2015; Crain et al. 2015)
project has produced a simulation that could be calibrated to match
the observed stellar mass function and sizes of present-day field
galaxies (see also Vogelsberger et al. 2014 and Dubois et al. 2014
for the similarly successful Illustris and Horizon-AGN projects).
Apart from these calibrated matches, EAGLE has also success-
fully reproduced, amongst others, the observed colour bimodality
of galaxies (Trayford et al. 2015), the evolution of galaxy sizes
and star formation rates (Furlong et al. 2015, 2017), their black
hole mass function (Rosas-Guevara et al. 2016) and the correla-
tion between galactic star formation and black hole accretion rates
(McAlpine et al. 2017), their atomic (Rahmati et al. 2015; Bahe´
et al. 2016; Crain et al. 2017) and molecular hydrogen content (La-
gos et al. 2015), and the environmental effect of galaxy groups
on atomic hydrogen (Marasco et al. 2016) and galaxy metallicity
(Bahe´ et al. 2017).
Galaxy clusters, however, occupy only a small volume frac-
tion of the Universe, so that simulation volumes much larger than
available in EAGLE are necessary to sample them in representa-
tive numbers. Such simulations can, at present, only afford a much
lower resolution of & 5 kpc in spatial terms or particle masses of
mbaryon ≈ 10
9M⊙ (e.g. Le Brun et al. 2014; Bocquet et al. 2016;
McCarthy et al. 2017), compared to 0.7 kpc and ∼106M⊙ for EA-
GLE. This precludes studying even basic predictions such as stellar
masses for galaxies withMstar . 10
10M⊙, while more numerically
sensitive properties such as their atomic gas content or metallicity
are inaccessible for all but the most massive galaxies.
Until simulations at the resolution of EAGLE, but with orders-
of-magnitude larger volume, become computationally feasible,
progress can still be made through zoom-in simulations, where only
a small, carefully selected volume inside a much larger parent sim-
ulation is modelled at high resolution and including baryons. The
bulk of the volume is instead filled with low-resolution boundary
particles interacting only through gravity, whose purpose is the cre-
ation of appropriate tidal fields and large-scale modes in the high-
resolution region (e.g. Katz & White 1993; Tormen et al. 1997;
Borgani et al. 2002; Dolag et al. 2009; Ragone-Figueroa et al. 2013;
Martizzi et al. 2014; Barnes et al. 2017a; Hahn et al. 2017).
Motivated by these considerations, this paper introduces the
Hydrangea simulation project1, a suite of 24 high-resolution zoom-
in galaxy clusters run with the EAGLE code for the purpose of
studying the interaction between clusters and the galaxies in and
around them. Each high-resolution simulation region is centred on
a massive cluster (M200c = 10
14.0 − 1015.4M⊙)
2, and realized at
the same resolution level as the largest-volume simulation of the
EAGLE project (mbaryon = 1.81× 10
6M⊙, gravitational softening
length ε = 0.7 physical kpc at z< 2.8). The high-resolution zoom-
in region is set up to include not only the cluster haloes them-
selves, but also their large-scale surroundings out to ten virial radii,
i.e. ∼10–25 comoving Mpc, motivated by indications from obser-
vations (e.g. von der Linden et al. 2010; Lu et al. 2012; Wetzel
et al. 2012) and theory (Bahe´ et al. 2013) that the environmental
influence on at least some galaxy properties extends significantly
beyond the virial radius.
In this paper, we present a validation of the simulations in
terms of some of the most fundamental galaxy properties, namely
their stellar mass function and quenched fractions at z≈ 0, and then
use the detailed information provided by the simulations to gain in-
sight into the impact of the cluster environment on the galaxy stel-
lar mass function. In a companion paper (Barnes et al. 2017b), we
analyze the properties of the hot intracluster medium in a sample
of simulated clusters including the Hydrangea suite, and demon-
strate that the simulations predict X-ray and SZ properties that
are broadly compatible with low-redshift observational constraints.
Predictions for the galaxy luminosity functions in our simulations,
including results from a higher-resolution run of an intermediate-
mass cluster, will be presented by Dalla Vecchia et al. (in prep.).
Together, these simulations form the ‘C-EAGLE’ project family3.
This paper is structured as follows. In §2, we review the EA-
GLE galaxy formation model that was used in our simulations, and
describe the selection and simulation of the clusters that form the
1 Named after the plantHydrangea macrophylla, whose petals change their
colour from blue to red according to their environment, in analogy to the
colour–density relation of galaxies.
2 M200c denotes the total mass within a sphere of radius r200c, centred
on the potential minimum of the cluster, within which the average density
equals 200 times the critical density.
3 ‘Cluster-EAGLE’, also referring to Steller’s sea eagle (Haliaeetus pelag-
icus) as the largest member of the avian eagle family.
MNRAS 000, 000–000 (0000)
Page 2 of 46
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60
Hydrangea 3
Hydrangea suite. We then compare several key predictions of the
simulations to z≈ 0 observations in §3, followed by a detailed anal-
ysis of the simulated stellar mass function in §4. Our results are then
summarised and discussed in §5.
Throughout the paper, we adopt the same flat ΛCDM cosmol-
ogy as used in the EAGLE simulations, with parameters as deter-
mined by Planck Collaboration XVI (2014b): Hubble parameter
h≡H0/(100kms
−1Mpc−1) = 0.6777, dark energy density param-
eter ΩΛ = 0.693 (dark energy equation of state parameter w=−1),
matter density parameter ΩM = 0.307, and baryon density param-
eter Ωb = 0.04825. For length scales, the prefix ‘p’ and ‘c’ de-
notes physical and comoving quantities, respectively (e.g. ‘pkpc’
for ‘physical kpc’); where no prefix is given, distances are given in
physical units. Unless otherwise specified, all galaxy stellar masses
are computed as the sum of gravitationally bound star particles
within 30 pkpc from the potential minimum of their subhalo (see
Schaye et al. 2015).
2 DESCRIPTION OF THE SIMULATIONS
In this Section, we first provide a summary of the key features of the
EAGLE code that was used for this work (§2.1), and then describe
the setup and running of the Hydrangea cluster simulations (§2.2).
2.1 The EAGLE galaxy formation model
The simulation code developed for the EAGLE project is a substan-
tially modified version of the GADGET-3 smoothed particle hydro-
dynamics (SPH) code, last described in Springel (2005). We restrict
our description here to a summary of only its key features and re-
fer the interested reader to the detailed description by Schaye et al.
(2015).
Compared to GADGET-3, the hydrodynamics and timestep-
ping scheme has undergone several updates that are collectively re-
ferred to as “Anarchy” (Dalla Vecchia, in prep.; see also Appendix
A of Schaye et al. 2015 and Schaller et al. 2015c). These include
using the conservative pressure-entropy formulation of SPH (Hop-
kins 2013), an artificial viscosity switch (Cullen & Dehnen 2010),
an artificial conduction switch similar to that of Price (2008), the
C2 Wendland (1995) kernel, and the time-step limiter proposed by
Durier & Dalla Vecchia (2012). These updates mitigate many of the
shortcomings of ‘traditional’ SPH codes, such as the treatment of
surface discontinuities, described by e.g. Agertz et al. (2007) and
Mitchell et al. (2009). Schaller et al. (2015c) discuss the impact of
these modifications on the simulated galaxies in detail, and show
that the most significant change is due to the Durier & Dalla Vec-
chia (2012) time-step limiter. These authors also demonstrated that
the improved hydrodynamics implementation is a key requirement
for the efficient action of feedback from supermassive black holes,
as described further below.
Most importantly, the code contains subgrid physics models
that were evolved from those developed for the OWLS (Schaye
et al. 2010) simulation project.
Radiative cooling and photoheating rates are computed on an
element-by-element basis following Wiersma et al. (2009a), by
considering the 11 most important atomic coolants (H, He, C, N,
O, Ne, Mg, Si, S, Ca, Fe) in ionization equilibrium and in the pres-
ence of a Haardt & Madau (2001) ionizing UV/X-ray background.
As discussed by Schaye et al. (2015), the code does not account
for self-shielding of gas, because in the regime where this is ex-
pected to be important (nH & 10
−2 cm−3), the uncertain effect of
local stellar radiation would also need to be considered (Rahmati
et al. 2013).
The modelling of reionization follows Wiersma et al. (2009b).
To account for hydrogen reionization, the Haardt & Madau (2001)
background is switched on at redshift z= 11.5 (Theuns et al. 2002a;
Planck Collaboration I 2014a). This is accompanied by the injec-
tion of 2 eV of energy per proton mass. He reionization is modelled
by injecting the same amount of energy around z = 3.5, which re-
sults in a thermal evolution of the IGM in agreement with the ob-
servations of Schaye et al. (2000, see also Theuns et al. 2002b).
The star formation rate of gas particles is modelled as a
pressure-law following Schaye & Dalla Vecchia (2008),
m˙star = mgA
(
1M⊙ pc
−2
)−n( γ
G
P
)(n−1)/2
, (1)
where m˙star is the star formation rate of a gas particle with mass
mg and (total) pressure P, γ = 5/3 is the ratio of specific heats, and
G the gravitational constant. The subgrid parameters A = 1.515×
10−4M⊙ yr
−1 kpc−2 and n = 1.4 are then directly prescribed by
observations (Kennicutt 1998), independent of any imposed equa-
tion of state. Deviating from Schaye & Dalla Vecchia (2008), the
star formation threshold n∗H depends on metallicity, as proposed by
Schaye (2004):
n∗H(Z) = 10
−1cm−3
(
Z
0.002
)−0.64
, (2)
where Z is the gas-phase metallicity smoothed over the SPH kernel
(seeWiersma et al. 2009b). This equation accounts for the metallic-
ity dependence of the transition from the warm atomic to the cold
molecular interstellar gas phase. n∗H(Z) is limited to a maximum
of 10 cm−3 to prevent divergence at low Z. Star formation is then
implemented stochastically with the probability of a gas particle be-
ing converted to a star set by equation (1). Because the simulations
lack the resolution and physics to directly model the cold dense gas
phase in which star formation is observed to occur in the real Uni-
verse, a pressure floor corresponding to Peos ∝ ρ
4/3
g is imposed on
gas with nH > 10
−1cm−3, normalized to Teos = 8× 10
3K at that
density. As this relation corresponds to a constant Jeans mass, it
prevents artificial fragmentation due to a lack of numerical resolu-
tion (Schaye & Dalla Vecchia 2008).
Mass and metal enrichment of gas due to stellar mass loss is
modelled as described by Wiersma et al. (2009b) with the modifi-
cations described in Schaye et al. (2015). This approach is based on
treating star particles as simple stellar populations with a Chabrier
(2003) IMF in the mass range 0.1–100 M⊙ and accounting for
winds from AGB and massive stars as well as type-Ia and core-
collapse supernovae.
Energy feedback from star formation is implemented in a sin-
gle thermal mode, by heating a small number of gas particles (∼1)
by a large temperature increment (∆T = 107.5K). Dalla Vecchia &
Schaye (2012) demonstrate that this approach alleviates numerical
overcooling without the need to temporarily disable hydrodynamic
forces or radiative cooling for affected gas particles, but can still
not avoid it completely in the regions where the gas density is high-
est, and the cooling time therefore shortest. As discussed in detail
by Crain et al. (2015), the efficiency of star formation feedback
is therefore scaled with gas density so that energy input in dense
regions formally exceeds the physically available energy budget
from core-collapse supernovae. Averaged over the entire simula-
tion, however, the ratio is below unity. In addition, the efficiency
is lowered in high-metallicity gas to account for the physically ex-
pected higher cooling losses. Crain et al. (2015) show that these
MNRAS 000, 000–000 (0000)
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4 Y. Bahe´ et al.
scalings of star formation feedback efficiency are crucial for obtain-
ing galaxies with realistic sizes, although the total galaxy masses
are largely insensitive to them.
We note that, as an undesired side effect, these high-energy,
stochastic, local heating events produce gas discs in some simu-
lated galaxies that contain artificially large holes (Bahe´ et al. 2016).
As we discuss further in Section 3.2, these holes may affect the
predicted interaction between the dense cold gas discs and the hot
intra-cluster gas in our simulations.
Finally, the code includes a model for the growth of supermas-
sive black holes (BHs), which are seeded in a friends-of-friends
(FoF) halo once its mass exceeds 1010 h−1M⊙ (Springel et al.
2005a) with a (subgrid) black hole seed mass of 105 h−1M⊙. Sub-
sequently, the subgrid BH mass grows as a consequence of gas ac-
cretion, which is modelled as in Rosas-Guevara et al. (2015) but
without the Booth & Schaye (2009) ‘boost factor’ (Schaye et al.
2015). In essence, this approach considers the angular momentum
of gas near the black hole to limit the Bondi accretion rate to
m˙accr = m˙Bondi×min
(
C−1visc
(
cs/Vφ
)3
,1
)
(3)
where cs is the sound speed andVφ the rotation speed of gas around
the black hole. The parameter Cvisc was thought to set the stellar
mass at which accretion becomes efficient (Rosas-Guevara et al.
2015). However, Bower et al. (2017) have shown that this scale
is instead determined by the critical halo mass above which the
hot hydrostatic atmosphere traps outflows driven by star formation
and is nearly independent of Cvisc. In the EAGLE reference model
(‘Ref’),Cvisc = 2pi.
In analogy to star formation, energy feedback from supermas-
sive black holes (‘AGN feedback’) is implemented stochastically,
with one particle heated by a large temperature increment. Follow-
ing Booth & Schaye (2009), 15 per cent of the accreted rest mass
is converted to energy, with a 10 per cent coupling efficiency to
the surrounding gas, i.e. an energy injection rate of 0.015 m˙accr c
2
(where c is the speed of light). Because the gas surrounding super-
massive black holes is typically denser than around newly formed
stars, the temperature increment ∆TAGN must also be higher to
make the feedback efficient. In the Ref model, one particle per
heating event is heated by ∆TAGN = 10
8.5K. However, Schaye et al.
(2015) have shown that this predicts X-ray luminosities and hot gas
fractions in galaxy groups and intermediate-mass clusters that are
higher than observed.
An alternative model that differs from Ref only in its choice of
∆TAGN (= 10
9K) andCvisc (= 2pi×10
2), ‘AGNdT9’, was shown to
largely resolve these discrepancies on the scale of galaxy groups,
while achieving a similarly good match as Ref to observed prop-
erties on galactic scales4. As discussed by Schaye et al. (2015),
the increased heating temperature makes individual heating events
more energetic and hence reduces numerical cooling losses. The
increased value of Cvisc was motivated by a better fit of the galaxy
stellar mass function to observations. We therefore adopt the AGN
feedback parameterisation of AGNdT9 for all C-EAGLE simula-
tions, including the Hydrangea suite presented here. In a compan-
ion paper (Barnes et al. 2017b), we show that this model also leads
to simulated clusters with overall realistic intra-cluster medium
(ICM) properties, albeit with a still somewhat too high hot gas mass
4 Because AGNdT9 was only realized in a (50 cMpc)3 simulation volume,
it contains only one halo whose mass at z = 0 is (just) above 1014M⊙.
Schaye et al. (2015) could therefore not test its predictions on the hot gas
properties in massive clusters.
fraction (by∼ 2σ ), and artificially high entropy levels in the cluster
cores.
2.2 The Hydrangea simulations
2.2.1 Selection of the C-EAGLE cluster sample
The reason for the absence of massive galaxy clusters in the orig-
inal EAGLE simulations is their relatively small volume of 6
(100cMpc)3. Our new simulations are therefore based on a much
larger ‘parent simulation’, described by Barnes et al. (2017a). This
is a (3200 cMpc)3 volume which was simulated with dark matter
only, in the same cosmology as that adopted for the EAGLE project
(Planck Collaboration XVI 2014b, see Introduction). The dark mat-
ter particle mass in the parent simulation is 8.01 ×1010M⊙ with
a gravitational softening length of 59 ckpc; a galaxy cluster with
M > 1014M⊙ is therefore resolved by at least 1000 particles.
From the parent simulation snapshot at z= 0, we then selected
candidate clusters for zoom-in re-simulation. Apart from a thresh-
old in halo mass (M200c > 10
14M⊙), we also applied a mild iso-
lation criterion, by requiring that no more massive halo be located
within 30 pMpc, or 20 r200c, whichever is larger (r200c here refers
to the radius of the neighbouring, more massive halo), from any
re-simulation candidate. This criterion ensures that our simulations
are centred on the peak of the local density structure and not, for
example, on a moderately massive halo on the outskirts of an even
more massive cluster. Finally, for computational convenience we
required that our candidate clusters be no closer than 200 pMpc to
any of the periodic simulation box edges.
From this initial list of 91,824 candidate haloes, we then se-
lected a subset of 30 objects for re-simulation. To avoid a bias to-
wards the more common lower-mass haloes, our candidates were
binned by M200c into ten logarithmic bins from 10
14M⊙ to 2×
1015M⊙ (∆ log10M200c = 0.13). Three objects were then selected
from each bin at random. To extend our mass range yet further, we
only picked two objects from the highest mass bin, and selected a
final halo at even higher mass, M200c = 10
15.34M⊙. These thirty
objects comprise the C-EAGLE cluster sample.
2.2.2 Motivation for large zoom-in regions
The virial radius, approximated by r200c, has traditionally been
assumed to represent the boundary between a halo and the sur-
rounding Universe, based on the spherical collapse model. How-
ever, evidence has emerged in recent years that galaxies might be
affected by their environment out to significantly larger distances
(e.g. Balogh et al. 1999; Haines et al. 2009; Hansen et al. 2009;
von der Linden et al. 2010; Lu et al. 2012; Rasmussen et al. 2012;
Wetzel et al. 2012), a result that has been supported by previous
generation hydrodynamical simulations (Bahe´ et al. 2013; Bahe´ &
McCarthy 2015). While most observational evidence for this large-
scale influence is based on galaxy colours and star formation rates,
Bahe´ et al. (2013) have shown that the GIMIC simulations predict
an effect that reaches even further when the hot gas haloes of galax-
ies are considered instead: in galaxies with Mstar ≈ 10
9M⊙, these
are predicted to be depleted even at r > 5r200c from the centre of a
group or cluster.
Simulations aiming to shed light onto the mechanisms affect-
ing galaxy evolution in dense environments should therefore not
be limited to the dense cluster haloes alone (within ∼r200c), but
also extend far enough into the surrounding volume to capture the
MNRAS 000, 000–000 (0000)
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Hydrangea 5
large-scale environmental impact. The disadvantage of this is a sig-
nificant increase of the high-resolution simulation volume, increas-
ing both computing time and especially the memory footprint of
the simulation. To strike a balance between these conflicting con-
straints, we simulated 24 of the 30 C-EAGLE clusters with zoom-in
regions extending to at least 10r200c from the cluster centre; these
objects constitute the Hydrangea simulations as analysed in this
paper. The remaining six objects, with masses between 1014.6 and
1015.2M⊙, were simulated only out to 5r200c, primarily serving as
tools to study the ICM for which each simulation only contributes
one (central) object of interest, as opposed to several hundreds or
even thousands of galaxies. The additional C-EAGLE simulations
are described in more detail by Barnes et al. (2017b).
2.2.3 Simulation runs and post-processing
The Hydrangea simulations were run mostly on the HazelHen
Cray-XC40 system hosted by the German Federal Maximum Per-
formance Computing Centre (HLRS) at the University of Stuttgart.
This system provides nodes with 128 GB of memory each, shared
by 24 compute cores for an effectively available 5 GB of memory
per core. On this system, we could accommodate most of our hy-
drodynamic runs on6 2048 cores to minimize scaling losses in our
highly clustered simulations. From initial conditions generated as
described in Appendix B (see also Barnes et al. 2017b), the most
massive cluster in our sample required more than 10 million core
hours to reach z = 0, corresponding to a total wall clock time of
over ten months (including queueing and downtime). Several clus-
ters from the low-mass end of our sample were run on machines at
the Max Planck Computing and Data Facility (MPCDF) in Garch-
ing.
In addition to these hydrodynamic simulations we also per-
formed one DM-only simulation of each zoom-in region. These use
the same initial conditions as the hydrodynamical runs, but due to
their non-dissipative nature, they produce less small-scale cluster-
ing and hence only consumed < 105 CPU-hrs each.
As main output from the simulations, 30 full ‘snapshots’ were
stored between z = 14.0 and z = 0. Out of these, 28 are spaced
equidistant in time (∆t = 500 Myr), while two additional snapshots
(at z = 0.101 and z = 0.366) were included to facilitate compari-
son to the EAGLE simulations5. All snapshots were post-processed
with the SUBFIND code (Springel et al. 2001; Dolag et al. 2009) to
identify friends-of-friends (FoF) haloes, using a linking length of
b = 0.2 times the mean inter-particle separation, and self-bound
subhaloes within them. We note in this context that ‘subhalo’ can
refer to either the central object that contains the largest fraction of
the FoF mass or (where they exist) less massive ‘satellites’.
Subhaloes in the DM-only and hydrodynamic runs were indi-
vidually matched by comparing their unique DM particle IDs, as
described by Velliscig et al. (2014) and Schaller et al. (2015a). The
fifty most-bound DM particles in each subhalo from the DM-only
simulation are located in the corresponding hydrodynamic simu-
lation. If one subhalo contains at least half of the particles with
the same ID in the hydrodynamic simulation, a link is initiated be-
tween the two. This link is then confirmed if, and only if, the orig-
inal subhalo in the DM-only simulation also contains at least 25
of the 50 most-bound DM particles of the corresponding subhalo
5 Including these two extra snapshots, 12 EAGLE snapshots have a coun-
terpart in Hydrangea with a time offset of <≈ 50 Myr, including eight at
z<≈ 2.0.
in the hydrodynamic simulation. 92 per cent of central subhaloes
with M200c > 10
11M⊙ could be successfully matched between the
hydrodynamic and DMO simulations in this way.
To reconstruct the evolutionary and orbital histories of individ-
ual simulated galaxies, we have linked subhaloes between different
snapshots using an updated version of the algorithm described in
Bahe´ & McCarthy (2015). This method is described in full in Ap-
pendix C. In essence, subhaloes in adjacent snapshots are linked
by matching their constituent DM particles, taking into account the
formation of new galaxies, mergers between them, and temporary
non-identification of galaxies by the SUBFIND algorithm in dense
environments (see e.g. Muldrew et al. 2011). We note that this algo-
rithm is similar, but not identical, to that used by Qu et al. (2017) to
build merger trees from the EAGLE simulations. Unlike in Bahe´ &
McCarthy (2015), we base the tracing on DM particles only. This
simplification is possible because of the higher resolution of the
Hydrangea simulations, which allows DM haloes to be resolved
even for galaxies undergoing severe stripping.
In addition, we stored a larger number of ‘snipshots’ that
contain only the most important, and most rapidly time-varying,
quantities, such as particle positions and velocities (similar to EA-
GLE; see Schaye et al. 2015). We stored three snipshots between
each of the 28 main snapshots, for a combined time resolution of
∆t = 125 Myr. This was then additionally boosted to ∆t = 25 Myr
for three 1-Gyr intervals at lookback times of 0–1, 4–5, and 7–8
Gyr. For one intermediate-mass cluster, snipshots were stored at a
constant time interval of ∆t = 12.5 Myr. In future papers, we will
exploit the high time resolution provided by these snipshot outputs
to trace the evolution of our simulated cluster galaxies in detail;
here, we restrict ourselves to an analysis of the snapshot data, in
particular those at z= 0 and z= 0.101.
2.2.4 Visualizations of the simulated clusters
A visualization of one Hydrangea simulation is presented in Fig. 1;
this contains at its centre the most massive cluster, CE-29, with
M200c = 10
15.38M⊙
6. The main panel shows the gas distribution
at z = 0 in a slice of side length 60x60 pMpc and thickness 15
pMpc, centred on the potential minimum of the cluster. The colour
map, shown in the bottom-right inset, encodes both the projected
gas density (as brightness) and temperature (as hue/saturation); the
coldest gas (T . 104 K) is shown in blue, and the hottest (T & 108
K) in white. Clearly visible is the central hot (T & 107 K) halo
that extends to ∼4 r200c, and a myriad of filaments and embed-
ded haloes out to the nominal edge of our high-resolution region at
10r200c (thick dotted blue line).
The three panels on the left-hand side present successive
zoom-ins towards one individual galaxy on the cluster outskirts,
highlighting the vast dynamic range of the simulation. The top two
show the gas density and temperature, using the same temperature
scaling as the main panel but with adjusted scaling of the surface
density for improved clarity. In the bottom panel, we display a
synthetic gri optical image created with the radiative transfer code
‘SKIRT’ (Camps et al. 2016; Trayford et al. 2017).
6 Note that there are small differences between the halo masses in the low-
resolution parent simulation and high-resolution hydrodynamic zoom-in
resimulations, by< 0.05 dex. As a convention, we denote individual zoom-
in regions, and their central clusters, by the prefix ‘CE’ (for C-EAGLE),
followed by their ID number from 0 to 29 (see Table A1).
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Hydrangea 7
For guidance, the region depicted in the bottom row is indicated by
the green box in the top-left panel.
The three example clusters are embedded in strikingly dif-
ferent large-scale environments, including a highly isolated object
(CE-12, left), a supercluster (CE-22, middle), and a cluster that
dominates a region with several less massive haloes (CE-25, right).
Similar, but not necessarily correlated, differences are evident in the
distribution of galaxies formed from the stars in their centres: some
contain a dominating “brightest cluster galaxy” (BCG; e.g. CE-12
and CE-22), whereas CE-25 in the right-hand column is currently
undergoing a triple-merger without an obvious ‘central’ galaxy7
Fig. 3 presents an overview of the distribution of the central
C-EAGLE clusters in mass–concentration space, where concentra-
tions c ≡ r200c/rs were obtained by fitting an NFW profile with
scale radius rs to the spherically averaged dark matter distribution
between r = 0.05r200c and r = r200c (Neto et al. 2007; Schaller
et al. 2015b), centred on the potential minimum of the cluster.
Clusters that are ‘relaxed’ (i.e. with an offset between the centre
of mass and centre of potential, s, less than 0.07r200c and a sub-
structure fraction of less than 0.1; Neto et al. 2007) are shown as
circles, unrelaxed haloes that violate one or both of these criteria
as stars. Clusters from the Hydrangea sample (i.e. those with high-
resolution regions extending to 10 r200c) are represented by filled
symbols, the six remaining C-EAGLE clusters by open symbols. In
qualitative agreement with the findings of e.g. Neto et al. (2007),
unrelaxed clusters are typically less concentrated than similarly
massive relaxed ones. With significant scatter, the C-EAGLE clus-
ters follow the well-known trend towards lower concentration at
higher mass, consistent with the trend from the large DM-only
simulation in the Planck ΛCDM cosmology of Dutton & Maccio`
(2014).
We also indicate the formation time of each cluster, defined
as the lookback time when the main progenitor of the cluster as-
sembled half its present-day mass, as the colour of each point. As
expected, there is a strong correlation between age and mass in the
sense that less massive clusters assembled earlier. A second, albeit
less strong, correlation exists between concentration and formation
time (less concentrated clusters having typically formed somewhat
more recently). In future work, we will exploit this diversity of our
cluster sample to investigate in detail the impact of these differ-
ences on the galaxy population. Table A1 in Appendix A lists the
best-fit concentrations along with other information on the masses,
positions, and environment of all the C-EAGLE clusters.
In combination, the 24 Hydrangea regions contain, at z = 0
and within 10r200c from the centre of their main halo, 24,442 galax-
ies withMstar > 10
9M⊙, and 7,207 withMstar > 10
10M⊙. We note
that this exceeds the corresponding numbers in the 100 cMpc EA-
GLE reference simulation by a factor of & 2.5, as a consequence
of the larger (combined) simulation volume and the higher galaxy
density in our simulated clusters.
3 STELLAR MASSES AND QUENCHED FRACTIONS OF
SIMULATED CLUSTER GALAXIES
We begin our analysis of the Hydrangea simulations by compar-
ing their predictions for two fundamental galaxy properties to ob-
servations, namely their stellar masses (§3.1), and quenched frac-
tions (§3.2). We restrict ourselves to comparisons to observations
7 As can be seen in the top panel, this merger leads to an expansion of the
hot halo in a clear shock front.
at z ≈ 0, and will test the simulation predictions at higher redshift
in future work. Because the observational studies we are compar-
ing to are focused on the central cluster regions, we include in this
section also the six additional C-EAGLE clusters from Barnes et al.
(2017b) whose high-resolution regions extend only to 5r200c.
3.1 Galaxy stellar masses
The stellar mass of a galaxy is one of its most fundamental char-
acteristics, and many other properties have been shown to cor-
relate strongly with stellar mass: e.g. colour, star formation rate
(e.g. Kauffmann et al. 2003b; Wetzel et al. 2012), metallicity
(e.g. Tremonti et al. 2004; Gallazzi et al. 2005; Sa´nchez et al.
2013), and, for centrals, their halo mass (e.g. White & Rees 1978).
We now test the galaxy masses predicted by our simulations against
observations, for both central cluster galaxies (‘BCGs’) and their
satellites.
3.1.1 BCG and halo stellar masses
In Fig. 4, we show both the total stellar mass of the clusters in our
simulations (i.e. the mass of all star particles within r3D = r500c,
the radius within which the average density equals 500 times the
critical density; left-hand panel), and the stellar mass of the BCG,
i.e. the galaxy at the potential minimum of the cluster’s FoF halo,
in the right-hand panel (integrated within a circular aperture with
R2D = 50 pkpc, see below). Both are shown as a function of to-
tal halo mass, which is quantified as M500c in the left-hand panel,
but as M200c in the right-hand panel. Predictions from our simu-
lations are shown in shades of green, dark for the 30 central clus-
ters (i.e. the most massive ones in their simulation volume), and
light green for others. Observational data are show in grey. For
halo stellar masses, we compare to the observations of Gonzalez
et al. (2013) and Kravtsov et al. (2014), and the best-fit relation
derived from SDSS images by Budzynski et al. (2014). In the ob-
servations, M500c is estimated from the X-ray temperature (Gon-
zalez et al. 2013; Kravtsov et al. 2014) and the mass-richness re-
lation (Budzynski et al. 2014); we multiply these with a factor of
1.5 to convert fromM500c toM200c. In the simulations, we measure
halo masses directly (masses derived from mock X-ray spectra are
presented in Barnes et al. 2017b). All measurements of the total
stellar mass in the halo in the left-hand panel include contributions
from intra-cluster light, in both the simulations and observations.
We note that the first two observational datasets are from clusters
at z. 0.1, whereas the Budzynski et al. (2014) relation was derived
for clusters at 0.15 6 z 6 0.4. We here compare to the simulation
output at z= 0.101 as a compromise between these two ranges.
We first consider the simulation prediction for the 30 cen-
tral clusters (dark green stars in Fig. 4), which exhibit a fairly
tight relation between halo mass and both the halo and BCG stel-
lar mass. The former is slightly sub-linear (best-fit power law in-
dex α = 0.86±0.05, with a best-fit overall stellar fraction of 1.51
per cent). This is less steep than the relation of Budzynski et al.
(2014), α = 1.05±0.05, but slightly steeper than in Gonzalez et al.
(2013) and Kravtsov et al. (2014). A sub-linear scaling between
the stellar and halo mass of galaxy clusters was also reported by
Andreon (2010). We therefore conclude that, overall, the (central)
C-EAGLE clusters have formed approximately realistic amounts of
stellar mass (see also Barnes et al. 2017b).
The agreement is less good when only the stellar mass of the
BCG is considered, which we define as the mass within a (2D) ra-
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18 Y. Bahe´ et al.
ing baryons) appear to be both affected by an environmental effect
that is predominantly, if not solely, due to baryons.
Our results from Fig. 14 are qualitatively consistent with what
was shown by Croton et al. (2007) with semi-analytic models ap-
plied to the Millennium Simulation (Springel et al. 2005b): these
authors found that the excess clustering signal for red galaxies is
only marginally reduced when concentration is used in addition to
halo mass to shuffle galaxies in their simulated catalogues. In prin-
ciple, it is possible that the embedding into the ICM halo and its
surrounding filaments exerts pressure on galaxies near clusters and
thus prevents feedback-driven outflows from escaping. However,
this effect is not captured by semi-analytic models, and further-
more Bahe´ et al. (2012) showed that pressure confinement of satel-
lite galaxies is generally ineffective. A more likely explanation is
therefore that differences in the growth history of the (sub-)haloes
hosting field and cluster galaxies lead to stronger imprints in the
present-day stellar mass fraction than in their halo concentrations.
5 SUMMARY AND DISCUSSION
We have introduced the Hydrangea simulation suite, a set of 24
high-resolution cosmological hydrodynamical zoom-in simulations
of massive galaxy clusters (M200c = 10
14.0− 1015.4M⊙) and their
surroundings out to 10r200c that form the key part of the C-EAGLE
project. The simulations are run with the AGNdT9 galaxy forma-
tion model of the EAGLE suite (Schaye et al. 2015), and therefore
allow a direct comparison between galaxy populations in the cen-
tral regions of clusters, in their periphery, and in the field. They as-
sume a Planck cosmology (Planck Collaboration XVI 2014b) and
include sub-grid prescriptions for radiative cooling, reionization,
star formation, metal enrichment, and energy feedback from both
star formation and accreting supermassive black holes (see Section
2.1). In this first paper, we have tested the stellar masses and star
formation rates of our simulated galaxies, with the following main
results:
(i) Our simulations broadly reproduce the observed total stellar
mass fraction in galaxy clusters and predict a slightly sub-linear
scaling of stellar to halo mass. However, the stellar masses of sim-
ulated BCGs are too high by at least 0.2, and plausibly > 0.5, dex.
The total and BCG stellar masses of clusters on the outskirts of
an even more massive cluster follow the same relation as isolated
clusters (Fig. 4).
(ii) At z ≈ 0, our simulations match several published satellite
galaxy stellar mass functions (GSMF). The only mild discrepancy
concerns low-mass galaxies (Mstar < 10
10M⊙), which are predicted
to be somewhat less numerous than in the SDSS analysis of Yang
et al. (2009) (Fig. 5).
(iii) In qualitative agreement with observations, simulated clus-
ter satellite galaxies have a quenched fraction (sSFR≡ SFR/Mstar<
10−11 yr−1) that is higher than for centrals with the same stellar
mass. The quenched fraction excess at Mstar & 10
10M⊙ is close to
the observed value (∼60 per cent at ∼ 1010M⊙). However, there
are also quantitative discrepancies. The predicted quenched frac-
tions of satellites decrease, rather than increase, with stellar mass.
Furthermore, the quenched fractions of both centrals and satellites
are lower than observed atMstar & 10
10M⊙, reaching only∼70 per
cent atMstar ≈ 10
11M⊙ instead of near unity. AtMstar . 10
10M⊙,
the quenched fraction of satellites is too high and shows an artificial
increase towards lower stellar masses. This problem is not unique
to our simulations, and plausibly results from insufficient resolution
and an oversimplified modelling of the ISM (Fig. 6).
(iv) Normalized to total mass, the GSMF in our cluster simu-
lations shows two subtle but significant differences from the field:
a deficiency of low-mass (Mstar . 10
10M⊙) galaxies within r200c,
and an excess of massive galaxies (Mstar & 10
10M⊙) from the cen-
tre to the far outskirts (∼10r200c). Neither of these effects depends
significantly on cluster mass (Fig. 7).
(v) The deficiency of low-mass galaxies within r200c is not pri-
marily caused by tidal stripping, but emerges as a consequence of
star formation quenching: it is only present in young stars (formed
at z < 1), while the abundance of old stars in low-mass galaxies is
consistent between clusters and the field (Fig. 8).
(vi) The excess of massive galaxies is not caused by an ex-
cess of massive subhaloes on the outskirts of our simulated clus-
ters (Fig. 9), and instead originates from a significantly higher (&
0.2 dex) stellar fraction at a given subhalo mass (Fig. 10). This is
found to be due to higher levels of star formation in (proto-)cluster
environments than in the field, especially at redshift z & 1, with
an excess star formation of up to 67 per cent in subhaloes with
Msub ≈ 10
12M⊙ compared to subhaloes with the same mass at
z= 0 in the field (Fig. 12).
(vii) At fixed mass, haloes near a cluster are more concentrated
than in the field, out to ∼10r200c from the cluster centre (Fig. 13).
However, this does not explain the higher stellar mass fractions
around clusters, because a similarly high stellar mass excess still re-
mains between haloes of similar mass and concentration (Fig. 14).
The analysis presented here adds to the growing body of evi-
dence that galaxy formation even far away from the centres of mas-
sive haloes is affected by the environment (e.g. Wetzel et al. 2012;
Lu et al. 2012; Bahe´ et al. 2013). So far, large-scale environmental
influence has been studied mainly in the context of the gas content
and star formation rate of galaxies. According to our simulations,
environment also affects the stellar masses of galaxies out to large
radii, which is important because stellar mass is commonly used
as the label to compare ‘similar’ galaxies in the field and in dense
environments. This may lead to unexpected complications in the in-
terpretation of observational results if relevant physical processes,
such as ram pressure stripping, do not only depend significantly on
stellar mass, but also on e.g. the halo mass. A comparison of galax-
ies in different environments matched only by Mstar may then be
fundamentally biased. In future work, we will explore the conse-
quences of this bias in more detail.
It is also important to keep in mind that our simulation model
was not calibrated in any way to produce realistic environmen-
tal effects on galaxies. As discussed by Schaye et al. (2015) and
Crain et al. (2015), calibration of the EAGLE model primarily in-
volved the stellar masses and sizes of the overall galaxy population
(i.e. mostly centrals), while the modifications to the AGN subgrid
model in AGNdT9 compared to Ref were motivated by hot gas
fractions in groups that were higher than observed. In light of this,
the prediction of a quenched fraction excess, stellar mass function,
and total stellar mass in massive clusters that are broadly consistent
with observations is encouraging. Moreover, we demonstrate in a
companion paper (Barnes et al. 2017b) that the hot gaseous haloes
of our simulated clusters show approximately realistic global prop-
erties, such as hot gas fractions and X-ray emission, albeit with dis-
crepancies in detail. The resolution of these, as well as improving
the predicted quenched fractions of satellites as a function of stel-
lar mass, will likely require further refinements to the modelling of
feedback from AGN and star formation, as well as to the descrip-
tion of the dense, star-forming inter-stellar medium.
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In the future, we will exploit this potential of the Hydrangea
simulations to understand how the formation of galaxies in and
around massive clusters differs from that of isolated galaxies, in
terms of e.g. their gas accretion, star formation activity, and mor-
phological evolution.
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APPENDIX A: SUMMARY OF HYDRANGEA CLUSTERS
In Table A1, we provide information about each of the 30 C-
EAGLE clusters at z = 0. Masses are computed as the total mass
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within spherical apertures centred on the potential minimum of the
cluster within which the average density equals 200 (500) times
the critical, as well as 200 times the mean, density of the Universe.
Concentrations are obtained as described in Section 2.2.3, by fitting
an NFW profile to the dark matter density profile between 0.05 and
1 r200c, following Neto et al. (2007) and Schaller et al. (2015b). The
position coordinates x, y, and z (in units of pMpc) specify the centre
of each re-simulation region in the original parent simulation (see
Barnes et al. 2017b and Appendix B for a description of how our
high-resolution initial conditions were generated). The dominance
measure (D5) specifies the distance (in pMpc) from the central clus-
ter to the nearest halo with M200c at least 1/5 of the central cluster.
D5 is calculated from the parent dark matter only simulation, be-
cause not all zoom regions contain such a massive secondary halo
within their high-resolution region. Finally, we give the number of
galaxies withMstar > 10
9M⊙ within 1 and 10 r200c (5 r200c for the
six simulations that are not part of Hydrangea) from the potential
minimum of the central cluster.
APPENDIX B: GENERATION OF INITIAL CONDITIONS
Based on the 3.2 cGpc parent simulation (Barnes et al. 2017a),
zoomed initial conditions (ICs) for our cluster re-simulations were
generated with the second-order Lagrangian perturbation theory
code IC 2LPT GEN (Jenkins 2010) and using the public PANPHA-
SIA white noise field (Jenkins 2013)15. This approach is similar to
what was done by Barnes et al. (2017a) for theMACSIS project and
is described in more detail in the companion paper by Barnes et al.
(2017b). As described in Section 2.2.2, we required that a sphere of
radius 10r200c around each cluster centre – defined as the potential
minimum of the cluster halo – be free from low-resolution bound-
ary particles at redshift z = 0. Within this high-resolution region,
dark matter particle masses are nearly the same16 as in the ‘interme-
diate’ resolution runs of the EAGLE suite, i.e.mdm≈ 9.7×10
6M⊙.
From these dark matter only ICs, the ICs including baryons were
derived as described in appendix B2 of Schaye et al. (2015): each
original particle is split into one dark matter and one SPH (gas)
particle, with a mass ratio of Ωbaryon/(Ωmatter−Ωbaryon) = 0.186.
The initial baryon particle mass in our simulations is therefore
mbaryon ≈ 1.81×10
6M⊙.
As a technical detail, we note that the particle indexing in C-
EAGLE (including Hydrangea) is different from EAGLE. In the
latter, the particle IDs in the original DM-only ICs encode the par-
ticle’s position along the Peano-Hilbert curve (see appendix B3 of
Schaye et al. 2015). While this makes it easy to link each particle
to its initial position, it leads to very large ID numbers that cannot
easily be used as keys to compare particles between different out-
puts. In C-EAGLE (including Hydrangea), the original DM-only
IDs are therefore assigned in running order from 1 to Npart. As in
EAGLE, when we create the full hydrodynamic ICs, the ID of the
dark matter particle is assigned to be exactly twice that of the orig-
inal particle, and that of the gas particle one more than its corre-
15 The phase descriptor of the parent simulation is [Panph1, L14, (2152,
5744, 757), S3, CH1814785143, EAGLE L3200 VOL1].
16 The particle masses realized by our zoom-in ICs generator cannot be
specified to arbitrary precision, as they are formed from 103 glass tiles that
have to be accommodated within the masked region. The actual particle
masses therefore vary slightly between different zoom simulations, by < 3
per cent.
sponding dark matter particle; thus all DM particles have even, and
all baryon particles odd, ID numbers.
APPENDIX C: TRACING OF SUBHALOES BETWEEN
OUTPUTS
To fully utilise the information provided by our simulations, it is
necessary to be able to link galaxies between outputs to reconstruct
their individual formation histories. Although the results presented
in this paper do not rely significantly on this ability, we will ex-
ploit this information in future work. For reference, we therefore
describe here our subhalo tracing method, which is adapted from
Bahe´ & McCarthy (2015). We will in this context use the term
‘galaxy’ to refer to the physical entity that is present in multiple
snapshots (irrespective of whether its stellar mass is zero or not),
and the term ‘subhalo’ for each individual identification of a galaxy
in one snapshot.
Our tracing procedure exploits the ability to identify individ-
ual dark matter particles in different snapshots through their unique
particle IDs. As a first step, we link in each pair of neighbouring
snapshots any two subhaloes that share at least 20 dark matter par-
ticles, as long as these particles represent at least one per cent of all
DM particles in the lower-redshift snapshot. We note that in Bahe´
& McCarthy (2015), we had also included star particles to allow
tracing galaxies beyond the point of disruption of their dark mat-
ter halo. This is not done here, because the improved resolution of
the Hydrangea simulations means that even subhaloes with a dark
matter mass of only∼ 2×108M⊙ are resolved by 20 DM particles.
In the simplest possible scenario, each subhalo in a given snap-
shot i would ‘receive’ only one link from a subhalo in the pre-
ceeding snapshot (i− 1) , and ‘send’ one link to a subhalo in the
subsequent snapshot (i+1). In this case, we could unambiguously
identify these subhaloes as representing the same galaxy in all three
snapshots.
In reality, however, galaxies are expected to exchange particles
between each other (e.g. in mergers), so that one subhalo identified
in snapshot i will, in general, be linked to multiple others in i+ 1
(and vice versa). As a second step, we therefore have to select the
best-matching links between i and i+ 1. For this purpose we rank
all links sent from a given subhalo in i, and all those received by
a given subhalo in i+ 1, by their total mass – i.e. the sum of the
particle masses contributing to this link, which in our DM-only case
is equivalent to the number of particles. In this way, each link is
assigned a ‘sender rank’ and a ‘receiver rank’. We then select those
links with the highest receiver rank at each subhalo in i+1. If one
subhalo in i sends multiple links with equal receiver ranks, only the
one with the highest sender rank is considered out of these.
In practice, the majority of selected links are those with the
highest receiver rank, i.e. those contributing the largest amount of
DM particles to a given subhalo in snapshot i+ 1. Under certain
circumstances, it may however be appropriate to select a link with a
lower receiver rank, in particular if multiple links received and sent
by one subhalo have comparable masses (e.g. in complex mergers).
After selecting the receiver-rank 0 links, we therefore then iterate
through the nine next-highest receiver ranks at each subhalo which
have a mass of at least two thirds of the highest rank link (if they
exist), and select from those in analogy with the rank-0 selection
described above.
The reason for this double-ranking (by sender and receiver)
is that it prevents situations where a small subhalo accreted onto a
more massive one is misidentified as the latter’s progenitor, while
MNRAS 000, 000–000 (0000)
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Table A1. Overview of the 30 C-EAGLE simulations at redshift z = 0. The 24 Hydrangea simulations with high-resolution regions extending to at least 10
r200c from the cluster centre are listed first. The last six entries, below the horizontal line, represent the six additional haloes simulated only out to 5 r200c. We
provide the radii within which the average density equals 200 (500) times the critical, and 200 times the mean, density; the total mass enclosed in these radii,
as well as the stellar mass within r500c; the centre of the zoom-in region in the (3200 pMpc)
3 parent simulation; the best-fit NFW concentration of the central
cluster halo; the dominance parameter D5, defined as the distance to the nearest halo whose mass is at least one fifth of that of the central cluster (determined
from the parent simulation); and the number of galaxies with Mstar, 30pkpc > 10
9M⊙ within 1 and 10 r200c from the potential minimum of the cluster. X-ray
properties of the central clusters at z= 0.1 are provided in the companion paper by Barnes et al. (2017b). †For the six clusters simulated only to 5r200c, the last
column instead gives the number of galaxies within this radius.
Halo r200c r200m r500c M200c M200m M500c M
star
500c x y z cNFW D5 Ngalaxies
ID [pMpc] [log10(M/M⊙)] [pMpc] [pMpc] < r200c < 10r200c
CE-0 1.03 1.74 0.68 14.07 14.24 13.92 12.21 313.65 2218.64 2652.71 5.3 11.4 36 181
CE-1 1.02 1.63 0.65 14.05 14.15 13.87 12.16 2598.97 2552.80 2266.29 3.7 6.9 34 163
CE-2 1.02 1.63 0.65 14.05 14.15 13.87 12.16 2889.69 2880.09 355.44 6.1 15.8 34 163
CE-3 1.09 1.84 0.70 14.14 14.31 13.97 12.15 2608.58 2831.41 908.38 6.5 9.9 49 243
CE-4 1.17 1.89 0.78 14.23 14.34 14.10 12.29 1720.84 2253.49 2670.52 4.2 5.2 68 322
CE-5 1.09 1.90 0.72 14.15 14.35 13.99 12.29 583.22 908.50 1669.79 6.7 14.2 42 294
CE-6 1.27 2.16 0.81 14.34 14.52 14.15 12.35 2624.03 2241.14 304.69 3.6 17.6 76 380
CE-7 1.27 2.17 0.81 14.34 14.53 14.16 12.37 1272.32 2452.95 1288.05 4.6 7.5 76 452
CE-8 1.23 2.12 0.79 14.30 14.49 14.12 12.36 486.08 735.81 357.66 4.5 16.2 67 338
CE-9 1.39 2.36 0.92 14.46 14.63 14.32 12.48 1368.63 1452.69 2207.20 5.2 9.1 84 486
CE-10 1.29 2.21 0.82 14.36 14.55 14.17 12.45 2616.89 1602.52 1876.43 4.8 10.3 90 446
CE-11 1.43 2.34 0.94 14.49 14.63 14.35 12.51 2564.49 678.34 1356.74 6.5 8.8 109 537
CE-12 1.55 2.49 1.03 14.60 14.71 14.47 12.71 1165.85 1386.20 1010.20 4.7 26.5 148 506
CE-13 1.57 2.52 1.07 14.61 14.72 14.51 12.63 998.80 1511.46 1963.65 6.3 11.4 131 498
CE-14 1.62 2.66 0.98 14.66 14.79 14.41 12.52 276.94 1459.94 2042.48 2.5 10.8 179 734
CE-15 1.71 2.73 1.05 14.73 14.83 14.49 12.74 2015.45 737.45 1738.86 2.2 6.4 203 957
CE-16 1.74 2.84 1.17 14.75 14.88 14.63 12.76 717.52 2244.68 609.33 7.0 9.2 202 1179
CE-18 1.87 3.03 1.23 14.84 14.96 14.70 12.64 793.71 864.02 1612.59 4.8 27.0 261 1061
CE-21 1.99 3.34 1.24 14.93 15.09 14.71 12.87 1139.47 909.91 948.80 3.3 11.9 306 1901
CE-22 2.14 3.72 1.39 15.02 15.23 14.86 12.85 2078.36 2319.21 843.85 4.4 5.2 362 3153
CE-24 2.27 3.61 1.52 15.09 15.19 14.97 12.82 306.88 996.23 2870.46 5.0 21.9 425 1701
CE-25 2.36 3.87 1.47 15.15 15.28 14.93 12.91 1028.05 1272.37 1276.27 2.5 20.6 497 2185
CE-28 2.50 4.06 1.68 15.22 15.34 15.10 13.02 1390.16 1049.82 2040.15 3.7 16.2 556 2804
CE-29 2.82 4.61 1.61 15.38 15.51 15.04 12.96 1070.13 2140.38 1498.16 1.8 30.1 826 3788
CE-17 1.65 2.74 1.02 14.68 14.83 14.45 13.07 216.56 1847.43 2889.33 2.7 14.5 180 381†
CE-19 1.86 3.07 1.21 14.84 14.98 14.68 13.13 805.68 319.03 1136.84 3.4 9.0 291 704†
CE-20 1.77 2.87 1.16 14.78 14.89 14.62 13.15 2693.84 1783.70 2955.12 5.0 14.4 216 449†
CE-23 1.99 3.34 1.31 14.92 15.09 14.77 12.92 2033.86 2989.23 2715.06 3.1 10.0 314 848†
CE-26 2.39 3.89 1.56 15.16 15.29 15.00 13.23 2818.50 1262.96 1993.58 5.5 11.6 468 1083†
CE-27 2.39 3.82 1.64 15.16 15.26 15.07 13.16 2646.97 913.51 2629.65 7.2 20.2 252 475†
allowing subhaloes that lose the majority of their mass due to, for
example, tidal stripping, to be traced for as long as possible. We re-
peat this process for each pair of neighbouring snapshots to obtain
a continuous history of all galaxies in our simulation. In each snap-
shot, any subhalo that has no receiving link selected is assumed to
represent a newly formed galaxy.
As an illustration of this linking procedure, consider the sit-
uation depicted in Fig. C1: two subhaloes each in consecutive
snapshots (i, i+ 1) are connected by three links with 10, 90, and
2000 particles, respectively. It is unambiguous that subhaloes B
and 2 represent the same galaxy, since they are each other’s best-
matching progenitor and descendant. Subhalo A, on the other hand,
could be treated as either having merged with 2, or as representing
the same galaxy as 1, but with most of its matter transferred onto
subhalo 2 (e.g. through tidal stripping). We prefer the second op-
tion, since it maximizes the time for which a galaxy orbiting in a
cluster can be tracked.
An additional complication is that subhalo finders such as
SUBFIND are known to have difficulty identifying subhaloes in
dense backgrounds, such as the central regions of a galaxy clus-
ter (e.g. Muldrew et al. 2011). Unaccounted for, this would lead
to spurious subhalo “disruption” (when a subhalo still physically
exists, but is not identified as such) and “formation” (if it is re-
identified later). To mitigate this, we also trace subhaloes over two
consecutive snapshot intervals by forming what we call ‘long links’
between each pair of snapshots separated by one snapshot between
them, in analogy to the ‘short links’ described above. In the sim-
plest case, the temporary non-identification will leave a subhalo A
in the first snapshot i without a (short-link) descendant, and a coun-
terpart B in the second snapshot (k ≡ i+ 2) without a (short-link)
progenitor. Provided A and B are connected by a long link, we can
then join them together from i to k and skip the missing identifica-
tion in snapshot j in-between.
However, it is also possible that between redshifts i and k, the
subhalo accretes another, smaller subhalo, which would then be
identified as its progenitor although physically it is not (c.f. above).
We therefore also allow selection of long links between subhaloes
that already have an identified (short-link) progenitor or descendant
in the immediately neighbouring snapshot, provided this results in
a better match of particles between subhaloes.
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