Abstract-We present a Model Based Coding (MBC) scheme which employs 3D scene information resulting in more efficient image coding. We propose a balancing between texture and difference, such that MBC is a dynamic enhancement to current standard image encoders: if no usable model data can be produced, all information remains in the difference, corresponding to standard encoding schemes. The higher the model quality, the more information can be transmitted. The result is an encoding scheme which offers at least the code rate of current encoders and additionally produces a 3D model.
INTRODUCTION
During the last years two major trends have reached the video consumer marked: HD and 3D video. Both trends imply a significant increase in data that needs to be transferred. At the same time, new image acquisition methods emerge, which allow for capturing HD video, 3D object data and other information like material properties.
Model Based Coding (MBC) is a coding scheme which merges image data with additional 3D information. MBC is an approach from the early ages of video telephony to use easily parameterizable models for video coding. Since then video codecs applied this idea to parameterize the model of a human head for low bitrate facial coding [3, 5, 10] . Model based facial animation is included in the widely used MPEG-4 standard [4] , but only few envisioned a broader application of the MBC scheme [8] , as evidenced in ongoing research on this topic [2, 12] . Nowadays, advancing technologies to capture 3D object information and increasing computational power encourage MBC as a coding scheme exceeding current standards.
In this paper, we propose a MBC codec that extends current encoding schemes by utilizing a novel parameterization of the available 3D data. Our codec converts both, the available 3D data and the image data, into one parameterized textured model. The contribution is twofold: We introduce a parameterization which allows inexpensive model encoding and an algorithm which adjusts the texture quality of this model under the total bitrate constraint.
For performance evaluation, we tested our implementation on three different synthetic datasets (see Figure 1) . The first is a model of a wooden block exemplifying a simple shape sampled at a high resolution. The second is a detailed model of a human actor representing a complex shape [13] . Third, for ease of reproducibility, we present experiments with the wellknown Stanford Bunny. The results show that the proposed model parameterization and texture adaptation achieve a performance comparable to state-of-the-art coding methods and a significant bitrate reduction compared to encoding complete 3D models.
The remainder of this paper is organized as follows. In Section II, we provide a high-level overview of the proposed MBC. In the next sections the individual stages of the encoder follow: in Section III we describe model parameterization and in Section IV texture generation. In Section V we present results and in Section VI we draw a conclusion and comment on future work. A codec encodes input data and decodes the output of the encoding step to resemble the input. As illustrated in Figure 2 the input to our proposed codec consists of the given image data and the additional 3D data. We refer to this 3D data as the object. The codec parameterizes the object by combining a set of geometric primitives. We refer to the resulting parameterization as the model. The parameterization aims at a model which closely resembles the object, since a perfect match is neither always possible nor required (see Section III). The codec then generates a texture, renders the textured model and computes a difference signal between the original and the rendered image. The complete encoded representation consists of model parameters, texture and difference signal. The decoder uses the received data to render the model and combine it with the difference signal to reconstruct the input. The output of the decoder consists of an image resembling the input image and a textured model. Reconstructing accurate 3D-models of real-world objects typically employs high sampling rates. As a result, the size of the reconstructed 3D-mesh representation is very large. For example, even a simple object like the wooden block depicted in Figure 1 has a size exceeding 100MB if densely sampled. However, in many practical scenarios a detailed 3D representation of such objects is not required.
The proposed approach approximates the 3D-shape of scene objects by geometric models that are easily parameterizable. First, a captured 3D object is clustered into a fixed number n of distinct sets of points. Second, those distinct point sets are approximated by easily parameterizable models. Such models are geometric primitives which can be fitted to the object data.
For the first step different algorithms exist to cluster a set of points, of which k-means clustering is widely used. We propose to extend k-means clustering locally weighted as introduced by Cheng et al., to better conform to object structures [1] . A simple example illustrating the improvement of locally weighted clustering is a pole, which would be clustered into many spherical sets by k-means, but into one lengthy set by locally weighted clustering. The number n of clusters depends on the initial number of seeds for the clustering process, and is therefore predefined.
In the second step, those n sets are approximated by geometric primitives. Kwon et al. introduce methods to fit geometric primitives to 3D range data [6] . While the choice of those primitives depends on the particular use case, the general approach remains the same. Of the set of primitives our approach shares cuboids with Kwon et al., and offers ellipsoids as an alternative.
Fitting cuboids to point clouds is done similarly to [6] based on the surface normals of the object. The three main orthogonal normal directions are calculated with the help of a principal component analysis of the normal directions. All object points are sorted into six sets according to the directions they are facing. Afterwards, planes are fitted to these sets of points with the constraint of the plane normal corresponding to the direction calculated in the principal component analysis.
In order to fit an ellipsoid to a point set, we consider the general equation of an ellipsoid
where x r is the coordinate vector to any point on the surface of the ellipsoid, v r the vector to the center of the ellipsoid, and A a positive definite matrix with A = QλQ -1 . Q and λ are quadratic matrices with the columns of Q corresponding to the ellipsoids axes, λ i,j = radius i for i = j and λ i,j =0 else. This equation can be fitted to a set of points in a least square sense, where we calculate the ellipsoids axes in a principal component analysis of the set of points.
Each of the n sets of clustered points is fitted by both ellipsoid and cuboid. The model with least difference to the point cloud is chosen. For different n the clustering process returns different point sets, resulting in different models.
Therefore this process is repeated for different numbers n of possible subsets, until the primitive fitting is optimal with respect to the absolute model error introduced by the approximation. This results in a fully automatic object approximation scheme, where the only constraint is the maximum number of geometric primitives which can be used for the fitting process.
Figure 3: Results of the parameterization process
Our implementation has a maximum number of possible subsets of n = 30. The result of the automated fitting process is shown in Figure 3 . As can be seen one of the most fragile steps in the fitting phase is the detection of principal components (see for example the actors right leg). The more complex the model, the more difficult the fitting process: For the simple shape of the wooden block the fitting process works well, the approximation of the actor is less accurate.
We introduce a standardized error measurement to compare the model quality. For each vertex of the object we can calculate the absolute error by measuring the shortest distance from the vertex to the surface of the model. 
where M i is the maximal value in dimension i and m i the minimal value in the same dimension. With the number of vertices k we calculate the normalized average error
This normalized error is independent of the scaling factor of an object and the number of samples, which we use as the major ingredient for the texture generation (see Section IV).
IV. TEXTURE GENERATION
After the parameterization step, we perform the texture generation. Intuitively, the texture should correspond to the image captured by the camera. A texture projected on a 3D model from the same position as the viewpoint is equivalent to a texture projected on a plane screen. Assuming a perfect model, a projection of the original image on this perfect model would therefore replicate the original image.
However, the previous step has shown that models usually differ from the object they represent; therefore we need to transmit a difference image in addition to the model and texture. With the constraint that the final file-size of texture plus difference should not exceed the file-size of the original image, we need to balance texture and difference with respect to the quality of the model. The encoder hence needs to predict the outcome of the model generation process. In the following we describe a modeling process to predict the required difference image and therefore adjust texture quality.
Observations of MBC encourage that camera setup and characteristics as well as model characteristics are relevant for the coding quality. First, the use of several cameras with slightly imprecise calibrations causes an overlay of the model texture. We describe the resulting texture of a model captured by n cameras by Second, the most important camera characteristic next to camera calibration is sharpness. We model the camera blur by convolution
with a 2D Gaussian as convolution kernel 
with σ 2 as the parameter corresponding to the blur. Third, the model quality has a huge impact on the resulting model: a displaced vertex causes a displaced rendered pixel. However, modeling the error of an unknown model is infeasible. Therefore, we introduce two simplifications: First of all, a continuous closed model without sharp corners has normal surface vectors in all possible directions. Therefore, each vertex in 3D which deviates from a certain model can be assumed to be displaced along the surface normal [7] . Second, for uniformly sampled complex objects the distribution of surface normals is almost uniform. The model imprecision can then be described by assigning each texture pixel to a point on the surface of a sphere and shifting it accordance to the distance projected on the image pane:
where ρ, τ are the direction of the normal vector in spherical coordinates and r corresponds to the model quality.
When putting the three parts described above together the order is important but intuitive: For MBC first a camera acquires a scene, then multiple cameras are combined to form the scene, last the scene texture is applied to a model. Therefore in the modeling process first blur is applied to the textures, then n displaced textures are combined and finally the model error is added.
Experiments exceeding the space requirements of this report have confirmed the validity of the modeling process described. We use this modeling process to evaluate the predicted difference image with respect to model error and texture quality. Figure 4 displays the difference size for an increasing model error and different texture qualities. Three points should be noted:
1. The higher the texture quality, the larger the possible gain if the model is good, but the larger the difference also gets in case of a less accurate model.
2.
If the model quality decreases beyond a certain point (E > 15), the smallest difference image is achieved by the worst texture: only DC component of image.
3. Only for models of very high quality (E < 3) the original image should be used as texture.
Figure 4: Optimal texture generation
According to the results of the modeling process we design the textures for our models: For the actor the DC component of its image is chosen, for the wooden block the original image is used as a texture. Note that we can alter the image parts not belonging to the model (as they will be projected into free space) in order to allow a better jpeg compression. One possibility which can be easily realized and which we use for our implementation is to extend the whole background by the textures average value.
V. EXPERIMENTAL RESULTS
We have implemented a codec according to the MBC scheme described in Section II, which creates a parameterized model and a texture according to the model quality as described in Sections III and IV.
To make the image sizes of input, output and textures comparable and reproducible, all image data occurring in the experiments is jpeg-encoded. We use the JPEG library provided by IJG with quality 100 and without any further options (no progressive encoding, no optimization, etc.) [14] .
Application of MBC to the data sets of the wooden block and the actor result in the sizes given in Table 1 . While the inaccurate actor-model is of only limited use (corresponding to the unicoloured Figure 3) , the MBC-coded wooden block has an impressive added value (see http://www.nt.unisaarland.de/fileadmin/file_uploads/projects/mbc/video.avi). 
A. Conclusions
We have presented a MBC scheme to incorporate available 3D data into image encoding. With the proposed balancing between texture and difference, MBC is a dynamic enhancement to current standard image encoders: If no usable model data can be produced, all the information remains in the difference, corresponding to standard encoding schemes. The better the model quality, the more information can be transmitted by this model. The result is an encoding scheme which offers at least the code rate of current encoders and additionally produces a 3D model. The quality of this model however heavily depends on the ability to parameterize the input data.
B. Future Work
Fitting of object data by geometric primitives or other parameterizable models is still in a very rudimentary stage. Simply by implementing more geometric primitives for the encoder to choose from or by enhancing the fitting algorithm models approximating the objects will surely become much better.
Using MBC for still image coding suggests to use MBC for moving images as well. Current standard video coders heavily rely on motion estimation. This motion estimation could be enhanced by a model predictor. As the MPEG codec allows any kind of prediction, using MBC as a predictor for MPEG-coded video is an obvious future step.
In the proposed image encoding scheme a large amount of knowledge is discarded: the free viewpoint knowledge of the object. Many visionary ideas deal with free viewpoint encoding and 3D encoding of video data. Model Based Coding could become an important scheme for the implementation of these ideas.
