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Recently, due to the improvement of the performance of computers, we can easily ob-
tain a vast amount of data dened by graphs or hypergraphs. However, it is dicult
to look over all the data by mortal powers. Moreover, it is impossible for us to extract
useful knowledge or regularities hidden in the data. Thus, we address to overcome this
situation by using computational techniques such as data mining and machine learning
for the data. However, we still confront a matter that needs to be dealt with the expo-
nentially many substructures in input data. That is, we have to consider the following
problem: given an input graph or hypergraph and a constraint, output all substruc-
tures belonging to the input and satisfying the constraint without duplicates. In this
thesis, we focus on this kind of problems and address to develop ecient enumeration
algorithms for them.
Since 1950's, substructure enumeration problems are widely studied. In 1975, Read
and Tarjan proposed enumeration algorithms that list spanning trees, paths, and cycles
for evaluating the electrical networks and studying program ow. Moreover, due to
the demands from application area, enumeration algorithms for cliques, subtrees, and
subpaths are applied to data mining and machine learning. In addition, enumeration
problems have been focused on due to not only the viewpoint of application but also of
the theoretical interest. Compared to other algorithms, enumeration algorithms have
some unique aspects. Suppose that the size of the input is n, the size of the outputs
may be 2n and thus the enumeration algorithm runs in O(2n) time. However, the size
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is typically much smaller than the 2n, and hence O(2n) is overestimation. Therefore,
we consider the complexity of enumeration algorithms with respect to the size of inputs
and outputs. Particularly, we say an enumeration algorithm runs polynomial delay if
the algorithm outputs two consecutive solutions in polynomial time in the worst case.
Our goal of this thesis is to develop an ecient enumeration algorithm for acyclic
substructures of graphs and hypergraphs with respect to the delay of the algorithm.
Acyclic substructures are widely used in the led of Bioinformatics, data mining, and
the design of the scheme of databases. In the following, we give the problems con-
sidered in this thesis. In Chap. 3, we consider the k-subtree enumeration problem
originally introduced by Ferreira, Grossi, and Rizzi in 2011. This problem dened as
follows: given an input graph G and an integer k, output all connected and acyclic
subgraphs with k vertices in G, called k-subtree, without duplicates. They developed
an enumeration algorithm that runs in O(k) amortized time per solution, that is, their
algorithm needs O(k) time to output a solution after outputting the previous solution
on average. However, whether this problem can be solved in constant amortized time
per solution is still open. As a result of this thesis, we develop an optimal enumeration
algorithm that runs in constant delay when we restrict inputs to trees by using the
reverse search technique developed by Avis and Fukuda. We achieve this time com-
plexity by dene two types of the parent child relationships between two k-subtrees
such that (I) a parent and its children have the same root, and (II) a parent and its
children have the dierent root. This is the rst optimal enumeration algorithm for
the class of k-subtree problems. In Chap. 6, we consider the computation of the tree
similarity between two given trees. As an application of our k-subtree enumeration
algorithm, we propose an algorithm for the tree similarity that runs with the same
time complexity of our algorithm.
Until now, problems for subgraph enumeration are widely studied. However, in-
duced graph enumeration problems even for fundamental structures like trees are not
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studied well. In Chap. 4, we consider an enumeration problem for connected and acyclic
induced graphs, called induced trees, in a graph. It is dicult to overcome the bar-
rier of O(d) delay by naively applying the reverse search technique or binary partition
method to develop an enumeration algorithm, where d is the maximum degree of an
input graph. To develop an ecient algorithm, we focus on the degeneracy of graphs.
The degeneracy of a graph G is k if every induced graph of G has a vertex whose
degree is at most k. There exists some graph classes whose degeneracy are constant.
For example, the degeneracy of trees, grid graphs, and planar graphs are at most 1, 2,
and 5, respectively. In addition, if the degeneracy of G is k, then there exists a vertex
ordering (v1; : : : ; vn) of G that satises 8i 2 [1; n]; jvjji < j ^ vj 2 N(vi). By using this
ordering, we develop an enumeration algorithm for induced tree enumeration problem.
The proposed algorithm recursively enumerates all solutions from the empty induced
tree by adding vertices according to the ordering. This algorithm runs in O(k) amor-
tized time per solution for general graphs and is optimal when the degeneracy of an
input graph is constant.
In Chap. 5, we consider an enumeration problem for acyclic subhypergraphs in a
hypergraph. Hypergraphs that generalizes graphs are known as an important con-
cept for designing a database scheme. Acyclicities for hypergraphs are dened hier-
archically, called Berge-, -, -, and -acyclicity. Hitherto, an enumeration algorithm
that enumerates maximal -acyclic subhypergraph in an input hypergraph is proposed
by Daigo and Hirata, however, other enumeration algorithms for acyclic subhyper-
graphs are hardly studied. In this chapter, we focus on Berge-acyclic subhypergraphs
and develop an enumeration algorithm for them. Our proposed algorithm runs in
O(jjSjj + jjN(S)jj) time per solution S, where N(S) the set of hyperedges incident
to S and jjSjj := Ps2S jsj. This algorithm is the rst enumeration algorithm for
Berge-acyclic subhypergraphs that runs in polynomial delay. In Chap. 7, we give the
conclusion and future directions of this study.
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By emergence of massive structured data in the form of graphs and hypergraphs,
there have been increasing demands on methods that discover many of interesting
substructures called patterns, or regularities hidden in collections of such structured
data. Especially, the data mining area has a large amount of studies on pattern mining
problem such as frequent itemset mining [145, 162, 160, 161], sequence mining [2,
3, 111], and trees and graph mining [4, 68, 80, 157]. However, we are confronted
with a huge amount of patterns including non-interesting ones when we try to obtain
interesting patterns by using such mining techniques. Thus, there are great needs of
the algorithm theory on enumeration problems.
Enumeration problems dealt with this thesis are the following problems: given
a discrete structure and some constraints, output all substructures that satisfy the
given constraints and belong to the given structure without duplicates. For example,
suppose that a problem whose task is given an integer set N = f1; 2; 3; 4; 5; 6g and
k = 4, enumerate all subsets of S with k elements. This problem demands to output
S = ff1; 2; 3; 4g ; f1; 2; 3; 5g ; : : : ; f3; 4; 5; 6gg. Because of both practical and theoretical
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interests, enumeration problems have been widely studied since the last century. Until
now, more than 500 references have been published1, for example enumeration for
spanning trees [156, 127, 142, 97, 40, 138, 124, 101, 38, 76, 56, 49, 72, 79, 57, 55, 113,
100, 102, 19, 20, 125], cliques [134, 105, 1, 17, 74, 59, 115, 27, 78, 110, 128, 95, 70,
34, 35, 82, 132, 18, 104, 109, 62, 114, 69, 58, 67, 123, 139, 41, 63, 25, 36, 26, 64, 22],
matchings [24, 60, 54, 52, 98, 137, 136, 14, 8], independent sets [134, 103, 93, 90, 73,
78, 23, 10, 15, 39, 16, 108, 107], transversal on hypergraphs [14, 129, 32], necklaces on
strings [50, 51, 119, 148, 117, 21, 118, 122], well-formed parenthesis [147, 42], and so
on. However, there exist a lot of problems whose optimal enumeration algorithms are
not obtained.
On the other hands, we also focus on acyclic substructures of structured data. Re-
cently, we have obtained a huge amount of acyclic structures that are structures with
no cyclic substructures, such as the second structures of RNAs and phylogenetic trees
in biology, semi-structured text data XML and JSON in the web application, parsing
trees in natural language processing, and so on. Compared to simple structured data
like strings, such structures are complicated. For example, the edit distance between
strings can be easily computed [135]. However, the computation of edit distance be-
tween rooted, labeled, and unordered trees is NP-hard [12]. In spite of their structural
complexity, researchers struggle to reveal the character of acyclic structures since, for
example, if a database is acyclic structure, some hard decision problems of the database
can be solved in polynomial time [43].
1.2 Contributions
Our goal of this study is to develop an ecient enumeration algorithm for acyclic
substructures of graphs and hypergraphs. Compared to other algorithms, enumeration
1You can nd a part of the references for enumeration problems in [149].
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algorithms have some unique aspects. Suppose that the size of the input is n, the
size of the outputs may be 2n and thus the enumeration algorithm runs in O(2n)
time. However, the size is typically much smaller than the 2n, and hence O(2n) is
overestimation. Therefore, we consider the complexity of enumeration algorithms with
respect to the size of inputs and outputs. Particularly, we say an enumeration algorithm
runs polynomial delay if the algorithm outputs two consecutive solutions in polynomial
time. The precise denition of the complexity can be found in Sect. 2.3.1. In the
following, we give the problems considered in this thesis and the contributions.
1.2.1 K-subtree enumeration
A k-subtree problem originally introduced by Ferreira, Grossi, and Rizzi [46] is the
following problem: given a graph G and an integer k, output all k-subtrees in G without
duplicates, where a k-subtree is a connected and acyclic edge-induced subgraph with k
vertices of G. They developed an enumeration algorithm that runs in O(k) amortized
time per solution. The k-subtree enumeration problem considered in this thesis is
closely related to an well-known graph problem of enumerating all spanning trees in an
undirected graph G [113] since spanning trees are k = n-subtrees. For this problem,
Read and Tarjan [113] rst presented an O(ns + m + n) time and O(m + n) space
algorithm in 1970's, where s is the number of solutions, m is the number of edges
in G, and n is the number of nodes in G. Recently, Shioura, Tamura, and Uno [125]
presented O(m+n+s) time and O(m+n) space algorithm. Now the following question
naturally arises as to whether there exists a constant delay enumeration algorithm for
a k-subtree problem. A spanning tree enumeration algorithm presented by Shioura et
al. is a such algorithm when k = n. However, it is not easy to extend the algorithms
for spanning tree enumeration to k-subtree enumeration when k 6= n.
In Chap. 3, we propose an optimal algorithm for a k-subtree enumeration problem
when we restrict its inputs to trees. The proposed algorithms is based on on the reverse
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search technique [7]. One of the important key to develop enumeration algorithm using
this technique is to dene a nice parent-child relationship among the solutions. By
dening two kinds of parent-child relationship among k-subtrees in a tree based on the
numbering vertices in the tree according to the depth rst manner, we achieve that our
algorithm runs in constant worst-case time per solution with linear space and linear
time preprocessing2.
K-subtree bit enumeration
Similarity search is a fundamental problem in modern information and knowledge re-
trieval [96]. In particular, we focus on a tree similarity between two trees, which
plays a key role in a number of information and knowledge retrieval problems from
semi-structured data such as similarity search, clustering, recommendation, and classi-
cation for structured data in the real world [29, 28, 89, 6, 77]. A frequency based of tree
similarly has been widely studied so far. Some substructures can be eciently counted
like paths [81] and q-grams [85]. On the other hands, Kashima and Koyanagi [77]
presented an ecient dynamic programming algorithm to compute the ordered subtree
kernel of two ordered trees using general ordered subtrees of unbounded size. However,
it seems to be dicult to apply their algorithm to general ordered subtrees of bounded
size.
In this thesis, we study ecient computation of tree similarity between two ordered
trees using as features the class of k-subtrees in unrestricted shape. As a result, we
show two ecient algorithms for computing the tree similarity by using k-subtree
enumeration problem we developed3. We note that our new algorithms are the rst
compressed pattern enumeration algorithms [155] for a subclass of trees and graphs.
2This result has been published in [152].
3This result has been published in [150].
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1.2.2 Induced tree enumeration
Compared to subgraph enumeration problems, induced subgraph enumeration prob-
lems are not studied well. Avis and Fukuda [7] showed a k-vertex connected induced
subgraphs can be enumerated in O(nm) time per solution using the reverse search
technique. Recently, Ferreira [45] showed a k-vertex connected induced subgraphs can
be enumerated in O(
P
S2S jE[S]j) total time, where S is the set of solutions and jE[S]j
is the number of edges in S. Uno and Satoh[146] showed an enumeration algorithm
for induced cycles that runs in O(m) amortized time per solution. Ferreira et al. [47]
improved Uno and Satho's algorithm. Their algorithm [47] runs in ~O(n) amortized
time per solution. However, a non-trivial enumeration algorithm for induced trees are
not known.
In this thesis, we consider an induced tree enumeration problem. It is dicult to
overcome the barrier of O(d) delay by naively applying the reverse search technique or
binary partition method to develop an enumeration algorithm, where d is the maximum
degree of an input graph. To overcome this diculty, we focus on the degeneracy of
graphs. The degeneracy of a graph G is k if every induced graph of G has a vertex
whose degree is at most k. There exists some graph classes whose degeneracy are
constant. For example, the degeneracy of trees, grid graphs, and planar graphs are at
most 1, 2, and 5, respectively. In addition, if the degeneracy of G is k, then there exists
a vertex ordering (v1; : : : ; vn) of G that satises 8i 2 [1; n]; jvjji < j ^ vj 2 N(vi). By
using this ordering, we develop an enumeration algorithm for induced tree enumeration
problem that runs in O(k) amortized delay4. Note that the algorithm is an optimal
enumeration algorithm when the degeneracy of an input graph is constant such as
planer graphs.
4This result has been published in [151].
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1.2.3 Berge-acyclic subhypergraph enumeration
An acyclic sub-hypergraph is a generalization of the notion of subtrees for graphs, which
means the hypergraph contains no cycle of connecting hyperedges. In the example of
Fig. 5.1, the subset consisting of hyperedges 1; 2; 4, and 5 forms such a connected and
acyclic sub-hypergraph. Particularly, we consider Berge-acyclicity [11], which locates
the bottom of the degrees among other notions of acyclicities such as -, -, and -
acyclicities. A Berge-acyclic graph has tree-like shape consisting of hyperedges. Thus,
mining of such connected and Berge-acyclic sub-hypergraphs in a hypergraph can be
regarded as nding less redundant subsets of groups reachable by chains of neighbor
relations.
In this thesis, we consider an enumeration problem for Berge-acyclic sub-hypergraphs.
As a result, we will develop an ecient enumeration algorithm for this problem by us-
ing the reverse search technique. This algorithm runs in O(jjSjj + jjN(S)jj) time per
solution S, where jjN(S)jj is the size of S and its neighbor hyperedges. This is the rst
polynomial delay algorithm for this problem5.
1.3 Organization
In Chap. 2, we give the basic notations used in this thesis. In Chap. 3, we present the
optimal enumeration algorithm for k-subtree enumeration problem. In Sect. 3.2, we
rst introduce the family tree for k-subtrees in a tree, and in Sect. 3.3, then, we present
a constant delay algorithm that solves the k-subtree enumeration problem. Section 3.4
gives an application to the graph motif problem.
In Chap. 4, we give the induced tree enumeration algorithm. The algorithm is an
optimal algorithm when the degeneracy of an input graph is constant. In Sect. 4.2,
we propose a basic enumeration algorithm based on a binary partition method. In
5This result has been published in [153].
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Sect. 4.3, we improve the algorithm by using a property of the degeneracy, and analyze
its time complexity.
In Chap. 5, we give the Berge-acyclic sub-hypergraph enumeration algorithm. In
Sect. 5.1, we give basic denitions and notations on hypergraphs and our data mining
problem. In Sect. 5.2, we present the basic depth-rst algorithm BergeEnum for the
problem. in Sect. 5.3, we present the modied version of the algorithm, FastBergeEnum,
using incremental computation.
As an application of the result of Chap. 3, in Chap. 6, we also present the k-subtree
enumeration algorithm that enumerates bit signatures of k-subtrees. In Sect. 6.1.1,
we introduce the bit signature of ordered k-subtrees, and in Sect. 6.1.2, we give the
denitions of the tree similarities with ordered k-subtrees. In Sect. 6.2, we present the
rst algorithm using at most k-subtrees, and in Sect. 6.3, the second algorithm using
exactly k-subtrees. In Sect. 6.4, we ran experiments to evaluate these algorithms.
In Chap. 7, we summarize this thesis. In this chapter, we also point out the future




In this chapter, we introduce the terminologies used in this thesis. For a set S, we
denote by jSj the number of elements in S. For mutually disjoint sets X and Y , we
denote by X ]Y the disjoint union of X and Y . For every integers i  j, we denote by
[i; j] = fi; i+ 1; : : : ; jg. We write S  e and S+ e for S n feg and S [feg, respectively.
As a computation model, we adopt the usual RAM [30].
2.1 Graphs and Trees
2.1.1 Graphs
Let G = (V (G); E(G)) be an undirected graph, or simply a graph, where V (G) is the
set of vertices of G and E(G)  V (G)2 is the set of edges of G. We denote by n and m
the cardinarity of V (G) and E(G), respectively. We denote by (u; v) in E(G) the edge
connecting vertices u and v in V (G). We say that u and v are adjacent to each other
if (u; v) 2 E(G). We denote by NG(u) the set of all vertices adjacent to u in G. We
dene the degree dG(u) of u in V (G) as the number of vertices adjacent to u. The edge
(u; v) is a loop if u = v. G has parallel edges if G has two distinct edges e = (u; v) and
f = (s; t) such that u = s ^ v = t or u = t ^ v = s. In this thesis, we assume that G is
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simple, i.e., there is no loop and no parallel edges. We also assume that G is nite. In
what follows, if it is clear from context, we omit the subscript G.
A path in G is a sequence of distinct vertices (u; v) = (v1 = u; : : : ; vj = v), such
that vi and vi+1 are adjacent to each other for 1  i < j. If there is (u; v) in G, we say
that the path connects u and v. G is connected if there is a path connecting any pair
of vertices in G. The length of (u; v) is the number of edges in (u; v). We denote by
j(u; v)j the length of (u; v). For any path (u; v) of length larger than two, (u; v)
is called a cycle if u = v. G is acyclic if G has no cycle.
A graph G0 = (V 0; E 0) is a subgraph of G if V 0  V (G) and E 0  E(G)\ (V 0 V 0).
Let S be a subset of V (G). G[S] = (S;E[S]) denotes the graph induced by S, where
E[S] = f(u; v) 2 E(G) j u; v 2 Sg. We call G[S] the induced subgraph of G. If no
confusion, we identify S with G[S] since we can uniquely determine G[S] by S. A
connected component is a maximal connected induced subgraph of G in terms of a
vertex inclusion.
2.1.2 Trees
A rooted tree is a connected acyclic graph T = (V (T ); E(T ); root(T )), where V (T ) is
the set of vertices, E(T ) 2 V 2 is the set of edges, and root(T ) 2 V (G) is a distin-
guished vertex, called the root of T . For each edge (u; v) 2 E(T ), if j(u; root(T ))j <
j(v; root(T ))j, we call u the parent of v and v a child of u. Since T is connected and
acyclic, for any vertex v 2 V (T ), there exists the unique path from v to the root. Thus,
each vertex has the unique parent. For each vertex v, we denote the unique parent of v
by pa(v), and the set of all children of a vertexu by Ch(v) = fw 2 V j (v; w) 2 Eg. A
vertex v is a leaf if v has no child. We denote by Lv(T )  V (T ) the set of all leaves of
T . We say that vertices u and v are siblings each other if they have the same parent.
We call T is an ordered tree if we give a left-to-right order among siblings in T . We
denote by T the countable set of all ordered trees.
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We dene the ancestor-descendant relation  as follows: For any pair of vertices u
and v 2 V , if there is a path  = (v0 = r; : : : ; vi = u; : : : ; vk = v) (0  i  k), then we
dene u  v, and say that u is an ancestor of v, or v is a descendant of u. If u  v
but u 6= v, then this relationship is denoted by u  v, and u is a proper ancestor of
v, or v is a proper descendant of u. For any vertexv, we denote by T (v) the set of all
descendants of v in T . We call T (v) the subtree of T rooted at v 2 T . The border set
is the set Bd(S) = fy 2 Ch(x) j x 2 S; y =2 Sg, that is, the set of all vertices that are
not contained in S, but are children of some vertices in S.
2.2 Hypergraphs
A hypergraph is any pair H = (V; E) = (V (H); E(H)) consists of the following two
components: (I) the set of vertices V = f1; : : : ; ng, n  0, and (II) the set of hyperedges
E = fe1; : : : ; emg, m  0, where for every 1  i  m, the hyperedge ei is any subset
ei of V , and its index i is called the edge ID of ei. A subset of hyperedges in H is
just a subset S  E(H), where the underlying vertex set is denoted by V (S) = SS :=
fx 2 V j x 2 e; e 2 Sg. The total size of S is dened by the sum jjSjj =Pe2S jej of the
sizes of its members. In this way, we refer to any subset S  E(H) as a sub-hypergraph
of H meaning (V (S); S) if it is clear from context. The denition of a sub-hypergraph
in this thesis is also referred to as a partial hypergraph in literature.
2.3 Enumeration Algorithms
In this section, we introduce how to evaluate enumeration algorithms. We also intro-
duce basic ideas for developing enumeration algorithms.
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2.3.1 Complexity of enumeration algorithms
As mentioned in Introduction, enumeration problems deal with a huge amount of so-
lutions, thus these has unique aspects in terms of the time complexity. Let N = jjIjj
and M = jS(I)j be the input and the output size on I, respectively. In the following,
poly() be an arbitrary polynomial function. Enumeration involves a huge number of
solutions, thus an enumeration algorithm A is supposed to run in short time, with
respect to the number of solutions N . A is output-sensitive if the total running time
of A is O(f(M;N)) time, where f() is an arbitrary computable function. If f = poly,
we say that A is an output-polynomial algorithm [130] or a polynomial total time algo-
rithm [73]. A is incremental polynomial [73] if given an input and the subset of solutions
S, A outputs another solution not in S in O(poly(N; jSj)) time if exists.
We say that A is a polynomial amortized delay algorithm if the total running time
of A for computing all solutions on I is O(poly(N)M) time. A is constant amortized
delay algorithm if poly(N) is a constant. A is of polynomial delay using preprocessing
poly(N) if the delay , which is the maximum computation time between two consecutive
outputs, is bounded by poly(N) after preprocessing in poly(N) time. If the delay of A
is constant, A is of constant delay. Note that if A is of constant delay then A is also
of constant amortized delay. However, the converse does not hold. Since the recursion
of enumeration algorithms is much more structured compared to optimization, we can
develop a non-trivial amortized analysis. One of the advanced techniques is Push Out
amortization developed by Uno [141]. Our goal here is to devise a non-trivial ecient
algorithm in the complexities of polynomial delay and polynomial space.
2.3.2 Basic techniques
The common idea of our algorithms is as follows: rstly, construct an enumeration
tree for the set of solutions, which is the tree-shaped search space covering the set,
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then traverse it. During traverse the enumeration tree, our algorithms maintain data
structures called the border for a current solution. The border for a current solution
possesses elements that can be added or deleted from the current solution so that the
algorithms can easily obtain the next solution.
In this thesis, we develop enumeration algorithms by using enumeration trees and
the border technique. In what follows, we introduce three basic ideas for developing
enumeration trees.
Binary partition method
A binary partition algorithm B for an enumeration problem  is a recursive enumeration
algorithm. In each iteration, the algorithm divides the search space into to following
two subspaces; the one including the solutions has an element e of an input I and the
other including the solutions does not have e. This pseudo algorithm corresponds to
the following set operation:
S(S;X; I) = S(S [ feg ; X; I) [ S(S;X [ feg ; I);
where S(S;X; I) is the set of solutions of I in which the every solution includes a set
S and does not include a set X such that S \X = ;, and e =2 S [X.
Next, we dene the enumeration tree ST = (I; E) for a binary partition method as
follows:
 I is the set of iterations during an execution of B.
 For each iteration i and j, (i; j) 2 E if j is called from i. We say i is the parent
of j and j is a child of i.
We can easily see that each iteration has the unique parent. We say an iteration i is
the root of ST , if i has no parent. In the execution of B, if we reach a leaf iteration
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that has no child of ST and the corresponding set S is a solution of , then we output
S. This framework is relatively simple. Moreover, by using suitable pruning techniques
and amortized analysis, we can develop an ecient enumeration algorithm.
Reverse search
The reverse search technique is a framework of enumeration algorithms developed by
Avis and Fukuda [7]. Intuitively, an enumeration algorithm using the reverse search
lists the solutions of an enumeration problem by traversing on the spanning forest on
the underlying graph structure for the solutions.
We will give the abstract of the way of developing an enumeration algorithm using
the reverse search. Assume that V be the set of candidates of solutions and S be the
set of solutions. Note that S  V . In the reverse search technique, we rst dene (1)
a local search function f : V n S ! V and (2) an adjacency-oracle Adj : V N+ ! V ,
where N+ = N n f0g. Next, we build a tree-shaped search space called the family
tree F = (V ;PC(V)) for an enumeration problem. We call PC(V ) the parent-child
relationship. For any v; v0 2 V , (v; v0) 2 PC(S) if v = f(v0) and there exists an integer k
such that Adj(v; k) = v0. Next, by traversing on F , we enumerate all solutions without
duplicates. Avis and Fukuda also showed that if f() and Adj() can be computed
in polynomial time, then the above enumeration algorithm runs in polynomial delay
with polynomial space. The most important thing to use the reverse search is how to
develop a nice family tree.
Gray code method
Gray code method is one of the fundamental framework for enumeration algorithms.
Assume that S be the set of solutions, and log jSj < n. First, we dene a bijection
function gc : S ! f0; 1gn, where f0; 1gn be the set of binary strings with length
n. Then, an enumeration algorithm based Gray code traverses on the n-dimensional
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hypercube. Each vertex of the hypercube corresponds to a binary string. During
the traverse, the algorithm outputs all elements in the set of B such that for each
b 2 f0; 1gn, b 2 B if and only if (9s 2 S)gc(s) = b. Please consult the survey of Gray
code method [121] for the detail.
2.4 Related Work
In this section, we give some remarkable results for enumeration problems for acyclic
substructures, especially spanning trees, subtrees, and paths. There exist surveys of
enumeration algorithms by Fukuda [53] and Yoshida [159] We also enumerate enumer-
ation algorithm on our web page [149].
2.4.1 Spanning tree enumeration
Spanning trees are the fundamental acyclic structures and their enumeration prob-
lems are widely studied. In 1961, Hakimi [61] developed an enumeration algorithm for
spanning trees in an input graph. In 1965, Minty gave an enumeration algorithm for
spanning trees of a given graph [102]. One decade later, Read and Tarjan [113] pre-
sented an O(ns+m+n) time and O(m+n) space algorithm, where s is the number of
solutions. Kapoor and Ramesh gave a rst constant amortized delay enumeration algo-
rithm for spanning trees with polynomial space [76]. Shioura et al. showed a spanning
tree enumeration problem can be solved in constant amortized time per solution with
linear space [125]. There also exist enumeration algorithms for spanning trees [100, 57,
72, 124, 138, 97, 142], weighted spanning trees in non-decreasing order [55, 79, 49, 38,
127], and minimum weighted spanning trees [156].
There exists k minimum spanning tree enumeration algorithms. Gabow showed a
k minimum spanning trees can be listed in O(km(n;m) +m logm) total time with
O(k +m) space [55]. Katoh et al. developed k minimum spanning tree enumeration
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algorithm. Their algorithm runs in O(km+min(n2;m log log n)) total time and O(k+
m) space [79]. We summarize these results in Tab. 2.1.
2.4.2 Subtree enumeration
Subtrees are ones of the fundamental acyclic substructures. Ruskey gave an enumera-
tion algorithm for subtrees in an input tree [116]. His algorithm runs in O(n) time per
solution, where n is the number of vertices in an input tree. Hikita gave an enumera-
tion algorithm for non-isomorphic k-subtrees in an input tree [65], where a k-subtree
is a subtree with k vertices. Recently, Ferreira et al. proposed a k-subtree enumer-
ation algorithm for a graph [46]. Their algorithm runs in O(k) amortized time per
solution. In Chap. 3, we will show that, as a special case of Ferreira et al.'s problem, a
k-subtree enumeration problem for a tree can be solved in constant delay. Wild showed
that k-subtrees in a trees can be enumerated in O(sn5) total time by using a general
enumeration algorithm for k-element belonging to a class of closure systems [154]. In
Chap. 4, we will show that an induced tree enumeration problem for a graph can be
solved in O(k) amortize time per solution, where k is the degeneracy of an input graph.
We summarize these results in Tab. 2.2.
2.4.3 Path enumeration
Ponstein showed that all paths in a graph can be listed by matrix computation [112].
Kamae gave an enumeration algorithm for directed paths [75]. Read and Tarjan gave
the rst output-polynomial time enumeration algorithm [113]. Birmele et al. [13]
showed st-path enumeration algorithm for a graph G that runs in O(
P
2Pst(G) jj)
total time where Pst(G) is the set of st-paths in G. The time complexity of their al-
gorithm does not exceed the time to list all st-paths in G asymptotically. Ferreira et
al. [47] developed an enumeration algorithm for induced st-paths in a graph. Their
algorithm is an improved version of the algorithm developed by Uno and Satoh[141].
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Yau developed an enumeration algorithm for Hamiltonian paths [158]. Eppstein [37]
gave an excellent survey on problems for nding k shortest paths. We summarize the
part of results for path enumeration in Tab. 2.3.





































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































In this chapter, we consider a k-subtree enumeration problem, which is originally intro-
duced by Ferreira et al. [46], where an instance consists of an undirected graph G of n
vertices and a positive integer k  1, and the task is to nd all k-subtrees, a connected
and acyclic subgraph consisting of exactly k vertices in G. Ferreira et al. [46] presented
the rst output-sensitive algorithm that lists all k-subtrees in a graph G in O(sk) total
time and O(m) space, in other words, in O(k) amortized time per subtree, where n
is the number of vertices in G, m is the number of edges in G, and s is the number
of solutions. As a special case of a k-subtree enumeration problem, a spanning tree
enumeration problem (k = n) are widely studied. Shioura et al. showed a spanning
tree enumeration problem can be solved in constant amortized time per solution with
linear space [125]. However, it has been an open question whether there exists a faster
enumeration algorithm that solves a k-subtree enumeration problem.
As a result, we present the rst constant delay enumeration algorithm for the k-
subtree enumeration problem in trees. More precisely, our algorithm lists all k-subtrees
of an input tree T of size n in constant worst-case time per subtree using O(n) prepro-
cessing and space. Our algorithm is based on the reverse search technique, proposed
by Avis and Fukuda [7]. However, unlike Ferreira et al.'s algorithm [46], our algorithm
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achieves the best possible enumeration complexity.
One of our motivation comes from application to the graph motif problem (GMP,
for short). Given a bag of k labels, called a pattern, and an input graph G, called a
text, GMP asks to nd a k vertex subgraph of G whose multi-set of labels is identical to
a given pattern. Lacroix et al. [88] introduced the problem with application to biology
and presented an FPT algorithm with k = O(1), and NP-hardness in general. Then,
Fellows et al. [44] showed that the problem is NP-hard even for trees of degree 3, and
presented an improved FPT algorithm. Sadakane et al. [120] studied the string version
of GMP, and presented linear-time algorithms. Although there are increasing number
of studies on GMP [44, 88], there are few attempts to apply ecient enumeration
algorithms to this problem. Ferreira et al. [46] mentioned above is one of such studies.
Recent studies [6, 145, 161] in data mining applied ecient enumeration algorithms to
discovery of interesting substructures from massive structured data in the real world.
3.1 Preliminaries
3.1.1 DFS-numbering
In the followings, we regard an input rooted tree T of size n  0 as an ordered rooted
tree. We number all vertices of T from 1 to n by the DFS-numbering , which is the
preorder numbering in the depth-rst search [30] on vertices in T . In what follows, we
identify the vertex and the associated vertex number, and thus, write V = f1;    ; ng.
We write u  v (resp. or u < v) if the numbering of u is smaller or equal to (resp.
smaller than) that of v. As a basic property of a DFS-numbering, we have the next
lemma.
Lemma 1. For any u; v 2 V , the DFS-numbering on T satises the following properties
(i), (ii), and (iii):
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(i) If v is a proper descendant of u, i.e., u  v, then u < v holds.
(ii) If v is a properly younger sibling of u, then u < v holds.
(iii) Suppose that u 6 v and v 6 u. For any vertices u0 and v0 such that u  u0 and
v  v0, u < v implies that u0 < v0.
Proof. Properties (i) and (ii) are clear from the order of visiting vertices. For property
(iii), since u < v, u 6 v, and v 6 u hold, any vertices in T (v) are visited after all
vertices in T (u) are visited. Furthermore, we see u  u0 and v  v0 because u  u0 and
v  v0. Hence, u0 < v0 holds.
3.1.2 K-subtrees and their properties
Let 1  k  n = jT j. A k-subset of T is any subset of V (T ) with k vertices. A
subtree with size k of T , or simply a k-subtree of T , is any connected induced subgraph
T [S] = (S;E[S]) of T induced in a k-subset S  V (T ) consisting of exactly k vertices
of T . Note that since T is a tree, any connected subgraph forms a tree. We denote by
Sk(T ) the family of all k-subtrees of T . That is, Sk(T ) is the family of k-subsets of T
such that S 2 Sk(T ) forms a k-subtree of T . A k-subtree S appears in T if there is
some subset U  V (T ) such that T [U ] is isomorphic to T [S].
For a k-subtree S in T , we denote by root(S) and Lv(S) the root and the set of
leaves of S, respectively. For subset S and its complement S = V (T )nS, we call an edge
e = (x; y) of T a cut edge between S and S if x 2 S and y 2 S. The border set , denoted
by Bd(S), is the set of all lower ends y of cut edges (x; y) between S and S dened by
Bd(S) = fy 2 V (T ) j (x; y) 2 E(T ); x 2 S; y =2 Sg = fy 2 Ch(x) j x 2 S; y =2 Sg. In
other words, Bd(S) is the set of all vertices lying immediately outside of S. We dene
the weight of a k-subtree S by the sum w(S) =
P
v2V (S) v  0 of the DFS numbers of
the vertices in S.



















































































































































































































Subtrees rooted at 2
Subtrees rooted at 1 Subtree rooted at 8
Subtrees rooted at 7
Figure 3.1: A family tree for all of nineteen k-subtrees of an input rooted tree T1
of size n = 11, where k = 4. In this gure, each set of vertices surrounded by a
dotted circle indicates a k-subtree, and each arrow (resp. dashed arrow) indicates the
parent-child relation dened by the parent function Pr for r 2 V (T1) of type I (resp.
P of type II). We observe that the arrows among each set of subtrees in a large circle
indicates a intra-family tree, and the dotted arrows among the set of the serial and
pre-serial k-subtrees form the unique inter-family tree.
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Next, we introduce a family of subtrees in special form, called serial trees, as follows.
For any vertex r (1  r  n   k + 1), the serial k-subtree rooted at r is the k-subtree
Irk(T ) = fr; r + 1; : : : ; r + k   1g in the DFS-numbering. A k-subtree S is serial if
S = Irk(T ) for some r, and S is non-serial otherwise.
Lemma 2 (DFS-numbering lemma). For any k-subtree S in T , then
(i) If S is non-serial, then min(Bd(S)) < max(Lv(S)) holds, and there exists a
vertex v that satises v 2 B(S) and min(S) < v < max(S).
(ii) If S is serial and Bd(S) 6= ;, then max(Lv(S)) < min(Bd(S)) holds.
Proof. (i) If S is non-serial, then there is some v 2 V (T ) n S such that min(S) <
v < max(S). We can nd some v0 2 B(S) such that min(S) < v0 < max(S) and
v0  v. Furthermore, if we take the smallest such v, then v0 = min(Bd(S)). Since
max(Lv(S)) = max(S), min(Bd(S)) < max(Lv(S)) holds. (ii) If S is serial, there is
no border vertex between min(S) and max(S). Since any border vertex is a member
of T (root(S)), it is properly larger than max(S).
3.1.3 K-subtree enumeration problem in a tree
Now, we state our problem below.
Problem 1 (k-subtree enumeration in a tree). Given an input rooted tree T and an
non-negative integer k, enumerate all the k-subsets of T without duplicates such that
each of them forms k-subtrees of T .
That is, it is the problem of enumerating all elements of Sk(T ). Recall that Sk(T )
is the set of k-subtrees appearing in T . The number of solutions is given as follows.
Lemma 3. Let s = f(k; n) be the number of all k-subtrees in an input rooted tree T
of n vertices.
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 s = O(nk) for the upper bound.
 s = 2
(k) for the lower bound.
Proof. For the upper bound, we can specify any k-subtree by selecting mutually distinct






for constant k. For the lower bound, we consider the innite sequence of input rooted
trees fTkgk1, where Tk is the rooted tree of height 1 and size n = 2k  1 consisting of
the root and n   1 leaves only. Then, s = f(k; n) is given by  n 1
k 1

. From the lower
















Hence, we have s = 2
(k).
Our problem is a special case of the k-subtree problem in a graph, originally in-
troduced and studied by Ferreira, Grossi, and Rizzi [46]. An input graph is a tree in
our problem, while it is a general undirected graph in [46]. Ferreira et al. [46] showed
an ecient enumeration algorithm that lists all k-subtrees in O(k) amortized time per
subtree for a general class of undirected graphs. However, its time complexity is still
open when an input is restricted to rooted trees. Therefore, our goal is to devise an
optimal algorithm that lists all k-subtrees in O(1) worst-case time per subtree.
3.2 The Parent-child Relationship Among K-subtrees
Let us x an input rooted tree T = (V (T ); E(T ); root(T )) with n vertices. We assume
that vertices of T are numbered by the DFS-ordering. That is, root(T ) = 1. Let
1  k  n be any positive integer.
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3.2.1 Basic idea: a family tree
Our algorithm is designed based on the reverse search technique by Avis and Fukuda [7].
In the reverse search technique, we dene a tree-shaped search route on solutions, called
a family tree.
A family tree for the family Sk(T ) is a spanning tree Fk(T ) = (Sk(T );Pk(T ); Ik(T ))
over Sk(T ) as vertex set. In what follows, we write S for Sk(T ) by omitting T and k
if no confusion. Similarly, we write F , P , I , and so on. Given a family tree F , we
can enumerate all solutions traversing on F from the root I . The collection of reverse
edges is given by a function P : S n fIg ! S , called the parent function, that assigns
the unique parent P (S) to each child k-subtree S except I . Precise denitions of I
and P will be given later. Note that a family tree may forms a forest.
Example 1. In Fig. 3.1, we show an example of a family tree for all of nineteen
k-subtrees of an input rooted tree T1 of size n = 11, where k = 4.
A basic idea of the construction of the family tree F is explained as follows. Recall
that V (T ) = f1; : : : ; ng. First, we partition the family S into the mutually disjoint sub-
families S = S1k(T )]  ]Snk (T ), where for every r 2 V (T ), the sub-family Sr = Srk(T )
is the set of all k-subtrees in T rooted at r.
The rst task is to dene the family tree F r = F rk(T ), called an intra-family tree,
for the traversal of all k-subtrees rooted at r that belongs to the sub-family Sr. The
root of the intra-family tree F r is the unique serial tree Ir = Irk(T ) in Sr that consists
of the vertex set fr; : : : ; r + k   1g. For the construction of F r, we dene the parent
function Pr = Prk(T ) : Sr n fIr j r 2 V (T )g ! Sr that uniquely assigns the parent
Pr(S) with properly smaller weight to each non-serial k-subtree S rooted at r, called
a k-subtree of type I. The construction of Pr will be described in Sect. 3.2.3.
The second task is to dene the family tree F = Fk (T ), called an inter-family
tree, for the traversal between Sr's. The root of the inter-family tree F is the unique
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serial tree I1 = I1k(T ) in S that consists of the vertex set f1; : : : ; kg. We dene the
parent function P = Pk(T ) : fIr j r 2 V (T )g n I1 ! S that uniquely assigns the
parent P(S) with properly smaller weight to each Ir, that is, the serial k-subtree S
rooted at r. The construction of P will be described in Sect. 3.2.4.
Finally, we have the family tree F = (S ;P ; I ) for the whole family S by merging
all intra-family trees and the inter-family tree, where the parent function P is the
disjoint union P ] Ur Pr, and the initial tree I is the unique serial tree I1k(T ) with
the smallest weight. In the following sections, we will describe the details of the above
construction.
3.2.2 Traversing k-subtrees
We eciently traverse between two k-subtrees R and S in S . Suppose we are to visit S
from R. Then, we rst delete a leaf ` 2 Lv(R) from R, and next, add a border vertex
 2 Bd(R) to R. Unfortunately, this construction is not always sound, meaning that,
sometimes, a certain combination of ` and  violates the connectivity condition on S.
The next technical lemma precisely describes when this degenerate case happens and
how to avoid it.
Lemma 4 (connectivity). Let R be any k-subtree of T with size k  2. Suppose that
` 2 R and  62 R are any vertices of T (root(R)). Then, (i) and (ii) are equivalent:
(i) The set S = (R n f`g) [ fg is k-subtree.
(ii) ` 2 Lv(R),  2 Bd(R), and  62 Ch(`).
Proof. (i)) (ii): By contradiction, we suppose that condition (ii) does not hold. Then,
there are three cases below. (Case 1) ` 62 Lv(R): There dose not exist any vertex except
` such that the vertex is the parent of children of ` in T . Thus, S is not connected.
(Case 2)  62 Bd(R): S consists of two or more connected sets such that one is fg
3.2. THE PARENT-CHILD RELATIONSHIP AMONG K-SUBTREES 29
and another is a set including the root vertex. (Case 3)  2 Ch(`): See Fig. 3.2 for
example. There is a parent-child relationship between  and ` in S, R, and T . Thus,
S is obviously unconnected and is not a k-subtree. (ii)) (i): S 0 = Rnf`g is obviously
connected. Furthermore, S = S 0 [ fg is connected since pa() 2 S 0. Thus, S is a
k-subtree.
The next technical lemma is useful in showing the identity of two k-subtrees.
Lemma 5 (identity). Let R be any k-subset of V (T ). Suppose that we take two k-
subsets S and R0 such that S = (R n f`g) [ fg and R0 = (S n f0g) [ f`0g where
` 2 R;  62 R; `0 62 S, and 0 2 S. Then, we have the equivalence that (i) R = R0 holds
if and only if (ii) ` = `0 and  = 0 hold.
Proof. First, (ii) ) (i) is obvious (See Fig. 3.3). Therefore, we consider (i) ) (ii).
Suppose that (i) R = R0 holds. We assume that (ii) does not hold. There are two cases
below. (Case 1) ` 6= `0: In this case, R contains ` but not `0, while R0 contains `0 but
not `. Thus, R and R0 can not be identical. (Case 2)  6= 0: By symmetrically, R and
R0 can not be identical, too. By contradiction, (ii) holds.
3.2.3 A intra-family tree for non-serial k-subtrees
Firstly, for each vertex r in T , we describe how to build the intra-family tree F r for the
subspace Sr of all r-rooted k-subtrees of type I. Suppose that jT (r)j  k. Then, the
intra-family tree F r = (Sr;Pr; Ir) is given as follows. The vertex set is the collection
Sr. The sub-initial k-subtree Ir is given as a serial tree containing r as its root.
Actually, such a serial k-subtree is uniquely determined by the k-subtree Ir consisting
of k vertices fr + i j i = 0; : : : ; k   1g. Next, we give the parent function Pr from
Sr n fIr j r 2 V (T )g to Sr as follows.
Denition 1 (the parent of k-subtree of type I). Let T be an input rooted tree and
S 2 Sr n fIr j r 2 V (T )g be any non-serial k-subtree rooted at r 2 V (T ). Then, the
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parent of S is the k-subtree
Pr(S) = (S n f`g) [ fg
obtained from S by deleting a vertex ` 2 Lv(S) and adding a vertex  2 Bd(S) satis-
fying the conditions that ` = max(Lv(S)) and  = min(Bd(S)). Then, we say that S
is a type-I child of Pr(S).
Lemma 6. If S 2 Sr n fIr j r 2 V (T )g, then Pr(S) is uniquely determined, and an
well-dened k-subtree of T . Furthermore, w(Pr(S)) < w(S) holds.
Proof. Since S is non-serial,  < ` from Lemma 2. Then, we have  62 Ch(`) because
if we assume that  2 Ch(`) then ` <  from Lemma 1, and thus the contradiction is
derived. It immediately follows from Lemma 4 that Pr(S) is connected. Since  < `
again, we have w(Pr(S)) = w(S)  `+  < w(S).
From Lemma 6, it is natural to have Ir as the sub-initial k-subtree of Sr.
Example 2. In Fig. 3.1, we observe that subtree S6 is the parent of S7 of type I since the
maximum leaf is ` = 8 and the minimum border vertex is  = 3, where Lv(S7) = f2; 8g
and Bd(S7) = f3; 4; 9; 10; 11; 12g.
3.2.4 A inter-family tree for serial k-subtrees
To enumerate the whole S , it is sucient to compute the r-rooted serial k-subtree Ir
for each possible vertex r in T , and then to enumerate Sr starting from Ir. We see,
however, that this approach is dicult to implement in constant delay because it is
impossible to compute Ir from scratch in the constant time.
To overcome this diculty, we dene the family tree F. Then, we traverse between
Srs using the parent function P. The family tree is given by F = (S;P; I), where
S is the collection of serial k-subtrees and pre-serial k-subtrees, I = I1k(T ) is the
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unique serial k-subtree with root 1, and P is the parent function from fIr j r 2 V (T )gn
fIg to S . The denition of a pre-serial k-subtree is given in Sect. 3.3.2. We dene
function P as follows.
Denition 2 (the parent of k-subtree of type II). Let S be any serial k-subtree other
than I. Then, the parent of S is the k-subtree
P(S) = (S n f`g) [ fg
obtained from S by deleting the vertex ` = max(Lv(S)) and adding the vertex  =
pa(root(S)). Then, we say that S is a type-II child of P(S).
Lemma 7. If S 2 S n fIg, then P(S) is uniquely determined, and an well-dened
k-subtree of T . Furthermore, w(P(S)) < w(S) holds.
Proof. If S is not the initial k-subtree I,  is always dened. Since ` is a leaf in
S, S 0 = (S n f`g) is obviously connected. Since  is adjacent to root(S), clearly,
P(S) = (S 0 [ fg) is also connected. Since  < v for any vertex v in S, w(P(S)) =
w(S)  `+  < w(S) holds.
Example 3. In Fig. 3.1, we observe that subtree S8 is the parent of S9 of type II since
the maximum leaf is ` = 10 and the parent of the root is  = 1, where Lv(S9) = f9; 10g
and Bd(S9) = f11; 12g.
3.2.5 Putting them together
Recall that S = S1 ]    ] Sn. Let Pr and P be the parent functions for non-serial
trees for every vertex r in T and serial trees dened in Sect. 3.2.3 and Sect. 3.2.4,
respectively. Now, we dene the master family tree F for the family S of all k-subtrees
in T by
F = (S ;P ; I );
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where P : S n I ! S is the disjoint union P ]Ur2V (T )Pr, and I = I = I1k(T ) is the
initial k-subtree for T . By denition, w(I ) = 1
2
k(k + 1). Furthermore, it is not hard
to see that w(S)  w(I ) for any k-subtree S  V .
Theorem 1. The master family tree F forms a spanning tree over S .
Proof. Suppose that starting from any S 2 S , we are to repeatedly apply the parent
function P to S. Then, we have a sequence of k-subtrees S0(= S); S1; : : : ; Si; : : :, where
i  0. From Lemma 6 and Lemma 7, the corresponding properly decreasing sequence
of w(S0) > w(S1) >    > w(Si) >    has at most nite length since w(Si)  0.
Since any subtree other than the initial k-subtree I has the unique parent, the above
sequence of k-subtrees eventually reaches I in nite time.
From Theorem 1 above, we can easily show that all k-subtrees in S can be enu-
merated in polynomial delay and polynomial space by a backtracking algorithm that
traverses the family tree F starting from the root I .
Example 4. In Fig. 3.1, Fk(T1) is a spanning tree on Sk(T1) rooted at Ik(T1) = S1
for k = 4. Then, we can enumerate all 4-subtrees by traversing F (4)(T1).
3.3 The Constant Delay Enumeration Algorithm
In this section, we present an ecient backtracking algorithm that enumerates all
k-subtrees of an input rooted tree T in O(1) delay using O(n) preprocessing. The
remaining task is to invert the reverse edges in P to compute the children from a given
parent. We describe this process according to the types of a child S.
3.3.1 Generation of non-serial k-subtrees
We rst consider the case that a child S is non-serial (type I). In our algorithm, we
keep these vertices as pointers to vertices in the implementation.
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Denition 3. We dene the candidate sets DelList(R) and AddList(R) for deleting
vertices and adding vertices, respectively, as follows:
DelList(R) = f` 2 Lv(R) j ` < min(Bd(R))g ;
AddList(R) = f 2 Bd(R) j  > max(Lv(R))g :
Denition 4 (child generation of type I). Given a r-rooted k-subtree R in T , we dene
the k-subtree
Childr(R; `; ) = (R n f`g) [ fg
for any ` 2 DelList(R), and for any  2 AddList(R) such that  is not a child of `.
Lemma 8 (update of lists). Let R be any r-rooted k-subtree and S = Childr(R; `; ) be
dened for a leaf ` 2 DelList(R) is removed from R and a border vertex  2 AddList(R)
is added to R. Then, the following (i) and (ii) hold.
(i) The leaf ` becomes the minimum border vertex in S.
(ii) The border vertex  becomes the maximum leaf in S.
Proof. From Lemma 2, we have that ` < min(Bd(S)) < max(Lv(S)) < . Hence, the
conditions (i) and (ii) immediately follows.
The above lemma describes what happens when we apply Childr to R. Now, we
show the correctness of Childr as follows.
Theorem 2 (correctness of Childr). Let R and S be any r-rooted k-subtree of T , and S
be non-serial. Then, (1) R = Pr(S) if and only if (2) S = Childr(R; `; ) for (i) some
` 2 DelList(R) and (ii) some  2 AddList(R) such that  62 Ch(`).
Proof. Firstly, we can easily obtain a statement that Childr(R; `; ) is non-serial from
Lemma 2 and Lemma 4. (1) ) (2): Suppose that R = Pr(S). Then, R is obtained
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from S by removing ` = max(Lv(S)) and adding  = min(Bd(S)). From Lemma 2,
 < `. From Lemma 4,  62 Ch(`). Furthermore, any vertex v 2 S n f`g is smaller
than ` and any vertex u 2 (Bd(S) n fg) [ Ch() is larger than . Then, we see
that max(Lv(R)) < ` and  < min(Bd(R)). If we put  = ` and ` = , then we
can show that  and ` are a border vertex and a leaf in R, respectively, that satisfy the
pre-condition of Childr in Def. 4. Therefore, we can apply Childr(R; `; ), and then, we
obtain the new child from R by removing ` =  from R and adding  = ` to R. From
Lemma 5, the child is identical to the original subtree S. (2) ) (1): In this direction,
we suppose that S = Childr(R; `; ) for some ` 2 Lv(R) and  2 Bd(R) satisfying the
conditions (i) and (ii). Then, S is obtained from R by removing ` from and adding 
to R. From Lemma 8, ` becomes min(Bd(S)) and  becomes max(Lv(S)). Thus, if
we put  = ` and ` = , then  and ` satises the pre-condition of Pr in Def. 1.
By applying Pr to S, we easily see that (S n f`g) [ fg = R. Hence, the theorem
holds.
3.3.2 Generation of serial k-subtrees
Next, we consider the special case to generate a serial k-subtree as a child k-subtree
S of a given parent k-subtree (type II). A k-subtree R is a pre-serial k-subtree if (i)
root(R) has only one child v such that jT (v)j  k, and (ii) v satises that Rnfroot(R)g
is a serial (k   1)-subtree of T with root v.
Lemma 9. R is a pre-serial k-subtree of T if and only if root(R) has a single child
v and the equality max(Lv(R)) = v + k   2 holds. Furthermore, we can check this
condition in constant time.
Proof. The result follows from that a pre-serial k-subtree is obtained from a serial
(k   1)-subtree by attaching the new root as the parent of its root.
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Denition 5 (child generation of type II). For any pre-serial k-subtree R rooted at r,
we dene
Child(R) = (R n frg) [ fmin(Bd(R n frg))g :
Theorem 3 (correctness of Child). Let R and S be any k-subtrees of T . Then, the
following (i) and (ii) hold:
(i) If R is pre-serial, then S = Child(R) implies R = P(S).
(ii) If S is serial and S is not I , then R = P(S) implies S = Child(R).
Proof. Suppose that r is the root of R and R0 = Rnfrg. From Lemma 2 and Lemma 9,
if R is a pre-serial k-subtree, then we have min(Bd(R)) = max(R)+1 and Child(R) is
serial. (i) Suppose that S = Child(R) with deleting r and adding min(Bd(R0)). Since r
is the parent vertex of root(S) and min(Bd(R0)) is the largest vertex in S, application of
P to S yieldsR. (ii) Suppose thatR is obtained from S by P with adding the parent r0
of root(S) and deleting  = max(S). We can easily see r0 = r. Since S is serial, we have
max(R) = max(S) 1 =  1 and then min(Bd(R0)) = max(R)+1 = ( 1)+1 = ,
where R0 = R n frg. Thus, we obtain S if we apply Child to R by deleting r and
adding min(Bd(R0)). This completes the proof.
3.3.3 The proposed algorithm
In Algorithm 1, we present the main procedure EnumSubTrees and the subprocedure
RecSubTree that enumerates all k-subtrees in an input rooted tree T of size n in
constant delay. Starting from I , RecSubTree recursively computes all child k-subtrees
from its parent by the child generation method in the previous subsections.
The subprocedure RecSubTreemaintains the lists of vertices AddList(R) and DelList(R)
so that it can eciently nd a pair of vertices ` in DelList(R) and  in AddList(R) at
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Algorithm 1: Constant delay enumeration for all k-subtrees in a tree.
1 Procedure EnumSubTrees(T; k)
Input : An input rooted tree T of size n, and size k of subtrees
(1  k  n)
Output : All k-subtrees in T
2 Global variable: the working stack W ;
3 W = ;;
4 Number the vertices of T by the DFS-numbering;
5 Compute the initial k-subtree I of the input rooted tree T ;
6 Update the related lists and pointers;
7 RecSubTree(I ; T; k);
8 Subprocedure RecSubTree(S; T; k)




10 foreach ` 2 DelList(S) do // See Sect. 3.3.1
11 foreach  2 AddList(S) such that  62 Ch(`) do
12 S  Childr(S; `; ) by calling Updater(A; `; );
13 RecSubTree(S; T; k);
14 S  Pr(S) by calling Restorer(A);
15 if S is a k-pre-serial tree then // See Sect. 3.3.2
16 S  Child(S) by updating the related lists and pointers;
17 RecSubTree(S; T; k);
18 S  P(S) by restoring the related lists and pointers;
3.3. THE CONSTANT DELAY ENUMERATION ALGORITHM 37
lines 10 and 11, respectively, when it generates a child of type I by calling Childr satis-
fying the conditions of Def. 4. When it backtracks to the parent, we restore the update
by performing the same set of operations in the reverse order. For the generation a
child of type II by Child, we perform similar maintenance. For keeping the present
values of ` and , we use the working stack W .
For all parent R, we represent two lists AddList(R) and DelList(R) by the data
structure A with the following information:
 Doubly linked lists of vertices Lv(R) and Bd(R), which consist of all leaves and
all border vertices of R, respectively. These lists are implemented by attaching
two pointers prev and next to each vertex v of T in addition to the standard
pointers for the leftmost and rightmost children, and next sibling [30].
 Two pointers ^` = max(Lv(R)) and ^ = min(Bd(R)) to vertices in Lv(R) and
Bd(R), respectively.
The following operations B2L(v) and L2B(v) are fundamental to the maintaining
of the data structure A, where v is a vertex in T . B0, B1, L0, and L1 are possibly
empty sequences of vertices. We assume that vertices in the lists are sorted by the
increasing order of DFS-numbering. Here, \" indicates concatenating two lists.
 B2L(v): Move a vertex v in Bd(R) to Lv(R). To implement this operation,
we rewrite (i) the present list Bd(R) = B0  hvi  B1 to the new list Bd(R) =
B0  Ch(v) B1, and (ii) Lv(R) = L0  (v)  L1 to Lv(R) = L0  hvi  L1.
 L2B(v): Move a vertex v in Lv(R) to Bd(R). To implement this, we rewrite (i)
Bd(R) = B0 Ch(v)B1 to Bd(R) = B0  hvi B1, and (ii) Lv(R) = L0  hvi L1
to Lv(R) = L0  (v)  L1.
In the above description, (v) denotes the singleton sequence consisting only of
pa(v) if v has no sibling in R, and an empty sequence otherwise. We can show that
two operations B2L and L2B are the inverse operations each other.
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Using operations B2L and L2B, we show the procedure for maintaining AddList(R)
and DelList(R) at generation of a child of type I by Childr in Algorithm 2, and at
generation of a child of type II by Child in Algorithm 3.
Lemma 10 (time complexity of update). Assuming the above representation, a data
structure for the above lists and pointers can be implemented to run in O(1) worst case
time per update using O(n) time preprocessing on RAM.
Proof. Initialization of the data structure is done in O(n) time by once traversing an
input rooted tree T . At each request for update, we dynamically redirect pointers prev
and next when a single vertex or a vertex list is deleted or added to R to maintain the
values of Lv(S) and Bd(S) according to Algorithm 2. We can use a similar procedure
to maintain lists and pointers in the case of Child according to Algorithm 3. Under
this assumption, these operations can be implemented in the claimed complexity.
We have the main theorem of this chapter. This theorem shows we can enumerate
all k-subtrees in an input rooted tree in constant delay.
Theorem 4. Given an input rooted tree T of size n, and a positive integer k  1,
algorithm 1 solves the k-subtree enumeration problem in constant worst-case time per
subtree using O(n) preprocessing and space.
Proof. By the construction of RecSubTree in Algorithm 1, we observe that each it-
eration of recursive call generates at least one solution. To achieve constant delay
enumeration, we need a bit care to represent subtrees and to perform recursive call.
From Lemma 10, each call performs constant number of update operations when it ex-
pands the current subtree to descendants. Therefore the remaining thing is to estimate
the book-keeping on backtrack. This is done as follows: When a recursive procedure
call is made, we apply a constant number of operations on candidate lists and record
them on a stack as in Lemma 10, and when the procedure comes back to the parent
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subtree, we apply the inverse of the recorded operations on the lists in constant time
as in Lemma 10 to reclaim the running state in constant time. To improve the O(d)
time output overhead with backtrack from vertex v of depth d = O(n) to a shallow
ancestor on the family tree, we use alternating output technique (see, e.g., Uno [143])
to reduce it to exactly O(1) time per solution. Combining the above arguments, we
proved the theorem.
This result improves on the straightforward application of Ferreira et al. 's algo-
rithm [46] with O(k) amortized time per subtree when an input is restricted to a tree.
3.4 Application to the Graph Motif Problem for
Trees
We consider the restricted version of graph motif problem [44, 88], called the k-graph
motif problem in a tree. Then, we present an adaptive algorithm for the problem whose
running time is proportional to the number of k-subtrees.
Let C = f1; : : : ; g (  1) be a set of colors . A multiset X on C is a collection
of possibly duplicated colors in C. Precisely, fX(c) denotes the count of the color
c in X. The size of multiset X is the total count of the colors in X dened by
jjXjj =Pc2C fX(c). For multisets X and Y on C, We dene X  Y if fX(c)  fY (c)
for every c 2 C, and X = Y if fX(c) = fY (c) for every c 2 C.
Let k be any non-negative integer and T = (V;E; root(T ); ) be a vertex colored,
rooted tree, where (v) is the color of a vertex v in V . For a subset S of vertices, we
denote by (S) the multiset of colors appearing in S. The k-graph motif problem in
a tree is the problem of, given a vertex colored, rooted tree T and a multiset X on C
with size k = jjXjj, called a pattern, to nd a k-subtree S  V such that (S) = X.
This problem is known to be NP-hard even if an input is restricted to trees [44].













l = l' ?
’=  ?
R S R'
R = R'    l = l' &  = '  
Figure 3.3: An idea of the proof for Lemma 5
Algorithm 2: Update of data structures DelList(R) and AddList(R) of type I
1 Procedure Updater(A; `; )
2 Push ^` and ^ in the working stack W ;
3 L2B(`); B2L();
4 ^` ; ^  `;
5 Procedure Restorer(A)
6   ^`; ` ^;
7 L2B(); B2L(`);
8 Pop the values of ^` and ^ from W ;
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In what follows, we denote by s the number of all k-subtrees in a tree T . From
Theorem 4, we have the following result.
Theorem 5. Let k  1. Given an input rooted tree T of size n and a multiset X on C
with size k, the k-graph motif problem in a tree is solvable in O(s + n + k) total time
using O(n+ k) space.
Proof. We give the algorithm Adaptive that solves the problem in the claimed com-
plexity as follows: The algorithm uses a counter array g on c, where the counter value
g[c] can take either a positive, zero, or negative integer. Given a pattern X, it rst
initializes the counter array by g[c]   fX(c) for each c 2 C in O() time. It also
initializes EnumSubTrees of Algorithm 1 in O(n) time. Then, the algorithm enumer-
ates all the k-subtrees S of T in O(1) time per subtree. During the enumeration by
EnumSubTrees, the algorithm increments (decrements, resp.) the counter g[c] by one
whenever a vertex labeled with color c is added to (is deleted from, resp.) S. This
update of the counter can be done in constant time per subtree. When all counter
values equal zero after the update, it outputs S as an output. The total running time
of the algorithm is O(s+ n+ k) time from Theorem 4.
We compare the time complexity of the algorithm Adaptive in the proof of Theo-
rem 5 above to that of the straightforward algorithm, called Naive here, using exhaus-
tive search for all k-subsets. Naive solves our graph motif problem as follows: First,
Naive chooses k-subset S of T , and next, checks whether S is a k-subtree or not. Then,
if S is a k-subtree, Naive compares the colors of S and input pattern X. Naive is done
by applying the above procedure to all k-subsets of T .
From the upper bound in Lemma 3, Adaptive runs in time proportional to the
actual number s of k-subtrees contained in an input rooted tree T , while Naive always
requires O(knk) time regardless of s. Therefore, we can say that our algorithm is indeed
an adaptive algorithm so that it runs faster than Naive in the case that the number s
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is much smaller than nk.
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Algorithm 3: Update of data structures DelList(S) and AddList(S) of type II
1 Procedure Update(DelList(S);AddList(S); r; )
Input : Old lists DelList(S) and AddList(S), and r = root(S) and
deleted vertex .
Output : Update lists DelList(S) and AddList(S).
2 v  leftmostchildR(r); // v is the unique child of r.
3 q  rightsinblingR(v);
4 DelList(S) Lv(S);
5 AddList(S) AddList(S) n [q;1];
6 AddList(S) AddList(S):popfront;
7 if  62 Lv(T ) then // ``'' indicates concatenating two lists.





In the 1970s, Read and Tarjan [113] studied a problem of enumerating spanning trees
in the input graph. Their algorithm runs in O(m + n + mN) time. Here, N is the
number of solutions. Shioura, Tamura, and Uno [125] is improved the complexity to
O(n +m + N) time. Tarjan [130] proposed an algorithm for enumerating all cycle in
O((jV j+jEj)(jC(G)j+1)) time, where C(G) is all cycle inG. Birmele et al. [13] improved
the complexity to in O(m+
P
c2C(G) jcj) total time. They also presented an enumeration
algorithm for all st-paths in the input graph G in O(m+
P
2Pst(G) jj) total time, where
Pst(G) is all st-paths in G. Ferreira et al. [46] proposed an enumeration algorithm that
enumerating all subtree having exactly k edges in G in O(kN) time. Wasa et al. [152]
presented an improved version of Ferreira et al.'s problem in constant time delay when
the input is a tree. As we see, speed up of enumeration algorithms have been intensively
studied in long history.
Compared to these studies, induced subgraph enumerations have not been studied
well. Avis and Fukuda [7] considered the connected induced subgraph enumeration
problem. Their algorithm is based on the reverse search, and runs in O(mnN) time.
Uno [140] proposed an enumeration algorithm for enumerating all chordless path con-
necting the given vertices s and t and all chordless cycle in O((m+n)N) time. Ferreira
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et al. [47] also proposed an enumeration algorithm for this problem. Their algorithm
runs in ~O(jnj) time per chordless cycle. Their algorithm also enumerates all st-chordless
paths with the same complexity.
In this chapter, we address the problem of enumerating all induced trees in the
given graph, where an induced tree is a connected induced subgraph that has no cycle.
Assume that the set of vertices in an induced tree is S. Then, V nS is a feedback vertex
set of G. Feedback vertices are also fundamental graph objects and their enumeration
problem is equivalent to that of induced trees. If the input graph G is a tree, the
connected induced subgraph of G is a subtree. In Chap. 3 we showed that the induced
tree enumeration problem can be solved in constant time delay when the input graph
is a tree. Tree is a simple graph class, so we are motivated whether we can do better
in more general graph classes with non-trivial algorithms.
As a main result, we propose an algorithm for the k-degenerate graph case. The
algorithm runs in O(k) time per solution, after (jV j + jEj) preprocessing time. The
algorithm starts from the empty subgraph, and adds a vertex recursively to enlarge the
induced tree. The vertex to be added has to be adjacent to the current induced tree, and
has not to make a cycle. By using the degeneracy, we eciently maintain the addible
vertices, and the time complexity is bounded by a sophisticated amortized analysis.
Real world graphs usually have small degeneracies, or only few vertex removals result
small degeneracies, the algorithm is expected to be ecient in practice. Compared to
other graph classes, this is a strong point of k-degenerate graphs. There have been not
so many studies on the use of the degeneracy for enumeration algorithm, and thus our




Let G = (V (G); E(G)) be a graph and S be a subset of V (G). We say that the induced
graph G[S] induced in S is an induced tree if G[S] forms a tree (see Fig. 4.1). In what
follows, since G[S] is uniquely determined by S, we identify S with G[S] if no confusion.
For simplicity, if it is clear from context, we omit G from V (G) and E(G). Next, we
dene the enumeration problem considered in this chapter.
Problem 2 (induced tree enumeration). Given an input graph G, enumerate all in-
duced trees in G without duplicates.
4.1.1 K-degenerate graphs
A graph G is k-degenerate [92] if any its induced subgraph of G has a vertex whose
degree is less than or equal to k. The degeneracy of G is dened as the smallest
k satisfying the denition of k-degenerate graphs. Examples of graph classes with
constant degeneracy include trees, grid graphs, outerplanar graphs, and planer graphs,
thus degenerate graph is a large class of sparse graphs. These degeneracy are 1, 2, 2,
and 5, respectively.
From the denition of k-degeneracy, we obtain a vertex sequence (u1; : : : ; ujV j)
satisfying the condition
81  i  jV j; j fuj 2 N(ui) j i < j  jV jg j  k: (?)
This condition (?) implies that there exists an ordering among vertices of G such
that for any vertex u, the number of vertices adjacent to u larger than it is at most k.
Hereafter we assume that the vertices are indexed in this ordering. We say u < v (u > v,
respectively) if the index of u is smaller than v (u is larger than v, respectively) with
respect to this ordering. In Fig. 4.2, we show an example of the ordering satisfying (?).
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Matula and Beck [99] proposed an algorithm for obtaining the degeneracy of G and the
ordering satisfying (?). By iteratively choosing the smallest degree vertex and removing
it from G, their algorithm nds such an ordering in O(jV j+ jEj) time.
4.2 Basic Binary Partition Algorithm
4.2.1 Candidate sets and forbidden sets
Let S be an induced tree of G. We dene the adjacency of a vertex u 2 V to S as
adj(S; u) = jS \N(u)j, that is, adj(S; u) is the number of vertices of S adjacent to u.
Lemma 11. Let S be any induced tree in G and u be any vertex V n S. S [ fug is an
induced tree if and only if adj(S; u) = 1.
Proof. If adj(S; u) > 1, u is adjacent to two vertices v and w of S. Since S has a path
 connecting v and w, the addition of u yields a cycle in S [ fug. If adj(S; u) = 0,
S [ fug is disconnected. If adj(S; u) = 1, S [ fug is connected. Since the degree of u
in G[S [ fug] is one, u is not included in a cycle. Thus, G[S [ fug] does not contain a
cycle.
In each iteration, we maintain the forbidden set X as the vertex set such that any
vertex u in X satises either u belongs to S, S [fug includes a cycle, or u is forbidden
to include in the solution by some ancestor iterations of the iteration. We also maintain
the candidate set CAND as the set of vertices whose additions yield induced trees and
are not included in X. We maintain CAND and X for ecient computation. From
Lemma 11, they are disjoint, and for any vertex u, if adj(S; u) > 0, u belongs to either
CAND or X.








Figure 4.1: An induced subtree S1 in G1. In the gure, bolded vertices and edges
represent vertices and edges in S1. S1 consists of f2; 3; 5; 6; 7g. S1 is an induced subtree









Figure 4.2: An example of an ordering of G1 = (V1; E1). In the right graph, vertices
are sorted by the ordering that satises (?).
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4.2.2 Basic binary partition
Our algorithm starts from the empty induced tree S = ;. In each iteration given an
induced tree S, we remove a vertex u from CAND, and partition the problem into
two; enumeration of all induced trees including S [ fug, and those including S but
not including u. We recursively do this partition until there is no vertex in CAND.
The former can be solved by a recursive call with setting S to S [ fug. The latter is
solved by a recursive call with setting X to X [ fug. In this way, we can enumerate
all induced trees. We present the main routine ISE of our algorithm in Algorithm 4.
We show how to update candidate sets and forbidden sets in the next two lemmas.
Lemma 12. For an induced tree S and a vertex u 2 CAND, when we add u to S and
remove u from CAND, CAND changes to
(CAND nN(u)) [ (N(u) n (CAND [X)):
Proof. Any vertex in CAND other than N(u) remains in CAND after the addition of u
to S since the adjacencies of the vertices do not change. If vertices inN(u)\(CAND[X)
are added to S [ fug, then they are in S, they are forbidden to be add to S and its
descendants, or they make cycles since they are adjacent to u and other vertices in S.
The adjacency of any vertex in N(u) n (CAND[X) is zero for S, and one for S [ fug.
Any vertex v =2 S satisfying adj(S [fug ; v) = 1 is either in N(u) or CAND. Thus, the
statement holds.
Lemma 13. For an induced tree S and a vertex u 2 CAND, when we add u to S and
remove u from CAND, X changes to
X [ fug [ (CAND \N(u)):
Proof. Any vertex v 2 X remains in X for S [ fug, since adj(S [ fug ; v)  adj(S; v)
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always holds. From the denition of the forbidden set, u is in X for S [ fug. Further,
any vertex v in CAND \ N(u) makes cycles when they are added to S [ fug, since
adj(S [fug ; v)  2 holds. By adding u to S, no other vertex is forbidden to be added,
thus the statement holds.
Theorem 6. Algorithm ISE enumerates all induced trees in the input graph G = (V;E)
without duplicates.
Proof. From Lemma 12 and Lemma 13, Algorithm ISE correctly updates the candidate
set and the forbidden set. Thus, from Lemma 11, the soundness and completeness of
Algorithm ISE are satised. Hence, the statement holds.
4.3 Improved Binary Partition Algorithm
From Lemma 12 and Lemma 13, we can easily see that the computation time of up-
dating the candidate set and the forbidden set is O(dG(u)) by checking all vertices
adjacent to u. However, in this way, we must check some vertices again and again.
Specically, let us assume u and v are consecutively added to S, and w =2 S is adjacent
to u, v, and another vertex in S. When we add u to S, we check whether we can add
w to the candidate set of S [ fug. After generating S [ fug, we check w again when
we add v to S [ fug. In order to avoid this redundant checking, we improve the way
of updating the candidate set and the forbidden set by using the following set.
Denition 6. Suppose that u is a vertex of CAND for an induced tree of G. We dene
a set  (u;X) as follows:
 (u;X) = fv 2 N(u) j v =2 X; v < ug :
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Lemma 14. Let S be an induced tree of G, u be the smallest in the candidate set
CAND of S, and X be the forbidden set of S. Then, the following formula holds:
N(u) n (CAND [X) = (N`(u) n (CAND [X)) [  (u;X);
where N`(u) = fv 2 N(u) j u < vg.
Proof. Let Z be the set of vertices larger than u. Since u is the smallest vertex
in CAND, (N(u) n (CAND [ X)) \ Z = (N`(u) n (CAND [ X)). From the deni-
tion of  (u;X) and u is the smallest in CAND, (N(u) n (CAND [ X)) \ (V n Z) =
Ns(u) n (CAND [ X) = (Ns(u) n CAND) \ (Ns(u) n X) =  (u;X), where Ns(u) =
fv 2 N(u) j v < ug. This concludes the lemma.
In what follows, we implement CAND, X, and   by doubly linked lists. Thanks to
the doubly linked list, the cost for a removal and the recover of the removed element
can be done in constant time, and the merge of two sets can be done in linear time
of the sum of their sizes. In each iteration, we keep verticies of each list sorted in the
ordering that satises (?).
Lemma 15. When we add a vertex u to X, the update of  (v;X) for all vertices v is
done in O(k) time.
Proof. To update, it is suce to remove u from  (v;X) from all v > u. Thus, it takes
O(k) time.
Lemma 16. Let S be an induced tree of G, u be the smallest in the candidate set
CAND of S, and X be the forbidden set of S. When we add u to S and remove u from
CAND, the computation time of updating CAND and X are O(k+ j (u;X)j) and O(k)
time, respectively.
Proof. Since u is the smallest vertex in CAND, jj  k, where  = jCAND \ N(u)j.
Since vertices in N(u) are sorted by the ordering, the computation time of  is O(k).
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Thus, adding vertices in  and u to X and removing  from CAND are done in
O(k) time. From Lemma 14, since j fv 2 N(u) j u < vg j  k, the computation time of
adding these vertex to CAND is O(k + j (u;X)j). Hence, the lemma holds.
In Fig. 4.3, we show the changes of between the candidate set of S and that of
S [ fug after adding u to S.
Theorem 7. Let G = (V;E) be the input graph and k is the degeneracy of G. Our
algorithm enumerates all induced trees in G in O(k) time per solution after O(jV j+jEj)
preprocessing time without duplicates using O(jV j+ jEj) space.
Proof. Since the update of CAND and X is correct, the correctness of the algorithm is
obvious. (I) We discuss the time complexity of the preprocessing. First, our algorithm
computes an ordering of vertices by Matula and Beck's algorithm [99] in O(jV j+ jEj)
time. Next, our algorithm sorts vertices belonging to each adjacency list by using a
bucket sort. Thus, the preprocessing time is O(jV j+ jEj).
(II) We consider an iteration inputting S, X, and CAND, and assume that CAND0
is the candidate set for S [ fug. Line 2 and line 3 run in O(1) time. From Lemma 15,
line 4 needs O(k) time. From Lemma 16, since it is clear that j (u;X)j  jCAND0j,
our algorithm needs O(k+ jCAND0j) time for computing CAND0. The update of  's is
done in O(kjCAND\N(u)j) time, from Lemma 15. We observe that for each vertex w
such that v 2 CAND\N(u) is removed from  (w;X), w is in CAND of S [ fvg, that
will be generated by a descendant of this iteration. We charge the cost of constant
time to remove v from  (w;X) to the induced tree S [ fv; wg. Then, we can see that
S [ fv; wg is charged only from iterations inputting S, that divides the problem by u0
such that (u0; v) 2 E, that is, the iteration generates S[fu0g. We consider the average
amount of the charge over all induced trees of S[fv; wg, v 2 CAND, and w is in CAND
of S [ fvg. Since the number of pairs fu; vg  CAND is at most kjCANDj, we can
see the average charge is O(k) for each S [ fv; wg. Thus, in summary, we can see the
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update time for   in an iteration is bounded by O(k), on average. Thus, an iteration
takes O(k + jCAND0j) time on average. We observe that the sum of jCAND0j over all
iterations is no greater than the sum of jCANDj over all induced trees, since CAND0
is the candidate set of S [ fug and forbidden set X [ fug, and S [ fug is generated
only from S. Further, we can see that S [ fug is generated only from S this iteration.
Hence, thus the sum of jCANDj over all induced trees is bounded by the number of
induced trees. Therefore, the computation time for each iteration is bounded by O(k)
on average.
In a binary partition algorithm, each iteration at the leaf of the recursion outputs
a solution, and each non-leaf iteration generates exactly two recursive calls. Thus, the
number of iterations (recursive calls) of a binary partition algorithm is at most 2N .
Hence, the computation time per induced tree is O(k). All sets the algorithm maintains
are of size O(jV j+ jEj) in total.
We need a bit care to perform a recursive call. When a recursive call is made,
we record the operations to prepare the parameters given to the recursive call on the
memory. When the recursive call ends, we apply the inverse operations of the recorded
operations to recover the variables such as CAND and X. In this way, we can recover
the variables from the updated ones without increasing the time complexity. Since no
vertex is added or deleted from the same variable twice, the accumulated space for
the recorded operations is bounded by O(jV j + jEj). From the above arguments, our
algorithm runs in O(k) time per solution after O(jV j + jEj) preprocessing time using
O(jV j+ jEj) space.
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Algorithm 4: Main routine ISE: Enumerating all induced trees in G
1 Procedure ISE(G = (V;E); S;CAND; X)
2 If CAND = ; then output S; return;
3 Choose the smallest vertex u from CAND and remove u from CAND;
4 ISE(G;S;CAND; X [ fug);























Figure 4.3: This gure shows the changes between candidate set CAND by the addition
of u to S. S is an induced tree and fu; v; : : : ; x; w; zg is the candidate set of S. Let






In this chapter, we study the problem of enumerating all connected and acyclic sub-
hypergraphs contained in an input hypergraph for the notions of acyclicity, called
Berge-acyclicity [11], which is at the bottom of hierarchy of acyclicities given by Fa-
gin [43]. Essentially, a hypergraph is a representation of any group relations, or any
set collection consisting of groups of objects taken from the universe. For example, the
followings are examples of such set collections: transaction databases, author groups in
bibliographic data, co-citation networks in social networks, and interaction graphs for
genes and proteins in bioinformatics [91]. In such networks, discovery of some classes of
subsets, such as connected components, connected subtrees, cliques, quasi-cliques, and
dense subgraphs have been extensively studied in the context of network mining [91,
126, 144].
We present ecient depth-rst algorithms BergeEnum (Theorem 8) that nds all
connected Berge-acyclic sub-hypergraphs contained in an input hypergraph H = (V ; E)
without duplicates in O(nm) delay and O(N) words of space, where n = jVj, m = jEj,
and N = jjEjj are the numbers of vertices, the number of hyperedges, and the total
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size of the hyperedges in H. To achieve polynomial delay and space complexity, our
algorithm searches for all solutions in the depth-rst manner called on a tree-shaped
search space called a family tree without using any extra memory for table-lookup. This
search space is designed based on a characterization of Berge-acyclic sub-hypergraphs
given by us, with which we proposed an ecient and complete pruning strategy.
Next, we present the faster version of the algorithm, called FastBergeEnum, using
adaptive computation. The algorithm uses incremental computation of the maximum
border set, and nds all connected Berge-acyclic sub-hypergraphs contained in H =
(V; E) without duplicates in O(jjSjj + jjN(S)jj) delay using O(N) space and O(N)
preprocessing, where jjSjj = O(nm) is the total length of hyperedges in S and jjN(S)jj
is the sum of the lengths of hyperedges adjacent to S. This algorithm has the delay
that depends only on the size jjSjj+ jjN(S)jj of a discovered subset S and its neighbors,
and thus, it will be more ecient for the large inputs in the real world.
Related work
For the class of -acyclic sub-hypergraphs [43], Hirata et al. [66] presented an ecient
algorithm that nds one of the maximal connected and acyclic sub-hypergraphs in an
input hypergraph in linear time in the total input size. Extending this work, Daigo and
Hirata [31] presented a polynomial delay and space algorithm that nds all connected
and acyclic sub-hypergraphs in an input hypergraph. For the class of Berge-acyclic
sub-hypergraphs, Lovasz [94] showed a polynomial time algorithm that nds one of
the maximal connected and Berge-acyclic sub-hypergraphs in an input hypergraph.
As closely related work, Ferreira et al. [46] presented an ecient algorithm for
nding all distinct subtrees of size k in an input graph in O(k) time (time per solution)
and space, and Wasa et al. [152] the improved version in constant delay when an input
is a tree. However, their approaches cannot be directly applicable to our problem.
In the case that the maximum size of hyperedges, the rank, is restricted to two, the
5.1. PRELIMINARIES 59
problem coincides to the well-known spanning tree problem for undirected graphs. For
the problem, Read and Tarjan [113] rst presented an O(ns) time and O(n) space algo-
rithm in 1960's, where n is the number of edges in G. Recently, Shioura, Tamura, and
Uno [125] presented O(n+ s) time and O(n) space algorithm. Unfortunately, it is not
easy to extend the algorithms for spanning tree enumeration to subtree enumeration.
5.1 Preliminaries
In what follows, we x an input hypergraph H = (V(H); E(H)) consisting of n vertices
and m hyperedges. For the analysis of the adoptive complexity of the algorithm in
Sect. 5.3, which depends only on the solution S, we dene the neighbor size of S by
jjN(S)jj =Pe2S jN(e)j.
5.1.1 Berge-acyclicity
A path between hyperedges e; f 2 E is a sequence  = (e1 = e; e2; : : : ; ek = f) (k  1)
of hyperedges that satises the condition ei \ ei+1 6= ; for every 1  i  k   1. A
subset E is connected if any pair of hyperedges e and f has some path between them
in E . By denition, the empty set and singleton set of hyperedges are connected.
Example 5. In the hypergraph H1 in Fig. 5.1, both of the subsets S1 = f1; 2; 3; 4g
and S2 = f1; 2; 4; 5g are connected. On the other hand, the subset S3 = f1; 3; 5g is not
connected since there is no path between the edges 1 and 5, and also the edges 3 and 5.
Denition 7 ([11]). A Berge-cycle (or simply a cycle) in a hypergraph H is a sequence
 = (e1; x1; : : : ; ek; xk) (k  2) that satises the following conditions (i){(iii):
(i) e1; : : : ; ek are mutually distinct hyperedges.
(ii) x1; : : : ; xk are mutually distinct vertices.
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(iii) For each 1  i  k   1, xi 2 ei \ ei+1 holds, and xk 2 ek \ e1 holds,
where k is called the length of the cycle . Then, we say that the set fe1; : : : ; ekg of
hyperedges forms a Berge-cycle.
We denote by CA(H) the class of all connected and Berge-acyclic sub-hypergraphs
in an input hypergraph H. Intuitively, a Berge-cycle is a path of length more than or
equal to two that starts from some hyperedge and returns to the start. A hypergraph
H is Berge-acyclic if it contains no Berge-cycles. From the construction of minimum
length cycle S5 in Fig. 5.1, In the next lemma, we show a fundamental property of
Berge-acyclicity.
Example 6. Let V1 = fp; q; r; : : : ; x; y; zg be a set of eleven vertices. In Fig. 5.1,
we show an example of a hypergraph H1 = (V1; E1) on V1. In H1, the hyperedge
set E1 consists of six hyperedges e1 = fq; rg, e2 = fr; s; t; u; v; wg ; e3 = fq; v; xg ; e4 =
fs; yg ; e5 = fw; zg, and e6 = fp; v; xg, where the hyperedge ei, 1  i  6, is represented
by the index i.
Lemma 17 (Berge [11]). If two hyperedges e and f contain mutually distinct vertices
x and y in common, i.e., x; y 2 e \ f , then they form a Berge-cycle.
Proof. Take a path  = (e; x; f; y) as a Berge-cycle.
Example 7. In the hypergraph H1 in Fig. 5.1, the hyperedge subset S4 = f1; 2; 3g
forms a Berge-cycle 4 = (1; r; 2; v; 3; q) of length three. From Lemma 17, we also see
that the pair of hyperedges S5 = f3; 6g forms a Berge-cycle 5 = (3; x; 6; v) of length
two since hyperedges 3 and 6 share common vertices x and v.
By denition, the empty set and any singleton sets of hyperedges are Berge-acyclic.
From the next lemma, Berge-acyclicity is closed under subsets.
Lemma 18. If a non-empty subset S is Berge-acyclic, then any subset S 0 of S is also
Berge-acyclic.
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Proof. If S 0 has a Berge-cycle C, then S also has a Berge-cycle that consists hyperedges
in C. This contradicts the assumption. Thus, the statement holds.
From Lemma 17 above, we see that Berge-acyclicity has strong restriction com-
pared to other notions of hypergraph acyclicities. Actually, there is a hierarchy of
acyclicities for hypergraphs, called the degrees of acyclicities of Fagin [43], that con-
sists of -acyclicity, -acyclicity, -acyclicity, and Berge-acyclicities. In this hierarchy,
-acyclicity is most general, while Berge-acyclicity is most restricted. Now, we state
our enumeration problem.
Denition 8 (Connected and Berge-acyclic sub-hypergraph enumeration). Given an
input hypergraph H = (V ; E), the task is to nd all connected, and Berge-acyclic sub-
hypergraphs S  E in H belonging to the class CA(H) without duplicates.
Example 8. Consider the hypergraph H1 in Fig. 5.1 again. Then, the hyperedge
subset S1 = f1; 2; 3; 4g is not a connected and Berge-acyclic subset in CA(H1) because
it is connected but has a Berge-cycle. On the other hand, the hyperedge subset S2 =
f1; 2; 4; 5g is a connected and Berge-acyclic subset in CA(H1)
5.1.2 Other Denitions and Properties
Leaves and connection counts
Let S  E be a subset of hyperedges, or a sub-hypergraph of H. A hyperedge e
connects S if the intersection e \ V (S) is not empty. Any vertex x in the intersection
is called a connection point. Then, the connection count of e relative to S is dened by
cnt(e; S) = je\V (S)j  0. In the next section, we give a characterization of connected
and Berge-acyclic sub-hypergraphs using the connection count.
A leaf of a subset S is a hyperedge e 2 S such that cnt(e; S  e) = 1, that is, e has
a single connection point in S except itself. Clearly, the empty subset ; has no leaf
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at all, and any singleton S = feg has the hyperedge e as its only leaf. We denote by
Lv(S) the set of all leaves of S. Actually, Lv(S) = fe 2 S j cnt(e; S n feg) = 1g.
Representation of hypergraphs
Let x 2 V be a vertex, and e; f 2 E be hyperedges. If x 2 e holds, then we say that
either the vertex x is contained in a hyperedge e, or the hyperedge e is incident to a
vertex x. We denote the set of all hyperedges in E that is incident to the vertex x by
N(x) = ff 2 E j x 2 fg. Hyperedges f is adjacent to e or e is a neighbor of f if f
overlaps e, that is, f \ e 6= ; holds.
Using the incident relation, a hypergraph H with n vertices and m hyperedges
is represented in our algorithms, to be described later, as an n  m binary matrix
A = (ai;j) 2 f0; 1gmn, called the incident matrix of H, in a standard way, where for
every 1  i  n and 1  j  m, ai;j = 1 if and only if the i-th vertex xi is contained
in the j-th hyperedge ej, that is, xi 2 ej (1  i  n; 1  j  m) holds. In Fig. 5.2,
we show an example of an incident matrix. Actually, each row 1  i  n represents
the incident set N(xi) of xi, and each column 1  j  m represents the corresponding
hyperedge ej itself as a set of vertices.
Data structure
In our algorithms in Sect. 5.2 and Sect. 5.3, we use a dynamic data structure, denoted by
D, similar to the DLX (also known as \Dancing Links") data structure by Knuth [83],
for eciently and dynamically maintaining a given subset of hyperedges of H in the
form of incident matrix. The dierence of our structure from Knuth's DLX is the use
of the dynamic predecessor dictionaries (such as the hash table or the map collection
of C++/STL or Java) [30].
Our data structure D stores the incident matrix of a set collection D  E in
linear words of space in jjDjj supporting the following operations: (i) retrieval of a
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Figure 5.1: An example of a hypergraph H1 = (V1; E1) with the vertex set V1 =
fp; q; r; : : : ; x; y; zg and the hyperedge set E1 = f1; 2; 3; 4; 5; 6g, where each point with
a lowercase letter indicates a vertex and each region with a digit surrounded by a solid
line indicates a hyperedge. The subset of hyperedges S = f1; 2; 4; 5g forms a connected




p q r s t u v w x y z
1 0 1 1 0 0 0 0 0 0 0 0
2 0 0 1 1 1 1 1 1 0 0 0
3 0 1 0 0 0 0 1 0 1 0 0
4 0 0 0 1 0 0 0 0 0 1 0
5 0 0 0 0 0 0 0 1 0 0 1
6 1 0 0 0 0 0 1 0 1 0 0
1CCCCCCA
Figure 5.2: The incident matrix A1 of the hypergraph H1 in Fig. 5.1, where each row
indicates a hyperedge and each column indicates a vertex.
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hyperedge e = ei by an edge ID i, (ii) retrieval of the neighbor N(x;D) by a vertex
x, and (ii) insert/delete of elements to/from an edge or a neighbor set. Such a data
structure can be implemented by linked lists and dynamic predecessor dictionary that
allows to execute the above operations in sublinear time t = f(k), where we have
f(k) = log k if we use ordinary binary tree, and f(k) = O(((log log k)2=log log log k))
for k = max fn;mg if we use the dynamic data structure of [9]. The details are omitted
here.
5.2 The Basic Algorithm
In this section, we show that the basic version of our DFS enumeration algorithm
BergeEnum that nds all connected and Berge-acyclic sub-hypergraphs in H in poly-
nomial delay and space. To devise ecient depth-rst search algorithm, we need a
systematic way to reduce the search for larger subsets to smaller subsets. The next
lemma is essential to our algorithm.
Lemma 19. Let S 0  E is a subset such that jS 0j  2. If S 0 is connected and Berge-
acyclic, then cnt(e; S 0   feg) = 1 holds for some e 2 S 0. Furthermore, S = S 0   feg is
connected and Berge-acyclic, too, and has size jSj < jS 0j.
Proof. We can show the lemma by induction on jS 0j. If jS 0j = 2, the claim is obvious
since S 0 consists of two edges. Otherwise, assume that jS 0j > 2. Since S 0 is connected,
cnt(e; S   e)  1 always holds for any e 2 S 0. Furthermore, if cnt(e; S   e)  1 holds
for some e 2 S 0, then we are done. Therefore, we assume that cnt(e; S   e)  2 holds
for any e 2 S 0. Consider this case. Then, we split S 0 by removing e, and consider the
connected components S1; : : : ; Sk of S
0   e, where k  1. There are two cases. (i) If e
connects to some Si at at least two points, then Si[feg, and thus S 0, immediately has
a cycle, and we are done (ii) Otherwise, using induction hypothesis, we can show that
there exists an edge f in some component, say S1, such that fe; fg [ R forms a cycle
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for some R 2 ffeg ; S1   f; S2; : : : ; Skg (details are omitted), and we are done. Hence,
by contradiction, the lemma follows.
From Lemma 19 above, starting from any connected and Berge-acyclic subhy-
pergraph S with more than one edges, we can obtain a series of sub-hypergraphs
R = S0 = S  S1      S` = feg of length ` = jSj   1  0. Our DFS algorithm
reverses this process by starting from any singleton set feg, e 2 E , and by iteratively
expanding the current subset S  E by adding new hyperedge e 2 E nS in a systematic
manner using backtracking.
However, there is one problem with this approach. The above DFS search process
may generate the same subset by exponentially many dierent paths. One easy way to
avoid this duplication is to use table-lookup. When we discovered a new subset S, we
lookup a hash table H to decide if S 2 H. If so, we skip S, and otherwise, we output
S and register it to H. This modication yields a polynomial delay, but exponential
space enumeration algorithm.
We solve this problem by pruning of redundant path by careful design of the tree-
shaped search space described as follows. Recall the previous key lemma, Lemma 19.
In the lemma, the possible source of redundancy is more than one choice of a leaf e 2 S
of S to delete. An idea to solve this is to restrict the deletion in reduction (and the
addition in generation) to the maximum leaf of S. This ensures the reduction sequence
R = S0; : : : ; S` for S to be unique to each S. We call such a unique sequence the
maximum elimination sequence for a sub-hypergraph S, and denote by MES(S).
Lemma 20. MES(S) is the unique signature of each connected and Berge-acyclic
sub-hypergraph S  E.
Proof. From Lemma 19, S always has an sequences obtained by recursively eliminating
a leaf of S. Thus, we can always obtain MES(S).
From this lemma, we can generate S in the unique way by generating MES(S)
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instead. Now, we describe our algorithm. Firstly, we dene the parent of a connected
and Berge-acyclic sub hypergraph.
Denition 9. Let S 0 be any connected and Berge-acyclic subhypergraph such that jS 0j 
2. Then, the parent of S 0 is the set P(S 0) := S 0   f , where f is the leaf of S 0 such
that cnt(f; S 0   f) = 1 having the maximum edge ID among all leaves, that is, f =
max(L(S 0)). This condition is called the maximum leaf condition. In this case, we call
S 0 a child of P(S 0).
Then, we dene our tree-shaped search space called a family tree. The family tree
for the class CA(H) of connected, and Berge-acyclic sub-hypergraphs of H is a multi-
rooted DAG T = (CA(H);P; I(H)), where
 CA(H) is the vertex set of T that consists of all connected, and Berge-acyclic
sub-hypergraphs in an input hypergraph H.
 P denes the set of reverse edges of T that assign the parent P(S 0) to a child S 0.
 I(H) is the set of all single subsets as the root nodes of T .
In what follows, we write CA and I instead of CA(H) and I, respectively. The
next lemma says that the family tree is actually a tree-shaped search root.
Lemma 21. For any input hypergraph H, the family tree for CA on H is a spanning
forest that contains all connected and Berge-acyclic subsets in CA as its nodes.
Proof. From Lemma 19, it immediately follows that P(S 0) is always connected, and
Berge-acyclic, and has size strictly smaller than S 0. Since each path of T is a MES
for some element of CA, T is connected at some root in I. On the other hand, since
each reverse edge strictly reduces the size of S, T contains no cycle. Hence, the lemma
is proved.
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In Algorithm 5, we show our basic DFS algorithm BergeEnum and its recursive
subprocedure BasicRec that nds all connected, and Berge-acyclic sub-hypergraphs in
H in depth-rst manner. This algorithm is a simple backtracking algorithm, working as
follows. Starting from each singleton subset feg in I, the algorithm searches the family
tree T for connected, and Berge-acyclic subsets by expanding the parent subset S by
adding a new leaf f to obtain a child S 0 = S [ffg. In the expansion, it apply pruning
for redundant subsets using the denition of a correct child based on the maximum leaf
condition of the child. If expansion is no longer possible, it backtrack to the parent.
To compute the border set, we use the procedure ComputeBorer in Algorithm 6.
Lemma 22. The algorithm ComputeBorer in Fig. 6 computes the border set of an
hyperedge subset S in O(nm) time using O(n) additional space.
Proof. From the denition, this algorithm correctly computes every borders. Line 5
needs O(n) time to check all vertices in S. This computation needs O(n) space. In
addition, Line 5 are executed O(m) time since Line 4. On the other hand, each vertex
in an edge e in S is checked at most two times. Thus, ComputeBorer needs O(nm)
time.
We give the time and space complexity of the basic algorithm below.
Theorem 8 (main result). The algorithm BergeEnum of Algorithm. 5 nds all con-
nected Berge-acyclic sub-hypergraphs contained in an input hypergraph H = (V ; E)
without duplicates in O(nm) delay and O(N) words of space, where n = jVj, m = jEj,
and N = jjEjj are the numbers of vertices and hyperedges, and the total size of the
hyperedges in H.
Proof. Firstly, BergeEnum traverses the family tree T for connected and Berge-acyclic
subsets of H, since ComputeBorer correctly computes the border of each connected
and Berge-acyclic subset of H from Lemma 22. This implies the correctness of the
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Algorithm 5: A basic algorithm BergeEnum for enumerating all connected,
Berge-acyclic sub-hypergraphs based on the reverse search
1 Procedure BergeEnum(H = (V ; E))
Input : H: input hypergraph
2 BasicRec(;;H);
3 Subprocedure BasicRec(S;H)
Input : S: sub-hypergraph, H: input hypergraph
4 Output S;
5 Border(S) ff 2 (E(H) n S) j cnt(f; S) = 1g;
6 foreach f 2 Border(S) do // Generation of children
7 S 0  S [ ffg;
8 if f = max Lv(S 0) then
9 BasicRec(S 0;H);
Algorithm 6: The algorithm for computing the border set of a sub-hypergraph
1 Procedure ComputeBorer(S, V ; E)
Output : Border(S) = ff 2 (E n S) j cnt(f; S) = 1g
2 Mark all vertices of V(S);
3 Border  ;;
4 foreach e 2 E(S) do
5 Count the number cnt(e; S) of all marked vertices in e;
6 if cnt(e; S) = 1 then
7 Border  Border [ feg;
8 return Border ;
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algorithm is satised. Next, we consider the time complexity. From Line 4, each
execution of BasicRec outputs one solution. Thus, the delay can be evaluated by the
time complexity of ComputeBorer and the size of Border(S) = O(m). From Lemma 22,
it takes O(nm) time. Since each execution in the loop of Line 6 takes O(1) time. Thus,
the delay is O(nm +m) = O(nm) time. On the other hands, we have to mark every
vertices in every edges for each execution of ComputeBorer, BergeEnum needs O(N)
space. Hence, the theorem holds.
From the theorem, we have the following corollary.
Corollary 9. The class of all connected Berge-acyclic sub-hypergraphs contained in an
input hypergraph H can be enumerated in polynomial delay and polynomial space in the
size of input H.
5.3 The Modied Algorithm
In this subsection, we show a modied version of our depth-rst enumeration algorithm
that nds all connected, Berge-acyclic sub-hypergraphs in an input hypergraph H in
O(jjSjj) time using O(N) space and preprocessing, where N = jjE(H)jj. This algorithm
is adaptive since its time complexity only depends on the size of the discovered sub-
hypergraph S, rather than the whole input. This adaptively is quite important in
mining a large hypergraph.
The basic idea of our modied algorithm is incremental maintenance of the subset
MaxBorder(S) of hyperedge candidates to insert, called the maximal border hyper-
edges.
Denition 10. The maximal border of a sub-hypergraph S is the set of hyperedges
dened by:
MaxBorder(S) = fe 2 E n S j cnt(e; S) = 1; e = maxL(S [ feg)g ;
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that is, MaxBorder(S) consists of all hyperedges e of H satisfying the next conditions:
(i) e is a border of S (i.e., cnt(e; S) = 1), and (ii) e is the maximum leaf of S 0 = S[feg
among all leaves when it is added to S.
In Algorithm 8, we show our modied depth-rst algorithm FastBergeEnum as well
as its recursive subprocedure FastRec for enumerating all connected, Berge-acyclic sub-
hypergraphs in incrementally. By using MaxBorder(S), in our depth-rst enumeration
algorithm FastBergeEnum, we can generate any children S 0 = S [ ffg from a parent
S by just selecting any hyperedge e 2 MaxBorder(S) without testing the pruning
condition for duplication because the condition is already included by the denition
of the maximal border set. In other words, we are eager to make selection of border
candidates and test for duplication at the same time in advance.
Therefore, it remains how to eciently compute the maximal border set. Sur-
prisingly, we can show that this is done in almost optimal time complexity in amor-
tized analysis using a procedure similar to the -acyclicity test by (Tarjan and Yan-
nakakis [131]). The key to the algorithm is the following recurrence relation for the
maximum and the second maximum leaves when we update a parent S by adding a
new maximum border f 2 MaxBorder(S) to generate a children S 0 = S [ ffg.
Lemma 23. Let us denote by max (S) and 2max (S) the maximum and the second
maximum leaves of a parent set S  E . Then, the maximum and the second maximum
leaves max (S 0) and 2max (S 0) of a child S 0 = S [ ffg satisfy the following recurrence:
 If f connects `max = maxLeaf (S):
{ If f > 2max (S), then max (S 0) f and 2max (S 0) max (S) hold.
{ Otherwise, max (S 0) max (S) and 2max (S 0) 2max (S) hold.
 Otherwise:
{ If f > max (S), then max (S 0) f and 2max (S 0) max (S) hold.
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{ Otherwise, max (S 0) max (S) and 2max (S 0) 2max (S).
Proof. In each ease, the proof immediately follows from the case analysis using the
denitions of max , 2max , and the maximal border set.
From Lemma 23 above, we can update max (S) and 2max (S) incrementally in
constant time. Now, we show the algorithm UpdateMaxBorder in Algorithm 7 that
incrementally updates the new border est MaxBorder(S [ ffg) from the older one
given the border edge f to add, S, and MB = MaxBorder(S).
For ecient update, the algorithm uses a dynamic data structure D for storing a
set D of candidate hyperedges, which is similar to the DLX (also known as \Dancing
Links") data structure by Knuth [83] as described in Sect. 5.1. For complexity analysis,
recall that jjN(S)jj denotes the sum Pe2S jN(e)j of neighbor hyperedges to S, where
jjSjj+ jjN(S)jj = O(jjEjj) = O(nm). Then, we have the next lemma.
Lemma 24. Let S  E be a sub-hypergraph and f 2 R = (E nS) be a maximum border
hyperedge of S. Given f , B, and R, the algorithm UpdateMaxBorder in Algorithm 7
computes the set MaxBorder(S[ffg) of all maximum border hyperedges of S 0 = S[ffg
in O(jjSjj + jjN(S)jj) amortized time using O(N) space and O(N) preprocessing (at
once in the initialization), where B = MaxBorder(S) is the set of all maximum borders
of S, and N = jjE(H)jj.
Proof. Consider Algorithm 7. During the computation of the recursive enumeration
procedure, we maintain the pointersmax (S), 2max (S), and the dynamic data structure
D. From Lemma 23, Step 1 correctly updates the maximum and 2nd maximum leaves
in S in constant time. When a new border f is added to S, the only borders to be
changed are (i) f is removed, and (ii) all neighboring hyperedges of f , and (ii) all
existing border edges that has a non-empty intersection to f other than its connection
point to S. Step 2 handles these cases correctly. For time analysis of Step 2, we observe
that during computation from the root hypothesis ; to the current set S, any hyperedge
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Algorithm 7: The algorithm for computing the border set of a sub-hypergraph
1 Procedure UpdateMaxBorder(S, f : hyperedge, B;R  E(H), H.), where D is
a dynamic data structure for storing a hyperedge subset D in linear space
supporting membership, insert, and delete in sublinear time t = f(m).
Output : MB(S 0) = ff 2 (E n S 0) j cnt(f; S 0) = 1; f = maxL(S 0)g.
Pre-conditions: S 0 = S [ ffg, f 2 R, B = MB(S), and R = E(H) n S.
// Step 1: Update the maximum leaves.
2 S 0  S [ ffg;
3 if f connects `max = maxLeaf (S) then
// in O(1) time
4 if f > 2max (S) then
5 max (S 0) f and 2max (S 0) max (S);
6 else
7 max (S 0) max (S) and 2max (S 0) 2max (S);
8 else
// in O(1) time
9 if f > max (S) then
10 max (S 0) f and 2max (S 0) max (S);
11 else
12 max (S 0) max (S) and 2max (S 0) 2max (S);
// Step 2: Update the maximum border set.
13 MB(S 0) ;;
// Step 2.1: Existing borders other than f.
14 foreach e in MB(S) n ffg do
15 if e > max (S 0) then
16 Add e to MB(S 0); // Charge O(jMB(S)j) time to S.
// Step 2.2: New borders connecting to f.
17 foreach vertex x 2 f do // Charge O(f) time to S 0
18 foreach hyperedge id e 2 N(x;D) do // Charge O(1) time to e 2 D.
19 cnt[e] cnt[e] + 1;
20 if cnt[e] = 1 then
21 Add e to the candidate set D; // Charge O(f(n)) time to e.
22 if e > max (S 0) then
23 Add e to MB(S 0);
24 else if cnt[e] = 2 then
25 Remove e from candidate set D; // Charge O(f(n)) time to e.
// Note: each hyperedge is processed at most twice overall.
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e in H will be processed at most twice after initialization, that is, it is incremented to
cnt(e) = 1 at the rst time, and it is incremented to cnt(e) = 2 the second time. Then,
it is removed from D forever (otherwise a back tracking occurs). By using appropriate
charging scheme of the cost to each edges in S, we can show that the amortized cost
for Step 2 to obtain each S is at most jjSjj + jjN(S)jj = O(nm) = O(N), where
jjSjj =Pe2S jej.
From Lemma 24, we show the main theorem of this chapter.
Theorem 10 (The adaptive delay by the modied enumeartion algorithm). The algo-
rithm FastBergeEnum of Fig. 8 nds all connected Berge-acyclic sub-hypergraphs con-
tained in an input hypergraph H = (V ; E) without duplicates in O(jjSjj+ jjN(S)jj) delay
(time per solution) using O(N) space and O(N) preprocessing, where jjSjj = O(nm)
is the total length of hyperedges in S, and N = jjEjj are the numbers of vertices and
hyperedges, and the total size of the hyperedges in H.
Proof. The correctness of the algorithm FastBergeEnum is obvious from the correctness
of the basic algorithm and the denition ofMaxBorder . Moreover, the time complexity
follows from Lemma 24. Hence, the statement holds.
From the theorem, we have the following corollary.
Corollary 11. The class of all connected Berge-acyclic sub-hypergraphs contained in
an input hypergraph H can be enumerated in delay that depends only on the size jjSjj
of a discovered subset S using polynomial space and preprocessing in the input size
jjE(H)jj.
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Algorithm 8: The modied algorithm FastBergeEnum for enumerating all con-
nected, Berge-acyclic sub-hypergraphs based on the reverse search
1 Procedure FastBergeEnum(H = (V ; E))
2 foreach hyperedge e 2 E(H) do
3 MB f  ff 2 E(H) j (jf \ ej = 1)g;
4 Rf  E(H) n ffg;
5 FastRec(feg ;MB f ; Rf ;H);
6 Subprocedure FastRec(S;MB ; R  E(H), H)
Invariants : MB = MaxBorder(S) and R = E(H) n S hold.
7 Output S;
8 foreach border hyperedge f 2 MB do // Generation of children
9 S 0  S [ ffg;
10 R0  R n ffg;
11 Incrementally compute MB 0 = MaxBorder(S 0;H) from f , MB , and R;
12 FastRec(S 0;MB 0; R0;H);
Chapter 6
K-subtree Bit Enumeration
In this chapter, we study the ecient computation of the frequency-based tree sim-
ilarities using classes of ordered trees. They are useful for modeling semi-structured
documents such as HTML and XML, chemical compounds, natural language data,
and Web access logs. In one direction, ordered tree similarities based on substruc-
tures have been extensively studied [81, 85, 86], where the focuses are on substructures
of restricted forms such as paths [81] and q-grams [85]. In other direction, Kashima
and Koyanagi [77] presented an ecient dynamic programming algorithm to compute
the ordered subtree kernel of two ordered trees T1 and T2 in O(jT1jjT2j) time using
general ordered subtrees of unbounded size. Besides the ecient DP algorithms for
ordered trees of unbounded size [77], some authors pointed out the usefulness of the
semi-structured features using bounded sized substructures [87]. However, it does not
seem easy to extend the DP algorithm [77] for bounded sized ordered trees.
The enumeration-based approach [87, 6, 133] is another way of computing such a
tree distance based on a general class of substructures, which is a simple and exible
approach that one uses a pattern enumeration algorithm [6, 152, 161], to nd all sub-
structures contained in an input data to construct a feature vector, and then to solve
a variety of tasks for information retrieval, data mining, and machine learning using
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similarity measure obtained from the constructed feature vectors. One problem in
this approach is the high computational complexity of enumerating all small substruc-
tures. Hence, our goal is to devise ecient algorithms for frequency-based similarity
by employing the recent development of ecient enumeration and mining algorithms
for semi-structured data [6, 152, 161].
In this chapter, we study ecient computation of tree similarity between two or-
dered trees using as features the class of bounded sized ordered subtrees in unrestricted
shape. We present two new ecient algorithms for enumerating the compressed bit-
signatures of all ordered k-subtrees in an input ordered tree using bit-parallel speed-up
technique. The rst one runs in O(k) time per signature, and the second one runs in
constant time per signature using O(n) time preprocessing [5, 71]. From these com-
pressed signatures, we can quickly compute the tree similarity between two ordered
trees. We note that these algorithm are the rst compressed pattern enumeration algo-
rithms [155] for a subclass of trees and graphs. They directly enumerate the compressed
representation of all substructures by incrementally constructing their compressed form
on-the-y without encoding/decoding.
Finally, we ran the experiments on real and articial datasets to evaluate the pro-
posed methods. We observed that the improved versions of the algorithms equipped




In what follows, vertices in a tree are numbered in the DFS manner. As the succinct
representation of ordered trees, the balanced parentheses representation (BP) [5] of an
ordered tree T of k vertices is a bit sequence BP (T ) = b2k 1    b0 dened by the depth-
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rst traversal of T starting from root(T ) the left and right parentheses, \("= 0 and
\)"= 1, when it visits a vertex at the rst and last times, respectively. We call BP (T )
the bit signature of T . For example, in Fig. 6.1, the BP of a tree S4 = f2; 3; 8; 9; 10g
of size 5 is BP (S4) = (()((()))).
For each vertex v 2 T , lpos(v) and rpos(v) 2 [0; 2k   1] denotes the bit positions
for the left and right parentheses in BP (S) corresponding to v, respectively. For any
subset R  S, RPOS(R) denotes the bit-vector X 2 f0; 1g2k such that, for every
v 2 S, X[rpos(v)] = 1 i v 2 R. Now, we state our problem.
Problem 3 (compressed subtree enumeration). Given an input tree T and an integer
k, enumerate all k-subtrees in T in the form of bit signature without duplicates.
Model of Computation
We assume the Word RAM [5, 71] with standard bit-wise Boolean and arithmetic
operations (\+" and \") on w = (log n) bits registers including bitwise and \&",
bitwise or \j", bitwise not \", left shift \", and right shift \", where n is an
input size. We write a constant variable-length bit-vector as \1011". In this chapter, a
bit vector of length L is written as X = bL 1    b0 2 f0; 1gL, where the most signicant
bit (MSB) bL 1 and the least signicant bit (LSB) b0 come in this order. For every i,
we dene the length and the i-th bit of B by jBj = L and B[i] = bi, respectively.
6.1.2 Tree similarity
In this subsection, we give the tree similarity for ordered trees [77, 86]. Let T be an
input ordered tree and S = fS1; : : : ; SMg  T , M  1, be a class of possible subtrees
in T . Each elements of S are called a subtree-feature. The subtree-feature vector of
T based on S is the vector S(T ) of the number of counts that subtrees of S appear
in T . Below, we will omit the superscript S if it is clear from context. Formally, the
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subtree-feature vector (T ) for T based on S is dened by
(T ) = (f1(T ); : : : ; fM(T )) 2 NM ;
where N is the set of natural numbers including zero and for every i 2 [1;M ], fi(T ) =
Occ(Si; T ) is the number of all occurrences of the i-th subtree Si in T . Then, we
consider the the tree similarity Sim(T; T 0) between T and T 0 in one of the following
forms [96]:
 Lp-tree distance for every p = 1; 2; : : ::
Sim(T; T 0) = jj(T )  (T 0)jjp =
 X
i




Sim(T; T 0) = Cosine((T ); (T 0)) =
P





2 (Pi fi(T 0)) 12
Once the feature vectors (T ) and (T 0) are computed by a subtree enumeration
algorithm for class S, Sim(T; T 0) can be computed in linear time in the length of
the vectors. In Fig.6.1, we show examples of an ordered tree T1, the corresponding
k-subtrees, and the feature vector Sk(T1) for T1 based on all k-subtrees for k = 5.
6.2 Enumeration of At-Most K-subtrees in a Tree
In Sect. 6.2 and Sect. 6.3, we present algorithms for computing the subtree-feature
vector of T based on ecient compressed subtree enumeration.
The rst algorithm that we present in this section is the compressed enumeration
version of the constant delay enumeration algorithm for uncompressed subtrees of at
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most size k in an ordered tree by [6, 106, 161].
6.2.1 The outline of the enumeration algorithm
In Algorithm 9, we show our algorithm EnumAtMost for at most k-subtrees and its
subprocedure RecAtMost. This is a simple backtrack algorithm, which starts from
a singleton tree as 0-subtree, and recursively expands the current (i   1)-subtree by
attaching a new vertex u to some vertex v = pa(u) on the current rightmost branch
RMB(S) to generate a new i-subtrees, until its size i becomes k (See [6]). Then, we
say that some vertex v 2 T n S can be added to S as a child of a vertex u = pa(v) on
RMB(S) if v is the younger than any child of u contained in S. Such a parent vertex
v on RMB(S) is called the extension point and u is called the associated new child. If
there is no such a vertex u, then the algorithm backtracks to the parent subtree. The
extension point set is the set XP (S)  RMB(S) of all extension points of S. We give
the denition of XP (S) as follows.
Denition 11. For any u 2 RMB(S), u 2 XP (S) if there exists some v 2 T nS such
that (i) v > max(S) and (ii) v is younger than the youngest child of u in S.
Example 9. For the 5-subtree S3 = f2; 3; 8; 9; 10g in Fig.6.1, Lv(S4) = f3; 10g and
Bd(S4) = f4; 5; 11; 12; 13g, RMB(S4) = f2; 8; 9; 10g, and XP (S4) = f8; 9g.
We will show how to incrementally maintain the extension set XP (S) by growing
S. For a singleton tree S consisting with the root r = root(S) only, if r has a child in
T then XP (S) = frg, and otherwise XP (S) = ;. For a subtree with more than one
vertices, we have the next lemma.
Lemma 25. Let S be any k-subtree of T with k  2. Suppose that k  2 and a
k-subtree R = S [ fvg is obtained from a (k   1)-subtree S by attaching a new child
v to its extension point u = pa(v) 2 XP (S). Then, XP (R) is the set of vertices that
satises the following (a){(c):
















i Subtree Si Signature Bi Freq. fi
1 S1 = f1; 2; 14; 15; 16g (()()()()) 1
2 S2 = f1; 2; 14; 16; 17g (()()(())) 6
3 S3 = f2; 3; 8; 9; 13g (()(()())) 5
4 S4 = f2; 3; 8; 9; 10g (()((()))) 10
5 S5 = f1; 2; 3; 14; 15g ((())()()) 6
6 S6 = f2; 3; 5; 8; 13g ((())(())) 8
7 S7 = f2; 3; 4; 5; 8g ((()())()) 7
8 S8 = f8; 9; 10; 11; 12g ((()()())) 1
9 S9 = f1; 2; 3; 8; 9g ((()(()))) 5
10 S10 = f1; 2; 3; 16; 17g (((()))()) 13
11 S11 = f1; 2; 3; 4; 8g (((())())) 5
12 S12 = f1; 2; 3; 16; 18g (((()()))) 6
13 S13 = f1; 2; 8; 9; 11g ((((())))) 5
Figure 6.1: An ordered tree T1, the corresponding k-subtrees, and the feature vector
Sk(T ) for T1, where k = 5. The set of vertices surrounded by a dashed line indicates
the subtree S4 = f2; 3; 8; 9; 10g, which has occurrences S14 = f1; 15; 16; 18; 19g and
S24 = f2; 3; 8; 9; 12g in T isomorphic to itself.
Algorithm 9: The algorithm EnumAtMost for computing the feature vector H
for the bit signatures of all subtrees with at most k vertices in an input tree T
1 Procedure EnumAtMost(T; k)
2 H  ;; // A hash table H representing a feature vector
3 for r  1; : : : ; n do
4 Initialize bit-vectors B and X;
5 RecAtMost(frg ; T; k);
6 return H;
7 Procedure RecAtMost(S; T; k)
8 if H[S] is dened then
9 H[S] H[S] + 1 else H[S] 1;
10 Output BS(S);
11 if jSj = k then
12 return;
13 foreach extension point v on RMB(S) do
14 Attach a new leaf u to v as the youngest child;
15 Let S [ fug be the resulting subtree;
16 RecAtMost(S [ fug ; T; k);
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(a) For the parent, pa(v) 2 XP (R) i v has a properly younger sibling in T .
(b) For the child, v 2 XP (R) i v has some child in T .
(c) For any old extension point x 2 XP (S) other than pa(v), x 2 XP (R) i x is an
ancestor of pa(v).
Proof. We can immediately follow this lemma from the DFS-numbering.
In condition (c) of the above lemma, we note that any extension point x is either
an ancestor or a descendant of pa(v) in XP (S) since XP (S) is a subset of RMB(S),
a branch in S.
6.2.2 Fast update of bit signatures
In our bit-parallel implementation of EnumAtMost, for each k-subtree, we maintain
two bit-vectors of length 2k, B = BP (S) and X = RPOS(XP (S)), that represent the
current subtree S and its extension point set XP (S), respectively. For simplicity, we
rst describe the algorithm with bit-vectors whose length is no larger than the word
length w = (log n). We eciently update the bit-vectors B and X as follows.
Let i  j and ONE `i:j = 0i 11j 1+10` j 2 f0; 1g` be the bit-mask of length ` whose
i to j bits are lled with 1 bits and the other bits are lled with 0 bits, which can be
computed by shift and subtraction in constant time for i; j = O(log n).
First, we initialize the bit-vectors B and X for the sets S = frg and XP (S) by the
following code: B  \01"; if r has a child on T then X  \01" else X  \00";
Next, the following code correctly updates the bit-vectors B and X when we com-
pute the extension point set XP (S [fvg) for the new subtree S [fvg from XP (S) for
the old one S, where q = rpos(v) and ` = len(B):
 B is updated as follows.
1 B  (B & ONE `` 1:q+1) 2 j (\01" q) j (B & ONE `q:0);
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 X is updated as follows.
1 X  f (\1" q   1) if v has a properly younger sibling g // a parent
j f (\1" q) if v has some child g // a child
j (X & ONE `q 1:0) 2 ; // others
From Lemma 25, we have the following lemma.
Lemma 26 (Update in the small subtree case). If 2k  w, the above codes correctly
updates the bit-vectors B and X in constant time using O(1) words.
Proof. This lemma is trivial since each bit operation in the above codes can be done
in O(1) time.
Lemma 27 (Update in the large subtree case). If k = O(2w), the bit-vectors B and
X can be correctly updated in constant time using O(k=w) words.
Proof. We represent bit-vectors B and X as a doubly linked list of b = O(log n)-bits
blocks, each of which are maintained to store consecutive bits of length db=2e < `  b
(bits) similarly to [71]. In the update of B and X, we need to update only constant
number of blocks, and thus, takes constant time.
From Lemma 26 and Lemma 27, we can get the following theorem.
Theorem 12 (Compressed enumeration of at most k-subtrees). For every k  1, Algo-
rithm 9 enumerates all compressed representations of the at most k-subtrees appearing
in an ordered tree T in O(1) time per solution, generated on the bit-vector B 2 f0; 1g2k,
using O(k=w) words of space in addition to the space for an enumeration algorithm.
From the above theorem, we observe that for every k  1, all compressed repre-
sentations of exact k-subtrees in T can be enumerated in O(k) time per compressed
representation using the same amount of space as above.
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6.3 Enumeration of Exact K-subtrees in a Tree
The second algorithm that we present in this section is the compressed enumeration
version of the constant delay enumeration algorithm for uncompressed k-subtrees in
an ordered tree introduced in Chap. 3.
6.3.1 The outline of the algorithm
The basic idea of our algorithm is as follows: Given a k-subtree S in an input tree T ,
we can obtain the other k-subtree S 0 from S by deleting one vertex from S and adding
one vertex to S.
By repeating this process recursively using backtracking, for each vertex r in T ,
starting from the lexicographically least k-subtree with r as its root, we can enumerate
all k-subtrees with root r appearing in T by recursively transforming the current k-
subtree by the above process. This algorithm runs in O(1) time per k-subtree by
maintaining the vertex lists DL(S)  Lv(S) and AL(S)  Bd(S) to delete and to add,
respectively. In Algorithm 10, we show our algorithm EnumExact and its subprocedure
RecExact.
6.3.2 Fast update of bit signatures
In the implementation with bit-operations, we use three bit-vectors B, L, and A 2
f0; 1g, where B is the BP-vector as dened in the previous section, L is the leaf-vector
representing the set of leaves to delete, and A is the add-vector representing the set of
vertices to add.
In this section, we give the ecient method for updating bit-vectors using bit par-
allel technique. A vertex v is an exact extension point in S if one of children of v can be
attached to S. We dene the sets AL(S) and DL(S) of vertices to add and to delete,
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Algorithm 10: The algorithm EnumExact for computing the feature vector H
for the bit signatures of all subtrees with exactly k vertices in an input tree T
based on constant delay enumeration
1 Procedure EnumExact(T; k)
2 H  ;; // A hash table H representing a feature vector
3 Number the vertices of T by the DFS-numbering;
4 Compute the initial k-subtree Ik;
5 Initialize the related lists and pointers;
6 RecExact(Ik; B; L;X;T; k);
7 return H;
8 Procedure RecExact(S;B; L;X;T; k)
9 Output BS(S); p MSB(L);
10 for each ` 2 DelList(S) do
11 foreach  2 AddList(S) such that  62 Ch(max(Lv(S))) do
12 S  Child1(S; `; ) by updating the related lists and pointers;
13 Update bit sequences B;L;X;
14 RecExact(S;B; L;X;T; k);
15 S  P1(S) by restoring the related lists and pointers;
16 Restore bit sequences B;L;X;
17 Modify X;
18 Proceeds p; // to the next leaf position in L
19 if S is a k-pre-serial tree then
20 S  Child2(S) by updating the related lists and pointers;
21 Update bit sequences sig(S); A; L;
22 RecExact(S;B; L;X T; k);
23 S  P2(S) by restoring the related lists and pointers;
24 Restore bit sequences sig(S); A; L;
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and the set EXP (S) of exact extension points by
DL(S) = fx 2 Lv(S) j x < minbord(S)g :
AL(S) = fx 2 Bd(S) j x > maxleaf(S)g :
EXP (S) = fx 2 T j x = pa(v); v 2 AL(S)g :
We give the following recurrence relation for Lv(S), Bd(S), and EXP (S). In this
subsection,  denotes the DFS-ordering on T .
Lemma 28. Then, set is dened for any subset S.
(a) If S = Ik is an initial k-subtree rooted at u, then AL(Ik) is the set XP (Ik) of
all extension points, and DL(Ik) is the set Lv(Ik) of all leaves.
(b) Let S be any k-subtree, v 2 AL(S), and u 2 DL(S) such that v is not a child of
u. Suppose that S 0 = (S n fug) [ fvg. Then, the following conditions hold:
(i) Lv(S 0) = fx 2 Lv(S) j x 6= ug [ fx 2 T n Lv(S) j Ch(x) \ S = fugg :
(ii) DL(S 0) = fx 2 DL(S) j x < ug [ fx 2 T nDL(S) j Ch(x) \ S = fugg :
(iii) AL(S 0) = fx 2 AL(S) j x > vg [ fx 2 T n AL(S) j x 2 Ch(v)g :
Proof. (a) This is obvious from the DFS-ordering. (b) (i) is obvious. (ii) The smaller
vertices than u in DL(S) remain in DL(S 0). On the other hand, the larger vertices do
not belong to DL(S 0) since u is the new smallest border in S 0. Moreover, if x has the
only child u in S then x is in DL(S 0) since x is a leaf in S 0. (iii) The larger vertices
than v in AL(S) remain in AL(S 0). On the other hand, the smaller vertices do not
belong to AL(S 0) since v is the new largest leaf in S 0. Moreover, if children of v are
larger than v and are in Bd(S 0).
During the enumeration, the algorithm explicitly maintains the lists Lv(S), Bd(S),
and EXP (S). Using these lists and the pointers to the maximum leaf maxleaf(S)
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and to the minimum border vertex minbord(S), the algorithm implicitly represents
the lists DL(S) and AL(S).
Next, we consider the generation of children of type I from Line 10 to Line 18 in
Algorithm 10, and give the bit-parallel implementation of the update procedure for
bit-vectors B, L, X, and pointers p and q to them, while the lists Lv(S), Bd(S) and
EXP (S) are maintained by the algorithm. During the enumeration, we maintain B, L,
and X such that B = BP (S), L[rpos(v)] = 1 i v 2 Lv(S), and X[rpos(v)] = 1 i v 2
EXP (S) for every v 2 T . For initialization, we set B = BP (Ik), L = RPOS(Lv(Ik)),
and X = RPOS(EXP (Ik)) in O(k) time by traversing the initial k-subtree Ik).
Denition 12 (Update for children of type I). Suppose that we generate a child k-
subtree S 0 = (Snfug)[fvg of type I from the parent S. Then, we update the bit-vectors
B, L and X as follows, where p = rpos(u) and ` = len(B):
 The right position q = rpos(v) can be computed from the bit-vector X usingMSB
by the following code:
1 q  MSB(X);
 B is updated by deleting the two bits \01" from right position p for vertex u, and
inserting the two bits \01" for vertex v at right position q   1.
1 B  (B & ONE `` 1:p+2) j (B & ONE `p 1:q+1) 2;
2 B  B j (\01" q) j (B & ONE `q:0);
 L is updated similarly to B. In addition, the two bits surrounding the delete
position for u are overwritten with \01":
1 L (L & ONE `` 1:p+3) j (L & ONE `p 1:q+1) 2 j (\01" q)
j (L & ONE `q 1:0) j f (\01" p+ 1) if Ch(pa(u)) = fug g;
 X is updated similarly to B. In addition, the two bits surrounding the delete
position for u are overwritten with \01":
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1 X  (X & ONE`q 1:0) j f (\1" q) if v has a child g
j (\1" q   1) if (9younger sibling r of v) r 62 S;
Moreover, after the for-loop at line 17, we update X by deleting the extension
point at the highest position one by one:
1 X  X & ( (\1" (MSB(X)  1))) if v has no younger sibling in T ;
 We proceed the pointer p = rpos(u) at line 18 by:
1 p MSB(L & ONE `1:p 1);
Next, the code from Line 19 to Line 24 generates the children of type II updating
the bit-vectors B, L, and X.
Denition 13 (Update for children of type II). Suppose that we generate a child k-
subtree S 0 = (Snfug)[fvg of type II from the parent S. Then, we update the bit-vectors
B, L and X as follows:
 The right position q can be computed by
1 q  MSB(X);
 B is updated by deleting the most left bit of B and the most right bit of B, and
inserting the two bits \01" for vertex v position q.
1 B  (B & ONE 2k2k 2:q+1) 1 j (\01" q   1) j (B & ONE 2kq:1) 1;
 L is updated similarly to B. In addition, the right position bit of the inserting
vertex v, is overwritten with \0".
1 L (L & ONE 2k2k 2:q+1) 1 j (\01" q 1) j (L & ONE 2kq 1:1) 1;
 X is updated by overwriting bits in the left of q with \0". In addition, two bits
are overwritten with \1" if corresponding vertices satisfy some conditions.
1 X  (X & ONE2kq 1:1) 1 j f (\1" q   1) if v has a child; g
j (\1" q   2) if (9younger sibling r of v) r 62 S;
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In the small tree case that 2k  w, it follows from Lemma 28 that the above
procedure correctly updates the data structure in constant time per iteration using
O(1) words. In the large tree case that k = O(2w), a similar discussion to Lemma 27
shows that the procedure also run in constant time using O(k=w) words. Therefore,
we have the following theorem.
Theorem 13 (Compressed enumeration of exact k-subtrees). Let T be an input tree
and k be a positive integer. The algorithm EnumExact in Algorithm 10 enumerates
all compressed representations of the exact k-subtrees appearing in T in O(1) time
per compressed representation, generated on the bit-vector B 2 f0; 1g2k, using O(k=w)
words of space in addition to the space for an enumeration algorithm.
From the above theorem, we obtained a constant-delay algorithm for compressed
enumeration for exact k-subtrees, which improves on the O(k)-delay algorithm in
Sect. 6.2 by a factor of O(k).
6.4 Experiments
In the experiments, we compared the running time of the algorithms in Sect. 6.2
and Sect. 6.3 on articial and real datasets. We implemented in C++ the algo-
rithms EnumAtMost in Sect. 6.2 and EnumExact in Sect. 6.3, denoted by Atmost()
and Exact(), respectively, where  indicates the types of algorithms as follows:
 \Enum" enumerates subtrees without printing them.
 \Naive" is the original algorithm that rst enumerates a subtree and then com-
putes its bit signature.
 \Fast" is the modied algorithm that directly enumerates the bit signature of a
subtree with bit-parallel signature maintenance.
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The algorithms were complied by g++ 4.2.1 and were run on a PC (CPU IntelR
Xeon(R) 3.6GHz, 34GB RAM) operating on Ubuntu OS 13.04.
6.4.1 Comparison of algorithms on real data
As input, we use a phylogenetic tree of inuenza virus of n = 4240 vertices, which was
constructed from virus data in NCBI Inuenza Virus Resource1 by neighbor-joining
method. In Fig.6.2, we show the running time of algorithms for computing the feature
vector (T ) of an input tree T varying the size of subtrees for k = 15 to 19. From
this gure, for each of Exact and Atmost, the fast version (Fast) was faster than the
naive version (Naive). For example, the speedup ratio for k = 19 were 36% for Exact,
and 22% for Atmost. It depends on the type of update  which is faster between
Exact and Atmost. In the case of Exact, the overhead of computing bit signatures over
enumeration only (Enum) are 6 times for Fast and 9.5 times for Naive.
6.4.2 Comparison of algorithms on articial data
We used a articial tree with size n = 35, which has depth one and consists of a root
vertex and 34 leaves. Fig.6.3 shows the result of experiment. The fastest algorithm
was Exact(Fast), which was 34% faster than Exact(Naive) for k = 18.
6.4.3 Computing the gram matrix of a set of trees
To evaluate the usefulness of our algorithms in the context of tree mining [77, 87],
we applied Exact(Fast) to similarly matrix computation [85, 86]. We computed M =
70; 532 dependency trees, one tree per one Japanese sentence, in total size 1; 140; 098
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Their average and standard deviation sizes are 16:16 and 12:65 (vertices). Applying
Exact(Fast) to this dataset with k = 4, we computed the M  M -similarly matrix
for 4-subtrees using cosine-tree distance in 1; 276:12 seconds, where only 0.1% (1.61
seconds) of the time was spent for computing feature vectors and 99.9% for matrix
computation.
6.4.4 Summary of experimental results
Overall, the proposed method (Fast) achieved around 22% to 30% speedup over the
naive method (Naive). From the last experiment, the proposed method seems to have






























Figure 6.2: The running time against the
subtree size k on the real phylogenetic tree

























Figure 6.3: The running time against the
subtree size k on the articial tree with
n = 35 vertices and depth one.

Chapter 7
Conclusion and Future Work
In this thesis, we studied the enumeration problems for acyclic substructures. By com-
bining the basic techniques and non-trivial amortized analysis, we developed ecient
enumeration algorithms for our problems. Finally, we show further directions of this
research area as follows:
(I) The best known k-subtree enumeration problem runs in O(k) time per solu-
tion [46]. Can we enumerate k-subtrees in general graphs in constant delay?
(II) Does there exist an output-sensitive enumeration algorithm for maximal in-
duced trees in a general graph? In addition, a maximal subtree is corresponds
to a spanning tree. What is the essential dierent between enumeration prob-
lems for induced graphs and for subgraphs?
(III) In Chap. 5, we proposed an enumeration algorithm for Berge-acyclic sub-hypergraph
in polynomial amortized time per solution. In addition, Daigo and Hirata [31]
proposed an enumeration algorithm for maximal -acyclic sub-hypergraphs.
Can we also enumerate Berge-, -, and -acyclic sub-hypergraphs in polyno-
mial amortized time per solution?
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(IV) Does there exist an universal complexity analysis technique for enumeration
algorithms for connected and acyclic substructures?
(V) Can we develop ecient exact exponential algorithms [48] using enumeration
and amortization analysis technique?
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