Soluciones alternativas al control predictivo basado en modelo de volterra by Gruber, J.K. & Peñarrocha-Alós, Ignacio
SOLUCIONES ALTERNATIVAS AL CONTROL
PREDICTIVO BASADO EN MODELO DE VOLTERRA
J.K. Gruber
Unidad de Sistemas Ele´ctricos, Instituto IMDEA Energ´ıa, Mo´stoles (Madrid)
jorn.gruber@imdea.org
I. Pen˜arrocha
Departament d’Enginyeria de Sistemes Industrials i Disseny, Universitat Jaume I de Castello´
ipenarro@uji.es
Resumen
El concepto ba´sico de control predictivo basado en
modelos (MPC) ofrece la posibilidad de usar mo-
delos no lineales para predecir la evolucio´n futura
del sistema. La consideracio´n de modelos no linea-
les en una funcio´n de coste cuadra´tica resulta en
un problema de optimizacio´n posiblemente no con-
vexo con varios mı´nimos. En este trabajo se pre-
sentan diferentes alternativas para la solucio´n del
problema del control predictivo no lineal basado en
modelos de Volterra. Las opciones planteadas con-
sisten en la utilizacio´n de un solver global no lineal
incluido en Matlab, la utilizacio´n de la te´cnica de
los momentos y, para el caso de modelos de Volte-
rra de grado dos, la transformacio´n del problema
en uno de programacio´n semideﬁnida. Se muestra
mediante un ejemplo la bondad de las diferentes
propuestas y la relacio´n del coste computacional
de cada opcio´n en funcio´n de los horizontes de
prediccio´n y control.
Palabras clave: Control predictivo, optimiza-
cio´n sobre polinomios, momentos, programacio´n
semideﬁnida.
1. Introduccio´n
El control predictivo basado en modelo (MPC, del
ingle´s Model Predictive Control) ha experimenta-
do un gran desarrollo en las u´ltimas de´cadas y se
ha convertido en una de las te´cnicas de control
avanzado ma´s populares en la comunidad cient´ıﬁ-
ca y la industria. Varios factores contribuyen al
e´xito de MPC, entre los ma´s importantes, la for-
mulacio´n intuitiva del problema de control, la po-
sibilidad de controlar una gran variedad de proce-
sos, la consideracio´n de restricciones y, al menos
en el caso de MPC lineal, la fa´cil implementacio´n
de la ley de control. La posibilidad de utilizar mo-
delos que se pueden obtener fa´cilmente del proceso
considerado, p.ej. modelos de respuesta ante im-
pulso o escalo´n, representa otra ventaja de MPC,
especialmente en aplicaciones industriales.
Pra´cticamente todos los procesos dina´micos de
importancia industrial exhiben cierto comporta-
miento no lineal. Sin embargo, la gran mayor´ıa
de te´cnicas de MPC han sido desarrolladas para
sistemas lineales. La aplicacio´n de MPC lineal a
procesos con dina´mica fuertemente no lineal pue-
de resultar en un rendimiento de control deﬁciente,
debido a la discrepancia entre el sistema y el mo-
delo. Con el ﬁn de obtener un mejor rendimiento
de control, se puede considerar el uso de control
predictivo no lineal (NMPC, del ingle´s Nonlinear
Model Predictive Control). Desafortunadamente,
el NMPC tiene algunos inconvenientes para su
uso en la industria como la diﬁcultad de obtener
modelos apropiados del proceso considerado y la
solucio´n necesaria de un problema de optimiza-
cio´n posiblemente no convexo. A pesar de que hay
evidencia de que NMPC habitualmente mejora el
rendimiento de control, el uso de este tipo de es-
trategia en la industria es todav´ıa relativamente
escaso.
Para la aproximacio´n de procesos no lineales se
usan modelos de Volterra en muchos campos,
entre otros en aplicaciones biome´dicas, acu´stica,
electro´nica y control de procesos, pero especial-
mente en el procesamiento de sen˜ales para el di-
sen˜o de ﬁltros no lineales. Los modelos de Volterra,
a pesar de representar modelos no lineales, son li-
neales en sus para´metros. Debido a ello se pueden
estimar los para´metros de los modelos de Volte-
rra mediante te´cnicas de identiﬁcacio´n habitual-
mente usadas para modelos lineales, p.ej. me´todos
de mı´nimos cuadrados. Adema´s existe la posibili-
dad de estimar los para´metros de los modelos de
Volterra a partir de datos experimentales de tipo
entrada-salida. Por tanto, no hace falta un cono-
cimiento profundo del proceso que se aproxima.
Finalmente, los modelos de Volterra pueden ser
usados para modelar una gran variedad de dina´mi-
cas no lineales diferentes, como sistemas de fase no
mı´nima.
Las razones mencionadas convierten los modelos
de Volterra en buenos candidatos para el desarro-
llo de nuevas te´cnicas de NMPC. Probablemente el
mayor inconveniente es la minimizacio´n de la fun-
cio´n de coste frecuentemente no convexa. No obs-
tante, en los u´ltimos an˜os se han propuesto varios
me´todos para determinar la secuencia de control
mediante NMPC basado en modelos de Volterra.
En [1, 2] la optimizacio´n se realiza sin considerar
restricciones mediante un algoritmo iterativo ba-
sado en la separacio´n de los te´rminos lineales y
no lineales de un modelo de Volterra de segundo
orden. Las dos estrategias de NMPC subo´ptimas
basadas en modelos de Volterra de segundo or-
den [3] consideran una u´nica variable de decisio´n
y convierten el problema de optimizacio´n posible-
mente no convexo en un polinomio de grado cuatro
fa´cilmente de resolver. En [4, 5] se ha desarrollado
un enfoque de convexiﬁcacio´n para estrategias de
NMPC basado en modelos de Volterra de segundo
orden que aproxima la funcio´n de coste original
mediante una serie de funciones cuadra´ticas con-
vexas.
La utilizacio´n de modelos de Volterra hace del
problema de optimizacio´n no lineal un problema
de optimizacio´n sobre polinomios cuya estructura
puede ser explotada [6]. La te´cnica de los momen-
tos [7, 8] reduce el problema de optimizacio´n so-
bre polinomios en una secuencia de problemas de
desigualdades lineales matriciales (LMI, del ingle´s
Linear Matrix Inequalities) tratable computacio-
nalmente. La aplicacio´n de esta te´cnica al proble-
ma en cuestio´n es directa gracias a herramientas
como Gloptipoly o Yalmip [9, 10]. Sin embargo,
tiene un coste computacional elevado debido a la
naturaleza multivariable del polinomio a optimi-
zar, puesto que el nu´mero de variables de decisio´n
crece con el horizonte de control a considerar. Da-
da la estructura de la funcio´n objetivo, tambie´n
es posible transformar el problema en uno de de-
sigualdades bilineales matriciales (BMI) que pue-
de resolverse a su vez por dos v´ıas: mediante sol-
vers comerciales dedicados para este problema co-
mo PENBMI [11, 12], y de forma iterativa median-
te aproximaciones convexas [13, 14] con un coste
computacional menor que el me´todo de los mo-
mentos. La ventaja de la v´ıa iterativa es que so´lo se
requiere de un solver de programacio´n semideﬁni-
da, pero, sin embargo, requiere la implementacio´n
de un algoritmo iterativo por parte del usuario, a
diferencia de la escritura directa que permiten las
otras dos te´cnicas (momentos y BMI). En este tra-
bajo se muestra como resolver el problema NMPC
para modelos Volterra mediante la te´cnica de los
momentos, as´ı como la transformacio´n del mismo
en un problema BMI y la propuesta de solucio´n
iterativa del mismo.
El resto del trabajo se organiza de la siguiente
manera: la Seccio´n 2 describe la idea de control
predictivo basado en modelos de Volterra y los
posibles problemas. En la Seccio´n 3 se proponen
dos soluciones para el problema de optimizacio´n:
una basada en la te´cnica de los momentos, y otra
basada en la resolucio´n de un problema BMI. La
Seccio´n 4 presenta la aplicacio´n de las soluciones
propuestas a un ejemplo simple. Finalmente se ex-
ponen las conclusiones principales en la Seccio´n 5.
2. Planteamiento del problema
Los modelos de Volterra [15] representan la exten-
sio´n simple y lo´gica de modelos de respuesta ante
impulso y vienen deﬁnidos por:









hn(i1, . . . , in) · . . .
u(k − i1) · · ·u(k − in)
siendo y(k) y u(k) la salida y entrada del modelo,
respectivamente. El para´metro h0 es la parte ﬁja
del modelo, h1 denota los para´metros del te´rmino
lineal y hn ∀n ≥ 2 representa los para´metros de
los te´rminos no lineales. En [16] se ha demostra-
do que se puede aproximar cualquier sistema con
memoria acotada mediante un modelo de Volterra
de orden suﬁcientemente alto. Este tipo de modelo
exhibe normalmente un buen comportamiento y se
puede explotar su estructura en el disen˜o de con-
troladores, especialmente los modelos de segundo
orden. Para un sistema con memoria acotada, el
modelo de Volterra de segundo orden viene deﬁni-
do por [17]:
y(k) = h0 +
N1∑
i=1





h2(i, j)u(k − i)u(k − j)
(2)
donde N1 andN2 denotan el orden de truncamien-
to de los te´rminos lineales y no lineales del modelo.
Cabe destacar que la salida y(k) (2) en el mues-
treo k depende exclusivamente de las entradas pa-
sadas u(k − i) del modelo. Con la idea mantener
la notacio´n simple se usara´ N1 = N2 = Nt en las
siguientes secciones.
Con un horizonte de prediccio´n N , un horizonte
de control Nu y un orden de truncamiento Nt,
un modelo de prediccio´n basado en un modelo de
Volterra de segundo orden tiene la forma [17]:
y = Gu+ f(u) + c (3)
c = Hup + g + d (4)
siendo y ∈ RN el vector de salida del sistema a
lo largo del horizonte de prediccio´n, u ∈ RNu es
el vector de entradas futuras y up ∈ R
Nt es el
vector de entradas pasadas. Los te´rminos Gu con
G ∈ RN×Nu y Hup con H ∈ R
N×Nt representan
las partes lineales basadas en entradas futuras y
pasadas, respectivamente. El te´rmino f(u) ∈ RN
denota la parte no lineal del modelo que depen-
de de las entradas futuras. La parte no lineal que
depende exclusivamente de las entradas pasadas
se considera en en el vector g ∈ RN . El vector
d ∈ RN con d = [d(k), . . . , d(k)]T contiene el
error de estimacio´n actual (la diferencia entre la
salida del sistema y la prediccio´n). En MPC se
determina las entradas futuras minimizando una
funcio´n objetiva basada en el modelo de predic-
cio´n del sistema considerado. Frecuentemente se
usa la siguiente funcio´n cuadra´tica[18]:
J(u) = (y − r)T (y − r) + λΔuTΔu (5)
donde el escalar J(u) es el coste, r ∈ RN denota
la referencia a lo largo del horizonte de prediccio´n
y Δu ∈ RNu denota el vector de incrementos en
la accio´n de control. El para´metro λ representa
la penalizacio´n de la accio´n de control y permite
ajustar el MPC hacia un control ma´s agresivo (λ
bajo) o ma´s suave (λ alto). La secuencia de con-
trol optima se calcula usualmente minimizando la
funcio´n de coste (5):





considerando las restricciones q(u) ≤ bc.
Usando el modelo de prediccio´n no lineal (3)-(4)
convierte la funcio´n de coste (5) en un polinomio
de orden cuatro. El problema de optimizacio´n (6)
no necesariamente convexo da lugar a varios mı´ni-
mos. El objetivo del presente trabajo es el desarro-
llo de me´todos para resolver el problem de optimi-
zacio´n y determinar la secuencia de control o´ptima
de forma eﬁciente y ra´pida.
3. Soluciones propuestas
A continuacio´n se exponen las diferentes propues-
tas para resolver el problema de optimizacio´n en
cada iteracio´n:
1. La utilizacio´n de un solver gene´rico incluido
en Matlab mediante la utilizacio´n de la fun-
cio´n fmincon. Este solver suele ser bastante
robusto y consigue resolver los problemas po-
lino´micos planteados.
A continuacio´n se propone la utilizacio´n de la
te´cnica de los momentos. Para ello se dispone
de dos herramientas:
2. El uso del software gratuito Gloptipoly [9],
que tiene una sintaxis propia y corre sobre
Matlab.
3. La utilizacio´n del me´todo de Lasserre [7] y
explotar la estructura dispersa de las matrices
que deﬁnen el problema. Para ello se puede
utilizar el interfaz Yalmip junto a la funcio´n
solvemoment.
4. Para el caso de modelos de Volterra de grado
2 (so´lo hay productos de dos acciones de con-
trol en el modelo como en (2)) se propone la
transformacio´n del problema en un problema
de desigualdades de matriz bilineal (BMI). El
problema (6) se puede transformar en primer
lugar en el problema:






La u´ltima desigualdad se puede transformar
en la desigualdad matricial:
⎡
⎣




⎦  0 (8)
mediante la aplicacio´n de los complementos
de Schur. El te´rmino y−r es cuadra´tico en las
variables de decisio´n contenidas en el vector
de acciones de control, con lo que se trata de
un problema de BMI resoluble mediante el
solver PENBMI que puede ser llamado desde
Yalmip [11].
5. En u´ltimo lugar, se propone solucionar el pro-
blema BMI anterior mediante una secuen-
cia de problemas convexos tras linealizar los
elementos cuadra´ticos que aparecen en el
te´rmino y− r con la te´cnica expuesta en [14]
(se omiten los detalles por brevedad). Este
problema se puede escribir de forma sencilla
con ayuda de Yalmip y se resuelve con un sol-
ver esta´ndar para problemas de programacio´n
semideﬁnida (como Sedumi).
4. Ejemplo
Finalmente, se han implementado los me´todos pa-
ra resolver los problemas polino´micos de control
predictivo basado en modelos de Volterra de se-
gundo orden. En simulaciones se han aplicado las















Figura 1: Curva estacionaria del sistema no lineal
(salida del modelo para entrada constante) y res-
tricciones en la entrada consideradas (l´ıneas dis-
continuas).
diferentes propuestas a un sistema no lineal con el
objetivo de comparar el rendimiento.
El sistema no lineal considerado puede ser expre-
sado como un modelo de Volterra de segundo or-
den (2) con memoria acotada. Los para´metros del
sistema son los siguientes:
h0 = 4










En el NMPC se usa el modelo de Volterra del sis-
tema no lineal (9) en combinacio´n con los me´todos
de optimizacio´n propuestos para determinar la se-
cuencia de control. Se supone que no hay error
de modelado, es decir, el modelo de control usa-
do en la optimizacio´n y el sistema controlado son
ide´nticos. La relacio´n entre entrada y salida del
sistema en re´gimen estacionario y las restricciones
consideradas en la optimizacio´n se pueden ver en
la Fig. 1.
En las simulaciones con el NMPC usando los di-
ferentes me´todos para resolver el problema de op-
timizacio´n se ha limitado la accio´n de control al
intervalo u ∈ [0, 2.5]. Con un orden de trunca-
miento de Nt = 3 del modelo de Volterra se ha
ﬁjado los horizontes de prediccio´n y control de los
NMPC en Np = 3 y Nu = 3, respectivamente. Los
incrementos en la accio´n de control se han pena-
lizado en la funcio´n de coste con λ = 3. En las
ﬁguras 2 y 3 se muestra la evolucio´n temporal de
la salida y las acciones de control, as´ı como el tiem-










































Figura 2: Resultados obtenidos con el NMPC
usando la funcio´n fmincon de Matlab. Arriba: sa-
lida del sistema y y referencia r, centro: accio´n de
control u, abajo: tiempo de optimizacio´n tc.
po de co´mputo necesario en cada iteracio´n para la
primera solucio´n propuesta (funcio´n fmincon inte-
grada en Matlab) y la quinta (aproximacio´n con-
vexa para resolver el problema BMI), que son las
de menor y mayor coste computacional, respecti-
vamente, para el horizonte Np = Nc = 3 indicado.
En la ﬁgura 4 se muestran los tiempos de co´mpu-
to medios por periodo para diferentes horizon-
tes Np = Nc, dando todas las te´cnicas un ı´ndi-
ce de coste y una respuesta temporal pra´ctica-
mente ide´nticos. Se puede observar que el me´todo
gloptipoly es el primero en perder prestaciones
cuando el horizonte aumenta ligeramente, seguido
del me´todo solvemoment. El me´todo del uso del
solver BMI muestra un menor empeoramiento de
prestaciones con el aumento del horizonte que las
opciones anteriores. Finalmente, la aproximacio´n
convexa muestra un comportamiento ma´s robus-
to frente al aumento del horizonte, mejorando las
prestaciones respecto de fmincon para horizontes
mayores de 30.
5. Conclusiones
En este trabajo se han planteado varias alternati-
vas para la solucio´n del problema del control pre-
dictivo no lineal para sistemas modelados median-
te series de Volterra. Para ello se han planteado











































Figura 3: Resultados obtenidos con el NMPC
usando la aproximacio´n convexa para resolver el
problema BMI. Arriba: salida del sistema y y refe-
rencia r, centro: accio´n de control u, abajo: tiempo
de optimizacio´n tc.
diferentes opciones para resolver la optimizacio´n
sobre polinomios que aparece en cada iteracio´n,
tratando de explotar la naturaleza polino´mica del
problema.
La primera opcio´n es el uso de un solver gene´ri-
co como el integrado en Matlab con la funcio´n
fmincon. Otra opcio´n es el uso de la te´cnica de
los momentos, que transforma el problema en una
secuencia de problemas de programacio´n semide-
ﬁnida resoluble mediante solvers esta´ndar. En es-
te caso existen dos herramientas (gloptipoly y
solvemoment), aunque la u´ltima muestra un mejor
comportamiento al explotar la estructura disper-
sa de las matrices que formulan el problema de los
momentos. En el caso de utilizar modelos de Vol-
terra de grado dos, tambie´n es posible plantear el
problema mediante un problema de desigualdades
bilineales matriciales que puede resolverse median-
te solvers existentes para este propo´sito (penbmi),
o mediante una linealizacio´n del problema y la re-
solucio´n de una secuencia de problemas convexos
mediante un solver esta´ndar (como sedumi).
Se han comparado mediante un ejemplos las pres-
taciones en tiempo de co´mputo que ofrecen cada
una de las posibles soluciones al problema, y se
ha mostrado que, para el caso de modelos de Vol-
terra de grado dos, el planteamiento mediante un






























Figura 4: Tiempo de optimizacio´n tc medio por
iteracio´n en funcio´n de los horizontes de control y
prediccio´n.
problema BMI y su aproximacio´n convexa ofrece
mejores prestaciones para grandes horizontes.
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