The paper proposes a signal reconstruction technique based on the decomposition into chaotic components. The considered approach can be usefully associated with the filtering, forecasting and control algorithms when only a small number of data samples is available. The developed decomposition algorithm involves sequential component extraction and recursive computation of the cost function. Some related questions are also discussed: choice of the class of chaotic maps, computational complexity of parameter estimation.
Introduction
Chaos and nonlinear dynamics provide modeling techniques [1, 2] for different applications [3] . Consider the problem of signal reconstruction from a small number of data samples. One of the most common approaches is decomposition into additive components [4, 5] . In this paper chaotic maps [6] are used as models of the components. This approach can improve the accuracy of state estimation [7] and short-term forecasting [8] .
The model of data signal. The data signal is reconstructed as a linear combination of chaotic components:
a i x i,k + a m+1 + v m,k , k = 1, 2, . . . , N,
where y k -data signal; x i,k , i = 1, 2, . . . , m -chaotic components; v m,k -approximation errors; a i , i = 1, 2, . . . , m + 1 -weight coefficients; i -component index; k -time step; m -number of components; N -number of data samples.
The components x i,k , i = 1, 2, . . . , m are given by chaotic maps:
where λ i , i = 1, 2, . . . , m are parameters of the maps. The values of the variables x i,k , i = 1, 2, . . . , m at the time step k depends on the initial conditions x i,0 , i = 1, 2, . . . , m:
Notation f k denotes k iterations of the map f :
The problem is to estimate the weight coefficients a i , i = 1, 2, . . . , m + 1, initial conditions x i,0 , i = 1, 2, . . . , m and parameters λ i , i = 1, 2, . . . , m.
Choice of the class of chaotic maps. A one-dimensional map f : X → X is chaotic on X if f satisfies the following conditions [9] :
1. f has sensitive dependence on initial conditions: there exists δ > 0 such that, for any x ∈ X and any ǫ > 0, there exists y ∈ X such that |x − y| < ǫ and
2. f is topologically transitive: for any pair of open sets U, V ⊆ X there exists k > 0 such that f k (U) ∩ V = ⊘. 3. Periodic points of the map f are dense in X: there exists at least one periodic point in any neighborhood of any x ∈ X.
The choice of the class of chaotic maps (2) depends on the characteristics of the data signal y k , such as fractal dimension [10] and autocorrelation function [11] . Different classes can be defined by the sufficient conditions given in [12] . In [13] , one-parameter families of chaotic maps are defined as ratios of polynomials. A new class of maps (Vertigo family), which are extensions of chaotic maps on the unit interval, is introduced in [14] . Chaotic signals passed through linear filters [15] can also be used as a components of the linear combination (1).
The Algorithm of Parameter Estimation
The proposed algorithm is based on sequential component extraction, i.e. sequential reconstruction of the component models (2) . Consider the estimation of the initial condition x m,0 and parameter λ m for the component x m,k . It is assumed that the estimateŝ 
The matrix G k consists of the values x i,k , i = 1, 2, . . . , m at the time step k:
Notation x m,k (x m,0 , λ m ) means that the variable x m,k depends on the cost function arguments (initial condition x m,0 and parameter λ m ):
The elements c i,k , i = 1, 2, . . . , m + 1 of the coefficient vector
correspond to the weight coefficients a i , i = 1, 2, . . . , m + 1 of the linear combination (1).
For certain values of the initial condition x m,0 and parameter λ m , the coefficient vector c k is calculated recursively:
where I is the identity matrix of dimension (m + 1) × (m + 1); r m is the prior estimate of the variance of the approximation errors v m,k . Equations (4)-(6) represent the recursive least square estimation [16] . It is also a special case of the Kalman filter applied to the state-space model
In this interpretation, the variables c k , G k , L k and P k are the state vector, measurement matrix, filter gain and estimation error covariance, respectively. Recursive computation assumes that the accuracy of the value of c k increases with the number of time steps. Therefore the cost function (3) is weighted by the coefficients θ k ∈ [0, 1]:
where β > 0. Due to the recursive form of (4)- (6), it is also reasonable to calculate the cost function (3) recursively:
where 
Numerical Example
Consider the data signal produced by the Henon map [6] 
which is chaotic for α 1 = 1.4, α 2 = 0.3. The initial conditions y 0 = 0, y 1 = 0.5, the number of data samples N = 30. The logistic maps are used as models of the components x i,k , i = 1, 2, . . . , m:
If m = 1 the initial value of the coefficient vector is set to zero: c 0 = 0 0 T . If m > 1 the previously obtained estimates are used to set the initial value:
The prior estimate of the variance of the approximation errors
where σ y , σ v m−1 are the sample standard deviations. Thus, it is assumed that the extraction of the component x m,k reduce the standard deviation of the approximation errors v m,k by a factor of 2.
Particle Swarm Optimization (PSO) [17, 18, 19] is applied to find the global minimum of the cost function (3). In (7) parameter β = 10. Fig. 1, 2 show the multiextremal cost function F N (x 1,0 , λ 1 ) that corresponds to the reconstruction of the first component x 1,k . The set of 100 particles is used to find the global minimum. Fig. 3 shows the final positions of the particles after 500 iterations of the PSO.
Finally, the data signal y k is reconstructed as the linear combination of m = 3 components (Fig. 5) . The estimated parameters of the model (1), (8) are given in Table. Fig . 4 shows the recursive computation of the weight coefficients. 
where σ vm , σ y are the sample standard deviations of the approximation errors v m,k and data signal y k , respectively. Fig. 6 shows the dependence of the average relative error ǫ m on the number m of components.
Conclusion
The proposed algorithm is based on sequential component extraction. The extraction of each component requires the minimization of the cost function that depends only on two variables: the initial condition and parameter of chaotic map. The weight coefficients of the linear combination are calculated recursively together with the value of the cost function. The main difficulty is that the cost function becomes extremely complex and has a large number of local minima. Thus, it is necessary to use global optimization algorithms. At the same time, nonlinear properties of chaotic maps can provide the required accuracy even for a small number of components. Для построения нелинейной модели сигнала предлагается использовать разложе-ние по системе хаотических процессов. Рассматриваемый подход ориентирован на при-менение в алгоритмах фильтрации, прогнозирования и управления в условиях, ко-гда доступно небольшое число измерений. Разрабатываемый алгоритм разложения использует последовательное выделение составляющих и рекуррентное вычисление значения целевой функции. Рассмотрены вопросы выбора класса хаотических отоб-ражений, сложность задачи оценивания параметров модели, связанная с многоэкстре-мальностью целевой функции.
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