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Abstract
We study the convergence property of a family of distributed routing algorithms based on the ant colony metaphor,
which generalize the uniform ant routing algorithms proposed earlier. For a simple two-node network, we show that
the probabilistic routing tables under these algorithms converge in distribution, and discuss some of implementation
issues.
I. INTRODUCTION
In the past decade, several authors have used the ant colony metaphor to design distributed adaptive routing
algorithms in both datagram networks [4] and telephone networks [5]; a good survey of these efforts is given in
Chapter 2 of [1]. In this paper we revisit the class of uniform ant routing algorithms discussed by Subramanian et
al. [6]. These algorithms are randomized algorithms that implement a form of backward learning in response to
short control messages called ants. This can be loosely described as follows:
Consider the situation where hosts are provided connectivity through a network of R routers. Two routers are
said to be neighbors if there exists a bidirectional point-to-point link between them, and let N r denote the set of
routers which are neighbors of router r = 1, . . . , R. Router r maintains a probabilistic routing table with a separate
vector entry (d, (i, pi), i ∈ Nr) for each host destination d. For each neighboring router i in N r, we understand pi
as the probability with which router r uses link (r, i) when forwarding a data packet destined for d. There is a cost
cri associated with the use of link (r, i); this cost is assumed symmetric (i.e., cri = cir) and is known to router r.
An ant is a control message of the form (d, s‖c) where d and s are distinct hosts, and c is some numerical value
to be updated in due course. We refer to hosts d and s as the destination and source, respectively, and regard c as
an estimate of the cost-to-go for reaching host d. Periodically, host d generates an ant (d, s‖c) which is destined
for some randomly selected host s = d with c initially set to zero. The ant is forwarded to the source s over the
network of interconnected routers and on the way updates the routing tables at intermediary routers (in a way to
specified shortly).
When ant (d, s‖c) arrives at the intermediary router r coming from router i through link (i, r), the cost estimate
c for reaching d from router i is incremented by the cost of the (reverse) link (r, i) with
c← c + cri (1)
and the new value of c thus provides an estimate of the cost-to-go to reach d from router r. Next, the vector entry
in the routing table for destination d is updated according to
pi ← pi + ∆p1 + ∆p , pj ←
pj
1 + ∆p
(j ∈ Nr \ {i}) (2)
where ∆p = Kf(c) (K > 0), and f(c) is a non-decreasing function of the just incremented value of c. Consequently,
the probability of using the (reverse) link over which the ant arrived at router r has been increased relative to that
of other links, while that of other links is being discounted. This constitutes a form of (backward) reinforcement
learning.
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Upon completing the updates (1)-(2), router r forwards the updated ant (d, s‖c) to one of its neighboring router
i in Nr. The ant (d, s‖c) eventually reaches its destination s with c now giving the end-to-end cost of sending a
message from s to d (in fact the cost of the very path followed by the ant), and is destroyed. The manner in which
ant forwarding is carried out distinguishes the various types of ant routing algorithms. The uniform ant algorithm is
designed with multi-path routing in mind, and requires that ants arriving, say at router r, be forwarded to the next
neighboring router with equal probability L−1r where Lr is the number of routers in Nr, and more generally, the
number of links going out of r (in the case of multiple links). As a result, uniform ants will utilize each and every
path between a source and a destination with a positive probability.
In [6], Subramanian et al. discuss among other things the convergence of uniform ant algorithms. Their discus-
sion focuses on a simple two router network for which the algorithm is claimed [6, Prop. 2] [7] to converge (in
an unspecified mode of convergence) to constant values. Here we revisit this two-node model. Our main result is
contained in Theorem 1, and states that (i) convergence takes place in distribution, and (ii) not to constants. This
last fact has implications for the implementation of such ant algorithms.
The key observation behind the proof of Theorem 1 is the identification of the iterates of the uniform ant algorithm
with the output of a very simple collection of iterated random functions. A large literature is available on the
convergence of these iterative schemes, and the survey in [3] (and references therein) provides a nice introduction
to this topic. We exploit the very simple structure of the underlying collection of random functions to give a simple
and self-contained proof of Theorem 1.
The paper is organized as follows: The uniform ant algorithm is formally described in Section II for a sim-
ple two-link network. Theorem 1 is presented in Section III. A convergence proof is given in Section IV, and
implementation issues are pointed out in Section V.




node 0 node 1
Fig. 1. Parallel link network.
In this section we present a two-node model together with the corresponding uniform ant routing algorithms. The
setup is somewhat more general than the one used in [6].
The network comprises two routers or nodes, thereafter labeled node i = 0 and node i = 1, connected by a set
of L parallel bidirectional links (Fig. 1). All hosts are attached to either node i = 0 or node i = 1.
Pick node i (i = 0, 1). Destinations hosts attached to node i generate ants at times {t in, n = 1, 2, . . .} with
0 < tin < t
i
n+1 for each n = 1, 2, . . .. Forwarding the n
th ant to node 1 − i requires that one of the L links from
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node i to node 1− i, say 1−i(n), be selected. The nth ant is then sent over link 1−i(n), and arrives at node 1− i,




n. For simplicity of exposition we assume the non-overtaking condition
ain < a
i
n+1, n = 1, 2, . . . (3)
with ai0 = 0 for the sake of concreteness.
Node i maintains a probabilistic forwarding table p i(n) := (pi1(n), · · · , piL(n)) with 0 ≤ pi(n) ≤ 1 ( =




(n) = 1. The entry p
i





node i forwards a data packet from node i to node 1− i over link .
When at time ain, node 1 − i receives the nth ant, say over link i−1(n) = , it immediately updates its proba-
bilistic forwarding table according to
p1−i (n + 1) =
p1−i (n) + C(1− i)
1 + C(1− i) (4)
and
p1−ik (n + 1) =
p1−ik (n)
1 + C(1− i) , k = , k = 1, . . . , L (5)
for constants C(1 − i) > 0. The selection of these constants is discussed later. The cost update (1) is superfluous
here due to the simplified structure of this two-node network.
To specify how ants are propagated, we shall assume throughout the following : The {1, . . . , L}-valued random
variables (rvs) {0(n), 1(n), n = 1, 2, . . .} are mutually independent rvs which are taken to be independent of
the initial conditions p0(0) and p1(0). Moreover, for each i = 0, 1, the rvs {i(n), n = 1, 2, . . .} are i.i.d. rvs
distributed according to some probability mass function (pmf) v i = (vi1, . . . , v
i
L) on {1, . . . , L}.
III. THE CONVERGENCE RESULT
Under the assumptions made above, it is plain from (4) and (5) that the probabilistic forwarding tables of the
nodes are updated independently of each other, whence the evolutions of the tables {p 0(n), n = 0, 1, . . .} and
{p1(n), n = 0, 1, . . .} are decoupled. To describe the long-term behavior of these forwarding tables, we find it
convenient to introduce the following notation: For any integer L, the  th component of any element x in IRL is
denoted either by x or by x,  = 1, . . . , L, so that x ≡ (x1, . . . , xL) or (x1, . . . , xL). A similar convention is
used for IRL–valued rvs.










, p ∈ [0, 1]L (6)
for constants C(i) > 0.
Theorem 1: Under the foregoing assumptions we have:
(i) For each i = 0, 1, the limit
pi = limn→∞
(
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exists for each p in [0, 1]L, and is independent of p;




(p0(n),p1(n)) =⇒n (p0,p1) (8)
with =⇒n denoting convergence in distribution (or in law) (with n going to infinity).
The proof of Theorem 1 is given in Section IV. We emphasize that the result holds for a class of algorithms
which is somewhat more general than the one introduced in [6]: Indeed, the constants entering (4)-(5) are arbitrary
and need not be constrained to
C(1− i) = K
f(c)
=: ∆ i = 0, 1,  = 1, . . . , L (9)
with cost c for using link  in either direction, constant K > 0 and a strictly increasing function f : IR→ (0,∞).
Next, when the pmfs v0 and v1 are assumed to be the uniform pmf on {1, . . . , L}, we recover the case discussed
in [6], hence the name uniform ant algorithm.
Finally, we note that the assumptions enforced on the “reception” times {a in, n = 1, 2, . . .} (i = 1, 0) can be
weakened considerably: These times could in principle be random and Theorem 1 would still hold provided they
are assumed independent of the link selections rvs {0(n), 1(n), n = 1, 2, . . .}. The non-overtaking assumption
(3) can also be dropped if we now interpret 1−i(n) as the identity of the link from node i to node 1− i which was
traversed by the nth ant received at node 1− i at the (possibly random) time a in. Then, under the aforementionned
independence assumptions, Theorem 1 will still hold.
Subramanian et al. [6, Prop. 2] claim the convergence
lim
n→∞p
i(n) = Li, i = 0, 1
for some constants L0 and L1, without further indication of the mode of convergence used for this convergence
statement which involve rvs. The validity of these claims is further dispelled in Section V.
IV. A PROOF OF THEOREM 1
As remarked earlier, because the forwarding probability tables evolve independently of each other, we need only
establish the one-dimensional convergence p i(n) =⇒n pi for each i = 0, 1.
Thus fix i = 0, 1. With the notation above, the updating rules (4) and (5) can be written more compactly as
pi(n + 1) = φi(p
i(n)) if i(n + 1) = , n = 0, 1, . . .
with pi(0) denoting the forwarding probability vector initially stored at node i (i.e., at time a i0 = 0).
Fix n = 0, 1, . . .. Iterating yields the relation
pi(n + 1) (10)
=
(
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The key observation is the stochastic equivalence 1
pi(n + 1) (11)
=st
(
φii(1) ◦ φii(2) ◦ . . . ◦ φii(n) ◦ φii(n+1)
)
(p0(0))
which holds by virtue of the i.i.d. assumption on the sequence { i(n), n = 1, 2, . . .} and its independence from
p0(0). The one-dimensional convergence p i(n) =⇒n p(n) will follow if we can show the pointwise convergence
lim
n→∞p
i(n) = pi. (12)
To do so, we equip IRL with the norm defined by ‖x‖ := ∑L=1 |x| for any vector x in IRL. This norm is
equivalent to the usual Euclidean norm, but easier to use here.
































‖φi(x)− φi(y)‖ ≤ Ki‖x− y‖ . (13)
Using this last inequality, it is a simple matter to check (by induction on n = 1, 2, . . .) that
‖
(





φii(1) ◦ . . . ◦ φii(n−1) ◦ φii(n)
)
(q)‖
≤ Kni ‖p− q‖ (14)
for arbitrary p and q in [0, 1]L. Furthermore, for each m = 1, 2, . . ., we get
‖
(
φii(1) ◦ φii(2) ◦ . . . ◦ φii(n+m)
)
(p)
1Two IR–valued rvs X and Y are said to be equal in law if they have the same distribution, a fact we denote by X =st Y .
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−
(





φii(n+1) ◦ φii(n+2) ◦ . . . ◦ φii(n+m)
)
(p)− p‖
≤ Kni L uniformly in m. (15)
From the fact Ki < 1, it follows for each p that the sequence {
(
φii(1) ◦ φii(1) ◦ . . . ◦ φii(n)
)
(p), n = 1, 2, . . .}
forms a Cauchy sequence, hence is convergent. Eqn. (14) shows that the limit of this convergent sequence is
independent of p. This establishes (12) and the proof is now complete.
V. IMPLEMENTATION ISSUES
In this section we briefly discuss some of the implementation issues associated with uniform ant routing algo-
rithms. Consider the case first described in [6] with L = 2 where the constants in the probability updates (4) and
(5) are selected according to (9) and for i = 0, 1, the pmf v i is the uniform pmf on {1, 2}. It is easy to see that the
probabilistic routing tables evolve according to




















where the constants ∆ ( = 1, 2) are given by (9).
Selecting the proper values of K and f(c) ( = 1, 2) is crucial here for good performance. Indeed, if the







then the iterates produced by (16) exhibit an oscillatory behavior with successive values possibly bouncing around
between the non-overlapping intervals (0, (1 + ∆2)−1) and ((1 + ∆1)−1∆1, 1). This oscillatory behavior leads
to undesirable oscillations in the routing tables, and is further evidence that the convergence of Theorem 1 cannot
be in the a.s. sense. In fact, convergence takes place in distribution (not a.s.) to a limiting random variable whose
distribution has a non-connected support on the interval [0, 1].
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