Abstract-This paper is concerned with the distributed H ∞ filtering problem for a class of discrete-time Takagi-Sugeno fuzzy systems with time-varying delays. The data communications among sensor nodes are equipped with redundant channels subject to random packet dropouts that are modeled by mutually independent Bernoulli stochastic processes. The practical phenomenon of the uncertain packet dropout rate is considered, and the norm-bounded uncertainty of the packet dropout rate is asymmetric to the nominal rate. Sufficient conditions on the existence of the desired distributed filters are established by employing the scaled small gain theorem to ensure that the closed-loop system is stochastically stable and achieves a prescribed average H ∞ performance index. Finally, an illustrative example is provided to verify the theoretical findings.
to the distributed filtering issues and some useful results have appeared for a variety of dynamic systems [9] [10] [11] .
Time delays, which cannot be ignored in many dynamic systems, constitute a great challenge in the distributed filtering problem. The advances in the field of time-delay systems are mainly related to the basic stability and/or performance issues [12] [13] [14] [15] [16] [17] . It has been shown in [16] that the input-output (IO) method, which benefits from the application of the scaled small gain (SSG) theorem, is fairly effective in tackling time-varying delays. Very recently, the two-term approximation idea proposed in [16] has been demonstrated to outperform most existing methodologies in terms of a reduced approximation error. In addition, since most physical plants or processes are essentially nonlinear, the studies on distributed filtering of nonlinear systems with or without time delays have been carried out in the past few years [18] , [19] . In [20] , a class of Takagi-Sugeno (T-S) fuzzy models, which is well recognized to be capable of approximating smooth nonlinear systems to any degree of accuracy, is adopted and has been shown to be quite helpful in facilitating the design of distributed filters. On the basics of T-S fuzzy modeling for nonlinear systems, and their recent advances, we refer readers to [21] [22] [23] [24] for more details.
It is worth noting that, in most engineering situations, the data transmissions from the target plant to sensor nodes are inevitably subject to random packet dropouts, which often exert a tremendous influence on filtering performance. So far, most efforts have been devoted to developing ways to overcome the effect of packet dropouts on the SNs where data are transmitted over one channel [9] , [25] [26] [27] . Yet, in practice, two or more channels can be simultaneously available for a concrete application of SN. Intuitively, inclusion of redundant channels would help to resolve the issue of packet dropouts and even alleviate the effect of disconnection of partial channels. As such, it is of great necessity and significance to allow for the use of redundant channels in designing distributed filters via SNs. However, to the best of the authors' knowledge, no insightful investigations have been reported up to the present date in the area of distributed filtering with redundant channels.
With regard to the packet dropout rate of each communication channel, it should be pointed out that almost all the previous works have assumed that the packet dropout rate is exactly known, which is rarely the case in practice. The packet dropout rate is not invariant due to the complex network environment and fluctuation of the power supply, and the upper and lower bounds of the packet dropout rate 2168-2216 c 2015 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
can also be asymmetric to the "nominal" rate. The performance of a filter designed with a fixed packet dropout rate may become worse if the actual rate is far from the fixed value. Meanwhile, for some scenarios, adequate samples for computing the mathematical expectation of the Bernoulli process are too costly or time-consuming to acquire. In other words, it is fairly difficult to determine an exact expectation. Owing to these two reasons, it makes practical sense to study the issue of uncertain packet dropout rate and account for its effects on the underscored distributed filtering performance. Based on the aforementioned discussions, in this paper, we aim at addressing the distributed H ∞ filtering problem for a class of discrete-time T-S fuzzy systems with timevarying delays. The main contributions of this paper can be summarized as follows.
1) For the first time, the data communications among sensor nodes are allowed to be conducted along redundant channels, where the random packet dropouts in different channels are modeled by mutually independent Bernoulli stochastic processes. 2) In each communication channel, the practical phenomenon of uncertain packet dropout rate is considered, where the norm-bounded uncertainty is used to describe the packet dropout rate. 3) A two-term approximation idea in [16] is employed for the fuzzy systems with time-varying delays to reduce the resulting approximation error in the model transformation. The rest of this paper is outlined as follows. In Section II, some preliminaries and problem formulation are introduced. Section III is devoted to the problems of model transformation, stability analysis and distributed H ∞ filter design. The necessity of taking uncertain packet dropout rates into account in the design phase of distributed filters, as well as the performance improvements by including redundant channels, are shown via an illustrative example in Section IV. Finally, the conclusion is drawn in Section V.
Notations: The notation used throughout this paper is fairly standard. R n denotes the n-dimensional Euclidean space. The notation P > 0 (P ≥ 0) means that P is symmetric and positive (semi-positive) definite. I n , 0 n , and 0 m×n represent, respectively, the n × n identity matrix, the n × n zero matrix, and the m × n zero matrix.
. diag{· · · } stands for a block-diagonal matrix, and diag n {A p } p stands for the block-diagonal matrix diag{A 1 , A 2 , . . . A n }. In symmetric block matrices or complex matrix expressions, we use the symbol " * " as an ellipsis for the terms that are introduced by symmetry. The symbol ⊗ denotes the Kronecker product. G 1 • G 2 represents the series connection of mapping G 1 and G 2 . The notation · stands for the Euclidean vector norm, · 2 the usual l 2 [0, ∞) norm, and · ∞ the l 2 -induced norm of a transfer function matrix. λ max (·) denotes the maximum eigenvalue of a symmetric matrix. In addition, E{x} and E{x|y} denote, respectively, the expectation of x and the expectation of x conditional on y. Illustration of the use of two channels in distributed filtering over SN.
II. PRELIMINARIES
Consider the SN in Fig. 1 , which has n intermediate sensor nodes distributed in space according to a fixed interconnection network topology described by a directed graph G = (V, E, L), where V = {1, 2, . . . , n} is the nonempty set of sensor nodes, E ⊆ V × V is the set of edges, and L =(l pq ) n×n is a weighted adjacency matrix with non-negative adjacency element l pq . An edge of G is denoted by ordered pair (p, q). The adjacency elements associated with the edges of the graph are positive, i.e., l pq > 0 for (p, q) ∈ E, which means that sensor node q is one of the neighbors of sensor node p, and sensor node p can obtain information from sensor node q. Moreover, we assume that l pp = 1 for all p ∈ V, which can be regarded as the case that the sensors are self-connected, and therefore (p, p) can represent an additional edge. The set of neighbors of sensor node p (p ∈ V) plus the node itself is denoted by
In this paper, the target plant is described by the following discrete-time T-S fuzzy model with time-varying delays.
Plant Rule i:
where i ∈ S {1, 2, . . . , s}, and s is the number of IF-THEN rules;
are the premise variables, and g is the number of these premise variables; M ij is the fuzzy set; x(k) ∈ R n x is the state vector which cannot be observed directly; z(k) ∈ R n z is the signal to be estimated; w(k) ∈ R n w denotes the disturbance input belonging to
, and C i are known matrices with appropriate dimensions, which are real and constant. In (1), d(k) are positive integers satisfying
where d 1 and d 2 represent the minimum and maximum time delays, respectively. The overall model of the discrete-time fuzzy systems with time delays can be expressed as follows:
where
, and
is the fuzzy basis function, and
, the model of sensor node p is given as
where y p (k) ∈ R n y is the measured output received by intermediate sensor node p; B pi ∈ R n y ×n x , D pi ∈ R n y ×n x , and F pi ∈ R n y ×n w are known real-valued constant matrices. In this paper, as shown in Fig. 1 , two parallel communication channels, as a special case of redundant channels, are considered in the SN with a fixed topology. The stochastic variables α p (k) and β p (k), which are two mutually independent Bernoulli processes and also independent with the premise variables, are introduced to model the packet dropout phenomena in the first and second communication channels, respectively. Moreover, it is assumed that the packet dropout rate in each channel is uncertain. More specifically, we have
where E{α p (k)} or E{β p (k)} stands for the packet arriving rate in the corresponding channel, respectively. In (5), α p andβ p are the nominal expectations of packet arrivals, and α p (k) and β p (k) are the norm-bounded uncertainties ofᾱ p andβ p , respectively. The uncertainties are bounded as
Moreover, since the packet arriving rate at sensor node p can be formulated as
where {R p (k)} denotes the event that the measurement of sensor node p is transmitted successfully at time k. Then it holds that
which clearly shows the advantage of adopting two channels.
Remark 1:
The proposed measurement model in (4) provides a novel unified framework to account for the phenomenon of two-channel packet dropouts at each time instant by resorting to the random variables α p (k) and (4) takes the first channel; and if α p (k) = 0, β p (k) = 1, packet dropout occurs at the first channel, and sensor node p chooses the second channel. In the two aforementioned cases, the packet at time k is not dropped, while if α p (k) = 0, β p (k) = 0, the packet dropout occurs at sensor node p. Note that, the measurement model in (4) can be further extended to the multichannel case. Also, by generalizing (6) to the multichannel case, it is straightforward that the occurrence probability of packet dropouts at each sensor node can be further reduced.
Remark 2: In practice, the packet arriving rates E{α p (k)} and E{β p (k)} are generally related to external environments and transport protocols. In this paper, without loss of generality, we suppose that η p2 is greater than η p1 , and δ p2 is greater than δ p1 , which means that the packet arriving rates tend to become smaller easily.
A more compact presentation of the SN in sensor node p can be given by
The key point in designing distributed filters for SNs is to fuse the information available for the filter on sensor node p from both node itself and its neighbors. In this paper, we assume that the filter's premise variable on each sensor node is the same as the plant's premise variable. Then, the following fuzzy filter structure is adopted on sensor node p.
Filter Rule j:
where j ∈ S {1, 2, . . . , s}; l pq is the weighted adjacency scalar between the sensor nodes p and q;x p (k) ∈ R n x and z p (k) ∈ R n z are the estimation of x(k) and z(k) on sensor node p, respectively. The matrices K pqj ∈ R n x ×n x , H pqj ∈ R n x ×n y , and L pj ∈ R n z ×n x in (9) are the fuzzy filter parameters to be determined for sensor node p. Moreover, the initial values of fuzzy filters are assumed to bex p (0) = 0 n x ×1 for all p ∈ V. Then, the overall fuzzy filter on sensor node p can be inferred by
Thus, the fuzzy filter for sensor node p can be represented by the following more compact form:
Defining e p (k)
, the fuzzy filtering error dynamics for sensor node p can be obtained by (7) and (10) 
For notational simplicity, we denotē
Obviously, since l pq = 0 when q / ∈ N p .K j ∈ R nn x ×nn x andH j ∈ R nn x ×nn y are two sparse matrices. Moreover, combining (8), (11) , and (13), we havē
Then, the error dynamics governed by (12) can be obtained in the following compact form:
By setting E(k) x T (k) e T (k)
T , augmenting the original model to include the fuzzy filter error dynamics, the following augmented system can be obtained:
Before presenting the main objective of this paper, we introduce the following definitions.
Definition 1 [28] : The distributed fuzzy filtering error system (DFFES) (16) is said to be stochastically stable, if w(k) ≡ 0 n w ×1 , for any initial condition E(0), the following is satisfied:
Definition 2 [29] : A mapping G:
Given integers d 2 ≥ d 1 ≥ 1 and a prescribed scalar γ > 0, our aim in this paper is to find the distributed filter matrices
The DFFES (16) is stochastically stable in the sense of (18).
III. MAIN RESULTS
In this section, we are aiming at establishing a sufficient criterion for the DFFES (16) to satisfy the H ∞ performance constraint by applying the SSG theorem. Then, the desired distributed H ∞ fuzzy filters in the form of (9) will be designed such that the DFFES (16) is stochastically stable with a prescribed average H ∞ performance.
A. Model Transformation Approach
Consider an interconnected system consisting of two subsystems
where the forward subsystem (S 1 ) is a known linear timeinvariant system with operator G mapping v(k) to ϑ(k), and the feedback subsystem (S 2 ) is an unknown linear timevarying mapping with operator which has a block-diagonal structure. A sufficient condition of the IO stability of the interconnected system formed by (S 1 ) and (S 2 ) can be given as a direct result of the SSG theorem. Before proceeding further, we first present the SSG theorem that will be used in the later derivations.
Lemma 1 (SSG Theorem [16] ): Consider the closed-loop system (19) . Assume that the forward subsystem (S 1 ) is internally stable, the closed-loop system formed by (S 1 ) and (S 2 ) is IO stable for both G and if the following inequality holds:
where T is a nonsingular linear matrix, and
To cope with the time-varying delays of the filtering error system (16) by the SSG theorem, we need to adopt timeinvariant delays as an approximation of the time-varying term and pull the "delay uncertainty" out into the feedback subsystem . In this paper, we would employ the two-term approximation method adopted in [16] . By defining d 12
From (16) and (21), the fuzzy filtering error system (16) can be transformed into the following form:
Now, by (23) , the interconnection frame of the closed-loop system is presented as
Furthermore, the following lemma shows that the scaled gain of the mapping in (24) has an upper bound. Lemma 2 [16] : Consider the closed-loop system (24) . For any given nonsingular matrix T ∈ R 2nn x ×2nn x , the feedback mapping :
Remark 3: In view of Lemma 2, we can observe that the l 2 -induced norm of (S 2 ) in (24) is bounded by one. Then, according to Lemma 1, if we can guarantee T • G • T −1 ∞ < 1, the whole interconnection system (24) is IO stable.
B. H ∞ Performance and Stochastic Stability Analysis
Based on Lemmas 1 and 2, the following theorem presents a criterion to ensure that the DFFES (24) is stochastically stable with a prescribed average H ∞ performance.
Theorem 1: Consider the discrete-time DFFES (24) and suppose that the filter parameters (24) is stochastically stable with an average H ∞ performance γ for any time-varying delay satisfying
Proof: See the Appendix.
C. Distributed H ∞ Filter Design
In this section, sufficient conditions on the existence of the desired distributed H ∞ fuzzy filters in the form of (9) will be provided ensuring that the closed-loop system (24) is stochastically stable with a guaranteed average H ∞ performance.
Theorem 2: Consider the discrete-time DFFES (24) with uncertain packet dropout rates. Given integers d 1 and d 2 with
, the DFFES is stochastically stable with an average H ∞ performance γ , if ∀p ∈ V and q ∈ N p , there exist positive definite matrices P i , Q 1i , Q 2i ,R 1 ,R 2 ,R 3 , i ∈ S, matricesT 1pqj ,T 2pqj , S pj , X p , Z p , j ∈ S, and some positive scalars ε 1 , ε 2 , ε 3 and ε 4 , satisfying
wherẽ
Furthermore, if the inequalities in (26) are feasible, the matricesK j ,H j , andL j are given as
Then, combining with (13) and (14), the desired filter parameters K pqj , H pqj , and L pj can be obtained.
Proof: See the Appendix. Remark 4: Based on Theorem 2, the average H ∞ performance can be optimized for the underlying distributed filtering problem via two channels. A noteworthy fact is that when we set the matrix D pi = 0 n y ×n x in (4), the conditions in Theorem 2 reduce to those corresponding to the single channel case. As expected, the obtained optimized γ in the presence of one more redundant channel, denoted as γ min , should be less than the one in single channel, which will be verified in the next section.
IV. ILLUSTRATIVE EXAMPLE
Let us consider the following nonlinear system with timevarying delays [20] :
where the constant R ∈ [0, 1] is the retarded coefficient.
In the example, it is assumed that the SN is represented by a directed graph G = (V, E, L) with the set of nodes V = {1, 2, 3}, the set of edges E = { (1, 1), (1, 3), (2, 2), (2, 3), (3, 1), (3, 3) }, and the adjacency matrix L is given as
For each p ∈ V, sensor node p is described in the form of (7).
Let
where M > 0. We set the fuzzy basis functions as
Then, the underlying fuzzy model is as follows.
Plant Rule 1:
We suppose that the time-varying state delays satisfy
The values of the parameters R and M are given by R = 0.8 and M = 0.1, respectively.
The nominal expectations of packet arrivals of the communication channels are taken asᾱ 1 = 0.9,ᾱ 2 = 0.8, α 3 = 0.85,β 1 = 0.65,β 2 = 0.6, andβ 3 = 0.7, respectively. Without loss of generality, we suppose η p2 = 2η p1 and δ p2 = 2δ p1 (p ∈ V). A comparison between minimum average H ∞ performance γ min obtained based on different cases is given in Table I with the choice of ε 1 = 7, ε 2 = 25, ε 3 = 8, and ε 4 = 0.08. The parameters of the desired distributed filters for case I can be calculated with the optimized performance index as follows: From Table I , we can observe that γ min increases as the uncertainties of the packet dropout rates occur, and the average H ∞ performance of the system becomes better if two channels are adopted at each node. In order to test the performance of the designed filters, we assume zero-initial conditions andx p (0) = 0 0 T (p ∈ V) with external disturbance w(k) = e −0.2k cos(k). The output z(k) and its estimates from the filter p (p ∈ V) for case I are shown in Fig. 2 , which shows the effectiveness of the designed distributed filters for the system against the time-varying delays and the uncertain packet dropout rates. The resulting disturbance attenuation ratios
can be computed as γ = 0.6456 for case I, γ = 0.5907 for case II,γ = 0.6679 for case III, andγ = 0.6013 for case IV, which are all less than the corresponding γ min . It can be seen that γ > γ , which further shows the necessity of considering the uncertainties of packet dropout rates in the design phase. It can also be seen thatγ > γ andγ > γ , which illustrates the performance benefiting from redundant channels. The mean squares of the filtering errors of the three sensor nodes (1/3) 3 p=1z 2 p (k) for different cases are shown in Fig. 3 .
V. CONCLUSION
In this paper, the distributed H ∞ filtering problem has been investigated for a class of discrete-time DFFESs with time-varying delays and redundant channels subject to uncertain norm-bounded packet dropout rates. Sufficient conditions on the existence of the desired distributed filters, in a basic two-channel case, are established by employing the SSG theorem to ensure that the closed-loop system is stochastically stable and achieves a prescribed average H ∞ performance index. The necessity of allowing for the uncertain packet dropout rates was shown, and it was also demonstrated that the achieved average H ∞ performance of the DFFES can be improved by including redundant channels. One future work will be to consider real Henon mapping systems with more complicated dynamics rather than the simplified one in Section IV.
APPENDIX

Proof of Theorem 1:
We choose the following fuzzy-basisdependent Lyapunov-Krasovskii function:
withP
Moreover, we define
Then, taking the forward difference of V(E(k), k), we have
According to Jensen inequality, ∀l = 1, 2, one has
From (35) and (36), we have
Similarly, we can obtain
and
. Then, by performing a congruence transformation diag{I 2nn x , I 2nn x , I 2nn x , I 2nn x , I n w , − −1 o } to the inequalities in (25) , we obtain the following inequalities:
wherě
Then, combining (15), (17), (25), (40), and (41), and the definitions ofP(k),Q 1 (k),Q 2 (k), R 1 , R 2 , and R 3 , we have
Combining (33), (34), and (37), and considering the zero inputs, that is
By performing a congruence transformation to (42) and by Schur complement, we have (k) < 0, which implies V < 0. Thus, the forward subsystem (S 1 ) in (24) is internally stable.
Considering the index J defined in (31), together with (29), (33), (34), (37), and (38) in the case of w(k) = 0 n w ×1 , and under zero initial condition, i.e., V(E(0), 0) = 0, we have
By performing a congruence transformation to (42) and by Schur complement, we obtain (k) < 0, which implies
From (43), it is easy to see that J < 0, which implies T • G • T −1 ∞ < 1, such that the whole interconnection system (24) is IO stable under w(k) = 0 n w ×1 .
Based on (44), we choose the following LyapunovKrasovskii functional which can demonstrate the stochastic stability of the system (24) with w(k) = 0 n w ×1 :
By virtue of Jensen inequality, taking the forward difference of V cl (E(k), k) along the trajectory of the closed-loop system consisting of (S 1 ) and (S 2 ), we have
Then, it follows that (k) < 0, thus we can always find σ < 0 such that
where σ = λ max ( (k)), then σ < 0. From (46), one has
Take mathematical expectation on both sides of (47 
Premultiply and postmultiply the inequalities in (52) with diag{I 2nn x , ε 
