Abstract. Let L be a possibly degenerate second order differential operator and let Γ η = d 2−Q be its fundamental solution at η; here d is a suitable distance. In this paper we study necessary and sufficient conditions for the weak solutions of −Lu ≥ f (ξ, u) ≥ 0 on R N to satisfy the representation formula
Introduction
In the recent paper [12] we studied the following challenging problem. Consider a pair (L, f ), where L is a linear differential operator and f a given nonnegative Caratheodory function, that is,
is continuous for almost every ξ ∈ R N , ii) ξ → f (ξ, s) is measurable for all s ∈ R. Suppose that the set of distributional solutions of
is not empty and that no information on the solutions at infinity is known.
What are the assumptions on the pair (L, f ) that guarantee the inverse positivity of L on the set of solutions of (1.1)?
It turns out that a good and classical way for giving an answer to this problem is to find representation formulas (inequalities) for the solutions of (1.1). However, since no decay on u at infinity is assumed, there is no short-cut to give an answer to this problem by using comparison principles.
On the other hand, in general, the answer to the problem is negative as the following simple example shows. Consider
where 0 < p ≤ 1. It is easy to see that, for any p with 0 < p ≤ 1, the function defined by u(x) = −e
is a regular solution of (1.2). Indeed, the results of [12] show that the main ingredient for solving the problem in the affirmative is the superlinearity of the function f .
In this paper we address the question of finding representation formulae for solutions of semilinear equations or inequalities associated to a general class of differential operators. In particular we can handle nonlinear problems associated to the Kohn laplacian on the Heisenberg group or, more generally, differential inequalities on Carnot groups. We are especially motivated to consider our problems on the latter structure because Carnot groups arise in several contexts: optimal control theory, asymptotic geometry of manifold with negative curvature, CR geometry and study of hypo-elliptic partial differential equations. Roughly speaking, all results in this paper are essentially proved by using a classical tool, namely judicious choice of test functions.
The paper is organized as follows. The main body of the next section is devoted to the formulation and proof of the representation formulae for various types of semilinear equations and inequalities under different assumptions on the nonlinearity and on the possible solutions that we are dealing with. In particular we prove (see Corollary 2.10 below) a nonexistence result for semilinear inequalities associated to sublinear nonlinearities. Subsection 2.1 deals with some remarks on representation of solutions of systems of semilinear inequalities. Section 3 contains preliminary facts on Carnot groups and to the formulation of related representation formulae for solutions of semilinear problems. In particular we consider problems on the Heisenberg group associated to the Kohn Laplacian. We end the paper with a note on problems involving Grushin type operators.
The 
Main results
Let µ ∈ C 1 (R N ; R l ) be a matrix with entries, µ := (µ ij ), i = 1, . . . , l, j = 1, . . . , N. Let X i (i = 1, . . . , l) be the vector field defined by (2.3)
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and let ∇ L be defined by
We shall denote by X * i the formal adjoint of X i , that is,
and set ∇ *
We shall assume that
Notice that in this case
N be fixed. We say that (H η ) is satisfied if there exist a real number Q = Q(η) > 2 and a nonnegative continuous function d η : R N → R + such that the following four properties hold:
(
. That is, the functions d
The conditions (H η ) and (V η ) hold if the operator L is the usual Laplace operator ∆ or if L is a sub-laplacian on a Carnot group (see section 3 for details).
Throughout this paper we shall assume that f :
We deal with the inequality 
is a solution of (2.5), then the following inequality holds:
Moreover, if u is a solution of the equation (2.6), then
Remark 2.3. From the above result it follows that if u is a solution of (2.5), then either u ≡ 0 or u(η) > 0.
Remark 2.4. We note that in (2.5) we do not assume any kind of particular behaviour on u at infinity. The fact that the integral
, is a consequence of our assumptions.
Remark 2.5. The above theorem is in some sense sharp. Indeed, the negative function u defined by Integrating the last relation twice, and taking into account that u (r) < 0, for every r > 0 it follows that u(r) ≥ c N r 2 u(r), where c N > 0. By the strict positivity of u we obtain a contradiction. Hence, there exists r 0 > 0 such that u(r 0 ) = 0. This fact, with u (r 0 ) < 0, implies the claim.
The following result deals with a bounded solution of (2.5) in the case p ≤ 1. 
Moreover, if u satisfies the equation (2.6), then we have
Therefore, if u ≡ 0 is a solution of (2.5), then u(η) > 0.
We have the following 
Remark 2.9. From the proof of Theorem 2.8, it is easily seen that L can be replaced by any quasilinear operator of the form
, where A is a positive bounded function. In this case the same result holds. For distributional solutions, an analogue of the above result has been proved in [11] in the case when ∇ L is the usual gradient ∇.
We refer the interested reader to [3] , where the authors study existence and nonexistence of positive solutions of the equation
Corollary 2.10. Assume that (H
with 0 ≤ p ≤ 1, then (2.5) has no nontrivial bounded solution.
Remark 2.11. The statement of the above Theorem 2.6 and hence of Corollary 2.10 can be extended up to include the case p < 0.
Assume that (H η ) and (V η ) hold. Let u be a solution of (2.
Hence, by Hölder inequality, we have (2.14) lim inf
The necessary condition (2.14) also turns out to be sufficient, for the validity of formula (2.8).
Indeed, we have Theorem 2.12. Assume that (H η ) and (V η ) hold. Let f : R N × R → R + be a nonnegative Caratheodory function and let u ∈ C 2 (R N ) be a solution of (2.5). If u satisfies (2.14), then
Moreover, if u is a solution of the equation (2.6), then
Remark 2.13. It is easy to check that if 1 ≤ p < +∞ and u ∈ L p (R N ), then (2.14) holds. On the other hand the reverse implication is not true. Indeed by considering
The following corollary is worthwhile.
Corollary 2.14. Assume that (H
Remark 2.15. If in the above theorem we assume that for a.e. ξ ∈ R N the equation
In what follows φ 0 denotes a nonnegative function belonging to C 2 0 (R) and such that
The following lemma plays a fundamental role for most of the results proved in this paper.
Lemma 2.16. Assume that (H
where
and S denotes the support ofL η φ. If u also solves equation (2.6), then
Moreover, if we choose
Before proving the above lemma, let us observe that assumption (H η ) implies the following:
In what follows we shall omit writing the dependence on η.
Proof of Lemma 2.16. First we prove (2.19). Let m > 2, > 0 and let Γ : R N → R + be defined as follows:
From (2) and (4) of (H η ), we easily deduce that Γ ∈ C 2 (R N ). Let u be a solution of (2.5) and letφ :
Multiplying both sides of inequality (2.5) byφΓ and integrating by parts, we obtain
N , by the Lebesgue dominated convergence theorem it follows that (2.24)
Next, by (2.23) and our choice onφ, we have
hence (2.19) follows. By using the argument for proving (2.19), we easily check that identity (2.21) holds.
Finally, by choosing φ := φ γ 0 (t/R) we immediately realize that (2.22) is a consequence of the following inequalities:
Let us briefly comment on the role of previous lemma. Let u ∈ L 1 loc (R N ) be a weak solution of (2.5) and assume that (2.7) or (2.14) is fulfilled. If (2.19) (resp. (2.21)) is satisfied, then the representation formula (2.8) (resp. (2.9)) holds. Thus, representations formulae hold even for a weak solution u of (2.5) (resp. (2.6)) provided (2.19) (resp. (2.21)) holds. For instance, this is the case when the operator L is a sub-elliptic operator on a Carnot group. For sake of simplicity the next lemma deals with a special sub-elliptic operator, namely the laplacian operator ∆ on R N . We refer to section 3 for the general case of sub-elliptic operators on Carnot groups.
As usual we define a weak solution of (2.5) as follows.
Definition 2.17. We say that u is a weak solution of (2.
In a similar way we define a weak solution of (2.6). 
, then arguing as in (2.24) and using the Lebesgue dominated convergence theorem, (2.27) follows. Now we consider the general case u ∈ L 1 loc (R N ). A simple computation yields
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Let g 1 : R N → R be defined by
and set g (ξ) :
Clearly we have g = g 1 < +∞. Now we rewrite −I 1 as follows:
If τ is a Lebesgue point of uφ, it follows that (uφ * g )(τ ) → (uφ)(τ ) g 1 . On the other hand, if η is a Lebesgue point of u, and hence of uφ, we obtain (2.28)
Since C 1 does not depend on u and (2.27) holds when u is smooth, we conclude that C 1 = 1. This prove the claim.
Proof of Theorem 2.2. Let u be a solution of (2.5) and choose φ(t) = φ R (t) := φ γ 0 (t/R) with R > 1, γ > 2 and φ 0 ∈ C 2 0 (R) as in (2.18). From Lemma 2.16 it follows that u and J satisfy (2.19) and (2.22), respectively. An application of Young inequality to (2.22) gives
Next we choose γ ≥ 2 + 2 p−1 so that p(γ − 2) ≥ γ. Thus from (2.7), (H η ) and (V η ), we deduce that
for R > R η . Choosing δ sufficiently small, from (2.19) it follows that
Next, by letting R → +∞ and then δ → 0 in the above inequality, we deduce that (2.8) holds. Now let u be a solution of (2.6). From (2.8) and Lemma 2.16, we have
Inequality (2.30) together with (2.7) yields
and by letting R → +∞, it follows that (2.31)
Notice that by (2.8) the integral in left-hand side of (2.31) is convergent. Taking the limit as δ → 0 we complete the proof.
Proof of Theorem 2.6. Let u ∈ C 2 (R N ) be a nontrivial bounded solution of (2.5). Let φ R (d(ξ)) := φ From Lemma 2.16 it follows that u and J satisfy (2.19) and (2.22), respectively. Moreover, if u solves (2.6), then (2.21) holds.
We claim that J → 0 as R → +∞. Indeed, since u is bounded, for R > R η , we obtain
Therefore inequality (2.19) yields
Noticing that in the above estimate the right-hand side does not depend on R and f is nonnegative, we deduce that
Thus, from (2.22) we get
This proves the claim and consequently the validity of (2.8). Now suppose that u is a solution of equation (2.6). From (2.21) it follows that
By taking the limit as R → +∞ we conclude the proof.
Remark 2.19. The fact that Proof of Theorem 2.12. Let u be a solution of (2.5) and hence of (2.19). Let φ 0 ∈ C 2 (R N ) be as in (2.18) and set φ(t) = φ R (t) := φ 2 0 (t/R) with R > 1. From (2.19) and the positivity of f we deduce
We claim that J → 0 as R → +∞. Indeed, from (2.22) we obtain
Hence, by (2.14) the claim follows and consequently inequality (2.8) holds.
Next, suppose that u solves equation (2.6). Then
By letting R → +∞ in the above inequalities, we easily deduce that (2.9) holds.
Proof of Theorem 2.8. Let u > 0 be a C 1 -weak solution of (2.11). The function ϕ := φu α is an admissible test function for every φ ∈ C 1 0 (R N ) and α < 0, hence
Applying Hölder and Young inequalities to the second integral on right-hand side of the above inequalities, we deduce
First we consider the case p < 1.
Setting β := p+α α+1 with α < −1, it results in the fact that β > 1. Again applying Young inequalities with parameter δ > 0 and exponent β to the last term of the right-hand side of (2.33), we arrive at 
for any R > R η . Finally, by selecting α < min{−1, ((Q − 2)p − Q)/2}, it follows that Q − 2β < 0. Thus from (2.35), and δ sufficiently small, we deduce that R N ψ 2 u p+α = 0 which implies u ≡ 0. This contradiction completes the proof in the case p < 1.
Next we consider the case p = 1. By choosing α = −1 and φ(ξ) = φ 2 0 (d(ξ)/R) as above, from (2.33), we obtain
2 dξ. By our assumption on ψ, it follows that f 1 is a positive increasing function. Let l := lim R→+∞ f 1 (R). From (2.37) we deduce that l = +∞ and, by letting R → +∞ in (2.37), we conclude that f 2 (R) :=
By choosing n sufficiently large we reach a contradiction, thereby concluding the proof.
The above results can be generalized for inequalities of the type
or for equations of the form
Here a and f are given functions with a certain behaviour at infinity. Here, we deal only with a simple result in this direction. Let f (ξ, t) ≥ C f ψ 2 η (ξ)|t| p with p > 1 and let a be a bounded function. The following result can be proved by a slight modification of the proof of Theorem 2.2.
Theorem 2.20. Assume that (H
If u is a solution of (2.39), then we have
and the function a vanishes at some point, then u ≡ 0 on R N .
An application of the above result gives the following: i) Let u ∈ C 3 (R N ) be a globally Lipschitz nontrivial solution of
Then u is strictly positive and without critical points. Moreover, the integral in the right-hand side of (2.41) is convergent and consequently u cannot be a ground state.
ii) Let u ∈ C 2 (R N ) be a bounded nontrivial solution of the inequality
Applying ( 2.1. System of inequalities. In this section we shall briefly indicate how some of the preceding results can be generalized to a class of systems of semilinear equations and inequalities on R N . We have the following.
Theorem 2.22. Suppose that the hypotheses (H
N and any t, s ∈ R, there holds 
Let (u, v) be a solution of (2.44). Then for any positive functions
Arguing as in Lemma 2.16 we prove 
and S i is the support of
then equality holds in (2.48).
Proof. We choose .18) and γ large enough. Proceeding as in the scalar case, using Hölder and Young inequalities, we obtain for δ > 0
and analogously for > 0
Hence for R > R η we obtain
The last inequalities imply
Letting R → +∞ and then δ → 0 we obtain the first part of (2.45). The other is analogue. The proof of the last part of the theorem follows as in the scalar case.
Carnot group
In this section we shall study some of the preceding results in the framework of Carnot groups.
We begin by quoting some preliminary facts concerning Carnot groups (for more information and proofs we refer the interested reader to [5, 6] ; see also the survey [10] ). A Carnot group is a connected, simply connected, nilpotent Lie group G of dimension N ≥ 2 with graded Lie algebra 
We shall assume that there exists a family of Lie group automorphisms, called a dilation, δ λ with λ > 0 of the form
The Lie algebra of left-invariant vector fields on (
let X i be the unique vector field in G that coincides with ∂/∂ξ
at the origin. We require that the Lie algebra generated by X 1 , . . . , X n 1 is the whole G.
With the above hypotheses, we call G = (R N , •, δ λ ) a homogeneous Carnot group. The canonical sub-laplacian on G is the second order differential operator
in i the homogeneous dimension of G. In the sequel we assume Q ≥ 3. We shall list some properties and known results about homogeneous Carnot groups.
The Lebesgue measure is the bi-invariant Haar measure. In [5, 8] it is proved that for any sub-laplacian L there exists a homogeneous norm d on G such that Γ η (ξ) := (d(η −1 • ξ)) 2−Q is a fundamental solution of −L at η (see also [2] ).
In this setting, Y i d 0 is homogeneous of degree 0 with respect to δ λ , hence ψ η ∞ = ψ 0 ∞ by left invariance of Y i . Thus, (H η ) and (V η ) hold for any point η ∈ R N . Therefore all the theorems of the previous section can be restated for sub-laplacians on Carnot groups and even for weak solutions (see Definition 2.17). The Kohn laplacian ∆ H is then the operator defined by
The family of dilation is given by δ λ (ξ) := (λx, λy, λ 2 t).
In H n is defined the homogeneous norm 
If one of the following conditions is satisfied:
(1) There exist p > 1, C f > 0 such that
for any t ∈ R and a.e. ξ ∈ G;
(2) f is nonnegative and (2.14) holds for some Lebesgue point η 0 of u (and hence for all η ∈ G), then for any Lebesgue point η of u we have In order to prove the above theorem, it is sufficient to prove the following Lemma 3.3. Let u be a weak solution of (3.49) and let η be its Lebesgue point. Then (2.19) holds.
