Abstract. Inspired by numerical studies of the aggregation equation, we study the effect of regularization on nonlocal interaction energies. We consider energies defined via a repulsiveattractive interaction kernel in power-law form, regularized by convolution with a mollifier. We prove that, with respect to the 2-Wasserstein metric, the regularized energies Γ-converge to the unregularized energy and minimizers converge to minimizers. We then apply our results to prove Γ-convergence of the gradient flows, when restricted to the space of measures with bounded density.
Introduction
We consider the nonlocal interaction energy
over the space P 2 (R d ) of probability measures with finite second moment, where the pairwise interaction kernel K : R d → R ∪ {+∞} is a radially symmetric, locally integrable, and lower semicontinuous function. Depending on the choice of K, the asymptotic states of many physical and biological systems can be characterized as minimizers of this energy. Of particular interest are interaction kernels which are repulsive at short distances and attractive at long distances. Important examples of such repulsive-attractive kernels are Morse-type potentials (1.2) K(x) = C r e −|x|/lr − C a c −|x|/la with C a /C r < (l r /l a ) d , 0 < l a < l r , and C a , C r > 0, and potentials in the power-law form (1.3) K(x) = |x| q /q − |x| p /p with − d < p < q, which arise in models of granular media [9, 23, 24, 40] , molecular self-assembly [32, 50, 60] , biological swarming [10, 57] , and the distributions of eigenvalues for Gaussian random matrices [26, 48] . Due to the competition between the repulsive and attractive terms, the minimization of these energies leads to complex equilibrium configurations [4, 11-14, 16, 31, 33-35, 38, 49, 55, 56] . In the case of repulsive-attractive power law kernels (1.3), local minimizers exhibit a variety of qualitatively different patterns, from solid rings to broken, rounded triangles [39] , and the dimension of the minimizers' support can be characterized in terms of the strength of the repulsive forces [5] .
In addition to qualitative properties of local minimizers, there has also been significant interest in the existence and uniqueness of global minimizers. (Since (1.1) is translation invariant, minimizers are only unique up to translation.) Existence was recently established for a range of kernels, including (1.3), by Simione, Slepčev, and the second author [52] and by Cañizo, Carrillo, and Patacchini [18] . On the other hand, characterizing which kernels have a unique global minimizer is essentially open, due to lack of convexity. In the particular case of Coulomb repulsion and quadratic attraction (when the energy is convex with respect to H −1 ) the unique global minimizer is the indicator function on a ball (c.f. for example [20, 27] ).
Alongside the static problem of characterizing the minimizers of the interaction energy, there has also been significant interest in the dynamic problem of understanding the behavior of systems as they evolve toward a local minimizer. Such systems arise in biological swarming [45, 46, 56] , robotic swarming [28, 47] , and assembly of viral capsid proteins [37] , and they may be modeled as gradient flows of the energy with respect to the 2-Wasserstein metric. Formally, this corresponds to the nonlinear, nonlocal partial differential equation ρ t + ∇ · (vρ) = 0 with v = −2∇K * ρ, ρ(x, 0) = ρ 0 (x), (1.4) known as the aggregation equation. (We choose to put a factor of two in the velocity field instead of putting a factor of one half on the energy (1.1).) For semi-convex interaction kernels K, with up to a Lipschitz singularity, weak measures solutions to (1.4) exist for all time and are unique [1, 21] . If the kernels are sufficiently convex, solutions converge exponentially quickly to a unique global minimizer [23] . However, for nonconvex kernels with merely integrable singularities, much less is known about the evolution of measure solutions and their asymptotic behavior. In the particular case of Coulomb repulsion and quadratic attraction, solutions with bounded, continuous initial data converge to the unique global minimizer algebraically in time [14] .
Due to the analytical difficulties repulsive-attractive kernels present, both theoretical and applied work is often complemented by numerical simulations. The most common method for simulating (1.4) is a particle method, in which solutions are approximated by a sum of Dirac masses. For repulsive-attractive power-law kernels (1.3) in the parameter regime 2 − d < p 2, q > 0, Carrillo, Choi, and Hauray prove the convergence of the particle method to weak measure solutions of the aggregation equation [19] . In recent work, Bertozzi and the first author consider a modification of this method [29] , analogous to classical vortex blob methods from fluid dynamics (c.f. [3, 7, 8] and references therein). By convolving the interaction kernel K with a mollifier, the authors extend particle methods to a wide range of interaction kernels, including the power-law kernels (1.3) for 2 − d p q, and obtain quantitative rates of convergence to classical solutions. This convergence result is limited to bounded time intervals, though numerical results indicate that regularizing the energy in this way may also be useful in studying asymptotic behavior (see Figure 1) .
Inspired by these results, we consider a regularization of the nonlocal interaction energy analogous to Bertozzi and the first author's blob method. Specifically, given a smooth, rapidly 
+ , with C chosen so ρ 0 has mass one. As → 0, the support of the numerical solution spreads throughout the ball, suggesting that, in the limit, it converges to the indicator function on the ball, the unique steady state of the PDE.
decreasing mollifier ϕ, we define the regularized kernel
with ϕ (x) := −d ϕ(x/ ), and consider the corresponding regularized interaction energy
We show that, for the repulsive-attractive power-law kernels (1.3) in the parameter regime 2 − d p < 0 < q 2, the regularized energies E Γ-converge to E with respect to the 2-Wasserstein metric. Then, via a compactness argument, we show that, up to a subsequence, the minimizers of E converge to a minimizer of E as → 0. This provides a method of approximating minimizers of E by minimizers of energies with superior convexity and regularity properties (see Remarks 2.7 and 2.8). It also imparts further theoretical justification for the success of the Bertozzi and the first author's numerical blob method. We conclude by considering the convergence of the corresponding gradient flows as → 0. Indeed, using the abstract scheme of Serfaty [51] , we show that gradient flows of E that are bounded in L ∞ (R d ) Γ-converge to a generalized notion of gradient flow for E, that is to its curve of maximal slope on the metric space of probability measures with bounded density. This provides a link between the well-understood case of gradient flows of semi-convex energies E and the curve of maximal slope of the unregularized energy E. It also provides a first step in understanding the connection between the gradient flows of unregularized and noncovex interaction energies E and the aggregation equation, via a singular perturbation approach (see Remark 4.1).
These results provide many directions for future work. A natural extension would be to consider the effect of simultaneously discretizing and regularizing the energy and study the distinguished limits as the discretization and regularization are removed. Another interesting direction would be to seek quantitative estimates on the rate of convergence of minimizers and gradient flows as a regularization is removed. Our present work strongly leverages compactness arguments, and we believe that a very different approach would be needed in order to provide quantitative information.
Our paper is organized as follows. In Section 2, we recall fundamental results on the 2-Wasserstein metric and the regularization of probability measures, and we use these to establish a monotonicity property of the regularized energies (1.5). In Section 3, we prove the Γ-convergence of E to E and the corresponding convergence of minimizers. Finally, in Section 4, we introduce necessary background on curves of maximal slope and prove the Γ-convergence of these generalized gradient flows.
Throughout the paper we take d 3 and 2 − d p < 0 < q 2. We require q 2 so that the attractive term of the kernel K and its regularization are functions with at most quadratic growth, so their convolution with µ ∈ P 2 (R d ) is finitely valued (see Remark 2.9). We require q > 0 to obtain compactness of the sequence of minimizers corresponding to the regularized energies E (see Remark 3.8) . On the other hand, we take 2 − d p < 0 in order to ensure monotonicity of the repulsive part of the regularized kernels with respect to , when the mollifier is the heat kernel (see Proposition 2.6).
Our results can extend to d = 2 by considering the energy E with the Coulomb repulsion given by the interaction kernel log(1/|x|) (corresponding to p = 0). When d = 1 and p 2 − d, the repulsive-attractive power-law kernels are continuous. In this case, Fellner and Raoul [33] consider regularization of the Coulomb repulsion and show that, in the presence of a confining potential, Dirac-type stationary states converge to a unique L ∞ -stationary state.
Throughout we denote by L p (R d ) the space of functions whose p-th power is integrable with respect to the Lebesgue measure on R d and by L p (µ) those functions whose p-th power is integrable with respect to the probability measure µ ∈ P(R d ). All constants which appear in the text are positive and may change from line to line. We express the dependence of constants to parameters by a subscript such as C d,p when necessary.
Preliminaries
2.1. The 2-Wasserstein metric and regularization of probability measures. We consider the energies E and E over the space
of probability measures with finite second moment. We endow this space with the 2-Wasserstein metric, which we recall briefly now, along with some of its basic properties. For further background, we refer the reader to the books by Ambrosio, Gigli and Savaré [1] and Villani [59] .
, where C(µ, ν) is the set of transport plans between µ and ν,
Here π 1 , π 2 denote the projections π 1 (x, y) = x and π 2 (x, y) = y. The minimization problem (2.1) admits a solution, i.e., there exists an optimal transport plan γ 0 ∈ C 0 (µ, ν) so that
is a complete and separable metric space, and convergence in (
can be characterized as follows:
We will refer to continuous functions satisfying |f (x)| C(1 + |x − x 0 | 2 ), for some C > 0 and x 0 ∈ R d , as functions with at most quadratic growth.
In addition to regularizing our energy functionals by convolution with a mollifier, we will also regularize our measures. We recall the definition of the convolution of a measure.
for all bounded measurable functions f : R d → R. Furthermore, if µ has finite second moment, then (2.2) holds for all continuous f with at most quadratic growth. Remark 2.2. Note that µ * ϕ is absolutely continuous with respect to Lebesgue measure and
We recall the following Lemma on the approximation of measures by convolution. Lemma 2.3 (cf. [1, Lemma 7.1.10]). Fix µ ∈ P 2 (R d ) and a mollifier ϕ ∈ C ∞ (R d ) with finite second moment, ϕ 0, and
Regularization of energies.
In what follows, we consider mollifiers which satisfy the following assumptions
Remark 2.4 (Finite second moment of mollifiers). Any mollifier ϕ satisfying the assumptions (A1)-(A3) has finite second moment, i.e., R d |x| 2 ϕ(x) dx < +∞.
As a consequence of the previous results on regularization of measures in the Wasserstein metric, we have the following lemma which relates E to E. Lemma 2.5. Given a mollifier ϕ satisfying (A1-A3), for all µ ∈ P 2 (R d ),
Proof. Define the right shift operator τ y : f (x) → f (x − y). Note that for any f and g even,
. For the choice of powers in the regime 2 − d p < 0 < q 2, the interaction potential K is nonnegative. It is also radially symetric (hence, even) by definition.
Since ϕ ∈ L ∞ (R d ) and µ has finite second moment, (2.2) holds for all continuous f of at most quadratic growth and for all f ∈ L 1 (R d ). As we may decompose K into the sum of a function of at most quadratic growth (away from the origin) and an integrable component (near the origin), the result then follows:
For general measures and mollifiers, there is no uniform relation between the size of E (µ) compared to E(µ). However, mollifying the interaction kernel via the heat kernel, we obtain monotonicity in of the repulsive part of the interaction energy. This generalizes a property used by Blanchet, Carlen, and Carrillo [17] for the Newtonian potential.
Let K a := 1 q |x| q denote the attractive part of the interaction kernel and K r := − 1 p |x| p the repulsive part. Similarly, let E a denote the attractive part of the energy and E r denote the repulsive part,
Proposition 2.6 (Monotonicity of E r ). Suppose the regularization mollifier ψ is given by the heat kernel. Then for all 1 2 > 0 and
Proof. Since ψ (x) = ψ( , x) = (4π ) −d/2 e −|x| 2 /4 , ∂ ψ = ∆ x ψ for all > 0 and x ∈ R d . In the parameter regime 2 − d p < 0, the Riesz potential
for any Schwartz class function f (see e.g. [53] ). Moreover,
since ψ 0. Thus, K r is monotonically decreasing in . By definition of E r (2.4), this gives the result.
We close this section with brief remarks on the convexity and differentiability of the regularized energies.
In particular, both the regularized potentials K and their opposites −K are λ -convex with λ = −C ϕ −d , where C ϕ is a positive constant depending on ϕ and is sufficiently small. For an interaction energy of the form (1.1), λ-convexity of the kernel K ensures λ-convexity of the energy E with respect to the Wasserstein metric [21] . Thus, E and −E are both λ -convex.
. 
1 be a smooth function satisfying η(x) = 0 if |x| 1 and η(x) = 1 if |x| 2. Using η, we decompose ∇K into its singular and nonsingular components, ∇K = ∇K (1 − η) + ∇K η = ∇K s + ∇K n . By linearity of convolution and the triangle inequality for
To bound the latter, we apply Minkowski's integral inequality, the fact that ∇K n has at most linear growth, and the fact that µ has finite second moment to obtain
Remark 2.9 (Attraction powers q > 2). One possible way to extend our results to cover attraction powers q > 2 would be to consider the energy E over the space P q (R d ) of probability measures with finite moments up to order q, endowed with the q-Wasserstein distance
, where C(µ, ν) is the set of transport plans between µ and ν. Alternatively, to cover all q > 0, one could consider the ∞-Wasserstein metric
|x − y| over the space P ∞ (R d ) of probability measures with finite moments of all orders. The space
is a complete metric space [36] and has been used in the study of local minimizers for several variational problems, including nonlocal repulsive-attractive energies [5, 20, 44] . The main difficulty in extending our results to P q (R d ) or P ∞ (R d ) lies in understanding the appropriate generalization of the λ-convexity to these distances and, in particular, the appropriate analogue of the HWI inequality, which plays a key role in the proof of Theorem 3.4. We leave this to future work.
Convergence of regularized energies and minimizers
We now turn to the proof that, up to a subsequence, minimizers of the regularized energies E converge to a minimizer µ of E with respect to d W . We establish this by first proving a Γ-convergence result for the sequence of energies E and then obtaining compactness for any sequence {µ } >0 when E (µ ) is uniformly bounded. For the latter, we use Lions' result on concentration compactness, which we recall for the readers' convenience.
Lemma 3.1 (Concentration compactness lemma for measures (cf. [41], [54, Section 4.3])).
Let {µ n } n∈N be a sequence of probability measures on R d . Then there exists a subsequence {µ n k } k∈N satisfying one of the three following possibilities:
(i) (tightness up to translation) There exists a sequence {y k } k∈N ⊂ R d such that for all > 0 there exists R > 0 with the property that
(ii) (vanishing) lim
(iii) (dichotomy) There exists α ∈ (0, 1) such that for all > 0, there exist a number R > 0 and a sequence {x k } k∈N ⊂ R d with the following property:
Given any R > R there are nonnegative measures µ 1 k and µ 2 k such that
We begin our proof of the convergence of minimizers with the observation that minimizers exist for both the regularized and unregularized energies. Proposition 3.2 (Existence of minimizers in P 2 (R d )). For all 2 − d p < 0 < q 2 and for > 0 sufficiently small, the energies E and E defined by (1.1) and (1.5) via the interaction kernel (1.3) admit a minimizer in P 2 (R d ).
Proof. First note that in the parameter regime 2 − d p < 0 < q 2 the interaction potential K, and its regularization K are locally integrable and lower semicontinuous.
For K given by (1.3) and x = 0, we have that
is nonnegative, and K is strictly increasing outside of the ball |x| > 1. Now we show that K is also strictly increasing outside some ball in R d when > 0 is sufficiently small. It suffices to show that if x i > 2, then
for some constant C > 0. Once we have this, then for x i > 2, we have (1 − |x| p−q ) >C p,q > 0 and
Choosing sufficiently small, this is nonnegative. We now show the inequality (3.1). First, we use a cutoff function to rewrite
The autocorrelation function Φ satisfies Φ (y) = −d Φ(y/ ) for all y ∈ R d and has the same decay property (A3) as ϕ . To see this, suppose |y| = 3R for some R > 0. Then for any z ∈ R d we have |z| > R or |y − z| > R; hence,
First, we estimate I 1 . If x i > 2, then |x| > 2, so ∂ x i K s (x) = 0. Consequently,
Since |x − y| < 1 and |x| > 2, |y| |x| − |y − x| |x| − 1 |x|/2.
Consequently,
Since ∂ x i K s is locally integrable and 2 − q < 2d + 1 l, there exists C > 0 so that for |x| > 2,
Now we estimate I 2 . Since ∂ x i K n is continuously differentiable,
For |y| |x|/2, |x − αy| |x|/2 > 1 for all α ∈ [0, 1]. Consequently, ∇η(x − αy) ≡ 0, and
On the other hand, for all all y ∈ R d , |∇∂ x i K n (x − αy)| C. Therefore,
The first integral is bounded by a constant since Φ satisfies decay property (A3), hence, has finite first moment. For the second integral, we use that |zΦ(z)| C|z| −l+1 and 2−q < l−d−1 to obtain
Therefore, (3.1) follows. We conclude that both K(x) and K (x) are strictly increasing for |x| > 2, and in particular, they approach infinity as |x| → ∞. Thus, for both E and E , there exists a minimizer in P(R d ) that is compactly supported, hence belongs to
, the infimum of the energy E or E over P(R d ) is less than or equal to the infimum over P 2 (R d ). Due to the fact that minimizers have compact support [18, Lemma 2.10], the converse holds, as well. Hence,
for all > 0 sufficiently small. Now we prove the regularized energies E converge to E in the sense of Γ-convergence.
Theorem 3.4 (Γ-convergence of regularized energies). The sequence of regularized energies {E } >0 defined by (1.5) Γ-converges to the energy E with respect to (
(ii) (Recovery sequence)
Proof. We will prove this theorem in two steps.
Step 1 (Lower semicontinuity). By Lemma 2.5, we have E (µ ) = E(µ * ϕ ). Furthermore,
where the first term approaches zero by hypothesis and the second term approaches zero by Lemma 2.3.
As the interaction potential K is lower semicontinuous and bounded from below, the Portmanteau Theorem [58, Theorem 1.3.4] ensures the energy E is lower semicontinuous with respect to convergence in P 2 (R d ). Indeed, the Portmanteau Theorem states that the weak-* convergence of µ × µ to µ × µ is equivalent to the fact that lim inf
when f is lower-semicontinuous and bounded from below. Hence, we obtain lim inf
Step 2 (Recovery sequence). Let µ ∈ P 2 (R d ) be arbitrary. We define a recovery sequence ν for the measure µ by using the heat kernel. Let ψ(x) = (4π) −d/2 e −|x| 2 /4 , and define
Clearly the function ψ satisfies the assumptions (A1)-(A3) in Subsection 2.2; hence, it is an admissible mollifier. Define the measure ν := µ * ψ δ( ) .
Then, by Lemma 2.3, ν ∈ P 2 (R d ) for all > 0, and d W (ν , µ) → 0 as → 0.
We now show that lim →0 E (ν ) = E(µ). By Lemma 2.5,
It suffices to show that I 1 , I 2 → 0 as → 0. We estimate I 2 first. As E δ( ) (µ) is regularized using the heat kernel ψ δ( ) , Proposition 2.6 ensures that E r δ( ) (µ) E r (µ) for all > 0. Hence, lim sup
Again, by Lemma 2.5, E a δ( ) (µ) = E a (µ * ψ δ( ) ). Since d W (µ * ψ δ( ) , µ) → 0 as → 0 and the attractive interaction kernel K a is a continuous function with at most quadratic growth,
On the other hand, by the lower semicontinuity of the energy E, as proved in the first step of the proof, we get that
To estimate I 1 , recall that by Remark 2.7 and 2.8 the regularized energies ±E δ( ) are λ δ( ) -convex with λ δ( ) = −C ϕ δ( ) −d and have metric slope ∇K * ψ δ( ) * µ L 2 (µ) . Therefore, they satisfy the following HWI-type inequality [1, Theorem 2.4.9],
Consequently, for > 0 sufficiently small, so that d W (µ * ϕ , µ) 1, we may use the bound 
Therefore I 1 → 0 as → 0, which completes the proof.
Remark 3.5. Since the energy E is lower semicontinuous with respect to weak-* convergence of measures in P(R d ) and convergence in P 2 (R d ) implies weak-* convergence in P(R d ), the conclusion of Theorem 3.4(i) is also true with respect to weak-* convergence in P(R d ).
As a result of the strong confining forces induced by the attractive part of the kernel K, we obtain the following compactness result for the sequence of energies E in P(R d ).
Proposition 3.6 (Compactness in P(R d )). Let {µ } >0 ⊂ P(R d ) be a sequence such that, for all > 0 sufficiently small, E (µ ) C for some constant C > 0. Then {µ } >0 has a subsequence which is convergent with respect to the weak-* topology in P(R d ).
Proof. We will use Lemma 3.1 and argue by contradiction, as in [52] . Note that as in the proof of Proposition 3.2, K(x) and K (x) → +∞ as |x| → ∞ for > 0 sufficiently small. This ensures that the energy E exhibits long-range confinement. We will use this fact to eliminate "vanishing" and "dichotomy" possibilities of the sequence {µ } >0 .
Suppose a subsequence of {µ } >0 , which we still index by > 0, "vanishes" in the sense of Lemma 3.1(ii). Then for any δ > 0 and R > 0, there exists 0 > 0 such that for all < 0 and x ∈ R d , we have
Hence, for all < 0 , (3.5)
Since K (x) → +∞ as |x| → ∞, given a constant B > 0, there exists R > 0 such that for all |x| R , we have K (x) B. Let δ < 1/2, and choose 0 depending on δ andR such that (3.5) holds. Then, using (3.5) and the fact that K 0 for all > 0, we get that
This contradicts the uniform bound E (µ ) C when B is sufficiently large; hence, "vanishing" does not occur. Suppose that for a subsequence of {µ } >0 , which again we index by > 0, "dichotomy" occurs. Then, since K 0 for all > 0,
where R > 0, the sequence {x } >0 , and the measures µ 1 and µ 2 are defined as in Lemma 3.1(iii), and R > R is arbitrary. Thus, again using the growth of K , we get that
contradicting the uniform bound on E (µ ). Therefore, Lemma 3.1 ensures the sequence {µ } >0 is tight up to a translation by a sequence {y } >0 ⊂ R d . However, the energies E are translation invariant, so we can replace µ by µ (· + y ) which yields a tight sequence. Therefore by Prokhorov's theorem (cf. [58, Theorem 1.3.9]), there exists a subsequence {µ } >0 , still indexed by > 0, and a measure µ ∈ P(R d ) such that µ → µ with respect to weak-* convergence in P(R d ) as → 0.
Classically, if a sequence of Γ-convergent functionals also satisfies a compactness property, then, up to a subsequence, minimizers converge to a minimizer of the limiting functional. Though our compactness result, Proposition 3.6, is established in a weaker space (P(R d )) than the topology in which the energies Γ-converge (P 2 (R d )), we still obtain the following corollary on the convergence of minimizers.
Corollary 3.7 (Convergence of minimizers).
For any > 0 sufficiently small let µ ∈ P 2 (R d ) be a minimizer of the energy E defined by (1.5). Then there exists µ ∈ P 2 (R d ) such that up to a subsequence µ → µ in P 2 (R d ) as → 0, and µ minimizes the energy E over P 2 (R d ).
Proof. Since the sequence {µ } >0 ⊂ P 2 (R d ) consists of minimizers of E , for > 0 sufficiently small, there exists a constant C > 0 so that E (µ ) C. Then by Proposition 3.6, there exists a measure µ ∈ P(R d ) such that a subsequence of {µ } >0 , which we still denote by µ , weak-* converges to µ in P(R d ).
To show that µ minimizes E over P 2 (R d ) we proceed in two steps. First, consider an arbitrary measure ν ∈ P 2 (R d ). By Theorem 3.4 (ii), there exists a sequence {ν } >0 ⊂ P 2 (R d ) so that d W (ν , ν) → 0 as → 0 and lim
By Theorem 3.4 (i), Remark 3.5, and the fact that the measures µ are minimizers of E over
Thus, µ ∈ P(R d ) has less energy than any other measure ν ∈ P 2 (R d ), so by Remark 3. 
with C > 0 so that E (µ ) C for > 0 sufficiently small. K min denotes the absolute minimum value of the interaction kernel K , r is chosen such that K (x) C for all |x| r , and R is the radius after which the kernel K is strictly increasing. We denote the corresponding quantities for the unregularized energy E by removing the subscript . We show that M , the upper bound on the diameter of the support of µ , is bounded by someM > 0 for all > 0 sufficiently small. We have lim sup →0 −E (µ ) −E(µ) and K → K uniformly on compact sets away from the origin. Thus, m → m as → 0, so 1/m 1/m + 1 for > 0 sufficiently small. As shown in the proof of Proposition 3.2, K is strictly increasing for |x| 2, so we may take R = 2. Likewise, by estimate (3.1), there exists r > 2 so that K (x) C for |x| > r.
This shows that the diameter of the support of µ is uniformly bounded byM . Consequently, the second moments of the sequence µ are uniformly integrable lim k→+∞ {|x| 2 k}
Since µ converges to µ with respect to the weak-* topology on P(R d ) and µ has uniformly integrable second moments, µ → µ in P 2 (R d ) with respect to d W [1, Proposition 7.1.5].
Remark 3.8 (Negative attraction power). The condition q > 0 is a sufficient condition for Propositions 3.2 and 3.6. If q < 0, both K and K converge to zero as |x| → ∞. In [52] , the authors characterized the existence of minimizers for these types of potentials using the existence of a measure for which the energy is negative. This is clearly true for E and E , as one can consider the characteristic function of a sufficiently large ball B R (0). However, we still require q > 0 for the compactness result in Proposition 3.6, and we believe that it is a necessary condition, as well.
Convergence of gradient flows
In this section, we apply our result on the Γ-convergence of the regularized energies to show that if the Wasserstein gradient flows of E are bounded in L ∞ (R d ), they converge to a suitable metric space generalization of the gradient flow of E, known as a curve of maximal slope.
As previously mentioned, without regularization E is not convex (or λ-convex for λ < 0). Consequently, it falls outside the scope of much of the existing theory on well-posedness of Wasserstein gradient flows [1, 21] . However, the regularized interaction energies E are λ =C ϕ −d convex, so that for fixed > 0, their Wasserstein gradient flows exist and are unique [21] . Thus, by showing these gradient flows Γ-converge to the curve of maximal slope for the unregularized energy, we provide a link between the well-understood case of convex gradient flow and emerging results on the Wasserstein gradient flow of non-convex energies [2, 15, 22, 23, 25, 30, 42, 43] .
We restrict our attention to the space of probability measures with bounded density
for any R > 0, due to the fact that, though E is not convex (or λ-convex for λ < 0), once it is restricted to P 2,R (R d ), it possesses a generalized notion of convexity known as ω-convexity [22, 23] . This notion has been used, explicitly and implicitly, in many previous works on nonconvex gradient flow. For our purposes, ω-convexity allows us to define a notion of upper gradient for E, which is an essential component in defining its curve of maximal slope.
Both from the perspective of energy minimization and the dynamics of the aggregation equation (1.4), this restriction is quite natural when p = 2 − d. Indeed, several results in the literature support the fact that both the energy minimization and evolution take place in the space of bounded functions. For quadratic attraction (i.e., for q = 2), the global minimizer of E is the characteristic function on a ball [20, 27] . Likewise, from the dynamics point of view, if the initial data belongs to P 2 (R d )∩L ∞ (R d ) and has compact support, then it remains bounded for all time and converges to the characteristic function on the unit ball [14] . For more general attraction powers (0 < q 2), all compactly supported local minimizers are bounded [20] and smooth, compactly supported classical solutions of the aggregation equation remain bounded for all time [6, Lemma 1].
For p = 2 − d, the restriction to measures with bounded density is perhaps less natural, since the minimizers may concentrate mass on sets of measure zero and classical solutions to the aggregation equation can approach these steady states asymptotically [4] . However, since our proof regarding the Γ-convergence of gradient flows works for any choice of parameters 2 − d p < 0 < q 2, we choose to include this regime for the sake completeness. There is hope this relationship can be made rigorous following the approach of Ambrosio and Serfaty [2] , but we leave this for future work.
For the regularized energy, if µ(t) ∈ P 2 (R d ) is a weak solution of the aggregation equation (1.4), then it is also a Wasserstein gradient flow of E [1, Corollary 11.1.8]. Below, we consider the curve of maximal slope of E on the metric space of measures with bounded density (P 2,R (R d ), d W ), and if µ(t) ∈ P 2 (R d ) is a weak solution of the aggregation equation with µ(t) ∞ R, then it is a curve of maximal slope for the weak upper gradient [1, Theorem 11.1.3] . The reverse implication is in general false, due to the height constraint imposed by P 2,R (R d ).
4.1. Curves of maximal slope and Γ-convergence. We now briefly recall the notion of curves of maximal slope on a compete metric space (S, d). We refer the reader to the book by Ambrosio, Gigli, and Savaré One example of a strong upper gradient is given by the metric slope
when F is a λ-convex and lower semicontinuous functional [1, Corollary 2.4.10].
Finally, we recall the definition of a curve a maximal slope. A locally absolutely continuous curve u : (a, b) → S is a curve of maximal slope for F with respect to the strong upper gradient g if there exists a non-increasing function φ so that φ(t) = F • u(t) for a.e. t ∈ (a, b) and
For all > 0, [1, Corollary 2.4.12] ensures that if µ ∈ D(E ), then there exists a curve of maximal slope µ (t) : (0, +∞) → P 2,R (R d ) for E with respect to the strong upper gradient
With these definitions in hand, we now recall a general result of Serfaty on the Γ-convergence of gradient flows on a metric space. (i) (Γ-liminf convergence) There is a notion of convergence S of u ∈ S to u ∈ S so that
(ii) (Lower bound on metric derivatives) If u (t) S u(t) for t ∈ (0, T ), then for s ∈ [0, T ),
(iii) (Lower bound on slopes) If u S u, then lim inf →0 g (u ) g(u).
If u (t) is a curve of maximal slope on (0, T ) for F with respect to g satisfying
then u(t) is a curve of maximal slope for F with respect to g and lim
→0
F (u (t)) = F(u(t)) for all t ∈ [0, T ),
Although the metric d induces a natural topology on S, the above result admits a notion of convergence S that can be induced by a weaker topology σ on S. Indeed, u S u means that π (u ) σ u for some map π : S → S (see [51] and [1, Remark 2.0.5] for details).
4.2. Γ-convergence of the curves of maximal slope for the regularized energies. Serfaty's general result on the Γ-convergence of curves of maximal slope provides a powerful general framework. In practice, it can be challenging to verify conditions (i) − (iii). However, for the regularized interaction energies E , these conditions follow from our previous results and the following HWI-type inequality from the first author's work with Kim and Yao, which allows us to compute the strong upper gradients.
Lemma 4.4 (c.f. [30] ). Suppose µ, ν ∈ P 2,R (R d ) and E is an interaction energy induced by a repulsive-attractive kernel of the form (1.3). Define the function
Then there exists C R,d,p,q > 0 so that
With this, we show that the curves of maximal slope for the regularized energies Γ-converge to the curve of maximal slope of the unregularized energy. Theorem 4.5. Let E be the interaction energy with repulsive-attractive kernel (1.3), with 2 − d p < 0 < q 2, and let E be the corresponding regularized energy (1.5).
Suppose µ (t) : (0, T ) → P 2,R (R d ) is a curve of maximal slope of E for the strong upper gradient g (µ) := 2 ∇K * µ L 2 (µ) on the metric space (P 2,R (R d ), d W ). Suppose also that µ (0) is well-prepared, in the sense that for some µ(0) ∈ P 2,R (R d ),
Then for all t ∈ (0, T ), µ (t) has a weak-* convergent subsequence µ (t)
−−→ µ(t), and µ(t) : (0, T ) → P 2,R (R d ) is a curve of maximal slope of E for g(µ) := 2 ∇K * µ L 2 (µ) . Furthermore, as → 0,
Remark 4.6. For any µ(0) ∈ P 2,R (R d ), there exists µ (0) ∈ P 2,R satisfying the conditions of the theorem: simply define µ (0) by convolving µ(0) with the heat kernel, as in Theorem 3.4(ii).
is closed with respect to d W , thus P 2,R (R d ) is a complete metric space. Furthermore, any d W bounded set of P 2,R (R d ) is relatively compact with respect to weak-* convergence in P(R d ),
and its limit points lie in P 2,R (R d ). Given µ ∈ S , µ ∈ S we say µ S µ if the µ converges with respect to the weak-* convergence in P(R d ).
We now define the strong upper gradients. For all > 0, Remark (2.8)
is an absolutely continuous curve. The function t → g(ν(t)) is measurable, since it is given by the composition of measurable functions. By Lemma 4.4,
As in Remark 2.8, we estimate ∇K * ν(t) L 2 (ν(t)) by breaking ∇K into its singular and nonsingular parts,
Since ∇K n has at most linear growth, the first term is bounded by the second moments of ν(t), which are uniformly bounded for t ∈ (a, b) since {ν(t)} t∈(a,b) is bounded with respect to d W . The second term is uniformly bounded since ν(t) L 1 = 1 and ν(t) L ∞ R. By the absolute continuity of
. Therefore (4.5) ensures t → E(ν(t)) is absolutely continuous and
We conclude that g(ν) = 2 ∇K * ν L 2 (ν) is a strong upper gradient of E.
Now we show that for all t ∈ (0, T ), µ (t)
−−→ µ(t) ∈ P 2,R (R d ), with respect to weak-* convergence of probability measures. Since µ (t) : [0, ∞) → P 2 (R d ) is a curve of maximal slope for the strong upper gradient g (µ) = ∇K * µ L 2 (µ) , applying Cauchy's inequality to (4.3) and comparing with (4.4), we obtain (see [ 
for all 0 s t < ∞. By definition of the metric slope and the fact that E (µ (t)) 0,
for all t ∈ (0, T ). Since lim →0 E (µ (0)) = E(µ(0)), the right hand side is uniformly bounded for sufficiently small. Therefore, {µ (t)} >0 is uniformly bounded in P 2,R (R d ), and, up to a subsequence, µ (t)
−−→ µ(t) ∈ P 2,R (R d ) with respect to weak-*convergence in P(R d ). It remains to verify criteria (i) − (iii) of Theorem (4.2) to conclude that µ(t) is a curve of maximal slope of E for g(µ), and the corresponding energies, strong upper gradients and metric slopes converge as → 0.
Criterion (i) follows immediately from Theorem 3.4, part (i) and Remark 3.5. To prove (ii), we assume without loss of generality that there exists 0 C < +∞ so that
Choose a subsequence |μ |(t) so that lim →0 s 0 |μ | 2 (t) dt = C. Then |μ |(t) is bounded in L 2 (0, s) so, up to a further subsequence, it is weakly convergent to some v(t) ∈ L 2 (0, s). Finally, we turn to (iii). We assume without loss of generality that
for some 0 C < +∞. Choose a subsequence g (µ ) so that lim →0 g (µ ) = C. Since
R for all > 0 and all t ∈ (0, T ), there exists a further subsequence so that µ converges to some limit ν in the weak-* topology of L ∞ (R d ). Since µ also converges to µ with respect to the weak-* topology of P(R d ), for all f ∈ C ∞ c (R d ),
hence, ν = µ. Then using the convexity and the lower semicontinuity of the function | · | 2 along with the weak-* convergence of µ yields the result. Following a similar argument as in Lemma 2.5 and definingμ = ϕ * µ * ϕ , we have
f (x)(∇K * µ)(x) dµ(x)
f (x)(∇K * µ)(x) dµ(x) =: A + B .
Since µ → µ weak-* in P(R d ) and f (x)(∇K * µ)(x) is bounded and continuous, lim →0 B = 0. It remains to show lim →0 A = 0. First, note thatμ → µ in the weak-* topology of L ∞ (R d ) as → 0. Indeed, for any f ∈ L 1 (R d ), we have that
where both terms approach zero as → 0. Returning to A ,
Since the integrand has at most linear growth, it is bounded on the compact set supp f , and we may apply the dominated convergence theorem, provided the integrand converges pointwise.
When 0 < q 1, ∇K is the sum of a bounded continuous function and an integrable function, and sinceμ →0 −−→ µ in both weak-* probability and weak-* L ∞ (R d ), the integrand converges for each x. On the other hand, when 1 < q 2, it suffices to show that ∇K is the sum of a continuous function, which is uniformly integrable with respect toμ , and an integrable function [1, Lemma 5.1.7] . In particular, is enough to show that |x| q−1 is uniformly integrable with respect toμ . Since |x| k implies that |x|/k 1 we have that Since µ (t) is a curve of maximal slope for E , (4.6) gives E (µ (t)) E (µ (0)) for all t ∈ (0, T ).
The well-preparedness of the initial data gives E (µ (0)) < C, hence the result follows.
