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Abstract— In this paper, we present a constructivist approach
for the Learning by Example problem, where control laws (or
behaviors) are learned in order to approximate a training
trajectory. The new behaviors are learned by systematically
improving upon existing capabilities. Within this context, the
learning problem is formulated as an optimal control prob-
lem, and variational arguments are used to obtain optimality
conditions. Numerical algorithms that utilize the optimality
conditions to attain a stationary solution are produced. A small-
scale navigation example is discussed in order to highlight the
operation of the proposed approach.
I. INTRODUCTION
Consider a situation in which a human operator is driving
a robot to a specified goal location through an unknown
environment. One would typically expect the human oper-
ator to try to find safe paths to the goal while avoiding
hazardous regions. Moreover, it is conceivable that the robot
(through human control) reacts to distinctive features in the
environment in a particular way, such as “stay at least 1 meter
away from the wall”. A natural objective is to have the robot
mimic the actions of the human operator in a completely
autonomous manner. However, the problem is not to simply
store the path that the human-operated robot took and then
reproduce it, but rather to learn at a behavioral level the con-
trol laws, i.e., closed-loop mappings from sensory input data
to control signals, needed to reproduce this motion. We will
refer to this problem as the Learning From Example problem,
and variants of it have received considerable attention in the
robotics community [1], [2], [3], [4], [5], [6], [7], [8], [9].
Many different strategies for the Learning From Example
problem have emerged over the years. Generally speaking,
these strategies can be placed in two major research camps.
One camp approaches the problem from a perception point of
view and attempts to learn the relevant features (e.g., paths,
walls, etc). Then these features are classified as traversable or
non-traversable based on the learning cues from the observed
human behavior. In other words, what is learned is a feature
classification that can serve as guidance for the robot to
plan through the terrain [3], [4], [10]. We will refer to this
as the perception-centric approach. This approach can be
complemented with the control-based view, where behaviors
that closely resemble the motion demonstrated by the human
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operator are learned. Typically, the relevant features are
assumed to be a priori known, and what is learned is a
policy mapping features to control signals [11], [12], [13].
This control-centric approach will be taken in this paper.
A common feature among previous control-centric meth-
ods is that they try to learn behavioral mappings using a
“blank-slate” view, i.e., they attempt to learn these mappings
without reference to previously established capabilities [1],
[2], [14], [15], [16]. However, a natural modification of this
approach would consist of a systematic improvement of the
existing capabilities. Consider for example the scenario of
learning to ride a motorcycle. Assuming we already know
how to ride a bicycle, we will not completely throw out
this knowledge when learning to ride a motorcycle. In fact,
we use our experience from riding a bicycle to leverage the
learning of riding a motorcycle. Indeed, constructivism views
learning as a process in which the learner actively constructs
or builds new ideas or concepts based upon current and past
knowledge [17], [18].
We take this point-of-view throughout this paper and ap-
proach the Learning From Example problem by constructing
new control laws from previously established ones. In par-
ticular, we assume that we have access to a set of behaviors
(possibly of limited capabilities). It is natural to consider
such previous capabilities as designed with a particular task
in mind such as “avoiding-obstacles” or “following-wall.”
However, no such interpretation is necessary. Within this
context, constructivist learning can be viewed as learning
new control laws as some function of the known behaviors,
where the learning is guided by training examples.
In particular, given a training trajectory, the learning task
consists of finding an appropriate sequence of new behaviors
in order to approximate the training trajectory. Here, the
new behaviors will be defined as linear combinations of the
existing behaviors. Thus, the main task involves finding the
weights of each existing behavior in the linear combination,
and in determining how many such new behavioral combi-
nations are required. We will let the transitions between new
behaviors be temporally driven, even though event-driven
transitions may be better suited for mobile robot navigation.
But, as this work represents an initial study of constructivist
learning from an optimal control point of view, we leave this
issue to future endeavors.
This constructivist framework for learning draws inspira-
tion from our previous work dealing with optimal control of
multi-modal systems [19], [20], [21], where we combined re-
curring mode string fragments (i.e., a sequence of behaviors
that occurs frequently throughout previous runs) into smooth
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“meta-modes.” In this paper, we apply a similar mode fusion
methodology to the Learning From Example problem. The
main difference in this paper, besides from the application
domain, is the fact that we are now learning a sequence of
new behaviors to approximate the training trajectory instead
of learning a single new behavior. Since we are dealing with
switching between new learned behaviors, the problem also
involves optimizing over the switching instants.
The outline of the paper is as follows: In Section II, we
formalize the Learning From Example problem as an optimal
control problem. The optimality conditions are derived in
Section III. In Section IV, we specify numerical algorithms
that utilize the optimality conditions to converge to a station-
ary solution. A simple example, demonstrating the viability
of the proposed method, is introduced in Section V, followed
by conclusions in Section VI.
II. PROBLEM FORMULATION
We start by formally introducing the Learning from Ex-
ample problem and casting it as an optimal control problem.
More specifically, we start by assuming a prior collection of
behaviors and try to approximate the training trajectory from
a combination of these existing behaviors.
Formally, let X denote the state space, Y denote the
observation space, and U be the control space. Suppose the
system dynamics are
ẋ(t) = f(x(t), u(t)), (1)
y(t) = h(x(t)). (2)
A behavior is a mapping from observations to control values,
i.e., κ : Y → U . Hence, if we drive the robot according to
behavior κ1 until time τ1 and κ2 for time τ2, and so on, then







f(x, κ1(y)) when t ∈ [τ0, τ1)




Note that an event-driven version of this model can be
defined, where the switching times are driven by interrupts




{t : ξi(y(t)) = 1}. (4)
Note that this corresponds to the formalism developed within
the Motion Description Language (MDL) framework [22].
Suppose we have a set of behaviors K =
{κ1, κ2, . . . , κN}. In the constructivist framework of
this paper, the new learned behavior will be defined through
a combination of the behaviors in K. One option is to let
the new behavior κn be given as a linear combination of
the existing behaviors. However, in order to learn a richer
class of behaviors, we propose the following construction






where µi : Y × R
k → R is a weighing function that
is parameterized by control vector αi ∈ R
k. We will
refer to these weighing functions as membership functions
as they loosely resemble membership functions in fuzzy
logic control [23]. It is easy to see that this more general
specification of the new control mode can accommodate the
linear combination solution.
Now, given an observed trajectory from the human oper-
ated training example, which we denote as y : [0, T ] → Y ,
we are interested in learning a sequence of new behaviors
that will approximate the training trajectory. Assume that
we know the initial state x0 = x(0). Further assume that the
human operator used M number of mode (note that we will
not enforce this assumption in the presented method), then











f(x̃, κn1(ỹ)) when t ∈ [τ0, τ1)
f(x̃, κn2(ỹ)) when t ∈ [τ1, τ2)
...
...
f(x̃, κnM (ỹ)) when t ∈ [τM−1, τM ]
(6)
with x̃(0) = x(0). Here the observations ỹ(t) = h(x̃(t)),
and the new behavior κnj is in the for of 5, where α
j
i is
the control vector parameterizing membership function µi
for control law κnj . The Learning From Example problem
can be posed as an optimization problem: choose the control
variables α
j
i for j = 1, . . . ,M and i = 1, . . . , N , and





L(y(t), ỹ(t))dt+ ψ(y(τM ), ỹ(τM )) (7)
is minimized, where L : Y × Y → R is the instantaneous
cost, and ψ : Y × Y → R is the terminal cost. Also, in
order to utilize the variational methods presented later, we
assume that L and ψ are twice differentiable in their second
argument. Note here that τ0 = 0 and τM = T are assumed
fixed.
Of course, we do not know the exact number of modes
used by the human operator. Hence, we will provide an
algorithm for determining the number of modes necessary
to approximate the observed trajectories. We will call this
algorithm the outer algorithm, while the inner algorithm
will find the optimal control vectors α
j
i (for i = 1, . . . , N
and j = 1, . . . ,M ) and the optimal switching times τi (for
i = 1, . . . ,M −1) given the number of switches. In order to
facilitate this inner algorithm, we will derive the optimality
conditions for minimizing the cost (7) given a fixed number
of switches in the following section.
III. OPTIMALITY CONDITIONS
In this section, we utilize the calculus of variations to
derive the optimality conditions for control parameters α
j
i
that shape the membership functions µi for behavior κnj , for
i = 1, . . . , N and j = 1, . . . ,M , and the optimal switching
times (τ1, . . . , τM−1) with respect to the performance crite-
rion (7) assuming the approximation trajectory has M modes.
The approximation trajectory in this case is given by (6). The
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central theme in utilizing variational arguments is to adjoin
the cost with the constraint, which in our case is given by (6)
and (5), via a co-state (or lagrange multiplier) λ(t). The main
idea here is to perturb the control parameters and compute
the Gateaux (or directional) derivative of the cost J in the
direction of the perturbation to gain access to the optimality
conditions. Since we will be differentiating the cost function,
we must make some mild assumptions about differentiability.
Namely, assume that L and ψ are continuously differentiable
in their second argument.
As mentioned earlier, we obtain the unperturbed cost,
denoted by J̃0, by adding the constraint via a co-state λ(t) to
(7). For ease of notation, we start by defining the Hamiltonian
Hi as
Hi(x, x̃, λi, ~αi) = L(h(x), h(x̃)) + λif̃i(x̃, ~αi), (8)





[αi1, . . . , α
i
N ]
T ∈ RNk. Now, the augmented (but unaltered









Hi(x, x̃, λi, ~αi) − λiż
]
dt+
+ψ(y(τM ), ỹ(τM )). (9)
Now, we perturb (9) in such a way that ~αi → ~αi + ǫ~γ
lr
i ,
where ~γlri = [0, . . . , γ
lr
i , . . . , 0]
T (note the (kl + r)th entry
is γlri and all other entries are 0, i.e., we are perturbing
the rth entry of shaping vector αl) and τi = τi + ǫθi for
i = 1, . . . ,M − 1, and ǫ << 1, then x̃ → x̃ + ǫη is the
resulting variation in x̃(t). The corresponding variation in
the observation ỹ is given as follows




Note that τ0 = 0 and τM = T are assumed fixed. Thus, the
























































Hence, the first order variation in the performance index
(7) can be expressed as the limit for ǫ→ 0 of
δJ( ~α1, . . . , ~αM , ~τi;~γ
lr












































Note here that we dropped the arguments in the differentials
for the sake of compactness, however they can be readily
inferred from (11). The integral terms in (12), denoted by































Recall that θ0 = 0 since τ0 = 0 is fixed, and note that
η(0) = 0 since x̃(0) = x(0) = x0. Now using the fact that
η(t) is continuous, (13) is further reduced. Substituting δK
back into δJ , we note that we can use single continuous















(x, x̃, λi, ~αi) when t ∈ (τi−1, τi). (16)
With this choice of the co-state λ(t), which can be solved by
























Since the variations (θi) and (γ
lr
i ) are independent, the

















(x̃, ~αi) dt ≡ 0 for i = 1, . . . ,M,
l = 1, . . . , N , and r = 1, . . . , k. (19)
IV. NUMERICAL ALGORITHMS
In the previous section, we derived the optimality condi-
tions for minimizing (7) given a fixed number of modes. In
this section, we first present a numerical algorithm that uti-
lizes these optimality conditions to converge to a stationary
solution for optimal switching times and shaping parameters.
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We call this the inner algorithm, which is complemented by
the outer algorithm that increments the number of modes and
weighs the benefit of adding additional modes. The idea here
is to start with an approximation trajectory using a single
mode and add modes to the approximation trajectory as long
as it is beneficial to do so.
The inner algorithm, which employs a
gradient descent method, is given as follows:
- Initialize with a guess of the control variables ~τ (0)
and ~α
(0)
i ’s for i = 1, . . . ,M , and let p = 0.
- while p < 1 or (J (p) − J (p−1)) < ǫ
- Compute the approximation function x̃(t),
observation ỹ(t), and cost J (p) forward in
time from 0 to T using (6), (5), and (7).
- Compute the co-state λ(t) backward in time
from T to 0 using (14) and (15).
- Compute the gradients ∇J̃(~τ (p)), and
∇J̃(~α
(p)
i ) for i = 1, . . . ,M .
- Update the control variables as follow :









for i = 1, . . . ,M .
- p = p+ 1
- end while
Note that the choice of the step-size γ(p) can be critical for
the method to converge. An efficient method among others
is the use of Armijo step-size presented in [24]. Because of
the non-convex nature of the cost function J , this gradient
descent algorithm will only converge to a local minimum.
Hence the attainment of a “good” local minimum can be
quite dependent on the choice of a “good” initial guess for
the control variables. The association of such a local method
with heuristic strategies in order to find a global minimum
is not investigated here.
The inner algorithm, outlined above, provides the optimal
control variables ~αi’s and optimal switching times τi’s
given a fixed number of modes. However, recall that we
do not know the number of modes a priori. Thus, we
propose an outer algorithm to figure out the number of
modes necessary to approximate the observed trajectory.
The main idea here is to start by assuming that the observed
trajectory can be approximated with a single mode, then
continue to increment the number modes as long as there is
a “sufficient” reduction in cost. Let this sufficient reduction
be encoded by the parameter ρ, then the outer algorithm
can be specified as follows:
- Initialize with k = 1
- while k < 2 or (J∗(k) − J
∗
(k−1)) < ρ
- Obtain J∗(k) using the inner algorithm with
number of modes M = k.
- k = k + 1
- end while
The parameter ρ is the thresh hold that weighs the benefit
of the reduction in cost J∗ versus the increase in complexity
introduced by the adding an additional mode in the approx-
imation trajectory. The choice of an appropriate ρ may be
critical to convergence of the algorithm, as choosing a small




In this section, we introduce a simple example to demon-
strate the viability of the proposed method. Consider the task
of navigating a unicycle from a known initial configuration
to a specified goal location. The unicycle dynamics are given
as
ẋ1 = v cos(x3),
ẋ2 = v sin(x3),
ẋ3 = ω.
(20)
In the system above, (x1, x2) is the Cartesian coordinates
of the center of the unicycle and x3 is its orientation with
respect to the x1-axis. The initial configuration of the robot
is given as x0, while the goal xg is specified as (xg1 , xg2).
The observed trajectory from a training run (solid line),
along with the initial configuration and desired goal, are
shown in Figure 1. The training trajectory is generated
using a sequence of three modes, hence we should be able
to approximate it using three modes using the proposed
algorithms. We assume that the linear velocity v is fixed,
thus the control consists of the angular velocity control
term. Also, we assume that we have a state observer, i.e.,
y(t) = x(t). Now, we wish to learn the number of modes
needed to approximate this trajectory as well as a description
of the individual modes.
As mentioned earlier, we will start of with a set of
previously established behaviors. For this example, we start
with two known behaviors, namely “go-to-goal” and “avoid-
obstacles.” The feedback law corresponding to each of these
behaviors is given as
κg(x) = ωg = Cg(φg − x3), (21)
κo(x) = ωo = Co(π + φo − x3). (22)
Note here that Cg and Co are the gains associated with each
behavior, and φg and φo are the angles to the goal and nearest
obstacle, respectively. Both of these angles are measured with









where (xg1 , xg2) and (xobs1 , xobs2) are the Cartesian coor-
dinates of the goal and the nearest obstacle, respectively.
Moreover, the new behaviors will be given by the linear
combination of these known behaviors:
κn(x) = αgκg(x) + αoκo(x). (25)























Fig. 1. Depicted is the approximation trajectory (x̃) obtained by using three
modes (dashed) and two modes (dotted) along with the original observed
trajectory (solid).



























Fig. 2. The optimal cost as a function of the number of modes given by
the outer algorithm.
As outlined earlier, we start by attempting to approxi-
mate the trajectory with one mode and then increment the
number of modes as necessary. For our simulations, the
cost is given by L(y(t), ỹ(t)) = 0.05||ỹ(t) − y(t)||2 and
ψ(y(τM ), ỹ(τM )) = 10||ỹ(τM ) − y(τM )||
2.
Also, the linear velocity v = 1 m/s, the gains Cg = Co =
1, and the thresh hold in the outer algorithm is set to ρ = 0.1.
The step-size in the inner algorithm can be chosen using the
Armijo algorithm. The optimum cost J∗ as a function of the
number of modes is shown in Figure 2. Since we are using a
descent algorithm, the optimal cost refers to a local optimum
as a function of the modes. Even though, the figure shows a
continuous descent in the optimal cost as the modes increase,
note that the optimal cost is only defined when the number
of modes is a positive integer.
Observe that the outer algorithm quickly terminates. We
deduce that the observed trajectory can be approximated by
using three modes, as expected. Note that the cost, in this
case, approaches zero as the number of modes grows. This
can normally be expected with the limiting case being high
frequency switching between modes (i.e., chattering). The
goal of our algorithm is to choose a suitable terminating
condition (or rho) so that we avoid approaching this limit.
The resulting trajectory from using three modes (dashed)
and two modes (dotted) along with the original observed




























Fig. 3. (a)The experimental setup using the Magellan Pro robot, (b)
Depicted is the approximation trajectory (x̃) obtained by using the learned
behavior (dashed) along with the original observed trajectory (solid).
B. Navigation Using the Magellan Pro
The simulated navigation example, presented above, illus-
trated the operation of the proposed method for the Learning
From Example problem. In this section, we will take the
promising simulation results to obtain effective navigation
strategies for the Magellan Pro robot from iRobot from
training runs. The training data was obtained from a joystick
operated run guided by a human operator. The training data
consisted of the state of the robot (i.e., [x1, x2, x3]) and the
range sensor readings from the entire run. The experimental
setup is shown in Figure 3.
The kinematics of the Magellan Pro can be effectively
captured by a unicycle model (20). Moreover, since the
experiment is conducted on a carpeted floor, slippage can
be ignored. As before, we start out by assuming two known
behaviors, namely, “go-to-goal” and “avoid-obstacles.” How-
ever, for this experiment, we let the new behaviors take on
the more general form:
κn(x) = µg(x)κg(x) + µo(x)κo(x), (26)
where the membership functions are defined as








as done in [21].
As outlined earlier, we start by attempting to approximate
the trajectory with one mode and then increment the number
of modes as necessary. For this experiment, the cost will
be as defined in the previous section. It turns out that the
training trajectory can be effectively approximated using one
new mode (i.e., additional modes did not significantly reduce
the cost). In particular, the optimal shaping parameters were
found to be α∗g = 0.67 and α
∗
o = 0.32, and the corresponding
cost J∗ = 76.57. The approximation trajectory, obtained
using the learned behavior, along with the training trajectory
are shown in Figure 3.
For this experiment, we are only optimizing over the
shaping parameters for membership functions corresponding
to the “go-to-goal” behavior (αg) and the “avoid-obstacles”
behaviors (αo). Since this optimization only involves two
parameters, we can easily compute the cost J(αg, αo) over
a discrete set of these parameters. Figure 4 depicts the









































Fig. 4. Depicted is the cost J as a function of the control parameters αg
and αo. The cost surface is color scaled from low cost (blue) to high cost
(red).
approximate cost function parameterized by αg and αo. Note
that the cost function is highly discontinuous, as we may have
expected. Moreover, there are many apparent local extremum
to the performance index J . Even so, it is obvious that there
are many choices for αg and αo that result in significant
improvement over other choices (e.g., J(αg = 0.67, αo =
0.32) = 76.57, while J(αg = 0.5, αo = 0.5) = 119.59). As
mentioned earlier, the performance of the gradient descent
algorithm depends on the initial guess of the control vector
and the step-size γ(p). It is highly recommended that the
Armijo step-size be used for the descent algorithm, as this
guarantees the algorithm will converge and the cost will
be non-increasing. The choice of these parameters may be
especially critical for extreme cases such as the one shown
in Figure 4.
VI. CONCLUSIONS
In this paper, we introduced a constructivist framework
for the Learning From Example problem. This framework
fits within the control-centric approaches as described in
the introduction, but with the fundamental difference that
we assume some a priori knowledge of possibly relevant
control laws. Assuming we have a set of such control laws,
new behaviors are learned as a combination of the previous
behaviors. Moreover, the system switches between the new,
learned control laws in order to approximate the train-
ing trajectory. The switching between controllers was time
driven, and we presented an algorithm (inner algorithm) to
calculate the optimal switching times and optimal behavioral
combinations in order to minimize a specified performance
criterion assuming a fixed number of modes. This is comple-
mented with the outer algorithm that determines the number
of modes necessary to reproduce the observed trajectory
from training example. A small-scale navigation example is
discussed in order to highlight the operation of the proposed
approach. The initial study of constructivist approach to
learning control laws from example seems promising. A
natural extension to this approach will be to let the switching
between controllers be time-driven, as this may be more
relevant to mobile robot applications.
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