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Abstract
Deep Convolutional Sparse Coding (D-CSC) is a framework reminiscent of deep convolutional
neural nets (DCNN), but by omitting the learning of the dictionaries one can more transparently
analyse the role of the activation function and its ability to recover activation paths through the
layers. Papyan, Romano, and Elad conducted an analysis of such an architecture [1], demon-
strated the relationship with DCNNs and proved conditions under which a D-CSC is guaranteed
to recover activation paths. A technical innovation of their work highlights that one can view
the efficacy of the ReLU nonlinear activation function of a DCNN through a new variant of the
tensor’s sparsity, referred to as stripe-sparsity.Using this they proved that representations with
an activation density proportional to the ambient dimension of the data are recoverable. We
extend their uniform guarantees to a modified model and prove that with high probability the
true activation is typically possible to recover for a greater density of activations per layer. Our
extension follows from incorporating the prior work on one step thresholding by Schnass and
Vandergheynst [2] into the appropriately modified architecture of [1].
Keywords: Deep Learning, Deep Convolutional Neural Networks, Sparse Coding, Deep Con-
volutional Sparse Coding, Rademacher Concentration
1 Introduction
Ever since the arrival of AlexNet (Krizhevsky et al, [3]) in 2012, Deep Convolutional Neural Net-
works (DCNNs) have been the state of the art technique for tackling many tasks in computer vision.
The success of DCNNs is not only limited to computer vision, achieving excellent results in a host
of other application areas such as Natural Language Processing (NLP) (Kim et al [4]) and Speech
Recognition (Zhang et al )[5]). However, although their empirical success and practical usefulness is
undeniable, exactly why they are so successful remains somewhat of a mystery. A large number of
open questions remain; for instance (and to consider just a few), how are DCNNs able to avoid the
curse of dimensionality during training? Why is training via gradient based methods so effective?
How do DCNNs achieve their invariance properties? How should we design a neural network for a
given task and why do they generalise so well? In recent years, a large number of researchers have
been working to better understand DCNNs and we now highlight just a few contributions in the
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context of the questions above. With regard to avoiding the curse of dimensionality, Mhaskar and
Poggio analysed the approximation capabilites of shallow vs. deep networks for compositional func-
tions, proving that DCNNs, for the same level of approximation accuracy, require an exponentially
lower number of training points compared with shallow networks [6]. The works of Pennington
et al [7], Poggio [8], Freeman and Bruna [9] indicate that although the loss functions of neural
networks in general are non-convex, for sufficiently large networks most local minima are in fact
close to being global minima, furthermore many of these global minima are flat and degenerate.
Additionally Haefele and Vidal in [10] where able to prove, for a certain form of parallelised network
architecture, that if the size of the network is sufficiently large then local descent can reach a global
minimizer from any initialisation. Bruna and Mallat [11] analysed the invariance properties of DC-
NNs, showing that invariance can also be achieved by a wavelet based approach they termed the
Scattering Transform. Wiatowski et al [12] built on this work to specify the number of layers this
approach requires to capture most of an input signal’s energy, providing some insight and potential
guidelines for more general network architecture design. Finally in regard to understanding how
DCNNs generalise, Zhang et al [13] experimentally demonstrated that DCNNs can fit random data
with ease, suggesting gaps in current theories concerning regularisation. In this paper we build on
another work by Papyan et al [1]. In this paper they seek to answer questions concerning the role of
the forward pass algorithm and of the activation pathways (the pattern of nodes at each layer that
are activated by the forward pass). Inspired by the observation that the ReLU activation function
is a sparsifying operator, their paper connects deep learning with the field of compressed sensing,
interpreting the forward pass algorithm as approximately solving a sequence of sparse coding prob-
lems. In doing so they are able to leverage the tools of compressed sensing to analyse under which
circumstances an activation path is recovered.
ReLUs are a highly popular choice of activation function, playing a role in most DCNN imple-
mentations. Indeed, it has been posited that the enforcement of sparsity through ReLU functions
may be one of the key ingredients behind certain DCNNs’ effectiveness at developing composite
representations at depth [14]. By omitting the learning of the dictionaries in DCNNs, one can more
transparently analyse the role of the forward pass algorithm and its ability to recover activation
paths through the layers. Papyan et al [1] propose a deep convolutional sparse coding (D-CSC)
model with this aim and use techniques from sparse coding to prove conditions under which a
DCNN is guaranteed to activate the desired nodes in a given layer. This analysis however is based
upon pessimistic worst case assumptions, which limit the applicability of these results. In this pa-
per we aim to address this issue, extending from uniform guarantees to probabilistic bounds. The
outline of this paper is as follows. In Section 2 we will review the D-CSC model and the conditions
for uniform recovery of activation pathways, presented in [1]. In Section 3 we present probabilistic
bounds for the recovery of activation pathways and provide a proof of this result. Finally, in Section
4 we conclude by providing a summary and some practical implications of our results.
2 Background
2.1 A quick overview of notation
Before proceeding we define the following measures which we will use extensively.
• ‖x‖P (l)α,∞ , maxi ‖P (l)i x‖α where P (l)i , the patch operator, takes ml consecutive elements of
x (with wraparound) starting at xi (see [1] for further details). In this paper we will only
consider α ∈ {0, 2}, hence ‖ · ‖α refers to the standard l2 norm when α = 2, and a function
counting the number of non-zeros in the argument vector when α = 0.
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• ‖x‖Q(l)α,∞ , maxi ‖Q(l)i x‖α where Q(l)i , the stripe operator, takes ⌊((2(ml/sl)− 1)nl)⌋ consecu-
tive elements of x (with wraparound) starting at xi (see [1] for further details). As before we
will only consider α ∈ {0, 2}, hence ‖ · ‖α refers to the standard l2 norm when α = 2, and a
function counting the number of non-zeros in the argument vector when α = 0.
• ‖X(l)‖Q(l)α,∞ , maxj ‖xj‖Q
(l)
α,∞, which is simply the maximum of the set of measures (defined
above) on the columns of X(l).
2.2 The D-CSC model - interpreting the forward pass algorithm of a CNN as
a sequence of sparse coding problems
To interpret the forward pass as solving a sequence of sparse coding problems we firstly model
the data in the classic compressed sensing setup. Denoting the matrix containing our data as
X(0), suppose that it is formed from a linear combination of columns of a convolutional matrix
A (a convolutional matrix is a banded circular matrix created by shifting a locally supported
matrix across all spatial locations, see [15] and [1] for more details). This can be expressed as
X(0) = AX(L) where X(L) denotes the matrix containing the sparse codes of our data (the reasons
for this particular choice of notation shall become clear). For the particulars and details concerning
convolutional sparse coding we refer the reader to [15]. Suppose now thatA can in fact be factorized
as a product of convolutional matrices, A = ΠLl=1A
(l). To make the connection to DCNNs consider
examining the representation ofX(0) at a different level of the factorisation other than L. To explain
through an example denote X(l) = ΠLj=l+1A
(j)X(L), then X(0) = Πlj=lA
(j)X(l). We define X(l) as
the latent representation of X(0) at layer l. If we consider starting at the deepest representation
and work backwards by applying the matrix factors of A sequentially and in order, then expressing
each representation in terms of the next we formulate the model
X(L−1) = A(L)D(L)X(L)
...
X(1) = A(2)D(2)X(2)
X(0) = A(1)D(1)X(1).
(2.1)
If we additionally impose certain sparsity constraints on the representations at each layer then this
model reduces to the DCPλ model proposed in [1] when D
(l) = I ∀l. The reason for the inclusion
D(l) at each layer shall become clear in Section 3. We define the reverse pass of the D-CSC model
as the generation of each X(l) for l = L− 1, L − 2...0 starting at the deepest layer, X(L). That is,
given {A(l)}Ll=1, {D(l)}Ll=1 and X(L), we sequentially generate X(l) as in (2.1). For clarity we now
describe each variable in more detail.
• X(l) ∈ RnlM×d is a matrix containing the latent representation of the data at layer l, with
each of the d columns a data point of dimensionM . To be clear X(l) = [x
(l)
1 x
(l)
2 ... x
(l)
d ] where
throughout lower case bold letters will denote the columns of their respective capitalised bold
letter denoted matrices. We furthermore assume that there exists scalars {Sl}Ll=1 such that
‖X(l)‖Q(l)0,∞ ≤ Sl for all l.
• D(l) ∼ BnlM×nlM is a sample drawn from the distribution of random, diagonal matrices whose
diagonal components are independent Rademacher random variables. To be clear, these are
square matrices with dimension nlM , whose off diagonal elements are all zero and whose
diagonal elements are either 1 or −1 with probability 0.5.
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• A(l) ∈ R(nl−1)M×nlM is the transpose of the weight matrix mapping between layers l−1 and l.
This matrix has a convolutional structure (described in [15] and [1]), is circular and banded,
and is created by shifting a local dictionary A
(l)
Local ∈ Rml×nl across all spatial locations. For
l ≥ 2 there is a stride between each spatially shifted A(l) which we denote sl, in [1] sl = nl−1.
The columns of A(l) have unit ℓ2 norm and as before we denote the columns of the matrix as
A(l) = [a
(l)
1 a
(l)
2 ... a
(l)
d ].
Suppose that we know {A(l)}Ll=1, have access to {D(l)}Ll=1 and are given Xˆ
(0)
, where
Xˆ
(0)
= X(0) +V(0)
= A(1)D(1)X(1) +V(0).
V(0) is the model error matrix that arises since our data may only approximatly belong to this
model, i.e., the data may only approximatly be represented as a linear combination of elements
from the global dictionary A = ΠLl=1A
(l). We shall consider the efficacy of the forward pass of
the D-CSC model to recover the hidden or latent representations {X(l)}Ll=1 from Xˆ
(0)
. Suppose we
compute an estimate Xˆ
(1)
and define the corresponding estimation error with regard toX(1) asV(1)
so that Xˆ
(1)
= X(1) +V(1). Continuing in this vein we can therefore define the following sequence
of noisy sparse coding problems which we solve, sequentially, to estimate the sparse representations
X(l) for l = 1, 2, ...L.
Xˆ
(0)
= A(1)D(1)X(1) +V(0)
Xˆ
(1)
= A(2)D(2)X(2) +V(1)
...
Xˆ
(L−1)
= A(L)D(L)X(L) +V(L−1).
(2.2)
Note that the error propogates between each layer since the estimate of the sparse representation
in the previous layer is fed into the next layer. Our notation is clarified below.
• Xˆ(0) ∈ RM×d is a matrix containing the observed noisy data, with each of the d columns
representing a data point of dimension M . As before, we denote the columns of the matrix
as Xˆ
(0)
= [xˆ
(0)
1 xˆ
(0)
2 ... xˆ
(0)
d ].
• Xˆ(l) ∈ RnlM×d is a matrix containing the noisy representation of the observed data Xˆ(0) at
layer l. As before, we denote the columns of the matrix as Xˆ
(l)
= [xˆ
(l)
1 xˆ
(l)
2 ... xˆ
(l)
d ].
• V(l) ∈ RnlM×d is an unknown error matrix V(l) = Xˆ(l) −X(l) which we assume has bounded
energy satisfying ‖V(l)‖P (l)2,∞ ≤ ζl. As before, we denote the columns as V(l) = [v(l)1 v(l)2 ... v(l)d ].
• D(l) are the same samples as in 2.1 used to generate the representations at each layer.
Hopefully the connection between the D-CSC framework and DCNNs is now apparent. To
summarise, we can view the forward pass of a neural network as solving the sequence of sparse
coding problems defined in (2.2) with Xˆ
(0)
being the data we feed into our network and Xˆ
(l)
the
estimate of the latent representation of the data at layer l. To dispel any potential confusion, note
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that the forward activation pattern at layer l refers to the support, i.e. the location of the nonzero
entries, of Xˆ
(l)
. The reverse activation pattern at layer l refers to the support of X(l). Our aim is
to derive conditions for which the reverse and forward activation patterns coincide across all layers.
Defining the activation pathway as the sequence of activations across all layers (e.g. the reverse
activation pathway is {supp(X(l))}Ll=1), we can summarise our goal as attempting to understand
when the forward and reverse activation pathways for a given data point are the same, or at least
are highly likely to be the same. Assuming that we are able to recover the reverse activation
pattern, we will also aim to bound the error between the estimated and true representation at a
given layer.
2.3 Uniform guarantees for the recovery of activation pathways
In [1] Papyan, Romano, and Elad consider the {Xˆ(l)}Ll=1 obtained by applying a feed forward
algorithm to solve the sequence of sparse coding problems defined in 2.2 and prove that this model
admits a solution under certain sparsity constraints. Their analysis relies heavily on the notion of
the coherence of a dictionary,
µ(A) = max
i 6=j
|a∗i aj|, (2.3)
where ai is the i
th column of A. The main technical innovations in [1] include how bounds from
traditional sparse approximation propagate through multiple layers, and also the aforementioned
sparsity measures used to ameliorate the limited lower bound on (2.3). This is often observed for
matrices with a convolutional structure as in the case of A(l). In particular, the main results in
[1] most relevant to our extensions lets {X(l)}Ll=1 be a set of sparse matrices consistent with Model
(2.1). The activations in the presence of noise, as in (2.2) are estimated recursively from the data
matrix Xˆ
(0)
according to
Xˆ
(l)
= Proj|supp(·)|=k
(
(A(l)D(l))T Xˆ
(l−1)
)
. (2.4)
for l = 1, 2, · · ·L and in Papyan et al’s analysis D(l) = I for all l (note that in all our results
that follow we shall assume that D(l) are samples drawn from distributions of Rademacher random
matrices, as described in model 2.2). Proj|supp(·)|=k(·) denotes a family of sparsifying operators
that sets all but k entries of the each column of the matrix argument to 0. By substituting
Proj|supp(·)|=k(·) with a ReLU operator we obtain the standard forward pass algorithm across a
ReLU layer of a neural network with (A(l)D(l))T the weight matrix between layer l and l−1. In what
follows we will assume that Proj|supp(·)|=k(·) refers to basic thresholding with the hard thresholding
operator [16]. To be clear, this operator keeps the k largest entries (in terms of absolute value) of
each column of the argument matrix unchanged while setting all other elements to zero.
Papyan et al prove 1, under worst case assumptions, that if the noise free data satisfies a sparsity
bound ‖X(l)‖Q(l)0,∞ ≤ Sl and ‖V(l)‖P
(l)
2,∞ ≤ ζl for some sets of scalars {Sl}Ll=1 and {ζl}Ll=1, then so long
as
Sl <
µ(l))−1
|X(l)max|
(
1
2
|X(l)min| − ζl
)
+
1
2
(2.5)
the activation (or support) of Xˆ
(l)
computed using 2.4 is exactly the same as the activation of
X(l). In other words, the reverse activation pattern at layer l is recovered. Note that we require
1Papyan et al’s analysis is wide-ranging, including conditions under which the solution to Model (2.2) is unique.
They also consider a variety of thresholding operators such as soft and hard thresholding as well as more advanced
algorithms to compute Xˆ
(l)
from A(l) and Xˆ
(l−1)
. We speak here only of a few of their contributions.
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knowledge of the cardinality of the support at each layer. Here |X(l)min| and |X(l)max| are the smallest
and largest non-zeros inX(l) respectively and note also that we have adopted the shortened notation
µl = µ(A
(l)).
3 An average case analysis of the D-CSC model
3.1 Probabilistic bound for the recovery of activation pathways
Notable in the sparsity bound (2.5) is the presence of µl, which is the factor that allows for a
nontrivial Sl. Bounds of the form (2.5) are prevalent in the theory of sparse approximation, see
for instance [16, Chapter 5], where it is known [17] that for a generic matrix B ∈ Rm×γm that
µ(B) > m−1/2
√
1− γ−1. This is colloquially referred to as the square-root bottleneck in that
µ−1 ∼ m1/2. In many applications, e.g. imaging, mi is typically not more than 72 and ni is
typically about 2mi. Solving the sequence of sparse coding problems in (2.2) has the additional
challenge due to A(l) being convolutional in structure. This can result in a large mutual coherence
if the stride between shifted versions of the local dictionaries A
(l)
Local is insufficient. As a result
the proportionality of the bound on the signal complexity, measured in terms of the number of
nonzeros, on µ−1l in (2.5) limits its ability to provide guarantees in many practical situations.
It is well known from the work of Schnass and Vandergheynst [2] that in the single layer
context, if one introduces a randomized sign pattern then the Rademacher concentration inequality
can be used to derive bounds demonstrating that the recovery of the correct activations is typically
possible with the sparsity bounds relaxed to depend on µ−2l . Our main result is to extend the
techniques used in [2] to the multi-layer setting of [1]. In order to do so we adapt Model (2.2) to
include randomized sign patterns on the masks of the network, or equivalently activations at the
next layer. That is the inclusion of the matrix D(l), a diagonal matrix whose diagonal entries are
independent Rademacher random variables as we have already discussed. This matrix applies a
random sign pattern to the columns of A(l). Although this matrix is primarily an artifact necessary
for our analysis, it is interesting to note its connection with dropout, a technique commonly used
when training DCNNs in which a random set of nodes (or columns of the weight matrix) are ignored
in every batch. Indeed one can tentatively interpret D(l) as a special form of dropout which selects
either the positive or negative signed column from a wider dictionary that contains both. Under
this adaption we are able to provide Theorem 1.
Theorem 1. Let Xˆ
(0)
be a data matrix consistent with Model (2.2) with ‖X(l)‖Q(l)0,∞ ≤ Sl, ‖V(l)‖P
(l)
2,∞ ≤
ζl for l = 0, . . . , L− 1. Suppose that we know the cardinality of the support of each column of X(l)
for l = 1, . . . , L and that we calculate each column of Xˆ
(l)
independently using (2.4). Denote the
event that the location of the non-zeros in X(l) and Xˆ
(l)
exactly coincide for l = 0, 1, . . . , L, as ZL,
i.e., the event that the reverse and forward activation pathways are the same. The probability that
this event doesn’t hold, Z¯L, has an upper bound
P (Z¯L) ≤ 2dM
L∑
l=1
nl exp

− |X(l)min|2
8
(
|X(l)max|2µ2l Sl + ζ2l−1
)

 . (3.1)
Furthermore when ZL does occur then for all j,
‖xˆ(l)j − x(l)j ‖P
(l)
2,∞ ≤ ζl (3.2)
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where
ζl =
√
‖Xˆ(l)‖P (l)0,∞
(
µl(Sl − 1)|X(l)max|+ ζl−1
)
. (3.3)
A key implication of Theorem 1 is that the derived probability bound scales proportional to µ−2l
across a given layer, rather than µ−1l . To be precise, for a given representation xˆ
(l−1) and an
arbitrary δ ∈ [0, 1], then P (W¯l) ≤ δ if
Sl ≤

 |x(l)min|2
8|x(l)max|2 ln
(
2Mnl
δ
) − ζ2l−1
|x(l)max|2

µ−2l (3.4)
is satisfied. For this theorem to be meaningful (since we require Sl ∈ Z≥0) it is necessary that the
noise satisfies
ζl−1 <
|x(l)min|(
8 ln
(
2Mnl
δ
))1/2 .
3.2 Proof of Theorem 1
We develop the proof of Theorem 1 by first considering the failure to recover the sparse represen-
tation of a single vector across a single layer (Lemma 1) and then a single vector across multiple
layers (Lemma 2).With these results in place it is a simple step to prove Theorem 1. In what follows
we will make use of the following Rademacher concentration inequality.
Theorem 2 (Rademacher concentration [18]). Let α be an arbitrary real vector and ε a random
vector whose elements are independent random variables pulled from a Rademacher distribution
{−1, 1}. Then for all t ∈ R+
P
(
|
∑
i
εiαi| > t
)
≤ 2 exp
(
− t
2
2‖α‖22
)
. (3.5)
3.2.1 Recovery of the activation of a single vector across a single layer
Consider the recovery of the support, or reverse pass activation pattern, of a single vector across a
single layer of model 2.2; the signal model for this layer we can write as
xˆ(l−1) = ADx(l) + v(l−1), (3.6)
where we have omitted the superscript layer notation on the matrices A and D for typographical
clarity. For signals consistent with model (3.6) we are able to provide Lemma 1.
Lemma 1. Suppose we have an estimate of the representation of a data point, generated under
model 2.1, at layer l− 1, which we denote xˆ(l−1) and assume it is consistent with model (3.6). Let
x
(l), whose support we denote as Λ, be a solution to (3.6) with ‖x(l)‖Q(l)0,∞ ≤ Sl, ‖v(l)‖P
(l)
2,∞ ≤ ζl−1 and
assume that we know the cardinality of the support, |Λ|. Suppose that xˆ(l) is computed according to
2.4. Denoting the event that the locations of the nonzeros in x(l) and xˆ(l) differ as W¯
(l)
Λ , then
P (W¯
(l)
Λ ) ≤ 2nM exp

− |x(l)min|2
8
(
|x(l)max|2µ2l Sl + ζ2l−1
)

 . (3.7)
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Furthermore in the setting where the location of the nonzeros in x(l) and xˆ(l) are the same, then
‖xˆ(l) − x(l)‖P (l)2,∞ ≤ ζl
where
ζl =
√
‖xˆ(l)‖P (l)0,∞
(
µl(Sl − 1)|x(l)max|+ ζl−1
)
.
Proof. Lemma 1 extends bounds in [2] to include additive noise and the stripe sparsity model
‖ · ‖Q(l)0,∞ ≤ Sl present for the convolutional matrices A(l) considered here.
Firstly denote the diagonal elements of D, Djj, as εj , which are mutually independent random
variables with value either −1 or 1 with probability 0.5. For W¯ (l)Λ to occur requires the condition
that there exists some i ∈ Λ and some k ∈ Λ¯ such that |〈εiai, xˆ(l−1)〉| < |〈εkak, xˆ(l−1)〉|. This
condition is equivalent to requiring mini∈Λ |〈εiai, xˆ(l−1)〉| < maxk∈Λ¯ |〈εkak, xˆ(l−1)〉| and hence
P (W¯
(l)
Λ ) = P (mini
|〈εiai, xˆ(l−1)〉| < max
k
|〈εkak, xˆ(l−1)〉|).
Introducing an arbitrary real valued scalar threshold p > 0, we form the inequality
P (W¯
(l)
Λ ) ≤P (mini∈Λ |〈εiai, xˆ
(l−1)〉| < p) + P (max
k∈Λ¯
|〈εkak, xˆ(l−1)〉| > p).
We now provide bounds on each of the terms on the right hand side of the above inequality
using the Rademacher concentration inequality provided in Theorem 2. Denoting W¯ ′Λ as the event
maxk/∈Λ{|〈εkak, xˆ(l−1)〉|} > p then
P (W¯ ′Λ) = P
(
max
k
{|〈εkak, xˆ(l−1)〉|} > p
)
≤
∑
k∈Λ¯
P
(
|〈εkak, xˆ(l−1)〉| > p
)
=
∑
k∈Λ¯
P

|∑
j∈Λ
ε′jx
(l)
j 〈ak,aj〉+ εk〈ak,v〉| > p

 (3.8)
≤ 2
∑
k∈Λ¯
exp

 −p2
2
(∑
j∈Λ∩Γ |x(l)j |2|〈ak,aj〉|2 + ζ2l−1
)


≤ 2(mN − |Λ|) exp

 −p2
2
(
|x(l)max|2Slµ2l + ζ2l−1
)

 .
The second line and inequality arises frommaxk∈Λ¯{|〈εkak, xˆ(l−1)〉|} > p implying ∪k∈Λ¯{|〈εkak, xˆ(l−1)〉|} >
p. The third line is a simple expansion of the inner product, where we define a new Rademacher
random variable ε′j = εjεk. Note that the set of random variables {
(⋃
j ε
′
j
)
∪ εk} is also mutually
independent. Moving from the third to the fourth line we use Theorem 2. The set Γ refers to the
indices of columns of A(l) which have a nonzero inner product with the column ak. The final line
is the result given that |Λ ∩ Γ| ≤ Sl, which follows from our assumption that ‖x(l)‖Q
(l)
0,∞ ≤ Sl.
Denoting W¯ ′′Λ as the event mini{|〈εiai, xˆ(l−1)〉|} < p, we firstly expand the inner product and
then use the triangle inequality to derive
|〈εiai, xˆ(l−1)〉| ≥ |xi| −
∣∣∣∣∣∣
∑
j∈Λ,j 6=i
ε′jx
(l)
j 〈ai,aj〉+ εi〈ai,v〉
∣∣∣∣∣∣ .
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We are then able to bound P (W¯ ′′Λ) using essentially the same steps as before for P (W¯
′
Λ).
P (W¯ ′′Λ) ≤ P

max
i∈Λ
{|
∑
j∈Λ,j 6=i
ε′jx
(l)
j 〈ai,aj〉+ εi〈ai,v〉|} > |x(l)min| − p


≤
∑
i∈Λ
P

| ∑
j∈Λ,j 6=i
ε′jx
(l)
j 〈ai,aj〉+ εi〈ai,v〉| > |x(l)min| − p


≤ 2
∑
i∈Λ
exp

− (|x(l)min| − p)2
2
(∑
j∈Λ∩Γ/i |xj |2|〈ak,aj〉|2 + ζ2l−1
)


≤ 2|Λ| exp

 −(|x(l)min| − p)2
2
(
|x(l)max|2Slµ2l + ζ2l−1
)

 .
The first line is a result of rearranging and minimising the expanded inner product with respect
to being less than p. The subsequent lines follow in the same manner as in (3.8). Since p can be
arbitrary, and since it is equidistant between the expectations of the two distributions of |〈εiai, y〉|
and |〈εkak, y〉|, choose p = |xmin|/2. As a result combining the bounds on P (W¯ ′Λ) and P (W¯ ′′Λ) we
obtain the desired probability bound on P (W¯Λ).
To now bound the error under the assumption that the support Λ is recovered we provide a
proof very similar to that provided in Theorem 8 of [1]. Firstly
‖xˆ(l) − x(l)‖P (l)2,∞ = max
i
‖Pix(l) − P (l)i xˆ(l)‖2
=
√
‖x(l)‖P (l)0,∞
(
max
i
‖Pix(l) − Pixˆ(l)‖∞
)
≤
√
‖x(l)‖P (l)0,∞
(
‖x(l) − xˆ(l)‖∞
)
.
The first equality follows from the definition of the measure ‖ · ‖P (l)2,∞. In the second inequality we
use the vector norm relationship that for z ∈ Rm, with k nonzeros, then ‖z‖2 ≤
√
k‖z‖∞. Note
that xˆ(l) and x(l) have the same support. The inequality on the third line is due to fact that the
largest element in a vector is at least as large as the largest element of any subset of elements of
the vector. Since ‖x(l) − xˆ(l)‖∞ = ‖x(l)Λ − xˆ(l)Λ ‖∞ , and recalling that the ℓ∞ matrix norm is the
maximum row sum of the absolute elements in each row of the matrix, then
‖x(l)Λ − xˆ(l)Λ ‖∞ = ‖(AΛDΛ)+(AΛDΛ)x(l)Λ − (AΛDΛ)Tx(l−1)‖∞
= ‖(I− (AΛDΛ)T (AΛDΛ))x(l)Λ − (AΛDΛ)Tv(l−1)‖∞
≤ ‖(I−ATΛAΛ)‖∞‖x(l)Λ ‖∞ + ‖ATΛv(l−1)‖∞
≤ µ(‖x(l)‖Q(l)0,∞ − 1)|xmax|+ ζl−1.
The equality in line 1 uses I = (AΛDΛ)
+(AΛDΛ) and the definition of the estimate derived using
(2.4). The equality in line 2 is obtained by introducing a positive and negative AΛDΛx
(l)
Λ (which
cancel one another hence preserving equality) and then rearranging. The inequality on the third
line is obtained by applying the triangle inequality and then using the submultiplicative property
of the induced matrix norm. The fourth and final inequality is a result of the definition of the l∞
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matrix norm; ‖(I−ATΛAΛ)‖∞ = maxi
∑
j∈Λ |1− 〈ai,aj〉|. The diagonal elements are all zero since
|〈ai,ai〉| = 1 and by the definition of the mutual coherence the off-diagonal elements are bounded
as |〈ai,aj〉| ≤ µl. Defining Γ as the set of indices of columns whose supports overlap with ai then
max
i
∑
j∈Λ
|1− 〈ai,aj〉| = max
i
∑
j∈(Λ∩Γ)/i
|1− 〈ai,aj〉|
≤ µ(l)(‖x(l)‖Q(l)0,∞ − 1).
Finally since ‖ATΛv(l−1)‖∞ = maxi |〈ai,v(l−1)〉|, then, since ai is only supported over ml−1 elements,
|〈ai,v(l−1)〉| ≤ ζl−1. Combining these results we arrive at the stability bound presented in Lemma
1.
3.2.2 Recovery of the activations of a single vector across multiple layers
With the single layer, single vector case proven in Lemma 1, we now proceed to investigate the
single vector, multilayer case.
Lemma 2. Suppose we have a data point xˆ(0) = x(0) + v(0), where x(0) is a column from a matrix
generated under Model (2.1) and v(0) is some noise. We estimate the latent representations of
x
(0) at every layer by recursively applying (2.4). Assume that there exists {Sl} and {ζl} such that
‖x(l)‖Q(l)0,∞ ≤ Sl and ‖V(l)‖P
(l)
2,∞ ≤ ζl are satisfied for all l. If Y¯L denotes the event that the thresholding
operation of the forward pass fails to exactly recover the set of supports {Λ}Ll=1 (or reverse activation
paths), then
P (Y¯L) ≤ 2M
L∑
l=1
nl exp

− |x(l)min|2
8
(
|x(l)max|2µ2l Sl + ζ2l−1
)

 . (3.9)
Furthermore in the setting where the location of the nonzeros in x(l) and xˆ(l) are the same, we are
able to characterise {ζl}L−1l=0 in a recursive manner as
‖xˆ(l) − x(l)‖P (l)2,∞ ≤ ζl,
where
ζl =
√
‖xˆ(l)‖P (l)0,∞
(
µl(Sl − 1)|x(l)max|+ ζl−1
)
.
Proof. This result can be proved easily via induction. For the sake of convenience let
γ(l) = 2Mnl exp

− |x(l)min|2
8
(
|x(l)max|2µ2l Sl + ζ2l−1
)

 .
Note that the bound on the error at each layer is conditioned on the correct recovery of the support
at the previous layer. Letting W¯
(l)
Λ be the event that the support at the lth layer is not correctly
recovered, then
P (W¯
(1)
Λ ) ≤ γ(1)
P (W¯
(2)
Λ |W (1)Λ ) ≤ γ(2)
...
P (W¯
(l)
Λ | ∩(l−1)i W (i)Λ ) ≤ γ(l).
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The result for L = 1 is trivial so we will proceed with the proof by induction by considering the
base case L = 2. Applying De Morgan’s theorem to Y¯2 we obtain
P (Y¯2) = P (W¯
(1)
Λ ∪ W¯ (2)Λ )
= P (W¯
(1)
Λ ) + P (W¯
(2)
Λ ∩W (1)Λ )
= P (W¯
(1)
Λ ) + P (W¯
(2)
Λ |W (1)Λ )P (W (1)Λ )
≤ γ(1) + γ(2)P (W (1)Λ )
≤ γ(1) + γ(2).
Hence our theorem is correct for L = 1 and L = 2. Now assume that the result holds true for the
kth layer, i.e.
P (Y¯k) ≤
k∑
l=1
γ(l).
Considering Y¯k+1 then
P (Y¯k+1) = P (W¯
(k+1)
Λ ∪ Y¯k)
= P (Y¯k) + P (W¯
(k+1)
Λ ∩ Yk)
= P (Y¯k) + P (W¯
(k+1)
Λ |Yk)P (Yk)
≤
k∑
l=1
γ(l) + γ(k+1)P (Yk)
≤
k∑
l=1
γ(l) + γ(k+1)
=
k+1∑
l=1
γ(l).
This proves the result holds for the k + 1th case and given this and our base case hold then all
others must follow. The bound on the error at each layer follows in exactly the same manner as
that of Lemma 1.
3.2.3 Recovery of the activations of multiple vectors across multiple layers
With Lemma 1 and 2 in place it is a fairly simple step to derive Theorem 1. Suppose that Y
(L)
j is
the event that supports {Λ(l)j }Ll=1 of the representations {x(l)j }Ll=1 of the jth data point are recovered
from {xˆ(l)j }Ll=1. Let
ZL ,
d⋂
j=1
Y
(L)
j .
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Applying De Morgan’s Theorem then Z¯(L) =
⋃d
j=1 Y¯
(L)
j . As a result we obtain
P (Z¯L) ≤
d∑
j=1
P (Y¯
(L)
j )
≤ 2M
d∑
j=1
L∑
l=1
γ
(l)
j
≤ 2Md
L∑
l=1
γmax,
which gives the probability bound claimed in Theorem 1.
4 Conclusion
Interpreting the forward pass algorithm as a sparse coding problem allows us to make claims and
conditions sufficient in theory for the successful operation of the forward pass. Our contributions
in this paper are a) an approach to carrying out an average rather than worst case analysis for the
recovery of activation pathways in deep sparse coding networks (as stated in 2.2) and b) Theorem
1, which extends the prior uniform bounds in [1] to high probability bounds. The key benefit of
this result is the proportionality to the dictionary coherence of the upper bound on the signal’s
complexity (measured in terms of the number of non-zeros per stripe) improving from µ−1 to
µ−2. Assuming the weight matrices are suitably conditioned, this indicates that the forward pass
algorithm is likely to recover the latent representations in Model 2.2 for a more complex (again
measured in terms of the number of non-zeros per stripe) family of signals than previously thought.
In summary, this suggests that if optimal sparse coding is indeed an important factor explaining
the success of certain DCNN architectures, then explicitly encouraging weight matrices with low
coherence during training could improve the DCNN’s performance.
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