Background/Objectives: The aim of this paper was to compare methods to estimate usual intake distributions of nutrients and foods. As 'true' usual intake distributions are not known in practice, the comparison was carried out through a simulation study, as well as empirically, by application to data from the European Food Consumption Validation (EFCOVAL) Study in which two 24-h dietary recalls (24-HDRs) and food frequency data were collected. The methods being compared were the Iowa State University Method (ISU), National Cancer Institute Method (NCI), Multiple Source Method (MSM) and Statistical Program for Age-adjusted Dietary Assessment (SPADE). Subjects/Methods: Simulation data were constructed with varying numbers of subjects (n), different values for the Box-Cox transformation parameter (l BC ) and different values for the ratio of the within-and between-person variance (r var ). All data were analyzed with the four different methods and the estimated usual mean intake and selected percentiles were obtained. Moreover, the 2-day within-person mean was estimated as an additional 'method'. These five methods were compared in terms of the mean bias, which was calculated as the mean of the differences between the estimated value and the known true value. The application of data from the EFCOVAL Project included calculations of nutrients (that is, protein, potassium, protein density) and foods (that is, vegetables, fruit and fish). Results: Overall, the mean bias of the ISU, NCI, MSM and SPADE Methods was small. However, for all methods, the mean bias and the variation of the bias increased with smaller sample size, higher variance ratios and with more pronounced departures from normality. Serious mean bias (especially in the 95th percentile) was seen using the NCI Method when r var ¼ 9, l BC ¼ 0 and n ¼ 1000. The ISU Method and MSM showed a somewhat higher s.d. of the bias compared with NCI and SPADE Methods, indicating a larger method uncertainty. Furthermore, whereas the ISU, NCI and SPADE Methods produced unimodal density functions by definition, MSM produced distributions with 'peaks', when sample size was small, because of the fact that the population's usual intake distribution was based on estimated individual usual intakes. The application to the EFCOVAL data showed that all estimates of the percentiles and mean were within 5% of each other for the three nutrients analyzed. For vegetables, fruit and fish, the differences were larger than that for nutrients, but overall the sample mean was estimated reasonably. Conclusions: The four methods that were compared seem to provide good estimates of the usual intake distribution of nutrients. Nevertheless, care needs to be taken when a nutrient has a high within-person variation or has a highly skewed distribution, and when the sample size is small. As the methods offer different features, practical reasons may exist to prefer one method over the other.
Introduction
The European Food Consumption Validation (EFCOVAL) Project aimed at the further development and validation of the 24-h dietary recall (24-HDR) software EPIC-Soft (the software developed to conduct 24-HDRs in the European Prospective Investigation into Cancer and Nutrition (EPIC) Study) (Slimani et al., 1999) , in order to be used for estimation of the intake of foods, nutrients and potentially hazardous chemicals within the European adult population. The 24-HDR was selected by the European Food Cosumption Survey Method (EFCOSUM) Project as the most suitable method to obtain comparable data in pan-European dietary surveys (Brussaard et al., 2002) . A single 24-HDR per individual can be used to characterize the average consumption of a group of individuals fairly well, provided the sample is representative of the underlying population and all days of the week and all seasons are equally represented (Biro et al., 2002; Kroes et al., 2002) . However, the variance of the usual group intake is inflated by day-to-day variation in individual intake, resulting in misleading estimates of the prevalence of low or high intakes (Mackerras and Rutishauser, 2005) . If repeated 24-HDRs are collected, it is possible to eliminate the intra-individual variability of the data and thereby to obtain an estimate of the usual intake distribution of the population. Several statistical procedures for estimating the usual intake distribution from repeated 24-HDRs are available (National Research Council, 1986; Slob, 1993; Wallace et al., 1994; Buck et al., 1995; Nusser et al., 1996a; Hoffmann et al., 2002) , including a number of recently developed methods (Haubrock et al., 2011; Slob, 2006; Tooze et al., 2006; Waijers et al., 2006) .
As the estimates of usual intake distributions are one of the main outcomes of food consumption surveys, it is important to know how the different methods for estimating usual intake distributions perform. In 2002, Hoffmann et al. (2002) published a comparison of six different methods to estimate usual intake distributions. As then new methods have been developed, which have not been compared so far. Only the National Cancer Institute Method (NCI) and Multiple Source Method (MSM) were compared on a number of aspects by Haubrock et al. (personal communication) . Nevertheless, there are differences between the methods in, for instance, the statistical models, the assumptions and the backtransformations used. Therefore, the objective of the present study was to compare recently developed methods. The NCI Method (Tooze et al., 2006) , MSM (Haubrock et al., 2011) and Statistical Program for Age-adjusted Dietary Assessment (SPADE) (Dekkers et al., in preparation) were included, and for reference, the methods were also compared with the 2-day within-person mean (WPM) and the Iowa State University Method (ISU) Method (Nusser et al., 1996a) , which is one of the most commonly used methods. The comparison was made through a simulation study, which allows comparison of the estimated distributions to a known theoretical true distribution, and empirically by application of the different methods to data from the EFCOVAL Study. The simulation study was limited in scope, only investigating whether the methods were at least able to perform adequately in simple situations.
Materials and methods
Methods to estimate usual intake distributions All methods for estimating usual intakes have the following global approach for nutrients and frequently (almost everyday) consumed foods. First, a transformation step is used to obtain more or less symmetrically distributed data. In a second step, the mean usual intake on the transformed scale is estimated (sometimes as a function of age or for different age classes), as well as the within-and between-person variance. In the last step, the within-person variance is eliminated and the results are back-transformed to the original scale, resulting in the usual intake distribution. Furthermore, these methods assume that 24-HDR intake is an unbiased estimator of usual intake in the untransformed scale (see also the review of Dodd et al., 2006) .
To be able to estimate the usual intake distribution for episodically consumed foods, the consumption frequency distribution needs to be estimated. Episodically consumed foods are foods that are not consumed everyday, and therefore short-term measurements of intake of these foods contain many zero consumptions. The final usual intake distribution of these foods is obtained by combining the estimated consumption frequency distribution and the usual intake distribution based on positive observations (that is, the amounts consumed).
The Box-Cox transformation is used by most methods in the transformation step, but with different definitions. In this paper, we use the following definition: let x represent the original intake data, with obviously xX0, and let y represent the Box-Cox transformed data, then y ¼ (x l À1)/l, for la0 and y ¼ log(x), for l ¼ 0.
Iowa State University Method
The ISU Method was implemented in the SIDE (Nusser et al., 1996a ; for nutrients and foods consumed daily) and C-SIDE programs (Nusser et al., 1996 b ; for episodically consumed foods). The method allows for initial adjustments for nuisance effect, such as day of the week, month, interview mode or interview sequence, and uses a power transformation to make the distribution of the observed data nearly symmetric.
National Cancer Institute Method
The NCI Method (Tooze et al., 2006) , which was developed specifically to deal with episodically consumed foods, consists of a two-part model with correlated person-specific effects. The first part consists of estimating the probability of consuming a food, whereas the second part specifies the consumption-day amount. This method can also be used to analyze nutrients and foods that are consumed daily by running only the second part of the model (the amount model). The back-transformation used is an approximation of the exact formula. The NCI Method has been implemented in SAS macros, which were downloaded from the website (http://riskfactor.cancer.gov/ diet/usualintakes/macros.html; 9 September 2008). Covariates such as age and body mass index maybe included in the model. Moreover, additional information from a food propensity questionnaire (FPQ) maybe included in the model as a covariate. Since 2009, the estimation of individual usual intakes is possible with an additional SAS macro that is available on the website (Kipnis et al., 2009) .
Multiple Source Method MSM (https://nugo.dife.de/msm; user guide available) aims at estimating the population's usual intake distribution by estimating the individual usual intakes. First, a consumption probability is estimated using logistic regression (step 1), and consumption-day amount is estimated using linear regression (step 2) for each individual. In both steps, a Box-Cox transformation is used to achieve a symmetric residual distribution. The back-transformation consists of an exact integral solution for non-negative integers of the Box-Cox parameters (that is, l ¼ 1/n, n ¼ 1, 2,y). Second, estimates of the individual usual intakes are obtained by multiplying consumption probability and consumption-day amount (step 3). Parameters of the usual intake distribution of the population are calculated directly from the distribution, which consists of the estimated individual usual intakes. Again, this method can also be used to analyze nutrients and foods that are consumed daily by running only the part of the model for consumption-day amount.
MSM was developed within the framework of the EFCOVAL Project and implemented at a website (https:// nugo.dife.de/msm). Covariates maybe included in the regression models of steps 1 and 2. By definition, MSM provides estimates of individual usual intakes. Additional information from an FPQ maybe used in two ways. First, FPQ information can be used to identify consumers among those reported as non-consumers in the 24-HDRs. For those consumers, consumption amount is estimated through simulation based on covariate information (see user guide for detailed information). Second, FPQ information may be added as a covariate in the regression models. As an additional feature, external information on the proportion of non-consumers of a food can also be handled by MSM.
Statistical program to assess dietary exposure
The first part of SPADE estimates the consumption frequency distribution using a logistic regression with an individualspecific random effect. The second part of SPADE uses only positive intakes and is a new version of Agemode (Waijers et al., 2006) . This part of SPADE starts with a one-parameter Box-Cox transformation to obtain symmetrically distributed data. Thereafter, the mean usual intake is modeled as a constant or as a function of age by fractional polynomial regression, and also the within-and between-individual variations are estimated (Waijers et al., 2006) . Once more, nutrients and foods that are consumed daily may be analyzed by running only the second part. The back-transformation is based on a Gaussian Quadrature (Dekkers et al., personal communication) for integrating out the within-individual variance, which is much faster than the back-transformation by simulation in Agemode (Waijers et al., 2006) . In the third step, the distribution of the usual intakes is obtained by joining the two distributions obtained in the first two steps together by simulation. The model is implemented in R. More detailed information can be found in the user guide (Dekkers et al., in preparation) .
Data of the simulation study A simulation study was conducted to investigate the extent to which the estimated usual intake distributions obtained with the different methods deviated from a theoretical true usual intake distribution in different situations. To create the simulated data, the overall mean (m), the between-person standard deviation (s.d. b ), the within-person standard deviation (s.d. w ), the lambda for the inverse Box-Cox transformation (l BC , where l BC ¼ 0 is a log-normal distribution and l BC ¼ 1 is a normal distribution), and the number of subjects (n) were set. The ranges of the l BC and variance ratio (r var ¼ s w 2 /s b 2 ) were based on what was found in the EFCOVAL Study. Eight different scenarios were investigated: (1) to compare the effect of study size, the number of individuals was set to either 1000, 500 or 150 (with l BC ¼ 0.0 and r var ¼ 1.0); (2) to compare the effect of the 'skewness' of the intake data, l BC was set to either 0.0, 0.2 or 0.5 (with n ¼ 1000 and r var ¼ 1.0); and (3) to compare the effect of the variance ratio, this ratio was set to 0.25, 1, 4 or 9 (with n ¼ 1000 and l BC ¼ 0.0). For each scenario, a total of 100 simulations were analyzed.
To obtain the simulated data, a mean intake on the transformed scale for each of n individuals was obtained from a normal distribution with m and s.d. b . Given this individual mean intake, 2 days of intakeon the transformed scale were obtained for each individual by drawing twice from a normal distribution with s.d. w . The s.d. w was assumed to be equal for each individual. Next, l BC was used to obtain the intake of 2 days for each individual on the original scale. These data were then analyzed using each of the methods. Given m, s.d. b 2 , s.d. w 2 and l BC , estimates of the percentiles and mean of the true usual intake distribution on the 'original'/ untransformed scale were obtained by applying Gaussian Quadrature. The simulation data were created using R version 2.8.1. The ISU, NCI, MSM and SPADE Methods were applied to the 100 data sets per scenario, and for each the estimated mean and percentiles of the usual intake distribution were obtained. Moreover, the mean of the 2-day WPM was obtained for the simulated data, which represents the sample mean. For each of the eight different scenarios, these means and the 5th, 50th and 95th percentiles were compared in terms of mean bias, which is calculated as the mean of 100 differences between the estimated value and the true value. Moreover, the 95% confidence interval (CI) for the bias was calculated. To illustrate the estimated usual intake distributions, the density plots were drawn. For the ISU Method, density estimates were provided as output of the analysis, and therefore these were plotted directly. For NCI and SPADE, the 100 percentiles of the usual intake distribution were obtained. For successive percentiles P x , P x þ 1 (x ¼ 1, 2,y98), 100 values were simulated from the uniform distribution on the interval [P x , P x þ 1 ]. Density plots were drawn from these simulated individual values. For MSM, the density plot was based on the estimated individual usual intakes. These plots were constructed using R version 2.8.1.
Data of the EFCOVAL Study
To illustrate the different methods in a real-life setting, the usual intake distributions of several nutrients and foods were calculated using data from the male participants of the EFCOVAL Study (Crispim et al., 2011) . This study was designed to evaluate the validity of two independent days of 24-HDRs using EPIC-Soft for assessing food and nutrient intake within countries in Europe, and for comparisons between these countries. A total of 600 healthy volunteers were recruited from five European countries, namely the Netherlands, Belgium, France, Norway and Czech Republic. Subjects were men and women aged between 45 and 65 years. Each participant was scheduled to complete two computer-assisted 24-HDR interviews and an FPQ. The 24-HDRs were conducted in each country by trained dieticians with use of the EPIC-Soft Program (Slimani et al., 1999) . The two recalls were scheduled to take place at least 1 month apart. The FPQ consisted of four multiple-choice questions on the frequency of usual consumption of vegetables, fruit, fish and alcohol. The study was approved by the ethics committees of each participating institution, and written informed consent was obtained from each participant.
For each method and the WPM, the mean and the 5th, 10th, 25th 50th, 75th, 90th and 95th percentile of the estimated usual intake distribution, as well as the variance ratio and the l BC were obtained for protein (g/day), potassium (mg/day), protein density (that is, protein/energy; g/MJ/day, based on the ratio of daily intakes ), vegetables (g/day), fruit (g/day) and fish (g/day). No covariates were included in these analyses. Analyses were performed for men from the five countries together. A total of 297 men were included in the study, of which 293 completed both 24-HDRs. As the incorporation of FPQ data have been suggested to lead to an improvement of the estimated distribution Tooze et al., 2006) , the usual intake distributions of vegetables, fruit and fish were estimated with and without incorporation of the FPQ data for the NCI method and MSM. Without the individual FPQ information, both these methods consider all participants as consumers by default. The categorical data of the FPQ were recoded into consumption frequency per day (that is, never ¼ 0; 1 day per month or less ¼ 0.033; 1-3 days per month ¼ 0.066; 1 day per week ¼ 0.143; 2-3 days per week ¼ 0.357; 4-5 days per week ¼ 0.643; 6-7 days per week ¼ 0.929). One subject had not completed the FPQ, and therefore 292 men were available for the analysis of vegetable and fish intake.
Results
Comparison for nutrients Figure 1 shows the mean bias with 95% CI of the 5th, 50th and 95th percentiles, and the mean as estimated with the different methods for the scenarios with n ¼ 1000, n ¼ 500 and n ¼ 150. In addition, the mean bias (95% CI) of the mean calculated with the 2-day WPM is shown. This mean bias in the estimated usual mean intake for the 2-day WPM is À0.11, À0.02 and 0.38, which is the average deviation from the true mean for this sample of 100 simulations with n ¼ 1000, n ¼ 500 and n ¼ 150, respectively. As expected, the distribution estimated with WPM is much wider than the true usual intake distribution, and therefore, this is not shown in the figure. For all sample sizes, NCI, MSM and SPADE performed similarly with mean biases close to the average deviation in the sample. The mean bias of ISU seems somewhat higher for n ¼ 500 and n ¼ 150. For n ¼ 1000 and n ¼ 500, none of the mean biases differed from zero, as indicated by the 95% CI. However, for ISU, the mean bias was significantly different from zero (0.54 (0.12-0.96)) for n ¼ 150.
The width of the CI indicates the variation in bias and a wider CI, thus, indicates that a method is more uncertain compared with another method. Overall, the CI is largest in the P95 (mean s.d. for n ¼ 1000:2.10) and smallest in the mean (mean s.d. for n ¼ 1000:0.77) and median (mean s.d. for n ¼ 1000:0.78). Moreover, the s.d. is larger for n ¼ 150 compared with n ¼ 500, and the s.d. is smallest for n ¼ 1000 (mean s.d.:2.14, 1.04 and 0.78, respectively). The s.d. was somewhat larger for the ISU Method and MSM compared with NCI and SPADE (for example, for n ¼ 1000, P50:0.84 (ISU), 0.78 (MSM), 0.72 (NCI) and 0.73 (SPADE)).
The performance of the methods for different variance ratios is plotted in Figure 2 . The results of the ISU, MSM and SPADE Methods do not indicate serious bias for any of the investigated ratios. Nevertheless, the s.d. of the bias increases when the variance ratio increases (for example, average s.d.
for P50:0.69 (r var ¼ 0.25), 0.78 (r var ¼ 1), 1.08 (r var ¼ 4) and 1.80 (r var ¼ 9)). However, the mean bias for the NCI Method with r var ¼ 9, l BC ¼ 0 and n ¼ 1000 was À1.34 (95% CI:À1.65; À1.04) for P50, and À5.00 (95% CI:À7.58; À2.43) for P95. In addition, the mean usual intake of the population estimated with the NCI Method was biased for this scenario (mean bias:À1.51, 95% CI:À1.79 to À1.23), as well as for the scenario where r var ¼ 4, l BC ¼ 0 and n ¼ 1000 (mean bias:À0.27, 95% CI:À0.44 to À0.09).
For l BC ¼ 0.5, mean bias was 0.00 in almost all cases, except for P5 and P50 for the ISU Method that showed a very small mean bias of À0.01. The s.d. of the bias was also small, ranging from 0.06 for P95 to 0.03 for P50 and the mean. For l BC ¼ 0.2, the mean bias was also small, ranging from 0.01 to 0.03 for P5 and from À0.01 to À0.03 for P95. In this scenario, the sample deviation was 0.01. The s.d. of the bias was somewhat larger than those found for l BC ¼ 0.5, ranging from 0.08 for NCI and SPADE to 0.10 for ISU and MSM (P50). Again, the s.d. was larger for P5 and P95 (average s.d., 0.16 for P5 and 0.21 for P95), but ISU and MSM showed consistently larger s.d's than NCI and SPADE. Figure 3 shows the usual intake distributions as estimated with each method as well as the intake distribution of the original data. In the plot entitled 'simulation', the dasheddotted line represents the true usual intake distribution with l BC ¼ 0 and r var ¼ 1, the dotted line represents the density function of all the simulated 'individuals' that were used in the simulations with n ¼ 1000 and n ¼ 150 put together (n ¼ (1000 þ 150) Â 100 ¼ 115 000), the dashed line is the first original sample of n ¼ 1000 and the solid line is the first original sample of n ¼ 150. The distribution of the original samples is much wider than the true, as these samples contain within-person variation as well as between-person variation. In addition, the original sample of n ¼ 150 is not as unimodal as those of n ¼ 1000 or n ¼ 115 000. The density plots obtained with ISU, NCI and SPADE Methods are unimodal curves that closely resemble the true usual intake distribution. This is also true for MSM when n ¼ 1000, although this density function seems somewhat wider than the true usual intake distribution. However, the curve from MSM, based on estimated individual intakes for n ¼ 150, shows the same 'peaks' that are also present in the original sample. Table 1 presents the percentiles and means of the estimated usual intake distributions as well as the estimated variance ratios and l BC of protein, protein density and potassium obtained with the different methods using data of the EFCOVAL Study. The estimated usual intake distributions are very similar, with all estimates of the percentiles within 5% of each other. The largest relative differences are found in potassium intake between the ISU Method and MSM (P5:4.6%) and between the NCI method and MSM (P10:4.4%). The ISU Method estimated the mean protein (104.0 g/day) and potassium (4126 mg/day) intake is somewhat higher than that expected, based on the 2-day WPM mean (103.3 g/day for protein and 4084 mg/day for potassium). On the other hand, the mean protein density as estimated by ISU is 9.24 g/MJ/day, which is somewhat smaller than the mean intake of 9.34 g/MJ/day as estimated by 2-day WPM. For the other methods, the estimated mean intake of the three nutrients is (almost) identical to the mean intake estimated with WPM. The differences in the l BC are caused by different implementations of the Box-Cox transformation in the different methods. Table 2 presents the estimated usual intake distributions for vegetables, fruit and fish consumption. For vegetables, 2.1% (6 out of 293) of men did not consume vegetables on both recall days and 10.6% (31 out of 293) of men did not consume vegetables on one of the recall days. None of the men reported on the FPQ that they had never consumed vegetables in the past year. Although it is not possible to state which of the methods approximates the true usual intake of these foods more closely, it is reasonable to assume that the estimated mean should be approximately equal to the mean of the population (the mean of 2-day WPM). All of the methods estimated the mean vegetable consumption too high compared with the mean intake based on 2-day WPM (WPM: 193.3 g/day, MSM: 194.1 g/day, NCI: 208.2 g/day, SPADE: 195.6 g/day, ISU: 200.6 g/day). Owing to the relatively low number of zero consumptions on the recall, the model for episodically consumed foods of the NCI Method did not converge. Therefore, the model for nutrients and daily consumed foods was used. This resulted in a high estimated mean compared with the 2-day WPM. When the zero consumptions were replaced by a small number (0.001), the estimated mean intake was 194.9 g/day without FPQ information and 195.0 g/day with FPQ information. The inclusion of the FPQ information resulted in only a marginal change of the estimated mean intake from 208.2 Owing to the limited number of zero consumptions on the recall the model for episodically consumed could not be used. Therefore, the model for nutrients was used instead. When zero consumptions are replaced by small numbers (0.001), the mean intake is estimated as 194.9 g/day without FPQ and as 195.0 g/day with FPQ. was similar for all methods without additional FPQ information (that is, 3.5 for MSM, 3.7 for ISU Foods and NCI and 3.8 for SPADE). Both the NCI Method and MSM showed an increase in the variance ratio when the FPQ information was included (that is, 4.7 for NCI and 4.7 for MSM). For fruit, 9.6% of men did not report fruit consumption on both recall days and 25.3% of men reported no fruit consumption on one of the recall days. Out of 292 men, 2 reported never to eat fruit on the FPQ. The mean fruit intake according to 2-day WPM was 193.3 g/day, and all methods estimated the mean fruit intake somewhat lower (ISU: 186.8 g/day, NCI: 192.9 g/day, MSM: 190.2 g/day), except SPADE (202.8 g/day). The inclusion of the FPQ information resulted in a somewhat higher estimate of the mean fruit intake (NCI: 193.1 g/day, MSM: 192.6 g/day). The estimated s w 2 /s b 2 ratio was B1 for all methods. The estimate of the SPADE Method of the P5 is almost twofold the estimates of the NCI Method and MSM.
Comparison for episodically consumed foods
Only 58 out of 293 men (19.8%) consumed fish on both recall days; 101 men (34.5%) consumed fish on one of the recall days and 134 men (45.7%) did not consume fish on both days. None of the men reported on the FPQ that they had never consumed fish in the past year. The estimated mean fish intake was higher compared with 2-day WPM (46.0 g/day) for NCI (46.3 g/day) and MSM (47.1 g/day), and lower for SPADE (44.5 g/day). No results are available for the ISU Method, because the large number of subjects that did not consume fish caused convergence problems. The inclusion of the FPQ information did not alter the estimated mean intake markedly (NCI, from 46.3 to 46.1 g/day, MSM, from 47.1 to 47.3 g/day). The estimated variance ratio was very high (87.4 for NCI without FPQ, 15.1 for MSM and infinite for SPADE). For NCI, the variance ratio decreased from 87.4 to 29.6 when the additional FPQ information was included, whereas the variance ratio did not change for MSM.
Discussion
The objective of this study was to compare methods to estimate usual intake distributions through a simulation study as well as empirically by applying the different methods to intake data collected during the EFCOVAL Study. Overall, the simulation study showed no indication that any of the methods provide biased estimates of the intake distribution of the simulated 'nutrient', with the exception of the NCI Method when the within-person variation was much higher than the between-person variation, and the intake data were log-normally distributed. Although s w 2 /s b 2 ratios of 9 or higher are rare, they have been reported for some nutrients (McAvay and Rodin, 1988; Willett, 1998) . However, the NCI Method was recently updated. Tooze et al. (2010) advise the use of the back-transformation used by the ISU Method instead of the Taylor series approximation, when the within-person variability is much larger than the between-person variability and the data are highly skewed. The s.d. of the bias was somewhat higher for the ISU Method and MSM for all percentiles in all scenarios, indicating that the uncertainty of these methods is somewhat larger than that of the NCI and SPADE Methods. Furthermore, results from the simulation study showed that the estimated usual intake distributions became more variable when study size decreased, when the intake data were less normally distributed and when the variance ratio increased. However, this was the case for all four methods. Nevertheless, it is important to consider this when planning, analyzing and interpreting a food consumption survey.
Although the mean bias is similar for the different methods, it is important to realize that the ISU, NCI and SPADE Methods estimate smooth intake distributions, whereas MSM may provide uneven intake distributions. This is because of the fact that the ISU, NCI and SPADE Methods estimate parameters of the distribution (namely, the mean, s.d. w , s.d. b and l BC ), whereas MSM produces usual intake distributions for the population, based on estimates of the individual usual intakes. Therefore, for MSM, any unevenness in the original intake data will show in the final estimated density function. Of course, this is mostly a problem in small sample sizes in which chance findings are much more likely to occur.
A limitation of this simulation study is that for all scenarios only 100 simulation sets were used. Therefore, deviations of the sample mean from the true mean usual intake have occurred by chance, which can be seen when looking at the bias of the mean of the simulated sample, which is the mean usual intake estimated with the 2-day WPM. When, for instance, 10 000 simulations were used to calculate the mean usual intake with 2-day WPM in the scenario with n ¼ 1000, l BC ¼ 0.0 and r var ¼ 1, the mean usual intake is identical to the true mean (resulting in a mean bias of 0.00; data not shown). However, with eight different scenarios and five different methods, more than 100 simulations would not have been feasible in the given time. Furthermore, the scope of the simulation study was limited. Simulations were conducted mostly with log-transformed data, whereas distributions of nutrients and foods are typically less skewed in reality and difficult to transform into symmetrical distributions. However, the log-transformation was used because in this case, the Gaussian Quadrature Method used to obtain the true distribution does not bias the results in favor of the SPADE Method. Nevertheless, it would be of interest to perform a simulation study with nutrient data that present more noise, and therefore are more representative of real nutrient data.
Overall, the results from the empirical comparison show that, for nutrients, the methods produce comparable usual intake distributions. As expected, the distributions estimated by 2-day WPM are much wider than those obtained with any of the statistical methods. However, for the three foods analyzed in this study (that is, vegetables, fruit and fish), the usual intake distributions estimated with the methods differed markedly, especially without the inclusion of the FPQ in the models. The ISU Method was even unable to produce results for the usual intake of fish, because of the low numbers of consumers on the 24-HDRs. Furthermore, the inclusion of individual frequency information from the FPQ into the model changed the estimated percentiles somewhat for both MSM and the NCI Method. Without the individual FPQ information, the NCI Method considers all participants as consumers. By default, MSM also assumes this, but it has an option to change the percentage habitual non-consumers, for instance, when information regarding the population is available from another survey. The effect of the FPQ information was small for vegetables and fruit for both MSM and NCI. The simulation study of Tooze et al. (2006) showed no striking effect of inclusion of FPQ information on the mean bias in the correlated model, but the mean bias was lower when including the FPQ than without the FPQ for the uncorrelated model. However, it should be noted here that the EFCOVAL sample (293 men and 2 days) was too small to reliably estimate the usual intake distributions of foods with such high variance. Because of the small sample size, the estimated usual intake distributions are highly uncertain and, therefore, these empirical results should be regarded carefully. Given these results, a simulation study, based on foods with different percentages of non-consumers, which also investigates the effect of FPQ information, is recommended.
The methods offer a number of different features (Table 3) . MSM and SPADE are freely available, and ISU is available for $300 from ISU. However, the NCI Method requires the SAS software package (SAS Institute Inc., Cary, NC, USA), which is expensive and requires some experience before it can be used. Another important aspect in 'real life' is the inclusion of covariates, as this offers the opportunity to decompose the variance into within-person, explained between-person and unexplained between-person variation. NCI and MSM allow covariates to be included, and ISU allows for initial adjustments of covariates. However, SPADE only allows the inclusion of age at this point. The inclusion of survey weights and the estimation of the proportion of the population above or below a specific cutoff value is possible for ISU, NCI and SPADE, but not for MSM. Furthermore, MSM and the NCI Method with additional macros provide estimates of individual usual intakes, which might be used in an epidemiological study.
In conclusion, the methods that were compared in the present paper seem to provide good estimates of the usual intake distribution of nutrients. Nevertheless, the choice of the most suitable method depends on available nutrient or food intake data; care needs to be taken particularly with regard to a high within-person variation in intake, a highly skewed distribution, a high proportion of zero intakes and small sample size. 
