Jaya algorithm is a swarm optimization algorithm, formulated on the concept where the solution obtained for a given problem moves toward the best solution and away from the worst solution. Despite being a very simple algorithm, it has shown excellent performance for various application. It has been claimed that Jaya algorithm is parameter-free. Here, we want to investigate the question whether introducing parameters in Jaya might be of advantage. Results show the comparison of the results for different benchmark function, indicating that, apart from a few exceptions, generally no significant improvement of Jaya can be achieved this way. The conclusion is that we have to consider the operation of Jaya differently from a modified PSO and more in the sense of a stochastic gradient descent.
INTRODUCTION
The field of optimization knows a large variety of metaheuristic algorithms (Liang et al., 2013) , most of which are inspired from nature, or modifications of existing algorithms. Jaya algorithm is one of the algorithms proposed by Rao in 2016 . Jaya has recently become popular and found many application cases. (Rao and Saroj, 2017) proposed an elitist-Jaya algorithm for optimizing the systems amount and functional amount of shell-and-tube heat exchanger (STHE) design at the same time. The Jaya algorithm can efficiently solve optimization problems of diverse thermal systems. (Rao et al., 2016a) proposed dimensional optimization of a micro-channel heat sink using Jaya algorithm.The result shows that Jaya algorithm attains comparable or superior optimal result as related to the TLBO and MOE acronyms must be defined (Warid et al., 2016) presented the Jaya algorithm to deal with different optimum power flow (OPF) problems. This algorithm does not need controlling factors to be tuned. This algorithm looks structurally very similar to the Particle Swarm Optimization algorithm, but is designed to be even simpler and without parameters. A particle in this algorithm, instead heading to the personal best and the global best simultaneously, it heads towards the best and away from the worst, and it has no inertia (Rao, 2016) . This behavior is governed by the following equation:
(1) Where X B is the value of the variable for the best candidate and X W is the value of the variable for the worst candidate. Once this change of position has a better objective value, it will replace the former position. The three operands in Eq. (1) can also be described as: former position plus term of best minus term of worst. Another difference with the PSO algorithm is that the best and worst solutions are updated in each iteration, as opposed to the PSO where the global best and personal best is updated whenever a better solution is found (Rao et al., 2016b) (Rao and Patel, 2013) . The Jaya algorithm is described in Fig. 1 .
Most of the existing swarm based algorithms have common controlling parameters, like the number of particles, or specific parameters like the weight and global best in the PSO algorithm. The effectiveness of the optimization is deeply related to the fine tuning of all parameters. Since the Jaya algorithm requires only the common control parameters and does not require any algorithm-specific control parameters, the tuning is not a requirement. In this work we investigated the influence of new parameter setting on Jaya algorithm with doing a parametric study. This paper is organized as follows. Section 2 provide some insights on Jaya algorithms and the potential effect of parameter settings. In Sections 3, we introduce the concept and method we used in this paper. Section 4 provides result from Jaya algorithm and the potential effect of parameter setting that give raise to related experiments. Then, Section 5 will further refine the experimental study and present our views on the (rather unexpected) results that we got.
SOME INSIGHTS INTO THE JAYA ALGORITHM
As mentioned above already, it has been pointed out more than once that the Jaya algorithm is parameterfree. Up to our knowledge there is no published study showing if that's truly the case. In this work we investigate if there are ways of improving Jaya by introducing parameters hidden in the original formulation. We also give a theoretical argument why the use of such hidden parameters can be of advantage.
Consider an objective function which is best describes by the metaphor "island in the middle of a lake." What we mean is a real-valued function defined over R and two range values a and b. For |x| > a we set f (x) = 1, for a ≥ |x| ≥ b we set f (x) = 1000 and for |x| < b we set f (x) = 2. With regard to the metaphor, the first case is the mainland, providing the absolute minimum of the function, the second part the lake, with worse objective values, and surrounding the island of third case, technically a local optimum. And in this case, we considering minimization problem.
Considering the Jaya algorithm's update equation, Eq. (1) it can be seen that the magnitude of change is within intra-population distances. The change in the x position can be at most the largest difference between any coordinate of any individual. But then, the modified x-position is only updated if there is an improvement in the objective function values (compared to PSO, Jaya doesn't have inertia). It means if we choose a small b (small island, say b = 1) and large a (far away from mainland, say a = 100) and also assuming that the initialization of Jaya happened such that all individuals are located on the island, there will be never a probe of a position far enough from the island to reach the mainland. In all cases it will be |x| ≤ 2 and f (x) either 2 or 1000, no x will ever reach an optimum position with |x| > a. Thus, Jaya will become stuck on the island. Now, introducing parameters here could help, be it even in a theoretical and impractical way. For example, consider the case where weights are added in Eq. (1) for the repulsion term. If we select a weight large enough it can be sufficient to probe x values of |x| > a. Of course, we can also set a range parameter for r 1 , r 2 with same effect. This is a purely theoretical argument and we can't say much how this can influence Jaya's performance when applied to real-world problems or test functions. A series of experiments, reported on next, has been conducted to see the influence of weighting parameters on the performance.
The second insight is about the deviation of Jaya Eq. (1) from a pure vector notation. We mean the use of |X i j | in the Jaya update rule instead of just X i j . In the latter case, it would describe a vector pointing away the worst or towards the best. By using the absolute, and once there is a mixture of positive and negative component values, the change of an individual vector becomes a rather unpredictable issue. So far, we could not find any explanation or consideration about the choice of the absolute value, but given the Jaya's result on various applications from literature, it doesn't seem to be a drawback. Therefore, it is also interesting to see what happens if we select other functions here instead of the absolute value.
In this work, we conduct a series of experiments to investigate the influence of hidden parameter settings on Jaya performance, namely:
• weights for the first and second update term,
• ordered-weights for also taking second-worst and second-best into account, and
• variants of the coordinate function.
EXPERIMENTAL PLAN

Concept
We wanted to investigate the simple by yet efficient equation of Jaya, based on both best and worst solutions simultaneously, more specifically we wanted to see which one of the two is the most effective on the optimization process, so we introduced weights, notices that there should be equal amount of weight in both best and worst sides. Then finally investigated the effect of second best and second worst, which gave good impression on how the algorithm works .
In this study, we tested two things: changing weights for best and worst, and changing weights by including second best and second worst. The algorithm performance is tested by implementing 12 unconstrained benchmark functions. The result will directly show the influence of parameter settings on the performance.
Method
1. On the first test we used two different weights (1 0 2), (2 0 1), and compare with Jaya algorithm result. The 0 in the middle stands for the central group of solutions, i.e. the first weight is for the best, the third for the worst, all other are 0. From the original equation (1) we transformed mathematical expression as
2. For the second test we used five different weights: (0.9 0.1 0 -0.1 -0.9), (0.7 0.3 0 -0.3 -0.7), (0.5 0.5 0 -0.5 -0.5), (0.3 0.5 0 -0.5 -0.3), and (0.8 0 0 0 -0.8). Same here regarding notation, in addition weights for second best and worst are introduced as follows:
We used 12 test functions as shown in Table 1 and their selection is based on two facts: (1) usually they are part of other benchmark function sets, but (2) also that the goal is not to propose an absolute best algorithm but to directly compare the influence of parameter settings on the performance. Result obtained by the Jaya algorithm for 25 population with 500000 maximum fitness evaluation.
RESULT
Results for Method 1 the first used three different weights are shown in Table 2 . Note as this were initial experiments, the selection of functions is a bit different than for the main experiment. Apart from two functions, there is no gain but a loss is rather likely. We can't find any notable way of improving Jaya this way. Table 3 shows dimension result from benchmark functions where Weight1 is (0.9 0.1 0 -0.1 -0.9) equation (4), the choice of weights (including second best attraction and second worst repulsion terms) is according to Method 2. We can see from Figure 2 graphic one of unconstrained benchmark function is Beale function that contains five different weight.
We also calculated the 95% significance levels for the results shown in Table 3 : first weight (0,9 0,1 0 -0,1 -0,9) the p-value= 0.1875, means in this case not significantly better (a bit better only), while for other weights ((0.7 0.3 0 -0.3 -0.7),(0.5 0.5 0 -0.5 -0.5),(0.3 0.5 0 -0.5 -0.3),(0.8 0 0 0 -0.8)) the p-value= 0.0625, is mean in this case Jaya with standard parameter setting is significantly better than Jaya with other parameter settings because normally p-value= 0.05 and it is close to 0.0625 as shown in Table 4 . 
DISCUSSION AND OUTLOOK
The experimental result of this research shows that Jaya still works best without weighting parameters for most functions. After experimenting with different weight values, the research perspective about Jaya became more evident. Furthermore, to get better insight on how the weights are affecting the search in Jaya process, the fitness convergence plots are compared and analyzed extensively. This way we can see how quickly stagnation will occur (stuck in local minima, or not being able to find better solutions because of too scattered search). As mentioned before in this research, to see the result 
Function
Standard Deviation (102) from a different perspective, some part of the Jaya formula is modified. The first modification is to try the formula without absolute value (abs) for Booth function, and this modification resulted in the follo- wing best = 0, worst = 0.000001, mean = 0, and standard deviation = 0. Even using sinus as coordinate function, we can get a good result. We try in Beale function too as shown in Table 5 and get a good result too.
A further study might be needed to investigate the influence of this coordinate functions, as it seems to be able to improve the performance in some cases. But it also poses the question on how we understand the working of this seemingly simple and nice algorithm. The findings reported here give a clear indication that Jaya is not a PSO variant. Not only that it differs from a PSO in structural aspects (no inertia, no reference to vector operations), also the initial statement "towards the best and away from the worst" might not tell the whole story. Our proposal here is to understand Jaya more in the sense of a stochastic gradient/anti-gradient based search. All these alternative coordinate functions have in common that their average value is related to the coordinate value of an individual, while there are random fluctuations around this value. In the common gradientdescent learning method, the search goes into the direction of strongest change of objective function value. Here, we can find a composition of this direction with the opposite direction of strongest loss (dubbed anti-gradient right now). Further investigations are needed to see how much this gives the better picture, and means for understanding and planning Jaya application in practice (as well as the design of other algorithms, or modification of known algorithms in same sense).
CONCLUSION
As mentioned in Rao Journal (2015) about Jaya algorithm not require any algorithm-specific control parameters, the experiment result of this research shows that Jaya still works best weighting parameters too.
In this paper, we tested two things: changing weights for best and worst, and changing weights by including second best and second worst.
We proposed seven different weight and tested the algorithm performance by implementing 12 unconstrained benchmark function. From the result we can understand about Jaya algorithm is more in the sense of stochastic gradient/anti-gradient based search.
