Mirrored mutations as well as active covariance matrix adaptation are two techniques that have been introduced into the well-known CMA-ES algorithm for numerical optimization. Here, we investigate the impact of active covariance matrix adaptation in the IPOP-CMA-ES with mirrored mutation and a small initial population size. Active covariance matrix adaptation improves the performance on 8 of the 24 benchmark functions of the noiseless BBOB test bed. The effect is the largest on the ill-conditioned functions with the largest improvement on the discus function where the expected runtime is more than halved. On the other hand, no statistically significant adverse effects can be observed.
INTRODUCTION
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(IPOP-CMA-ES, [2] ). Two other improvements, are the active covariance matrix update [9] and mirrored mutations [1] . In an accompanying paper [3] , it is shown that both active covariance matrix adaptation and mirrored mutations can be easily combined in the standard IPOP-CMA-ES. Here we pursue the question how strong is the influence of the active covariance matrix adaptation on the overall performance. To this end, we compare the IPOP-CMA-ES with mirrored mutations and a small initial population size with the algorithm enhanced by active covariance matrix adaptation on the noiseless BBOB test bed. We find that the additional active covariance matrix adaptation improves the algorithm significantly on about one third of all functions while no detrimental effect can be observed.
ALGORITHM PRESENTATION
The baseline algorithm for our comparison is the IPOP-CMA-ES with mirrored mutations and an initial population size of (4 + 3 log(D) )/2 , i.e., a population size that is half as large as in the original IPOP-CMA-ES where D is the problem dimension. The reason is that in initial experiments, mirrored mutations showed a larger impact when the population size is small [4] . We denote this baseline algorithm as CMA mh 1 . On the other hand, we have the algorithm CMA mah with additional active covariance matrix adaptation which is implemented according to [8] .
Both algorithms are run for a maximum of 2 · 10 5 · D function evaluations and restarted up to 10 times. Besides the reduced initial population size, all parameters are set as recommended in the original CMA-ES. The MATLAB source code is version 3.54.beta.mirrors of the CMA-ES and can be found at http://canadafrance.gforge.inria.fr/ mirroring/.
TIMING EXPERIMENTS
In order to see the dependency of the algorithms on the problem dimension, the requested BBOB'2012 timing experiment has been performed for the two algorithms CMA mh and CMA mah on an Intel Core2 Duo T9600 laptop with 2.80GHz, 4 
RESULTS
Results from experiments according to [6] on the benchmark functions given in [5, 7] are presented in Figures 1, 2 and 3 and in Tables 1. The expected running time (ERT), used in the figures and table, depends on a given target function value, ft = fopt + Δf , and is computed over all relevant trials as the number of function evaluations executed during each trial while the best function value did not reach ft, summed over all trials and divided by the number of trials that actually reached ft [6, 10] . Statistical significance is tested with the rank-sum test for a given target Δft (10 −8 as in Figure 1 ) using, for each trial, either the number of needed function evaluations to reach Δft (inverted and multiplied by −1), or, if the target was not reached, the best Δf -value achieved, measured only up to the smallest number of overall function evaluations for any unsuccessful trial under consideration.
The main observation is that the IPOP-CMA-ES variant with additional covariance matrix adaptation is never statistically worse than the one without active covariance matrix adaptation. The strongest positive effect of the additional covariance matrix adaptation can be observed for the illconditioned functions (Fig. 3) where for all test functions in this class the CMA mah statistically significantly outperforms the CMA mh for a target of 10 −8 ( Fig. 1) . The factor of improvement in terms of ERT for these functions lies between 1.3 (for the ellipsoid function) and 2.24 (for the discus function) in 40D, see Table 1 . Also on the separable ellipsoid, the CMA mah statistically significantly outperforms the CMA mh for all tested dimensions. Also on other functions, statistically significant improvements can be observed, mainly found for larger dimensions: for 20D and 40D on f6, for 10D, 20D, and 40D on f7, for 20D on f8, for 20D and 40D on f12, and for 40D on f18. Overall, there are only two functions where the CMA mh is (slightly) better in 20D for difficult targets than the CMA mah . Furthermore, within the given budget, for f3, f4, f19 and for all weakly structured functions, unsuccessful runs occur for both algorithms with a slight advantage for the CMA mah (with 6 successful runs more than the CMA mh ).
In summary, active covariance matrix adaptation regularly improves the performance of IPOP-CMA-ES with mirrored mutations, also when the initial population size is smaller than the standard population size. (10) 10 (9) 10 (9) 
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