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Abstract 
This study applies the ensemble method with artificial neural network (ANN) for simulating daily discharge. The 
study area is the Bocheong-cheon watershed, located in the central part of South Korea. The ANN outputs were 
generated by randomly sampling the initial weights, the nodes of hidden layer, and the training data. The correlation 
and principal component analysis are used for identifying the input vectors for ANN model. The impact affecting on 
the performance and the uncertainty of ANN ensemble model is investigated by considering the length of training 
data, the type of activation functions, the number of hidden nodes and training methods. The results indicate that the 
performance and uncertainty of the ANN ensemble model are affected by various elements related to ANN model 
development. The ensemble method applied in this case study provides satisfactory results for the stream flow 
modelling and is useful for assessing the uncertainty of ANN model. However, the computational efficiency of the 
ensemble method is not effective and might be problematic for an application that needs a rapid simulation. 
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1. Introduction 
 
Over the last decade, ANN models have been increasingly used and are considered a very useful tool in solving 
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hydrology and water resource-related problems [1,2,3,4]. Since the ANN model is not based on the underlying 
physical concepts and relies on the available data, the procedures involved in building the ANN model are not 
clearly established [3]. Furthermore, the effects of the elements related to the ANN model development on the 
uncertainty of the ANN model have not been fully investigated. 
Instead of investigating the response of a single model, the ensemble method can be used to improve the model 
performance and to quantify the uncertainty of a model. Ensemble method with an ANN model can generate 
ensemble members by varying the initial weights, the ANN topology or architecture, training algorithm, and training 
data [5,6]. Baker and Ellison [5] discuss the concept of ensembles and the bias/variance trade-off of the ensemble 
prediction in environmental modelling. Ensembles reduce model variance without reducing model bias. It has been 
shown that the ensemble ANN model are more robust than a single ANN model and improve the generalization 
ability of ANN model [7,8,9]. The ANN model contains large degrees of freedom and a number of uncertainty 
sources affecting the outputs. The uncertainties arising from input vector and network structure of ANN were 
investigated by Asefa [10] using a GLUE-based ANN approach. Other studies consider the uncertainties in ANN 
outputs arising from variation in initial parameters and training data [11,12,13]. The focus of this study is to 
investigate the applicability of the ensemble ANN model for modelling stream flow and to identify the effects of the 
length of training data, the structure of hidden layer, and training method affecting on the performance and the 
uncertainty of the ensemble ANN model.  
2. Methods and material 
2.1. Study area and data 
The study area is the Bocheong-cheon watershed, located in the central part of South Korea. The watershed area 
is about 350 km2 and the average slope is approximately 24%. The elevation of the watershed ranges from 130m to 
800m. The main land use types are forest (62%) and agricultural land (27%). This study uses daily rainfall data from 
eight rainfall stations within the watershed and daily discharge data measured at Gidae gauging station (Fig. 1). 
These data can be obtained from Water Management Information System (www.wamis.go.kr). Table 1 shows the 
statistical moments of daily rainfall and discharge data for two different time periods. The data for the period 1987-
1990 are used for the calibration purposes and the data for the period 1995-1996 are used for validating the models. 
 
Fig. 1. Bocheong-cheon watershed with eight rainfall stations and six sub-watersheds. 
 
    Table 1. Statistical moments of daily rainfall and measured dailyGdischarge. 
Period Average of daily rainfall 
(mm) 
Standard deviation of 
daily rainfall (mm) 
Average of daily 
discharge (mm) 
Standard deviation of 
daily discharge (mm) 
1987 – 1990 3.69 10.45 2.73 9.20 
1995 – 1996 2.98 9.97 2.24 6.11 
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2.2. ANN model 
The ANN is a very flexible mathematical structure which can identify the complex, nonlinear relationship 
between input and output. The ANN architecture used in this study is a feed-forward, multi-layer perceptron (MLP) 
whereby the information is propagated in one direction from input layer to output layer. The MLP network is the 
most popular network architecture applied to the prediction of water resource variables in river systems [3]. This 
study applied the MLP network with an input layer, a hidden layer, and an output layer. Each layer consists of a 
number of nodes. The number of nodes in the input layer is determined by the number of input features and the 
number of nodes in the output layer is determined by the number of output features. But the number of nodes in the 
hidden layer is not known a priori and can be determined by minimizing the error of ANN model. 
The activation functions of the hidden and output layers need to be specified for ANN modeling. The activation 
function of the hidden layer transforms the input into the output. The logistic function is a bounded, monotonic 
function and is one of the most widely used activation functions due to the simplicity of its derivative [1]. Yonaba et 
al. [14] compared three different activation functions for neural network multistep ahead stream flow forecasting 
and suggested the tangent sigmoid function as the most pertinent function. In this study, the logistic and tangent 
sigmoid functions are applied for comparing the performance and uncertainty of ANN ensemble results. The logistic 
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The logistic function is bounded between 0 and 1 while the tangent sigmoid function is bounded between -1 and 1. 
The linear activation function for the output layer is applied to the present study because it has an advantage in 
extrapolation beyond the range of the training data [15]. The detailed explanation of the ANN concept, the ANN 
model development procedure, and ANN applications in hydrology and water resources can be found in ASCE [1,2]  
Maier and Dandy [15] and Maier et al. [3]. 
2.3. ANN training 
For the given inputs and outputs, the weights/biases can be determined through the network training. The training 
of the ANN in this study was performed by the Levenberg–Marquardt back-propagation algorithm. The back-
propagation algorithm consists of two steps. The first step is a forward pass, in which the input is passed forward 
through the network to reach the output layer. After the errors are computed at the output layer, the errors are 
propagated back toward the input layer with the weights being modified. Further details of the back-propagation 
algorithm can be found in ASCE [1]. 
The ANN training often suffers from the over-fitting problem which results in the poor performance for the 
validation data not seen in the training stage. The early stopping method and Bayesian regularization method are two 
approaches being used to prevent the over-fitting problem of ANN. The early stopping method has computational 
efficiency and the calibration data set is divided into the training data set and the testing data set. The training data 
set and testing data set are concurrently used in the training process such that the ANN training stops when the 
errors associated with the testing data set reach a minimum. Hence, the early stopping method reduces the training 
time since the training process finishes before the errors associated with training data set are minimized.  
The Bayesian regularization method [16,17] is intended to improve the generalization ability of the ANN using 
the modified cost function given as  
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cost function = D MSE + E MSW                  (3)  
                                                                                                                                                                              
where MSE is the sum of squares of the network errors, MSW is the sum of squares of the network weights and 
biases, D  and E  are the regularization parameters. The inclusion of a penalty term MSW penalizes the network 
with large weights and biases such that the weights of the network can be minimized. The Bayesian regularization 
method needs only the training data set unlike the early stopping method which needs both the training data set and 
the testing data set. Examples of the application of the Bayesian regularization method can be found in [7,14] for 
stream flow modelling or in [8] for pedotransfer function modelling. 
2.4.  Input vectors for ANN 
An important step in ANN model development is the determination of proper input vectors. Maier et al. [3] 
reviewed the taxonomy and various methods for determining the input significance and input independence of the 
ANN model. In this study, the analytical model-free approach, which is based on the correlation analysis, is used to 
assess the significance of relationships between potential inputs and outputs. Although the correlation indicates a 
statistical measure of significance, it only considers the linear dependence between variables. Sudheer et al. [18] 
outlined a procedure for selecting an appropriate input vector based on correlation analysis in a rainfall-runoff ANN 
model. The cross-correlation between rainfall and the measured discharge at the outlet of watershed and the auto-
correlation for the measured discharge in the Bocheong-cheon watershed are statistically significant up to two days. 
These results suggest that the potential input vectors for an ANN model are the lagged rainfall and discharge with a 
time lag of two days. The ANN model structure can be represented as: 
 
y(t) = f(p(t), p(t-1), p(t-2), y(t-1), y(t-2))                                  (4) 
 
where y(t) is the predicted daily discharge at the outlet of the watershed, p(t), p(t-1), and p(t-2) are antecedent daily 
rainfalls with a time lag from zero to two days, and y(t-1) and y(t-2) are the daily discharge measured at the outlet of 
the watershed with time lags of one and two days.  
Determining input independence of the ANN model is another important step in model development. In this study, 
input independence is based on principal component analysis (PCA). ThePCA eliminates the redundant correlated 
inputs, which might cause over-fitting and additional local minima [3]. PCA has been shown to effectively minimize 
the data redundancy of input variables in data-driven models. The principal components are linear combination of 
variables such that the components are uncorrelated and the total variance remains the same. A set of principal 
components includes all information in the original set of variables.  
Table 2 shows the eigenvalues associated with five input variables defined in the ANN model (4). According to 
Table 2, the first four PCs explain 95.88% of total variance in the original input variables. Based on the variance 
ratio of the eigenvalues, the four PCs are selected as input vectors for the ANN model. The four PCs can be 
expressed in terms of original variables and the eigenvectors as  
 
     (t)PCi = 1ie p(t) + 2ie p(t-1) + 3ie p(t-2)+ 4ie y(t-1)+ 5ie y(t-2) ( i =1, 2, 3, 4)             (5) 
                                                                                                                                                                             
where iPC  indicates 
thi principal component, 1ie , 2ie , 3ie , 4ie  and 5ie  are the eigenvectors.  
 
 
                            Table 2. Eigenvalues of PCA for input variables of ANN model. 
PCs eigenvalue Variance ratio (%) Cumulative variance ratio (%) 
PC1 2.83 56.59 56.59 
PC2 1.09 21.87 78.46 
PC3 0.52 10.47 88.93 
PC4 0.35 6.95 95.88 
PC5 0.21 4.12 100.00 
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2.5. Creation of ensemble members 
In this study the ensemble members are created by randomly sampling the initial weights, the nodes of hidden 
layer, and the calibration data. In all cases 200 ANN models are trained and used for the evaluation of the ensemble 
output and uncertainty of ANN models. There is no theoretical guideline for the number of ANN models being 
trained in order to provide the reliable ensemble output. Anctil and Lauzon [7], and Yonaba et al. [14] used 50 ANN 
models to obtain the ensemble output while Srivastav et al. [11] trained 300 models. We investigated the 
performance of ensemble output ranging from 50 to 1000 networks and found that 200 networks are appropriate for 
this study. 
Based on the Kolmogorov theorem, Asefa [10] allowed the maximum number of hidden nodes to be three times 
the number of input nodes for implementing GLUE-based ANN. With reference to Asefa [10], the number of hidden 
nodes is randomly sampled between 0.5 times and 3 times the number of input nodes. For the ANN training with the 
early stopping method, the calibration data set for the period 1987-1990 needs to be divided into the training and 
testing data sets. The length of testing data is fixed at 20% of the length of the calibration data. The random 
sampling from the calibration data set allowed the training data set and testing data set independent from each other. 
2.6. Evaluation measures of performance and uncertainty 
The HydroTest web resource developed by Dawson et al. [11] provides a wide range of evaluation metrics and 
the present study adopted the coefficient of efficiency (CE), and the persistence index (PI) for the evaluation of 
ensemble results. A CE value of one represents the perfect model and a negative value indicates that the 
performance of the model is worse than that of no known model. The PI metric is very similar to the CE metric 
except that it uses the measured discharge shifted by one time step, whereas the CE metric uses the average of the 
measured discharge. The PI score of the perfect model is one and negative values of PI are possible.  
The different uncertainty measures can be used to assess the uncertainty of model outputs. In this study, the p-
factor and d-factor applied by Abbaspour et al. [20,21] are employed along with S-factor proposed by Xiong et al. 
[22]. The p-factor is defined as the percentage of the measured data bracketed by the lower and upper limits of 
prediction bounds. The p-factor represents the goodness of prediction bounds and a perfect model exhibits 100% of 
p-factor when all measured data are enveloped by prediction bounds. The p-factor is the same uncertainty measure 
as the containing ratio reported by Xiong et al. [22] and the percentage of coverage reported by Zhang et al., [23] 
and Kasiviswanathan et al. [24].  
The d-factor is the average distance between the lower and upper limits of prediction bounds normalized by the 
standard deviation of the measured variable. The d-factor is analogous to the average width of prediction interval 
[22,23,24]. The d-factor is the average width of prediction interval divided by the standard deviation of the 
measured variable. The d-factor represents the degree of uncertainty in the simulated outputs and is close to zero 
when the prediction interval is the minimum. The uncertainty of the outputs becomes larger as the d-factor increases. 
The S-factor assesses the average asymmetry degree of prediction bounds with respect to the measured variable. The 
S-factor becomes zero when the perfect symmetry of prediction interval with respect to the measured variable is 
achieved. Further discussion of S-factor, including three possible scenarios for the location of measured discharges, 
can be found in Xiong et al. [22]. The lower limit and upper limit of prediction bounds in this study are calculated 
by the 2.5th and 97.5th percentiles of the cumulative distribution of every simulated point, respectively. Thus, the 
confidence level employed in this study amounts to 95%. Although the confidence levels can be arbitrarily chosen, 
the width of the prediction interval is related to the confidence level and thus a larger prediction interval is 
associated with larger confidence level. 
3. Results 
The ensemble performance for the validation period is evaluated by CE and PI measures which are calculated 
using the median of 200 ANN outputs and the observed discharge. The uncertainty of 200 ANN outputs for the 
validation period is evaluated by p-factor, d-factor and S-factor. There are several methods for combining the 
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ensemble members and the mean of ensemble members is widely used for evaluating the ensemble performance 
because of its simplest [5]. But the median may be a better measure than the mean when the outputs are not 
normally distributed [5]. Fig 2 and Fig 3 show the effects of the length of training data on the performance and the 
uncertainty of ensemble model. Both the early stopping (ES) method and Bayesian regularization (BR) method are 
compared in figures where the logistic activation function in the hidden layer is used for the simulation. The results 
show that CE and PI scores are improved as the length of training data increases. The p-factor is slightly decreasing 
as the length of training data increases. The decreasing rate of p-factor for BR method is more evident than ES 
method. The contrasting effects between p-factor and CE/PI scores might be due to the fact that the lower and upper 
limits of prediction bounds might be narrowed as the length of training data increases. The d-factor of ES method is 
greatly reduced as the length of training data increases while d-factor of BR method is slightly decreasing. The S-
factor for ES method is slightly decreased and S-factor for BR method is slightly increased as the length of training 
data increases. The results suggest that the performance and the uncertainty of ANN ensemble model depend on the 
length of training data as well as the training method. 
 
 
Fig. 2. Performance of the ensemble model for the variation in the length of training data. 
 
 
Fig. 3. Uncertainty of the ensemble model for the variation in the length of training data. 
 
The table 3 shows the effects of the activation functions on the performance and the uncertainty of ensemble 
model. The LogES MLP applied the logistic function of equation (1) with ES method and the TanES MLP applied 
the tangent sigmoid function of equation (2) with ES method. Similarly, the LogBR and TanBR MLPs used the 
logistic and tangent sigmoid activation functions with BR method. As shown in Table 3, the scores of five measures 
between the logistic function and the tangent sigmoid function are nearly the same except for d-factor which reveals 
larger difference compared with other measures. The result indicates that the effects of the activation functions on 
the performance and uncertainty of ensemble model might not be important.  
 
             Table 3. Performance and uncertainty of the ensemble model for different activation functions. 
MLP CE PI p-factor d-factor S-factor 
LogES 0.83 0.77 0.99 1.14 0.25  
TanES 0.83 0.78 0.99 1.22 0.27  
LogBR 0.79 0.73 0.92 0.73 0.25  
TanBR 0.79 0.73 0.93 0.78 0.24  
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Fig 4 and Fig 5 show the effects of the number of hidden nodes on the performance and the uncertainty of the 
ensemble model. The best CE and PI scores are attained with 8 nodes for ES method and with 12 nodes for BR 
method. The CE and PI scores of ES method are largely affected by the number of hidden nodes while the effects of 
the number of hidden nodes on CE and PI scores of BR method are not significant. The best p-factor is attained with 
12 nodes for both ES and BR methods and the p-factor scores do not change with the hidden nodes being larger than 
4 nodes. The best d-factor is attained with 2 nodes for ES method and with 4 nodes for BR method. The d-factor 
scores of ES method are largely affected by the number of hidden nodes while the impact of the number of hidden 
nodes on the d-factor scores is relatively small for BR method. The main reason for smaller d-factor score of BR 
method is due to the inclusion of a penalty term in cost function which minimizes the weights of the network. It 
should be noted that for ES method, the p-factor score improves as the number of hidden nodes increases while d-
factor score deteriorates as the number of hidden nodes increases. The best S-factor score is attained with 2 nodes 
for ES method and with 12 nodes for BR method. All S-factor scores of both ES and BR methods are steady with 
respect to the number of hidden nodes and the impact of the number of hidden nodes on S-factor might be negligible.  
 
 
Fig. 4. Performance of the ensemble model for the variation in the number of hidden nodes. 
 
 
Fig. 5. Uncertainty of the ensemble model for the variation in the number of hidden nodes. 
 
4. Conclusions 
The application of ensemble method with the ANN model suggests that the performance of the ensemble model 
is satisfactory and the performance and uncertainty of ANN ensemble model are affected by a number of elements 
with regard to ANN model development. The performance of ensemble model can be improved and the degree of 
uncertainty of the ensemble model is reduced by increasing the length of training data. The impact of the different 
activation functions on the performance and uncertainty of the ensemble model appeared to be negligible. The 
performance of ensemble model based on ES method is better than that based on BR method, but the uncertainty of 
ensemble model based on ES method is greater than that based on BR method. The performance and uncertainty of 
ANN ensemble model based on ES method are highly influenced by the number of hidden nodes and it may be very 
difficult to determine the ANN structure which optimizes the different performance and uncertainty measures 
simultaneously. It is recommended to use a maximum number of hidden nodes satisfying the Kolmogorov theorem 
for the application of ensemble model based on BR method because the performance and uncertainty measure scores 
are improved by the use of larger hidden nodes. The ensemble method requires a series of repetition simulation 
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which might be problematic issue in practice where the simulation time is important. Further testing of the ensemble 
ANN model employed in this study is needed for diverse watersheds with longer validation data. 
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