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The multi-messenger analysis of neutron-star mergers is not only of astrophysical interest, it
also allows studying the behavior of supranuclear dense matter, probing the principles of general
relativity, and measuring the expansion rate of the Universe. We perform a multi-messenger analysis
of the gravitational-wave signal GW170817 and its electromagnetic counterparts AT2017gfo and
GRB170817A, as well as the gravitational-wave signal GW190425. By incorporating information
from the NICER observation of PSR J0030+0451, the radio observations of PSR J0740+6620,
PSR J0348+4032, PSR J1614-2230, and nuclear-theory computations using chiral effective field
theory, we provide new constraints on the neutron-star equation of state. Within our analysis, we
determine the radius of a 1.4M⊙ NS to be R1.4M⊙ = 11.74+0.98−0.79 km at 90% confidence and estimate
the Hubble constant to be H0 = 66.2+4.4−4.2 km/Mpc/s at 1σ uncertainty. The same multi-messenger-
analysis techniques will be applicable for future observations, improving our understanding of the
most extreme objects in the Universe.
Introduction: Recent progress in the field of multi-
messenger astronomy allows us to address some of the
most fundamental questions of current astrophysics re-
search. In particular, the multi-messenger observa-
tion of binary neutron-star (BNS) mergers enables us
to elucidate properties of matter under extreme condi-
tions and to determine the expansion rate of the Uni-
verse. So far, the most prominent multi-messenger
observation was the joined detection of gravitational
waves (GWs), GW170817 [1], a gamma-ray burst (GRB),
GRB170817A, a non-thermal GRB afterglow [2], and a
thermal kilonova in the optical and near-optical bands,
AT2017gfo [3], from the same astrophysical source. This
event enabled already a new, independent measurement
of the Hubble constant via GWs [4–6] and the observed
kilonova [7, 8] and it allowed to place new constraints on
the equation of state (EOS) of cold matter at supranu-
clear densities, e.g., [9–14]. While for the second GW
observation of a BNS system, GW190425 [15], no electro-
magnetic (EM) counterpart was observed [16], the event
increased the evidence that BNS systems will be regularly
detected. Moreover, GW190425 and GW170817 have dif-
ferent properties and distances which shows the great
diversity of BNS systems. Recently, also the dedicated
observations of PSR J0030+0451 by the Neutron Star In-
terior Composition Explorer (NICER) [17, 18] improved
our understanding of NS interiors and their surrounding
spacetime [19, 20].
In this article, we present a new nuclear physics
– multi-messenger astronomy framework by combin-
ing knowledge from GW170817, GW190425, AT2017gfo,
GRB170817A, PSR J0030+0451, PSR J0740+6620,
PSR J0348+4032, and PSR J1614-2230 with nuclear-
theory calculations of the EOS using chiral effective field
theory (EFT) predictions at low densities. In contrast to
previous studies, in which the GW analysis has been con-
nected to nuclear-physics predictions, e.g., [9, 14], and to
Bayesian analyses of EM and GW signals, e.g., [13, 21],
or to studies combining GW and NICER results [22, 23],
our study consistently combines all approaches: the GW
signals GW170817 and GW190425, the kilonova signa-
ture of AT2017gfo, up-to-date constraints from nuclear-
physics theory as well as radio and X-ray observations of
pulsars, i.e., we are exploiting all possibilities that exist to
date. In addition to new constraints on the supranuclear
EOS, our method also provides an updated Hubble con-
stant measurement. All analysis steps benefit from nu-
merous advances with respect to previous works, among
others: An updated waveform model [24] is employed
to analyze the GW data GW170817 and GW190425,
new and improved kilonova models are used to analyze
AT2017gfo [25], and upgraded phenomenological rela-
tions that link the kilonova observation to source proper-
ties were derived from a large set of numerical-relativity
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2simulations where the new description overcomes inaccu-
racies of previous studies; cf. the discussion in [26].
Multi-Messenger Analysis: We use a multi-step pro-
cedure, as outlined in Fig. 1, to incorporate known con-
straints from nuclear theory and different astrophysical
observations, i.e., we try to replace knowledge from a
single-point-of-view analysis by combining different ob-
servables and information.
Our analysis starts from a large set of 5000 cold EOSs
that describe the structure of NSs (upper left panel of
Fig. 1). At low densities, these EOSs are constrained
by microscopic calculations using chiral EFT interactions
and advanced many-body methods. Chiral EFT is a sys-
tematic theory for nuclear forces that describes the inter-
actions in terms of nucleon and pion degrees of freedom
and includes all interaction mechanisms consistent with
the symmetries of Quantum Chromodynamics [27]. The
resulting forces are expanded in powers of momenta, re-
sulting in an order-by-order expansion for nuclear inter-
actions, which is then truncated at a given level. This
systematic scheme allows us to estimate theoretical un-
certainties from missing higher-order contributions to the
nuclear interactions. The resulting nuclear Hamiltonian
is then inserted into the Schrödinger equation which is
solved using quantum Monte Carlo methods [28]. The
radius of convergence of this expansion is limited to
momenta below approximately 600 MeV [29]. Beyond
this so-called breakdown scale, chiral EFT interactions
and their uncertainty estimates are not reliable anymore.
While recent analyses suggest that chiral EFT might be
valid up to twice the nuclear saturation density [23, 30],
nsat = 0.16 fm−3, we adopt a more conservative limit and
constrain our EOSs with chiral EFT calculations up to
densities of 1.5nsat. At densities above 1.5nsat, we em-
ploy a model-agnostic parametric expansion scheme that
represents the EOS in the speed of sound plane [31] and
respects causality. The resulting EOS set is shown in the
top row of Fig. 1.
In the next step, we restrict our set of EOSs by en-
forcing a maximum NS mass with an upper bound of
M supmax = 2.16+0.17−0.15M⊙, where the errors denote the 2σ un-
certainty [32]. This upper bound is derived from the con-
sideration that the final merger remnant of GW170817
was a black hole. A lower bound of the maximum mass
can be derived by combining radio observations of PSR
J0740+6620 [33], PSR J0348+4042 [34], and PSR J1614-
2230 [35]. We show the final posterior for the maximum
mass in the top middle panel of Fig. 1 for better illus-
tration. Based on the probability density function for
the maximum NS mass, we can already discard some of
the precomputed chiral EFT EOSs, and highlight favored
EOSs (Fig. 1).
In the third step, we include the NICER results using
the full posterior of the probability density function of
Ref. [17]. Our analysis is based on the three-oval-spot
pulse waveform model (blue shaded region). Comparing
with other pulse models [17, 18] one finds general agree-
ment between all predictions, so that so that systematic
uncertainties seem to be under control. The final ‘re-
stricted’ set of EOSs is shown in the top right panel of
Fig. 1, where each particular EOS has a given proba-
bility according to the maximum NS mass and NICER
constraints. The EOSs, together with their given prob-
abilities, are the input for our multi-messenger interpre-
tation of GW170817 and AT2017gfo.
By sampling over the obtained EOS set under consid-
eration of their precomputed weights, we analyze the GW
event GW170817. In general, NS properties are inferred
from GW signals due to the measurement of tidal effects,
which are larger for NSs with smaller masses and larger
radii. We employ the parallel bilby framework [36] and
the new waveform model IMRPhenomPv2_NRTidalv2 [24]
for cross-correlation with the observed data and to in-
fer the binary properties from the measured signal.
This model is an upgrade of the waveform approxi-
mant IMRPhenomPv2_NRTidal which has been used as
the state-of-the-art tool in the analyses of GW170817 [37]
and GW190425 [15].
In the next step, we analyze the EOS with respect
to AT2017gfo. Our EM analysis is based on an improved
lightcurve model [25]. To draw conclusions about generic
sources, we use a Gaussian-Process-Regression frame-
work to compute generic lightcurves for various ejecta-
mass properties. To connect the individual ejecta pa-
rameters to the properties of the system, we assume that
the total ejecta mass, inferred from the analysis of the
lightcurves, is a sum of multiple components: dynam-
ical ejecta Mdynej and disk-wind ejecta ζMdisk: mej =
Mdynej + ζMdisk + α. The parameters α, corresponding
to a potentially unmodelled ejecta component, and ζ,
determining how much mass of the disk is ejected, are
unknown and used as free parameters during our anal-
ysis. While our interpretation of the dynamical ejecta
is based on previous work [21], we employ a new model
for the disk-wind ejecta. This improved model is mo-
tivated by recent results outlining shortcomings of pre-
vious studies for systems with high mass ratios [26]. To
overcome this issue, we include explicitly a mass-ratio de-
pendence in the disk-mass prediction. To make use of the
multi-messenger nature of our analysis, we use the GW
results as an input for the analysis of AT2017gfo, i.e.,
the chirp mass, the mass ratio, and the EOS determine
the prior for our EM study. Following this procedure,
we further constrain the EOS models. To better quan-
tify our results and enable easy comparisons with other
works, we have calculated the radius of a typical 1.4M⊙
NS at 90% confidence. We quote the extracted radii at
each stage in our analysis in Fig. 1. Including all parts of
the analysis so far, we obtain the radius of a 1.4M⊙ NS
of R1.4M⊙ = 11.67+0.92−0.80 km at 90% confidence.
These multi-messenger results can be used as further
input for the analysis of the second observed BNS merger,
GW190425. Due to the high total mass of GW190425,
which generally suppresses tidal effects, we find that the
inclusion of GW190425 does not lead to a noticeable im-
provement. Hence, our final estimate on the radius of
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FIG. 1. Multi-step procedure to constrain the supranuclear EOS. We use a set of EOSs constrained by chiral EFT (top left
panel). This EOS set is restricted (green EOSs are favored) by incorporating information of the mass measurements from PSR
J0740+6620, PSR J0348+4032, PSR J1614-2230 and from the remnant classification of GW170817/AT2017gfo (middle top
panel). The maximum mass posterior is shown in blue. We further restrict our EOS set by incorporating the NICER estimates
of J0030+0451 (top right panel). This restricted set of EOSs is used to reanalyse GW170817 (first panel in the second row),
where we show in the 1σ and 2σ contours for the primary star (blue) and the secondary star (red). We use the obtained
results for the chirp mass, the mass ratio, and the EOS as a prior input to analyse AT2017gfo (middle panel in the second
row). Finally, the obtained results are used as input for the analysis of GW190425 (right panel in the second row). Under the
assumption that no EM signal was present for GW190425, we perform an analysis as for AT2017gfo (third row, left panel). At
the bottom right, we show the radius constraint at every analysis steps. We mark (as in the other panels) the 90% confident
intervals.
a 1.4M⊙ NS is R1.4M⊙ = 11.74+0.98−0.79 km with 90% confi-
dence.
To further enhance this analysis, it is possible to in-
clude the fact that no EM counterpart was detected for
GW190425. This could be the result of EM searches
not covering the necessary sky area or failing to reach
the required sensitivity. We note, however, that a vari-
ety of EM follow-up searches were undertaken following
this first BNS event in O3, including ATLAS, GOTO,
the MASTER-network, and the Zwicky Transient Facil-
ity covering 37%, 30%, 37%, and 25% of the sky area,
respectively. These follow-up campaigns have been per-
formed independently, suggesting that in total a signif-
icant fraction of the sky area was covered. To include
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R1.4M⊙
This work chiral EFT 3 3 3 3 3 3 3 11.74+0.98−0.79 km
Essick et al. [23] chiral EFT 3 7 3 7 7 3 7 12.54+0.71−0.63 km
Raaijmakers et al.[20] chiral EFT 3 7 3 7 7 3 7 [11.63,13.26] km
Capano et al. [14] chiral EFT ◯ ◯ 3 7 7 7 7 11.0+0.9−0.6 km
Coughlin et al. [21] - 3 ◯ 3 3 ◯ 7 7 [11.3; 13.5] km
Radice & Dai [13] - 7 7 3 ◯ 7 7 7 (12.2+1.0−0.8 ± 0.2) km
LVC [11] EOS paramet. ◯ 7 3 7 7 7 7 11.9+1.4−1.4 km
De et al. [10] quasi-univ. ◯ 7 3 7 7 7 7 [8.9; 13.2] km
Annala et al. [9] chiral EFT ◯ 7 ◯ 7 7 7 7 [9.9; 13.6] km
TABLE I. Overview of some of the published radius constraints from multi-messenger observations. We indicate if a particular
work included constraints from heavy-pulsar mass measurements (Heavy PSRs), maximum-mass constraints obtained from
the remnant classification of GW170817 (Mmax), GW constraints from GW170817 or GW190425, constraints from kilonova
lightcurves (AT2017gfo), constraints from the GRB afterglow (GRB170817A), and constraints from NICER. We refer to 3 if
either the full posterior or a Bayesian Inference has been part of the study, ◯ refers to the inclusion of some astrophysical
information without performing a Bayesian analysis or including the full posterior of other studies, and 7 indicates that this
information was not included in the study.
the ‘non-observation’, we employ the same kilonova anal-
ysis as presented before, where we use a combination
of the apparent magnitude limits from optical surveys
mentioned above. Together with the distance informa-
tion from the GW skymap we obtain limits on the ab-
solute magnitude of a potential counterpart. Using our
lightcurve models, we rule out parts of the parameter
space for which the predicted absolute magnitude would
be above the obtained limit. Following the procedure,
we arrive at a radius estimate of R1.4M⊙ = 11.97+0.82−0.87 km
under the assumption that no detectable EM signal was
produced for GW190425.
We compare our final result of R1.4M⊙ = 11.74+0.98−0.79 km
which does not include the non-EM detection of
GW190425, with a selection of previous influential stud-
ies in the literature in Tab. I. While our final result
on the NS radius improved only slightly with respect
to most previous studies, it has the advantage that it
includes simultaneously information from GW170817,
AT2017gfo, GRB170817A, GW190425, the NICER ob-
servation of PSR J0030+0451, and the radio observa-
tions of PSR J0740+6620, PSR J0348+4032, PSR J1614-
2230. Furthermore, it is of particular importance that, as
shown in the bottom right panel of Fig. 1, the inclusion of
additional astrophysical observations does not necessar-
ily lead to tighter constraints once (i) the full posteriors
are incorporated in the analysis and (ii) the number of
multi-messenger observations is very small.
Overall, our approach is general and conservative and
can easily be extended to include new observations. Fur-
thermore, it allows for strong phase transitions, the com-
bination of multiple events, and even the incorporation
of non-EM detections. Hence, our work paves the way
for future multi-messenger analyses.
Our study of GW170817 and AT2017gfo does not
only provide insights into the composition of the NS
interior and the NS radius, but also an independent
measurement of the Hubble constant. This can be ob-
tained by assuming that measurable properties related
to the time-scale and color evolution of the ejecta are
connected to the intrinsic luminosity of the kilonova.
References [7, 40] recently showed that theoretical
kilonova predictions can be used to standardize kilo-
novae lightcurves and thereby measure their distances.
Combining the distance measurement with the redshift
of the host constrains the Hubble constant [4]. For this
purpose, we can combine the distance and inclination
measurement of the GW (green contour in Fig. 2)
and kilonova analysis (red contour in Fig. 2). We find
that the particular constraint arising from the kilonova
observation is not very tight, which is caused by the
increased complexity of our lightcurve model compared
to previous works. In the supplementary material, we
show the consistency with two other kilonova models
that suggests that our constraints are conservative.
However, given that only one well-sampled kilonova
has been detected, further observations are needed
to test the robustness of different kilonova models in
general. In addition, we include the inclination-distance
measurement of the Very Long Baseline Interferometry
(VLBI) of the GRB afterglow lightcurve as presented
in Ref. [5]. Ref. [5] used three different models for the
analysis and found that extracted results agreed within
the stated uncertainties. Combining all measurements
leads to an improved distance measurement, which can
be related to an estimate of the Hubble constant of
H0 = 66.2+4.4−4.2 km/Mpc/s at 1σ uncertainty, cf. Fig. 2.
We find that the inclusion of the VLBI measurement
reduces the existing uncertainty on the Hubble constant
much more than the kilonova measurement, but we point
5100 120 140 160 180
ι0
20
40
60
D
[M
p
c]
CombinedGRB170817A-VLBI
GW170817
AT2017gfo
60 80
H0 [km/(Mpc · s)]
0.00
0.02
0.04
0.06
0.08 Planck SNIa
GWs
this work
FIG. 2. Top panel: Estimated distance and inclination from
the GW170817 (green) and AT2017gfo analysis (red) together
with the VLBI constraint from [5] derived from GRB170817A
(blue). The combined distance-inclination measurement is
shown in orange. Bottom panel: Hubble constant estimate
from our combined inclination measurement (orange), we also
mark the 1σ results of our study, the Planck measurement [38]
(purple), the H0 measurement related to the distance lad-
der [39] (blue), and the H0-estimate from GW170817 as in [4]
(green).
out that while this is true for this single event, future
GW detections might not have a visible GRB-afterglow
due to restricted viewing angle of these events. Instead,
almost isotropic kilonovae might be observable. Thus,
the possibility to combine different messengers in a
flexible framework, as the one developed here, will be
of advantage with an increasing number of detected
compact binary mergers. For our analysis, based on
only one event, the final uncertainty is too large to solve
the tension between measurements via the local distance
ladder [39] and the Cosmic Microwave Background [38],
but our results indicate a preference for the Planck data.
In the future, due to an increasing number of detections
of multi-messenger signals, the measurement uncertainty
will decrease and our framework might be able to resolve
the existing Hubble
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8SUPPLEMENTARY MATERIALS
Chiral effective-field theory and the neutron-star equation of state
From a microscopic viewpoint, nuclear interactions are governed by a multitude of processes, e.g., various longer-
range meson-exchanges between two or more nucleons or short-range processes that are typically modeled by contact
interactions. Given this large number of operator structures for nuclear interactions, a guiding principle which
arranges these operators according to their importance is desirable. Nuclear effective field theories (EFT), like chiral
EFT [27, 43–46], allow us to do that.
Nuclear EFTs start from the most general Lagrangian that is consistent with all symmetries of the fundamental
theory of strong interactions, Quantum Chromodynamics, and that describes the various interaction mechanisms. In
chiral EFT, this Lagrangian is written in terms of nucleon and pion degrees of freedom, and includes pion-exchange
interactions as well as nucleon-contact interactions. The latter absorb short-range effects, e.g., exchanges of heavier
mesons, and depend on coupling constants that have to be adjusted to experimental data. Since this Lagrangian
contains an infinite number of terms, it is then expanded in powers of momenta p over the so-called breakdown scale
Λb. In addition to two-nucleon interactions, the chiral EFT expansion naturally includes also many-body forces, where
three or more nucleons interact with each other. The result of this approach is a systematic and consistent expansion
of two- and many-body nuclear forces, which can be truncated at a given order, allows for nuclear interactions to
be systematically improved, and enables theoretical uncertainty estimates due to our incomplete understanding of
nuclear interactions, see, e.g., Ref. [47].
As stated above, the determination of unknown coupling constants is performed by fitting the nuclear Hamiltonians
order-by-order to experimental data. Usually, two-nucleon interactions are fit to two-nucleon scattering data, while
many-body forces are adjusted in few- or many-body systems. However, new fitting protocols and other improvements
are explored by the community, e.g., [48].
Chiral interactions allow a meaningful extrapolation of nuclear interactions away from experimentally accessible
systems to systems that are difficult or impossible to measure in terrestrial laboratories, e.g., the neutron-rich matter in
the core of NSs. However, chiral interactions are limited to momenta p < Λb ≈ 600 MeV [29]. At larger momenta, chiral
interactions are not reliable because short-range (high-energy) physics that was absorbed by the coupling constants
becomes important and needs to be explicitly included.
The EOSs used in this work are constrained at low densities by quantum Monte Carlo calculations of neutron
matter [28], in particular with the auxiliary field diffusion Monte Carlo approach, using chiral interactions in their
local formulation of Refs. [49–51]. These interactions were fit to two-nucleon scattering data, the 4He ground state
energy, and neutron-α scattering phase shifts. A recent review of this approach can be found in Ref. [52]. In the
past, we have analyzed the order-by-order convergence of this approach and found that it remains reasonable up to
densities of twice the nuclear saturation density [23, 30]. To be more conservative, here we employ these constraints
up to densities of 1.5nsat.
These results, together with their uncertainty bands, allow us to constrain the NS EOS below 1.5nsat. First, we
extend the results to matter in β-equilibrium and add a crust [53]. We extend our EOS models to densities beyond
1.5nsat by employing a model-agnostic parametric expansion scheme that represents the EOS in the speed of sound
plane [14, 31, 54, 55]. In particular, we sample a set of six randomly distributed points c2S(n) between 1.5nsat and
12nsat and connect them by line segments. We found that NS properties are not very sensitive to the number of line
segments when varying it between 5-10. This construction by design respects causality and stability, 0 ≤ cs ≤ c, with
the speed of light c. For each sampled EOS, we construct a second EOS that includes a segment with cS = 0 with
random onset density and width, to simulate EOS with strong first-order phase transitions.
Similar to commonly used polytropic expansion schemes [56], the speed-of-sound extension does not make any
assumptions about degrees of freedom at higher densities, and includes many possible density dependencies for the
EOS at high densities. For example, this extension includes regions of sudden stiffening or sudden softening, as would
be expected from a strong first-order phase transition. From the speed-of-sound curve, we reconstruct the EOS and
solve the Tolman-Oppenheimer-Volkoff equations to extract NS structure properties. In this work, we have sampled
5000 different EOS that give a uniform prior on the radius of a typical 1.4M⊙ NS.
Incorporation of the maximum mass neutrons star constraints
For our inclusion of the astronomical constraints on the EOSs, we adopt a Bayesian approach and follow methods
outlined in Refs. [23, 57, 58]. In particular, we express the constraints in terms of likelihood functions that can be
used for the GW and EM analysis.
9Pulsar MPSR [M⊙] σPSR [M⊙] Reference
PSR J0740+6620 2.14 0.1 [33]
PSR J0348+4032 2.01 0.04 [34]
PSR J1614-2230 1.908 0.016 [35]
TABLE II. The mass measurements and the 1-σ error bound reported for the puslars included for this analysis.
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J0740+6620 [33], PSR J0348+4032 [34], and PSR J1614-2230 [35] (lower bound) and the remnant classification of
GW170817/AT2017gfo as a black hole [32] (upper bound).
We have used the constraints on the lower bound of the maximum NS mass Mmax given by the mass measurements
of PSR J0740+6620 [33], PSR J0348+4032 [34], PSR J1614-2230 [35], and the constraint on the upper bound on
Mmax estimated in Ref. [32]. Similar upper bounds on Mmax have also been obtained in different studies, e.g.,
Refs. [32, 59, 60]. The corresponding likelihood LMmax is given by
LMmax(EOS) = LMmax(Mmax)=∏
i
CDF(Mmax,N (µ =MPSRi , σ = σPSRi ))
× (1 −CDF(Mmax,N (µ = 2.16M⊙, σ = 0.17M⊙))),
(1)
where CDF(x,N (µ,σ)) is the cumulative distribution function corresponding to a normal distribution N (µ,σ) eval-
uated at x. MPSRi and σ
PSR
i are the mass measurement and the 1-σ error bound reported for the pulsars that we
included for the analysis, respectively. The values for MPSRi and σ
PSR
i are tabulated in Tab. II. For the upper bound
on Mmax, we take a more conservative error and, hence, use the 90% credible range as the standard deviation for the
likelihood input. In the above likelihood LTOV, we have approximated the measurement and estimates reported in
Refs. [33–35] and [32] to be Gaussian. The final likelihood is shown in Fig. 3.
Coherent incorporation of NICER data
For the NICER data [61], we use the results presented in Ref. [17] where a Bayesian inference approach was used
to analyze the energy-dependent thermal X-ray waveform of PSR J0030+0451. Our study employs the publicly
available samples obtained with the best-fit approximant of [17], namely a three-oval, uniform-temperature spots
model[62]. This model provides excellent agreement with the observed NICER data and allows to infer the mass
and radius of PSR J0030+0451 to be M = 1.44+0.15−0.14M⊙ and R = 13.02+1.24−1.06km (both at 1σ uncertainty). As pointed
out in Refs. [17, 18] the inferred mass-radius relations are not dominated by systematic uncertainties and inferred
parameters are in good agreement for different models; as a comparison the results for the two-oval spot model are
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also shown in Fig. 1 (orange contours in the middle left panel). The corresponding likelihood LNICER is given by
LNICER(EOS) = ∫ dMdR pNICER(M,R)pi(M,R∣EOS)
= ∫ dMdR pNICER(M,R)δ(R −R(M,EOS))
= ∫ dM pNICER(M,R = R(M,EOS)),
(2)
where pNICER(M,R) is the joint-posterior of mass and radius of PSR J0030+0451 as measured by NICER and we
use the fact that the radius is a function of mass for a given EOS.
As a result the joint constraint likelihood LJoint combining the maximum mass and the NICER information is given
by
LJoint(EOS) = LNICER ×LMmax . (3)LJoint is then taken as an input for our further analysis of GW170817, AT2017gfo, and GW190425.
Gravitational-Wave Analysis
We use the bilby infrastructure [63] to reanalyze GW170817 and GW190425[64]. With the help of parallel
bilby [36] we can run on 800 compute cores to obtain final posteriors within a few hours on the HPC clusters
Minerva at the Max-Planck-Institute for Gravitational Physics or on SuperMUC-NG at the Leibniz Supercomputing
Centre. The GW signals are analysed within a frequency interval of f ∈ [23,2048]Hz which covers the full inspiral
of the BNS coalescence. Frequency-dependent spline calibration envelopes [65] are introduced into the waveform
templates to counteract the potential systematics due to the uncertainties in the detectors’ calibrations [66, 67]. We
also use the power spectral density, which is used by the GW data analysis, estimated with BayesWave [68, 69].
We employ for the first time the new IMRPhenomPv2_NRTidalv2 waveform model. The approximant augments the
precessing binary black-hole waveform model [70] with the description outlined in Ref. [24]. IMRPhenomPv2_NRTidalv2
has an improved tidal and spin description compared to the IMRPhenomPv2_NRTidalmodel [71, 72], which has been the
standard waveform employed by the LIGO Scientific and Virgo Collaborations to interpret GW170817 [11, 37, 73–75]
and GW190425 [15]. We present the parameter-estimation results of the most important parameters for our study in
Fig. 4 for GW170817. For comparison, we also show the posteriors obtained with the IMRPhenomPv2_NRTidal (orange)
waveform model to allow for an assessment of the usage of the improved waveform model NRTidalv2 (blue). We find
no noticeable difference in the measured component masses, distance and inclination. The very good agreement is
likely caused by the same underlying point-particle base line of both models. But, we note a small difference in the
estimated tidal deformability, where NRTidalv2 predicts a slightly larger tidal deformability which consequently results
in a slightly larger radius estimate. This behavior is expected since the NRTidalv2 approximant incorporates slightly
smaller tidal contributions for the same physical parameters than the original NRTidal model, which consequently
leads to a larger estimated tidal deformability.
For the analysis of GW190425 we also use the IMRPhenomPv2_NRTidalv2 model. In Fig. 5 we show important
source parameters for GW190425 when we include/ not include the GW170817 and AT2017gfo information (chirp
mass, mass ratio, and EOS constraints), i.e, the middle row of Fig. 1. The main difference is again visible in the
estimated tidal deformability Λ˜, where the inclusion of GW170817 and AT2017gfo in our analysis leads to a smaller
value of the tidal deformability. Overall, the incorporation of additional information from GW170817 and AT2017gfo
changed the prior of the GW190425 analysis and NSs with too large radii (large tidal deformabilities) are already
disfavored.
AT2017gfo
Kilonova modelling
For the assessment of systematic uncertainties, we compare different lightcurve models mainly based on Refs.[25]
and [76].
Model I (standard model): Here we use Spectral Energy Distributions (SEDs) simulated using the multi-dimensional
Monte Carlo radiative transfer code possis [25]. In particular, we present a new modelled grid that differs from the one
in Ref. [25] in terms of the underlying physics and the assumed geometry for the ejecta. In terms of physics, there are
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FIG. 4. Corner plot of the posterior distribution of GW170817’s parameters obtained with IMRPhenomPv2_NRTidal (blue) and
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with the two waveform models is the distribution of Λ˜. This difference is expected as the tidal description of the two models
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two main differences compared to simulations presented in Ref. [25]: thermalization efficiencies are taken from Ref. [77]
and the temperature is no longer parametrized and uniform throughout the ejecta but rather estimated in each grid cell
and at each time from the mean intensity of the radiation field (inferred from the density and local energy deposition
from radioactive decay). In terms of the adopted geometry, we run calculations for a geometry (Fig. 6) more similar
to the one described in, e.g., Refs. [78–80] and obtained from numerical relativity simulations. A first component
represents the dynamical ejecta, extending from vdynmin = 0.08 c to vdynmax = 0.3 c, characterised by an ejecta mass mdynej
and with lanthanide-rich composition within an angle ±φ about the equatorial plane and lanthanide-free composition
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otherwise[81]. The opacities assumed in the dynamical ejecta have the same wavelength- and time-dependence as
in Ref. [25], with κbb[1µm,1.5 d] = 1 cm2 g−1 for the lanthanide-rich and κbb[1µm,1.5 d] = 5 × 10−3 cm2 g−1 for the
lanthanide-free portion of the ejecta (see Ref. [25] for more details). A second spherical component represents the
ejecta released from the merger remnant and debris disk, extending from vpmmin = 0.025 c up to vpmmax = 0.08 c and with
an ejecta mass mpmej . Opacities adopted for the postmerger ejecta are intermediate [79] to those in the lanthanide-rich
and lanthanide-free components of the dynamical ejecta (κbb[1µm,1.5 d] = 0.1 cm2 g−1). SEDs and corresponding
lightcurves are then controlled by four parameters: mdynej , m
pm
ej , φ and the observer viewing angle θobs.
Model II: In addition to our updated kilonova model, we also include a version similar to the one in Ref. [25],
i.e., a model without an additional wind ejecta component. This model has the advantage that a standardization
13
FIG. 6. Geometry employed in our Model I kilonova description, where different colors refer to the different lanthanide fractions
of the individual ejecta components.
and therefore an extraction of the Hubble constant is easier due to the smaller number of free parameters and that
therefore more tighter constraints on the distance and inclination angle are extracted compared to our standard choice
(Model I); cf. Fig. 10.
Model III: As an alternative approach and to validate our results, we use the radiative transfer model of Ref. [76].
This model employs a multi-dimensional Monte Carlo code to solve the multi-wavelength radiation transport equation
for an expanding medium. We assume one spherically symmetric ejecta component characterized by the mass of the
ejecta mej, the mass fraction of lanthanides Xlan, and the ejecta velocity vej. While using only one ejecta component
reduces the consistency between the observational data and the model prediction, it allows an easier standardization
and therefore puts a tighter constraint on the measured distance, but no information about inclination can be extracted
due to the assumption of spherical symmetry.
Surrogate Construction
In order to draw conclusions about generic sources, we use the approach outlined in Refs. [95, 96], where a Gaussian-
Process-Regression framework is employed; cf. Refs. [12, 16] for a detailed discussion. We present the performance of
our standard model (Model I) in Fig. 7 and find that it is capable of describing the observed data.
The extracted properties of the ejecta are shown in Fig. 8. We find that the disk wind ejecta is about 10 times
larger than the dynamical ejecta, unfortunately, the angle Φ (cf. Fig. 7) is not well constrained, while the observation
angle θ peaks around 50○.
To connect the individual ejecta components to the different ejecta mechanisms, we assume that the total ejecta
mass is a sum of multiple components. The first component is related to the dynamical ejecta mdynej , i.e., to the
material released during the merger process via shocks and torque. The second component is caused by disk wind
ejecta and proportional to the disk mass surrounding the final remnant mpmej = ζ mdisk. To allow a conservative
estimate, we also add a third component α that we keep as a free parameter during the sampling procedure.
For the dynamical ejecta, we use the description in Ref. [21], while we assume that the disk wind ejecta is proportional
to the disk mass. Based on recent works outlining potential issues of previous relations predicting the disk mass for
systems with high mass ratios, we have extended previous studies to include an explicit mass-ratio dependence, see
discussion below.
The extracted binary properties are shown in Fig. 9, in which we report the chirp mass, the mass ratio, the
deformability Λ˜, the fraction of the dynamical ejecta α, the disk conversion factor ζ, and the maximum TOV mass.
We point out that the tidal deformability and the maximum TOV-mass are just reported as a crosscheck and that
the internal EOS index is used during the Bayesian Inference. Furthermore, we do find very good agreement between
the three kilonova models. The biggest difference between all three models is visible in the measurement of the
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in [12] and are taken from [82–94].
inclination and distance. Therefore, we show the inclination-distance measurement in Fig. 10. Model I is the least
constraining due to the fact that the additional wind ejecta component increases the complexity of the model and
therefore makes a standardization more complicated, cf. Model II. Model III is spherical symmetric and therefore only
allows a distance measurement. In summary, all three models agree within their statistical error estimates, which
shows that our analysis is dominated by statistical effects rather than systematics.
For the analysis of the non-observed EM counterpart of GW190425, we use the same kilonova analysis as discussed
above, but restrict ourself to Model I as our standard model. In particular, we use information from ATLAS [97] that
covered 37%, GOTO [98] that covered 30%, the MASTER-network [99] that covered 37%, and the Zwicky Transient
Facility [100] that covered 25% of the GW sky area to obtain apparent magnitude limits on potential counterparts
from optical surveys. Unfortunately, an exact computation of the total sky coverage is not possible since not all groups
released their covered tiles and search information. However, the publicly known limits, together with the distance
information from the GW event, lead to limits on the absolute magnitude of a potential kilonova; cf. [16] for further
details and discussions. We rule out all ejecta parameters for which the predicted absolute magnitude would exceed
the obtained absolute magnitude limit.
New disk mass prediction
We collect a set of results from 73 numerical relativity simulations performed by different groups [26, 101–103]. The
full dataset is shown in Fig. 11 (left panel) in which we plot the disk mass versus the ratio of the total mass of the
system and the threshold mass. The threshold mass determines when prompt collapse formation after the merger of
the two stars happens. For the estimate of the threshold mass, we use the predictions of Ref. [104]. We compare the
data with the estimate in Ref. [21] (solid black line) and it becomes evident that, as outlined in Ref. [26], an increasing
mass ratio leads to an increased disk mass. To update the fit, we use a similar functional behavior as suggested in
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Ref. [21], but we incorporate mass-ratio dependent fitting parameters that are obtained by minimizing
log10(Mdisk) =max(−3, a(1 + b tanh(c −M/Mthresholdd ))) , (4)
with a and b given by
a = ao + δaξ ,
b = bo + δbξ , (5)
where ao, bo, δa and δb are fitting coefficients and ξ is given by
ξ = 1
2
tanh (β (q − qtrans)) . (6)
The right panel of Fig. 11 shows how the fitting changes as the mass ratio changes. The plots shows that the
updated fit is indeed able to capture the mass ratio dependence.
The best-fit parameters are given by minimizing r = ⟨(log10(Mdisk) − log10(Mfitdisk))2⟩: ao = −1.581, δa = −2.439,
bo = −0.538, δb = −0.406, c = 0.953, d = 0.0417, β = 3.910, qtrans = 0.900.
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FIG. 9. Estimated parameters for Model I: chirp massMc, mass ratio q, tidal deformability Λ˜, free ejecta parameter α, disk
conversion factor ζ, and maximum NS mass. Model II and Model III provide very similar results with respect to the binary
properties.
Ordering of the analysis steps
To further increase the confidence in our framework, we present an alternative analysis with respect to Fig. 1 in
which we simply exchange the ordering of the individual analysis steps, i.e., we include the NICER results at the end
of our study. To reduce computational costs, we focus in this subesection only on the combination of GW170817,
AT2017gfo, NICER, and the maximum-mass constraints. Fig. 12 shows our findings, where the green color indicates
our original results of Fig. 1 and the blue color the analysis obtained within a different ordering (see top axis). As
visible, the measured radius is slightly larger for our original analysis than for our analysis in which NICER results
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FIG. 10. Distance and inclination measurement for Model I, Model II, and Model III. Model I is the least constraining, but
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FIG. 12. Radius constraint under an interchange of the individual analysis steps.
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are added at the end. This slight change is due to the kernel density estimation that is used to obtain the prior
for our individual analysis steps. However, the 90% confidence intervals remain unchanged. This clearly proves the
robustness of our method and the overall procedure.
Prior combination for distance measurement
Due to the strong correlation between the luminosity distanceD and inclination ι0 inference across different analysis,
we combine the information on the D-ι0 and then marginalize over the inclination. With Bayesian statistics in mind,
we take the GRB170817A-VLBI measurement pGRB(D, ι0) as the prior for the other two analysis. Therefore, the
combined posterior pcom(D, ι0) is given by
pcom(D, ι0) = LGW ×LEM × pGRB(D, ι0), (7)
where LGW and LEM are the likelihoods for the parameter (D, ι0) with GW170817 and AT2017gfo analysis, respec-
tively.
Because we are combing the information in the post-processing stage, we do not have access to the likelihood but
the posteriors of GW170817 pGW and AT2017gfo pEM only. Therefore, we evaluate the combined posterior by
pcom(D, ι0) = pGW
piGW
× pEM
piEM
× pGRB(D, ι0), (8)
where piGW and piEM are the prior for the parameter (D, ι0) used for analysing GW170817 and AT2017gfo, respectively.
The combined posterior on the distance is then given by
pcom(D) = ∫ dι0pcom(D, ι0) (9)
which can be later related to the Hubble constant measurement.
Estimation of the Hubble constant H0
The Hubble constant H0 relates the center-of-mass recession velocity relative to the CMB [105] vr of a galaxy by
vr =H0Dc + vp, (10)
where Dc and vp are the comoving distance and the peculiar velocity, respectively. The distance between the Earth
and GW170817 is small (∼ 40Mpc), so that one can approximate the comoving distance with the luminosity distance
D.
According to Ref. [106], the collection of galaxies to which GW170817’s host galaxy NGC4993 belongs (ESO-508)
has a radial velocity of vr of 3327 ± 72km s−1 and according to Ref. [107] the peculiar velocity vp of NGC4993 is
310± 69 km s−1. In order to reduce the possible systematics introduced by the imperfectly modelling of the bulk flow
motion in Ref. [107], we take the uncertainty on the vp to be 150 km s−1 [108].
We model the likelihood of vr, L(vr), and vp ,L(vp), to be a Gaussian, which are given by,
L(vr)∝ exp⎛⎝−12 (vr − ⟨vr⟩σvr )
2⎞⎠ , L(vp)∝ exp⎛⎝−12 (vp − ⟨vp⟩σvp )
2⎞⎠ , (11)
where ⟨vr⟩ = 3327km s−1, σvr = 72km s−1, ⟨vp⟩ = 310km s−1 and σvp = 150km s−1.
As a result, the posterior p(H0,D, vp) is given by
p(H0,D, vp) = L(H0,D, vp)pi(H0,D, vp) × 1Ns(H0)
∝ exp⎛⎝−12 (vp − ⟨vp⟩σvp )
2⎞⎠ × exp⎛⎝−12 (H0D + vp − ⟨vr⟩σvr )
2⎞⎠
× p(D) × pi(H0) × pi(vp) × 1Ns(H0) ,
(12)
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FIG. 13. Corner plot of the inferred H0-vp with the posterior on the distance with combined analysis given.
where p(D), pi(H0) and pi(vp) are the posterior of the distance, the prior on the Hubble constant, and the prior on
the peculiar velocity, respectively. And Ns(H0) is the selection effect term as described in [4]. We take pi(H0) to be
uniform in [20,160]km s−1Mpc−1, pi(vp) to be uniform in [−c, c] and Ns(H0)∝H30 . [109]
For the posterior of the distance, we take the posterior based on the combined analysis as described above. As
we have a set of posterior samples {di} which follows the posterior pcom(D), we obtain the marginalized posterior
p(H0, vp) by
p(H0, vp) = ∫ dDp(H0,D, vp)
= ∫ dDpcom(D)p(H0,D, vp)
pcom(D)
= ⟨p(H0,D, vp)
pcom(D) ⟩{di} ,
(13)
in which we approximate ∫ dDpcom(D) by average over posterior sample ⟨⋯⟩{di}. We sample over the p(H0, vp) with
emcee [110] and obtain the corner plot shown in Fig. 13.
