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Abstract
This paper is aimed to prove the strong duality theorem for continuous-time linear program-
ming problems in which the coefficients are assumed to be piecewise continuous functions. The
previous paper proved the strong duality theorem for the case of piecewise continuous functions
in which the discontinuities are the left-continuities. In this paper, we propose the completely
different type of discretized primal and dual problems that can be used to prove the strong
duality theorem for the general situation of discontinuities.
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1 Introduction
In Wu [20, 21], the coefficients appeared in the discretized primal and dual problems are the function
values of the coefficient functions taken at the right-end points of the subdivided intervals. This
simple type of formulation can just be used to prove the strong duality theorem for the case of
piecewise continuous functions in which the discontinuities are the left-continuities. In this paper,
we shall extend to prove the strong duality theorem for the general situation of discontinuities.
We shall propose the completely different type of formulation for the discretized primal and dual
problems. In this paper, the coefficients in the discretized primal and dual problems will consider
the infimum and supremum of the coefficient functions on the subdivided intervals, which is more
complicated than that of considering the function values of the coefficient functions taken at the
right-end points of the subdivided intervals in Wu [20, 21].
The theory of continuous-time linear programming problem has received considerable attention
for a long time. Tyndall [17, 18] treated rigorously a continuous-time linear programming problem
with constant matrices, which had originated from the “bottleneck problem” proposed by Bellman
[4]. Levinson [6] generalized the results of Tyndall by considering time-dependent matrices in which
the functions appearing in the objective and constraints were assumed to be continuous on the time
interval [0, T ]. Meidan and Perold [7], Papageorgiou [8] and Schechter [16] have also obtained some
interesting results for the continuous-time linear programming problem. Anderson et al. [1, 2, 3],
Fleischer and Sethuraman [5] and Pullan [9, 10, 11, 12, 13] investigated a subclass of continuous-
time linear programming problems, which is called separated continuous-time linear programming
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problem and can be used to model the job-shop scheduling problems. Weiss [19] proposed a simplex-
like algorithm to solve the separated continuous-time linear programming problem.
This paper is organized as follows. In Section 2, the problem formulation is presented, and the
weak duality theorem is proved. In Section 3, in order to study the strong duality theorem, we
propose a perturbed continuous-time linear programming problem. Many useful results that will
be used to prove the strong duality theorem are derived. In Section 4, discretized problems are
formulated in which the partition of the time interval [0, T ] is not taken as equally dividing [0, T ].
We also derive many useful results that will be used to prove the strong duality theorem. In Section
5, the strong duality theorem is proved.
2 Formulation
Let A be a matrix with entries denoted by aij . We define ‖ A ‖=
∑
i,j |aij |. Let L
∞
p [0, T ] be the
space of all measurable and essentially bounded functions from the compact interval [0, T ] into the
p-dimensional Euclidean space Rp. If p = 1, Then, we simply write L∞[0, T ]. For f ∈ L∞[0, T ], we
define
‖ f ‖∞= ess sup
t∈[0,T ]
|f(t)| = inf {k : |f(t)| ≤ k a.e. in [0, T ]} ,
where the Lebesgue measure is considered. Therefore, we have |f(t)| ≤‖ f ‖∞ a.e. in [0, T ]. For
f = (f1, · · · , fp) ∈ L∞p [0, T ], we define
‖ f ‖p∞= max
i=1,··· ,p
‖ fi ‖∞ .
We consider the following assumptions:
• a ∈ L∞q [0, T ] and c ∈ L
∞
p [0, T ];
• B and K are time-dependent p× q matrices defined on [0, T ] and [0, T ]× [0, T ], respectively,
such that each entry is in the spaces L∞[0, T ] and L∞([0, T ]× [0, T ]), respectively.
The continuous-time linear programming problem is formulated as follows:
(CLP∗) max
∫ T
0
a⊤(t)z(t)dt
subject to B(t)z(t) ≤ c(t) +
∫ t
0
K(t, s)z(s)ds for all t ∈ [0, T ],
z ∈ L∞q [0, T ] and z(t) ≥ 0 for all t ∈ [0, T ].
The dual problem of (CLP∗) is defined as follows:
(DCLP∗) min
∫ T
0
c⊤(t)w(t)dt
subject to B⊤(t)w(t) ≥ a(t) +
∫ T
t
K⊤(s, t)w(s)ds for all t ∈ [0, T ],
w ∈ L∞p [0, T ] and w(t) ≥ 0 for all t ∈ [0, T ].
In this paper, we shall consider the following problems:
(CLP) max
∫ T
0
a⊤(t)z(t)dt
subject to B(t)z(t) ≤ c(t) +
∫ t
0
K(t, s)z(s)ds a.e. in [0, T ],
z ∈ L∞q [0, T ] and z(t) ≥ 0 a.e. in [0, T ]
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and
(DCLP) min
∫ T
0
c⊤(t)w(t)dt
subject to B⊤(t)w(t) ≥ a(t) +
∫ T
t
K⊤(s, t)w(s)ds a.e. in [0, T ],
w ∈ L∞p [0, T ] and w(t) ≥ 0 a.e. in [0, T ],
where the constraints are assumed to be satisfied in the sense of a.e. in [0, T ]. The weak duality
theorem can be similarly established although the primal and dual problems (CLP) and (DCLP)
are defined in the sense of a.e. in [0, T ].
Theorem 2.1. (Weak Duality Theorem) If z and w are any arbitrary feasible solutions of the
primal and dual problems (CLP) and (DCLP), respectively, then∫ T
0
a⊤(t)z(t)dt ≤
∫ T
0
c⊤(t)w(t)dt.
Proof. According to the constrains of problems (CLP) and (DCLP), we have
q∑
j=1
∫ T
0
zj(t)
[
aj(t)−
p∑
i=1
Bij(t)wi(t) +
p∑
i=1
∫ T
t
Kij(s, t)wi(s)ds
]
dt ≤ 0 (1)
and
p∑
i=1
∫ T
0
wi(t)
ci(t)− q∑
j=1
Bij(t)zj(t) +
q∑
j=1
∫ t
0
Kij(t, s)zj(s)ds
 dt ≥ 0. (2)
By Fubini’s theorem, we also have∫ T
0
∫ T
t
Kij(s, t)zj(t)wi(s)dsdt =
∫ T
0
∫ t
0
Kij(t, s)zj(s)wi(t)dsdt. (3)
Therefore, in the vectorial form, we obtain
0 ≥
∫ T
0
z⊤(t)
[
a(t)−B⊤(t)w(t) +
∫ T
t
K⊤(s, t)w(s)ds
]
dt
−
∫ T
0
w⊤(t)
[
c(t)−B(t)z(t) +
∫ t
0
K(t, s)z(s)ds
]
dt (by (1) and (2))
=
∫ T
0
z⊤(t)a(t)dt +
∫ T
0
w⊤(t)
[
−B(t)z(t) +
∫ t
0
K(t, s)z(s)ds
]
dt (by (3))
−
∫ T
0
c⊤(t)w(t)dt −
∫ T
0
w⊤(t)
[
−B(t)z(t) +
∫ t
0
K(t, s)z(s)ds
]
dt
=
∫ T
0
z⊤(t)a(t)dt −
∫ T
0
c⊤(t)w(t)dt.
This completes the proof.
In the sequel, we are going to prove the strong duality theorem between (CLP) and (DCLP)
although these problems are considered in the sense of a.e. in [0, T ].
3
3 Perturbed Formulation
Given any ǫ ≥ 0, we consider the following perturbed problems:
(CLPǫ) max
∫ T
0
a⊤(t)z(t)dt
subject to B(t)z(t) ≤ [c(t) + ǫ] +
∫ t
0
K(t, s)z(s)ds a.e. in [0, T ],
z ∈ L∞q [0, T ] and z(t) ≥ 0 a.e. in [0, T ]
and
(DCLPǫ) min
∫ T
0
c⊤(t)w(t)dt
subject to B⊤(t)w(t) ≥ [a(t) − ǫ] +
∫ T
t
K⊤(s, t)w(s)ds a.e. in [0, T ],
w ∈ L∞p [0, T ] and w(t) ≥ 0 a.e. in [0, T ],
where ǫ is a vector with all entries ǫ. Although the vectors ǫ in problems (CLPǫ) and (DCLPǫ) have
the different dimensions, we use the same notation for convenience. If the constraints of (CLPǫ) and
(DCLPǫ) are assumed to be satisfied for all t ∈ [0, T ], then the corresponding problems are denoted
by (CLP∗ǫ ) and (DCLP
∗
ǫ ).
Since each entry of a, c, B andK is measurable and essentially bounded in [0, T ] and [0, T ]×[0, T ],
respectively, we define
τ = max
j=1,··· ,q
‖ aj ‖∞; that is, |aj(t)| ≤ τ a.e. in [0, T ], (4)
ζ = max
i=1,··· ,p
‖ ci ‖∞; that is, |ci(t)| ≤ ζ a.e. in [0, T ], (5)
η = max
i=1,··· ,p;j=1,··· ,q
‖ Kij ‖∞; that is, |Kij(t, s)| ≤ η a.e. in [0, T ]× [0, T ], (6)
ν = max
j=1,··· ,q
p∑
i=1
‖ Kij ‖∞; that is,
p∑
i=1
|Kij(t, s)| ≤ ν a.e. in [0, T ]× [0, T ], (7)
φ = max
i=1,··· ,p
q∑
j=1
‖ Kij ‖∞; that is,
q∑
j=1
|Kij(t, s)| ≤ φ a.e. in [0, T ]× [0, T ]. (8)
Let {fk}∞k=1 be a sequence of functions in L
∞[0, T ]. We say that the sequence {fk}∞k=1 is uniformly
essentially bounded in [0, T ] if and only if there exists a positive constant C such that ‖ fk ‖∞≤ C
for each k. If {fk}∞k=1 is a sequence of vector-valued functions, Then, we say that the sequence
{fk}∞k=1 is uniformly essentially bounded if and only if there exists a positive constant C such that
‖ fik ‖∞≤ C for each i and k, where fik is the ith entry of fk. For f ∈ L2[0, T ], we recall
‖ f ‖2=
(∫ T
0
f2(t)dt
)1/2
.
Then, the sequence {fk}∞k=1 of real-valued functions is uniformly bounded in [0, T ] with respect to
‖ · ‖2 if and only if there exists a positive constant C such that ‖ fk ‖2≤ C for each k. The concept
of uniform boundedness of the sequence of vector-valued functions {fk}∞k=1 can be similarly defined.
We also see that if the sequence {fk}∞k=1 is uniformly essentially bounded in [0, T ], then it is also
uniformly bounded in [0, T ] with respect to ‖ · ‖2.
We denote by Zǫ and Wǫ the feasible sets of problems (CLPǫ) and (DCLPǫ), respectively. We
say that the feasible set Zǫ of (CLPǫ) is uniformly essentially bounded if and only if there exists a
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positive constant C such that each feasible solution of (CLPǫ) is essentially bounded by C. We are
going to provide the sufficient conditions to guarantee that the feasible set Zǫ of (CLPǫ) is uniformly
essentially bounded. Gronwall’s lemma was provided by Levinson [6]. We can similarly prove it in
the sense of a.e. in [0, T ].
Lemma 3.1. (Gronwall’s lemma) Suppose that the real-valued function g is integrable in [0, T ] and
g(t) ≥ 0 a.e. in [0, T ] (resp. for all t ∈ [0, T ]). If there exist constants θ1 ≥ 0 and θ2 > 0 such that
g(t) ≤ θ1 + θ2 ·
∫ t
0
g(s)ds a.e. in [0, T ] (resp. for all t ∈ [0, T ]), (9)
then g(t) ≤ θ1 · eθ2t a.e in [0, T ] (resp. for all t ∈ [0, T ]).
Proof. We are going to prove the case of a.e. on [0, T ]. For t ∈ [0, T ], we define
G(t) =
∫ t
0
g(s)ds.
Then, we see that G is continuous on [0, T ] and G′(t) = g(t) a.e. on [0, T ] by Royden [15]. From
(9), we also have
g(t) ≤ θ1 + θ2G(t) a.e. on [0, T ]. (10)
Using (10), we also have
d
dt
(
e−θ2tG(t)
)
= −θ2e
−θ2tG(t) + e−θ2tg(t)
≤ −θ2e
−θ2tG(t) + e−θ2t · (θ1 + θ2G(t)) = θ1e
−θ2t a.e. on [0, T ].
By taking integration, for t ∈ [0, T ], we have∫ t
0
d
dt
(
e−θ2sG(s)
)
ds ≤
∫ t
0
θ1e
−θ2sds. (11)
Since e−θ2sG(s) is continuous on [0, T ], the Lebesgue integral and Riemann integral are identical as
given in (11). Therefore, we have
e−θ2tG(t)−G(0) ≤ −
θ1
θ2
e−θ2t +
θ1
θ2
for each t ∈ [0, T ]. Since G(0) = 0, we have
G(t) ≤
θ1
θ2
(
eθ2t − 1
)
(12)
for each t ∈ [0, T ]. Using (10) and (12), we obtain
g(t) ≤ θ1 + θ2G(t) ≤ θ1 + θ2 ·
θ1
θ2
(
eθ2t − 1
)
= θ1e
θ2t a.e. on [0, T ].
This completes the proof.
Proposition 3.1. Suppose that there exist real-valued functions λi satisfying 0 ≤ λi(t) ≤ 1 a.e. in
[0, T ] (resp. for all t ∈ [0, T ]) for i = 1, · · · , p and a constant σ > 0 satisfying
min
j=1,··· ,q
{
p∑
i=1
λi(t)Bij(t)
}
≥ σ a.e. in [0, T ] (resp. for all t ∈ [0, T ]).
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If the problem (CLPǫ) is feasible, then each feasible solution z
(ǫ)(t) is bounded satisfying∣∣∣z(ǫ)j (t)∣∣∣ ≤‖ z(ǫ)(t) ‖≤ p · (ζ + ǫ)σ · exp
(
p · φ · t
σ
)
≤
p · (ζ + ǫ)
σ
· exp
(
p · φ · T
σ
)
a.e. in [0, T ] (resp. for all t ∈ [0, T ]) (13)
for j = 1, · · · , q, where the constants ζ and φ are given in (5) and (6), respectively. In other words,
the feasible set Zǫ of (CLPǫ) is uniformly essentially bounded in [0, T ] when ǫ is fixed.
Proof. We are going to prove the case of a.e. in [0, T ]. Let z(ǫ) be a feasible solution of (CLPǫ).
According to the constraints, we have
q∑
j=1
p∑
i=1
λi(t) ·Bij(t) · z
(ǫ)
j (t)
≤
p∑
i=1
λi(t) · |ci(t) + ǫ|+
∫ t
0
q∑
j=1
p∑
i=1
λi(t) ·Kij(t, s) · z
(ǫ)
j (s)ds a.e. in [0, T ].
Therefore, we obtain
σ· ‖ z(ǫ)(t) ‖ ≤
q∑
j=1
[∣∣∣z(ǫ)j (t)∣∣∣ · p∑
i=1
λi(t)Bij(t)
]
=
q∑
j=1
p∑
i=1
λi(t) ·Bij(t) ·
∣∣∣z(ǫ)j (t)∣∣∣
≤
p∑
i=1
λi(t) · |ci(t) + ǫ|+
∫ t
0
p∑
i=1
 q∑
j=1
λi(t) ·Kij(t, s) ·
∣∣∣z(ǫ)j (s)∣∣∣ ds

≤
p∑
i=1
|ci(t) + ǫ|+
∫ t
0
p∑
i=1
 q∑
j=1
Kij(t, s) ·
∣∣∣z(ǫ)j (s)∣∣∣ ds

≤ p · (ζ + ǫ) + p · φ ·
∫ t
0
‖ z(ǫ)(s) ‖ ds a.e. in [0, T ].
By Gronwall’s Lemma 3.1, we obtain
‖ z(ǫ)(t) ‖≤
p · (ζ + ǫ)
σ
· exp
(
p · φ · t
σ
)
≤
p · (ζ + ǫ)
σ
· exp
(
p · φ · T
σ
)
a.e. in [0, T ].
This completes the proof.
The following lemmas are very useful.
Lemma 3.2. (Riesz and Sz.-Nagy [14, p.64]) Let {fk}∞k=1 be a sequence in L
2[0, T ]. If the sequence
{fk}∞k=1 is uniformly bounded with respect to ‖ · ‖2, then there exists a subsequence {fkr}
∞
r=1 which
weakly converges to some f0 ∈ L2[0, T ]. In other words, for any g ∈ L2[0, T ], we have
lim
r→∞
∫ T
0
fkr(t)g(t)dt =
∫ T
0
f0(t)g(t)dt.
Lemma 3.3. (Levinson [6]) If the sequence {fk}∞k=1 is uniformly bounded in [0, T ] with respect to
‖ · ‖2 and weakly converges to some f0 ∈ L2[0, T ], then
f0(t) ≤ lim sup
k→∞
fk(t) a.e. in [0, T ]
and
f0(t) ≥ lim inf
k→∞
fk(t) a.e. in [0, T ].
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Proposition 3.2. Consider the sequence {ǫk}∞k=1 with ǫk → 0+ as k →∞. Assume that B(t) ≥ 0
a.e. in [0, T ]. The following statements hold true.
(i) Suppose that each problem (CLPǫk) is feasible, and that z
(ǫk) is a feasible solution of problem
(CLPǫk) such that the sequence {z
(ǫk)}∞k=1 is uniformly essentially bounded. Then, there exists
a subsequence {z(ǫkr )}∞r=1 which weakly converges to some feasible solution z
(0) ∈ L2q[0, T ] of
(CLP0) = (CLP). Moreover, there exists a feasible solution z¯ of (CLP) such that z¯(t) ≥ 0 for
all t ∈ [0, T ] and z¯(t) = z(0)(t) a.e. in [0, T ].
(ii) Suppose that c(t) ≥ 0 for all t ∈ [0, T ], and that K(t0, s) ≥ 0 a.e. in [0, T ] for each fixed
t0 ∈ [0, T ]. If the sequence {z(ǫk)}∞k=1 of feasible solutions of problem (CLPǫk) is uniformly
essentially bounded, then there exists a subsequence {z(ǫkr )}∞r=1 which weakly converges to some
feasible solution z(0) ∈ L2q[0, T ] of (CLP). Moreover, there exists a feasible solution z¯ of (CLP
∗)
such that z¯(t) = z(0)(t) a.e. in [0, T ].
Proof. To prove part (i), since the sequence {z(ǫk)}∞k=1 is uniformly essentially bounded in [0, T ], it
follows that this sequence is also uniformly bounded in [0, T ] with respect to ‖ · ‖2. Let z
(ǫk)
j be the
jth entry of z(ǫk). Using Lemma 3.2, there exists a subsequence of {z
(ǫk)
j }
∞
k=1 which weakly converges
to some z
(0)
j (t) ∈ L
2[0, T ]. Therefore, we can construct a vector-valued subsequence {z(ǫkr )}∞r=1 of
{z(ǫk)}∞k=1 such that {z
(ǫkr )
j }
∞
r=1 weakly converges to z
(0)
j for j = 1, · · · , q. For each i = 1, · · · , p, the
constraints say that
q∑
j=1
Bij(t) · z
(ǫkr )
j (t) ≤ ci(t) + ǫkr +
q∑
j=1
∫ t
0
Kij(t, s) · z
(ǫkr )
j (s)ds a.e. in [0, T ]. (14)
Using Lemma 3.3, we also have
lim sup
r→∞
z
(ǫkr )
j (t) ≥ z
(0)
j (t) ≥ lim infr→∞
z
(ǫkr )
j (t) ≥ 0 a.e. in [0, T ]. (15)
Since ǫkr → 0 as r →∞ and B(t) ≥ 0 a.e. in [0, T ], from (19) and (20), by taking the limit superior
and using the weak convergence, we obtain
B(t)z(0)(t) ≤ lim sup
r→∞
B(t)z(ǫkr )(t) ≤ c(t) +
∫ t
0
K(t, s)z(0)(s)ds a.e. in [0, T ]. (16)
This shows that z(0) is a feasible solution of (CLP). Let N0j = {t ∈ [0, T ] : z
(0)
j (t) < 0} and
N0 =
⋃q
j=1N0j . Let N1 be the subset of [0, T ] such that the inequality (21) is violated. We define
N = N0 ∪N1. Then from (20) and (21), we see that the set N has measure zero. Now, we define
z¯(t) =
{
z(0)(t) if t 6∈ N
0 if t ∈ N.
(17)
Then, we see that z¯(t) ≥ 0 for all t ∈ [0, T ] and z¯(t) = z(0)(t) a.e. in [0, T ]. For t 6∈ N , from (21),
we have
B(t)z¯(t) = B(t)z(0)(t) ≤ c(t) +
∫ t
0
K(t, s)z(0)(s)ds = c(t) +
∫ t
0
K(t, s)z¯(s)ds. (18)
This shows that z¯ is a feasible solution of (CLP).
To prove part (ii), under the assumptions of c(t) and K(t, s), it is obvious that the problem
(CLPǫk) is feasible for each ǫk with the trivial feasible solution z(t) = 0 for all t ∈ [0, T ]. We
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consider z¯ defined in (22). For t ∈ N , we have B(t)z¯(t) = 0. Since z(0)(t) ≥ 0 a.e. in [0, T ] and
K(t0, s) ≥ 0 a.e. in [0, T ] for each fixed t0 ∈ [0, T ], we obtain
B(t)z¯(t) = 0 ≤ c(t) +
∫ t
0
K(t, s)z(0)(s)ds = c(t) +
∫ t
0
K(t, s)z¯(s)ds.
By referring to (23) for t 6∈ N , we see that z¯(t) satisfies all the constraints of primal problem (CLP)
for all t ∈ [0, T ]. This completes the proof.
Proposition 3.3. Assume that B(t) ≥ 0 a.e. in [0, T ]. The following statements hold true.
(i) Suppose that the problem (CLPǫ) is feasible. For any uniformly essentially bounded sequence
{z(k)}∞k=1 of feasible solutions of (CLPǫ), there exists a subsequence {z
(kr)}∞r=1 which weakly
converges to some feasible solution z(ǫ) ∈ L2q[0, T ] of (CLPǫ). Moreover, there exists a feasible
solution z¯(ǫ) of (CLPǫ) such that z¯
(ǫ)(t) ≥ 0 for all t ∈ [0, T ] and z¯(ǫ)(t) = z(ǫ)(t) a.e. in [0, T ].
(ii) Suppose that c(t) ≥ 0 for all t ∈ [0, T ], and that K(t0, s) ≥ 0 a.e. in [0, T ] for each fixed
t0 ∈ [0, T ]. Given any uniformly essentially bounded sequence {z(k)}∞k=1 of feasible solutions of
(CLPǫ), there exists a subsequence {z(kr)}∞r=1 which weakly converges to some feasible solution
z(ǫ) ∈ L2q[0, T ] of (CLPǫ). Moreover, there exists a feasible solution z¯
(ǫ) of (CLP∗ǫ ) such that
z¯(ǫ)(t) = z(ǫ)(t) a.e. in [0, T ].
Proof. To prove part (i), since the sequence {z(k)}∞k=1 is uniformly essentially bounded in [0, T ], we
see that this sequence is also uniformly bounded in [0, T ] with respect to ‖ · ‖2. Using Lemma 3.2,
there exists a subsequence of {z
(k)
j }
∞
k=1 which weakly converges to some z
(ǫ)
j ∈ L
2[0, T ]. Therefore,
we can construct a vector-valued subsequence {z(kr)}∞r=1 of {z
(k)}∞k=1 such that {z
(kr)
j }
∞
r=1 weakly
converges to z
(ǫ)
j for j = 1, · · · , q. For each i = 1, · · · , p, the feasibility says that
q∑
j=1
Bij(t) · z
(kr)
j (t) ≤ ci(t) + ǫ +
q∑
j=1
∫ t
0
Kij(t, s) · z
(kr)
j (s)ds a.e. in [0, T ]. (19)
Using Lemma 3.3, we also have
lim sup
r→∞
z
(kr)
j (t) ≥ z
(ǫ)
j (t) ≥ lim infr→∞
z
(kr)
j (t) ≥ 0 a.e. in [0, T ]. (20)
Since B(t) ≥ 0 a.e. in [0, T ], from (19) and (20), by taking the limit superior and using the weak
convergence, we obtain
B(t)z(ǫ)(t) ≤ lim sup
r→∞
B(t)z(kr)(t) ≤ c(t) + ǫ+
∫ t
0
K(t, s)z(ǫ)(s)ds a.e. in [0, T ]. (21)
This shows that z(ǫ) is a feasible solution of (CLPǫ). Let N0j = {t ∈ [0, T ] : z
(ǫ)
j (t) < 0} and
N0 =
⋃q
j=1N0j . Let N1 be the subset of [0, T ] such that the inequality (21) is violated. We define
N = N0 ∪N1. Then from (20) and (21), we see that the set N has measure zero. Now, we define
z¯(ǫ)(t) =
{
z(ǫ)(t) if t 6∈ N
0 if t ∈ N.
(22)
Then, we see that z¯(ǫ)(t) ≥ 0 for all t ∈ [0, T ] and z¯(ǫ)(t) = z(ǫ)(t) a.e. in [0, T ]. For t 6∈ N , from
(21), we have
B(t)z¯(ǫ)(t) = B(t)z(ǫ)(t) ≤ c(t) + ǫ+
∫ t
0
K(t, s)z(ǫ)(s)ds = c(t) + ǫ+
∫ t
0
K(t, s)z¯(ǫ)(s)ds. (23)
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This shows that z¯(ǫ) is a feasible solution of (CLPǫ).
To prove part (ii), under the assumptions of c(t) and K(t, s), it is obvious that the problem
(CLPǫ) is feasible with the trivial feasible solution z(t) = 0 for all t ∈ [0, T ]. We consider z¯(ǫ)
defined in (22). For t ∈ N , we have B(t)z¯(ǫ)(t) = 0. Since z(ǫ)(t) ≥ 0 a.e. in [0, T ] and K(t0, s) ≥ 0
a.e. in [0, T ] for each fixed t0 ∈ [0, T ], we obtain
B(t)z¯(ǫ)(t) = 0 ≤ c(t) + ǫ+
∫ t
0
K(t, s)z(ǫ)(s)ds = c(t) + ǫ+
∫ t
0
K(t, s)z¯(ǫ)(s)ds.
By referring to (23) for t 6∈ N , we see that z¯(ǫ)(t) satisfies all the constraints of primal problem
(CLPǫ) for all t ∈ [0, T ]. This completes the proof.
Theorem 3.1. Assume that B(t) ≥ 0 a.e. in [0, T ]. For any ǫ ≥ 0, the following results hold.
(i) Suppose that the problem (CLPǫ) is feasible, and that the feasible set Zǫ of (CLPǫ) is uniformly
essentially bounded. Then, there exists an optimal solution z¯(ǫ) of (CLPǫ) such that z¯
(ǫ)(t) ≥ 0
for all t ∈ [0, T ].
(ii) Suppose that c(t) ≥ 0 for all t ∈ [0, T ], K(t0, s) ≥ 0 a.e. in [0, T ] for each fixed t0 ∈ [0, T ],
and that the feasible set Zǫ of (CLPǫ) is uniformly essentially bounded. Then, there exists a
common optimal solution z¯(ǫ) of (CLPǫ) and (CLP
∗
ǫ ) such that both problems have the same
optimal objective values.
Proof. To prove part (i), we define
M = sup
z∈Zǫ
∫ T
0
a⊤(t)z(t)dt.
Then, there exists a sequence {z(k)}∞k=1 in Zǫ such that
lim
k→∞
∫ T
0
a⊤(t)z(k)(t)dt =M. (24)
We are going to claim that the supremum M can be attained by some feasible solution of (CLPǫ).
Since the sequence {z(k)}∞k=1 is uniformly essentially bounded in [0, T ] by the assumption on the
feasible set Zǫ, using part (i) of Proposition 3.3, there exists a subsequence {z
(kr)}∞r=1 which weakly
converges to some feasible solution z(ǫ) ∈ L2q[0, T ] of (CLPǫ), and there exists another feasible
solution z¯(ǫ) of (CLPǫ) such that z¯
(ǫ)(t) ≥ 0 for all t ∈ [0, T ] and z¯(ǫ)(t) = z(ǫ)(t) a.e. in [0, T ]. From
(24), we obtain∫ T
0
a⊤(t)z¯(ǫ)(t)dt =
∫ T
0
a⊤(t)z(ǫ)(t)dt =
q∑
j=1
∫ T
0
z
(ǫ)
j (t)aj(t)dt
= lim
r→∞
q∑
j=1
∫ T
0
z
(kr)
j (t)aj(t)dt = limr→∞
∫ T
0
a⊤(t)z(kr)(t)dt = M.
This shows that z¯(ǫ) is an optimal solution of (CLPǫ).
To prove part (ii), since c(t) ≥ 0 for all t ∈ [0, T ] and K(t0, s) ≥ 0 a.e. in [0, T ] for each fixed
t0 ∈ [0, T ], part (ii) of Proposition 3.3 says that we can take z¯(ǫ) as a feasible solution of (CLP
∗
ǫ ).
Since the feasible set of (CLP∗ǫ ) is contained in the feasible set of (CLPǫ), it follows that z¯
(ǫ) is an
optimal solution of problem (CLP∗ǫ ). This completes the proof.
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Suppose that there exists a constant σ > 0 such that
∑p
i=1Bij(t) ≥ σ a.e. in [0, T ] for each
j = 1, · · · , q. We define a real-valued function
ρǫ(t) =
τ − ǫ
σ
· exp
[
ν · (T − t)
σ
]
for t ∈ [0, T ] (25)
and define ρǫ(t) as an p-dimensional vector-valued function with all entries ρǫ(t). In the sequel, we
are going to study the existence of optimal solutions of (DCLPǫ). We first present the feasibility of
dual problem.
Proposition 3.4. The following statements hold true.
(i) Suppose that there exists a constant σ > 0 such that
∑p
i=1 Bij(t) ≥ σ a.e. in [0, T ] for each
j = 1, · · · , q. Then, the problem (DCLPǫ) is feasible with the feasible solution ρǫ.
(ii) Suppose that there exists a constant σ > 0 such that
∑p
i=1Bij(t) ≥ σ for all t ∈ [0, T ] and
for each j = 1, · · · , q, and that the function
∑p
i=1Kij is bounded by ν and the function aj is
bounded by τ for each j = 1, · · · , q. Then, the problem (DCLP∗ǫ ) is feasible with the feasible
solution ρǫ.
Proof. To prove part (i), from (25), we see that
σρǫ(t) = τ − ǫ + ν ·
∫ T
t
ρǫ(s)ds for t ∈ [0, T ]. (26)
For each j = 1, · · · , q, using (26), we have
p∑
i=1
Bij(t)ρǫ(t) ≥ σρǫ(t) ≥ aj(t)− ǫ+
p∑
i=1
∫ T
t
Kij(s, t)ρǫ(s)ds a.e. in [0, T ]. (27)
This shows that ρǫ is a feasible solution of (DCLPǫ). To prove part (ii), by applying the assumptions
to (27), we obtain
p∑
i=1
Bij(t)ρǫ(t) ≥ σρǫ(t) ≥ aj(t)− ǫ+
p∑
i=1
∫ T
t
Kij(s, t)ρǫ(s)ds for all t ∈ [0, T ]. (28)
This completes the proof.
Lemma 3.4. Let w(ǫ) be a feasible solution of problem (DCLPǫ). Then, the following statements
hold true.
(i) There exists a feasible solution w¯(ǫ) of (DCLPǫ) such that w¯
(ǫ)(t) = w(ǫ)(t) a.e. in [0, T ]
and w¯(ǫ)(t) ≥ 0 for all t ∈ [0, T ]. If we further assumed that there is a vector-valued function
v(ǫ)(t) ≥ 0 for all t ∈ [0, T ] such that w(ǫ)(t) ≤ v(ǫ)(t) a.e. in [0, T ], then 0 ≤ w¯(ǫ)(t) ≤ v(ǫ)(t)
for all t ∈ [0, T ].
(ii) Suppose that there exists a constant σ > 0 such that
∑p
i=1Bij(t) ≥ σ for all t ∈ [0, T ] and
for each j = 1, · · · , q, and that the function
∑p
i=1Kij is bounded by ν and the function aj is
bounded by τ for each j = 1, · · · , q. If w(ǫ)(t) ≤ ρǫ(t) a.e. in [0, T ], then there exists a feasible
solution w¯(ǫ) of (DCLP∗ǫ ) such that 0 ≤ w¯
(ǫ)(t) ≤ ρǫ(t) for all t ∈ [0, T ] and w¯
(ǫ)(t) = w(ǫ)(t)
a.e. in [0, T ].
Proof. To prove part (i), we begin by observing that w(ǫ)(t) ≥ 0 a.e in [0, T ] and
B⊤(t)w(ǫ)(t) ≥ a(t)− ǫ+
∫ T
t
K⊤(s, t)w(ǫ)(s)ds a.e. in [0, T ]. (29)
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Let N0i = {t ∈ [0, T ] : w
(ǫ)
i (t) < 0} and N0 =
⋃p
i=1N0i. Let N1 be the subset of [0, T ] on which the
inequality (29) is violated, and let N = N0 ∪ N1. Then, we see that the set N has measure zero.
Now, we define
w¯(ǫ)(t) =
{
w(ǫ)(t) if t 6∈ N
0 if t ∈ N.
Then, we see that w¯(ǫ)(t) ≥ 0 for all t ∈ [0, T ] and w¯(ǫ)(t) = w(ǫ)(t) a.e. in [0, T ]. For t 6∈ N , from
(29), we have
B⊤(t)w¯(ǫ)(t) = B⊤(t)w(ǫ)(t)
≥ a(t) − ǫ+
∫ T
t
K⊤(s, t)w(ǫ)(s)ds = a(t)− ǫ+
∫ T
t
K⊤(s, t)w¯(ǫ)(s)ds. (30)
This shows that w¯(ǫ) is a feasible solution of the dual problem (DCLPǫ).
Now, we assume that w(ǫ)(t) ≤ v(ǫ)(t) a.e. in [0, T ]. Let N0 and N1 be the subsets of [0, T ]
defined above, N2i = {t ∈ [0, T ] : w
(ǫ)
i (t) > v
(ǫ)
i (t)}, N2 =
⋃p
i=1N2i, and Nˆ = N0 ∪N1 ∪N2. Then,
the set Nˆ has measure zero. Now, we define
w¯(ǫ)(t) =
{
w(ǫ)(t) if t 6∈ Nˆ
v(ǫ)(t) if t ∈ Nˆ .
(31)
Then, we see that 0 ≤ w¯(ǫ)(t) ≤ v(ǫ)(t) for all t ∈ [0, T ] and w¯(ǫ)(t) = w(ǫ)(t) a.e. in [0, T ]. For
t 6∈ Nˆ , we have t 6∈ N . Using (30), it follows that w¯(ǫ) is a feasible solution of the dual problem
(DCLPǫ).
To prove part (ii), from (28), we can also obtain the following inequality
B⊤(t)ρǫ(t) ≥ a(t)− ǫ+
∫ T
t
K⊤(s, t)ρǫ(s)ds for all t ∈ [0, T ]. (32)
We take w¯(ǫ)(t) as defined in (31) by substituting v(ǫ) for ρǫ. Then, we see that 0 ≤ w¯
(ǫ)(t) ≤ ρǫ(t)
for all t ∈ [0, T ]. For t ∈ Nˆ , using (32), we obtain
B⊤(t)w¯(ǫ)(t) = B⊤(t)ρǫ(t) ≥ a(t) − ǫ+
∫ T
t
K⊤(s, t)ρǫ(s)ds
≥ a(t)− ǫ+
∫ T
t
K⊤(s, t)w¯(ǫ)(s)ds.
For t 6∈ Nˆ , the argument of part (i) is still valid. This shows that w¯(ǫ) satisfies the constraints of
(DCLPǫ) for all t ∈ [0, T ], and the proof is complete.
Lemma 3.5. K(t, s) ≥ 0 a.e. on [0, T ]× [0, T ] if and only if the subset
NK = {t0 ∈ [0, T ] : K(s, t0) 6≥ 0 a.e. on [0, T ]}
has measure zero; that is, for each fixed t0 ∈ [0, T ] \NK , K(s, t0) ≥ 0 a.e. on [0, T ].
Proof. Suppose that K(t, s) ≥ 0 a.e. on [0, T ]× [0, T ]. We are going to prove it by contradiction.
Assume that µ(NK) 6= 0. For each fixed t0 ∈ NK , the following set
{s ∈ [0, T ] : K(s, t0) ≥ 0}
has measure zero, which also says that the following set
Mt0 ≡ {s ∈ [0, T ] : K(s, t0) 6≥ 0}
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is not measure zero. Let
M =
⋃
t0∈NK
Mt0 .
Then, we have µ(M) 6= 0. For each (t, s) ∈ M × NK , we see that K(t, s) 6≥ 0. Since (µ × µ)(M ×
NK) = µ(M) · µ(NK) 6= 0, this contradicts K(t, s) ≥ 0 a.e. on [0, T ]× [0, T ].
For the converse, let
N = {(s, t) ∈ [0, T ]× [0, T ] : K(s, t) 6≥ 0} .
Assume that (µ × µ)(N ) > 0. We are going to lead to a contradiction. It is well-know that the
Lebesgue measure (µ× µ)(N ) is equal to the inner measure given by
0 < (µ× µ)(N ) = sup
(
⋃
k
Rk)⊆N
∑
k
m(Rk),
where the union is a countable union, each Rk is a rectangle of [0, T ]× [0, T ] and m(Rk) is the area
of the rectangle Rk. Of course, we have m(Rk) = (µ×µ)(Rk). In this case, there exists a rectangle
Rk0 ⊆ N such that 0 < m(Rk0 ) ≤ (µ × µ)(N ). Suppose that Rk0 = R
(1)
k0
× R
(2)
k0
, where R
(1)
k0
and
R
(2)
k0
are intervals in [0, T ] such that µ(R
(1)
k0
) 6= 0 and µ(R
(2)
k0
) 6= 0. Since µ(NK) = 0 and µ(R
(2)
k0
) 6= 0,
there exists t∗0 ∈ R
(2)
k0
and t∗0 6∈ NK such that R
(1)
k0
× {t∗0} ⊆ N . This shows that K(s, t
∗
0) 6≥ 0 for
(s, t∗0) ∈ R
(1)
k0
× {t∗0}, which contradicts K(s, t
∗
0) ≥ 0 a.e. on [0, T ], since t
∗
0 6∈ NK and µ(R
(1)
k0
) 6= 0.
This completes the proof.
Lemma 3.6. Suppose that the following conditions are satisfied:
• K(s, t) ≥ 0 a.e. in [0, T ]× [0, T ];
•
∑p
i=1 Bij(t) > 0 a.e. in [0, T ] for each j = 1, · · · , q;
• there exists a constant σ > 0 such that, for each i = 1, · · · , p and j = 1, · · · , q, the following
statement holds true a.e. in [0, T ]:
Bij(t) 6= 0 implies Bij(t) ≥ σ. (33)
Consider the vector-valued function ρǫ defined in (25), and let w
(ǫ) be a feasible solution of problem
(DCLPǫ). Then, there exist a feasible solution ŵ
(ǫ) of (DCLPǫ) such that
ŵ(ǫ)(t) ≥ 0 a.e. in [0, T ] (34)
and
ŵ(ǫ)(t) ≤ w(ǫ)(t) and ŵ(ǫ)(t) ≤ ρǫ(t) for all t ∈ [0, T ]. (35)
Moreover, if w(ǫ) is an optimal solution of (DCLPǫ), then ŵ
(ǫ) is also an optimal solution of
(DCLPǫ).
Proof. Under the assumption of B(t), it is easy to see that B(t) ≥ 0 a.e. in [0, T ] and
∑p
i=1Bij(t) ≥
σ a.e. in [0, T ] for each j = 1, · · · , q. Therefore, the dual problem (DCLPǫ) is feasible by Propo-
sition 3.4. Since w(ǫ) is a feasible solution of dual problem (DCLPǫ), for each j = 1, · · · , q, we
have ∑
i
Bij(t)w
(ǫ)
i (t) ≥ aj(t)− ǫ+
∑
i
∫ T
t
Kij(s, t)w
(ǫ)
i (s)ds a.e. in [0, T ]. (36)
Now, for t ∈ [0, T ], we define
ŵ
(ǫ)
i (t) = min
{
w
(ǫ)
i (t), ρǫ(t)
}
.
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It is obvious that (34) and (35) are satisfied. On the other hand, from (36) we also obtain
∑
i
Bij(t)w
(ǫ)
i (t) ≥ aj(t)− ǫ+
∑
i
∫ T
t
Kij(s, t)ŵ
(ǫ)
i (s)ds a.e. in [0, T ]. (37)
Let N¯1i = {t ∈ [0, T ] : ŵ
(ǫ)
i (t) < 0} and N¯1 =
⋃p
i=1 N¯1i. Let N¯2ij = {t ∈ [0, T ] : Bij(t) < 0} and
N¯2 =
⋃p
i=1
⋃q
j=1 N¯2ij . Let N¯3 be the subset of [0, T ] on which the statement (33) is violated. Let
N¯ = N¯1 ∪ N¯2 ∪ N¯3 ∪NK ,
where NK is defined in Lemma 3.5. Then N¯ has measure zero. Let N0 and N1 be the subsets of
[0, T ] on which the inequalities (27) and (37) are violated, respectively. We take
N = N0 ∪N1 ∪ N¯ .
Then, the set N has measure zero. For any fixed t ∈ [0, T ] \N , we define the index sets I≤ = {i :
w
(ǫ)
i (t) ≤ ρǫ(t)} and I> = {i : w
(ǫ)
i (t) > ρǫ(t)}, and consider∑
i
Bij(t)ŵ
(ǫ)
i (t) =
∑
i∈I≤
Bij(t)ŵ
(ǫ)
i (t) +
∑
i∈I>
Bij(t)ŵ
(ǫ)
i (t).
Then, we have the following three cases.
• Suppose that I> = ∅ (i.e., the second sum is zero). Then, we see that w
(ǫ)
i (t) = ŵ
(ǫ)
i (t) for all
i. Therefore, from (37) we have
∑
i
Bij(t)ŵ
(ǫ)
i (t) =
∑
i
Bij(t)w
(ǫ)
i (t) ≥ aj(t)− ǫ+
∑
i
∫ T
t
Kij(s, t)ŵ
(ǫ)
i (s)ds.
• Suppose that I> 6= ∅ and Bij(t) = 0 for all i ∈ I>. Then, by (37), we also have
∑
i
Bij(t)ŵ
(ǫ)
i (t) =
∑
i
Bij(t)w
(ǫ)
i (t) ≥ aj(t)− ǫ+
∑
i
∫ T
t
Kij(s, t)ŵ
(ǫ)
i (s)ds.
• Suppose that I> 6= ∅, and that there exists i0 ∈ I> with Bi0j(t) 6= 0, i.e., Bi0j(t) ≥ σ by the
assumption on B(t) (since t 6∈ N¯3). Since t 6∈ N¯0 and t 6∈ N¯2, it follows that ŵ
(ǫ)
i (t) ≥ 0 and
Bij(t) ≥ 0 for i = 1, · · · , p and j = 1, · · · , q. Therefore, we have∑
i
Bij(t)ŵ
(ǫ)
i (t) ≥
∑
i∈I>
Bij(t)ŵ
(ǫ)
i (t) =
∑
i∈I>
Bij(t)ρǫ(t) ≥ Bi0j(t)ρǫ(t) ≥ σρǫ(t). (38)
Since the fixed t 6∈ NK , it follows that Kij(s, t) ≥ 0 a.e. in [0, T ] by Lemma 3.5, Since t 6∈ N0,
using (27) and (38), we obtain
∑
i
Bij(t)ŵ
(ǫ)
i (t) ≥ aj(t)− ǫ+
∑
i
∫ T
t
Kij(s, t)ρǫ(s)ds
≥ aj(t)− ǫ+
∑
i
∫ T
t
Kij(s, t)ŵ
(ǫ)
i (s)ds.
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Therefore, we conclude that
∑
i
Bij(t)ŵ
(ǫ)
i (t) ≥ aj(t)− ǫ+
∑
i
∫ T
t
Kij(s, t)ŵ
(ǫ)
i (s)ds a.e in [0, T ].
This shows that ŵ(ǫ) is a feasible solution of (DCLPǫ). Suppose that w
(ǫ) is an optimal solution of
(DCLPǫ). Since (DCLPǫ) is a minimization problem and ŵ
(ǫ)(t) ≤ w(ǫ)(t) for all t ∈ [0, T ], we have∫ T
0
(
c(ǫ)(t)
)⊤
ŵ(ǫ)(t)dt ≤
∫ T
0
(
c(ǫ)(t)
)⊤
w(ǫ)(t)dt ≤
∫ T
0
(
c(ǫ)(t)
)⊤
ŵ(ǫ)(t)dt,
which says that ŵ(ǫ) is an optimal solution of (DCLPǫ). This completes the proof.
Remark 3.1. We see that if the assumption regarding the time-dependent matrixB(t) in Lemma 3.6
is satisfied, then
∑p
i=1Bij(t) ≥ σ a.e. in [0, T ] for each j = 1, · · · , q, which says that the assumption
of Proposition 3.1 regarding the time-dependent matrix B(t) is also satisfied by taking λi(t) = 1 for
all i = 1, · · · , p and t ∈ [0, T ]. In other words, the conclusions of Proposition 3.1 are available when
the assumption in Lemma 3.6 is satisfied.
Proposition 3.5. Suppose that the following conditions are satisfied:
• K(s, t) ≥ 0 a.e. in [0, T ]× [0, T ];
•
∑p
i=1 Bij(t) > 0 a.e. in [0, T ] for each j = 1, · · · , q;
• there exists a constant σ > 0 such that, for each i = 1, · · · , p and j = 1, · · · , q, the following
statement holds true a.e. in [0, T ]:
Bij(t) 6= 0 implies Bij(t) ≥ σ.
Consider the sequence {ǫk}∞k=1 with ǫk → 0+ as k →∞. For each ǫk, let w
(ǫk) be a feasible solution
of problem (DCLPǫk). Then, for each ǫk, there exists a feasible solution ŵ
(ǫk) of problem (DCLPǫk)
such that the following properties hold true.
(i) The sequence {ŵ(ǫk)}∞k=1 is uniformly bounded.
(ii) ŵ(ǫk)(t) ≤ w(ǫk)(t) for all t ∈ [0, T ] and, for each i = 1, · · · , p,
ŵ
(ǫk)
i (t) ≥ 0 a.e. in [0, T ]
and
ŵ
(ǫk)
i (t) ≤
τ − ǫk
σ
· exp
[
ν · (T − t)
σ
]
≤
τ
σ
· exp
(
ν · T
σ
)
for all t ∈ [0, T ].
(iii) There exists a subsequence {ŵ(ǫkr )}∞r=1 which weakly converges to some feasible solution w
(0) ∈
L2p[0, T ] of problem (DCLP0) = (DCLP). Moreover, there is also another feasible solution w¯
of problem (DCLP) such that w¯(t) = w(0)(t) a.e. in [0, T ] and, for each i = 1, · · · , p,
0 ≤ w¯i(t) ≤
τ
σ
· exp
[
ν · (T − t)
σ
]
≤
τ
σ
· exp
(
ν · T
σ
)
for all t ∈ [0, T ]. (39)
We further assume that the conditions regarding the time-dependent matrix B(t) are satisfied
for all t ∈ [0, T ], and that the function
∑p
i=1Kij is bounded by ν and the function aj is bounded
by τ for each j = 1, · · · , q. Then w¯(t) can be taken as a feasible solution of (DCLP∗).
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Proof. By Lemma 3.6, there exists a sequence {ŵ(ǫk)}∞k=1 of feasible solutions of problems (DCLPǫk)
such that ŵ(ǫk)(t) ≤ w(ǫk)(t) for all t ∈ [0, T ] and, for each i = 1, · · · , p,
ŵ
(ǫk)
i (t) ≥ 0 a.e. in [0, T ] (40)
and
ŵ
(ǫk)
i (t) ≤ ρǫk(t) =
τ − ǫk
σ
· exp
[
ν · (T − t)
σ
]
≤
τ
σ
· exp
(
ν · T
σ
)
for all t ∈ [0, T ], (41)
which says that the sequence {ŵ(ǫk)}∞k=1 is uniformly bounded in [0, T ]. This proves parts (i) and
(ii). Now, using Lemma 3.2, there exists a subsequence {ŵ(ǫkr )}∞r=1 which weakly converges to some
w(0) ∈ L2p[0, T ]. Using Lemma 3.3, we have
0 ≤ lim inf
r→∞
ŵ(ǫkr )(t) ≤ w(0)(t) ≤ lim sup
r→∞
ŵ(ǫkr )(t) a.e. in [0, T ]. (42)
Since {ŵ(ǫkr )}∞r=1 are feasible solutions of problems (DCLPǫkr ), we have
B⊤(t)ŵ(ǫkr )(t) ≥ a(t) − ǫkr +
∫ T
t
K⊤(s, t)ŵ(ǫkr )(s)ds a.e. in [0, T ]. (43)
By taking the limit inferior and using the weak convergence from (43), since B(t) ≥ 0 a.e. in [0, T ],
using (42), we obtain
B⊤(t)w(0)(t) ≥ lim inf
r→∞
B⊤(t)ŵ(ǫkr )(t) ≥ a(t) +
∫ T
t
K⊤(s, t)w(0)(s)ds a.e. in [0, T ].
This shows that w(0) is a feasible solution of problem (DCLP). Using (42) and (41), we have
0 ≤ w
(0)
i (t) ≤
τ
σ
· exp
[
ν · (T − t)
σ
]
= ρ0(t) a.e. in [0, T ] for each i = 1, · · · , p.
Using part (i) of Lemma 3.4 by taking ǫ = 0 with w¯i ≡ w¯
(0)
i and
v
(0)
i (t) ≡
τ
σ
· exp
[
ν · (T − t)
σ
]
= ρ0(t),
we obtain the desired result.
Finally, we further assume that the conditions regarding the time-dependent matrix B(t) are
satisfied for all t ∈ [0, T ], and that the function
∑p
i=1Kij is bounded by ν and the function aj is
bounded by τ for each j = 1, · · · , q. Then, the desired result follows from part (ii) of Lemma 3.4 by
taking ǫ = 0. This completes the proof.
Theorem 3.2. Suppose that the following conditions are satisfied:
• K(s, t) ≥ 0 a.e. in [0, T ]× [0, T ];
•
∑p
i=1 Bij(t) > 0 a.e. in [0, T ] for each j = 1, · · · , q;
• there exists a constant σ > 0 such that, for each i = 1, · · · , p and j = 1, · · · , q, the following
statement holds true a.e. in [0, T ]:
Bij(t) 6= 0 implies Bij(t) ≥ σ.
Then, the following results hold.
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(i) The problem (DCLPǫ) has an optimal solution w¯
(ǫ) such that, for each i = 1, · · · , p,
0 ≤ w¯
(ǫ)
i (t) ≤
τ
σ
· exp
[
ν · (T − t)
σ
]
≤
τ
σ
· exp
(
ν · T
σ
)
for all t ∈ [0, T ]. (44)
(ii) We further assume that the conditions regarding the time-dependent matrix B(t) are satisfied
for all t ∈ [0, T ], and that the function
∑p
i=1Kij is bounded by ν and the function aj is bounded
by τ for each j = 1, · · · , q. Then, there exists a common optimal solution w¯(ǫ) of problems
(DCLPǫ) and (DCLP
∗
ǫ ) such that the inequalities (44) are satisfied and both problems have the
same optimal objective values.
Proof. To prove part (i), using Proposition 3.4, we see that problem (DCLPǫ) is feasible, i.e., the
feasible set Wǫ of problem (DCLPǫ) is nonempty. Therefore, if we define
M = inf
w
(ǫ)∈Wǫ
∫ T
0
c⊤(t)w(ǫ)(t)dt.
Then, there exists a sequence {w(k)}∞k=1 in Wǫ such that
lim
k→∞
∫ T
0
c⊤(t)w(k)(t)dt =M. (45)
By Lemma 3.6, there exists a sequence {ŵ(k)}∞k=1 of feasible solutions of problems (DCLPǫ) such
that ŵ(k)(t) ≤ w(k)(t) for all t ∈ [0, T ] and, for each i = 1, · · · , p,
ŵ
(k)
i (t) ≥ 0 a.e. in [0, T ] (46)
and
ŵ
(k)
i (t) ≤ ρǫ(t) =
τ − ǫ
σ
· exp
[
ν · (T − t)
σ
]
≤
τ
σ
· exp
(
ν · T
σ
)
for all t ∈ [0, T ], (47)
which says that the sequence {ŵ(k)}∞k=1 is uniformly bounded in [0, T ]. Now, using Lemma 3.2, there
exists a subsequence {ŵ(kr)}∞r=1 which weakly converges to some w
(ǫ) ∈ L2p[0, T ]. Using Lemma 3.3,
we have
0 ≤ lim inf
r→∞
ŵ(kr)(t) ≤ w(ǫ)(t) ≤ lim sup
r→∞
ŵ(kr)(t) a.e. in [0, T ]. (48)
Since {ŵ(kr)}∞r=1 are feasible solutions of problems (DCLPǫ), we have
B⊤(t)ŵ(kr)(t) ≥ a(t)− ǫ+
∫ T
t
K⊤(s, t)ŵ(kr)(s)ds a.e. in [0, T ]. (49)
By taking the limit inferior and using the weak convergence from (49), since B(t) ≥ 0 a.e. in [0, T ],
using (48), we obtain
B⊤(t)w(ǫ)(t) ≥ lim inf
r→∞
B⊤(t)ŵ(kr)(t) ≥ a(t)− ǫ+
∫ T
t
K⊤(s, t)w(ǫ)(s)ds a.e. in [0, T ].
This shows that w(ǫ) is a feasible solution of problem (DCLPǫ). Using (48) and (47), we have
0 ≤ w
(ǫ)
i (t) ≤
τ
σ
· exp
[
ν · (T − t)
σ
]
a.e. in [0, T ] for each i = 1, · · · , p.
Using part (i) of Lemma 3.4 by taking
v
(ǫ)
i (t) ≡
τ
σ
· exp
[
ν · (T − t)
σ
]
,
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we obtain w¯(ǫ)(t) = w(ǫ)(t) a.e. in [0, T ] for some feasible solution w¯(ǫ) of problem (DCLPǫ)
satisfying (44). Therefore, using the weak convergence, we have∫ T
0
c⊤(t)w¯(ǫ)(t)dt =
∫ T
0
c⊤(t)w(ǫ)(t)dt = lim
r→∞
∫ T
0
c⊤(t)ŵ(kr)(t)dt
≤ lim
r→∞
∫ T
0
c⊤(t)w(kr)(t)dt = M.
Since {ŵ(kr)}∞r=1 are feasible solutions of the minimization problem (DCLPǫ), we have∫ T
0
c⊤(t)w¯(ǫ)(t)dt =
∫ T
0
c⊤(t)w(ǫ)(t)dt = lim
r→∞
∫ T
0
c⊤(t)ŵ(kr)(t)dt ≥M.
This shows that w¯(ǫ) is an optimal solution of problem (DCLPǫ) such that the inequalities (44) are
satisfied.
To prove part (ii), under the further assumptions, using part (ii) of Lemma 3.4, we can see
that w¯(ǫ) is also a feasible solution of (DCLP∗ǫ ). Since the feasible set of (DCLP
∗
ǫ ) is contained in
the feasible set of (DCLPǫ), we conclude that w¯
(ǫ) is also an optimal solution of (DCLP∗ǫ ). This
completes the proof.
4 Discretized Problems
Now, we are going to consider the discretized versions of problems (CLP) and (DCLP). Let us
consider the Lebesgue measure µ on [0, T ]. Then, we have µ([0, T ]) = T . According to the constraints
of problems (CLP) and (DCLP), we see that there is a subset T of [0, T ] such that all the constraints
of (CLP) and (DCLP) are satisfied for all t ∈ T and µ(T ) = T . Let
P = {0 = t0, t1, t2, · · · , tN = T }
be a partition of [0, T ] such that tu ∈ T for all u = 1, · · · , N − 1. In this case, all the constraints of
(CLP) and (DCLP) are satisfied for all t ∈ P .
Remark 4.1. Suppose that some conditions are satisfied a.e. in [0, T ]. We can also construct
a subset Tˆ of [0, T ] such that µ(Tˆ ) = T and define a new partition Pˆ of [0, T ] such that these
conditions are satisfied for all t ∈ Pˆ. For example, some of these conditions are listed below:
• the essential boundedness shown in (4)-(8);
• c(t) ≥ 0 a.e in [0, T ];
• K(t, s) ≥ 0 a.e. on [0, T ]× [0, T ];
• there exists a constant σ > 0 such that, for each i = 1, · · · , p and j = 1, · · · , q, the following
statement holds true a.e. in [0, T ]:
Bij(t) 6= 0 implies Bij(t) ≥ σ;
• there exist real-valued functions λi satisfying 0 ≤ λi(t) ≤ 1 a.e. in [0, T ] for i = 1, · · · , p and
a constant σ > 0 satisfying
min
j=1,··· ,q
{
p∑
i=1
λi(t)Bij(t)
}
≥ σ a.e. in [0, T ].
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Recall that f is piecewise continuous on [0, T ] means that f is continuous on [0, T ] except for a
finite subset of [0, T ]. Let H be a real-valued function define on [0, T ]× [0, T ]. We consider the piece-
wise continuity for H in the following sense: there is a partition PH = {0 = t0, t1, t2, · · · , tM = T }
on [0, T ] such that the following conditions are satisfied:
• H(s, t) is continuous on the open rectangles (tu−1, tu) × (tv−1, tv) for u = 1, · · · ,M and v =
1, · · · ,M ;
• for any fixed s 6∈ PH , the single-variable function H(s, ·) is continuous on the open intervals
(tv−1, tv) for v = 1, · · · ,M ;
• for any fixed t 6∈ PH , the single-variable function H(·, t) is continuous on the open intervals
(tu−1, tu) for u = 1, · · · ,M .
In order to prove the strong duality theorem, we assume further that each entry of a, c, B and
K is piecewise continuous on [0, T ] and [0, T ]× [0, T ], respectively; that is, aj , ci, Bij and Kij are
piecewise continuous on [0, T ] and [0, T ]× [0, T ], respectively, for each i = 1, · · · , p and j = 1, · · · , q.
Under the above assumptions, we can take the partition P such that all the discontinuities of aj ,
ci, Bij and Kij are contained in P . In this case, each aj , ci, Bij and Kij is continuous on the open
subintervals (tu−1, tu) and open rectangles (tu−1, tu)× (tv−1, tv) for u = 1, · · · , N and v = 1, · · · , N ,
respectively.
Given a partition P = {t0, t1, · · · , tN} of [0, T ], let
‖ P ‖= max
u=1,··· ,N
(tu − tu−1) satisfying lim
N→∞
‖ P ‖= 0.
According to the above construction, we assume that the partition P satisfies the following condi-
tions.
• The value ‖ P ‖ can be sufficiently small such that there is a fixed constant κ ≥ 1 satisfying
‖ P ‖≤ κT/N. (50)
• All the constraints of (CLP) and (DCLP) are satisfied for all t ∈ P .
• All the assumptions regarding the functions aj , ci, Bij and Kij are satisfied for all t ∈ P .
• All the discontinuities of aj , ci, Bij and Kij are contained in P .
• Remark 4.1 is taken into account.
Given a partition P satisfying the above assumptions, since each entry of a and c is piecewise
continuous on [0, T ], i.e., each entry of a and c is continuous on each open interval (tu−1, tu) for
u = 1, · · · , N , we define
a
(u)
j = inf
t∈(tu−1,tu)
aj(t) > −∞ and c
(u)
i = inf
t∈(tu−1,tu)
ci(t) > −∞. (51)
Then, by Remark 4.1, we see that
τ ≥ a
(u)
j and ζ ≥ c
(u)
i . (52)
Now, we define the vectors a(u) and c(u) that are consisting of a
(u)
j and c
(u)
i for j = 1, · · · , q and
i = 1, · · · , p, respectively.
Since each entry of the time-dependent matrices B and K is piecewise continuous on [0, T ] and
[0, T ]× [0, T ], respectively, for u = 1, · · · , N , we define
B
(u)
ij = sup
t∈(tu−1,tu)
Bij(t) < +∞ and K
(u,v)
ij = inf
(t,s)∈(tu−1,tu)×(tv−1,tv)
Kij(t, s) > −∞. (53)
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Then, by (6), (7) and Remark 4.1, we see that
K
(u,v)
ij ≤ η and
p∑
i=1
K
(u,v)
ij ≤ ν (54)
We also define the matrices B(u) and K(u,v) that are consisting of B
(u)
ij and K
(u,v)
ij for j = 1, · · · , q
and i = 1, · · · , p, respectively.
Let z(u) and w(u) be the q-dimensional and p-dimensional vectors, respectively. We consider the
following finite-dimensional linear programming problems:
(LP(N)) max
N∑
u=1
(tu − tu−1) (a
(u))⊤z(u)
subject to B(1)z(1) ≤ c(1)
B(u)z(u) ≤ c(u) +
u−1∑
v=1
(tv − tv−1)K
(u,v)z(v) for u = 2, · · · , N (55)
z(u) ≥ 0 for u = 1, · · · , N.
and
(DLP(∗N)) min
N∑
u=1
(c(u))⊤ŵ(u)
subject to (B(u))⊤ŵ(u) ≥ (tu − tu−1)a
(u)
+(tu − tu−1)
N∑
v=u+1
(K(v,u))⊤ŵ(v) for u = 1, · · · , N − 1
(B(N))⊤ŵ(N) ≥ (tN − tN−1)a
(N)
ŵ(u) ≥ 0 for u = 1, · · · , N.
Based on the following matrices
Az =

B
(1) 0 0 0 0
−(t1 − t0)K
(2,1)
B
(2) 0 0
−(t1 − t0)K
(3,1)
−(t2 − t1)K
(3,2)
B
(3) 0 0
...
...
...
...
...
−(t1 − t0)K
(N,1)
−(t2 − t1)K
(N,2)
· · · −(tN − tN−1)K
(N,N−1)
B
(N)


z(1)
z(2)
z(3)
...
z(N)

and
A⊤ŵ =

B
(1)
−(t1 − t0)K
(2,1)
−(t1 − t0)K
(3,1)
· · · −(t1 − t0)K
(N,1)
0 B(2) −(t2 − t1)K
(3,2)
· · · −(t2 − t1)K
(N,2)
0 0 B(3) · · · −(t3 − t2)K
(N,3)
...
...
...
...
...
0 0 · · · 0 −(tN − tN−1)K
(N,N−1)
0 0 · · · 0 B(N)


ŵ(1)
ŵ(2)
ŵ(3)
...
ŵ(N−1)
ŵ(N)
 ,
we see that (LP(N)) and (DLP(∗N)) are finite-dimensional primal and dual pair of linear programming
problems. Now, let
w(u) =
(
1
tu − tu−1
)
ŵ(u).
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Then, by dividing tu − tu−1 on both sides of the constraints of dual problem (DLP
(∗N)), we obtain
the following equivalent problem
(DLP(N)) min
N∑
u=1
(tu − tu−1) (c
(u))⊤w(u)
subject to (B(u))⊤w(u) ≥ a(u)
+
N∑
v=u+1
(tv − tv−1) (K
(v,u))⊤w(v) for u = 1, · · · , N − 1 (56)
(B(N))⊤w(N) ≥ a(N)
w(u) ≥ 0 for u = 1, · · · , N.
In the sequel, we shall use this equivalent dual problem (DLP(N)).
Proposition 4.1. Suppose that each entry of a, c, B and K is piecewise continuous on [0, T ] and
[0, T ]× [0, T ], respectively. The following statements hold true.
(i) If c(t) ≥ 0 a.e. in [0, T ], then the primal problem (LP(N)) is feasible.
(ii) Suppose that
∑p
i=1Bij(t) > 0 a.e. in [0, T ] for each j = 1, · · · , q, and that there exists a
constant σ > 0 such that, for each i = 1, · · · , p and j = 1, · · · , q, the following statement holds
true a.e. in [0, T ]:
Bij(t) 6= 0 implies Bij(t) ≥ σ. (57)
Given a partition P = {t0, t1, · · · , tN} of [0, T ], let
wu =
τ
σ
·
(
1+ ‖ P ‖ ·
ν
σ
)N−u
for u = 1, · · · , N. (58)
We define the vector w(u) with all entries wu for u = 1, · · · , N . Then, (w(1), · · · ,w(N)) is a
feasible solution of problem (DLP(N)); that is, the dual problem (DLP(N)) is feasible. In other
words, the strong duality theorem holds true between problems (LP(N)) and (DLP(N)).
Proof. To prove part (i), since each entry of c is piecewise continuous on [0, T ], according to
the construction of partition P , each entry ci is continuous on the open subinterval (tu−1, tu) for
u = 1, · · · , N . Since ci(t) ≥ 0 a.e. on (tu−1, tu), it follows that ci(t) ≥ 0 for all t ∈ (tu−1, tu) by
the continuity. From (51), we see that c(u) ≥ 0 for all u = 1, · · · , N . It is obvious that the primal
problem (LP(N)) is feasible with the trivial feasible solution z(u) = 0 for u = 1, · · · , N .
To prove part (ii), for each j = 1, · · · , q, since the measure of open interval (tu−1, tu) is not zero,
using the assumption for B and referring to (53), there exists t∗ ∈ (tu−1, tu) such that 0 ≤ Bij(t∗) ≤
B
(u)
ij for each i = 1, · · · , p,
∑p
i=1Bij(t
∗) > 0 and the statement (57) is satisfied at t∗. Therefore,
there exists ij ∈ {1, 2, · · · , n} such that Bijj(t
∗) > 0, which implies
B
(u)
ijj
≥ Bijj(t
∗) ≥ σ > 0.
Since B
(u)
ij ≥ 0 and w
(u)
i = wu ≥ 0 for i = 1, · · · , p and u = 1, · · · , N , we have
p∑
i=1
B
(u)
ij · w
(u)
i ≥ B
(u)
ijj
· w
(u)
ij
= B
(u)
ijj
·
τ
σ
·
(
1+ ‖ P ‖ ·
ν
σ
)N−u
≥ τ ·
(
1+ ‖ P ‖ ·
ν
σ
)N−u
. (59)
Since
p∑
i=1
(tv − tv−1) ·K
(v,u)
ij · w
(v)
i ≤
p∑
i=1
‖ P ‖ ·K
(v,u)
ij ·
τ
σ
·
(
1+ ‖ P ‖ ·
ν
σ
)N−v
≤‖ P ‖ ·
ν · τ
σ
(
1+ ‖ P ‖ ·
ν
σ
)N−v
(by (54)),
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it follows that, for u = 1, · · · , N − 1,
a
(u)
j +
p∑
i=1
[
N∑
v=u+1
(tv − tv−1) ·K
(v,u)
ij · w
(v)
i
]
= a
(u)
j +
N∑
v=u+1
p∑
i=1
(tv − tv−1) ·K
(v,u)
ij · w
(v)
i
≤ τ +
N∑
v=u+1
‖ P ‖ ·
ν · τ
σ
(
1+ ‖ P ‖ ·
ν
σ
)N−v
= τ ·
[
1 +
N∑
v=u+1
‖ P ‖ ·
ν
σ
·
(
1+ ‖ P ‖ ·
ν
σ
)N−v]
= τ ·
(
1+ ‖ P ‖ ·
ν
σ
)N−u
. (60)
Therefore, from (59) and (52), we obtain
p∑
i=1
B
(u)
ij · w
(u)
i ≥ a
(u)
j +
p∑
i=1
N∑
v=u+1
(tv − tv−1) ·K
(v,u)
ij · w
(v)
i for u = 1, · · · , N − 1
and
p∑
i=1
B
(N)
ij · w
(N)
i ≥ τ ≥ a
(N)
j .
This completes the proof.
Lemma 4.1. Suppose that the set {x1, · · · , xN} satisfies
x1 ≤ θ1 and xu ≤ θ1 + θ2 ·
u−1∑
i=1
xi for u = 2, · · · , N.
Then xu ≤ θ1 · (1 + θ2)
u−1
for u = 1, · · · , N .
Proof. We are going to prove it by induction. For u = 1, it is obviously true. Suppose that
xu ≤ θ1 (1 + θ2)
u−1 hold true for u = 2, · · · , N − 1. Then, we have
N−1∑
i=1
xi ≤ θ1 ·
N−1∑
i=1
(1 + θ2)
i−1
=
θ1
[
(1 + θ2)
N−1 − 1
]
θ2
.
Therefore, we obtain
xN ≤ θ1 + θ2
N−1∑
i=1
xi ≤ θ1 + θ2 ·
θ1
[
(1 + θ2)
N−1 − 1
]
θ2
= θ1 (1 + θ2)
N−1
.
This completes the proof.
Proposition 4.2. Suppose that each entry of a, c, B and K is piecewise continuous on [0, T ] and
[0, T ]× [0, T ], respectively, and that there exist real-valued functions λi satisfying 0 ≤ λi(t) ≤ 1 a.e.
in [0, T ] for i = 1, · · · , p, and a constant σ > 0 such that
min
j=1,··· ,q
{
p∑
i=1
λi(t)Bij(t)
}
≥ σ a.e. in [0, T ]. (61)
If (z(1), · · · , z(N)) is a feasible solution of primal problem (LP(N)), then
‖ z(1) ‖≤
nζ
σ
and ‖ z(u) ‖≤
nζ
σ
· exp
(
nνκT
σ
)
(62)
for u = 2, · · · , N . In other words, the bound for the feasible solutions is independent of the partition
P.
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Proof. For u = 1, · · · , N , we define
λ
(u)
i = ess sup
t∈[tu−1,tu]
|λi(t)| = inf {k : |λi(t)| ≤ k a.e. in [tu−1, tu]} .
Since 0 ≤ λi(t) ≤ 1 a.e. in [0, T ] for i = 1, · · · , p by the assumption, it follows that
0 ≤ λi(t) ≤ λ
(u)
i a.e. in [tu−1, tu] (63)
and 0 ≤ λ
(u)
i ≤ 1 for all i = 1, · · · , p and u = 1, · · · , N . Since
∑q
j=1 B
(1)
ij z
(1)
j ≤ c
(1)
i by the feasibility,
multiplying λ
(1)
i ≥ 0 on both sides, we have
p∑
i=1
q∑
j=1
B
(1)
ij λ
(1)
i z
(1)
j ≤
p∑
i=1
λ
(1)
i c
(1)
i . (64)
From (53), (61) and (63), we have
min
j=1,··· ,q
{
p∑
i=1
λ
(u)
i B
(u)
ij
}
≥ min
j=1,··· ,q
{
p∑
i=1
λi(t)Bij(t)
}
≥ σ a.e. in [tu−1, tu]. (65)
Using (64), (65) and (52), we obtain
σ· ‖ z(1) ‖=
q∑
j=1
σ · z
(1)
j ≤
q∑
j=1
[
z
(1)
j
p∑
i=1
B
(1)
ij λ
(1)
i
]
≤
p∑
i=1
λ
(1)
i c
(1)
i ≤
p∑
i=1
c
(1)
i ≤ nζ.
This shows that
‖ z(1) ‖≤
nζ
σ
. (66)
From (55), for each u = 2, · · · , N and i = 1, · · · , p, since λ
(u)
i ≥ 0, we have
p∑
i=1
q∑
j=1
B
(u)
ij λ
(u)
i z
(u)
j ≤
p∑
i=1
λ
(u)
i c
(u)
i +
u−1∑
v=1
p∑
i=1
q∑
j=1
(tv − tv−1)K
(u,v)
ij λ
(u)
i z
(v)
j . (67)
Since 0 ≤ λ
(u)
i ≤ 1, we obtain
σ· ‖ z(u) ‖ =
q∑
j=1
σ · z
(u)
j ≤
q∑
j=1
[
z
(u)
j
p∑
i=1
B
(u)
ij λ
(u)
i
]
(by (65))
≤ nζ + nν ‖ P ‖ ·
u−1∑
v=1
‖ z(v) ‖ (by (67), (7) and (53)).
Let θ1 = nζ/σ and θ2 = nν ‖ P ‖ /σ. We have ‖ z(1) ‖≤ θ1 by (66) and
‖ z(u) ‖≤ θ1 + θ2 ·
u−1∑
v=1
‖ z(v) ‖ for u = 2, · · · , N.
According to Lemma 4.1, we obtain
‖ z(u) ‖ ≤ θ1 (1 + θ2)
u−1 ≤ θ1 (1 + θ2)
N
≤ θ1 · exp (θ2N) (using the fact of et ≥ 1 + t)
=
nζ
σ
· exp
(
nνN ‖ P ‖
σ
)
≤
nζ
σ
· exp
(
nνκT
σ
)
(using (50))
for u = 2, · · · , N . This completes the proof.
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Proposition 4.3. Suppose that each entry of a, c, B and K is piecewise continuous on [0, T ] and
[0, T ] × [0, T ], respectively, and that there exists a constant σ > 0 such that, for each i = 1, · · · , p
and j = 1, · · · , q, the following statement holds true a.e. in [0, T ]:
Bij(t) 6= 0 implies Bij(t) ≥ σ.
If (d(1), · · · ,d(N)) is a feasible solution of dual problem (DLP(N)), then there exists a feasible solution
(w(1), · · · ,w(N)) of dual problem (DLP(N)) such that
w(u) ≤ d(u) and 0 ≤ w
(u)
i ≤
τ
σ
· exp
(
ηT
σ
)
(68)
for u = 1, · · · , N and i = 1, · · · , p, where the bound of feasible solutions is independent of the
partition ‖ P ‖. Moreover, if (d(1), · · · ,d(N)) is an optimal solution of dual problem (DLP(N)), then
(w(1), · · · ,w(N)) is also an optimal solution of dual problem (DLP(N)).
Proof. Let
ρ(t) =
τ
σ
· exp
[
η(T − t)
σ
]
. (69)
Then, we have
σρ(t) = τ + η ·
∫ T
t
ρ(s)ds. (70)
From (69), for u = 1, · · · , N , we define
ρu = ρ(tu) =
τ
σ
· exp
[
η(T − tu)
σ
]
.
By taking t = tu in (70), since ρ is a decreasing function, we have
σρu = τ + η ·
∫ T
tu
ρ(s)ds = τ + η ·
N−1∑
v=u
∫ tv+1
tv
ρ(s)ds ≥ τ + η ·
N−1∑
v=u
∫ tv+1
tv
ρ(tv+1)ds
≥ a
(u)
j +
N∑
v=u+1
(tv − tv−1)K
(v,u)
ij ρv (by (54) and (52)). (71)
According to constraint (56), for j = 1, · · · , q and u = 1, · · · , N − 1, we have
∑
i
B
(u)
ij d
(u)
i ≥ a
(u)
j +
N∑
v=u+1
(tv − tv−1)K
(v,u)
ij d
(v)
i . (72)
For u = 1, · · · , N , we define w
(u)
i = min{d
(u)
i , ρu}. Since K
(v,u)
ij ≥ 0, from (72), we obtain
∑
i
B
(u)
ij d
(u)
i ≥ a
(u)
j +
N∑
u=v+1
(tv − tv−1)K
(v,u)
ij w
(v)
i . (73)
For each fixed u, we define the index sets I≤ = {i : d
(u)
i ≤ ρu} and I> = {i : d
(u)
i > ρu} and consider∑
i
B
(u)
ij w
(u)
i =
∑
i∈I≤
B
(u)
ij w
(u)
i +
∑
i∈I>
B
(u)
ij w
(u)
i .
Then, we have the following three cases.
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• Suppose that I> = ∅ (i.e., the second sum is zero). Then, we see that d
(u)
i = w
(u)
i for all i.
Therefore, from (73), we have
∑
i
B
(u)
ij w
(u)
i =
∑
i
B
(u)
ij d
(u)
i ≥ a
(u)
j +
N∑
u=v+1
(tv − tv−1)K
(v,u)
ij w
(v)
i .
• Suppose that I> 6= ∅ and B
(u)
ij = 0 for all i ∈ I>. Then∑
i
B
(u)
ij w
(u)
i =
∑
i∈I≤
B
(u)
ij d
(u)
i +
∑
i∈I>
B
(u)
ij ρu
=
∑
i∈I≤
B
(u)
ij d
(u)
i +
∑
i∈I>
B
(u)
ij d
(u)
i =
∑
i
B
(u)
ij d
(u)
i
≥ a
(u)
j +
N∑
u=v+1
(tv − tv−1)K
(v,u)
ij w
(v)
i (by (73)).
• Suppose that I> 6= ∅, and that there exists i∗ ∈ I> with B
(u)
i∗j 6= 0. Then, by the definition of
B
(u)
i∗j , there exists t
∗ ∈ (tu−1, tu) such that Bi∗j(t∗) 6= 0. Since Bi∗j(t) ≥ 0 a.e. in [tu−1, tu]
and Bi∗j is continuous on (tu−1, tu), we must have Bi∗j(t) ≥ 0 for all t ∈ (tu−1, tu). The facts
of Bi∗j(t
∗) 6= 0 and the continuity of Bi∗j on (tu−1, tu) imply that there exists a subset Tu
of (tu−1, tu) with nonzero measure such that Bi∗j(t) > 0 on Tu. By the assumption of B, we
also have Bi∗j(t) ≥ σ a.e. in Tu. Since Bi∗j(t) ≤ B
(u)
i∗j for all t ∈ (tu−1, tu), we conclude that
B
(u)
i∗j ≥ σ. Therefore, we obtain∑
i
B
(u)
ij w
(u)
i ≥
∑
i∈I>
B
(u)
ij w
(u)
i =
∑
i∈I>
B
(u)
ij ρu ≥ B
(u)
i∗j ρu ≥ σρu
≥ a
(u)
j +
N∑
u=v+1
(tv − tv−1)K
(v,u)
ij w
(v)
i (by (71) and ρv ≥ w
(v)
i ≥ 0).
This shows that (w(1), · · · ,w(N)) is a feasible solution of dual problem (DLP(N)). Since w
(u)
i ≤ ρu
for u = 1, · · · , N , we also obtain (68). Finally, since w(u) ≤ d(u) for v = 1, · · · , N , if (d(1), · · · ,d(N))
is an optimal solution of problem (DLP(N)), then, considering the objective values, we have
N∑
u=1
(tu − tu−1)(c
(u))⊤d(u) ≤
N∑
u=1
(tu − tu−1)(c
(u))⊤w(u) ≤
N∑
u=1
(tu − tu−1)(c
(u))⊤d(u),
which says that (w(1), · · · ,w(N)) is also an optimal solution of problem (DLP(N)). This completes
the proof.
5 Strong Duality Theorem
Let z(u) = (z
(u)
1 , · · · , z
(u)
q ) for u = 1, · · · , N be feasible solutions of primal problem (LP
(N)) with
the corresponding partition P = {0 = t0, t1, · · · , tN = T } of [0, T ]. We define the step function
ẑ(t) = (ẑ1(t), · · · , ẑq(t)) by
ẑj(t) =
{
z
(u)
j if tu−1 ≤ t < tu and u = 1, · · · , N
z
(N)
j if t = T
for j = 1, · · · , q. (74)
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Let w(u) = (w
(u)
1 , · · · , w
(u)
p ) for u = 1, · · · , N be feasible solutions of dual problem (DLP
(N)). We
similarly define the step function ŵ(t) = (ŵ1(t), · · · , ŵp(t)) by
ŵi(t) =
{
w
(u)
i if tu−1 ≤ t < tu and u = 1, · · · , N
w
(N)
i if t = T
for i = 1, · · · , p. (75)
Next, we present some useful lemmas for further discussion.
Lemma 5.1. Suppose that each entry of a, c, B and K is piecewise continuous on [0, T ] and
[0, T ] × [0, T ], respectively. Given any ǫ > 0, we can take a sufficiently small ‖ P ‖ with P =
{t0, t1, · · · , tN} that satisfies (50) such that the following statements hold:
• aj(t)− a
(u)
j < ǫ for j = 1, · · · , q, tu−1 < t < tu and u = 1, · · · , N ;
• ci(t)− c
(u)
i < ǫ for i = 1, · · · , p, tu−1 < t < tu and u = 1, · · · , N ;
• B
(u)
ij −Bij(t) < ǫ for i = 1, · · · , p, j = 1, · · · , q, tu−1 < t < tu and u = 1, · · · , N ;
• for fixed t with tu−1 < t < tu and u = 1, · · · , N − 1, we have Kij(s, t) − K
(v,u)
ij < ǫ for
i = 1, · · · , p, j = 1, · · · , q, tv−1 < s < tv and v = u+ 1, · · · , N .
Proof. According to the construction of partition P , we see that aj is continuous on the open
interval Eu = (tu−1, tu). We define the compact interval
Eum =
[
tu−1 +
1
m
, tu −
1
m
]
.
Then
Eu =
∞⋃
m=1
Eum and Eum1 ⊆ Eum2 for m2 > m1 (76)
Since Eum ⊂ Eu, it follows that aj is continuous on each compact interval Eum, which also means
that aj is uniformly continuous on each compact interval Eum. Therefore, given any ǫ > 0, there
exists δ > 0 such that |t1 − t2| < δ implies
|aj(t1)− aj(t2)| < ǫ for any t1, t2 ∈ Eum. (77)
Since the length of Eu is less than or equal to ‖ P ‖≤ κT/N by (50), we can consider a sufficiently
large N0 ∈ N such that κT/N0 < δ. In this case, each length of Eu for l = 1, · · · , p is less than δ. In
other words, if N ≥ N0, then (77) is satisfied for any t1, t2 ∈ Eum. We consider the following cases.
• Suppose that the infimum a
(u)
j is attained at t
(∗)
u ∈ Eu. From (76), there exists m∗ such
that t
(∗)
u ∈ Eum∗ . Now, given any t ∈ Eu, we see that t ∈ Eum0 for some m0. Let m =
max{m0,m∗}. From (76), it follows that t, t
(∗)
u ∈ Eum. Then, we have∣∣∣aj(t)− a(u)j ∣∣∣ = ∣∣∣aj(t)− aj (t(∗)u )∣∣∣ < ǫ
since the length of Eum is less than δ, where ǫ is independent of t because of the uniform
continuity.
• Suppose that the infimum a
(u)
j is not attained at any point in Eu. Since aj is continuous on
the open interval Eu, it follows that the infimum a
(u)
j is either the righthand limit or lefthand
limit given by
a
(u)
j = limt→tu−1+
aj(t) or a
(u)
j = limt→tu−
aj(t).
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Therefore, for sufficiently large N0, i.e., the open interval Eu is sufficiently small such that its
length is less than δ, we have ∣∣∣aj(t)− a(u)j ∣∣∣ < ǫ
for all t ∈ Eu.
From the above two cases, since aj(t) ≥ a
(u)
j for all t ∈ Eu, we conclude that aj(t) − a
(u)
j < ǫ. The
remaining cases can be similarly obtained. This completes the proof.
Lemma 5.2. Suppose that the following conditions are satisfied:
• Suppose that each entry of a, c, B and K is piecewise continuous on [0, T ] and [0, T ]× [0, T ],
respectively;
• there exists a constant σ > 0 such that, for each i = 1, · · · , p and j = 1, · · · , q, the following
statement holds true a.e. in [0, T ]:
Bij(t) 6= 0 implies Bij(t) ≥ σ.
Let (d(1), · · · ,d(N)) be a feasible solution of dual problem (DLP(N)). Given any ǫ > 0, there exists a
sufficiently small ‖ P ‖ with P = {t0, t1, · · · , tN} which depends on ǫ such that there exists another
feasible solution (w(1), · · · ,w(N)) of dual problem (DLP(N)) satisfying w(u) ≤ d(u) for u = 1, · · · , N
and ∫ T
0
c⊤(t)ŵ(t)dt ≤
N∑
u=1
(tu − tu−1)(c
(u))⊤w(u) + ǫ, (78)
where the step function ŵ(t) is defined in (75). If (d(1), · · · ,d(N)) is an optimal solution of dual
problem (DLP(N)), then (w(1), · · · ,w(N)) can be taken as the optimal solution of dual problem
(DLP(N)).
Proof. The existence of feasible solution (w(1), · · · ,w(N)) can be guaranteed by Proposition 4.3
From Lemma 5.1, given any ǫ¯ > 0, we can take a sufficiently small ‖ P ‖ with P = {t0, t1, · · · , tN}
that satisfies (50) such that ci(t)− c
(u)
i < ǫ¯ for i = 1, · · · , p, tu−1 < t < tu and u = 1, · · · , N , which
implies
ci(t)w
(u)
i − c
(u)
i w
(u)
i ≤ ǫ¯w
(u)
i for tu−1 < t < tu and u = 1, · · · , N (79)
by the fact of w
(u)
i ≥ 0. Since the integral does not be affected by the endpoints, taking integrations
from (79), we obtain
p∑
i=1
∫ T
0
ci(t)ŵi(t)dt −
p∑
i=1
N∑
u=1
(tu − tu−1)c
(u)
i w
(u)
i ≤‖ P ‖ ǫ¯ ·
p∑
i=1
N∑
u=1
w
(u)
i .
By the boundedness of w
(u)
i as shown in (68), we also have∫ T
0
c⊤(t)ŵ(t)dt−
N∑
u=1
(tu − tu−1)(c
(u))⊤w(u) ≤ Npǫ¯ ‖ P ‖
τ
σ
· exp
(
ηT
σ
)
≤ κTpǫ¯ ·
τ
σ
· exp
(
ηT
σ
)
(by (50))
which implies, given any ǫ > 0, there exists a sufficiently small ‖ P ‖ with P = {t0, t1, · · · , tN} such
that ∫ T
0
c⊤(t)ŵ(t)dt −
N∑
u=1
(tu − tu−1)(c
(u))⊤w(u) ≤ ǫ.
This completes the proof.
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Lemma 5.3. Suppose that the following conditions are satisfied:
• each entry of a, c, B and K is piecewise continuous on [0, T ] and [0, T ]× [0, T ], respectively;
• K(s, t) ≥ 0 a.e. in [0, T ]× [0, T ];
•
∑p
i=1 Bij(t) > 0 a.e. in [0, T ] for each j = 1, · · · , q;
• there exists a constant σ > 0 such that, for each i = 1, · · · , p and j = 1, · · · , q, the following
statement holds true a.e. in [0, T ]:
Bij(t) 6= 0 implies Bij(t) ≥ σ.
Let (d(1), · · ·d(N)) be a feasible solution of dual problem (DLP(N)). Given any ǫ > 0, there ex-
ists a sufficiently small ‖ P ‖ which depends on ǫ such that there exists another feasible solution
(w(1), · · ·w(N)) of dual problem (DLP(N)) satisfying w(u) ≤ d(u) for u = 1, · · · , N and
p∑
i=1
Bij(t)ŵi(t) + ǫ ≥ aj(t) +
p∑
i=1
∫ T
t
Kij(s, t)ŵi(s)ds
for all t ∈ [0, T ] \ P and for j = 1, · · · , q, where the step function ŵ(t) is defined in (75). If
(d(1), · · ·d(N)) is an optimal solution of (DLP(N)), then (w(1), · · ·w(N)) can be taken as the optimal
solution of (DLP(N)).
Proof. The existence of feasible solution (w(1), · · · ,w(N)) can be guaranteed by Proposition 4.3
From Lemma 5.1, given any ǫ¯ > 0, we can take a sufficiently small ‖ P ‖< ǫ¯ with P = {t0, t1, · · · , tN}
that satisfies (50) such that, for u = 1, · · · , N ,
aj(t)− a
(u)
j < ǫ¯ and B
(u)
ij −Bij(t) < ǫ¯ (80)
for tu−1 < t < tu. Therefore, for tu−1 < t < tu,using (68), we have
p∑
i=1
B
(u)
ij w
(u)
i −
p∑
i=1
Bij(t)ŵi(t) ≤
p∑
i=1
ǫ¯w
(u)
i ≤ pǫ¯ ·
τ
σ
· exp
(
ηT
σ
)
≡ ǫ1 (81)
Also, from Lemma 5.1 again, for tu−1 < t < tu, u = 1, · · · , N − 1 and v = u + 1, · · · , N , we have
Kij(s, t)−K
(v,u)
ij < ǫ¯, which implies∫ tv
tv−1
Kij(s, t) · ŵi(s)ds− (tv − tv−1)K
(v,u)
ij w
(v)
i
=
∫ tv
tv−1
(
Kij(s, t)−K
(v,u)
ij
)
w
(v)
i ds ≤ ǫ¯ (tv − tv−1)w
(v)
i . (82)
By referring to (6), for tu−1 < t < tu, we obtain∫ tu
t
Kij(s, t)w
(u)
i ds ≤ η ‖ P ‖ w
(u)
i ≤ ηǫ¯w
(u)
i . (83)
Now, for u = 1, · · · , N − 1, tu−1 < t < tu and i = 1, · · · , p, using (82) and (83), we have∫ T
t
Kij(s, t) · ŵi(s)ds−
N∑
v=u+1
(tv − tv−1)K
(v,u)
ij w
(v)
i
≤ ǫ¯w
(u)
i ·
[
η +
N∑
v=u+1
(tv − tv−1)
]
≤ ǫ¯w
(u)
i · (η + p· ‖ P ‖)
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which implies, by using (68) and (50),
p∑
i=1
∫ T
t
Kij(s, t) · ŵi(s)ds−
p∑
i=1
N∑
v=u+1
(tv − tv−1)K
(v,u)
ij w
(v)
i
≤ pǫ¯
τ
σ
· exp
(
ηT
σ
)
· (η + κT ) ≡ ǫ2. (84)
For u = 1, · · · , N − 1 and tu−1 < t < tu, using (80), (81), (84) and the feasibility of (w(1), · · ·w(N)),
we can obtain
−
p∑
i=1
Bij(t)ŵi(t) + aj(t) +
p∑
i=1
∫ T
t
Kij(s, t)ŵi(s)ds ≤ ǫ¯+ ǫ1 + ǫ2,
which shows that, for i = 1, · · · , p, given ǫ¯1 > 0, there exists a sufficiently small ‖ P ‖ such that
p∑
i=1
Bij(t)ŵi(t) + ǫ¯1 ≥ aj(t) +
p∑
i=1
∫ T
t
Kij(s, t)ŵi(s)ds. (85)
For tN−1 < t < T , using the similar argument, we can show that, given ǫ¯2 > 0, there exists a
sufficiently small ‖ P ‖ such that
p∑
i=1
Bij(t)ŵi(t) + ǫ¯2 ≥ aj(t) +
p∑
i=1
∫ T
t
Kij(s, t)ŵi(s)ds. (86)
From (85) and (86), we complete the proof.
LetM(ǫ) and M̂(ǫ) be the optimal objective values of (CLPǫ) and (DCLPǫ), respectively. Under
the assumptions of Theorems 3.1 and 3.2, we see that there exist optimal solutions z¯(ǫ) and w¯(ǫ) of
problems (CLPǫ) and (DCLPǫ), respectively, such that
M(ǫ) =
∫ T
0
a⊤(t)z¯(ǫ)(t)dt and M̂(ǫ) =
∫ T
0
c⊤(t)w¯(ǫ)(t)dt.
Also, by taking ǫ = 0 in Theorems 3.1 and 3.2, there exist optimal solutions z∗ and w∗ of problems
(CLP) and (DCLP), respectively, such that z∗ and w∗ satisfy the following inequalities:
z∗j (t) ≤
p · ζ
σ
· exp
(
p · φ · T
σ
)
a.e. in [0, T ] for each j = 1, · · · , q (87)
from (13) by taking ǫ = 0, and
w∗i (t) ≤
τ
σ
· exp
(
ν · T
σ
)
for all t ∈ [0, T ] and for each i = 1, · · · , p (88)
from (44). Let M and M̂ be the optimal objective values of (CLP) and (DCLP), respectively. Then,
we see that
M(0) =M =
∫ T
0
a⊤(t)z∗(t)dt and M̂(0) = M̂ =
∫ T
0
c⊤(t)w∗(t)dt.
We are going to show that the functions M(ǫ) and M̂(ǫ) are right-continuous at 0.
Proposition 5.1. Suppose that the following conditions are satisfied:
• each entry of a, c, B and K is piecewise continuous in [0, T ] and [0, T ]× [0, T ], respectively;
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• c(t) ≥ 0 a.e. in [0, T ];
• K(t, s) ≥ 0 a.e. in [0, T ]× [0, T ];
•
∑p
i=1 Bij(t) > 0 a.e. in [0, T ] for each j = 1, · · · , q;
• there exists a constant σ > 0 such that, for each i = 1, · · · , p and j = 1, · · · , q, the following
statement holds true a.e. in [0, T ]:
Bij(t) 6= 0 implies Bij(t) ≥ σ.
Then, we have the following results.
(i) The function M(ǫ) is nondecreasing and right-continuous at 0, i.e., M(0+) = M(0), and
lim
ǫ→0+
∫ T
0
a⊤(t)z¯(ǫ)(t)dt =
∫ T
0
a⊤(t)z∗(t)dt, (89)
where z∗ is an optimal solution of (CLP) such that z∗(t) ≥ 0 for all t ∈ [0, T ] and the
inequalities in (87) are satisfied. Moreover, the following results hold.
• If c(t) ≥ 0 for all t ∈ [0, T ] and, for each fixed t0 ∈ [0, T ], K(t0, s) ≥ 0 a.e. in [0, T ],
Then, there exists a common optimal solution z∗ of (CLP) and (CLP∗) such that both
problems have the same optimal objective values and z∗ satisfies the inequalities (87);
• If the conditions regarding the time-dependent matrix B(t) are satisfied for all t ∈ [0, T ],
then the inequalities in (87) are satisfied for all t ∈ [0, T ].
(ii) The function M̂(ǫ) is nonincreasing and right-continuous at 0, i.e., M̂(0+) = M̂(0), and
lim
ǫ→0+
∫ T
0
c⊤(t)w¯(ǫ)(t)dt =
∫ T
0
c⊤(t)w∗(t)dt, (90)
where w∗ is the optimal solution of (DCLP) such that w∗(t) ≥ 0 for all t ∈ [0, T ] and the
inequalities (88) are satisfied. If we further assume that the conditions regarding the time-
dependent matrix B(t) are satisfied for all t ∈ [0, T ], and that the function
∑p
i=1Kij is bounded
by ν and the function aj is bounded by τ for each j = 1, · · · , q, then there exists a common
optimal solution w∗ of (DCLP) and (DCLP∗) such that both problems have the same optimal
objective values and the inequalities in (88) are satisfied.
Proof. We want to show that M(ǫ) is nondecreasing. For ǫ1 < ǫ2, there exist optimal solutions z¯ǫ1
and z¯ǫ2 satisfying
B(t)z¯ǫ2(t) ≤ c(t) + ǫ2 +
∫ t
0
K(t, s)z¯ǫ2(s)ds for all t ∈ [0, T ] (91)
and
B(t)z¯ǫ1(t) ≤ c(t) + ǫ1 +
∫ t
0
K(t, s)z¯ǫ1(s)ds ≤ c(t) + ǫ2 +
∫ t
0
K(t, s)z¯ǫ1(s)ds for all t ∈ [0, T ]. (92)
From (92), we see that z¯ǫ1 is a feasible solution of (CLPǫ2). Therefore, we obtain M(ǫ1) ≤ M(ǫ2),
since (CLPǫ2) is a maximization problem. This shows thatM(ǫ) is indeed nondecreasing, i.e.,M(0+)
exists. We also have
M =M(0) ≤M(0+). (93)
We consider the sequence {ǫk}
∞
k=1 such that ǫk → 0+ as k → ∞. Using (13) in Proposition 3.1
by taking λi(t) = 1 for i = 1, · · · , p and Remark 3.1, we see that the sequence {z¯(ǫk)} is uniformly
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essentially bounded. Using part (i) of Proposition 3.2, there exists a subsequence {z¯(ǫkr)} which
weakly converges to some feasible solution z¯(0) ∈ L2q[0, T ] of (CLP0) = (CLP). Moreover, there exists
a feasible solution z∗ of (CLP0) = (CLP) such that z
∗(t) ≥ 0 for all t ∈ [0, T ] and z∗(t) = z¯(0)(t)
a.e. in [0, T ]. Therefore, using the weak convergence, we have∫ T
0
a⊤(t)z∗(t)dt =
∫ T
0
a⊤(t)z¯(0)(t)dt = lim
r→∞
∫ T
0
a⊤(t)z¯(ǫkr )(t)dt = lim
r→∞
M(ǫkr ) = M(0+). (94)
Since z∗ is a feasible solution of (CLP0) = (CLP), we also have∫ T
0
a⊤(t)z∗(t)dt ≤M =M(0). (95)
Therefore, according to (95) and (94), we obtainM(0+) ≤M(0), which impliesM(0+) = M(0) =M
by (93). This says that z∗ is an optimal solution of (CLP) and proves equality (89). If we further
assume that c(t) ≥ 0 for all t ∈ [0, T ] and, for each fixed t0 ∈ [0, T ], K(t0, s) ≥ 0 a.e. in [0, T ],
using part (ii) of Proposition 3.2, we see that z∗ is also a feasible solution of (CLP∗). Therefore, we
conclude that z∗ is also an optimal solution of (CLP∗), since the feasible set of (CLP∗) is contained
in the feasible set of (CLP). On the other hand, if the assumption regarding the time-dependent
matrix B(t) is satisfied for all t ∈ [0, T ], Then, according to (13) in Proposition 3.1, the inequalities
in (87) are satisfied for all t ∈ [0, T ]. This proves part (i).
To prove part (ii), we can similarly show that M̂(ǫ) is nonincreasing and M̂ = M̂(0) ≥ M̂(0+).
From (44) in Theorem 3.2, we have
0 ≤ w¯
(ǫ)
i (t) ≤
τ
σ
· exp
[
ν · (T − t)
σ
]
≤
τ
σ
· exp
(
ν · T
σ
)
for all t ∈ [0, T ],
which says that the sequence {w¯(ǫk)}∞k=1 is uniformly essentially bounded. Using Proposition 3.5,
there exists a subsequence {ŵ(ǫkr )}∞r=1 which weakly converges to some feasible solution ŵ
(0) ∈
L2p[0, T ] of (DCLP0) = (DCLP) such that ŵ
(ǫkr )(t) ≤ w¯(ǫkr )(t) a.e. in [0, T ]. Moreover, there
exists a feasible solution w∗ of (DCLP0) = (DCLP) such that w
∗(t) ≥ 0 for all t ∈ [0, T ] and
w∗(t) = ŵ(0)(t) a.e. in [0, T ]. Therefore, using the weak convergence, we have∫ T
0
c⊤(t)w∗(t)dt =
∫ T
0
c⊤(t)ŵ(0)(t)dt = lim
r→∞
∫ T
0
c⊤(t)ŵ(ǫkr )(t)dt
≤ lim
r→∞
∫ T
0
c⊤(t)w¯(ǫkr )(t)dt = lim
r→∞
M̂(ǫkr ) = M̂(0+).
Since w∗ is a feasible solution of (DCLP0) = (DCLP), we also have∫ T
0
c⊤(t)w∗(t)dt ≥ M̂ = M̂(0).
Therefore, we obtain M̂(0+) ≥ M̂(0), which also implies
M̂(0+) =
∫ T
0
c⊤(t)w∗(t)dt = M̂(0) = M̂,
This shows that w∗ is an optimal solution of (DCLP), and proves the equality (90).
We further assume that the conditions regarding the time-dependent matrix B(t) are satisfied
for all t ∈ [0, T ], and that the function
∑p
i=1Kij is bounded by ν and the function aj is bounded
by τ for each j = 1, · · · , q. Then, part (iii) of Proposition 3.5 says that we can take w∗ as a feasible
solution of (DCLP∗). Since the feasible set of (DCLP∗) is contained in the feasible set of (DCLP),
it follows that w∗ is an optimal solution of problem (DCLP∗). This completes the proof.
Now, we are in a position to prove the strong duality theorem.
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Theorem 5.1. (Strong Duality Theorem) Suppose that the following conditions are satisfied:
• each entry of a, c, B and K is piecewise continuous in [0, T ] and [0, T ]× [0, T ], respectively;
• c(t) ≥ 0 a.e. in [0, T ];
• K(t, s) ≥ 0 a.e. in [0, T ]× [0, T ];
• the time-dependent matrix B(t) satisfies the following conditions:
–
∑p
i=1Bij(t) > 0 a.e. in [0, T ] for each j = 1, · · · , q;
– there exists a constant σ > 0 such that, for each i = 1, · · · , p and j = 1, · · · , q, the
following statement holds true a.e. in [0, T ]:
Bij(t) 6= 0 implies Bij(t) ≥ σ.
Then, there exist optimal solutions z∗ and w∗ of problems (CLP) and (DCLP), respectively, such
that ∫ T
0
a⊤(t)z∗(t)dt =
∫ T
0
c⊤(t)w∗(t)dt,
where z∗(t) ≥ 0 and w∗(t) ≥ 0 for all t ∈ [0, T ], and the inequalities in (87) and (88) are all satisfied.
Moreover, the following results hold.
• If c(t) ≥ 0 for all t ∈ [0, T ] and, for each fixed t0 ∈ [0, T ], K(t0, s) ≥ 0 a.e. in [0, T ], then there
exists a common optimal solution z∗ of problems (CLP) and (CLP∗) such that both problems
have the same optimal objective value.
• If we further assume that the conditions regarding the time-dependent matrix B(t) are satisfied
for all t ∈ [0, T ], and that the function
∑p
i=1Kij is bounded by ν and the function aj is bounded
by τ for each j = 1, · · · , q, then there exists a common optimal solution w∗ of (DCLP) and
(DCLP∗) such that both problems have the same optimal objective value and the inequalities
(87) are satisfied for all t ∈ [0, T ].
Proof. Since the primal and dual pair of linear programming problems (LP(N)) and (DLP(N))
are feasible by Proposition 4.1, the strong duality theorem says that there exist optimal solutions
(z¯(1), · · · , z¯(N)) and (d¯(1), · · · , d¯(N)) of problems (LP(N)) and (DLP(N)), respectively, such that
N∑
u=1
(tu − tu−1) (a
(u))⊤z¯(u) =
N∑
u=1
(tu − tu−1) (c
(u))⊤d¯(u). (96)
Since the integral does not be affected by the endpoints, from (74), it is not hard to obtain∫ T
0
a⊤(t)ẑ(t)dt =
q∑
j=1
∫ T
0
aj(t)ẑj(t)dt
≥
q∑
j=1
N∑
u=1
(tu − tu−1)a
(u)
j z¯
(u)
j =
N∑
u=1
(tu − tu−1)(a
(u))⊤z¯(u). (97)
Considering t ∈ [0, T ]\P , since K(t, s) is continuous on the open rectangles (tu−1, tu)× (tv−1, tv)
and K(t, s) ≥ 0 a.e. in (tu−1, tu) × (tv−1, tv) for u = 1, · · · , N and v = 1, · · · , N , it follows
that K(t, s) ≥ 0 for all (t, s) ∈ (tu−1, tu) × (tv−1, tv) for u = 1, · · · , N and v = 1, · · · , N , which
implies K
(u,v)
ij ≥ 0 for u = 1, · · · , N and v = 1, · · · , N . Since z
(v)
j ≥ 0 and Kij(t, s) ≥ K
(u,v)
ij for
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tu−1 < t < tu and tv−1 < s < tv, we have Kij(t, s)z
(v)
j ≥ K
(u,v)
ij z
(v)
j . Since the integral does not be
affected by the endpoints, for tu−1 < t < tu, we obtain
−
q∑
j=1
∫ t
0
Kij(t, s)ẑj(s)ds ≤ −
q∑
j=1
u−1∑
v=1
(tv − tv−1)K
(u,v)
ij z
(v)
j . (98)
Since ci(t) ≥ c
(u)
i and Bij(t) ≤ B
(u)
ij , using (98) and the feasibility of (z
(1), · · · , z(N)), after some
calculations, we can obtain the following inequalities
q∑
j=1
Bij(t)ẑj(t) ≤ ci(t) +
q∑
j=1
∫ t
0
Kij(t, s)ẑj(s)ds
for all t ∈ [0, T ] \ P and for i = 1, · · · , p, which implies, for ǫ > 0,
B(t)ẑ(t) ≤ c(t) + ǫ+
∫ t
0
K(t, s)ẑ(s)ds for all t ∈ [0, T ] \ P (99)
Considering the dual problem (DLP(N)), applying Lemmas 5.2 and 5.3, there exists a sufficiently
small ‖ P ‖ which depends on ǫ such that (w¯(1), · · · , w¯(N)) is an optimal solution of problem
(DLP(N)) and the following inequalities are satisfied:
B⊤(t)ŵ(t) + ǫ ≥ a(t) +
∫ T
t
K⊤(s, t)ŵ(s)ds for all t ∈ [0, T ] \ P (100)
and ∫ T
0
c⊤(t)ŵ(t)dt ≤
N∑
u=1
(tu − tu−1) (c
(u))⊤w(u) + ǫ. (101)
From (96), we also have
N∑
u=1
(tu − tu−1) (a
(u))⊤z¯(u) =
N∑
u=1
(tu − tu−1) (c
(u))⊤w¯(u). (102)
The inequalities (99) and (100) say that ẑ and ŵ are feasible solutions of problems (CLPǫ) and
(DCLPǫ), respectively. By Theorems 3.1 and 3.2, we see that there exist optimal solutions z¯
(ǫ) and
w¯(ǫ) of (CLPǫ) and (DCLPǫ), respectively, such that∫ T
0
a⊤(t)z¯(ǫ)dt ≥
∫ T
0
a⊤(t)ẑ(t)dt and
∫ T
0
c⊤(t)w¯(ǫ)dt ≤
∫ T
0
c⊤(t)ŵ(t)dt. (103)
Using (103), (97) and (101), we have∫ T
0
a⊤(t)z¯(ǫ)dt ≥
N∑
u=1
(tu − tu−1) (a
(u))⊤z¯(u) (104)
and ∫ T
0
c⊤(t)w¯(ǫ)(t)dt ≤
N∑
u=1
(tu − tu−1) (c
(u))⊤w¯(u) + ǫ. (105)
From (102), (104) and (105), we obtain∫ T
0
c⊤(t)w¯(ǫ)(t)dt ≤
∫ T
0
a⊤(t)z¯(ǫ)dt+ ǫ. (106)
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Since M(ǫ) ↑ M(0) = M and M̂(ǫ) ↓ M̂(0) = M̂ as ǫ → 0+ by Proposition 5.1, for each ǫ > 0, we
obtain∫ T
0
a⊤(t)z¯(ǫ)(t)dt ≤
∫ T
0
a⊤(t)z∗(t)dt and
∫ T
0
c⊤(t)w¯(ǫ)(t)dt ≥
∫ T
0
c⊤(t)w∗(t)dt. (107)
By (106) and (107), we have ∫ T
0
c⊤(t)w∗(t)dt ≤
∫ T
0
a⊤(t)z∗(t)dt+ ǫ,
which implies ∫ T
0
c⊤(t)w∗(t)dt ≤
∫ T
0
a⊤(t)z∗(t)dt,
since ǫ can be any positive number. By the weak duality Theorem 2.1, we conclude that∫ T
0
c⊤(t)w∗(t)dt =
∫ T
0
a⊤(t)z∗(t)dt.
Also, the inequalities regarding the bounds of optimal solutions z∗ andw∗ follow from Proposition 5.1
immediately.
If c(t) ≥ 0 for all t ∈ [0, T ] and, for each fixed t0 ∈ [0, T ], K(t0, s) ≥ 0 a.e. in [0, T ], then part (i)
of Proposition 5.1 says that z∗ is a common optimal solution of problems (CLP) and (CLP∗) such
that both problems have the same optimal objective value.
Finally, we further assume that the conditions regarding the time-dependent matrix B(t) are
satisfied for all t ∈ [0, T ], and that the function
∑p
i=1Kij is bounded by ν and the function aj is
bounded by τ for each j = 1, · · · , q. Then, part (ii) of Proposition 5.1 says that w∗ is a common
optimal solution of problems (DCLP) and (DCLP∗) such that both problems have the same optimal
objective value. Also, part (i) of Proposition 5.1 says that the inequalities (87) are satisfied for all
t ∈ [0, T ]. This completes the proof.
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