Abstract: In this paper, we address the time-to-go estimation problem which is one of major parameters determining the performance of various optimal guidance laws. The strong curvature of the trajectory is a main factor that increases the time-to-go estimation error and the curvature is determined by the given guidance command history over the flight. Therefore a time-to-go estimation algorithm is proposed using guidance command histories. Since the proposed method involves trigonometric integrands in estimating the time-to-go, we approximate the sinusoidal functions by polynomial functions of the time of flight through the Talyor series expansion. The performance of the proposed time-to-go estimation algorithm is investigated by various numerical examples, and the results show that it works effectively.
INTRODUCTION
A wide range of homing guidance laws have been devised to improve the guidance performance and to achieve specific guidance objectives. In paticular, many forms of optimal guidance laws specifically minimise prescribed cost functions while satisfying the guidance objectives such as zero miss distance and the terminal impact angle constraint. For example, ? and ? proposed the optimal guidance laws with the terminal impact angle constraint, ? also solved the optimal guidance problem with the flight time constraint and ? proposed the optimal guidance laws called the IATG (impact angle and time guidance). Since these optimal guidance laws satisfy the zero miss distance and control the engagement geometry, they not only achieve a good hit probability, but also improve the kill probability as well as the survivability.
One of the characteristics of the optimal guidance laws is that they generally require accurate time-to-go estimation.
In fact, precise time-to-go estimations play important roles in ensuring good performance of the optimal guidance laws. Poor time-to-go estimation not only severely degrades the guidance performance, but also generates the overall trajectory considerably deviated from the optimal one (?). The most commonly used time-to-go estimation method is the range over the closing velocity. If the missile uses a PN-type guidance law and is close to the collision path, this estimation is accurate. However, this simple method is erroneous in many engagement situations where the missile trajectory is strongly curved due to big heading error, terminal impact angle constraint, or both.
The time-to-go estimation algorithms can be classified into two categories. In the first category, the time-to-go computation formulae are derived from optimal guidance problems with free terminal time. Although a set of timeto-go equations is a part of the optimal solution, this defies simple solutions. As shown in the recent papers (?, ?), the optimal time-to-go estimation equations are highly nonlinear and complicated.
The time-to-go algorithm in the second category tries to provide the best time-to-go estimation possible for a given guidance law. A recursive time-to-go calculation is proposed by ?. This method first calculates the minimum time-to-go and then recursively compensates the timeto-go error resulting from the path curvature. Since this time-to-go estimation algorithm is originally devised for the missile having a velocity profile, it works effectively to various types of guidance laws for both varying and constant velocity missiles. However, the main error source considered here for the compensation of the time-to-go error is the initial heading angle error, not the terminal impact angle constraint. ? suggested time-to-go calculation method efficient for the impact angle control guidance laws. In this method, it is assumed that the missile trajectory can be given as a polynomial function of down range. Then, time-to-go is calculated using the Taylor series expansion. Although this method works fine, it considered only the case of stationary target. Moreover, the time-togo estimation error of this method is increasing as the desired impact angle constraint is getting bigger.
The second category is more relevant to the optimal guidance laws because the guidance laws have been developed based on the assumption that the flight time is given. In this paper, we address the time-to-go estimation problem of computing better time-to-go estimates especially in the case of strong curvature. Large curvature of the trajectory is major factor contributing to the bad performance. Because the curvature is determined by the guidance command history which can be predicted over the whole flight, we propose a time-to-go estimation algorithm using the guidance command history. As matter of fact, the guidance command has been shown to be represented as a simple function of time-to-go (?, ?). Given guidance command profile of the form of time-to-go polynomials, it is possible to obtain time histories of the flight path angle and position vectors. From the conditions that the missile intercepts the target at the terminal time with some geometrical constraint, we can compute the time-to-go estimate using some optimisation algorithm or zero finding algorithm such as Secant method or Newton method. Since the position vector equations involve the trigonometric functions, the proposed time-to-go estimation algorithm is sensitive to the initial guess of the solutions. For the practical implementation, the sinusoidal functions can be approximated into the polynomial functions of the flight time. If the angle change in the trigonometric functions are big, we approximate these functions around several reference points to reduce approximation error.
The performance of the proposed algorithm is demonstrated through numerical examples. The results of simulations show that the performance of the proposed timeto-go computation algorithm is satisfactory. Moreover, it is shown that the proposed algorithm works well even if the curvature of the trajectory is large. This time-to-go estimation algorithm can be implemented to some other applications. For example, ? proposed a guidance law based on the differential geometry concepts and they derived the guidance law generating the missile trajectory with constant curvature. The result can be easily generalized to the case of varying curvature using the proposed time-togo estimation algorithm. Therefore, the extension to the case of variation in both missile and target acceleration will be the subject for a follow-up paper. The proposed algorithm can be also used for computing the intercept point for many guidance problems.
MOTIVATION
The solutions of the linear optimal guidance problem are usually represented in a form of time-to-go polynomials. To demonstrate this, let us consider general optimal guidance problem which minimises the time-to-go weighted control energy of the form:
where
(2) Given the constraints of zero miss distance and the terminal impact angle to control the engagement geometry, the optimal solution can be expressed as (?)
for some constant C S and C R . It has been also shown that when the terminal constraint is only to intercept the target, the optimal guidance command is given by
A similar result can be found in ?; for N = 0 and constant velocities of the missile and target, the optimal control command is obtained as
where N is the effective navigation gain. Note that the guidance law derived in equation (??) is another representation of the conventional PN guidance law.
It is usually assumed that the time-to-go is known in the optimal guidance problems. However, the flight time is difficult to predict or control. We need to accurately estimate the time-to-go for good guidance performance. In the following section, a new time-to-go estimation algorithm is proposed using the guidance command history discussed here.
TIME-TO-GO ESTIMATION USING GUIDANCE COMMAND HISTORIES
The range over the closing velocity, t go = R/V C , provides quite accurate estimation, if the missile applies PN type guidance laws and stays near the collision path. However, this method does not work well when the missile trajectory is considerably curved as shown in Fig. ? ?. Noting that we propose a time-to-go estimation method using time histories of the optimal guidance commands since the curvature of the trajectory is generated by the guidance command. Indeed, once C S , C R and t f are given, time history of the missile flight path angle can be estimated using the guidance command profile in equation (??):
Consequently, equation (??) determines the missile trajectory (x M (t) , z M (t)). The intercept conditions with a terminal impact angle constraint can be represented as
where θ I denote the desired terminal impact angle. Assuming the target trajectory is known, three unknown parameters C S , C R and t f can be determined using the three intercept conditions. The solution can be obtained by applying any zero-finding algorithm. Since the guidance command profile is accounted for in the calculation of t f , the accuracy of the time-go-go estimation is improved.
For the lucid explanation of the details of the proposed time-to-go estimation approach, it is assumed that the velocities of the missile and target are constant. However, this is not a restriction. If a proper functional form of velocity is provided, it can be easily extended to include the effect of the velocity change. The governing equations of the missile in the homing problem are given bẏ
with boundary conditions
(10) The rate of the flight path angle is given in the form of:
for s ≥ t and some constant C 1 , C 2 and t f . Therefore, we havê
The position estimatesx M andẑ M are now obtained aŝ
If the target acceleration profile is given as a function of time, we can also compute the target trajectory using the same procedure as in calculating the one of the missile. Now, we define f = [f 1 , f 2 , f 3 ] using
is the terminal impact angle estimated. We can calculate f value by substituting the states of the missile and targets intoequation (??):
To meet the intercept conditions, f should be zero. The unknown parameter t f , C 1 and C 2 are obtained by applying a optimisation algorithm or some zero finding algorithm such as Secant method or Newton method.
IMPLEMENTATION ISSUES
For the implementation of the time-to-go polynomial guidance laws, it is required to obtain the current position and velocity vectors of the missile and target, and the future acceleration profile of the target. Although most of these motion information can be measured or estimated, the future target acceleration is difficult to obtain. Therefore, it is usually assumed to be constant for a practical reason. If the target acceleration a T is constant, the states estimates of the target are given by:
The trigonometric integrands in equation (??) can lead to large errors when the initial guess of the solution is far away from the true solution. Furthermore, it might increases computational load of the time-to-go calculation. The Taylor series expansion of the trigonometric integrands can alleviate the problems in implementation issues. However, we should apply Taylor series approximation with care. When the change of current flight path angle is considerably big, it is inadequate to approximate the trigonometric functions about zero as shown in Fig.  ? ?. This problem can be alleviated by approximating the If we approximate the trigonometric functions into 2nd order Maclaurin polynomial around several reference values, the position vector of the missile is represented as: (19) where t 0 = t, M P denote the 2nd order Maclaurin polynomial and m the number of reference points for the Taylor series expansion. The approximated polynomials not only decrease the computational load of the proposed algorithm, but also reduce the sensitivity of the initial guess.
NUMERICAL EXAMPLE
For the numerical examples, we considered a two dimensional engagement scenario as shown in Fig. ? ?. In this M is the flight path angle for the perfect collision path that is determined at the beginning of engagement and remains. The acceleration command is denoted as a. Note that all the motion information is represented in a reference frame whose origin is allocated on the target position and whose axes are parallel to those in the inertial frame.
It is assumed that the target velocity is constant and the missile uses the impact angle control guidance law (IACGL) proposed by ? in which the guidance command is given by (21) where To demonstrate the performance of the proposed time-togo algorithm, we compare with the most common time-togo estimation method, R/V C , and the algorithm proposed by ?, approximated length of the curved path over velocity (ALCPOV). Furthermore, in order to quantify the timeto-go estimate error and analyze its effect on the guidance laws, we introduce two measures
where and ∆t is sampling interval andt f (t) flight time estimation error, which is defined as the error between estimated time of the flight and the actual total flight time. The meaning of these measures are self evident and we normalize by t f since the flight time can be different depending on the time-to-go estimation algorithms. i.e., the time-to-go estimation computed by the proposed algorithm is more accurate. 
CONCLUSION
Here, we have considered the problem of computing accurate time-to-go estimates for various forms of the optimal guidance laws. Predicted guidance command histories are used in computing the time-to-go. Thus the algorithm naturally takes into account the curvature of the trajectory so as to improve the accuracy of the time-to-go estimation. For the practical implementation issue, trigonometric integrands in computing the time-to-go is approximated to polynomial functions of the flight time. If the change of the angular values in the trigonometric integrands is big, they are approximated about several reference points. Various numerical simulations show that the performance of the proposed time-to-go estimation algorithm is satisfactory for the optimal guidance laws. 
