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The Douglas-Peucker Algorithm for Line Simplification: 
Re-evaluation through Visualization 
M. Visvalingam and J. D. Whyatt’ 
Abstract 
The primary aim of this paper is to illustrate the value of 
visualization in cartography and to indicate that tools for 
the generation and manipulation of realistic images are of 
limited value within this application. This paper demon- 
strates the value of visualization within one problem in car- 
tography, namely the generalisation of lines. It reports on 
the evaluation of the Douglas-Peucker algorithm for line 
simplification. Visualization of the simplification process 
and of the results suggest that the mathematical measures 
of performance proposed by some other researchers are 
inappropriate, misleading and questionable. 
1. Introduction 
The primary aim of this paper is to illustrate the value of 
visualization in cartography and to suggest that concept 
refinement will be assisted more by the development of 
graphical information systems than by systems for achiev- 
ing realism. A detailed description of the evaluation of the 
Douglas-Peucker algorithm for line simplification demon- 
strates how spatial reasoning is expedited by the cross- 
referencing of elementary graphics in different displays. 
The Report of the “Panel on Graphics, Image Pro- 
cessing and Workstations”. sponsored by the Division of 
Advanced Scientific Computing (DASF) of the U.S. 
National Science Foundation (NSF), advocated the view 
that “the purpose of [scientific] computing is insight, not 
numbers’’ (McCormick et a l l ,  p. 3). It believed that “The 
most exciting potential of wide-spread availability of visu- 
alization tools is not the entrancing movies produced, but 
the insight gained and the mistakes understood by spotting 
visual anomalies while computing” (McCormick et all, p. 
6) .  
In theory, advances in visualization can be of 
immense value to cartography and its applications, espe- 
cially to the rapidly developing and commercially impor- 
tant area of Geographical Information Systems (GIs). Car- 
tography is the art, science and technology concerned with 
the exploration, interpretation and communication of infor- 
mation about spatially dismbuted phenomena and their 
relationships through the use of maps. Digital cartography 
is the technology underpinning the construction and use of 
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computer-based systems for the practice of cartography and 
its applications. The aims and diverse scope of digital car- 
tography were reviewed elsewhere (Visvalingam*). 
Interactive visualization of spatial data requires that the 
complementary sub-fields of digital and visual mapping 
become integrated within Graphical Information Systems. 
Digital mapping is concerned with the design, population, 
management and performance of large integrated spatial 
databases while visual mapping is increasingly concerned 
with the visual exploration of patterns and relationships in 
spatial data and the graphic articulation and communication 
of relevant data, distilled information and ideas. 
Whilst many of the developments in computer graph-. 
ics hardware and software will stimulate new directions of 
growth in cartography, tools for achieving realism will 
benefit relatively few cartographic applications. Indeed, 
the process of adding calculated realism to abstract descrip- 
tions of objects and scenes is contrary to the aims of cartog- 
raphy. The latter employs a variety of transformational 
processes to derive abstractions about reality and describe 
these through graphic symbolism. Like mathematics, the 
formal language of cartography employs symbolic notation. 
The generalisation of information involves one such 
set of transformational processes (Robinson et a13). Gen- 
eralisation is concerned with the creation of simplified 
representations of data. The map is a graphic precis of real- 
ity. Often. it is a grossly reduced representation of reality 
and it is insufficient merely to scale down the graphic 
representation since this would result in clutter and detract 
from the map’s primary role as a communication medium. 
Cartographic generalisation includes processes, such as 
selection, simplification, symbolism, classification, dis- 
placement and exaggeration. Cartography is more con- 
cerned with discovering and communicating the quin- 
tessence of reality rather than with achieving a photo- 
graphic record of the real thing. It is often used to com- 
municate entities which exist by virtue of dictum, such as 
boundaries, and to explore and understand concepts and 
phenomena which are not directly observable; i.e. to see the 
unseen. It is pertinent to point out that air photographs are 
not classed as maps, but that rectified photographs, to 
which names, symbols, grid lines and/or mathematical 
information have been added, are accepted and defined as 
photomaps (ICA4, p. 315) since these additions alter and 
guide our perception of the image. 
Consequently, Sasada’s5 work on the ”realism of 
drawing” has a great deal more value and relevance to 
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cartography than the advances in realistic rendering of 
objects and scenes. Although cartography is cited as one 
application in McCormick et all (p. A-8). the accompany- 
ing SIGGRAPH videotape (Herr and Zaritskyb) is largely 
concerned with the technology behind the entrancing 
movies which have been produced. There is no doubt that 
visualization can stimulate insight and understanding; but. 
relatively basic computer graphics is quite adequate for this 
purpose. It is much more important that the technology is 
appropriate for the task in hand. Spatial data tends to be 
multidimensional and the step up from 2D to 3D visualiza- 
tion is not sufficient to overcome the problems of visualiz- 
ing multidimensional data. 
Visvalingarri and Kirby’ and Visvalingam* had previ- 
ously suggested that developments in workstation technol- 
ogy, concurrency, and window-management systems based 
on UNIX, offered some prospects for overcoming the prob- 
lems of hyper-dimensionality and provided a detailed 
account of how cross-referencing elements in a set of 
displays led to insights about socio-spatial data. What is 
needed for data exploration is something akin to, but a 
great deal more sophisticated than, hypertext for cross- 
referencing graphic depictions of data in a flexible manner. 
This requires an integration of the technologies of computer 
graphics, human-computer interaction and database 
methods. 
In this paper, we describe another application which 
requires relatively unsophisticated graphics but which 
would benefit from a more convenient environment for 
visual exploration of data. Manual generalisation of maps, 
like many other cartographic processes, is a skilled activity 
which relies upon subjective and intuitive decisions. Hith- 
erto, research into the automation of cartographic processes 
has been directed largely at the development of heuristics 
for sub-tasks in map generalisation, map design, name 
placement, map compilation and so on. Given appropriate 
visualization tools (3D visualization appears to be inap- 
propriate for this purpose) many more case studies, such as 
the one described here, could be undertaken to further 
knowledge and understanding and theory formulation. 
The case study reported here concerns the evaluation 
of the Douglas-Peucker algorithm (1973), which is widely 
used for line simplification in cartography. The first section 
of this paper introduces the problem and the algorithm and 
reviews some previous evaluations by other researchers. A 
systematic evaluation of the algorithm is presented in the 
second section, which also questions interpretations of the 
results of mathematical evaluations. The concluding sec- 
tion provides a summary of our observations. 
2. Background 
Automated generalisation remains a research goal. 
Research effort to date has focused upon specific problems. 
This paper is concerned with one of these problems, which 
has attracted a great deal of research attention. namely the 
simplification of isolated lines stored in vector format. 
Line simplification may be defined as the process of remov- 
ing unwanted detail from lines, and is often necessary when 
detailed data, captured at large scales, are to be viewed at 
reduced scales or on  small format screens. It  is useful for 
reducing display times, which is highly desirable in interac- 
tive applications, and also for removing perceived clutter 
from lines, which is essential for effective visual communi- 
cation. In thematic mapping simplification may be used to 
diminish background information, such as coastlines and 
administrative boundaries, in order to emphasise fore- 
ground themes such as the distribution of some population 
or environmental characteristic. 
For the purposes of this paper, line simplification 
algorithms may be classed into one of two types. Filtering 
algorithms retain a subset of the original points whereas 
other algorithms, including smoothing algorithms. seek to 
“fit” a smaller set of new points to the original set. The 
Douglas-Peucker algorithm (Douglas and Peucker9) 
remains one of the most widely used filtering algorithms 
today. It is the only line simplification algxithm supported 
by certain mapping packages including MAPICS (MAPICS 
Ltd. lo)  and GIMMS (Waugh and McCalden”), and by 
on-line tutorials such as the Geographical Information Sys- 
tems Tutor ‘GIST!’ (Raper and Green12). Often, it  is the 
only line simplification algorithm to be described in text- 
books concerned with the subject of computer cartography. 
The algorithm functions in the following manner. 
The start and end points of the line, termed the anchor and 
floater, are connected by a straight line segment. Perpen- 
dicular offsets for all intervening points are then calculated 
from this segment, and the point with the highest offset is 
identified. If the offset of this point is less than some pre- 
defined tolerance, then the straight line segment is con- 
sidered adequate for representing the line in simplified 
form. Otherwise, the point is selected. and the line is sub- 
divided at this point of maximum offset. The selection pro- 
cedure is then recursively repeated for the two parts of the 
line until the tolerance criteria is satisfied. Selected points 
are finally chained to produce a simplified line. Ballard’sI3 
strip tree representation of lines is based on this recursive 
subdivision of lines. A more detailed description of the 
algorithm is given in appendix 1. 
Different approaches to the evaluation of line 
simplification algorithms have been adopted over the years. 
Workers such as Marinolj and Whitei5 have studied the 
relative merits of different algorithms in perceptual terms, 
whilst workers including McMaster16, 1 7 ,  I 9  and Muller2‘) 
have evaluated algorithms using mathematical metrics. 
Their observations with respect to the Douglas-Peucker 
algorithm are reviewed below. 
MarinoI4 observed that cartographers and non- 
cartographers alike displayed a high level of agreement on 
the selection of perceptually important points on lines. Her 
observations corroborated Attneave’s” proposition that 
information about a line was concentrated around points of 
greatest angular deviation, which were called critical 
points. Later, White’’ compared lines produced by 
simplification algorithms with lines that had been 
simplified manually. Her results indicated that the 
Douglas-Peucker algorithm produced lines which appeared 
perceptually most similar to those that had been simplified 
manually. White also discovered that the Douglas-Peucker 
algorithm was most effective at selecting critical points: the 
number of critical points retained being a measure of the 
perceptual quality of the line. 45% of the original set of 
points were selected by both the study participants and the 
Douglas-Peucker algorithm. Her conclusion, that the 
Douglas-Peucker algorithm was most effective at selecting 
critical points, suggests that the algorithm was most effec- 
tive at selecting points along the source line that marked 
significant changes in direction. Williams” also believed 
that the algorithm produced good caricatures of lines, 
because it tended to include maxima and minima. 
McMaster17 developed thirty mathematical measures 
in order to evaluate different line simplification algorithms. 
In order to test for redundancy within the thirty measures, 
McMaster (p  106) used the Douglas-Peucker algorithm 
because he considered it to be “the most cartographically 
sound”. In a more recent paperL8, he evaluated nine line 
simplification algorithms using six of the original thirty 
measures. The Douglas-Peucker algorithm performed con- 
sistently well at all levels of simplification. This prompted 
him finally to claim that the algorithm was both 
“mathematically and perceptually superior” (McMaster”, 
p. 108). Mathematically, it produced the least areal and 
vector displacement from the original line, and best 
preserved the angularity of the original line. whilst percep- 
tually it tended to select critical points closest to those 
selected by humans. 
Many of the above perceptual and mathematical 
evaluations were based on relatively simple test data: but, 
their conclusions have prompted other workers 
(B~ttenfield’~, Jones and Abraham2‘) to apply the 
Douglas-Peucker method to purposes other than 
simplification. Jones and Abraham. for example, attempted 
to use the Douglas-Peucker algorithm to separate the inter- 
nal points of lines into different files corresponding to 
tolerance-determined, scale-related levels within a database 
design for global cartographic data. Williams2’ produced 
algorithms for ensuring that the relative areas of polygons, 
whose boundaries had been subjected to Douglas-Peucker 
simplification, corresponded to the original proportions. 
Our re-evaluation of the algorithm was prompted by 
the visually unacceptable results obtained from the method 
when applied to various sections of the British coastline. 
Other workers have already expressed dissatisfaction with 
the algorithm Dettori and Falcidieno’6, Van 
HornZ7, Monmonier2Y, M ~ l l e r ? ~ ,  Thapa3*). For example, 
the ‘problem of a line crossing itself on simplification has 
either been ignored, since the knots are not detectable at 
small scales. or manually corrected. It has also been noted 
that the method tends to preserve spiky details. 
Muller20 compared Seven algorithms using the fractal 
dimensionality of lines as a statistical measure of line com- 
plexity. He concluded that the fractal dimensionality of a 
line was best preserved by the Douglas-Peucker algorithm 
after simplification. However, the simplified line appeared 
very spiky and caricatural. Muller, therefore, questioned 
McMaster’s conclusions. The angularity of the original 
lines was best preserved by this algorithm, but since the 
angularity measure was strongly influenced by the presence 
of spikes, the preservation of angularity could not be 
regarded as a good indicator of the quality of simplification. 
Muller, like McMaster, also noted that the algorithm 
minimised the total areal displacement between the 
simplified line and the original line, but questioned the 
value of McMaster’s metric, since it could not be used to 
determine whether an algorithm was capable of preserving 
the geometric shape of the original line. Two entirely dif- 
ferent geometric shapes could result in the same amount of 
overall displacement (Muller?O, p. 31). Muller’s use of 
fractal dimensionality as an evaluative measure is equally 
questionable. given his own admission that traditional car- 
tographers preserve neither statistical self-similarity nor 
fractal dimensionality when generalising lines. 
MonmonierZ8 and Thapa30 proposed that the 
Douglas-Peucker algorithm could only be successfully 
applied when the reduction in scale was modest. Dettori 
and Falcidieno’6, Deveau3’ and Thapa’O have recently pro- 
duced their own line simplification algorithms. Thapa 
moved away from the concept of retaining perceptually 
critical points in order to preserve the character of a line. 
He argued that the retention of all critical points resulted in 
spikes in the simplified line, and that whilst critical point 
detection is important, not all such points should be 
retained if the simplified line is to appear “smooth, unclut- 
tered and aesthetically pleasing” (p 516). Thapa’s algo- 
rithm therefore seeks to preserve the general shape of the 
line, rather than the critical points. 
Although proponents of alternative algorithms and 
other workers have expressed specific reservations, as dis- 
cussed above, we are unaware of a systematic and detailed 
analysis of the merits and the deficiencies of the Douglas- 
Peucker method. This is necessary since no single line 
simplification algorithm can satisfy all requirements. The 
Douglas-Peucker algorithm has been deemed cartographi- 
cally sound by some prominent cartographers, at least when 
used with their test data. It cannot therefore be dismissed 
without a systematic evaluation and demonstration of its 
properties using more complex test data. Our research was 
based on the digitised boundary tiles of England. Scotland 
and Wales, held at the South West Universities Regional 
Computer Centre (Wise3’). 
3. Observations and Discussion 
3.1. Cleaning, Weeding and Simplification 
Digitised data has to be ‘cleaned’ prior to their storage in 
spatial databases. Cleaning involves the removal of spuri- 
ous elements, such as spikes, knots, switchbacks, 
overshoots, duplicates and other redundant data. Some of 
these errors may be removed automatically by ‘weeding’ 
algorithms. The Douglas-Peucker algorithm was initially 
used as a weeding algorithm to remove superfluous points 
from line data captured by stream digitising. Even at the 
input scale, a tolerance factor corresponding to half the 
width of the digitised line may be used to define a single 
tolerance band. As shown in Figure I A .  all points falling 
within this tolerance band may be discarded without loss of 
information; they are judged to be the result of psychomn- 
tor errors. This is a reasonable proposition, and is based on 
earlier work by L a i ~ g ~ ~ .  This method of weeding also 
removes switchbacks on lines located within the tolerance 
band (Figure 1B). It is, however, insufficient for cleaning 
line data since it is incapable of removing knots or spikes 
extending outside the band (Figure IC). During weeding, 
the line is being filtered at its original scale. Cleaned data, 
D l  I .  
/ 
I ,  
I ,  , ,  
,‘ ,I‘ TOLERANCE 
. .  
_ ’  PROBABLE WIDTH OF 
.. ORIGINAL UNE 
SIMPLIFIED miw / LINE 
Figure I .  Implications of the tolence hand in the Douglas-Peuckrr algorithm 
M .  Visvalin,yom et a/. I Thr Dou,qlas-Peucker Al,yoriihrn 217 
1 
1 SOURCE DATA. 1495  POINTS 
~ 
I 
SIMPLIFIED DATA. 7 6  POINTS 
d 
1 SOURCE DATA:  200 POINTS 
Figure 2. Comparison of lines simplified using the Douglas Peucker ulgorithm with manually simplified lines 
stored in spatial databases, undergo further ‘simplification’ 
when they are subsequently displayed graphically. The 
Douglas-Peucker algorithm is widely used for such carto- 
graphic simplification by deriving the tolerance value as 
function of map scale and device resolution. The applica- 
tion of the algorithm for weeding and simplification pur- 
poses incurs a change in the tolerance value but not in the 
behaviour of the algorithm. 
The algorithm is sensitive to the orientation of 
geometric features. It will retain spiky detail but will tend 
to overgeneralise variations within the tolerance band as 
demonstrated by Van HornZ7. This produces an aestheti- 
cally unbalanced generalisation. Figure 2A depicts an 
unfiltered section of the coastline around Carmarthen Bay 
(Dyfed, Wales). Figure 2 8  depicts the same coastline as 
simplified by the Douglas-Peucker algorithm. It can be 
seen that the creeks on the northern coast of the peninsula 
(extreme right) are retained at this level of simplification. 
The problem of unbalanced simplifications becomes pro- 
gressively worse with increasing values of tolerance. Fig- 
ure 2C depicts the same coastline in grossly simplified 
form. Much of the coastline has been over-generalised, but 
the creek area has still been preserved in some detail. 
The detailed character of the line can be maintained 
through weeding when scale reduction is modest. With 
progressive reduction, such detail becomes unsightly and 
impedes communication and must therefore be eliminated 
by abstraction. Figure 2D shows a manually generalised 
version of the the same coastline. Data for Figures 2A and 
2D were independently digitised by different agencies from 
different source maps. As J e n k ~ ~ ~  observed, digitising is 
error prone, and is in itself a generalising process. These 
Figures are therefore included to illustrate the type, rather 
than the accuracy of simplification. Thus. McMaster’s cri- 
terion of preservation of angularity and minimal vector and 
areal displacement are good measures for retaining the 
detailed character of the line, i.e. for weeding, but are poor 
measures of simplification for caricatural generalisation. 
Monmonier28, Thapa30 and other workers have sug- 
gested that the algorithm may be successfully applied when 
scale changes are modest, but that it is inappropriate when 
scale changes are great. Since this degradation of accepta- 
bility is not related to any variation in the inherent 
behaviour of the algorithm, it must be related to changing 
objectives and expectations. 
3.2. Differing Objectives of Generalisation 
J e n k ~ ~ ~  classified simplified representations into four 
categories based on three perceptual thresholds whose 
existence he verified by psychophysical testing. Applica- 
tions, such as contour mapping, require simplified lines to 
appear very similar to the original, and are therefore sub- 
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jected to relatively low levels of generalisation. Thematic 
maps can stand higher levels of simplification, but the maps 
must be recognisable, even if they are perceived as dif- 
ferent from the original. Cartograms and newsmaps can be 
subjected to even further simplification as long as the maps 
remain recognisable. Cartograms (see Cuff and M a t t ~ o n ~ ~ )  
often preserve only the topological relationships. Maps 
generalised beyond recognition should not be used. Figure 
3 was produced from less than 1% of the original source 
data. The fact that this distinctive coastline is still 
recognisable may be construed by some to indicate that the 
Douglas-Peucker algorithm produces satisfactory results 
even at very high levels of simplification. However, recog- 
nition is partly based on a priori knowledge, context and 
expectations. The fact that the results are recognisable does 
not imply that they are cartographically sound. 
Jenks' classification of simplified representations sug- 
gests that the objectives, and not just the degree of 
simplification, are variable. McMaster's mathematical 
measures of simplification and Muller's measures of self- 
similarity and fractal dimensionality may be applicable to 




Figure 3. The coastline of Britain using 832 (1%) of the 
80.494 available points 
minimally simplified maps. Alternative measures have to 
be formulated for other classes of more abstract 
simplifications. Current applications of these statistical 
measures do not distinguish between inadvertent and deli- 
berate departures from the original line. 
3.3. Strategies for Coping with Unbalanced 
Simplifications 
Van Horn2' and B~ttenfield'~ proposed alternative stra- 
tegies for correcting the unbalanced simplifications result- 
ing from use of a single tolerance value with the Douglas- 
Peucker algorithm. Van Horn succeeded in retaining some 
detail along what had previously been overgeneralised sec- 
tions of coastline by pre-processing the points to reduce 
their precision. His strategy involved moving points to the 
nearest corner of a grid cell, the resolution of which was 
tied to that of the display device and the scale of display. 
However, this strategy would theoretically worsen, rather 
than improve, deeply fretted and dense sections of coast- 
line. Buttenfield attempted to identify different types of 
geomorphic features using statistical measures derived 
from Ballard'sI3 strip tree representation of lines. Ballard's 
work in turn was influenced by P e ~ k e r ' s ~ ~  method. 
Buttenfield concluded that it was possible to recognise 
geometrically different types of lines, but that it was not 
possible to identify geomorphic features with any degree of 
certainty. She suggested that the segmentation of a line 
into its constituent geometric types could facilitate the use 
of a set of suitable tolerance values to achieve more bal- 
anced simplifications at given scales. In our opinion, it 
would also be necessary to identify complex lines which 
could not be simplified satisfactorily by use of the 
Douglas-Peucker algorithm. Figure 2C demonstrates that 
the mere increase of tolerance values is insufficient to pro- 
duce a satisfactory generalisation of such complex lines. 
3.1. The Concept of a Fixed Rank Order of Critical 
Points 
Use of the Douglas-Peucker algorithm assumes that, both 
geometrically and perceptually, the most important points 
are those which have the highest offset values, and that the 
least important points are those which have the lowest 
offset values. Previous implementations of the Douglas- 
Peucker algorithm have not facilitated the evaluation of this 
proposition. Most have tended either to select or reject 
points using tolerance values to terminate the recursive sub- 
division of a line. The *GENERAL command in the 
GIMMS mapping package (Waugh and McCalden'') is an 
improvement in that it allows the user to assign points to 
nominal, scale-related classes. However, such classes are 
inadequate for the purposes of evaluation. Scope for 
detailed evaluation was provided by Wade's implementa- 
tion (Whyatt and Wade37), which associates with each ver- 
tex the perpendicular offset value which led to its selection. 
This overcomes one of the major criticisms of the 
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algorithm, namely that it  is computationally demanding at 
run time. With database machines, lines could be filtered 
or simplified at source, reducing retrieval time. Also, the 
recording of offset values with vertices encouraged the use 
of visualisation techniques in the evaluation of the algo- 
rithm as described below. 
Figure 4A graphically compares the offset values 
recorded with each vertex along the stretch of coastline 
shown in Figure 4B. If graphical information systems of 
the type described by Visvalingam8 were available, then it 
would have been relatively easy to cross-reference data in 
these two displays in order to clarify and refine concepts. 
Instead, cross-referencing was done manually. The largest 
offsets values do not necessarily refer to the points which 
are perceptually most significant. Points which Attneave2' 
would have identified as critical in the Sunk Island region 
(points a and b on Figure 4B), have very low rankings com- 
pared to others, such as point 24 which occurs along a rela- 
tively smooth section of the Lincolnshire coast. We will 
return to this example later. Thus offset values are not reli- 
able indicators for producing an unequivocal ranking of 
points with respect to perceptual significance. 
Although the relationship between scale and the 
number of points per feature is still not clear, lines tend to 
be represented by a smaller number of points at reduced 
scales (Topfer and P i l l e ~ i z e r ~ ~ ) .  The Douglas-Peucker 
method assumes that the rank order of points does not 
change with scale. Points used for small scale representa- 
tions are always a subset of those used in larger scale 
representations. This assumption is invalid in certain situa- 
tions, for example, along gently curving lines. On such 
lines, manual generalisations may result in different points 
being selected at different scales. Figures 5A and 5B show 
25 (30%) and 33 (40%) points selected manually from a set 
of-85 points. Compare these Figures with algorithmic 
selection of the same number of points in Figures 5C and 
5D respectively. Different points represent the stretches 
between A to A', B to B' and C to C'. Note also the conse- 
quences of retaining points P and Q shown on Figure 5D. 
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Figure 5 .  Illustration of the limired scope offered h?; the Dou~y1u.Y Peucker algorithm for udjusrinS the .riiupe of tht  derailed 
line 
ally critical p i n t ,  X. and the selection of Y instead. simplified line. Thus, the concept of a fixed rank order of 
Although the later inclusion of neighbouring points reduces critical points is not universally applicable. and the 
the information value of point Q,  the algorithm is unable to Douglas-Peucker rank ordering of points does not neces- 
drop this point. Figures 5E and 5F show the differences sarily coincide with human perception of significance. This 
between Figures 5B and 5D. These Figures indicate how makes us question the appropriateness of the strategy used 
the retention of points selected at higher levels of the by Jones and Abrahamz4 in’  their design of scale- 
hierarchy limit the scope for adjusting the shape of the independent databases for global cartographic data. 
3.5. Robustness of the Method 
Since the algorithm is sensitive to the orientation of 
features with respect to the anchor-floater lines, we decided 
to test its robustness. The coastline of Figure 4B was pro- 
gressively subdivided into two, four and eight segments 
and the offset values of vertices in each subdivision were 
recorded. The offset values of vertices on subdivisions of 
the line are plotted against offsets on the original line in 
Figures 6A-C. Here again, a generalised facility for cross- 
referencing and exploring the distribution of selected points 
and features on Figures 4 and 6 wouId have provided 
250 - 
200 - 
greater incentive for formulating and testing hypotheses 
about the generalising process. 
On Figures 6A-C, many points have identical values, 
and are unaffected by the segmentation of the line. The 
method is fairly robust in the sense that relatively few 
points change rank within the hierarchy. With the coastline 
of Humberside, only two. twelve and sixteen percent of the 
total 2226 points changed offset values when the line was 
subdivided into two, four and eight segments respectively. 
The stable points tend to be those with the lowest offsets. 
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extreme points and produces identical solutions from then 
on. 
Segmentation of the line has the greatest impact upon 
the initial points selected, i.e. those with higher offsets. 
Hence, at higher levels of simplification, the same section 
of coastline can appear somewhat different if the positions 
of the initial anchor and floater points are altered. These 
terminal points tend to coincide on islands and holes 
represented by closed loops. Smaller islands are usually 
eliminated using other rules (e.g. area), but the position of 
the anchor/floater point can affect the generalised shape of 
relatively narrow but long islands, as depicted in Figures 
The rank order of critical points is questionable. 
Also, the argument in favour of this algorithm based on the 
proposition that this “global holistic routine considers the 
line in its entirety while processing” (McMaster19, p. 95)  
appears to be misleading. The strip tree concept (Ballard13) 
and Figure 6 indicate that lines may be manually split at 
critical points without consequence. However, arbitrary 
segmentation of lines can cause problems. For example, 
the Market Analysis division of CACI (personal comrnuni- 
cation) found in 1983 that the boundary files for adrninis- 
7A-D. 
trative areas in Great Bntain (digitised by the Department 
of Environment (DOE) and the Scottish Development 
Department (SDD) and distributed then by SIA Inc.) pro- 
duced sliver polygons between the Scottish Regions and 
between Scotland and England. The Douglas-Peucker 
algorithm had been used with GIMMS to generalise the 
same bounding lines twice, independently. As depicted in 
Figure 8, the hypothetical national boundary line would 
have been generalised between nodes A and B in Scotland. 
and between nodes C and D in England. This resulted in 
two slightly different sets of points being selected to 
represent the same boundary, which created sliver 
polygons. Had the boundary been split at all significant 
nodes (namely A, B, C and D) this problem would not have 
arisen. Thus, differences in the selection of even a few ini- 
tial points can cause problems when integrating weeded 
cartographic files. 
3.6. Distortion of the Shape of Features 
Although McMaster’s conclusions commend the Douglas- 
Peucker algorithm as mathematically superior because it 
exhibits least areal displacement. visual observation shows 
that the algorithm distorts the shape of the coastline on his 
Figure 7. The impact of the choice of the anchor-floater point on the shape of features when using 9 of 63 points 
M .  Visvalin,qum et 01. t The Douglas-Peucker Algorithm 223 
own, relatively simple data set (see Figure 9A). The origi- 
nal line consisted of 40 points. A subset of 16 points was 
selected by McMasterI9 using the Douglas-Peucker algo- 
rithm (see Figure 9B). Figure 9C depicts the line as 
simplified by the authors using a different procedure. This 
simplification, which also consists of 16 points, preserves 
the general shape of the original coastline better than the 
Douglas-Peucker simplification. The latter distorts the 
shape of both bays and the third headland in Figure 9B, 
whilst the manual simplification, depicted in Figure 9C, 
preserves the general shape of these features. Although we 
question the appropriateness of McMaster’s mathematical 
measures, it is worth noting that in this case the Douglas- 
Peucker method results in an areal displacement which is 
10% greater than that produced by manual simplification. 
Williams’ proposition*’ that the Douglas-Peucker 
method produces good caricatures of lines because it 
retains maxima and minima is true only for simple lines. 
Because high offsets can be located on major or minor 
i 
I 
Figure 8. The need to use all topological nodes when gen- 
eralising lines in cartographic databases 
1 
SOUTHERN HOLDERNESS 
features, retention of points with high offsets can lead to 
some distortion of shapes as depicted in Figure 10A. The 
Sunk Island region has become truncated. The worst case 
Figure 9. Shape distortion resulting from Douglas-Peucker 
simplification 
HEAD OF THE HUMBER ESTUARY 
I 
Figure 10. The problem of a simplified line crossing itself 
of shape distortion results from the line crossing itself. Fig- 
ure 1OB depicts an example of this at the head of the 
Humber Estuary. This violates the most important rule in 
generalisation, namely that the logical and topological rela- 
tionships must be preserved. It has been suggested that the 
clumsy appearance of Douglas-Peucker simplified lines 
could be enhanced by smoothing operators. However, such 
operators can correct neither unbalanced simplifications nor 
distortions in shape. 
3.7. The Concept of Critical Points 
Advocates of the Douglas-Peucker method have not only 
conferred the term 'critical points' to the vertices selected 
by the method, but they have also endowed these points 
with the meaning which AttneaveZ1 previously ascribed to 
perceptually significant points. A 45% overlap of points in 
common between manually and digitally simplified lines 
does not justify White's conclusion that there was a high 
degree of correspondence. Instead, it indicates that there 
was a lack of consensus in over half the points selected by 
the algorithm. The designation of the term, "critical 
points", to two partially overlapping sets makes it ambigu- 
ous and confusing. The resulting confusion is reflected in 
Thapa's statement (Thapa3", p. 516) that "some of the crit- 
ical points which are likely to cause spikes in the general- 
ised lines must be eliminated if the generalised lines are to 
be smooth, uncluttered and aesthetically pleasing", which 
implies that some critical points are not so critical after all. 
Points selected by the Douglas-Peucker algorithm are 
not always critical. Manual generalisations take into 
account the relative importance of features. This is partly 
dependent upon the purpose of the map. Even if we ignore 
such variable factors, manual generalisations tend to 
preserve the shape of geometrically larger features at the 
expense of smaller ones. Critical points on the coastline of 
Figure 11A are those which define the shape of the larger 
A )  ORIGINAL LINE 
B) A YANUU SIMPLIFICATION 
C) DOUQLAS- PCUCKER SIYPLIFICATION f - FLOATER 
p1.m 'EXTREYE'POINTS 
Figure 1 I .  Shape distortion resulting from sdection of minor features 
(more important) feature. The minor bay would be 
removed by a traditional cartographer in this example (see 
Figure 1 IB). Generalising the same coastline using the 
Douglas-Peucker method would result in a simplification 
similar to that depicted in Figure IlC. The shape of the 
coastline has become distorted. The reason for this is that 
extreme points from the anchor-floater lines need not be 
located on points which define larger features, and in this 
instance, a point on the minor feature has been selected 
early on in the simplification process. Once selected, this 
point cannot be subsequently dropped. The resulting 
simplification is sub-optimal. 
4. Conclusions 
The mathematically elegant algorithm for line 
simplification described by Douglas and Peucker9 has been 
widely accepted and used within digital cartography. 
Advocates of alternative algorithms have started to express 
some anecdotal criticisms of the method in recent years. 
The mathematical evaluation of a number of competing 
algorithms has led McMaster to conclude that the 
Douglas-Peucker method is mathematically and perceptu- 
ally superior (McMa~ter’~) .  This paper has described some 
of the observations made during a detailed visual investiga- 
tion of the behaviour of the algorithm when applied to rela- 
tively complex data, and has also examined some of the 
implications of its use. Our observations may be summar- 
ised as follows: 
The importance of a point is dependent upon its posi- 
tion relative to the currently active anchor-floater line. 
No account is taken of the relative importance of the 
geometric, let alone substantive, feature on which the 
point is located, nor of its location vis-a-vis its neigh- 
bOUrS. 
It is assumed that points may be ranked in an une- 
quivocal manner. The possible impact of scale on the 
ranking of points is ignored. The ranking is based on 
the magnitude of offset values. The concept of such a 
scale-independent ranking of points is questionable. 
Although the method is sensitive to the orientation of 
the initial anchor-floater line, i.e the spatial sample, it 
is relatively robust. Relatively few points identified at 
lower levels of the hierarchy are subject to a change 
in status. Once common extreme points are located, 
the ranking of points becomes consistent. 
Scale-related line simplifications are produced by 
altering the magnitude of a tolerance factor, which is 
used as a filter. Only vertices with offset values in 
excess of the tolerance factor are retained. 
Several workers have observed that the use of a single 
tolerance factor results in an unbalanced generalisa- 
tion. Van Horn2’ and B~ttenfield’~ have suggested 
corrections to the method. These corrections can at 
best be regarded as fixes since the method, which is 
point rather than feature orientated, is sensitive to the 
orientation of features and can distort the shape of 
complex lines, especially those with spiky detail. 
Even critics of the method have suggested that the 
method performs well at modest levels of 
simplification or scale reduction. This incorrectly 
implies that the behaviour of the algorithm is different 
at modest compared with gross levels of 
simplification. It appears that the quality of accepta- 
bility is partly influenced by the limits of human per- 
ception. 
As described by J e n k ~ ~ ~ ,  our expectations of the 
results of line simplification also depend upon antici- 
pated uses, which may or may not be dependent upon 
scale. The Douglas-Peucker algorithm is only capa- 
ble of varying the degree of one type of 
simplification. With increasing simplification, the 
inherent weaknesses of the method become more visi- 
ble. These weaknesses suggest that the method is not 
even optimal for cleaning data during weeding. Since 
the behaviour of the algorithm is invariant, the 
method cannot produce the type of caricatural gen- 
eralisation which relies upon the elimination of 
features, which typify highly generalised lines. 
Generdlised, as opposed to weeded lines, tend to omit 
completely certain types of features, especially minor 
ones. This inevitably leads to some displacement of 
the simplified line relative to the original. Conse- 
quently, the high performance of the Douglas-Peucker 
algorithm on mathematical evaluations (as described 
by McMaster) may be interpreted as being indicative 
of its relative merits as a weeding algorithm. but not 
necessarily as evidence of its superiority as a gen- 
eralising algorithm. 
It could be argued that despite its weaknesses, the 
algorithm produces recognisable shapes. However, 
given a line with distinctive character, even computa- 
tionally cheap algorithms can yield recognisable 
shapes. Figures 12A and 12B depict the coastline of 
Humberside as simplified by the Douglas-Peucker 
algorithm and the n’th point algorithm. The vertices 
were sorted using their associated offset values and 
the most critical (largest) 10% of vertices are 
displayed in Figure 12A. Figure 12B shows every 
10th point in the original list. Even at this level of 
simplification, the n’th point algorithm produces an 
easily recognisable coast. It is only at grosser levels 
of simplification that significant differences hit the 
eye. We conclude from this that the ability to recog- 
nise a profile is an inadequate measure of the success 
of a line simplification algorithm. In our evaluations, 
we did not rely on passive visual assessment of the 
algorithm’s product. Instead, alternative visualiza- 
5 .  
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tions of the same data were contrived and cross- 
referenced to pursue hypotheses and draw conclu- 
sions, based on visual reasoning and logic, about the 
algorithm, its underlying assumptions and their impli- 
cations. 
Distinctive profiles do not test the skill of the carica- 
turist. A great deal of research output in the field of 
line simplification is questionable owing to the 
simplistic nature of the test data used. A large 
volume of line data is now available in digital form. 
In Britain, the DoE/SDD captured boundaries of the 
hierarchy of administration areas is now in the public 
domain (Whyatt and Wade37). Also a much greater 
variety of topographic data, captured by the Ordnance 
Survey of Great Britain, is available for research 
(Visvalingam and Kirby39). One of the main aims of 
our research is to identify and publicise a more exact- 
ing set of test data for use in evaluative studies. 
Several workers, for example Edwardsm and Irvine4’ 
have pointed out that objective statistical measures 
are not necessarily superior, and may indeed be very 
misleading. Visvalingam and Kirby’ and 
Visvalingard illustrated the much greater scope for 
concept refinement through visualisation. This paper 
has further illustrated the role of visualisation, here in 
the evaluations of an algorithm. 
The Douglas-Peucker algorithm is just one of several algo- 
rithms being evaluated by the Cartographic Information 
Systems Research Group. It is pertinent to note that similar 
ideas based on local maxima (peaks) and minima (pits) 
1 0 7  POiNTS USING 
DOUGLAS-PEUCKER 
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Figure 12. Comparison of simplifrcations resulring from 
the Douglas-Peucker and the N’rh point algorithm 
were used by Peucker and Douglas‘“ to derive a general- 
ised primal sketch of terrain. Their work is still cited and 
used in the field of terrain modelling (see for example the 
paper by Falcidieno and P i e n ~ v i ~ ~ ) .  Thus, the observations 
made in this paper are equally relevant to scale-related 
visualization of 3D data. 
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Appendix 1: Description of the Doughs-Peucker Algo- 
rithm 
This explanation of the Douglas-Peucker algorithm should 
be read in conjunction with Figure 13. Figures 13A and 
13C illustrate a detailed line and its simplification. Figure 
13B illustrates the concepts underlying the algorithm. In 
this Figure, the first point on the line is defined a the 
anchor (aO) and the last point as the floater (f0). These rwo 
points are connected by a straight line segment, and perpen- 
dicular offsets are calculated from this segment to all inter- 
vening points. The point with the greatest offset is 
identified, and its offset value is compared against a user 
specified tolerance value. If the offset of the point is less 
than the tolerance value. then the straight line segment (a0- 
to) is used to represent the original line in simplified form. 
In Figure 138, point f l  is the point with the grearesr 
offset. Since the offset of this point exceeds the tolerance 
value, it is selected as a new floater ( f l ) .  A new straight 
line segment is then constructed (aO-fl) and offsets are 
once again calculated for all intervening points. Point f2 is 
selected as a new floater since its offset exceeds the toler- 
ance value, and the old floater ( f l )  is stored in a stack. 
The selection process is once again repeated. Since 
all points between the anchor (aO) and the floater (f2) fall 
within tolerance. the most recently selected floater (f2) is 
defined as the new anchor. and the new floater ( f 1 )  is taken 
from the top of the stack of previously selected floaters. 
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Figure 13. Description of the Douglas-Pruckrr algorirhm 
Eventually, after several repetitions of the selection 
procedure, the anchor reaches the last point on the line, and 
the simplification process is complete. Points previously 
’selected as anchors are connected by straight line segments 
in order to produce a simplified line (Figure 13C). 
