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Food-health articles (FHA) contain invaluable information for health promotion. 
However, extracting this information manually is a challenging process due to the length 
and number of articles published yearly. Automatic text summarization efficiently 
identifies useful information across large bodies of text which in turn speeds up the 
delivery of useful information from FHA. This research work aims to investigate the 
performance of statistical based summarization and graphical based unsupervised 
learning summarization in extracting useful information from FHA related to diabetes, 
cardiovascular disease and cancer. Various combinations of introduction, result and 
conclusion sections of three hundred articles were collected, preprocessed and used for 
evaluating the performance of the two summarization technique types. Generated 
summaries are compared to the original abstracts using two measures. The first quantifies 
the similarity of the generated summary to the abstract. The second measure gauges the 
coverage of the generated summary and the article abstract to the article sections. 
Overall, this experiment showed the automatically generated summaries are not 
comparable to the human-made abstracts found in FHA and there is room for 
improvement since the highest similarity of the generated to the written abstract was 52-
57% and the sentence scoring of summarization could be optimized for various domains. 
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CHAPTER ONE  
 
INTRODUCTION 
1.1 The Problem Context 
Food-health articles (FHA) are important for the general public and for stakeholders 
involved in healthcare because they contain invaluable information for health promotion. 
Reading FHA would help people become more knowledgeable about the impact that food 
has on their body. This will help people make healthier food choices for themselves 
which in turn promote public health. However, reading a single FHA consumes a 
significant amount of time because of the large number of FHA pages with multiple 
sections of text per page. Additionally, choosing the most relevant FHA is a time-
consuming process because many FHA are published daily and to go through all of those 
articles is a difficult task for anyone and getting the necessary information that they need 
is even more difficult (Ross et al, 2018).  
Text summarization can play a significant role in speeding up the delivery of food 
health knowledge to the public by generating a short summary for the FHA without 
ignoring important pieces of information. The growing trend of publishing FHA on the 
internet increases the value and the need for automatic summarization. Abstracts from 
FHA summarize published articles and are written by the authors. Writing an abstract of 
a paper requires familiarity with the paper and the subject matter of the paper as well 
(Lloret et al, 2013). The ability to bring out the necessary content from an article and 
condense it with limited words requires skills (Luhn, 1958). Abstracts generated from 
authors can also be influenced by a writer’s attitude and their interpretation of the article 
can be biased and can give an inaccurate retelling of the article (Luhn, 1958). This work 
 2 
investigated two summarization approaches for generating a short summary for the 
FHA(s) related to diabetes, cardiovascular disease (CVD), and cancer. 
1.2 Terms and Definitions 
Term Definition 
Natural Language Processing (NLP)  Area of research and application that 
explores how computers can be used to 
analyze, understand, and manipulate 
natural text or speech for useful 
applications. 
Sentiment Analysis Used to identify the feeling, opinion, or 
belief of a statement. 
Summarizer Summarize a block of text, exacting topic 
sentences, and ignoring the rest  
Natural Language Toolkit (NLTK)  Python library providing modules for 
processing text, classifying, tokenizing, 
stemming, tagging, and parsing text 
N-grams A continuous sequence of n items from a 
given sample of text and speech. N-grams 
are collected from the text in scientific 
articles 
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1.3 The Problem Statement 
There are over 150,000 papers every year for the past 18 years that relate nutrition 
to the diseases: diabetes, CVD and cancer (Figure 1). This makes it difficult for both 
health professionals and patients to extract useful information from the papers related to 
their interest. This work investigated two different text summarization approaches for 
generating a short, clear and complete summary of FHA. 
 
Figure 1. The number of papers at different years using cardiovascular disease, 
diabetes, and cancer as keywords in Google Scholar.  
1.4 The Purpose 
The purpose of this work is to examine the potential for two different types of 
summarization approaches to generate an effective and short summary for the FHA(s) 
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statistics-based and the second is machine learning-based. The two approaches were 
applied to various combinations of the FHA sections such as introduction combined with 
result or introduction combined with methodology and results. The thesis developed a 
similarity metric to evaluate the similarity of the resulting summary relative to the paper 
abstract written by the paper author. The ultimate goal of this research is to provide 
guidelines and tools that improves the efficiency of automatic information extraction 
from FHA related to the diseases: diabetes, CVD and cancer. 
The performance of the selected summarization techniques was quantified using a 
similarity metric that measures the similarity of the resulting summary to the abstract 
written by the FHA author and was applied to various combinations of the FHA sections 
such as introduction combined with result or introduction combined with results and 
conclusion. This metric measures similarity based on n-grams. The coverage of the 
automatically generated summary to the different sections of the article is measured using 
the variance of the number of sentences in the summary belong to each section. 
1.5 Motivation 
Text summarization is important because large bodies of text need to be 
summarized to something that can be easily consumed by the reader. This thesis aims to 
evaluate different summarization methods and see how well they perform and to tell the 
user which summarization method work better for summarizing FHA. The 
summarization methods are statistical based summarization and graphical based 
unsupervised learning algorithm summarization.  
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 Beyond technology and NLP, this thesis also aims to improve the way people 
interpret food health articles. FHA articles are available to researchers in the scientific 
community but the sheer number of articles that they have to read is immense. Having a 
good summarizer can also accurately summarize FHA articles which do not have 
abstracts and can help them save time and help them focus on their research more. 
 This research aligns with the Government of Canada’s vision of the agriculture-
food sector of Canada to promote safety, sustainability and high quality of food products 
(Report of Canada’s Economic Strategy Tables: Agri-Food, 2018). 
1.6 The Proposed Work 
The information provided in the science articles is summarized using a statistical 
text summarization approach and a machine learning based approach.  The summaries 
were generated based on various combinations of the FHA sections such as introduction 
combined with results or introduction combined with the methodology. The summaries 
are then compared to the abstracts to evaluate the performance of the summarization 
approaches based on the similarity of their summaries to the abstracts written by the 
authors and the coverage of the summaries and the abstracts to the article sections. The 
similarity between a generated summary and the corresponding abstract was measured by 
comparing the n-grams terms for the summary to the corresponding abstract. An 
automatic comparison was performed between the summaries and the corresponding 
abstracts to evaluate the coverage of the generated summary compared to the coverage of 
the corresponding abstracts to the different sections of the article. This experiment used 
300 papers from cancers, diabetes, and cardiovascular diseases. The generated summaries 
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and the abstracts of the 300 FHA articles have been analyzed to evaluate the ability of the 
selected summarization algorithms to extract useful information from the FHA(s) related 
to the three diseases.   
Two approaches to automatic text summarization were used: statistical based 
summarization tools and graphical based unsupervised learning algorithm summarization 
tools using a tool called LexRank (Liang et al, 2012). These two were chosen to compare 
their effectiveness when generating summaries for scientific articles based on their 
success in text summarization literature as well as their popularity and their ease of use. 
LexRank uses unsupervised learning for text summarization using graph-based centrality 
to score sentences (Liang et al, 2012). The graph maps all the sentences from a body of 
text and will recommend sentences to be used in the summary based on similarity to 
other sentences (Liang et al, 2012). Similar sentences are seen as important and sentences 
that are recommended will also be seen as important which will get the sentence ranked 
more highly which will have a greater chance of being placed in the summary (Liang et 
al, 2012).   
With advances of text summarization techniques and the application of extraction-
based summarization, this research hopes to summarize scientific articles accurately and 
efficiently. 
1.7 Thesis statement 
A text summarization system can be developed that is able to automatically 
generate a summary for food-health articles relevant to the three proposed diseases such 
that the generated summary contains information comparable to the article abstract 
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written by the author. The proposed summary approaches evaluate the significance of 
each sentence in the articles and use the most significant sentences to generate the 
summary. This research aims to determine the summarization approach including 
relevant settings that extracts comparable useful information to the information presented 
by the abstract written by the author. 
1.8 Contributions 
This work showed how to use summarization approaches to generate a summary 
for food-health articles related to the diseases: CVD, diabetes and cancer. The 
contributions of this work include: 
• Identified the best sections in the FHA to be used as a source for the summary by 
showing that including the introduction, results, and conclusion would generate 
better summaries than any combinations 
• Developed a measure that quantifies the similarity between the generated 
summary and the abstract written by the author. 
• Developed a measure that quantifies the coverage of the generated summary to 
the article sections. 
1.9 Organization of Thesis 
The remainder of this thesis consists of a literature review, methodology and results. The 
literature review focuses on how NLP currently summarizes text, why tokenization is 
important for NLP and text summarization, and the different approaches in text 
summarization. The methodology section describes the details of the methodologies 
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involved in the work. This includes the pipeline for producing the summaries, how 
Natural Language Tool Kit (NLTK) will be used to extract words from text, how tokens 
will be used for the summarization process. NLTK is a Python program that has tools to 
work with human language and can be found in https://www.nltk.org/. The results section 
highlights the experimental findings including the analysis of these findings. The 
conclusion summarizes the experimental findings, explains the impact of automatic 
summarizers with respect to FHA, and potential future research. 
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CHAPTER TWO  
 
CONTEXTUAL BACKGROUND AND LITERATURE REVIEW 
Text summarization is a significant process that can accelerate the knowledge delivery to 
the public when the summary contains the useful information in the source text. This 
work focuses on extracting useful information from FHA(s) related to diabetes, CVD and 
cancer. This chapter reviews relevant research to text summarization including steps of 
text summarization approaches, types of approaches (i.e. statistical and machine-learning 
based) and how these different approaches generate the summary. 
2.1. NLP for text summarization  
Bui et al, 2016, have developed a text summarization system was created to gather 
data from full text in systematic review development (Bui et al., 2016). They extracted 
data from publication reports in a standard process in systematic review development and 
developed a text summarization system aimed at enhancing productivity and reducing 
errors in the traditional data extraction process. They used machine learning and NLP to 
generate summaries of full-text scientific publications and attempted to summarize 
clinical data elements like sample size, group size, and PICO values (Bui et al., 2016). 
Computer-generated summaries compared with human-written summaries (title and 
abstract) and looked for the presence of necessary information for the data extraction and 
were able to produce summaries that covered more information than the summaries 
created by humans (Figure 2).  
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Figure 2: Overall architecture of text summarization system for articles (Bui et 
al., 2016). 
Another experiment used NLP for spoken diet records in order to focus on dietary 
assessment (Lacson et al., 2006). Previous methods of dietary assessment include written 
records, 24-hour recalls, and food frequency questionnaires and attempted to use mobile 
phones provide real-time dietary records instead of written records (Bui et al., 2016). 
Understanding a perfect transcript of spoken dietary records is challenging and the 
approach takes the identification of food items, identification of food quantifiers, 
classification of food quantifiers and temporal annotation. They proposed a method for 
automatically processing transcribed SDRs and used natural language to evaluate what 
they ate and the density of relevant sentences (Bui et al., 2016).  
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2.1.1. The Use of Tokenization in NLP   
 The tokenization process involves breaking up a body of text into basic units 
called tokens. This process is tokenization omits characters like punctuation and 
tokenization is commonly used as the first step in NLP and in automatic summarization 
(Hassler and Fliedl, 2006). Tokenization is an important step for text summarization 
because it allows text mining of large text, the ability to assess each word or group of 
words individually and determine specific patterns based on classification of the words 
(Hassler and Fliedl, 2006). The additional feature of using tokens instead is that tokens 
can be language independent and can be used by NLP algorithms for performing pattern 
matching and categorization (Hassler and Fliedl, 2006).  
2.2. Extractive and Abstractive Summarization 
Extractive and abstractive summarization are two common methods for text 
summarization. Extractive summarization involves taking important sentences, words, 
and paragraphs from a document and transforming them into a shorter form. Terms that 
are deemed important are decided based on statistical and linguistic features (Gupta, 
2010). Extractive text summarization has been successful on multi-document datasets 
(Varalakshmi and Kallimani, 2018).  
Abstractive summarization involves understanding the main concepts from a 
document and then making those concepts in natural language. Linguistic methods are 
used to interpret the document and generate expressions that would best describe the 
interpretation in the form of shorter text and conveys the most important information. 
(Gupta, 2010). Abstractive text summarization techniques have also been successful on 
multi-document datasets as well (Raphal, et al, 2018).   
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2.3 Statistical Based Approaches to Text Summarization  
  Statistical Based Approach involves the extraction of keywords from a document. 
The keywords extracted go through statistical features to determine the characteristic of 
the document such as word frequency, term frequency-inverse document frequency, and 
position of the keyword (Webster and Kit, 1992). Chandra et al, 2011 used a 
summarization approach by extracting the most essential concepts with text mining 
techniques. The research developed a statistical automatic text summarization approach 
using a probabilistic model in order to improve the performance of the summaries. The 
term weights are determined using a probabilistic model and then identifies the 
relationships to determine the semantic relationship significance of nouns. The better the 
semantic relationship significance value is, the better the rank score for the sentence.  
To determine the significance of the sentences in an article, the words of these 
sentence are analyzed. The frequency of a word occurrences in an article would indicate 
that this word is a significant word. The relative position a word within a sentence can 
also be used as a useful measurement for determining the significance of the sentence. 
Significance is based on those two measurements (Chandra et al, 2011). 
A writer normally repeats certain words when elaborating on a certain subject and it 
indicates more emphasis and thus the word is more significant (Chandra et al, 2011).This 
scoring does not differentiate between word forms. Thus, words with different tenses are 
considered identical and are considered the same word. Inventory of the words is taken to 
generate a word list and frequency of those words is taken. The procedure for this is 
simple and is not computationally complex. Authors use different words to describe the 
same thing is unlikely and, in the event, that authors use synonyms for stylistic reasons, 
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the authors will likely run out of alternatives (Chandra et al, 2011). Automatically 
generated abstracts have high-degree of reliability, consistency, and stability because they 
do not have the variations and orientation of human capabilities and are generated using 
statistical analysis using the authors own words (Chandra et al, 2011).  
2.4. Machine Learning Based Approaches for Text Summarization 
 Machine learning based approach requires features and an annotated dataset to 
train the models. Most popular machine learning techniques include Naïve Bayes, 
decision trees, Hidden Markov Model, Neural Network and Support Vector Machines. 
(Webster and Kit, 1992). 
Machine learning has also had an impact on text summarization. It closely 
resembles classification problems where the training models are the “summary sentence” 
when they belong to the reference summary or “non-summary sentence” if they are not. 
Naïve Bayes and Neural Networks are machine learning methods used to generate 
summaries (Kumar, 2016).  Machine learning based approaches use unsupervised and 
supervised learning methods to perform text summarization.  
Unsupervised learning methods do not need to learn from premade human 
summaries and will attempt to decide the most important features from a document. 
Approaches that used unsupervised methods include graph-based, concept-based, fuzzy 
logic-based, and latent semantic analysis (Moratanch & Chitrakala, 2017).  
The graph-based approach uses graphs to represent a document (Yang, 2018). The 
nodes in the graph comprise of different features found in the document and have 
iterative ranking for each node helps in determining important sentences and building 
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coherent final summaries (Kaynar et al, 2017). LexRank uses a graph-based approach to 
determine the salience of a sentence using Eigenvector centrality. LexRank breaks down 
the document into graph nodes that contain sentences and the edges between each 
sentence is the weighted cosine similarity values. Sentences of similar weight are 
clustered together into groups and those sentences are ranked using a LexRank scoring 
algorithm (Moratanch & Chitrakala, 2017). 
Fuzzy logic-based approach uses a defuzzifier, fuzzifier, fuzzy knowledge base and 
inference engine to determine if sentences in a document are significant. The fuzzy 
system will take a document to extract features from it. The order in which the sentences 
occur in the original document and the ranking of the sentences based on fuzzy logic will 
generate the summary (Moratanch & Chitrakala, 2017). 
The concept-based approaches use an external knowledge source like Wikipedia to 
extract concepts. Sentences are extracted from a document and are ranked based on 
importance. The rank is calculated using a conceptual vector or graph model to compare 
the concepts from the external knowledge source to the document sentences and similar 
sentences are eliminated to reduce redundancy in the final summary (Moratanch & 
Chitrakala, 2017). 
Supervised learning methods use pre-made human summaries to learn and classify 
summary and non-summary sentences. A human is needed to label what sentences are 
summary and non-summary sentences (Moratanch & Chitrakala, 2017). 
The Naïve Bayes classifier is fed data from a document for learning and makes 
features independent from each other. The probability of being included in the summary 
is determined by the number of features in the sentence. The probability will be used to 
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score the sentence and the highest scoring sentences will be used in the summary. Naïve 
Bayes rule has a training stage that takes in training documents and extractive summaries 
and sentences are then classified as either non-summary or summary based on features in 
the sentence. The classification is learned from the training data based on Bayes rule 
which uses the set of sentences and the features used the classification stage. Based on 
those features, Bayes rule will give a probability to how likely the sentence will be 
included in the summary (Moratanch & Chitrakala, 2017).  
The Neural Network approach involves using neural nets to determine what 
sentences are important in a document (Zhong et al, 2015). RankNet is an algorithm 
developed by Burges et al. that is used in conjunction with a two-layer neural network 
and backpropagation. Training data is labeled and then features are extracted from the 
sentences in both test and training sets. The neural net takes in the sentences for ranking. 
Another proposed approach involves a three-layered feed-forward neural net and learns 
the characteristics of what summary and non-summary sentences are. Infrequent features 
are eliminated and frequent features are brought together to rank sentences and determine 
which sentences are important (Moratanch & Chitrakala, 2017). 
 This work uses statistical-based approaches and graph-based approaches for 
generating text summaries and both are used because of their simplicity, easy 
implementation, and usefulness. 
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CHAPTER THREE  
 
METHODOLOGY 
This chapter discusses the methodology used in this research work. This includes 
the steps for building the article summarization system, measures, testing and evaluation 
strategies. 
3.1 The proposed summarization system 
This work aims to identify the components of a text summarization system for FHA(s) 
related to diabetes, CVD and Cancer. This includes answering two questions. The first is 
what are the parts of the article that provide more information for generating a summary? 
The second question is which type of summarization techniques is appropriate for 
summarizing FHA(s) of these three diseases. The proposed methods were designed to 
answer these two questions and the methods are shown in Figure 3. The figure shows the 
data fed to the summarization approach (summarizer) including the testing strategy for 
the summarizer’s output.  
 
Figure 3: The overall method of producing and evaluating summaries from papers. 
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3.1.1 Data 
One hundred articles per each disease have been used to develop and test the 
proposed summarization system. Each article consists of different sections such as 
introduction and conclusion. This work focuses on using various combinations of 
introduction, results, and conclusions because this work aims to identify the significance 
of the different section combinations to the performance of the generated summary. 
Three combinations were fed to the summarizer (text summarization approach). These 
combinations are introduction-results; results-conclusions; and introduction-results-
conclusion. Each combination contains bodies of text which went through a 
preprocessing phase where extra whitespace and newline characters are removed. Other 
items that are irrelevant such as citation referencing using numbers are also removed. 
Each category had one hundred articles and the text from each article was extracted by 
copying the text and placing the text in a text file.  
Data preprocessing was performed using Python. The first step in preprocessing 
was to removing large white spaces found between paragraphs and newline characters by 
converting them into regular spaces or None if found at end of the text. The code snippet 
below finds the Unicode for form feed page breaks (\f), a horizontal tab that makes 
indents for the beginning of each paragraph (\t), line feed that makes paragraphs go to 
next line(\n), and carriage return that may be found at the end of the text (\r). A regex 
expression was also used to remove contents with square brackets since those contents 




3.1.2 Tokenization and Frequency Count Processes  
After preprocessing the data, the bodies of text were tokenized. Tokenization 
process breaks the received text into sentences and words. The Natural Language Tool 
Kit (NLTK) provides several useful tools for the tokenization process. Stop words need 
to be removed in order to not have an impact on the scoring of the sentences on the final 
summary. NLTK has a list of stop words (stopwords from nltk.corpus) and removed 
those words from the text as well as punctuation. NLTK was also used to turn words into 
lower case and to return unique words from the input (word_tokenize from nltk.tokenize). 
The tokenized content was stored into individual sentences (sent_tokenize from 
nltk.tokenize) while words that are not in stop-word list or punctuation were returned. 
The frequency of the words was stored to be used later by the summarizer to identify 
important words and sentences.  
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3.1.3 Summarizer  
 In order to generate a summary of an article, a scoring system was set up. Having 
a list of unique sentences and unique words generated in the previous step (tokenization), 
a score was generated to determine the frequency of each word occurring in the text and 
use that to assign a score for each sentence using FreqDist function from nltk.probability.  
 
The frequency of each of the filtered words from the list of tokens was determined and 
then sentences were iterated over and the rank of each sentence ranking went up based on 
the frequency of the words of this sentence found from the list of tokens. An example of 
the summarization process can be found in Figure 4a, 4b, 4c, and 4d. 
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Figure 4b) The words in the sentences were tokenized and turned into lower case. 
NLTK has a list of stop words that are removed to reduce the impact on the scoring 
of the sentences on the final summary.  
 
 
Figure 4c) A frequency map based on the filtered list of words and was used to pro-
duce a map of each sentence its total score. The frequency of each word that oc-
curred in the text is used to grade the sentences.  
 
 
Figure 4d) The final summary. Sentences 11, 13, 16, and 21 were used because they 
had the highest scores.  
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The summary generated was configured to contain only four sentences in order to 
generate summaries that are concise and relevant. The four sentences are selected based 
on the sentence score calculated and stored in the tokenization process. The sentences 
have been sorted in descending order. The sorted list of the sentences has been 
transformed into a list of numeric positions. Each sentence gathered from the tokenized 
list is placed into the final summary and made sure that they appear in a logical order 
(introduction comes first, results in the middle, the conclusion comes last). This created 
the summary which is the product of the summarizer. Two types of summarizer were 
investigated in this study. The first is a statistically based summarizer and the second is 
machine-learning-based and called LexRank.  
LexRank generates a graph that contains all the sentences in a document. Each 
sentence is a node in the graph, the edges are similarity relationship between sentences. 
LexRank uses a bag-of-words model to measure the similarity between sentences and 
similarity between sentences is determined by the frequency of word occurrence in a 
sentence. It uses the TF-IDF formulation where TF is term frequency and IDF is Inverse 
Document Frequency. It calculates the TF results in similarity strength when there are 
more word occurrences. IDF takes low occurrence words and how they inversely 
contribute to a higher value to the measurement. The magnitude of similarity between 
sentences is calculated using a combination of TF-IDF and cosine similarity in the IDF-




Figure 5. The IDF-modified-cosine formula of LexRank (Erkan and Radev 2004). 
The formula measures the magnitude between sentences. Two sentences are 
similar if they are closer to each other which is determined when the cosine angle 
between sentences is smaller (Figure 6). 
 
Figure 6. Cosine distance/similarity (Dangeti, 2017) 
The calculated similarity is used to build a similarity matrix which can be used in 
a similarity graph. The LexRank algorithm analyzes the graph and the sentences that 
make up the nodes in the graph and the importance those sentences have to the 
neighbouring sentences. 
Important sentences are filtered out of the similarity matrix using a thresholding 
mechanism. A subset of the similarity graph is generated and nodes that have the highest 
 24 
degree of similarity are chosen as the sentence that represents the summary of the 
sentence. 
3.2 Measures 
Two measures were developed to quantify the similarity and the coverage 
performance of the generated summary compared to the abstract written by the FHA 
author. The first measure is called Similar N-grams and the second called Summary 
coverage. The two measures are described in the following two sections.  
3.2.1 Similar N-grams measure  
In this research, a new similarity measure called Similar N-grams was developed 
to quantify the similarity between the generated summary and the article abstract based 
on the number of similar n-gram terms in both of the generated summary and the abstract 
written by the FHA author. This measure tokenizes the summary and the abstract using 
the n-gram into two separate lists of n-gram terms. The first contains the n-grams of the 
summary and the second contains the n-grams of the abstract. The two lists are compared 
to count the number of similar n-gram terms in the two lists. This work used two versions 
of this measure. The first uses uni-gram and the second uses bi-gram.    
3.2.1 Coverage measure  
 The coverage of a summary was calculated automatically based on the variance of 
the number of sentences in the summary belongs to the three article sections: 
introduction, results and conclusion. To calculate this coverage measure, the sentences in 
the summary belonging to the introduction, result, and conclusion sections are counted 
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respectively followed by calculating the variance of these three numbers. If the three 
numbers are equal, then the variance will be zero. This means the summary covers all the 
sections of the article. If the variance is not zero, this means the summary focuses more 
on specific sections. The measure was calculated for the corresponding abstracts too to 
compare the coverage of the automatic summaries to the coverage of the abstracts. 
Since some papers do not list sections in their abstracts, a method was devised to 
determine what sentences in the abstract belong to which section (Figure 7). Sentences 
would be taken from the abstract and the n-grams would be taken from the sentences and 
compared with the n-grams from the article’s introduction. If the similarity score was 
above a threshold of 0.8, that sentence would belong to the introduction. If it was less 
than 0.8, the n-grams from the abstract are then compared with the n-grams from the 
results and if the similarity score was greater than 0.8, the sentence belongs to results. If 
it was less than 0.8, a final comparison was performed between the abstract n-grams and 
the conclusion n-grams. If the similarity score was above 0.8, the sentence belonged to 
the conclusion and if less than 0.8, it was discarded and not used. 
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Figure 7. Diagram flow for sentence categorization from sentences in the abstract 
The threshold of 0.8 was a determine through testing of other threshold values. 
First testing used a low threshold value of 0.50 and too many sentences were classified as 
introduction indicating too many false positives (e.g. sentences from results were 
classified as introduction sentences). A high threshold value of 0.95 was also tested and it 
was found that too many sentences were discarded with only one sentence chosen. 
Threshold values of 0.60, 0.65, 0.70, 0.75, 0.80, and 0.85 were also chosen and a 
threshold value of 0.80 showed the least amount of false positives compared to the other 
threshold values.  
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3.3 Testing Strategy  
The generated summary and the abstract written by the author was compared with 
each other using the similar-N-grams and the coverage measures to evaluate the quality 
of the generated summary from the perspective similarity and coverage. Each word from 
the summary and abstract was made into N-grams. A similarity score was generated by 
counting the number of items from the list of common words (words that are found both 
in the abstract and final summary) divided by the total number of words found in the 
abstract.  
𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 𝑆𝑐𝑜𝑟𝑒 =
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑖𝑡𝑒𝑚𝑠 𝑓𝑟𝑜𝑚 𝑡ℎ𝑒 𝑙𝑖𝑠𝑡 𝑜𝑓 𝑐𝑜𝑚𝑚𝑜𝑛 𝑤𝑜𝑟𝑑𝑠
𝑡𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑤𝑜𝑟𝑑𝑠 𝑓𝑜𝑢𝑛𝑑 𝑖𝑛 𝑡ℎ𝑒 𝑎𝑏𝑠𝑡𝑟𝑎𝑐𝑡
 
Two versions of the similarity measure were developed for comparison: the first 
version is based on unigram stage and the second version is based on the bi-gram stage. 
The unigram version looked for similarities using single grams to count how many words 
used in the automatic summary are used in the abstract. The bigram version looked for 
similarities to see if the automatic summary and the abstract are similar in sentence 
formation.  
 The same versions of the similar N-gram measure and the coverage measures  
were used for evaluating the performance of both of statistical-based approach and 
LexRank. The three hundred articles that were used in the summarization algorithm using 
statistical analysis were then used using the LexRank algorithm. The summarized articles 
from LexRank are compared with the abstract using n-grams and a similarity percentage 
was generated. The LexRank algorithm was implemented in Python using the existing 
LexRank library. 
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CHAPTER FOUR  
 
FINDINGS (ANALYSIS AND EVALUATION) 
  This chapter presents the findings (analysis and evaluation) of automatically 
summarizing three hundred food-health articles related to cancer, CVD, and diabetes 
using a statistically based summarizer and machine-learning-based summarizer. 
Summaries were generated based on different combinations of the article sections: 
introduction, result and conclusion. The quality of the resulting summaries was evaluated 
using two measures (as described in the previous chapter). The first called Similar N-
grams which measures the similarity between the generated summary and the abstract of 
the corresponding article. The second measure is called coverage which quantifies the 
coverage of the summary to the three sections of the article: introduction, results and 
conclusion. 
4.1. Comparison of statistical-based and machine learning based approaches 
 Figure 8 shows the similarity between the automatic summary generated based on 
three combinations of article sections using statistical-based and machine-learning-based 
summarization approaches. Two versions of the similarity measures were used: The first 




Figure 8: Percentage accuracy results from using statistical-based methods and 
LexRank on FHA using only introduction and results.   
The differences between statistical based methods and LexRank differ greatly and 
the observed results showed that statistically based methods had a closer resemblance to 
the abstract than the LexRank summarizer. This difference could be attributed to the 
ability of the statistics to extract more information compared to the machine learning-











Cancer 36.23 15.25 15.35 3.42
CVD 36.4 17.35 17.35 1.9


















Similarity Between Generated Summary and Abstract Using 
Only Introduction and Results
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Figure 9: Percentage similarity results from using statistical-based methods and 
LexRank on FHA using only results and conclusion.  
Figure 9 shows the similarity of the summary and the abstract when creating a 
summary based on a combination of the two sections results and conclusions. The results 











Cancer 25.73 11.32 8.23 1.82
CVD 20.45 11.87 8.09 1.8
















Similarity Between Generated Summary and Abstract Using 
Only Result and Conclusion
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Figure 10: Percentage similarity results from using statistical-based methods and 
LexRank on FHA using introduction, results and conclusion.  
Comparing all the results (Figure 10), it is evident that having the introduction, 
results, and conclusion together produces the best results using both statistical based 
methods and using LexRank. In addition, it also shows that statistically based methods 
perform better than LexRank and it shows that graphical based methods are not better 
than statistical methods. It shows that finding words that are the most significant by word 
count and then using those sentences which contain the most number of significant in the 
sentence generate a better summary that is more similar summaries to the abstract. The 
results also showed a better comparison using uni-gram than bi-grams. The uni-gram 











Cancer 55.28 31.25 20.29 7.42
CVD 57.89 33.76 24.98 6.9

















Similarity % Between Generated Summary and Abstract 
Using Introduction, Results, and Conclusion
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with each other and since it was a simple comparison of whether the summary and 
abstract contained the same number of words. By containing the similar grams, it showed 
that summaries and abstract are using the same words that both consider important. Bi-
grams were not a good method for comparison because since the abstract is re-written by 
the author and doesn’t extract exact sentences from the article, the abstract is written 
much more differently and will not have the same words together side by side. Bi-grams 
produces grams that have words together side-by-side and thus the similarity percentages 
will be lower than uni-gram.  
Comparing results from figure 8 and figure 9 demonstrates that the application of 
automatic summarization to the combination of introduction, result, and conclusion of 
FHA articles produce summaries with better similarity to the written abstracts than using 
only the combinations of the sections: introduction and results, or the combination of 
results and conclusion sections.  
4.2. Comparing the coverage of the generated summaries and the article abstracts  
 A sample of coverage calculations of nine FHA abstracts, corresponding 
generated summaries using statistic-based summer and summary generated using 
LexRank is shown in Table 1 to demonstrate how the coverage of the abstract and the 
summary was calculated using the introduction, results, and conclusion. We compared 
the coverage of the abstract and the coverage of summary for the articles of the three 
disease when using the two summarization approaches. The coverage is estimated based 
on how many sentences in the summary represent each section in the article. The 
variance of the number of sentences represents the coverage. The low variance indicates 
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that the coverage of the summary is high because its sentences are well distributed on the 
sections. The high variance indicates that the coverage of the summary is low because the 
sentences of the summary came from one section. 
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1 Diabetes 1 6 1 8.33 2 0 2 0.33 3 0 1 2.33 
2 Diabetes 2 3 2 0.33 2 1 1 0.33 2 0 2 1.33 
3 Diabetes 2 4 2 1.33 1 1 2 0.33 3 1 0 2.33 
 Total 5 13 5 21.33 5 2 5 6.33 8 1 3 13.0 
4 CVD 2 4 1 2.33 2 0 2 0.33 3 0 1 2.33 
5 CVD 2 2 1 0.33 3 0 1 2.33 3 0 1 2.33 
6 CVD 1 4 1 3.00 2 1 1 0.33 3 0 1 2.33 
 Total 5 10 3 13.00 7 3 4 5.33 9 0 3 21 
7 Cancer 3 0 2 2.33 2 0 2 0.33 2 0 2 1.33 
8 Cancer 2 1 1 0.33 2 0 2 0.33 2 0 2 1.33 
9 Cancer 3 4 2 1.00 2 1 1 0.33 3 0 1 2.33 




Table 1: A comparison of the abstract and how many sentences represented each 
section of a scientific paper using variance 
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The average variance gathering sentences from 300 article abstracts, statistic-
based generated summaries, and LexRank generated summaries can be found in Table 2 
and Figure 11. The average variance for the abstract was greater than the generated 
summaries because the number of sentences gathered for analysis in each of those 
sections could have greater than four and results had more sentences than the introduction 
and conclusion. The generated summaries collected exactly four sentences for the 
summary. The statistic-based summary and LexRank summary showed higher variance 
average in the introduction and the conclusion compared to the results which indicate that 
the generated summary took more sentences from the introduction and conclusion than 
from the results section. 
Disease 
Abstract Statistic-based summary LexRank Summary 
How many sentences 
represent 
How many sentences rep-
resent 



























































































2.4 4.1 1.8 2.23 1.43 1.25 1.31 1.5 1.33 1.33 1.35 1.60 
Cancer 2.2 3.4 1.8 1.13 1.33 1.31 1.36 1.51 1.47 1.21 1.32 1.55 
CVD 2.8 4.1 1.8 1.83 1.32 1.27 1.41 1.62 1.34 1.28 1.34 1.52 
Table 2: Average variance for 300 papers FHA articles (100 per disease) 
 35 
 
Figure 11: Comparison of average variance between the original abstract, and the 
generated statistic-based summary and the LexRank summary.  
 The average variance between different methods of automatic comparison can be 
seen in Figure 11 and Table 2. The statistic-based summary and the LexRank summary 
also show low variance. Since there was a low sentence count (four sentences generated 
in each summary), only a few sentences were chosen in the summary, which may trend 
the variance to a low value since the sentences would not differ that much from each 
other. Most automatic generated summaries completely omitted the results section. This 
omission can be due to the fact that the results section of a paper can be quite complex 
depending on what kind of paper is analyzed. If a paper has a lot of numbers or statistical 
symbols (e.g. +/-), it can make it difficult for a summarizer to interpret that information 
and won’t include it into the final summary. 
Abstract Statistical-based Summary LexRank Summary
Diabetes 2.23 1.5 1.6
Cancer 1.13 1.51 1.55













Average Variance Comparison between Abstract, 
Statistical-based Summary, and LexRank
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Overall, this experiment showed the automatically generated summaries are not 
comparable to the human-made abstracts found in FHA in terms of the coverage and the 
similarity. Figure 6 showed the highest accuracy between the generated summary and the 
written abstract (52-57%). There is room for improvement by optimizing the 
summarization techniques’ setting to specific domains. The purpose of this experiment 
was to show how effective different summarization techniques when summarizing FHA. 
The experiment found that statistically based methods performed much better than the 
graph-based method (LexRank) when comparing uni-grams and bi-grams. However, in 
terms of the overall effectiveness of automatically generated summaries, this experiment 
proved that they do not compare well to the author-generated abstract. However, it is not 
clear which one is better. the author-generated abstract could be biased while the 
automatic summary could ignore significant pieces of information because they were not 
repeated enough in the article. This requires more investigation.  
5.2 Future Work and Improvements  
One improvement that needs to be explored is the comparison between the 
generated summary and the abstract. Currently, using n-grams is good for extractive 
summarization techniques since extractive takes sentences that already exist in the 
document and puts them into a summary. Comparisons can easily be made between the 
number of n-grams that match in the summary and the abstract – especially for uni-gram 
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– and works well for this experiment since this experiment used only extractive 
summarization. However, different methods for comparison should be explored. 
Summarization comparison methods for abstractive summaries should be explored and 
should be created because n-grams would not work abstractive summaries since these 
summaries create new sentences that relate to the text analyzed. These methods, if 
created, could theoretically work for extractive summaries as well and may provide a 
different way of interpreting results than n-grams.  
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