Shifted Pruning for List Decoding of Polar Codes by Rowshan, Mohammad & Viterbo, Emanuele
ar
X
iv
:2
00
1.
10
73
2v
1 
 [c
s.I
T]
  2
9 J
an
 20
20
Shifted Pruning for List Decoding of Polar Codes
Mohammad Rowshan, Student Member, IEEE and Emanuele Viterbo, Fellow, IEEE
Abstract—In successive cancellation list (SCL) decoding, the
tree pruning operation retains the L best paths with respect
to metric at every decoding step. However, the correct path
might be among the L worst paths due to imposed penalties.
In this case, the correct path is pruned and the decoding process
fails. In this work, we propose a scheme for additional decoding
attempts when decoding fails, in which the pruning window
does not necessarily select the L best paths, but this window
is shifted between positions 1 and 2L in the sorted list. In the
simplest form, the L worst paths are selected at the decoding step
where the probability of elimination of the correct paths is high.
Additionally, we generalize the scheme and propose a number of
variants such as constrained shifting, nested shifting and shifting
under segmented decoding, aiming to reduce the computational
complexity. The numerical results for polar codes of length 512
with code rates 0.5 and 0.8 and list sizes L = 2, 8, 32, show
that the shifted-pruning scheme can provide 0.25-0.5 dB gain in
error correction performance, while the average computational
complexity approaches the conventional list decoding complexity
at practical FER ranges.
Index Terms—Polar codes, successive cancellation, list decod-
ing, tree pruning.
I. INTRODUCTION
Polar codes proposed by Arıkan in [1] are the first class
of constructive channel codes that was proven to achieve
the symmetric (Shannon) capacity of a binary-input discrete
memoryless channel (BI-DMC) using a low-complexity suc-
cessive cancellation (SC) decoder. However, error correction
performance of polar codes under SC decoding is far form
optimal. To address this issue, successive cancellation list
(SCL) decoder was proposed in [2] and yields an error
correction performance comparable to maximum-likelihood
(ML) decoding at high SNR. Furthermore, concatenation of
cyclic redundancy check (CRC) bits to polar codes provide a
significant improvement in the performance.
When SC or SCL decoding fails, we may be able to correct
the error(s) in additional decoding attempts. Bit-flipping [3] is
a popular method to improve the error correction performance
of SC decoder by flipping the low-reliability bit(s) when the
decoding fails. As the experiments in [3] showed, a predomi-
nant portion of the decoding failures occurs by a single error
in bit estimation due to channel noise. Thus, by finding the
first erroneous bit and flipping the estimated value, the error
propagation can be prevented. This idea was further improved
by using different schemes and metrics in selecting the low-
reliability bits and multiple bit-flipping algorithms [4], [5]. The
performance of these methods can approach the performance
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of SCL decoding with average list size, which is inferior to
the performance of CRC-aided SCL decoding. However, in
terms of complexity, nested/multiple bit-flipping may require
a massive number of attempts.
Unlike the previous work, where the focus was improving
the performance of SC decoding, other literature aimed at
improving the the performance of SC list decoding. In [6],
the bit-flipping method was employed in CRC-aided SCL
decoding in which the error correction performance improved
by 0.15-0.25 dB for block-lengths of 256 and 512 and code
rate 1/2. Adaptive CRC-aided SCL decoding in [7] improved
the performance by gradually increasing the list size (L) by
factor of two when the decoding fails. However, increasing
the list size not only contributes in a larger complexity but
also requires enough hardware resources to support that. Also,
as the results show, the performance gain beyond list size
L > 32 is less then 0.1 dB which is obtained at a very high
cost of doubling the resources. Lastly, in the repetition-assisted
scheme for CRC-aided SCL decoding [8], the low-reliability
bits were repeated in the code to replace the erroneous bits
in additional decoding attempts. This scheme improved the
performance by 0.2 dB at high code rates.
The aforementioned methods either cannot outperform
CRC-aided SCL decoding with large list size or require signif-
icantly larger hardware resources. A low-complexity decoding
scheme which improves the performance significantly without
the need to extra hardware resources is desirable.
In this work, instead of flipping the low-reliability bits
to avoid error propagation in CRC-aided SCL decoding, we
suggest to change the pruning rule in order to avoid the
elimination of the correct path. This scheme can avoid multiple
errors in bit-estimation (represented by accumulated penalties)
due to the properties of the list decoding process. Thus, it can
outperform the bit-flipping method [6] with a significantly
lower number of attempts, resulting in lower complexity.
Similar to the bit-flipping scheme, when the decoding fails,
additional decoding attempts are performed in this scheme.
In summary, the main contributions of this work are as
follows:
• A scheme called shifted-pruning (SP) is proposed for list
decoding in which the elimination of the correct path is
prevented in the additional decoding attempts,
• The shifted-pruning scheme is generalized for any k-shift
of pruning-window. This flexibility results in the reduc-
tion of the computational complexity through reduced
number of decoding attempts,
• Nested shifting is proposed for further improvement of
the error correction performance. Shifted-pruning under
segmented list decoding is suggested as a simple real-
ization of nested shifting which results in a significantly
lower computational complexity.
Paper Outline: The rest of the paper is organized as
follows. Section II introduces the notation for the polar codes
and describes the SC and SCL decoding. Section III studies
the event of the elimination of the correct path. In Section IV,
the solution for avoiding the elimination of the correct path is
proposed. Sections V-VIII cover the generalization and various
implementations of the proposed scheme. In Section IX, the
implementation results are shown. Finally Section X makes
concluding remarks.
II. PRELIMINARIES
A polar code of length N = 2n with K information bits is
denoted by P(N,K,A), where A is the index set of the non-
frozen bits. The polar codes’ generator matrix is GN = G
⊗n
2
,
where G2
∆
=
[
1 0
1 1
]
, and (·)⊗n denotes the n-th Kronecker
power [1]. Polar codes are encoded by xN−1
0
=uN−1
0
GN where
uN−1
0
= (u0, u1, ..., uN−1) is the input vector, including frozen
and non-frozen bits, and xN−1
0
= (x0, x1, ..., xN−1) represents
the coded bits vector. Let yN−1
0
= (y0, y1, ..., yN−1) denote the
output vector of a noisy channel.
Let λi
j
denote the log-likelihood ratio (LLR) of bit i at
stage j of factor graph of SC decoding. The non-frozen bits
are estimated successively based on the decision LLR, λi
0
,
via a one-time-pass through the factor graph. Successive hard
decisions make the SC solution sub-optimal. When decoding
the i-th bit, if i < A, uˆi = 0, as ui is a frozen bit. Otherwise,
bit ui is decided by a maximum likelihood (ML) rule h(λ
i
0
)
in (1), which depends on the estimation of previous bits, i.e.
uˆ0, ..., uˆi−1.
uˆi = h(λ
i
0) =


0 λi
0
= ln
P(Y,uˆi−1
0
|uˆi=0)
P(Y,uˆi−1
0
|uˆi=1)
> 0,
1 otherwise
(1)
Unlike SC decoding which makes a final decision at each
step, SCL decoding considers both possible values ui = 0
and ui = 1. In SCL decoding, the L most reliable paths are
preserved at each decoding step to avoid growing the number
of paths exponentially. Let uˆi[l] denote the estimate of ui in
the l-th path, where l ∈ {1, 2, . . . , L}. In [9] unlike [2], a path
metric (PM) based on LLRs magnitude is used to measure the
reliability of the paths. PM at uˆi[l] is approximated by:
PM
(i)
l
=


PM
(i−1)
l
+ |λi0[l]| if uˆi[l],
1
2
(1−sgn(λi
0
[l]))
PM
(i−1)
l
otherwise
(2)
where PM
(−1)
l
= 0.
As (2) shows, the path of the less likely bit value is
penalized by λi
0
of that bit. The L paths with smallest path
metrics are chosen from 2L paths at the i-th step and stored
in ascending order from PM
(i)
1
to PM
(i)
L
. After decoding the
N-th bit, the path with the smallest path metric PM
(N)
1
is
selected as the estimated codeword.
Additionally, when the SCL decoding fails, the correct path
might still be in the list but not in the position of the most
likely path. Adding an r-bit CRC as an outer code to the
information bits can assist the decoder in error detection and
finding the correct path among the L paths. However, this
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Fig. 1. Relative frequency of number of penalties leading to elimination of
the correct path at different list sizes for N = 256 and R = 0.5
concatenation increases the polar code rate to (K + r)/N . In
this paper, P(N, K + r) denotes a polar code of length N with
K information bits concatenated with r-bit CRC.
III. ELIMINATION OF CORRECT PATH
The path metric in LLR-based SCL decoding is in fact the
accumulated penalties over the bit-channels that do not satisfy
the condition in (2). The conventional SCL decoding algorithm
retains L paths with smallest PM values, i.e. the paths that are
penalized less. If the correct path is penalized multiple times
or penalized once with a large |λi
0
|, it may be pruned from
the list and the decoding fails. In this section, we analyze the
elimination events numerically, and we explain in detail the
elimination event.
A. Numerical Analysis
Fig. 1 illustrates the number of penalties (p = 1, 2, ..., 6)
causing the elimination of the correct path in the CRC-
aided SCL decoding with 8-bit CRC generator polynomial
g(x) = x8+x7+x6+x4+x2+1 at different list sizes. These data are
collected over 2000 block error occurrences at FER=10−3. This
figure shows that as the list size increases, a larger number of
penalties is required to eliminate the correct path. In other
words, at a large list size, the correct path tolerates more
number of penalties and the elimination of the correct path
caused by small number of penalties reduces. This is the
reason for error correction gain at large list sizes.
Another interesting observation in Fig. 1 is that a single
penalty is the cause of less than 20% of the block errors at
a relatively large list size (e.g. L = 16, 32). Our observation
shows that these single penalties occur over the bit-channels
with relatively large |λi
0
| where PMi of the correct path
because the penalty becomes larger than the path metric range
[10], PMRi = PM
(i)
L
−PM
(i)
1
, and consequently the correct path
is pruned. It was shown in [10] that PMR value is near or at
local minimum over these bit-channels.
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Fig. 2. Relative frequency of elimination caused by more than one penalty
over bit-channels for N = 256, R = 0.5 and L = 8
Fig. 2 shows the bit positions where the event of elimination
of the correct path due to occurrence of penalties. This set of
bit indices are called vulnerable bits, S. The relative frequen-
cies of eliminations in two middle sub-blocks of N = 256
are shown by different colors. One can observe a trend of
increasing the frequency of elimination from the beginning of
sub-block, reaching a peak and then decreasing the frequency.
We will explain the reason behind this trend based on the error
probability of bit-channels in the next section, and then we will
define a set of bits that contribute the most in the penalties.
B. Critical Set
The key to the proposed scheme is to know the indices
of the bits which contribute the most in the elimination of
the correct path. There exist some heuristic methods in the
literature that are used for identifying the first erroneous bit in
the SC-flip scheme. The bits which are prone to the occurrence
of the first error are equivalent to the first penalized bit
of the correct path. Hence, these bits also contribute in the
elimination of the correct path due to one or more penalties.
The index set of these bits can be determined offline in a
channel-independent manner which is called critical set [5].
In [3], the bits with smaller amplitude of log likelihood ratio
(LLR) in the previous decoding attempt are assumed the bits
which are more prone to error in SC decoding. As another
channel-dependent method, the numerical results for decoding
P(256,128+ 8) with L = 8 and 8-bit CRC at Eb/N0 = 2.5 dB
show that the non-frozen bit-channels which experience a PMR
drop (i.e. PMRi-PMRi−1 < 0), account for about 99.68% of
the positions that the penalty occurs over them. This dynamic
set of bits collected from a several iterations is equivalent to
the static critical set [5], denoted by CS, used in SC bit-flip
decoding.
C. How the correct path is eliminated?
Let us consider a segment of bit-channels in which a suffi-
cient number of high-reliability frozen bits (reliability measure
is obtained from one of the code construction methods such
as approximated average for decision LLR, λi
0
in [13]) exist
in the beginning of the segment as an independent segment
because the previous segments do not have a significant effect
on the elimination events in the current segment. This relative
independency is originated from the recovery phenomenon in
which the penalized correct path moves towards the position
in the list with the highest likelihood (position 1 in the sorted
list) [11], i.e. in the presence of enough high-reliability frozen
bits, the effect of penalties is neutralized to some extent. In
polar codes of length N = 256 and R = 1/2, these independent
segments are sub-blocks of length Nsb = 64.
Let Pi and Ei denote the random variables indicating
the events that the correct path is or is not penalized and
eliminated by values 1 and 0, respectively, over bit i.
Elimination of the correct path occurs when its metric
PMlc > PML . This is the result of (accumulated) penalties
imposed on the correct path according to (2). In section III-A,
we showed that when L > 2, most of the elimination events
occurs due to more than one penalty. Fig. 3 illustrates how
possibility of accumulating only two penalties from bit i + 1
to i + 4 increases by factor of
(b
1
)
where b = 1, 2, ..., 4. Note
that here, we assume the second penalty occurs on the current
bit and the first penalty on one of the previous bits. For
example, if the second penalty occurs on bit i + 1, the first
penalty could have only occurred on bit i, while in case of
the occurrence of the second penalty on bit i + 4, the first
penalty could have occurred on bit i, i + 1, i + 2, or i + 3.
Now, let p and j denote the number of penalties and the
index of current bit in the segment ( j = 0, 1, ...), respectively.
In general, the probability that p penalties occur on bit j is
P
p
j
= pe, j ·
( j
p−1
)
· p¯
p−1
e · (1− p¯e)
j−(p−1) where pe, j is the error
probability of bit j and p¯e =
∑j−1
k=0
pe, j over the bits in the
critical set. As Fig. 3 shows, Pr(Pi) = p
Pi
e, j
· (1 − pe, j )
1−Pi
decreases in a segment (when Pi = 1, i.e. the penalty is
imposed) and so the average probability p¯e while the factor( j
p−1
)
increases. These opposite trends result in a peak for
the probability that p penalties occur. The reason why a peak
appears can be explained by assuming two trends in the form
of two linear equations. Then, by knowing that the resulted
equation from multiplication of these two linear equations is
quadratic, we can realize the existence of a peak somewhere
in the middle of the domain. This resembles the quadratic-
like shape of probability of elimination shown in Fig. 2.
Note that the probability of elimination of the correct path
differs from the probability of accumulated penalties. The
penalties imposed on the correct path moves it within the
list of candidate paths from index l = 1 towards l = L.
The more penalties are imposed, the larger movement in the
list occurs. While the correct path may move in the list over
the bits in the critical set, another phenomenon is happening.
From [10], we know that PMR = PML − PM1 decreases
over the bits in the critical set. Considering this phenomenon
along with movement of the correct path in the list, one can
realize that the probability of event PMlc > PML increases
by decreasing the value of PML even without imposing any
penalty. Thus, the peak of relative frequency of elimination in
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Fig. 3. All the combinations resulting in two accumulated penalties for bit
i + 1 to bit i + 4
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Fig. 4. Shifting the pruning window by k = L where L = 4
Fig. 2 differs from the peak for the probability that p penalties
occur. Unfortunately, we cannot provide an accurate model to
estimate the probability of elimination of the correct path but
one can see the factors involved in the elimination.
IV. SHIFTED-PRUNING OVER CRITICAL SET
The correct path is pruned from the list when it has a
relatively large PM due to the accumulated penalties and falls
among the paths with indices L + 1 to 2L in the sorted list.
Thus, one can think of changing the rule for pruning over the
critical set to avoid the elimination of the correct path.
In the LLR-based SCL decoding, the most effective way to
avoid pruning the correct path is to retain the L paths with the
largest PMs (instead of L paths with the smallest PM values)
over the bits in the set CS. This operation is named shifted-
pruning because in the process of selection of the paths to
remain in the list, the reference for the first path is shifted by
k, i.e. we select the path k +1 to path L+ k (instead of path 1
to path L) in the PM-based ordered set of paths. Fig. 5 shows
shifting by k paths over bit v.
According to section III-A, the elimination of the correct
path in list decoding may occur due to multiple penalties,
i.e. several errors in the estimation of the bit values due to
the violation of the condition in (2). Thus, single bit-flipping
cannot avoid the elimination in many cases, particularly when
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Fig. 5. Shifting k paths during list pruning operation at bit v ∈ V
a large list size is used. However, shifted-pruning can be
effective because it tries to retain the correct path in the list
regardless of number of penalties occurred. The numerical
results in the next section show the effectiveness of the shifted-
pruning scheme over the bit-flipping technique in avoiding
multiple errors.
Algorithm 1 illustrates a modified list decoder to implement
the shifted-pruning scheme. In this paper, the length of the
shift is equal to the list size (L) as assigned in line 2. The
critical set is generated using subroutine generateCS which
is called in line 4. In the modified SC list decoding, if
the decoding fails (line 11), the shifted-pruning scheme is
performed on one of the bits in the set CS at every decoding
attempt. The maximum number of attempts equals the size of
the critical set, |CS| as shown in line 13. The shifted-pruning
operation is performed in line 23 when decoding bit i ∈ CS.
V. CONSTRAINED SHIFTED-PRUNING SCHEME
Suppose the correct path is only eliminated at a bit index
in the critical set. This assumption is close to reality as the
performance of oracle-assisted and CS-based shown in Fig. 7
are almost the same. When the critical set elements are not
sorted in order of probability of elimination, we may need
to try all the bit indices in CS to apply shifted-pruning. This
imposes a large time complexity. For reducing the complexity,
one or both of the following methods can be applied:
A. Prioritizing the Bit-positions in Shifted-pruning
The bit indices in CS can be sorted in descending order
of probability of elimination of the correct path. Hence,
in re-decoding iteration(s), first the shift is applied on the
pruning operation of the bit index with the highest prob-
ability/frequency of elimination. This way, less number of
iterations will be required to correct the received message
and consequently the complexity reduces. Now, the question
is how to find the priority of low-reliability bit-channels? As
Algorithm 1: List Decoding with Shifted-pruning
input : the received vector yN
1
, non-frozen set A, L
output: the recovered message bits uˆN
1
1 t ← 0
2 k ← L
3 crcPass ← false
4 CS ← generateCS(A, log2 N)
5 do
6 uˆN
1
[1..L] ← SCLD(yN
1
,A, CS, L, t, k)
7 for l ← 1 to L do
8 if CRC(uˆN
1
[l]) = success then
9 uˆN
1
← uˆN
1
[l]
10 crcPass = true
11 if crcPass = false then
12 t ← t + 1
13 while t ≤ |CS| AND crcPass = false
14 return uˆN
1
15 subroutine SCLD(yN
1
,A, CS, L, t, k):
16 L ← {1} // a single path in the list
17 for i ← 1 to N do
18 Perform standard SCL Decoding:
19 - Path pruning when i ∈ A AND |L| > L:
20 if CS(t) , i then
21 L ← {1, ..., L}
22 else
23 L ← {k + 1, ..., L + k}
24 return uˆN
1
[1..L]
25 subroutine generateCS(A, n):
26 B← {−1} // initialize B(n+1)×2n
27 cnt ← 0
28 for k ← 1 to 2n do
29 B(n + 1, k) ← 0
30 if k < A then
31 B(n + 1, k) ← 1
32 for i ← n to 1 do
33 for j ← 1 to 2i−1 do
34 B(i, j) ← B(i + 1, 2 j − 1) + B(i + 1, 2 j)
35 for i ← 1 to n + 1 do
36 for j ← 1 to 2i−1 do
37 x1 = x2 = j
38 if B(i, j) = 0 then
39 for k ← 1 to (n + 1) − i do
40 x1 = 2x1 − 1
41 x2 = 2x2
42 for p← x1 to x2 do
43 B(i + k, p) ← −1
44 CS(cnt + +) = x1
45 return CS
mentioned in Section III, we do not have an exact model for
the elimination occurrence. Monte Carlo method is an easy
way to extract the relative frequency of elimination of correct
path.
B. Selecting a Subset of Critical Set
Having the elements of CS sorted based on the priority for
shifting, we can apply shifted-pruning on a subset of CS in
which a majority of eliminations occur. In this method, reduc-
tion in time complexity is traded with a slight degradation in
the error correction performance relative to use of full CS.
The amount of degradation is inversely proportional to the
improvement in complexity.
VI. GENERALIZED SHIFTED-PRUNING SCHEME
The amount of shifting the pruning-window, k, plays an
important role in the obtained complexity and error correction
performance. Perhaps by k = L, the best possible performance
can be obtained. However, when k < L, e.g. k = L/2,
depending on the position of the correct path among 2L sorted
paths, it can still avoid the elimination of the correct path. The
interesting result of applying k < L shifts on the bit index
i is avoiding the elimination at the bit index i + 1 or a bit
farther given that both indices are in CS and the correct path
is in position l < L where shifted pruning-window covers
it. Therefore, using a right subset of CS may not result in a
significant degradation of performance while it may reduce the
complexity significantly. You will see the complexity reduction
obtained by k = L/2 over a small subset of critical set in
Section IX.
As a general scheme for shifting the pruning window, k
can vary in interval 0 ≤ ki ≤ L on different bit indices,
0 ≤ i ≤ N − 1. Obviously, ki = 0 for i ∈ A
c and high-
reliability bit indices. Finding a practical method to determine
ki is an open problem. Studying the movement of the correct
path using Monte Carlo method may provide a set of patterns
for {ki}. A good pattern is the one that can reduce the
complexity substantially at low degradation cost. In section
IX, we will show the results of some simple patterns for the
variable shifting scheme. Additionally, employment of k-shift
instead of L-shift can relax the problem of finding the exact
position of the elimination. As Fig. 6 shows, the shifting can
be applied before the exact bit-position where the correct path
is potentially pruned. The doted line in Fig. 6 illustrates the
movement of the correct path from one bit to another within
the ordered list of paths.
VII. NESTED SHIFTED-PRUNING SCHEME
Elimination of the correct path may not be prevented by just
one time shifting throughout decoding a codeword. Suppose
we have an oracle that can avoid the elimination at any
bit indices, we can observe that there are cases that require
more one-time shifting. Fig. 8 illustrates an example of twice
shifting. As Fig. 7 shows the error correction gain obtained
from multiple shifts is significantly higher than one-time
shifting. The notation ”SP” in the figure is used for oracle-
assisted shifted-pruning and x in ”SPx” indicates the number
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Fig. 6. k-shift (k < L) vs L-shift during pruning operation.
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Fig. 7. Performance of Multiple Shifts by an Oracle
of shifts applied throughout one decoding iteration to avoid
the elimination of correct path. As can be seen in Fig. 7, if
we use the full critical set in additional decoding attempts, the
performance is the same as the oracle-assisted performance.
As the other dashed curves shows, employment of nested shifts
could improve the performance further. However, finding the
right combination of the bit indices for shifting requires a
massive search.
VIII. SEGMENTED SHIFTED-PRUNING
To reduce the complexity of nested shifts, a heuristic metric
might help. Here, we suggest to simplify the problem by the
assumption that each elimination (when the elimination may
happen multiple times while avoiding the previous one(s))
occurs in one segment of the code-block. The observation
shows that this assumption is close to reality given that the
right length is chosen for the segments. Unfortunately, in
segmented list decoding [12], we have to use multiple short
CRCs. Note that the probability of undetected error by a
short CRC is high [8]. Considering that in the shifted-pruning
scheme, we need to run additional decoding, consequently, the
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Fig. 8. Nested shifting by k paths at bit v1, v2 ∈ V during pruning operation
probability that an incorrect path is detected by CRC as the
correct path increases significantly. Thus, the bad news is that
we cannot expect to obtain the performance of nested shifts
as shown in Fig. 7. However, there is a good news which is a
significant reduction in the computational complexity by using
segmented list decoding. The reduction in complexity comes
from the fact that we do not need to apply shifting on the
whole code-block. For example, in decoding P(512,256+2*8)
with two segments for which 8-bit CRCs are used, if the
elimination occurs in the first segment only, we just apply the
additional decoding attempts on that segment and once the
elimination is avoided, the second segment does not require
additional attempts for decoding it. Therefore, the additional
computational complexity introduced by additional attempts
halves for this codeword.
Note that the failures through detecting incorrect paths due
to employing short CRCs are traded off by successes due to
multiple shifts and overall performance improvement remains
almost the same at low list size.
For computational complexity comparisons, since the block-
length N is fixed, we drop N · log N from the computational
complexity O(LN log N), hence, we use the average list size
L as a measure of complexity of the shifted-pruning scheme.
Now, let denote the total iterations and total decoded messages
during decoding, and number of segments by t, c, and s,
respectively, the computational complexity of non-segmented
and segmented decoding schemes are computed by O( t
c
· L)
and O( t
s ·c
· L). Note that in the segmented decoding, t refers
to the iteration in each segment; hence the total iterations are
sum of iterations at all segments.
IX. NUMERICAL RESULTS
To evaluate the performance of shifted-pruning scheme,
Polar codes of length N = 29 with the code rates of R =
K/N = 0.5 and 0.8 are constructed using density evolution
1 1.25 1.5 1.75 2 2.25 2.5 2.75 3 3.25 3.5
Eb/N0 [dB]
10-6
10-5
10-4
10-3
10-2
10-1
100
FE
R
P(512,256+16), R=1/2, L=2,8,32, CRC16, Shifted-pruning (SP)
CA-SCL, L=2
CA-SCL w/ BF, L=2
CA-SCL w/ SP, L=2
CA-SCL, L=8
CA-SCL w/ BF, L=8
CA-SCL w/ SP, L=8
CA-SCL, L=32
CA-SCL w/ BF, L=32
CA-SCL w/ SP, L=32
Fig. 9. Error correction performance under conventional CA-SCL decoding,
CA-SCL decoding with shifted pruning (SP) and with bit-flipping (BF)
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Fig. 10. Average complexity (equivalent to average list size considering
additional attempts) under conventional CA-SCL decoding, CA-SCL decoding
with shifted pruning (SP) and with bit-flipping (BF)
under Gaussian approximation [13] while optimized for high
SNRs with design-SNRs of 5 dB and 4 dB, respectively. The
LLR-based CRC-aided (CA) SCL decoder is used with 16-bit
CRC generator polynomial of g(x) = x16+x15+x2+1.
Fig. 9 compares the error correction performance of
P(512,256 + 16) under conventional CA-SCL decoding and
CA-SCL decoding with shifted-pruning (SP) using different
list sizes (L = 2, 8, 32). The size of the critical sets, |CS| for
code rates 0.5 and 0.8 are 74 and 58 bits, respectively. The
maximum number of attempts (T ) is set to the size of critical
set, i.e. T = |CS|. Note that the complexity obtained here
is from unsorted CS, i.e. the probability of elimination of the
correct path is not used to prioritize the bit indices. The results
in Fig. 9 show the gains of about 0.5 dB, 0.35 dB and 0.3 dB
at FE R = 10−4 when list size L is 2, 8 and 32, respectively.
2 2.25 2.5 2.75 3 3.25 3.5 3.75 4 4.25 4.5 4.75 5
Eb/N0 [dB]
10-6
10-5
10-4
10-3
10-2
10-1
100
FE
R
P(512,410+16), R=4/5, L=2,8,32, CRC16, Shifted-pruning (SP)
CA-SCL, L=2
CA-SCL w/ BF L=2
CA-SCL w/ SP L=2
CA-SCL, L=8
CA-SCL w/ BF L=8
CA-SCL w/ SP L=8
CA-SCL, L=32
CA-SCL w/ BF L=32
CA-SCL w/ SP L=32
Fig. 11. Error correction performance under conventional CA-SCL decoding,
CA-SCL decoding with shifted pruning (SP) and with bit-flipping (BF)
For comparison, the performance of CA-SCL decoding with
bit-flipping (BF) technique [6] for L = 2 and 8 and T = |CS|
are also shown in Fig. 9.
Fig. 10 illustrates the average computational complexity for
obtaining the curves shown in Fig. 9. Although the average
complexity at low Eb/N0 range is significantly high, the
complexity at practical Eb/N0 range which provides the error
correction performance of FE R < 10−3 is low. For example,
for L = 8 (the blue curves in Fig.9), the performance is
practically acceptable at Eb/N0 ≥ 2 dB. As Fig. 11 shows,
the average complexity at Eb/N0 ≥ 2 dB is close or almost
equal to the complexity of conventional SCL decoding.
Similar gains in the error correction performance are ob-
tained for P(512,410 + 16) as shown in Fig. 11.
Aiming to reduce the computational complexity of CA-SCL
decoding under shifted-pruning, we implement the segmented
CA-SCL decoder hoping to realize the nested shifted-pruning
scheme. Fig. 12 shows the performance of this implementation
for P(512,256+8x2) using two segments protected by two 8-
bit CRCs with generator polynomial g(x) = x8 + x7 + x6 +
x4 +x2+1. The code was constructed by DE/GA method and
design-SNR=4.
As can be seen, the performance for list size L = 2 overlaps
with the non-segmented decoding except at high SNRs, while
there is a gap of about 0.1 dB for L = 8. This gap appears
due to high probability of undetected error when using short
CRCs, particularly when the number of candidates to check at
large list size is significantly more than L = 2. On the other
hand, this slight degradation can be traded with a significant
reduction in the computational complexity as shown in Fig.
13.
According to section VI, by careful choosing of a limited
number of bit-positions for shifting the pruning window, we
can reduce the computational complexity at a small cost of
performance degradation. The results shown in Fig. 12 and
13 for shifting the pruning window by L/2 positions, instead
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Fig. 12. Error correction performance under segmented CA-SCL decoding
with shifted pruning (SP) and CA-SCL decoding with constrained shifted
pruning (SP)
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Fig. 13. Average complexity under segmented CA-SCL decoding with shifted
pruning (SP) and CA-SCL decoding with constrained shifted pruning (SP)
of L positions in the previous results, over 19 bit-positions
illustrate the expected reduction in the complexity similar to
segmented CA-SCL decoding at a similar degradation cost.
X. CONCLUSION
In this paper, we analyze the elimination of the correct
path in the list decoding process. Then, the shifted-pruning
scheme is proposed to significantly reduce the probability of
elimination of the correct path in additional decoding attempts
when the decoding fails. The numerical results for polar codes
of length N = 29 show that at FE R < 10−2, the proposed
scheme with L-position shift offers a significant gain of 0.25
dB to 0.5 dB depending on the list size and the code rate,
while the average computational complexity remains close to
the computational complexity of the conventional CA-SCL
decoding at this FER range. Additionally, a generalized form
of shifted-pruning is proposed where the shift is variable,
e.g. L/2, instead of L. The result for a constrained set of
bit-positions for performing shifted-pruning scheme shows
a significant reduction in the computational complexity at
low SNR regime by trading it with a small performance
degradation. Similar results can be obtained under segmented
CA-SCL decoding without need to constrain the bit-position
set.
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