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Tailoring the functional properties of advanced organic/inorganic heterogeneous devices to their
intended technological applications requires knowledge and control of the microscopic structure
inside the device. Atomistic quantum mechanical simulation methods deliver accurate energies
and properties for individual configurations, however, finding the most favourable configurations
remains computationally prohibitive. We propose a ’building block’-based Bayesian Optimization
Structure Search (BOSS) approach for addressing extended organic/inorganic interface problems
and demonstrate its feasibility in a molecular surface adsorption study. In BOSS, a Bayesian model
identifies material energy landscapes in an accelerated fashion from atomistic configurations sampled
during active learning. This allowed us to identify several most favorable molecular adsorption
configurations for C60 on the (101) surface of TiO2 anatase and clarify the key molecule-surface
interactions governing structural assembly. Inferred structures were in good agreement with detailed
experimental images of this surface adsorbate, demonstrating good predictive power of BOSS and
opening the route towards large-scale surface adsorption studies of molecular aggregates and films.
Frontier technologies are increasingly based on func-
tional hybrid materials - engineered blends of organic
molecules and inorganic crystals that harness and en-
hance the functional properties of both substances to per-
form specific tasks. Organic/inorganic heterostructures
and metal-organic frameworks are key components for
smart sensors, membranes and coatings, novel optoelec-
tronic and fuel cell technologies, with further applications
in data storage, quantum engineering and nanophoton-
ics on the horizon1–8. Despite outstanding component
materials, engineering the microscopic structure of com-
plex heterostructures to tailor their properties towards
desired functionality remains a fundamental challenge in
physics, chemistry and materials science. It means by-
passing the pitfalls of interface artifacts, defects and un-
favourable self-assembled structures that degrade overall
device performance.
Understanding the microscopic structural details of ad-
vanced organic/inorganic material blends has emerged
as the primary route towards controlling and engineer-
ing the functionality of hybrid materials2,9. Here com-
putational studies lead the way10,11, since nanoscale ex-
perimental measurement techniques frequently lack the
necessary atomistic detail, and traditional trial-and-error
tests are costly and time-consuming. Ab initio meth-
ods like density functional theory (DFT) are especially
predictive in simulations of hybrid materials because
they accurately describe the delicate interplay of micro-
scopic interactions (e.g. electrostatics, dispersion, bond
formation and charge transfer) that direct structural
assembly12. DFT maps the atomic structure of a mate-
rial onto an intrinsic energy, with lower energies indicat-
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FIG. 1. Inside devices, various thin-film morphologies com-
posed from organic molecules (blue oval) may be formed at
the interface with a crystalline solid (yellow). In the first step
towards a large-scale Bayesian structure search of monolayer
morphologies, we focus on inferring the configuration of a sin-
gle molecule adsorbate (shown in red).
ing more stable material polymorphs. Theoretical struc-
ture prediction methods focus on exploring the resulting
configurational phase-space, the potential energy surface
(PES)13,14. Extensive PES sampling by DFT is compu-
tationally prohibitive and intractable. In practice it must
be reduced to comparing several most-likely structures,
which is unreliable in complex materials.
For this reason, hybrid organic/inorganic interfaces
present a special challenge for structure search methods.
As illustrated in Fig. 1, their PES is complicated by the
variety of different morphologies that molecular films can
adopt against the solid material. Moreover, the large size
of functional molecules means that extensive simulation
cells (large lengthscales) are needed to describe molecu-
lar film morphologies, making computations particularly
expensive.
To address this structure search problem, we harness
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FIG. 2. Illustration of a typical BOSS application. a. Schematic of key steps in BOSS structure search at the inorganic
surface: from the choice of materials and building blocks, through selection of the BO degrees of freedom and the iterative
optimisation, towards the inferred individual adsorbate and thin-film structures; b. Example of BOSS iterative inference of
a simple 1-dimensional (1D) PES featuring a global and local minimum. The GP native uncertainty (gray areas) facilitates
exploratory data sampling. The global minimum location and the entire PES are learned in eight data acquisitions.
the power of AI methods. Recently, AI and machine
learning (ML) algorithms were coupled with DFT to ap-
proximate the PES15–17 or improve sampling and accel-
erate structure prediction in single material clusters and
solids18–23. Their application to heterostructures is not
straightforward, and they may not scale up to required
sizes. In some cases, framework setup and the choice
of ML parameters was found to affect the results15,24.
Many schemes rely on large data sets with 1,000-10,000
sampled points25, which are costly to compute. Our ideal
method would need to be (i) efficient (minimal sampling
costs), (ii) accurate (both in robust model convergence
and DFT chemical accuracy), (iii) comprehensive (de-
livering the entire PES information of global and local
minima), (iv) transferable (minimal dependence on ML
parameters), (v) versatile (adaptable to targeting prop-
erties, structural prescreening, etc.), (vi) flexible (easily
combined with other schemes) and (vii) truly multi-scale
in its scope.
Here, we propose an AI-based structure search scheme
that is capable of accelerated and unbiased PES com-
putation, and can be extended to large length-scales
while minimising the amount of configurational sampling.
The Bayesian Optimisation Structure Search (BOSS)
method, illustrated in Fig. 2a, couples state-of-the-art
DFT or quantum chemistry treatment with the Bayesian
Optimisation (BO) technique for complex optimisation
tasks.
Active PES learning with BOSS. Approximate
Bayesian Computation26 is a class of likelihood-free infer-
ence (LFI) methods where data sampling involves com-
plex evaluation. It has recently been combined with
BO27 to accelerate model prediction where data evalua-
tion is also costly. In this work, we adapted the resulting
BOLFI scheme28 to search for minima of the PES in an
arbitrary phase space using Gaussian Process (GP) mod-
els. BOSS utilises an advanced DFT framework designed
for efficient first principles materials simulations on su-
percomputer infrastructures29. Each data point is a DFT
total energy representing an atomistic configuration.
BOSS employs GPs to fit a surrogate PES model to
DFT data points, then refines it by acquiring more data
points through a smart sampling strategy (see Fig. 2b.).
The most likely PES model for given data is the GP
posterior mean, which can be traversed by minimisation
algorithms to determine all minima and their locations
in phase space. The GP posterior variance reflects the
lack of confidence in the probabilistic PES model, which
vanishes at the datapoints, and rises in unexplored areas
of phase space. In analogy with the 1D example in Fig.
2b., BOSS actively learns the every point of the PES in
N dimensions and across the defined phase space until
convergence is achieved.
Smart sampling of new configurations allows BOSS to
make accurate DFT-based predictions despite the DFT’s
computational cost. Our chosen algorithm for sequen-
tial acquisition of new energy points combines exploration
(searching less visited areas) with exploitation (searching
low energy areas) to determine the PES global minimum
with as few data points as possible. Such a strategy, en-
capsulated in the exploratory Lower Confidence Bound
(eLCB) acquisition function27,30, ensures fast determina-
tion of the global minimum. We employ an acquisition
function that increasingly favours exploration with rising
search dimensionality and iteration step28.
A common feature of structure search in complex het-
erogenous materials is the presence of rigid organic and
inorganic structures, (aromatic rings, functional groups),
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FIG. 3. BOSS applied to the C60/TiO2 adsorption problem. a. Atomistic model of C60 on the (101) surface TiO2 anatase in the
reference configuration, with the energetically dominant degrees of freedom for the molecule indicated in black (translational
motion) and red (rotational motion); b. Comparison of the converged 1D AES with the true function for all rotational variables;
c. Comparison of the converged 1D AES with the true function for all translational degrees of freedom. Learning in b. and c.
was initialised with 5 quasi-random points and the models converged in up to 7 BO acquisitions. 1D searches were carried out
with the other variables fixed to reference values, as illustrated in a. and described in the Methods section.
where structure change is confined to small bond ad-
justments, without bond re-arrangements. To expedite
structure search over large numbers of atoms, we follow
other schemes31,32 and fix these internal components of
the material to rigid ’building block components. Such an
approach is suitable to describe molecular physisorption
and some chemisorption via anchoring groups, both com-
mon at hybrid interfaces. The choice of building blocks
is motivated by chemical rules, and expedites the search
by confining it to configurational phase space, instead of
full chemical phase space.
In the long-term, BOSS can be used to predict the
structure of organic/inorganic interfaces by identifying
the most stable organic thin film morpholgies on inor-
ganic substrates. The procedure is illustrated in Fig. 2a:
once the simulation ’building blocks’ are identified, the
learning would progress from single adsorbates to molec-
ular aggregates and monolayers. While some methods ac-
quire single adsorption configurations by intuition and fo-
cus on complex lattice-based film morphology search33,34,
we aim to treat both the molecular adsorbates and ag-
gregates within the BOSS framework by increasing search
degrees of freedom.
Learning the individual molecule-surface interactions
and structure is a key step, which is demonstrated here
by applying BOSS on inferring the structure of a single
molecular surface adsorbate. In this manuscript, we con-
ducted a structural study of a fullerene molecule on the
(101) surface of TiO2 anatase. Both are functional mate-
rials frequently employed in organic optoelectronics35–37.
To verify AI predictions, inferred structures were com-
pared to the high-resolution atomic force miscroscopy
(AFM) images38 of this surface system.
Results and Discussion. The atomistic simulation
model of C60 on the TiO2 anatase surface is presented in
Fig. 3a. The surface slab and fullerene cage were defined
as building blocks. Stable molecular adsorbate structures
are the atomistic configurations that minimise the ad-
sorption energy, so BOSS was set to learn the adsorption
energy surface (AES). The adsorption energy depends on
the molecular position above the surface, represented by
the molecular centre of mass r=[x, y, z], and its orien-
tation towards the surface. The latter was described by
angles of rotation α, β and γ with respect to Cartesian
axes of rotation Rx, Ry and Rz, respectively.
The full AES is a 6-dimensional (6D) function of rota-
tional and translational degrees of freedom EAES=E(α,
β, γ, x, y, z). In Figs. 3b. and 3c. we present a BOSS in-
vestigation into each of these variables separately, which
revealed the approximate AES variation from -1eV to -
2eV. The z variable was found to produce only a vertical
shift in the adsorption energy. The location of the min-
ima in other dimensions did not change with z, so we
fixed it and carried out the full adsorption site BOSS
search in 5D.
Fig. 4a. illustrates the refinement of the predicted 5D
global minimum with iterative configurational sampling.
The lowest observed adsorption energy EADS (computed
from BOSS-predicted global minimum locations) con-
verged after 370 sampled configurations to a value of -
1.88eV. Improvement of the global minimum prediction
could be correlated to instances of visiting low energy
configurations, chosen strategically from a vast 5D phase
space. However, most model refinement proceeded with
input from less relevant configurations, on average in the
region 0.5eV above the predicted global minimum (after
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FIG. 4. 5D BOSS search results. a. Convergence of the EADS
computed from the BOSS global minimum prediction during
active learning (black line). The accuracy of the inferred re-
sult improved with strategic 5D configurational sampling (red
data points, with running average shown in dashed line). b.
2D cross-section of the 5D BOSS search illustrating x-y molec-
ular translation, extracted at the 5D global minimum after
700 data acquisitions. The first TiO2 surface layer shown in
overlay reveals the correlation between the global minimum
(deep blue) and the Ti5c surface site (gray atom).
400 iterations, the average acquisitions shifted to lower
values, suggesting that the model is exploring near local
minima). A physically meaningful 5D model of the EADS
landscape (consistent with the symmetries of the DFT
simulations) converged after 670 data acquisitions. Fig
4b. shows the x− y cross-section extracted from the 5D
model at iteration 700. The AES landscape correlates
well with the two sloping terraces of the TiO2 surface.
BOSS typically finds the global minimum quickly, while
more data is needed to refine the entire PES model.
Chemical insight from AI models. The chemi-
cally natural assignment of ’building blocks’ means that
resulting energy curves lend themselves readily to hu-
man interpretation. Already the preliminary 1D BOSS
simulations revealed a wealth of information about the
binding and structure at the C60/TiO2 interface. This
helped us to determine the key binding sites on both the
molecule and the surface.
Translations of the molecule across the surface pro-
duced slowly-varying energies with few minima (Fig.
3c.), closely reflecting anatase corrugation. The surface
adsorption site was the Ti5c or the O3c one, depending
on molecular orientation. Molecular rotation gave rise
to complex fast-varying AES curves with multiple deep
minima (Fig. 3b.), as expected from the high symmetry
of the C60 cage. By analyzing 1D global minima in β
(-1.85 eV) and α (-1.50 eV), we determined the active
sites on the molecular cage to be the hexagonal facet and
the Ch-Ch bond between them (respectively).
These findings are consistent with the global minimum
structure inferred in the 5D AI search. Molecular ro-
tation was the energetically dominant factor for surface
adsorption. The global minimum orientation of the ph-
ysisorbed C60 cage featured the hexagonal facet roughly
parallel to the anatase terrace. The optimal surface ad-
sorption site was located above the under-coordinated
Ti5c surface atom, the site identified as most reactive on
this surface by earlier studies of small adsorbates39,40.
Verifying BOSS-predicted structures. The BOSS
AES search converged with a global energy minimum
of EBOSS=-1.9eV within the constraint of the structural
’building blocks’. To verify the quality of the predic-
tion, we removed this approximation and allowed all
degrees of freedom to relax in DFT. The structure re-
mained the same, with the overall shift in all atomic po-
sitions described by a nominal root mean squared dis-
tance (RMSD) of 0.19A˚. The resulting global minimum
EGL=-2.0eV (0.1eV below the AI value) and the minimal
change in bond lengths (below 0.01A˚) indicated that the
’building block’ approximation was appropriate in this
case study.
Next, we compared predicted structures with experi-
mental observations. In addition to the global minimum,
we considered the nearest six unique local minima lo-
cated by BOSS within a 0.1eV energy window from the
5D global minimum. This allowed us to compare a range
of low-energy adsorption configurations with experimen-
tal structures, where molecules evaporated onto a hot
surface may have acquired similar thermal energy. After
seven full structural optimisations, all structures were re-
duced to one of three different configurations in Fig. 5a.
The M1 adsorption geometry was qualitatively identi-
fied as the BOSS-predicted 5D global minimum, with M2
as its degenerate mirror image (by 180◦ rotation about
the axis perpendicular to the anatase terrace). A slight
tilt allowed a nearby Ch-Ch bond to also approach the
surface (see 5c.). The more symmetric M3 configuration
in Fig. 5a. was the only local energy minimum found,
with an energy of Eloc=-1.93eV. The 5D BOSS search
thus led us to non-symmetric low energy configurations
stabilised by competing interactions. Any symmetric ini-
tial guess structure would likely have failed to reach the
deeper energy minimum during structure optimisation.
An AFM experimental image with submolecular reso-
lution of C60 on the surface of TiO2 anatase is presented
in Fig. 5d. For comparison, we considered the top-down
view of the three absorption configurations in Fig. 5b.
An elliptical feature with two hexagonal and two pen-
tagonal facets is visible at the top of the molecules. We
defined the direction of the feature along the bond sep-
arating the two hexagons (the long axis of the ellipse)
and computed its orientation with respect to the [010]
crystallographic direction to serve as an identification fin-
gerprint. A similar elliptical feature in the AFM image
points to good qualitative agreement between experiment
and theory. The M1 and M2 molecular structures are
topped by a central C atom at the edge of the C-C bond,
just like in the experimental image (other BOSS local
5c.
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FIG. 5. Verifying BOSS-predicted structures. a. Side view of the three lowest energy adsorption configurations M1, M2 and
M3 obtained by full structural relaxation from BOSS-predicted minima. Pentagonal facets of C60 are coloured in red for visual
distinction and the symmetry axis for molecular rotation is indicated by the black dashed line. Reactive under-coordinated
atoms on the surface are shown in blue (Ti5c) and orange (O2c) to highlight molecular registry on the surface; b. Top view
of the three lowest energy adsorption configurations M1, M2 and M3. The green arrow illustrates the direction of the typical
oval feature observed in all three structures, along the bond between two hexagons. Angle φ denotes the orientation of the
bond with respect to the [010] crystallographic direction; c. Underside of the C60 cage directly above the Ti5c surface binding
site. Molecular binding is facilitated by the hexagonal facet (green) and the nearby Ch-Ch bond (purple); d. Frequency shift
response sub-molecular AFM image of C60 on the (101) surface of TiO2 anatase, with green lines indicating the top facets.
Adapted with permission from Moreno, et. al., Nano Letters, 12, 2257 (2015). Copyright (2015) American Chemical Society.
minima structures were topped by a C-C bond, and we
found none topped by a planar facet as in Fig. 2a). The
lack of substrate information made it difficult to conclu-
sively identify the experimental structural fingerprint.
Sampling efficiency. To evaluate the efficiency of
BO in structure search, we consider the number of sam-
pled configurations required to converge the global min-
imum prediction, and later, the AES landscape model.
We are not aware of other structure search methods that
could provide a comparison. Instead, we compare our
method against conventional techniques for determining
molecular adsorbate structures: grid-based sampling and
human intuition paired with geometry optimisation.
BOSS was quick to locate the global minimum in all
test cases. 1D the 2D global minima were identified af-
ter 10 and 30 visited configurations respectively. Predic-
tions converged with 150-300 data points in various 3D-
4D cases, and 370 in the 5D case. This is a remarkably
low computational effort given the vast search space.
In computing the energy landscapes, the number of re-
quired data points rose with search dimensionality as well
as the complexity of the search (number of minima). All
the preliminary 1D models in Fig. 2 required less than 12
data points to converge, at least twice as fast as the grid-
based computation of the true energy function with the
same resolution. In 2D BOSS tests, the x− y landscape
was obtained after 45 data points (one minimum), but
the more complex α− β one required 90 acquisitions (16
minima). The same resolution in the α − β AES would
require some 500 acquisitions with grid-based methods.
Grid searches become impractical beyond 3D, whereas
BOSS produced good quality AES models also in 3D and
4D simulations (not shown here). These could be sliced in
2D to facilitate the interpretation of the molecule-surface
interactions. The many reactive sites of the symmetric
C60 cage presented a major challenge for learning the en-
tire AES in 5D, yet BOSS resolved it with only 700 data
points. In an intuition-led force minimisation adsorption
study, such a computational effort would yield optimised
structures from 20-30 different initial guess configura-
tions (assuming that every structure relaxation converges
in 20 to 30 single-point DFT calculations). We might
choose the best candidate between them, with no possi-
bility of checking if any unknown lower energy structures
exist. With AI, 700 data points deliver the optimal con-
figuration across the entire phase space, and additionally,
all the local minima and the barriers between them.
Discussion. We developed an AI-based structure
search technique for complex materials that is in line
with our ideal methodology described in the Introduc-
tion. The BOSS scheme is certainly (i) efficient and (ii)
accurate in finding the global minimum in 6D (350 DFT
evaluations) compared to the traditional structure search
strategy. Ultimately, fewer than 100 evaluations would
be desirable and further method development (account-
ing for energy gradients and material symmetries) should
6considerably speed up the inference. The (iii) comprehen-
sive nature of the scheme (global and local minima avail-
able) comes at the cost of further computational effort,
but the type and the amount of information obtained by
inferring the entire energy landscape is not available from
other structure search methods. Designing methodology
to extract minimum energy paths from N-dimensional en-
ergy landscapes would make our scheme even more com-
prehensive.
Our case study indicates that BOSS is a (iv) transfer-
able technique since it inferred both fast and slow vary-
ing energy functions by successfully converging param-
eters on the fly (Fig. 3). Nevertheless, further work
on diverse test cases is needed to better characterise
method transferability. BOSS is designed for general de-
grees of freedom, which facilitates (vi) flexibility in work-
flows with other ML-based structure search techniques.
It could be employed for global conformer search of small
molecules before these are inserted into the GAtor genetic
algorithm scheme for organic crystal structure search41,
or for determining adsorption structures of individual
molecules to be employed in registry-based film morphol-
ogy studies42.
BOSS is certainly (v) versatile, since multiple ener-
getic and electronic structure properties are available
from each DFT acquisition. Consequently, the inference
could be targeted to optimal properties or multi-target
objectives instead. It appears straightforward to extend
BOSS to (vii) multi-scale molecular film simulations, but
method performance with increasing dimensionality re-
quires thorough characterisation. Bayesian optimisation
scaled better than expected up to 6D (not exponential)
on account of periodic kernels employed, and in future
work we plan to carry out a quantitative analysis of di-
mensionality scaling for different tests cases. In our ul-
timate goal of predicting film formation and morphol-
ogy we have achieved the first step of having an efficient
method for individual molecules on surfaces. We can now
build on this to extend BOSS to higher dimensionality
(i.e. more than one molecule) or couple it to multi-scale
schemes tailored for molecular ensembles.
Conclusions. We proposed a novel structure search
scheme that combines a smart AI sampling strategy and
a natural ”building block” representation with accurate
quantum mechanical calculations. As the first step in
targeting the structure of large-scale molecular films and
organic/inorganic interfaces, we employed it to learn the
adsorption structure of a single molecule: C60 on the
(101) surface of TiO2 anatase.
The BOSS approach facilitated a computationally
tractable study of molecular adsorption as a function of
key degrees of freedom, molecular registry and orienta-
tion. The correct global minimum, verified against fully
optimised structures, was located in multi-dimensional
phase space with considerable efficiency. Structures
based on BOSS-inferred models were in good agreement
with high-resolution experimental images of this mate-
rial. Additional sampling allowed us to compute multi-
dimensional AES energy landscapes, with meaningful lo-
cal minima and energy barriers between them. The re-
sulting chemical insight into the molecule-surface interac-
tions helped us interpret the predicted adsorption struc-
tures. Future model refinement could be made more ro-
bust by using GP prior belief functions, different GP ker-
nels and by explicitly accounting for material symmetry.
The ’building block’ approach served very well for C60
adsorbed on TiO2 anatase, and will allow us to readily
extend our approach to multi-scale simulations. In short,
our BOSS scheme delivers on many fronts in a successful
study of molecular surface adsorption and further work
will see it applied to more complex configurational stud-
ies of surface-supported molecular aggregates and films.
I. METHODS
AI software. BOLFI based on the gpml package43 was implemented
in a serial MATLAB code, which was interfaced with the total energy
simulation method. The knowledge about the PES was encoded in
the Gaussian Process (GP), characterised by the GP posterior mean
(PES model) and variance functions. The posterior variance supplied
a measure of uncertainty on the probabilistic model. We employed
a non-isotropic standard periodic GP kernel to account for periodic
boundary conditions. Initial sampled data points were selected by a
Sobol quasi-random sequence generator, upon which the BO process
was initialised. The scheme features only two hyperparameters, which
are also learned on-the-fly. The GP model and its hyperparameters
were updated every 10 acquisitions until convergence. We analysed
the standard deviation on the GP posterior mean: this error remained
0.1eV on average, or 6% of the energy minimum. We also monitored
model quality by noting the convergence of local and global minima,
as well as qualitatively checking model cross-sections for the expected
symmetries of the atomic model.
First-principles calculations. We performed all configurational
sampling with the all-electron DFT code FHI-aims29. Simulations were
carried out with converged Tier 2 basis sets free of g and h functions,
and the PBE exchange-correlation functional44 augmented with van
der Waals correction terms45. Relativistic corrections accounted for
heavy elements. Light grids with Γ-point reciprocal space sampling
was employed to build the PES model. Global minima structures were
verified with tight grids and a 2×2×1 k-point mesh, which lead to the
same geometries, but reduced the adsorption energy by 0.3eV. With
the efficient code parallelisation46, a single acquisition calculation on
168 atoms required 10 min on 120 CPUs. The (101) TiO2 anatase sur-
face slab featured three typical trilayers in a 10.27A˚×11.36A˚×52.77A˚
periodic unit cell, exposing a 1×3 unit cell surface area47. Molecu-
lar adsorption energies converged with three trilayers; the lowest two
trilayers were kept fixed during structural optimisations.
To define the boundaries of BOSS search phase space, we relied on
the surface and molecule symmetry and periodicity. Molecular registry
search space was limited to the smallest periodically repeating surface
unit 10.27A˚×3.78A˚ and informed by this periodicity. The non-periodic
z variable search was conducted 10A˚ in height from the 1.5A˚ closest
surface approach. The high symmetry of the C60 cage was broken by
the asymmetric surface features, allowing us to take limited advantage
of molecular symmetry. Molecular orientation search was conducted in
minimal unique periods of 180◦ for α and β angles, and 120◦ for the
γ angle, exploiting the symmetry of the C60 cage. The local minimum
reference configuration in Fig. 2a, was employed to initialise the BOSS
search and set the values for fixed variables when required: (x,y) to
(0,0) coordinates in Fig. 4b. (approximately the mid-point between
two O2c sites on the surface), z=2.2A˚ above the surface, and the angles
to (0◦ , 0◦ , 0◦ ) as indicated by Fig. 2a.
Data availability. The dataset generated during the study is avail-
able as supplementary material.
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