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ABSTRACT

LOW-ALTITUDE ROAD FOLLOWING, USING STRAP-DOWN CAMERAS ON
MINIATURE AERIAL VEHICLES

Joseph Egbert
Department of Electrical and Computer Engineering
Master of Science

Miniature air vehicles (MAVs) are particularly well suited for short-distance,
over-the-horizon, low-altitude surveillance and reconnaissance tasks. New camera and
battery technologies have greatly increased a MAVs potential for these tasks. This
thesis focuses on aerial surveillance of borders and roads, where a strap-down camera
is used in-the-loop to track a border or road pathway. It is assumed that quality
tracking requires that the pathway always remain in the footprint of the camera.
The objective of this thesis is to explore roll-angle and altitude-above-groundlevel constraints imposed on a bank-to-turn MAV due to the requirement to keep
the pathway in the footprint of a downward-looking strap-down camera. This thesis
derives the required altitude to maintain the pathway in the footprint of the camera
and associated bank-angle constraints. Constraints are derived for both roads whose
geometry is unknown a priori and roads with known geometry obtained from digital
elevation map (DEM) data. MAV geometry and camera localization are used to
derive these constraints.

The thesis also discusses simple computer vision techniques for pathway following and a corresponding guidance law. The pixels of the captured color video
are statistically classified into road and non-road components. Standard computer
vision functions are used to eliminate classification noise and obtain a road heading
direction. The effectiveness of the result is explored using a high fidelity simulator.
Flight test results on small UAVs demonstrate the practicality of the road-following
method.
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Chapter 1
Introduction
Miniaturization in autopilot and video technologies have made it possible for
miniature air vehicles (MAVs) to accomplish more sophisticated missions. Research
is increasingly focused on developing guidance loops that incorporate various sensors
developed to expand MAV functionality. Video cameras possess characteristics that
are especially attractive for implementation in MAV systems. Video cameras provide
images that are easily viewed and analyzed, they are light-weight, and they are passive
input devices that cannot be detected by external sources. With these video-imaging
technologies, many essential tasks can now be accomplished using MAVs. This thesis
focuses on the task of tracking borders and roads using a MAV with a strap-down
camera. Guidance constraints and other problems implementing a road-following
guidance loop on a MAV are also discussed.
1.1

Motivation
Improved technologies and capabilities have been a driving force in incorporat-

ing unmanned aerial vehicles (UAVs) within various missions. These tasks are often
dangerous for people to accomplish unaided and UAVs help improve the productivity of data gathering. Low-altitude MAVs are particularly well-suited to accomplish
short-range aerial reconnaissance tasks. The MAV is usually responsible for collecting overhead video imagery of a particular target and relaying that data back to a
human operator on the ground. This data can then be analyzed to improve the future decisions necessary to complete the mission. With miniaturization in autopilot
and video-capture technologies, MAVs can assume more substantial assignments in
military and civil applications.
1

Although it is relatively simple to equip a MAV with a camera and relay that
video data back for analysis by a human operator, it is desirable that MAVs be able to
analyze their captured video and make real-time decisions to accomplish their assigned
tasks. With transmission delay, low-altitude flight dynamics, and operator error, a
human operator cannot effectively control a MAV throughout its entire flight as well
as appropriately aim a strap-down camera to obtain ideal video images of mission
targets. Useful image-directed MAVs need to possess video-processing algorithms
in the guidance loop capable of analyzing video in real-time. By using live video for
camera-directing control and to make appropriate decisions for the flight, a wide range
of sophisticated missions utilizing MAVs become possible and even preferred over
conventional means to obtain key data necessary for the mission’s success. Scenarios,
in which video incorporated in the guidance loop is essential, include search and
rescue, terrain mapping, convoy protection, fire monitoring, and other missions.
A potential road-following mission is convoy-route surveillance with the objective of detecting roadside bombs and ambushes. Surveillance and reconnaissance
of these routes can be accomplished using low-altitude miniature air vehicles (MAVs)
which then relay the data directly to the convoy. With the tactical information, the
convoy can discern risky and dangerous areas, helping to save lives. Passive sensing
devices like video cameras that do not reveal the position of the MAV are essential
for this type of military operation. The GPS position of a road may not be available,
and even if it is, the MAV’s GPS receiver may be jammed by an adversary. Visionbased control of a MAV using automated road tracking can meet the reconnaissance
needs for convoy support while accommodating for potential GPS jamming without
revealing the MAV’s position.
There are many situations where borders are not well defined or adequately
mapped. Fire fighters confront situations where the extent of a fire may be unknown
and changing in time. High-altitude aircraft and satellites are often requested for
overhead imagery but these resources are not always readily available. Surveillance
of fire perimeters using manned helicopters and aerial vehicles are limited because updrafts resulting from the fire create dangerous conditions. For safety reasons, manned
2

aircraft are not used at night to survey forest fires. As an alternative, MAVs, which
are relatively inexpensive to manufacture and replace, can be used to obtain highresolution imagery of the fire and its perimeter.
1.2

Related Work
Road following using a MAV requires functionality in several areas in order

to be successful. A computer-vision algorithm must be able to extract the road
for analysis. An effective path-following controller needs to be available so that the
MAV can track the road. All of these features need to be designed with the goal to
keep the road in the video during the flight. If the road cannot be extracted by the
computer-vision algorithm then the MAV will not be able to follow it. Also, if the
MAV cannot reasonably follow a path, the road will frequently be lost. This section
presents papers focused on the two aspects of road following computer-vision and
guidance and control. This thesis does not focus on the computer vision aspect of
road following, but because this aspect is essential for successful guidance, several
helpful papers in computer vision will be discussed.
1.2.1

Computer Vision
Sophisticated computer-vision algorithms must be used to effectively extract

the roadway from the image video and correctly estimate the road location in world
coordinates. Computer-vision techniques have been developed that can accurately
classify objects like roads in images. To be successful, classification algorithms rely
upon certain assumptions which are often derived from training sets or object characteristics. A training set is a data set of images used to teach the model the preferred
characteristic values. Computer vision techniques for road following largely derive
from ground vehicle applications. Reference [1] uses several previous images to adaptively classify the road using reverse optical flow to estimate the evolution of its
structure. In [2], two approaches are introduced to deal with spatial and temporal
changes in the road. Two cameras with different iris settings are used to filter out
illumination differences. In [3], dominant orientations are extracted from the image.
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Using the vanishing point and dominant structural orientations allows the algorithm
to extract an estimate of the road. The algorithm can determine if it is off-road and
estimate a new direction toward the lost road. In [4], a method to correctly adjust to
lighting conditions for effective road classification is presented. A training image is
used to establish the road’s color bounds and these color bounds are updated as the
vehicle travels to adjust to gradual road changes. In [5], a computer-vision approach
is presented for a MAV that removes video noise as well as classify general object
categories like road, trees, and sky.
Several papers not associated with unmanned vehicles proved useful in developing an effective road-classification algorithm for MAVs. In [6], the authors produce
a region-based query system that allows objects in the image to be classified more correctly. An adaptive-classification approach using a statistical threshold is presented
in [7]. Methods to increase processing speed of connected-component and histogram
analysis are presented in [8]. Effective color spaces for road extraction are discussed
in [9], [10], and [11]. Hue-based color models (hue-saturation-intensity HSI and huesaturation-value HSV) are more effective color spaces at extracting asphalt road from
images. In this thesis, the strategies presented in [4] are implemented using HSV as
the color space. The image-analysis strategy will be discussed in further detail in
Chapter 3.
1.2.2

Unmanned-Ground-Vehicle (UGV) Perimeter Following
Studies that specifically address border and road following using cameras on-

board unmanned ground vehicles (UGVs) have appeared in the literature for more
than a decade [12], [11], [10]. Each of these studies presents a method to effectively
extract the road from the video stream, project the estimated road position onto
the inertial frame, and maneuver the vehicle to follow the road. A vanishing point
in the image is used to simplify computer-vision algorithms and provide improved
road-directional bearings. A vanishing point is the point in the image where the road
merges with the horizon. In [12], an edge-detection algorithm is used to extract the
road edges. By analyzing a smaller image window, the algorithm processes more
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complex calculations in real-time including estimating the road location. In [11], the
road is registered onto a virtual map. Using this virtual map, sophisticated path
corrections and intersection analysis improve the UGVs estimated path as it travels.
The ability for a UGV to adjust to non-ideal road conditions is demonstrated in [10],
where two assumptions are used to ensure that the road is effectively classified by
processing the on-board video. The first assumption is that the vehicle begins operation on the road and generally remains there while the guidance algorithm is active.
Secondly for the UGV, the perspective of ground-vehicle movement and general road
structure are ascertained through the vanishing point of the road determined from the
image. These assumptions significantly ease computation and decision complexity in
the guidance loop.
1.2.3

Miniature-Air-Vehicle Perimeter Following
Overhead views obtained from MAVs provide an alternative perspective to

strategically important areas that cannot be obtained by ground vehicles. Only recently have researchers addressed the specific guidance issues associated with pathway
following using video cameras on fixed-wing MAVs. Earlier studies have addressed
some problems associated with vision-based guidance of UAVs. Vision-based landing
of an unmanned helicopter has been demonstrated in [13] and [14]. Low-altitude path
planning has been proposed where a virtual map is updated based on the data captured from an onboard camera in [15] and a path is planned to avoid terrain obstacles.
In [16], a ground-based object is localized using a fixed-wing MAV, and errors and
difficulties associated with vision analysis are discussed.
Studies addressing the guidance issues associated with fixed-wing MAV road
following using a video camera have been published in [17], [18], [19]. In their studies,
flight navigation based solely on captured images from an onboard strap-down camera
has been demonstrated in [18], where the camera is pointed toward the center of the
earth. In [19], it has been shown that MAVs can follow various linear structures
using visual feedback from a strap-down camera pointed downward with a specified
look-ahead distance. The look-ahead distance is selected using simulation studies to
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improve control in the guidance loop. By looking ahead, the UAV can curve onto the
road path in front of the vehicle. References [18] and [19] use skid-to-turn maneuvers
that reduce the difficulty of keeping the road in the camera footprint with a strapdown camera by minimizing image sway induced from rolling maneuvers. Frequent
images of the road are thus provided to maintain stability in the guidance loop.
1.3

Contributions of this Thesis
While [18] and [19] demonstrate vision-based path following using a fixed-wing

MAV, they do not address the problem of maintaining the pathway in the camera
footprint using bank-to-turn maneuvers. The primary contribution of this thesis is
to develop altitude-above-ground-level (AGL) and roll-angle constraints that ensure
that the roadway remains in the camera footprint for bank-to-turn MAVs. Forcing a
bank-to-turn MAV to follow a pathway introduces instabilities in the guidance loop
because the image footprint and pathway are not physically linked. Consider the
scenario where a MAV is flying parallel to a road with a ground track that is offset a
fixed distance to the left of the road. In order to maneuver so that its ground track
is directly over the road, the MAV must bank to the right. However, when it banks
right, the camera footprint moves to the left and if the bank angle is steep enough,
the road may leave the footprint of the camera. Because the ground track is initially
offset to the left of the road, it will be imaged on the right side of the camera footprint
and the distance from the center of the image is a monotonic function of the AGL.
Therefore, the allowable bank angles that maintain the road in the camera footprint is
also a function of AGL. Roll-angle and AGL constraints will provide smoother video
that more consistently maintains the pathway in the camera footprint improving the
guidance-loop stability. These constraints apply to any locally-straight path including
roads, fire perimeters, and pipelines.
In computer vision and localization, pathway-estimation errors are amplified
when the path is found at the edge of the camera footprint. These errors are caused
by image skew, road segments that are outside the camera footprint, and localization
error. Roll-angle constraints can be used to help maintain the pathway near the center
6

of the image thus providing smoother video and enhancing the computer-vision and
localization algorithms. Therefore, by maintaining the road near the center of the
image during bank-to-turn maneuvers, the MAV can better follow the actual pathway
with improved localization estimations.
While a gimballed camera would resolve some of the issues described above,
a strap-down camera is the most practical for use on MAVs due to size and weight
restrictions. A gimballed camera is able to adjust the camera angle during flight to
obtain the preferred camera view. A strap-down camera limits MAV maneuverability
during pathway tracking. Real-time computer vision and control strategies must be
implemented to maintain the proper flight trajectory for the MAV so that it images
the desired region including the pathway. The maneuverability limits are a function
of the camera’s horizontal field of view (η̄), (known) road width (wroad ), the expected
turn angle of the pathway (µ), and the MAV’s AGL (h).
1.4

Thesis Outline
The thesis is organized as follows. Chapter 2 provides pertinent coordinate-

frame transformations. It also gives descriptions of both the hardware and software
platforms used for testing the algorithms designed for this thesis. An explanation
of the guidance loop used to implement MAV road following is provided. Chapter 3
explains the computer-vision algorithm used to classify the road. The estimated road
location and road direction is localized using the coordinate-frame transformations
of Chapter 2.1. Chapter 4 provides the roll-angle and altitude-above-ground-level
(AGL) constraints required for bank-to-turn road following using a strap-down camera. Simulation results are presented to prove the validity of the derived constraints.
Chapter 6 presents simulation and hardware results from implementing the complete
guidance loop created for road and border surveillance. The summary and future
works chapter conclude the thesis.

7
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Chapter 2
Background
This chapter describes the reference frames and coordinate system transformations that are necessary to convert from pixel coordinates to inertial (world) coordinates that are used for road-following analysis. The complete reference-frame
analysis is contained in [20]. This chapter also explains the hardware and software
environment used to implement the road-following guidance algorithm. Finally the
road-following guidance-loop architecture is described.
2.1

Camera-Frame to Inertial-Frame Projection
Limited to strap-down cameras on bank-to-turn MAVs, road following requires

knowledge of the relationship between surface commands and the camera footprint.
Simple geometry can often be used to derive the limits of these commands to keep the
road in the footprint of the camera. As the problem increases in complexity, more
detailed analysis is required. By projecting individual pixels located at the frame
edge, roll-angle and AGL constraints can be derived to help maintain the road in the
camera footprint. This section provides the specific transformation from the camera
frame to the inertial frame for pixels located at the camera edge.
The relevant reference frames include the inertial frame, the body frame, and
the camera frame. The inertial frame whose axes are denoted by (Xi , Yi , Zi ), is a fixed
frame with Xi directed North, Yi directed East, and Zi directed toward the center of
the earth. The orientation of the body frame whose axes are denoted by (Xb , Yb , Zb )
is obtained from the inertial frame by first rotating about Zi by the yaw angle ψ,
then rotating about the transformed y-axis by the pitch angle θ, and then rotating
about the transformed x-axis by the roll angle φ. The body frame is centered at
9

the MAV center of mass. The camera frame is obtained by rotating the body frame
about Zb by the azimuth angle αaz , and then rotating the resulting frame about Yg
by the elevation angle αel . The orientation of the camera frame, denoted (Xc , Yc ,
Zc ), originates at the optical center with Xc pointing right in the image, Yc pointing
up in the image, and Zc directed along the optical axis.
By considering a vector leaving the optical axis of the camera, we can derive
a series of transformations that will result in a world coordinate estimation from a
pixel in the camera image. Let
~zc = [ 0, 0, 1 ]T

(2.1)

be a unit vector along the optical axis of the camera. The target-pixel transformation
from the optical center of the camera can be represented by an angle deviation of a
horizontal-angle offset ηx and a vertical-angle offset ηy shown in Figure 2.1. The
horizontal deviation ηx is limited by the camera’s horizontal field of view η̄, and
the vertical deviation ηy is limited by the camera’s vertical field of view. To design
roll-angle and AGL constraints, we consider the limits of the camera footprint or
equivalently a pixel found at the edge of the image. We will currently consider
a deviation only along the horizontal dimension of the camera footprint. This is
equivalent to the horizontal-angle deviation ηx = ± η̄2 depending on the direction
of the deviation from the optical center, and the vertical-angle offset ηy = 0. The
deviation for the farthest right pixel is ηx = η̄2 . To derive the desired pixel coordinates,
the translation from the camera frame to the gimbal frame is given by






1 0
0
c
0 sηy


 ηy




Rcg =  0
1 0  0 cηx −sηx  .



0 sηx cηx
−sηy 0 cηy

(2.2)

In the following discussion we will use the shorthand notation cos ηx ∼
= cηx and sin ηx
∼
= sη . Because we are considering a deviation only along the horizontal dimension of
x
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the footprint, ηy = 0, the camera-to-gimbal-frame transformation reduces to




1
0
0




Rcg = 0 cηx sηx  .


0 −sηx cηx

(2.3)

The pixel located at (−ηx , ηy )

zc

( η̄2 , 0)

The rightmost horizontal pixel
Figure 2.1: Camera geometry depiction. This figure depicts the camera geometry
needed to determine the inertial position of pixels in the image. With specified pixel
coordinates in the image, the angular deviations from the optical center of the camera
can be determined in order to estimate the inertial coordinates of the pixel. The angular
deviation for the rightmost pixel is η̄2 .

The transformation from the body frame to the inertial frame is

c −sψ
 ψ

Rbi = sψ cψ

0
0




0
c
0 sθ
1 0
0
 θ





0  0 1 0  0 cφ −sφ  ,



1
−sθ 0 cθ
0 sφ cφ

(2.4)

where φ is the roll angle, θ is the pitch angle, and ψ is the yaw angle of the MAV.
The purpose of these transformations is to obtain the inertial coordinates of
a pixel at the camera edge. Considering the vector along the optical axis of the
camera (2.1), we can derive the transformed representation of the vector to be
~zi = Rbi Rgb Rcg ~zc .
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(2.5)

The location where the vector hits the ground will be the inertial coordinates of the
pixel.
For road-following purposes, we will simplify the transformation matrices using several assumptions. We assume that the optical axis of the camera is pointed
perpendicular to the flight path of the MAV and that the MAV is in level flight, i.e.,
γ = 0,

(2.6)

αaz = 0,

(2.7)

π
αel = − .
2

(2.8)

and

The gimbal-to-body transformation simplifies to the identity matrix using these assumptions. By also assuming θ ≈ γ = 0, the unit vector ~zi can be expressed as the
normalized vector


 

−sψ cφ sηx +sψ sφ cηx
~x/~z

  sφ sηx +cφ cηx 

 

i
ψ sφ cηx
~
d = ~y /~z  =  cψ csφ ssηx −c
.
+c
c
φ ηx
φ ηx

 

~z/~z
1

(2.9)

Using the flat-earth assumption and the AGL measurement, the world coordinate represented by a particular pixel is found by extending the vector d~i to intersect
the earth. If the MAV’s inertial position is [ pN , pE , −h ]T , then the point of intersection of the vector with the flat world is given by








q
p
 N  N 
 ∆ 
 qE  =  pE  + hd~i .
   
0
−h
2.2

(2.10)

Simulation Environment
The Aviones simulator was developed at BYU for small UAV research. The

environment allows all flight algorithms to be tested in the lab before being tested
in the field. Aviones incorporates a full physics model with six degrees of freedom.
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Aviones renders the MAV for display and provides a video stream to the Virtual Cockpit of the simulated environment captured from the onboard camera. BYU’s Virtual
Cockpit software interfaces directly with Aviones, mimicking the hardware. The simulation software emulates the Kestrel autopilot by converting Rabbit processor code
into standard C.

Aviones

Autopilot code
(emulated Rabbit processor)

Map file
*.tmf

Kestrel_DLL

Frame Processor DLL
Real World

Autopilot code

Virtual Cockpit

(Rabbit processor)

(ground computer)

Figure 2.2: Software and hardware relationship for the MAV testbed. This diagram
shows the relationship between software and hardware features in the MAV testbed.
The Virtual Cockpit serves as the central hub to the MAV flight system. Captured video
is processed in the Frame Processor DLL. Through the Virtual Cockpit, the interpreted
image data is sent to the controller located on the Autopilot.

The simulation environment does possess differences from the hardware testbed.
Because it is software, MAV state information can be perfectly known rather than
estimated from sensors. In contrast to real video, the captured video has zero noise
and minimal time delay. External forces like wind gusts are not simulated.
2.3

Testbed Description
The road-following algorithm is demonstrated using a MAV flight platform [21]

which has been successfully operated for over a thousand hours of flight. Figure 2.3
shows the key components of the testbed used by the Brigham Young University
(BYU) Multiple AGent Intelligent Coordination and Control (MAGICC) Lab. Figure 2.3(a) shows the Procerus [22] Kestrel autopilot equipped with a Rabbit 3400
29 MHz processor, rate gyros, accelerometers, and absolute-pressure and differentialpressure sensors. The autopilot measures 2x1.37x.47 in and weighs 16.7 grams. Fig13

ure 2.3(b) shows the airframe used for the hardware flight tests. The airframe is a
5 foot wingspan XS EPP foam flying wing selected for its durability, ease of component installation, and flying characteristics. Embedded in the airframe are the
Kestrel autopilot, batteries, a 1000 mW 900 MHz radio modem, a GPS receiver, a
video transmitter, and an analog camera. Figure 2.3(c) shows the ground-station
components. A laptop runs the BYU MAGICC lab Virtual Cockpit software that
interfaces with the MAV through a communication box. An RC transmitter is used
as a stand-by fail-safe mechanism to facilitate safe operations.

(a)

(b)

(c)

Figure 2.3: The hardware testbed. The figure shows the (a) Kestrel autopilot, (b)
Kevlar-covered airframe, and (c) Ground-station components.

Before hardware demonstrations, Aviones emulation software designed by the
BYU MAGICC lab was used in conjunction with Virtual Cockpit [23] to design and
develop the road-following guidance loop. Essential state estimation and control
methods have been developed and shown in [21] for the MAV used in our roadfollowing tests. Reasonable estimates of the MAV states are necessary for the roadfollowing algorithm to function properly. MAV state-estimation errors contribute to
errors in localizing the road path.
The onboard camera captures images at a rate of 30 fps and is transmitted to
the ground station. Communication between the MAV and the ground station is conducted via a wireless modem connection. Telemetry information and control-surface
commands are exchanged at a rate of 2 to 10 Hz as a result of the modem character-
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istics. When video is processed on the ground, the algorithm is only required to run
at the modem-connection speed because road directions obtained from the image are
localized to the inertial frame using the telemetry data. Computer-vision algorithms
are often required to run at live-video rates, 30 Hz. Because the communication rate
is slower, the computer-vision routine only needs to operate at the modem communication rate. A lower MAV velocity will also provide additional latitude for the image
calculations because the road heading will change more gradually.
The road-following algorithm uses a waypoint approach for effective implementation. The MAV follows GPS waypoints until it reaches the road, switching to
a road-following waypoint. The road-following algorithm then follows the road for a
designated distance using vision. After the MAV has flown the designated distance,
the MAV proceeds to its other programmed waypoints.
2.4

Architecture
The high level tasks for road and border following are separated into two cat-

egories: computer vision and guidance and control. The block diagram in Figure 2.4
illustrates the information flow of the road-following algorithm. As shown in Figure 2.4, the captured image from the MAV is used as feedback to maintain track of
the pathway.
The strap-down camera captures video to be transferred to the Frame Grabber.
The Road Classifier uses the method developed in [7] to determine road and non-road
pixels and creates a binary-image representation. Noise is removed during this process
using flood-fill and eroding techniques. The Road Direction Finder uses component
orientation and geometry to determine a road direction. The Direction Finder outputs
a road position and heading angle in camera-frame coordinates.
The Localizer transforms the road position and heading angle into world coordinates. Using the localized coordinates and telemetry information of the MAV, the
Constraints Governor outputs acceptable world heading and tracking-error data to
the Vector Field block. The autopilot converts the desired heading to control-surface
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Computer Vision

Road Classifier
Road Direction Finder
Localizer
Guidance and Control

Constraints Governor
Vector Field
MAV and Autopilot Telemetry
Captured Image

Camera

Figure 2.4: The road-following guidance-loop architecture. This figure illustrates the
architecture built for vision-based guidance along a border or road. The video images
are analyzed in the Computer Vision block to find the location and direction of the
road with respect to the MAV. Geometric analysis is used to derive constraints on roll
angle and AGL. These constraints help maintain the road in the camera footprint. A
vector-field controller commands the MAV to appropriately follow the road.

commands [24]. Old heading directions are provided to the Vector Field block if the
estimated road does not meet certain criteria.
Several failsafes are implemented by the Constraints Governor to minimize
road-estimation error and smooth the captured video. If the road leaves the image
plane, the computer-vision algorithm is bypassed and the MAV is commanded to
follow the predicted path derived from the last successful pass through the guidance
loop. When the road is again captured by the camera footprint, the computer-vision
algorithm resumes operation. To smooth the video, the gain on the roll rate is reduced
to limit chatter. As explained in Chapter 4, the roll angle is also limited according
to the calculations of the expected geometry of the road. The previous path estimate
is also used if the Road Classifier is unable to obtain a road component of at least a
certain size.
Several weaknesses in the MAV hardware demand these failsafe implementations. Because of weight restrictions from digital imaging, analog video is currently
transmitted to the base station from a video transmitter operating separately from
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telemetry data. The base station on the ground receives telemetry data and transmits the desired heading-angle commands with the MAV using a modem. Delays
from computer-vision routines and communication contribute to pathway-estimation
errors and delay in updated surface-control commands for the MAV.
This road-following architecture allows the processor on the MAV to perform
the essential operations for stable flight. The road-following guidance loop requires
knowledge of the MAV position and orientation in order to localize the road or border.
The GPS provides the MAV’s inertial position but is unnecessary for the guidance loop
because the tracking error between the MAV and the road is obtained independent
from the inertial frame.
2.5

Background Summary
Important research components for implementing a road-following algorithm

has been discussed in this chapter. The coordinates of footprint can be derived using
the transformation from the camera frame to the inertial frame. The MAGICC lab
software and hardware capabilities are discussed. With these capabilities and limitations, the architecture for a road-following algorithm is presented where computer
vision operates on the ground station and heading updates of the road are transmitted to the MAV. The next chapters will discuss the individual components of the
road-following architecture.
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Chapter 3
Road Classification and Directional Analysis
To effectively track a road using a strap-down camera, a means to extract the
road from the video images is necessary. Even though computer vision attempts to
mimic human vision, it falls far short. Despite computer vision’s inadequacies, several
routines have proven useful to extract roads from images. The majority of computervision routines examine edges and color. The road-following algorithm in this thesis
will utilize color classification to extract the road. This chapter highlights the specific
computer-vision algorithms used to extract the road, specifically the statistical methods that are used to extract road pixels from non-road pixels. Once extracted, the
inertial location of the road is determined using the telemetry information of the MAV
and estimated road position in the image. The chapter explains how a road-direction
estimate is determined in the road-following algorithm.
3.1

Classification
For UGVs, it can be assumed that the vehicle is traveling on the road and that

the road possesses certain physical features like a vanishing point. Unlike UGVs,
certain assumptions about the road’s location in the image and the road’s shape
cannot be made for a MAV. If the road is occluded because of trees or bridges, the
MAV needs to be able to maintain track and even reacquire the road in case it is
lost. While the computer-vision algorithm reacquires the road, the road may shift to
anywhere in the image. The classification algorithm, therefore, must be as inclusive as
possible to locate the road anywhere in the image. For these reasons, the computervision algorithm considers only color to locate the road. The road may be obstructed
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by trees or have irregular shapes which dismisses the use of edge and line-extracting
algorithms for the computer-vision algorithm.
3.1.1

Connected Components
A Connected-components algorithm uses the process of labeling groups of

pixels based on pixel connectivity, that is, all the pixels of the group that share
similar pixel intensity values and are connected to each other. Each connected group
is labeled and information about the group, such as its size is stored. Once pixel
groups have been identified, specific components can be analyzed and, if desired,
the other components can be removed. Figure 3.1 shows the connected-component
labeling process.

Figure 3.1: Connected components. This figure shows the connected-component
labeling process. All pixels that are on and touching are labeled a component. Size
and other data are noted for each connected component. The label is represented by a
color shading for each component.

For a binary image where the pixels are classified as road and non-road, connected components provide a means to eliminate classification noise and to identify
the road object. The largest object is considered the road object, and the other component pixels are considered noise and reclassified as non-road. This process provides
a clean version of the binary image allowing future processes to utilize the entire
image for analysis because noise has been removed.
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3.1.2

Erosion and Dilation
Erosion and dilation are additional methods used to eliminate noise. Both

morphology operations reclassify the pixels located at the edge of objects. Erosion,
in effect, shrinks the object in the image. Dilation reclassifies the pixels around the
object as object pixels. In effect, the object is enlarged in the image. These operations
are not inverses of each other. An erosion followed by a dilation is often called an
opening, and a dilation followed by an erosion is called a closure. In most applications,
a deliberate order of erosion and dilation processes are used to achieve the desired
result. Figure 3.2 shows the erosion and dilation method.

Figure 3.2: Erosion and dilation processes. This figure shows the results of the erosion
and dilation processes. Because these processes are not inverses, a series of erosion and
dilation will open or close the object in the image depending on the order of operations
used.

With real-world images, noise from classification occurs in all parts of the
image. Road-following images also possess more inconsistencies in classification at
road edges because embankments of the road possess similar colors. To provide
uniformity to the road component, the road object is eroded to eliminate the additive
effect to the road object from the embankment pixels. Dilation is not used because the
closure would cause more noise pixels to be incorporated into the road component. It
is more difficult to eliminate noise near component edges after the dilation operation.
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3.1.3

Flood Filling
Flood filling is one useful method used to correct for classification errors. Pixels

represent a specific area in the real world dependent on the camera’s resolution.
When an image is captured, the color and intensity values of the represented area
are averaged and stored in the pixel of the camera. This averaging process creates
inconsistent pixels that do not classify appropriately using color-threshold algorithms.
These incorrect classification results create image noise. As long as the classified road
object is large enough compared to the noise, flood filling can be used to compensate
for the pixels erroneously classified as non-road pixels inside the road object.
Flood filling requires a seed or pixel location to begin the filling process. Starting from the seed, the algorithm switches all pixels classified as non-road that are
connected to the seed through non-road pixels. The road pixels serve as a barrier to
the flood-filling operation. In effect, this algorithm fills in all the holes in the road
object. Figure 3.3 shows the flood-filling process. This is similar to the ’bucket’ fill
in paint tools.

Figure 3.3: The flood-filling process. This figure shows the flood-filling process. Once
a seed has been identified, the algorithm recursively branches out to reclassify all the
connected pixels similarly classified. This process helps eliminate classification noise.

For the road-following application, other objects may correctly be classified
as non-road pixels like cars and road lines. Flood filling allows the computer-vision
system to construct the solid road object regardless of small objects occluding the
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view of the road. Flood filling cannot compensate for bridges and large objects that
occlude large sections of the road or replace sections on the side of the road.
3.1.4

Road Extraction
In this section, the Computer Vision block of the architecture shown in Fig-

ure 2.4 is discussed. Image analysis requires the majority of the computational resources and must be considered in the guidance-loop design. The vision objective is
to segment the image into road and non-road components. Once the road location
in the image has been determined, the Frame Processor DLL calculates the road’s
relative inertial position and the corresponding desired heading for the MAV.
Real-time requirements for pathway following limit the potential computervision algorithms available for image analysis and pathway determination. The Road
Classifier and Direction Finder may produce a bottleneck in the guidance loop causing
delays in the commands sent to the MAV. Because of this, computational efficiency
in the Road Classifier and Road Direction Finder improve stability in the guidance
loop. Computing data using several threads for computer vision and MAV control
provide even greater efficiency.
The road-classification algorithm uses the hue-saturation-value (HSV) color
space to extract road pixels. The red-green-blue (RGB) color space is inadequate
because the green value contributes little to asphalt detection as explained in [11] and
the red and blue values provide weaker discrimination power. In [9], HSV is shown to
provide excellent discrimination power for asphalt roads. The H and V values suffice
for effective road-pixel classification. Unfortunately, both HSV and RGB lack reliable
methods to classify road pixels in shadowed areas. Other color spaces can be useful
depending on the characteristics of the border or road. Color spaces that are better
for extracting road pixels in shadowed areas or changing cloud cover are suggested
in [10] and [12]. In the case that the MAV is tracking a fire perimeter, an infrared or
near-infrared camera can be used to extract pixels representing warmer regions.
The method used to classify roads implements many of the principles discussed
in [7]. The HSV color space works well for our application because the value S can
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be ignored for asphalt roads. By disregarding the S value, the classification can be
simplified to two dimensions, H and V. The Road Classifier classifies each pixel and
maps it from the HV domain to a statistical value λ using the mean and covariance of
the road pixels derived from a training set. A threshold determined from the training
set assigns the pixel as road or non-road to create a binary image.
Pixel-wise analysis and classification of the image cause holes and noise in the
resulting binary image that are removed using the computer-vision routines. A floodfill operation is used on the image to fill deleted elements of the road. Flood filling
allows the Road Classifier to include larger sections of the road normally outside the
classification threshold. Vehicles or other objects that are on the road will be filled and
included in the directional analysis. The image is eroded to reduce erroneous roadpixel classification at the road edges and at any other pixels falsely classified as road.
Finally, the largest component is assumed to be the road while all other components
are removed from the image. The H-V histogram information of the resulting road
component is stored for later use. The resulting binary image is composed of pixels
classified as road and non-road.
Figure 3.4 details the process used by the Road Classifier and Road Direction
Finder in extracting the road and determining its direction. The order of operation
of the computer-vision functions can have a significant impact on the classification
results. Figure 3.4 shows that by filling the components first, a solid road component
can be extracted from the image for analysis. Noise is easily removed from the
image after the filled road component is extracted. Noise also has little effect on the
component direction after flood filling has been accomplished.
3.2

Direction Analysis
The binary image along with its component histogram is passed to the Road

Direction Finder shown in Figure 3.4.d. Line detection algorithms like the Hough
transform would be preferred to determine road direction but they demand too much
processing. The Hough transform is an algorithm that extracts lines longer than a
specified length using edges from the gradient image. Simple analysis of edge lines
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(a)

(b)

(c)

(d)

Figure 3.4: Steps used by the Road Classifier and Road Direction Finder in computer
vision. This figure details the stages of computer vision used to extract the road from
the image. Figure 3.4.a shows the image captured by the onboard camera. Figure 3.4.b
shows the results of classifying using the HV color space to find the road. Figure 3.4.c
shows the results of the flood-fill operation. Areas are filled in creating a solid road
object. In Figure 3.4.d the noise components are removed by eliminating smaller connected components and eroding the large road component. The calculations of the road
direction is displayed.

can provide intersection information and adjust for object morphologies introduced by
the camera-pointing direction. Classification and eroding processes introduce jagged
edges in the final road component and cause increased computational demands if line
detection schemes are used. A simple component mean and orientation is calculated
using the component histograms. The component mean is given by
P
xf (x)
mx = P
,
f (x)

(3.1)

P
yf (y)
my = P
,
f (x)

(3.2)

where f (x) is the horizontal histogram of the road component and f (y) is the vertical
histogram of the road component. Given the mean, the orientation Θ is found by
using the variance, which is given by
P P
σij =

x

y (x

− mx )i (y − my )j f (x, y)
P
,
f (x, y)
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(3.3)

where f (x, y) is the histogram associated with the particular image directions represented by i and j. These directions are horizontal (i, j) = (2, 0), vertical (0, 2), or
diagonal (1, 1). The variances are calculated to derive the orientation Θ of the road
in the image plane given as
Θ=

2σ11
1
tan−1
.
2
σ20 σ02

(3.4)

In urban terrain, roads possess frequent intersections. When two possible road
directions appear, the road-component orientation often yields an incorrect solution
when using only the mean deviation. For flexibility, an intersection-analysis algorithm
was created to account for these situations. For cases where the pathway is unknown,
the video sequence alone can be used to determine the dimensions of the intersection.
Intersections are determined by searching the image edges for branches in the road.
Directions are estimated using the edges of the image until the intersection leaves
the camera footprint. This method allows the MAV to select which branch of the
intersection it will follow depending on a human supervisor’s preference.
3.3

Computer Vision Summary
This chapter has presented the methods used to extract the road in the onboard

video. The road is extracted from the image using a statistical classification method in
the HSV color space. Several simple computer-vision techniques are used to eliminate
noise and fill the largest component which is considered the road. The orientation of
the component in the image frame is then calculated. The orientation and coordinates
of the road are transformed from the camera frame to the image frame, which is
necessary for the Vector Field Controller. The next chapter will discuss the constraint
analysis that occurs once the heading and coordinates of the road are estimated.
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Chapter 4
Roll-Angle and AGL Constraints Imposed by Road Following
Using the computer vision processes from Chapter 3, the path of the road
can be determined. As long as the road stays within the image, the computer vision
should be able to extract the road and determine its path in the inertial frame.
Because of wind and changes in the road direction, the MAV will not perfectly track
the road throughout the flight. By constraining the MAV roll angle and AGL, we
can guarantee that the road will remain in the camera footprint. These constraints
are essential for guidance-loop stability. If the camera footprint is unable to track
the road regularly, the guidance loop will be unable to adjust for changes in the road
direction.
The general conditions of the road to be followed are usually known before
flight. These roads, where the conditions such as the maximum turn angle or curvature of the road are known but its exact path coordinates are not, will be referred
to as an unpredicted road. Even though it is known what to generally expect from
following the road, the MAV must use computer vision solely to determine the path
of the road. Roads where the exact path is known derived from DEM or GPS data
will be referred to as a predicted road. The MAV will generally control about the
given coordinates of the path using computer vision as a secondary aide.
The Constraints Governor, shown in Figure 2.4, uses static analysis of MAV
flight dynamics to determine the maneuverability limitations. The strap-down camera
footprint is estimated using the MAV telemetry. The roll-angle and AGL constraints
change depending on the expected turn angle µ. In cases where the pathway is not
known beforehand, an estimation of the expected maximum turn angle µ is used for
the constraints in the guidance loop.
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To simplify the constraint calculations, we assume that the optical axis of the
camera is out of the belly of the MAV and that the MAV is in level flight, i.e.,
γ = 0,

(4.1)

αaz = 0,

(4.2)

π
αel = − ,
2

(4.3)

and

where γ is the flight-path angle, αaz is the gimbal-azimuth angle measured from the
body-frame x-axis that points out the nose of the MAV, and αel is the gimbal-elevation
angle measured from the body-frame x−y plane, where the y-axis points out the right
wing of the MAV. We will assume a flat-earth model and that the MAV is flying in
zero-wind conditions. The camera’s horizontal field of view is η̄. Finally, we assume
AGL h and MAV speed v are held constant by the autopilot.
4.1
4.1.1

Unpredicted Road Following
90 Degree Case Analysis
To explain how roll-angle and AGL constraints are derived, in this section

we will focus on the special case of tracking an unpredicted road. It is known that
the road will eventually turn at a 90 degree angle, µ = π2 . In Section 4.1.2, we will
generalize the result to arbitrary values of µ. Our objective is to derive roll-angle
and AGL constraints so that, when the MAV encounters the turn in the road, and
maneuvers to track it, the road will be maintained in the camera footprint throughout
the bank-to-turn maneuver. The path and inertial position of the road are unknown
to the MAV and are estimated solely by using the imagery obtained from the camera.
The guidance loop can only react to the video images as they are captured and
analyzed because future bends in the road are unknown.
Figure 4.1 depicts the MAV following a 90 degree turn. It is assumed that
flight path of the MAV is aligned with the road before it encounters the turn, and
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that the MAV is in trimmed flight. We assume that the MAV maintains the same
commanded roll angle φ throughout the turn, and that the change from 0 degree roll
angle to the commanded roll angle φ is achieved instantaneously at the corner of the
road. Several factors that are ignored in this scenario would change the results. In
reality, at the beginning of a turn maneuver, the MAV is capable of commanding
a more aggressive roll angle because the road would be in the center of the image.
At the middle and end of the turn maneuver the MAV could level off extending
the camera footprint further toward the road. Also, the computer vision algorithm
considers the road in the entire image, allowing the MAV to turn as soon as the road
is seen. Three factors that would demand stricter constraints include the fact that it
will take time to achieve the commanded roll angle φ, delaying the MAV’s tracking
of the road. Tracking error before the MAV encounters the road bend may delay the
MAV’s tracking. Wind will also affect the guidance loop and the MAV’s ability to
track the road effectively. Initial tracking error and wind may help the guidance loop
at certain locations but will harm it at others.

(a) This figure illustrates a MAV in the
process of following an unpredicted road
possessing a 90 degree turn. Road location and closest footprint locations are
noted.

(b) This figure characterizes the geometric relationship between roll angle φ, AGL
h, and the horizontal field of view η̄.

Figure 4.1: Depictions of a MAV following a 90 degree turn. A MAV tracking a
90 degree turn of an unpredicted road is represented. The MAV is located where the
tracking error is maximum.
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The constant-roll assumption guarantees that the road will remain in the image
throughout the turn as long as it is present in the camera footprint at the point where
the MAV deviates the furthest from the road, or where the MAV’s road-track error is
the greatest. As shown in Figure 4.1, at the maximum deviation from the road, the
MAV heading angle equals the road-heading angle.
Let (pN , pE ) be the inertial location of the MAV along the flight path that
maximizes the distance from the road, and let r(φ) denote this maximum deviation.
Assuming coordinated turn conditions, r(φ) equals

v2
g tan φ

where v is the MAV speed,

g is the gravity constant, and φ is the MAV’s commanded roll angle. Using the
geometry shown in Figure 4.1, the road will remain in the image if
η̄
r(φ) ≤ h tan( − φ).
2

(4.4)

We adjust the inequality to solve for the AGL h as a function of a 90 degree road
turn, where
h(φ, µ =

π
v2
)≥
.
2
g tan φ tan( η̄2 − φ)

The AGL constraint for µ =
h∗ (µ =

π
2

(4.5)

is

π
π
) = min h(φ, µ = ),
0≤|φ|≤φmax
2
2

(4.6)

where φmax is the largest possible roll angle for the MAV. The minimum AGL for
a 90 degree turn is found by minimizing the right hand side of Equation (4.5) with
respect to φ, resulting in
φ∗ = arg

min

0≤|φ|≤φmax

h(φ, µ =

π
).
2

(4.7)

Therefore, the minimum AGL that maintains the road within the camera footprint
after a 90 degree turn is
h∗ (µ =

π
v2
)=
.
2
g tan2 ( η̄4 )
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(4.8)

For the specific case where the MAV operates at the minimum AGL and road turns
of 90 degrees are expected, a roll-angle constraint of

η̄
4

is enforced for better guidance-

loop robustness in the road-tracking algorithm.
Figure 4.2 depicts the flight path and camera footprint of a MAV with the
AGL and roll-angle constraint imposed following a 90 degree turn. Figure 4.2(a)
shows the MAV flight path at the 240 m AGL constraint derived for a MAV with a
speed v = 13 m/s, and a field of view η̄ = π3 . Figure 4.2(b) shows the tracking error
in reference to the actual road position. A closeup of the MAV maneuver to follow
the road is shown in Figure 4.2(c). The MAV successfully maintains the road in the
camera throughout the two 90 degree turns in simulation. In Figure 4.2 the yellowshaded area is the locus of points swept out by the projection of the horizontal axis or
x-axis of the camera frame onto the inertial frame. This simulation only considers the
pixels located on the x-axis of the camera frame, so the guidance law only considers
road pixels that cross the camera’s x-axis. The x-axis is examined because as long as
the road is straight after the turn, it will be found at the camera footprint limit if the
AGL and roll-angle constraints are observed. The other pixels can thus be neglected.
If we used pixels in the entire camera frame, where ηy 6= 0, when the intersection is
approached, the algorithm will be able to predict the future location of the road and
thus reduce the AGL constraint. Therefore the AGL and roll-angle constraints in this
section are conservative.
4.1.2

General AGL Constraint Analysis
In this section, the general case shown in Figure 4.3 is considered where the

turn angle satisfies 0 ≤ µ ≤ π2 . In Figure 4.3, the MAV is at the point of maximum
deviation from the road while maintaining a constant commanded roll angle φ.
This section derives the AGL constraint for an arbitrary road angle µ. At the
coordinates where the MAV’s tracking error is maximum, the MAV position is
pN = r(φ) sin µ,
pE = −r(φ) cos µ.
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(4.9)

Road Following of a Black and White Map
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(a) This figure shows the MAV flight path, road pathway,
and the region captured by the horizontal camera footprint
through two 90 degree turns. The horizontal footprint is the
line seen by the camera with a horizontal field of view η̄ and
a vertical field of view 0. Using our simplifying assumptions
and because the road is unpredicted, the MAV begins the maneuver only after the road bend is seen in the middle of the
strap-down camera footprint.
MAV Tracking Error of Actual Road Location
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(b) This figure presents the MAV tracking error in relation to the actual road
through the two 90 degree turn maneuvers.

(c) This figure shows a closeup of the footprint edge during one of the maneuvers.
The maneuver initially operates at the
constrained roll angle. The roll angle adjusts in the second part of the maneuver
according to the vector-field controller designed in [24].

Figure 4.2: Simulation results following a 90 degree turn. These figures present the
simulation results of the MAV tracking an unpredicted simulated road possessing two
90 degree turns. The MAV is operating at an AGL of 240 m, a speed v = 13 m/s, and
a horizontal field of view η̄ = π3 .
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Figure 4.3: A depiction of the MAV following a road with a turn angle µ. This figure
depicts a MAV positioned where the tracking error is maximum. The MAV is tracking
a turn at an angle µ, which is less than π2 . The road is unpredicted, only that a turn
of a given angle µ is expected eventually. The relationship between roll angle φ, AGL
h, and the horizontal camera field of view η̄ depicted in Figure 4.1(b) still applies.

The road coordinates closest to the MAV position, shown as (lN , lE ) in Figure 4.3,
will enable the formulation of the minimum AGL condition. Using the coordinate
system shown in Figure 4.3, the road pathway after the turn can be represented by
the equation
y=

x
r(φ)
+
,
tan µ tan µ

(4.10)

where x is the East coordinate and y is the North coordinate of the road. The distance
between the road and the coordinates of the MAV (pN , pE ) are given by
d2 = (x − pE )2 + (y − pN )2 = (x − pE )2 + (

r(φ)
x
+
− pN )2 .
tan µ tan µ

(4.11)

Differentiating (4.11) with respect to x and equating the result to zero, produces the
closest road coordinates (lE , lN ) to the MAV as
lN = r(φ) sin µ cos µ,

(4.12)

lE = −r(φ) cos2 µ.
With reference to Figure 4.3, the distance between the MAV orbit center (0, 0)
and the road coordinates of Equation (4.12) is calculated as r(φ) cos µ. Therefore,
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the generalization of Equation (4.4) for an arbitrary turn angle µ is given by
η̄
r(φ)(1 − cos µ) ≤ h tan( − φ).
2

(4.13)

Solving (4.13) for the AGL constraint gives
h(φ, µ) ≥

v 2 (1 − cos µ)
.
g tan φ tan( η̄2 − φ)

(4.14)

Similar to Equation (4.6), the commanded roll angle φ for the minimum AGL is
derived by minimizing the right hand side of Equation (4.14) with respect to φ, again
resulting in the optimal roll angle φ∗ = η̄4 . The ground AGL constraint is therefore
given by
h∗ (µ) =

v 2 (1 − cos µ)
.
g tan2 ( η̄2 )

(4.15)

The road turn angle influences the AGL constraint by the relationship (1 − cos µ)
as seen in Equation (4.14), where 90 degrees results in the maximum AGL constraint. Acute angles where µ >

π
2

are not considered in this thesis because the

future path of the road will be seen in the camera footprint before the turn unnecessarily complicating the implementation. The range of the AGL constraint increases
from h∗ (µ = 0) = 0 for a straight road, to the maximum AGL constraint h∗ (µ = π2 )
given by Equation (4.8).
If we desire to maintain the entire road in the camera footprint, then we
must account for the road width. The problem formulation allows for road width
considerations to be easily added to the minimum AGL condition of Equation (4.14).
Considering the road width, the inequality of Equation (4.13) is adjusted to
r(φ)(1 − cos µ) ±

wroad
η̄
≤ h tan( − φ),
2
2

(4.16)

where the positive sign maintains the entire road inside the camera footprint and the
negative sign is where the entire road nearly leaves the camera footprint. The AGL
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constraint must meet the condition
h(φ, µ) ≥

v 2 (1 − cos µ) ± g tan φ(wroad /2)
.
g tan φ tan( η̄2 − φ)

(4.17)

The new AGL constraint for the road to stay within the camera footprint can be
derived by finding the minimum roll angle in a similar fashion accomplished in Equation (4.6), where
h∗ (µ) =

min

0≤|φ|≤φmax

h(φ, µ).

(4.18)

For a MAV flying at this minimum AGL, the roll angle φ∗ = arg min h(φ, µ) is set
as the roll-angle constraint. In the general case, the solution must be determined
numerically.
4.1.3

General-Turn Roll-Angle Constraint Analysis
This section considers the situation where the MAV is flying below the con-

strained minimum AGL derived in Equations (4.6), (4.15), or (4.18). By flying below
the minimum AGL, high-resolution imagery of the road can be obtained. Also, the
minimum AGL constraint may be too high for some applications. Flying at higher
altitudes imposed by the AGL constraint may also complicate road analysis because
a larger region is captured by the camera footprint. The particular road to follow
may not be distinguishable when flying at higher altitudes.
If the MAV is operating near the AGL constraint, the road may still be lost
if the tracking error between the MAV and the road is too great. The roll-angle
constraint still serves to stabilize the guidance loop. Similarly, a roll-angle constraint
is still beneficial for situations where the MAV flies below the minimum AGL value
calculated in Section 4.1.2. In this thesis, we use the pixel projection explained in
Section 2.1 to obtain an ideal roll angle with the objective to minimize the distance
between the camera footprint and the road. Because the minimum AGL constraint
is not met, the road is not guaranteed to stay within the camera footprint. Even
when the road leaves the camera footprint, this roll-angle constraint will contribute
to further stability in the guidance loop by minimizing the distance the road deviates
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from the camera footprint. By minimizing this distance, overhead imagery closest
to the road will be obtained. The video information may still contain useful data.
This constraint also allows the MAV to roll quickly to recover tracking of the road
while avoiding tracking alternative roads captured from aggressive roll maneuvers
commanded to rejoin the path. These problems may occur if the MAV is allowed to
bank the most possible during turns. The roll-angle constraint also provides smoother
viewing for users to help determine what is being captured in the camera footprint.
Limiting erratic movements also allows mosaics to effectively interpret and register
the captured video.
Other possible roll-angle constraints for operation below the AGL constraint
can be used. A roll-angle constraint that allows the MAV to roll the most aggressively
at the bend in the road will reduce the amount of time the road is not tracked by the
footprint. As a result of the maneuver, the video may confuse the guidance loop by
encouraging tracking of alternative roads seen in the video. Also, for data analysis
and mosaicing, the video stream will become incongruous while implementing such
an aggressive maneuver.
Similar to Section 4.1.2, the MAV will have a flight path depicted in Figure 4.3.
We assume that the AGL h is known. The minimum distance between the camera
footprint and the road is determined from the closest road coordinates and the closest
projected-pixel coordinates to the road. The projected-pixel location is derived from
Equation (2.10). The world coordinates of the farthest right pixel are
qN = pN + h(

−sµ cφ s η̄ + sµ sφ c η̄

qE = pE + h(

2

2

sφ s η̄ + cφ c η̄
2
2
cµ cφ s η̄ − cµ sφ c η̄
2

2

sφ s η̄ + cφ c η̄
2

),

(4.19)

),

2

where the MAV coordinates are
pN = r(φ) sin µ,
pE = −r(φ) cos µ.
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(4.20)

The road coordinates corresponding to the maximum deviation from the road are
lN = r(φ) sin µ cos µ,

(4.21)

lE = −r(φ) cos2 µ.
The roll angle that minimizes the distance between the camera footprint and the
road for a specified AGL is found by finding the minimum distance between the
closest road location given by Equation (4.21) and the closest localized pixel given by
Equation (4.19) with respect to φ,
min

0≤|φ|≤φmax

((qN − lN )2 + (qE − lE )2 ).

(4.22)

Equation (4.22) will yield the roll angle that minimizes the distance between the MAV
and the road. The solution to Equation (4.22) is not necessarily φmax . An aggressive
roll angle will reduce the MAV turning radius but the camera footprint will sweep out
less distance from the MAV. Equation (4.22) resolves the conflict between the MAV
turn radius and the footprint limit which are both functions of φ. The desired roll
angle is solved numerically from Equation (4.22) and used as the roll-angle constraint
in situations where the MAV operates below the AGL constraint.
Assuming a MAV speed at v = 13 m/s, a camera field of view η̄ = π3 , and a
road width wroad = 0 m, the corresponding AGL and roll-angle constraint are shown
in Figure 4.4. For situations where the MAV operates at the AGL constraint, the
roll-angle constraint is set to η̄4 , which guarantees the capture of the road. Below 55
degree turns in Figure 4.4(b), the MAV operates above the AGL constraint allowing
the MAV to conduct more aggressive turn maneuvers. Above 55 degrees, the rollangle constraint minimizes the distance between the road and the camera footprint.

4.1.4

Curved Road Analysis
In the previous sections, the road or boundary is assumed to be straight.

However most roads and borders are curved with an upper limit on spatial frequency.
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AGL Constraint for Expected Turn Angles

Roll−Angle Constraint for Expected Turn Angles Operating at 100 m AGL
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(a) This figure shows the relationship between the AGL constraint and the expected turn angle of the road.
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(b) This figure shows the relationship between the roll-angle constraint and the expected turn angle of the road operating at
an AGL of 100 m. For turn angles less
than 55 degrees, the MAV operates above
the AGL allowing more aggressive rollangles. For turn angles greater than 55
degrees, the roll angle minimizes the distance between the footprint and the road.

Figure 4.4: AGL and roll-angle constraints versus turn angle for unpredicted roads.
These graphs show the relationship between the expected turn angle of the road and
the AGL and roll-angle constraints for a MAV speed of 13 m/s, and a horizontal field
of view η̄ = π3 .

Image-directed control is useful to account for these unanticipated changes in the
road geometry. Even when GPS coordinates of the road are known from DEM data,
image-directed corrections in the flight path may still be necessary to account for the
inherent GPS bias.

Figure 4.5: A MAV following a sinusoidal road. This figure depicts the image footprint
and sinusoidal road. At the AGL derived in Equation (4.24), the camera footprint may
encompass the entire road path without needing to following the frequency deviations
in the road.
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We assume that the geometry of a general curved border or road will have
a maximum spatial frequency of ω =

1
2πβ

meters−1 . To derive AGL and roll-angle

maneuverability constraints, we also assume that the road is a sinusoid with an amplitude of α meters, as shown in Figure 4.5. As depicted in Figure 4.1(b), when the
MAV is in level flight, the farthest distance the camera footprint captures to the right
or left of the MAV is
η̄
qE (φ = 0) = h tan .
2

(4.23)

The MAV will not need to follow the frequency deviations in the road if it meets the
minimum AGL constraint
h≥

α
.
tan η̄2

(4.24)

Figure 4.6 shows the relationships between the camera’s horizontal field of view and
the AGL constraint required to maintain a U-turn in the camera footprint.
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(a) This figure shows the relationship between the AGL constraint and the field of
view of the camera for a U-turn.
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(b) This figure shows the relationship between the footprint width and the field-ofview of the camera if the MAV operates at
the AGL required for a U-turn.

Figure 4.6: AGL Constraints and the footprint width versus field-of-view for following
a U-turn. These graphs show the relationship between the field-of-view of the camera
and AGL constraint and footprint width to track a U-turn for a MAV at a speed of
13 m/s. The commanded roll angle φ is set to η̄4 to minimize the distance between the
tracked road and the footprint. Despite a decrease in the camera’s horizontal field-ofview, the footprint width still increases because a dramatically larger AGL constraint
must be implemented to maintain the road in the camera footprint for every decrease
in the horizontal field-of-view.
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For operation below the U-turn constraint and when the position and path of
the road are unknown, the MAV will reach a maximum deviation from the road when
it is located at the point of greatest curvature. Also at this point, the most aggressive
roll angle will be commanded to reduce the tracking error between the flight path
and road. If we represent a sinusoidal road by the equation α cos(βω), where β is the
spatial frequency of the road, the greatest curvature is found by taking the derivative
and evaluating the expression at zero,
∂2
(α cos(βω)) = −β 2 α cos(βω) = 0.
∂ω 2

(4.25)

The maximum curvature is where βω = πn. The road location where βω = 0 will be
used for analysis.
By commanding a constant roll angle while tracking one of the periods of the
sinusoidal road, a worst-case design can be obtained by approximating the MAV’s
flight path as a circle. The observation limit of the footprint will determine the
roll-angle limits. The commanded roll angle will change during observation of the
sinusoidal path in the guidance loop to follow the road more tightly. Therefore, the
roll-angle constraint is conservative. Because the commanded roll angle is approximated as a constant, the camera observation limit of the footprint will also trace out
a circular path as shown in Figure 4.7. For a righthanded orbit, the observation limit
of the footprint is the inertial position of the rightmost pixel in the image.

Figure 4.7: The observation limit of a MAV. This figure depicts the MAV flight path,
road path, and observation limit (the inertial position of the rightmost pixel). The
maximum distance the MAV deviates from the road occurs at the location of greatest
curvature in the road.
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For a dead-end road, equivalent to an amplitude β = ∞, the MAV would need
to make one complete revolution without losing the road. Using the derivation of a 90
degree turn from Section 4.1.1, the MAV is able to complete a quarter orbit without
losing track of the road. If the footprint is twice as large in the inertial frame, the
MAV will successfully complete a half orbit and maintain track of a road located at
the coordinates where the MAV begins its turn. So the AGL constraint needed to
maintain any inertial coordinate or road in the camera footprint is twice the AGL
constraint for a 90 degree turn i.e.,
η̄ π
2v 2
h( , ) =
.
4 2
g tan( η̄4 )2

(4.26)

This AGL guarantees that any sinusoidal road path is captured regardless of the
road’s curvature. Above this AGL, any continuous road will remain in the camera
footprint by limiting the roll-angle constraint to φ ≤ η̄4 .
For flights below this AGL, the roll-angle constraint φ∗ is calculated using an
approach similar to the one used in Section 4.1.3. The road location with the greatest
curvature will dictate the maneuverability constraints of the MAV, which occurs at
the location βω = 0, the northernmost point of the road depicted in Figure 4.7. The
road is kept inside the camera footprint as long as the curvature of the observation
limit is greater than the curvature of the road which will allow the MAV to rejoin the
road. The observation circle is given by
1

where
qN (φ) =

y = (qN (φ)2 − x2 ) 2 ,

(4.27)

−cφ s η̄ + sφ c η̄
v2
2
2
),
+ h(
g tan φ
sφ s η̄ + cφ c η̄

(4.28)

2

2

qN (φ) is the north location of the far right coordinate of the footprint and x and y
are the East and North cartesian coordinates of the observation path.
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Comparing the curvature of the road path and the observation limit where
βω = 0, and x = 0 yields
1
∂2
∂2
α
cos(βω)
=
(qN (φ)2 − x2 ) 2 .
2
2
∂ω
∂x

(4.29)

where ω and x are both in units of meters. Evaluating the partial derivatives and
simplifying the expression we obtain
β 2α =

1
.
qN (φ)

Therefore, the MAV will be able to track the road if β 2 α ≤
leave the footprint if β 2 α >

1
.
qN (φ)

(4.30)
1
qN (φ)

and the road will

The inclusion of the road’s width into the analysis

will only affect the amplitude α of Equation (4.30), where the amplitude is adjusted
to capture the entire road or barely allow the road to leave the image view i.e.,
αw = α ± wroad ,

(4.31)

1
.
qN (φ)

(4.32)

and
β 2 αw =

Figure 4.8 describes the relationship between the roll-angle constraint required
to follow a circular curved road varying the horizontal field-of-view η̄, the amplitude
α, or the MAV height-above-ground h.
In Figure 4.9 the road is constructed with circles of approximately 140 m
radius. The MAV follows the road at an AGL of 100 m and a speed of 13 m/s. With
these values, α = 140 m and β =

π
2α

m−1 . Solving for the roll angle φ∗ , the roll-angle

constraint cannot be set below 10.6 degrees in order for the MAV to be able to follow
the curvature of the road. The MAV follows the simulated curved road over 3000
m with an average tracking error of 7.49 m. The roll-angle constraint was set to 15
degrees, where the extra leeway set in the roll-angle constraint allows the MAV to
recover from erroneous heading commands. Figure 4.9(a) shows the MAV flight path
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Following Curvature: Roll−Angle Constraint vs Curv. Amplitude. AGL = 100 m, FoV = 60 deg.
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(a) This figure shows the relationship between the minimum roll-angle constraint
and the operational AGL of the MAV with
a curvature amplitude α = 140 m and a
field-of-view of 60 degrees.
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(b) This figure shows the relationship between the minimum roll-angle constraint
and the curvature amplitude α with a
field-of-view of 60 degrees and an operational AGL of 100 m.

Minimum Roll−Angle Constraint (degrees)
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(c) This figure shows the relationship between the minimum roll-angle constraint
and the field-of-view of the camera with a
field-of-view of 60 degrees and an operational AGL of 100 m.

Figure 4.8: Minimum roll-angle constraint relationships for curved roads. These
graphs show the relationship between the minimum roll-angle constraint and the operational AGL, curvature amplitude α, and field-of-view at a MAV speed of 13 m/s and
a road width wroad = 0 m.

and footprint while following the road. The tracking error to the actual road is shown
in Figure 4.9(b). It should be noted that when the MAV is tracking the road as it
curves to the right, the MAV is deviated to the left of the road and vice versa when
the road curves to the left. The MAV will always lag in following the curvature of
an unpredicted road because of delays in processing, the guidance-loop design, and
MAV physics. Figure 4.9(c) shows the road-estimation error in the guidance loop.
Figure 4.9(d) shows the path the MAV attempts to track in the guidance loop. The
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added noise from the road-estimation error is mitigated through the flight dynamics
of the MAV.

Road Following of a Black and White Map
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(a) This figure shows the MAV flight path, path of
the road, estimated path of the road, and horizontal
footprint as it tracks a simulated road.
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(b) This figure shows the tracking error during the flight (positive error
corresponds to the MAV located to
the right of the road).
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(c) This figure shows the roadestimation error during the flight.
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(d) This figure shows the tracking error to the estimated path. This is the
path the MAV tracks with the Vector
Field block in the guidance loop. The
Vector Field algorithm removes estimation noise providing a smoother
flight.

Figure 4.9: Simulation results following a curved road for 3000 m. This figure presents
the results of simulation of a MAV following a road consisting of ∼ 140 m radius circles
at an AGL h of 100 m and a roll-angle constraint φ∗ set at 15 degrees over a distance
of 3000 m.
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4.2

Turn Constraints for a Predicted Road
Knowledge of the road location and path may be available before flight. DEM

data may be coupled with video data to obtain more accurate road-position estimates.
Because DEM data of the road position may not be exact, a road-prediction and
analysis algorithm may still be useful for the road-following guidance loop. Using
image data alongside map information will aid in capturing better overhead imagery
of the road.
Analysis of predictive road following will use the same approach conducted
in Section 4.1 to determine maneuverability constraints to effectively follow known
roads and borders. Using a simple path where the MAV rolls before the road corner,
the MAV will better follow the road and maintain it in the camera’s footprint.

Figure 4.10: A MAV tracking a predicted road with a known path. This figure
depicts a MAV tracking a predicted road with a turn angle µ. The MAV is located at
the maximum tracking deviation.

Figure 4.10 depicts the proposed MAV flight path. It is not necessary to
command a roll angle beyond the angle where the camera footprint captures the
world horizon, which for a right-turn angle is a roll angle φ =

π
2

− η̄2 . The roll-angle

constraint is determined by evaluating up to the limiting geometry of the airframe,
the airframe’s maximum roll angle φmax , or the flight dynamics associated with the
camera’s horizontal field-of-view for following an expected road turn,

π
2

− η̄2 . For

predictive road following, we will define the maximum roll angle as φmax ≤ min(( π2 −
η̄
), (φmax ))
2

depending if the MAV roll-angle capabilities prevent the footprint from
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capturing the horizon. Since the geometry of the path and the location of the turn is
known, the MAV is able to anticipate the turn and, as shown in Figure 4.10, roll so
that midway through the turn the corner of the road is on the edge of the image. The
far left pixel in the camera footprint determines the roll-angle constraint for a road
whose path is known a priori. The horizontal pixel deviation will have an opposite
sign ηx = − η̄2 and the transformation from the pixel frame to the inertial frame must
account for this.
If the road turn angle µ = π2 , the maximum distance the MAV deviates from
√
the road is ( 2 − 1)r(φ). Using Figure 4.10 and Equation (4.4), the minimum AGL
for an expected turn of

π
2

is
√
π
( 2 − 1)r(φ)
.
h(φ, µ = ) =
2
tan( η̄2 + φmax )

(4.33)

Even for an aggressive turn like µ = π2 , the minimum AGL condition is trivial
to achieve because the MAV maneuvers in a way to point the camera toward the road
while it turns. The AGL required to track the road is only a few meters above the
ground for a wide range of horizontal fields of view. With a horizontal field-of-view
of η̄ = 1 degree, a maximum roll angle φmax = 30 degrees, and a MAV speed v = 13
m/s, the minimum AGL constraint would be 21.0 m. Larger horizontal fields-of-view
will result in an AGL constraint closer to the ground. With small fields-of-view, the
footprint will lose tracking of the road as soon as the MAV begins the bank-to-turn
maneuver to follow the road. Also road-skew effects from flying so close to the ground
introduce estimation error in the guidance loop causing further instabilities. Since
the MAV will never approach the minimum AGL constraint, only a few meters above
the ground, it does not play a major role in the guidance algorithm.
At known altitudes, a roll-angle constraint will continue to aid the roadfollowing guidance loop. Several roll-angle constraints are derived based upon the
desired footprint path and the desired flight path. We will introduce three roll-angle
constraints according to the regions we want to capture with the video. One constraint will center the bend of the road in the camera footprint, another constraint
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will minimize the tracking error between the MAV and the road while maintaining
the road in the camera footprint, and the third constraint will minimize the tracking
error between the road and the center of the camera footprint throughout the bankto-turn maneuver. We will assume that constant control commands are provided for
the MAV while it conducts the turn to ensure steady video imaging.
4.2.1

Constraint Analysis that Centers the Footprint on the Bend in the
Road
In this section, we consider AGL and roll-angle constraints aimed at centering

the footprint on the bend in the predicted road. By centering the footprint at the
bend in the road, a moderate roll angle is commanded to track the path of the road.
This approach allows the MAV to acquire video information of the entire road but
focused on capturing terrain imagery at the bend in the road. Figure 4.10 depicts the
maximum distance the MAV travels from the road, where the MAV location is
µ
pN = r(φ) sin( ),
2
µ
pE = −r(φ) cos( ),
2

(4.34)

and the heading angle is ψ = µ2 .
Image coordinates are calculated by using the transformation from the camera
frame to the inertial frame. The case of centering the camera field-of-view precisely
on the bend is mathematically equivalent to setting the horizontal field-of-view η̄
equal to zero and minimizing the distance between the camera path and the bend
coordinates. With a given AGL h, the inertial coordinates that correspond to the
center of the camera are
µ
tan φ,
2
µ
qE = pE − h cos tan φ.
2

qN = pN + h sin
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(4.35)

The road segments are represented by the equations
x = −r(φ),
x
r(φ)
y=
+
.
tan µ sin µ

(4.36)

The intersection of the two road segments yield the coordinates of the bend in the
road as
lN =

−r(φ) r(φ)
+
,
tan µ
sin µ
lE = −r(φ).

(4.37)

By minimizing the distance between the world location corresponding to the center
of the camera and the coordinates in the bend in the road, the roll angle φ∗ is found
as
φ∗ = arg

min

0≤|φ|≤φmax

((qN − lN )2 + (qE − lE )2 ).

(4.38)

The angle φ∗ is used to obtain the coordinates where the MAV must begin its maneuver to capture the center of the bend. The MAV must begin its maneuver at a
distance of

−r(φ∗ )
tan µ

∗

)
+ r(φ
from the bend in the road. Using this path-planning scheme,
sin µ

the camera footprint will deviate from the road at the beginning and end of the maneuver, and at these points the road may leave the image. The maneuver will center
the road bend in the footprint at the midpoint of the maneuver. The road width
does not effect the design of this constraint. Using the Road Classifier and Direction
Finder, road estimates can be used to improve the pre-flight estimate of the road. In
this scenario, the roll-angle constraint is limited near φ∗ and the MAV is forced to
begin the bank-to-turn maneuver at a distance of

−r(φ∗ )
tan µ

+

r(φ∗ )
sin µ

from the bend in the

road. Figure 4.12(a) shows the flight path and footprint following a 70 degree turn
when the center of the footprint of the camera is constrained to pass through the
center of the bend.
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(a) This figure shows the roll-angle constraint versus the turn angle of the predicted road to center the footprint on the
bend.
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(b) This figure shows the maneuver distance required before the bend in the road
according to the road turn angle µ to center the footprint on the bend.

Figure 4.11: Predicted road-following relationships by centering the footprint on the
bend in the road. These graphs show the roll-angle constraint and maneuvering distance
required to center the camera footprint on the bend in the road with a MAV speed of
13 m/s, a field-of-view of η̄ = pi
3 , and an operational AGL at 100 m.

4.2.2

Constraint Analysis that Minimizes the Distance Between the MAV
Flight Path and Road
As an alternative to centering the camera on the bend in the road, minimizing

the distance between the MAV flight path and the road provides several benefits
over alternative maneuverability constraints. Estimation errors from camera-to-world
projection can be reduced by decreasing the MAV proximity to the road. The roadpixel density in the image is maximized by minimizing the MAV-to-road proximity,
which helps the Road Classifier more effectively segment the road. This guidance
method may encourage the MAV to roll too aggressively and lose tracking of the
road, which must be accounted for in the guidance loop.
The path of the road is the same as Equation (4.35), and (4.36) and the
coordinates of the bend in the road will be the same as calculated in the centering
constraint (4.37). As shown in Figure 4.10, for a right hand turn, the rightmost pixel
constrains the MAV’s ability to follow the road. For a road that bends to the right,
the constraining pixel is located at ηx = η̄2 . Using the result of Section 2.1, the North
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(a) The MAV commands a
11.04 degree roll angle 61.88 m
before the road turn, centering
the footprint on the bend in the
road.
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(b) The MAV commands a
33.31 degree roll angle 18.37 m
before the road turn, minimizing the distance between the
road and the MAV.
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(c) The MAV commands a 7.4
degree roll angle 92.97 m before
the road turn, minimizing the
distance between the road and
the center of the camera footprint throughout the maneuver.

Figure 4.12: Simulation results tracking a known road path. This figure presents the
simulation results of a MAV tracking a predicted road with a 70 degree road turn at
100 m AGL using the three constraints discussed in this section. For a road turn of 70
degrees the MAV is operating at an AGL of 100 m, a speed of 13 m/s, and a horizontal
field-of-view η̄ = π3 .

and East inertial position corresponding to the rightmost pixel ( η̄2 , 0) is
qN = pN + h(

−sµ cφ s η̄ + sµ sφ c η̄

qE = pE + h(

2

2

sφ s η̄ + cφ c η̄
2
2
cµ cφ s η̄ − cµ sφ c η̄
2

2

sφ s η̄ + cφ c η̄
2

),

(4.39)

).

2

The coordinates from Equation (4.39) can be inserted into Equation (4.38) and the
minimum roll angle φ∗ can be found. A roll-angle constraint of φ = φ∗ + ², where |²|
is less than the accepted roll-angle deviation, will allow the guidance loop to adjust
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to the path errors in the DEM data detected in the image frame. Figure 4.12(b)
shows the flight path and sensor footprint when the MAV follows a 70 degree turn
and the roll angle is constrained to minimize the distance between the MAV and the
road. Because the road is barely captured in the camera footprint at the center of
the turn and the road may initially be lost when the MAV begins the maneuver, this
roll constraint should be the maximum limit for a road with a given turn angle µ.
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(a) This figure shows the roll-angle constraint versus the turn angle of the predicted road to minimize the distance between the MAV and the road path.
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(b) This figure shows the maneuver distance required before the bend in the road
according to the road turn angle µ to minimize the distance between the MAV and
the road path.

Figure 4.13: Predicted road-following relationships by minimizing the distance between the MAV and the road path. These graphs show the roll-angle constraint and
maneuvering distance required to minimize the distance between the MAV and the road
path with a MAV speed of 13 m/s, a field-of-view of η̄ = pi
3 , and an operational AGL
at 100 m.

4.2.3

Constraint Analysis that Minimizes the Footprint Tracking Error
over the Entire Road
Using a constraint that minimizes the tracking error between the entire road

and the camera footprint helps the MAV capture the most area surrounding the road
geometry. This constraint is preferred if surveillance of the entire road is needed.
The constraints discussed in the preceding paragraphs focus on imaging the bend
in the road, which may result in losing track of the road at the point where the
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MAV begins its maneuver. The inertial position corresponding with the center pixel
of the camera is found using Equation (2.10) with η̄ = 0. From Figure 4.10, the
area between the footprint center and the road paths during the maneuver, given
by Equation (4.36), can be analyzed to determine the optimal roll-angle constraint
φ∗ . By considering the first half of the maneuver, we can find the tracking error
by calculating the area between the east coordinates of the center of the footprint
qE = −r(φ)cos(ψ) − h cos µ2 tan φ, and the road before the bend lE = −r(φ) as
Z
∗

φ = arg

ψ= µ
2

min

0≤|φ|≤φmax

(−r(φ) cos ψ − h cos

ψ=0

µ
tan φ + r(φ)) δψ.
2

(4.40)

Figure 4.12(c) shows the flight path and footprint following a 70 degree turn where
the roll angle is constrained to minimize the tracking area between the footprint and
the road.
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(a) This figure shows the roll-angle constraint versus the turn angle of the predicted road to minimize the footprint
tracking error over the entire road.
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(b) This figure shows the maneuver distance required before the bend in the road
according to the road turn angle µ to minimize the footprint tracking error over the
entire road.

Figure 4.14: Predicted road-following relationships by minimizing the footprint tracking error over the entire road. These graphs show the roll-angle constraint and maneuvering distance required to minimize the footprint tracking error over the entire road
with a MAV speed of 13 m/s, a field-of-view of η̄ = pi
3 , and an operational AGL at 100
m.
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4.3

Summary of Roll-Angle and AGL Constraints
This chapter lays down the framework for the Constraints Governor used in

the road-following guidance loop of Figure 2.4. As long as the general geometric
conditions of the road to be followed is known, the Constraints Governor can be
tuned to maximize the guidance loop stability. The AGL constraint needs to first be
calculated in order to determine which roll-constraint analysis to use. Once the flight
altitude of the MAV has been selected, the roll-angle constraint can be calculated for
the Constraints Governor.
This section presents roll-angle and AGL constraint solutions for roads where
the expected geometry is known but the coordinates of the path are not and for
roads where the coordinates of the path are known before flight. These constraints
help maintain the road inside the camera’s footprint to improve the guidance loop
stability of the algorithm. For unpredicted roads, the AGL constraint is dependent
upon the MAV speed, camera horizontal field-of-view, and road width. The rollangle constraint is dependent upon the flight altitude, MAV speed, camera horizontal
field-of-view, and road width.
For predicted roads, an objective must be chosen answering the question of
what the camera footprint needs to image. An AGL constraint for a predicted road
is not necessary because of the dynamics associated with tracking it. With a known
flight altitude, MAV speed, and camera horizontal field-of-view, a roll-angle constraint
and beginning maneuver distance can be determined to best follow the predicted road.
The MAV would largely rely upon the DEM data of the predicted road for the MAV
flight path using computer vision as a correctional aide.
Figure 4.11, Figure 4.13, and Figure 4.14 show the roll-angle constraints and
required maneuver distances before the turn resulting from the three constraint examinations for predicted roads using a 60 degree horizontal field-of-view and a MAV
speed of 13 m/s.

53

54

Chapter 5
Results
The road-following algorithm was tested extensively in simulation in order to
improve the guidance loop’s robustness. The simulations tested the constraint results
as well as the entire implementation of the road-following algorithm. The roadfollowing guidance loop performed significantly better in simulation than in actual
hardware testing. Simulation performed better than actual hardware testing because
of video degradation, actual road classification, camera-pointing errors, wind gusts,
and communication latency. Despite these additional hurdles, the MAV tracked a
section of road for over one mile.
5.1

Hardware Results
The road-following guidance loop was demonstrated using the MAGICC lab

testbed. Using the road-following guidance loop, the MAV successfully tracked over
a mile section of Goshen Canyon Road in Mona, Utah. The map of the road is shown
in Figure 5.1.
The road was segmented from the image using the methods discussed in Chapter 3. The auto-gain was turned off on the camera so that the Image Classifier received
consistent images from one frame to the next. A road segment from Goshen Canyon
Road is shown with the classification result in Figure 5.2. To achieve the correct classification, the original image is classified according to its H and V values; the binary
image is flood filled then eroded; the smallest components are then removed. Using
the telemetry information from the autopilot, the road location and its heading are
derived in the inertial frame.

55

Figure 5.1: The map of the Goshen Canyon Road used to demonstrate the roadfollowing guidance loop. This figure is the map of the road followed in Mona, UT. The
curvature of the road has an amplitude α = 400 m so that the roll-angle constraint
cannot be set below 5 m in order to follow the road at 70 m AGL.

(a)

(b)

Figure 5.2: Goshen Canyon Road and the result from classification. This figure shows
Goshen Canyon Road used to test the road-following guidance loop. The classification
result is shown. The result is achieved by classifying according to the H and V values of
the image, flood filling the binary image, eroding the result, and removing the smaller
connected components.

Figure 5.3 shows the path taken by the MAV with the estimation of the road
position and overlays of the camera horizontal footprint. The estimation of the road
position is less accurate when the MAV is banking because of estimation error in the
MAV roll angle. The MAV is able to successfully follow the road over long stretches
and detailed imagery of the road is obtained throughout the flight. Wind causes the
MAV to fly at a slight crab angle causing the road in the image to not be perfectly
upright. The road possesses a curvature of amplitude α = 400 m. With this curvature
the MAV’s roll-angle constraint cannot be set below 5 m.
Figure 5.4 shows the MAV tracking error to the estimate of the road position.
The tracking error is driven toward a steady state error that is within a few meters of
the road. Because the road was so long, the MAV was forced to turn around. These
are represented by the large jumps in tracking error. After the MAV had conducted a
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Figure 5.3: MAV flight path over Goshen Canyon Road. This figure shows the MAV
flight path over Goshen Canyon Road, the estimation of the road path, and the overlay
of the horizontal camera footprint. The overlay shows that the MAV was able to
maintain track of the road during the operation of the road-following guidance loop.

180 degree turn, the road-following guidance loop restarted driving the MAV toward
the estimate of the road again. Figure 5.5 shows the estimated road direction. The
estimated road direction was heavily filtered to prevent erroneous heading commands
from driving the MAV away from the road path.
Figure 5.6 shows the map of another road in North Mona which was followed
by using the road-following guidance loop. Despite the extra curvature in the road
the MAV successfully follows it. Figure 5.7 shows the MAV path over the road.
Figure 5.8 shows the tracking error to the road estimate. Because of the additional
curvature in the road, the tracking error reaches a higher steady error than over
Goshen Canyon Road. Figure 5.9 shows the heading estimate of the road. Because
of significant low-pass filtering on the road heading, the guidance loop has problems
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U-turn and
reacquiring the road

Figure 5.4: Tracking error to Goshen Canyon Road. This figure shows the tracking
error while flying over Goshen Canyon Road. The road-following guidance loop drives
the tracking error to a small steady error. The jumps over 60 meters in the tracking
error are a result of the MAV turning around and reacquiring the road.
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Figure 5.5: The estimated heading direction of Goshen Canyon Road. This figure
shows the estimated road heading direction of Goshen Canyon road. After turning
around, the guidance loop slightly misjudges the heading direction of the road caused
by errors in the roll-angle estimation.
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Figure 5.6: The map of a road in North Mona. This figure is the map of the road
followed in North Mona, UT.
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Figure 5.7: MAV flight path over the road in North Mona. This figure shows the
MAV flight path over the road in North Mona, the estimation of the road path, and
the overlay of the horizontal camera footprint.

tracking the road with greater curvature.

The greater curvature demands a high

AGL constraint in order to maintain track of the road, but at higher AGLs, the road
is too small to effectively classify using the method discussed in this thesis. As a
result the MAV would follow the road over straight stretches and lose sight of it as it
encounters curves.
Wind does cause some road-estimation error during actual flight test. The current testbed estimates wind over the period of the flight. The MAV heading angle is
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Figure 5.8: Tracking error to the road in North Mona. This figure shows the tracking
error flying over a road in North Mona. The road-following guidance loop drives the
tracking error to a steady error.
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Figure 5.9: The estimated heading direction of the road in North Mona. This figure
shows the estimated road heading direction of the road in North Mona.

estimated from the travel-heading angle derived from the GPS and the wind estimate.
Strong winds or gusts will cause more significant error in the heading angle used to
localize the road seen in the image. The MAV guidance loop will then follow the erroneous road direction. The vector-field controller will tightly follow the road direction
obtained from the inertial estimate of the road path. Other errors introduced into the
MAV pose estimation also contribute to guidance deviations along the actual road
path because the MAV will follow the inertial-frame road-path estimate. The MAV
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still operates quite reasonably in windy conditions. Other controllers that control
about the road in the image frame would not need to account for pose estimation
errors or wind.
The road-following guidance loop was also demonstrated by implementing a
perimeter surveillance algorithm to space three MAVs over the Goshen Canyon Road.
Each MAV followed the road using the guidance-loop architecture discussed in this
thesis. A higher-level algorithm would space the MAVs to properly monitor the entire
length of road.
Despite the MAV constraints governor, the road occasionally leaves the camera
footprint in flight as a result of incorrectly estimating road headings and also by not
perfectly tracking the road. The autopilot roll gains were reduced to prevent the
MAV from rolling too aggressively in attempting to minimize the tracking error.
5.2

Results Summary
A road-following guidance loop is demonstrated in this thesis using roll-angle

and AGL constraints to improve guidance loop robustness. With limitations that
include a strap-down camera and a MAV using bank-to-turn maneuvers, we show
a robust road-following algorithm. Roll-angle and AGL constraints are necessary
to maintain track of the road in the camera footprint while the guidance loop is
active. These constraints help prevent the guidance loop from over correcting. Over
corrections can cause the MAV to bank erratically, track alternate roads, and transmit
undesired video.
Classifying a road from the onboard images is a significant challenge. The
road changes shape and color as the MAV tracks it. A classification algorithm that
can adjust to these alterations and estimate reasonable heading directions is essential
for road following. Using an algorithm that could weight the importance of each color
space proved useful for classification robustness. Flying too low to the road causes
problems because a direction-finding algorithm cannot decipher an orientation of an
object that comprises over half the image.
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Localization of the road was important to help the guidance loop maintain a
bearing of the road but accuracy was not essential. Several degree errors in camera
elevation and azimuth did not cause problems in successfully tracking a road. Wind
also skewed the image slightly, but the guidance loop was able to account for the
error.
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Chapter 6
Conclusion
This thesis provides roll-angle and AGL constraints for a bank-to-turn MAV
using a strap-down camera. Constraint derivations are provided for unpredicted and
predicted roads. These constraint derivations are necessary for bank-to-turn MAVs
because roll-angle commands influence the camera footprint significantly. The minimum AGL limit contributes to an understanding of MAV flight dynamics following a
road at low altitudes. The roll-angle constraint helps prevent the MAV from banking
in such a way that the road leaves the footprint of the camera. With these constraints,
we can know what to expect to see in the video as the MAV follows the path of the
road. The flight path of the MAV can then be adjusted if we desire to capture more
in the video.
The road-following guidance loop was shown to work in both simulation and
flight tests. The road is successfully extracted from the image using statistical classification techniques in the HSV color space. The guidance loop can be altered to
follow other visually distinct boundaries. With forest fires, the Road Classifier can be
adjusted to follow hot/cold perimeters rather than roads. The constraints will still
apply for effective imaging of these perimeters from a bank-to-turn MAV equipped
with a strap-down camera.
This thesis discusses many of the problems associated with MAV road following. Weight restrictions and other MAV limitations present significant issues to
develop an effective road-following algorithm. Consideration of the camera footprint
is essential in implementing a robust road-following algorithm. Without frequent
sight of the road, the guidance loop may improperly estimate its path and maneuver
the MAV away from the road. If the guidance loop can maneuver the MAV to track
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the road in the footprint, the computer vision can update the path. Computer vision
will only function as long as the road stays in the camera footprint.
6.1

Recommendations for Future Work
The AGL and roll-angle constraints can be improved by considering the entire

footprint and turn angles greater than 90 degrees. The pixels at the top of the image
will relax the imposed constraints. These pixels provide a ’prediction’ element to
the constraint problem which adjusts the heading direction and increases the AGL
limit. Turn angles greater than 90 degrees will also allow the MAV to predict future
turns, relaxing the constraints. The current AGL and roll-angle solutions can also
be relaxed by considering variable flight paths. Processing delay and tracking error
between the MAV and the road will tighten the constraints.
More sophisticated control algorithms for following the road are desired. Improving the real-time road classifier to better account for lighting and color changes
in the road would further improve the stability in the guidance loop. Implementing a real-time classification algorithm with lower processing demands would provide
improvements in the guidance loop architecture.
The road-following guidance loop can be used in development of other useful
algorithms and mission planning. Without wheels, some damage to the MAVs is
sustained from landing. Using the guidance loop to implement an autonomous landing
on a road would reduce these impacts. The guidance loop can also work in conjunction
with tracking algorithms. The MAV would follow a road until it locates a target on
the road and then begin tracking it.
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Appendix A
User’s Guide to Implementing Road Following
This section describes in more detail how the road-following algorithm is implemented in BYU’s software architecture. The software architecture consists of three
main executables. Aviones simulates the MAV dynamics and environment. The Autopilot or Kestrel DLL implements all the controllers and guidance loops on the MAV.
The Autopilot software is placed on the control board on the MAV itself. The sensors
are embedded on the Autopilot board as well in order to best utilize the sensor data
in the control loops. The Virtual Cockpit is located on the ground-station laptop.
The Virtual Cockpit serves as the interface between the user and the MAV system.
Desired waypoints or heading commands are sent from the Virtual Cockpit up to
the Autopilot. Aviones receives control surface commands from the Autopilot and
simulates the expected result from the MAV dynamics. The actual MAV replaces
the Aviones simulator for flight testing. The Autopilot and Virtual Cockpit remain
unchanged for real MAV flights.
A.1

Aviones

Aviones is the simulation software that the BYU MAGICC lab uses to verify
guidance loops and controllers written for MAVs before any actual flight testing is
conducted. Aviones serves as an excellent tool to test real-time response to MAV
guidance algorithms. Extensive simulation with Aviones was used to test the stability
and guidance of the road-following algorithm. In simulating the MAV and world
environment, Aviones provides to the Virtual Cockpit imagery of the area captured
by the camera. Because image data is too large for the Autopilot, the image data is
sent directly down to the Virtual Cockpit on the ground-station laptop for analysis.
To test the road-following algorithm, Aviones was provided with maps containing simple roads. Road classification was not a focus in the simulation environment
because hand-made maps cannot effectively represent a real-world image. As a result,
the maps created for the simulation were black and white. These were ideal to test
the guidance loop before actual flight testing. Figures A.1 show some maps used to
test the road-following guidance loop. These were created using the common paint
program.
The Aviones simulator smooths the imagery sent to the Virtual Cockpit. The
maps need to be simplistic because of this smoothing process. This smoothing process
also mixes the colors together, so adding detail to these maps will generally be lost.
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(a) A curved-road map used for sim- (b) A map used to the test the conulation testing of the road-following straint limits in simulation.
guidance loop.

Figure A.1: Maps used in simulation. These figures show several maps used in
simulation. Classifying the road in simulation is not helpful, so these maps are black
and white to extensively test the other parts of the guidance loop.

The smoothing is more pronounced on smaller maps so if detail is necessary, a larger
map can be created for use.
A.2

Virtual Cockpit

Virtual Cockpit (VC) has several ways to implement guidance loops for the
MAV. It is desired that the road-following algorithm be as robust and user-friendly
as possible. Typical autonomous flight entails directing the MAV to certain predetermined waypoints. To incorporate the road-following algorithm within this framework,
a special road-following waypoint was created. In this framework, previous waypoints
direct the MAV near to the start of the road section to be followed. The MAV will
then enter the road-follow waypoint where it will follow the road for a pre-specified
distance or time. After the completion of the road-following waypoint, the MAV will
be directed to subsequent waypoints. In this way, the road-follow guidance loop can
be implemented in the most robust manner possible. If problems occur during the
operation of the guidance loop, the user can tell the MAV to proceed to the next
waypoint. The user can then supply corrections for the road-following guidance loop
for subsequent passes.
Virtual Cockpit includes a frame processor DLL capable of analyzing images on
a separate thread. The DLL is a library file that is accessed by the VC. The alternative
thread allows the image processing to run faster and independent of the other VC
management operations. The DLL can be changed and reloaded in the VC interface
without the need to restart the Virtual Cockpit. The image-processing portions of the
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road-following algorithm are placed in the frame processor DLL. Information between
the DLL and VC are shared over a TCPIP connection. Obtaining an image and MAV
pose data from the VC, the DLL classifies the road, estimates its position in the world
frame using the Transformer library, and sends the estimated-road position and the
MAV deviation distance to the Autopilot through the VC TCPIP connection.
For improved image processing, the DLL accesses the MAV’s telemetry. With
this data, the image-processing routine can make better decisions of the heading
direction to return. The DLL checks for conditions if the road is expected to be out
of the screen from aggressive rolling or large tracking errors of the MAV from the
road. In these cases, the previous acceptable road estimation is sent to the Autopilot.
A.3

Autopilot

The Autopilot receives updated estimated-road positions at a rate of 1 − 4 Hz.
The inner loop controller operates at a much higher rate. The Vector Field controller
serves as an ideal controller to smoothly drive the MAV to the road. A controller
located on the Autopilot is also necessary to maintain stable flight if connection
between the ground station and MAV is severed for any amount of time. The Vector
Field controller will guide the MAV toward the last received estimated-road vector.
Implementing a proper controller by allowing the user on the ground to interrupt the algorithm in case of problems introduced several problems. It became
necessary that the Autopilot keep track of several variables throughout the roadfollowing guidance loop. These include the traveled distance, user-exit failsafe, and
time variables. If any of these values achieve the appropriate values, the algorithm
switches to the next waypoint and informs the VC. In this way, the algorithm will
automatically switch to an acceptable waypoint if communication is lost.
The heading error and tracking error are calculated and sent to the vector
field function. This function is also used to navigate between waypoints so it served
as the ideal controller to drive the MAV straight and smoothly. The roll gains and
roll-angle limits are reduced to encourage guidance-loop stability. In this way, the
image-processing routines receive the most stable imagery to localize the road. The
user can also better see the imagery captured by the MAV.
A.4

Conclusion

Using the software architecture available to the MAGICC lab, the road-following
guidance loop can be extensively tested in simulation before conducting any actual
flight tests. This helped debug many of the software problems without endangering
an airframe using unreliable control commands.
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