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Abstract
In this thesis we study the dynamics of dark solitons, vortices and Josephson effects, in
trapped atomic Bose-Einstein condensates. We firstly demonstrate a novel, sound medi-
ated, long-range interaction mechanism between dark solitons using the Gross-Pitaevskii
equation. Then we present the effect of finite temperatures on the dynamics of vortices and
Josephson effects using a generalised form of this equation, which additionally includes
a source term modelling the coupling of the condensate to a fully dynamical thermal
cloud, described by a quantum Boltzmann equation. The latter formalism is known as the
Zaremba-Nikuni-Griffin scheme (ZNG).
The sound-mediated interaction between dark solitons is such that the speed and
trajectory of one soliton in a condensate confined by a harmonic trap can be significantly
modified by the presence of a second soliton in the same trap. By confining the two
solitons to spatially separated subregions of a double well trap, we show how this effect
can be magnified. In particular we find it can be large, and therefore detectable, in
experimentally relevant geometries, including high-periodicity optical lattices in which
the ability of solitons to act as both absorbers and emitters of energy becomes apparent.
At finite temperatures, we model the dynamics via the ZNG scheme. Firstly, we give a
detailed description of the scheme for numerically solving these coupled equations including
all collisional terms. Then we study the effect of a dynamical thermal cloud on vortex
dynamics, in particular, focussing on the experimentally-relevant quantities of precession
frequencies, decay rates and vortex core brightness. The changes in these are found to
increase with increasing temperature for a pancake-shaped geometry, in particular for
trapping parameters of a recent experiment of Freilich et al. (Science 329, 1182 (2010)).
Particle exchanging collisions between the condensate and thermal cloud are found to be
crucial in determining the rate of decay of a precessing vortex. We further show that,
rotation of the thermal cloud can be a mechanism for radially translating the position of
a vortex, a scenario under current investigation.
Finally, we analyse the effect of finite temperatures on population dynamics in a double
well atom chip experiment by LeBlanc et al. (Phys. Rev. Lett. 106, 025302 (2011)).
Focussing on the coupled evolution in the absence of collisions, we find that it generates
significant damping which is, however, less than that observed in the experiment. A
detailed comparison in the presence of collisions is beyond the scope of this thesis.
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Introduction
1
Chapter 1
Introduction to Bose Gases
Under certain experimental conditions, an astonishing phase transition called Bose-Einstein
condensation [1, 2] can occur. Manifestations of this include superfluidity, referring to the
property of a fluid to flow without viscosity, and superconductivity which is the ability of
materials at low temperatures to conduct an electric current with zero resistivity [3].
The phenomenon of Bose-Einstein condensation was predicted by Satyendra Nath Bose
and Albert Einstein in 1924. Bose derived Planck’s law of black-body radiation by assum-
ing photons were identical and counting their distribution over energy states. He wrote
his findings in a letter to Einstein who immediately saw the importance of it and recom-
mended it for publication [4]. Einstein went on to generalise Bose’s work, to develop the
quantum statistics of a gas of non-interacting bosons [5] and the Bose-Einstein distribu-
tion function was born. It was later in 1938, when London [6] first suggested that the
properties of superfluid helium were relevant to Bose-Einstein condensation.
1.1 Bose-Einstein condensation
Particles can be classed into two groups depending on the value of their spin, which is
interpreted as the intrinsic rotation of a particle about its axis. Bosons are particles with
an integer value of spin, photons for example are bosons and obey Bose-Einstein statistics,
while fermions obey Fermi-Dirac statistics and have a half integer spin. An electron is
an example of a fermion. The Pauli-Exclusion principle states that two identical fermions
cannot occupy the same quantum state. This is because, the total wavefunction of a
system can be written as a combination of the two single particle wavefunctions via:
Ψ =
1√
2
[ψa(1)ψb(2) + ψa(2)ψb(1)] Symmetric
or Ψ =
1√
2
[ψa(1)ψb(2)− ψa(2)ψb(1)] Antisymmetric
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Suppose both the particles are in the same state i.e. a = b. The symmetric wavefunction,
becomes
√
2ψa(1)ψa(2) while the antisymmetric wavefunction vanishes. This means that
particles with an antisymmetric wavefunction, fermions, cannot exist together in the same
state while particles with symmetric wavefunctions, bosons, can. In fact, if many bosons
occupy the same state, the probability of more bosons scattering into that particular state
is increased.
The Bose-Einstein probability distribution for a gas of N , non-interacting bosons at
temperature T is written as
f(εi) =
1
e(εi−µ)β − 1 , (1.1)
where εi is the energy of the level i, µ is the chemical potential, with µ ≤ εi since µ is the
energy of the lowest energy level, ε0, and β = (kBT )
−1, where kB is Boltzmann constant.
The total number of particles of the system is given by the sum of the occupation numbers
of all energy levels via N =
∑
i g(εi)f(εi), where g(εi) is the degeneracy of the ith energy
level.
At high temperatures, when the quantum statistics of the particles can be ignored,
Eq. (1.1) reduces to the Boltzmann distribution f(εi) = e
−(εi−µ)β. For an ideal gas at
absolute zero, all particles are in the ground state, however, when T > 0, there is still
a macroscopic occupation of the lowest energy level (under the critical temperature for
the onset of Bose-Einstein condensation). In all physical systems it is impossible to reach
absolute zero, with the lowest recorded temperature of an atomic gas, less than 500 pico
Kelvin [7]. Therefore, as well as a macroscopic occupation of the lowest energy level, there
is a low occupation of higher energy levels, hence, modelling Bose-Einstein condensation
at finite temperatures poses an interesting and important problem.
One can define a particle’s thermal de Broglie wavelength as
λdB =
√
h2
2pimkBT
, (1.2)
i.e. λdB is inversely proportional to the square root of the temperature. At high tem-
peratures, the thermal de Broglie wavelength of a gaseous particle is small, therefore the
classical nature of the particle is dominant and one can think of it undergoing so-called
‘billiard ball’ type dynamics. As the temperature of a gas of bosons is lowered, the wave
nature of a particle starts to unravel until the point where the λdB of neighbouring par-
ticles is comparable to the interparticle spacing, and the individual characteristics of the
particles are no longer apparent. For bosons, this leads to a macroscopic occupation of
the lowest energy level which is termed a Bose-Einstein condensate (BEC). The analogy
in fermionic systems, is called a Fermi Sea, where one fermion occupies each energy level
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up to the Fermi level (at T = 0).
The condition for the onset of Bose-Einstein condensation corresponds to the point
where the thermal de Broglie wavelength becomes of the order of the interparticle spacing.
For an ideal, three dimensional (3D) uniform Bose gas, this is given as nλ3dB ' 2.612 [1],
where n = N/V , is the number density of the gas of volume V . Associated with this
criterion for the onset of degeneracy or Bose-Einstein condensation, there is a critical tem-
perature, which is the highest temperature at which there exists a macroscopic occupation
of the lowest energy level. The critical temperature for a non-interacting gas of bosons is
Tc =
2pi~2
mkB
( n
2.612
)2/3
. (1.3)
Using this, the fraction of atoms condensed into the lowest energy level can be calculated
as
N0
N
= 1−
(
T
Tc
)3/2
. (1.4)
To achieve Bose-Einstein condensation, relatively high densities at low temperatures are
required1. However, it is necessary to avoid the phase transition into liquid or solid that
one would expect as a gas is cooled. Therefore, three-body collisions, which bring about
the formation of molecules, must be delayed. This can be done by ensuring the density is
low enough that elastic binary collisions dominate, but also high enough that the trapped
atoms thermalise and condense into the lowest energy level.
It is because of these subtleties required experimentally that a pure Bose-Einstein
condensate in weakly-interacting gases was not realised until 1995 [8–10], some 70 years
after its prediction.
Due to the weakly interacting nature of these gases, the ideal gas result for the critical
temperature for the onset of BEC in the presence of a trapping potential, gives a good
estimate for the highest temperature one would expect to find a macroscopic occupation
of the lowest energy level. For a harmonically trapped gas in 3D this is defined as
Tc =
~ω¯
kB
(
N
1.202
)1/3
, (1.5)
where ω¯ = (ωxωyωz)
1/3 is the geometric mean of the harmonic oscillator frequencies in
the x, y and z dimensions.
In the next section we briefly describe the typical methods used to create a BEC, in
which we highlight the important role of a trapping potential to cool and trap the gas.
1These densities are actually very dilute at around 1013 − 1015 cm−3, when compared with the density
of air at room temperature which is around 1022 cm−3 [1].
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1.1.1 Experimental realisation
The initial experiments which produced atomic weakly-interacting Bose-Einstein conden-
sates were performed on dilute vapours of Rubidium by the group of Eric Cornell and
Carl Wieman at NIST [8], Sodium by Wolfgang Ketterle’s group at MIT [9], and also in
Lithium by Randy Hulet’s group at Rice University [10, 11]. The Nobel prize was later
awarded to Eric Cornell, Carl Wieman and Wolfgang Ketterle in 2001 for
“the achievement of Bose-Einstein condensation in dilute gases of alkali atoms, and for
early fundamental studies of the properties of the condensates” [12].
Alkali atoms such as 87Rb, 23Na and 7Li are ideal for producing BECs because they
are weakly-interacting and they have one outer electron in the s-orbital which make them
ideal for laser cooling and magnetic trapping. They were not the first atoms considered
however. The quest for Bose-Einstein condensation initially focussed on spin-polarised
Hydrogen since it was predicted to stay gaseous right down to zero temperature as the
interactions between two atoms would remain weak enough when their electronic spins are
aligned, that no bound state/molecules would form [13]. However, despite the remarkable
experimental efforts, spin-polarised Hydrogen was not condensed until 1998 [14], mainly
for the very reason it was thought to be a good candidate with which to create a Bose-
Einstein condensate. It has such a small scattering length that reducing the temperature
enough to realise a BEC at experimentally workable densities, turned out to be extremely
difficult. Nevertheless, this work proved instrumental in developing techniques used in
the race to produce a BEC since evaporative cooling, routinely used in the final stages of
cooling alkali gases, was developed during the effort to Bose-condense Hydrogen [15].
A combination of cooling techniques are required to reach the ultra low temperatures
necessary to achieve Bose-Einstein condensation. The advances made in laser cooling since
the 1970s are by far the biggest development in cooling methods, which have made the
creation of Bose-Einstein condensates possible.
BEC experiments typically begin with 109 atoms which are slowed using a laser beam
propagating in the direction opposite to the flow of atoms. This is called a Zeeman slower
in which the velocity of the atoms typically reduces from 800ms−1 to 30ms−1 corresponding
to a temperature of the order of 1K. The radiative force produced by the absorption of
photons has the effect to slow the atoms. They are then transported into a magneto-
optical trap in which the magnetic field and optical forces are such that the atoms are
trapped and can be further cooled to µK temperatures; it is the laser-induced, Doppler
effect that is exploited here to cool the atoms further: if we imagine a laser beam which
is ‘red’ detuned, i.e. it has a frequency slightly less than the resonant frequency of the
atoms, then if the atoms travel in the direction opposite to the direction of the laser beam,
due to the Doppler effect, the atoms will absorb photons and lose momentum equal to that
5
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of the photon. They are then in an excited state and will spontaneously emit the photons
in a random direction. This spontaneous emission increases the atom’s momentum in that
direction but as the momentum gain from emitting the photon in the original direction
of travel is less than what is lost from absorbing the photon, the overall effect is a loss
in momentum on the given direction. Now imagine a gas of atoms surrounded by six
counter-propagating laser beams, the overall effect of this absorption-emission process is
to cool the gas. This is the general concept behind a magneto-optical trap.
The limit of laser cooling using the Doppler effect is reached when the increase in
momentum due to emission of the photon balances out the cooling effect of the laser;
this is called the Doppler Limit. To reach the lower, so called recoil limit (∼ 1µK [1])
a technique called Sisyphus cooling is now typically employed. This method of cooling
exploits the polarisation gradient of two counter-propagating, orthogonally-polarised laser
beams. When the atoms move up this potential gradient they lose kinetic energy and gain
potential energy. When they reach the ‘top’ of the potential hill, they can be optically
pumped to a lower potential energy, where they begin the potential climb again. In this
way, the atoms progressively lose kinetic energy.
Evaporative cooling is then required to cool the gas further. It works by effectively
lowering the walls of the trapping potential slowly enough that the high energy, high tem-
perature atoms escape the system and the remaining atoms rethermalise and the overall
temperature of the system is lowered i.e. the tails of a thermal distribution are effectively
‘clipped’. The physical implementation of this involves applying a radio frequency which
flips the spins of high energy atoms so they are no longer held in the trap and escape the
system. This procedure must be done slowly enough to avoid losing too many atoms so the
density remains high enough for the atoms to thermalise and thus form a condensate. The
processes is continued until the temperature is reduced to the nano-Kelvin (nK) regime.
At a temperature of < 10−6K and density of ∼ 10−13cm−3, a Bose-Einstein condensate
emerges from the thermal component. A characteristic feature of this is a spike in the
centre of the velocity distribution of the expanded cloud. This large spike is centred on
zero velocity indicating a macroscopic occupation of the lowest energy level.
Since the early realisation of Bose-Einstein condensation, BECs of, for example, 85Rb [16],
41K [17], 4He [18], 174Yb [19], 133Cs [20], 52Cr [21], 84Sr [22, 23], 86Sr [24], 88Sr [25],
40Ca [26], 164Dy [27] have also been formed.
In dilute weakly-interacting atomic gases, the effective radius of the atoms, described by
the scattering length, is much smaller than the interatomic distance such that n1/3as  1
holds; here as is the s-wave scattering length which is important since the dominant
scattering mechanism is low energy s-wave scattering. In contrast, the strong interactions
in superfluid 4He mean that at nK temperature, while ∼ 99% of a typical alkali gases is
in the lowest energy level of the system, only ∼ 10% of the superfluid 4He is [28]. This
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means the dilute, weakly-interacting atomic BECs are the ideal medium for a ‘pure’ study
of the properties of Bose-Einstein condensation, not least investigating quantum effects
on a macroscopic level.
The experimental control of these gases has led to interesting results and the advance-
ment of understanding of the phenomenon of quantum gases. Changing the shape of the
geometry of the trap can reduce the dimensionality of the system; for example, when the
trap is tightly confined in two of the three cartesian directions (quasi-1D trap), the result-
ing condensate is highly elongated and can exhibit condensation in one dimension (1D).
Atom chips have facilitated the production of quasi-1D systems [29]. When the geometry
is tighter in one direction than the other two, the condensate is effectively two dimensional
(2D) and its shape is described as oblate or disk shaped. This shape of condensate is reg-
ularly used in vortex dynamics experiments since the vortex will stay relatively straight
throughout its motion and imaging is easier [30, 31].
The development of double well traps [32] have enabled the study of Josephson oscil-
lations [33]. In particular, in a recent atom chip, double well experiment [34], a tunable
barrier between the two wells has enabled the crossover between transport via superfluid
flow and quantum tunnelling to be observed. The superfluid to Mott insulator phase has
been probed with the use of optical lattice potentials [35]. Persistent flow in a BEC has
been observed for timescales of duration (10−40)s using a toroidal trap [36, 37]. A simple
atom circuit has been created in such a system by the addition of a tunable barrier to the
toroidal ring [37]. Rapidly-moving laser beams have been used to create dynamic painted
potentials in traps such as these as well as ring and square lattices [38].
The observation of Feshbach resonances in Bose-Einstein condensates [39] has enabled
the crossover between Bardeen-Cooper-Schrieffer (BCS) superfluidity (a superfluid state
of Cooper pairs which are two fermions bound together at low temperatures) and a Bose-
Einstein condensate to be probed [40]. These resonances give the experimentalist a method
of control over the strength of interactions between atoms as well as their nature i.e.
whether the interaction is attractive or repulsive [16, 41].
Condensate properties such as collective excitations [42–45], interference fringes [46],
and the propagation of macroscopic nonlinear excitations such as solitons [47] and vor-
tices [48–50], have also been observed.
In this thesis, we are interested in long-range interactions between solitons as well as
the dynamics of vortices and Josephson effects at finite temperatures, therefore, we will
now give a brief introduction into the importance of modelling finite temperature effects.
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1.2 The role of the thermal cloud
For a system of non-interacting bosons at absolute zero, all atoms are in the condensate
and so the total density of the system is the same as the condensate density (Fig. 1.1
(Left)). However, in most experiments involving Bose-Einstein condensates, the system is
only partially condensed, therefore, the condensate co-exists with a cloud of noncondensed
atoms (see the right part of this figure). These noncondensed atoms are commonly referred
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Figure 1.1: Equilibrium condensate (red), noncondensate (blue) and total (black, dashed) densities
in the x direction for a system of NTOT = 10000
87Rb atoms at temperatures of T = 0 (left)
and T = 0.5Tc (right), for a harmonic trap, Vext = (1/2)m(ω
2
⊥
(x2 + y2) + ω2zz
2), with trapping
frequencies ω⊥ = 2pi × 129 Hz and ωz =
√
8ω⊥.
to collectively, as the noncondensate or thermal cloud (we use these terms interchangeably
in this thesis). Since not all the atoms are in the condensate, the central condensate density
is diminished. The thermal cloud is repelled by the condensate (for atoms with positive
scattering lengths) and so has a higher concentration around the edges of the condensate,
therefore, the resulting total density has much broader tails than in the zero temperature
case.
The presence of noncondensed atoms in the system mean that thermal excitations
can play an important role in the damping of condensate collective modes [45, 51–53] or
soliton [47] and vortex propagation [48, 49]. Therefore, when modelling such systems,
it is imperative to include, not only the dynamics of the condensate, but also the full
dynamics of those atoms which are not condensed. These dynamics include collisions
between noncondensed atoms as well as collisions between these atoms and the condensate
which result in particles being exchanged between the two ‘subsystems’.
The approach which we use, and will explain in detail in the next chapter (Chapter 2),
reflects an accurate representation of these combined dynamics, and can therefore fully
simulate the back-action of the thermal cloud on the condensate, which is often neglected,
treated to lowest order or in linear response (see [54] for a comprehensive review of finite
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temperature theories). As this method has been implemented by Zaremba, Nikuni and
Griffin (following on from early work by Kirkpatrick and Dorfman [55–58]) we henceforth
refer to it as the ‘ZNG’ method, as described in detail in the recent book of these authors
[59].
The strength and frequency of collisions between atoms characterises two distinct dy-
namical regimes [60]:
• In the collisionless (or mean-field dominated) regime, in which most experiments with
ultracold atomic gases have been conducted to date (in stark contrast to helium),
the physics tends to be dominated by mean-field effects; nonetheless, an accurate
description of collisions is essential for correctly describing the system properties, and
accounting for changes in condensate atom number. Importantly, a clear separation
of timescales (average collision time is longer that the collective mode period), which
arises naturally in most experiments with ultracold atoms due to their low densities,
enables collisions in this regime to be treated perturbatively [54, 61, 62].
• Some recent experiments have been conducted in the crossover to [51] or deep within
the hydrodynamic (or collision dominated) [63] regime; in this regime, which has
strong analogies to the two-fluid behaviour of superfluid 4He, the high gas density
leads to very rapid collisions between thermal atoms, such that the non-condensate
enters a local hydrodynamic equilibrium (a precursor to true thermodynamic equi-
librium), which enables its description in terms of few local hydrodynamic variables
(e.g. local density, velocity, chemical potential, temperature, and pressure).
The power of the ZNG equations lies in their ability to successfully describe both colli-
sionless experiments with collective modes [64–66] and macroscopic excitations [67, 68] at
finite temperatures (see Chapter 5), and to reduce to the damped two-fluid equations of
4He in the hydrodynamic limit [69–77]. In this thesis, we focus on the collisionless/mean-
field dominated regime.
Since the experimental realisation of Bose-Einstein condensation in weakly-interacting
inhomogeneous ultracold gases [8–11], there has been great interest in their nonlinear
properties [78], including the macroscopic manifestations of vortices [79] and solitons [80].
We now give a brief introduction to each of these.
1.3 Macroscopic excitations and Josephson oscillations
1.3.1 Dark solitons
Solitons are stationary or propagating localised excitations, supported by a unique balance
between dispersion and nonlinearity; in particular, dark solitons, on which we focus on in
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this thesis, are associated with a localised density dip (see Fig. 1.2 for solitons of different
speeds) and a phase shift [81] supported by the repulsive interactions between the atoms.
They are of interest in many areas of nonlinear physics and known most widely for their
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Figure 1.2: (Main) Density of condensate containing a single soliton of speed vs = 0.3c (black),
vs = 0.5c (blue) and vs = 0.7c (red) with initial position z0 = 0.0, where c =
√
µ/m is the
Bogoliubov speed of sound [80] and m is the atomic mass, in a 1D harmonic trap potential (dashed
cyan) with frequency ωz = 2pi × 63 Hz and chemical potential µ = 25~ωz. (Inset) Zoomed plot
around z = 0.0 in order to see soliton depths.
applications in optical systems [82]. However, solitons are also a topic of intense research in
weakly interacting atomic Bose-Einstein condensates [78, 80], being routinely generated
in a number of experiments both in a controlled manner [47, 83–87] and as a result of
dynamical processes [88–92].
There is a wide range of interesting analogies between optical systems and Bose-
Einstein condensates, as far as solitons are concerned, due to the governing equations.
Weakly-interacting atomic Bose-Einstein condensates are well-modelled at low tempera-
tures by a nonlinear Schro¨dinger equation (known in this context as the Gross-Pitaevskii
equation), analogous to the equation arising in nonlinear Kerr optical media [93]. The
fundamental difference between these two systems, which is also central to the effects
demonstrated in Chapter 3 of this thesis, is the existence of an inhomogeneous external
potential for ultracold gases (dashed cyan line of Fig. 1.2) which breaks the integrability of
the system even in its idealised one dimensional setting, thereby rendering a dark soliton
unstable to sound emission along its axis of propagation, as first pointed out in the context
of ultracold gases in [94].
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Stability and decay mechanisms
Many other dark soliton decay mechanisms have been predicted [95, 96] and observed [47,
88], including the snake instability [95–100], for which three-dimensional solitons decay into
vortex rings [101], and thermal dissipation [67, 97, 102, 103]. The role of quantum effects
has also been highlighted [104]. However, recent soliton experiments were conducted at
such low temperature regimes, where the simplest mean field model, the Gross-Pitaevskii
equation was found to accurately describe the observations [105]; in this thesis, we therefore
restrict our attention to this regime.
While a dark soliton propagating in an inhomogeneous background tends to dissipate
energy acoustically, solitons confined in a harmonic potential can actually reabsorb this
sound energy in periodic cycles [106]. Recent work [107] has further highlighted the de-
pendence of the stability of a dark soliton on the homogeneity of the background it is
propagating in, revealing the strong role of any anharmonicities present, and demonstrat-
ing that the latest soliton experiments [84–86] came extremely close to the regime where
this effect would dominate over all other decay mechanisms.
In Chapter 3 we therefore investigate, using the Gross-Pitaevskii equation, the inter-
action of solitons via the sound mediated by propagation in an inhomogeneous medium.
1.3.2 Vortices
Vortices are a hallmark signature of a turbulent flow. Classical rotational vortices are
visible in many areas of nature, from the spiralling flow of a tornado, to the counter-
circulating wing-tip vortices which form at the tips of wings on a plane and undergo the
Crow instability [108], to the spiralling of our galaxy, the Milky way, characterised by a
thin vortex-like, rotating disk.
Quantised vortices in Bose-Einstein condensates are topological defects, see Fig. 1.3
for an example of a condensate containing a vortex. They can arise during condensate
formation as a result of broken symmetry, a consequence of a rapid quench through the
Bose critical temperature, Tc, via the Kibble-Zurek mechanism [109–111], or as a result of
the rotation of a condensate in an anisotropic trap above the critical angular frequency,
Ωc (see [112] and references therein). Below this rotation speed, the condensate remains
stationary, whilst above it vortices are nucleated at the condensate edge. These are possible
mechanisms for the creation of vortices in condensates [31, 113–116]. Other methods
include phase imprinting [117–119] and stirring the condensate with a laser beam [114,
120].
Vortices have been experimentally created in many different configurations such as
vortex rings [89, 121], vortex lattices [49, 115, 122], vortex dipoles [30], multiply charged
vortices [119, 123] and giant vortices [124] (where the condensate contains many units of
11
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Figure 1.3: Left: Density of condensate (red) containing a vortex in radial position rv = 2.1l⊥,
in x direction. The harmonic trap in this direction is also shown (dashed cyan) with frequencies,
ω⊥ = 2pi × 129 Hz and ωz =
√
8ω⊥. Right: Axial view of condensate density, where the colours
range from blue corresponding to zero density, to red, corresponding to high density. Nc = 10000
with a negligible thermal cloud (T ' 0).
vorticity and the density is compressed such that individual vortices are no longer visible).
More recently a small vortex tangle has been created [125], increasing the interest in
the study of quantum turbulence in BECs by extension to the superfluid helium systems
usually probed.
Stability and decay mechanisms
The nucleation of vortices in a rotating condensate is evidently the result of a dynamical
instability when the cloud is rotated above a critical angular velocity [126]. The existence of
dynamical instabilities of vortices is evident in the nucleation and (when the rotation speed
is increased again) subsequent crystallisation of vortex lattices at low temperatures [49,
116, 122, 127].
Vortices, like dark solitons, are unstable to acceleration resulting in the emission of
sound waves. The decay of a quantised vortex as a result of this sound emission has
been studied quantitatively in [128]. Sound emission and absorption were controlled by
embedding a dimple trap in a weaker harmonic trap and by varying the depth of the
dimple trap. When the dimple was deep, the vortex was able to re-interact with the
energy emitted during propagation and was therefore stabilised, while when the dimple
was shallow, sound could escape the embedded trap and the vortex would decay. This is
analogous to the decay of dark solitons in anharmonic traps [107].
This radiation-induced decay has also been observed [129] in vortex tangles in su-
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perfluid helium and has been investigated theoretically [130, 131]. Reconnections of two
vortex lines causes the vortices to accelerate and dissipate energy in the form of sound [132].
It has also been shown that vortex lines lose energy via Kelvin-wave radiation. Kelvin
wave excitations along a vortex line/ring change the velocity and decrease the vortex ring
size [133].
The lifetime of vortex structures created in the laboratory is approximately 10s. It is
thought the reason for their demise is due to thermal dissipation [48, 49]. The interaction
of the vortex core with the thermal cloud can cause the vortex to lose energy; this results
in the vortex spiralling out of a harmonically trapped condensate, so the lifetime of a
vortex is severely inhibited for temperatures approaching Tc [68]. Earlier work on finite
temperature vortex dynamics has confirmed the lifetime limiting effect that a cloud of
noncondensed atoms has on a vortex [68, 134–139]. In Chapter 5 of this thesis we assess
the effect of finite temperature on experimentally relevant vortex quantities.
1.3.3 Josephson oscillations in double wells
When two BECs are weakly linked, there exists a phase gradient which drives transport
between the two systems. Theoretically, double well trapping potentials are commonly
used to simulate, and therefore understand this transport. If the height of the barrier be-
tween the two wells is of the order of the chemical potential, then the density in this region
is diminished and quantum mechanical tunnelling can take place. Josephson oscillations
are characterised by a sinusoidal oscillation in population imbalance and phase difference
between the two wells.
These oscillations were first described by Brian Josephson in the 1960s for transport of
Cooper pairs of electrons across an insulating region between superconducting wires [140]
when a current is applied. Shortly after this prediction came the first suspected experi-
mental realisation of this tunnelling effect [141].
Josephson oscillations have since been observed in a wide variety of systems includ-
ing superfluid 3He [142, 143] and 4He [144]. In these systems, pressure detectors have
been used to measure changes in the pressure of two containers containing superfluid, con-
nected through small holes comparable in size to the superfluid healing length, in order
to determine the density of superfluid in either reservoir and therefore, the population
dynamics.
The Josephson effect was predicted for two weakly linked condensates [145] almost
a decade before the experimental realisation of Bose-Einstein condensation in 1995 [9,
146]. The trapping geometry outlined in this prediction was in the form of a double well
potential. However, experimentally it is difficult to create these traps in the form which
the theory predicts necessary in order to observe Josephson oscillations in the experimental
timescale. This is because the barrier between the traps must be small in order to allow
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tunnelling to take place, but for the typical atom numbers used in experiments (of the
order of NTOT ' 10000), mean-field effects tend to dominate over quantum effects. As
a result, the first experiment in which Josephson oscillations were observed in BECs was
not in a double well potential but in an array of Josephson junctions formed on optical
lattice potential [147]. In the 1D array of deep wells, an oscillating atomic current was
detected which confirmed the presence of tunnelling in the system. However, in this and
subsequent experiments of its type, each well tends to be very small with the separation
being of the order of 100nm, this makes the direct imaging of each well and measurement
of population oscillations very difficult. Therefore, as the abundance of theoretical work
suggests [145, 148–152], double well geometries are the ideal geometry in which to directly
observe Josephson oscillations.
Albeiz et al. were the first group to directly observe, using a double well potential,
both Josephson oscillations of the population imbalance and another phenomenon unique
to the nonlinearity of BECs, called macroscopic quantum self trapping (MQST) where
the population imbalance is large such that it becomes ‘self-locked’ in one well [33]. They
used a small number of atoms, approximately NTOT ' 1100, so that tunnelling was
not inhibited by the dominance of mean-field effects, and observed these effects over a
timescale of 50ms. Further to this, thermal fluctuations of the phase difference have been
observed [153] in this type of trap, and found to destroy the Josephson oscillations when
the temperature is very high. Thermal effects on the relative phase and imbalance of the
atom number in this double well trap have also been investigated theoretically [154] and
the damping rate of these oscillations shown to increase with temperature. The presence
of thermal atoms in the system has been shown theoretically, to decay the MQST regime
until the population begins undergoing Josephson oscillations [155, 156].
Also, double well traps have been experimentally formed on atom chips [157] which
has led to the investigation of double well systems in which Josephson oscillations can be
observed for larger numbers of atoms. In a recent experiment of this type, by LeBlanc et
al. [34], the barrier between the two sites of the double well was tunable, therefore, both
superfluid and quantum tunnelling transport could be probed. A unique feature of these
oscillations is the rapid decay in amplitude which is as of yet unexplained and was the
motivation for our study of finite temperature Josephson effects in double well potentials,
presented in Chapter 6.
14
Chapter 1. Introduction to Bose Gases
1.4 Outline of thesis and collaborations
At this point we wish to give a general outline of the thesis and highlight collaborative
contributions (these will be further noted in the relevant chapter).
The first part of this thesis reviews the zero and finite temperature models we have
used, in the subsequent Parts II and III to generate numerical results. The thesis is
structured as follows.
Part I - Introduction to Bose Gases
We begin in Chapter 2, by reviewing important theoretical concepts required for the
numerical modelling which is carried out in this thesis. This chapter begins with the
description of the condensate order parameter and the form of the much celebrated, zero
temperature Gross-Pitaevskii equation. The physical importance of modelling thermal
effects on top of the condensate is highlighted in Sec. 2.2 which reviews the derivation
of the coupled Gross-Pitaevskii equation with a quantum Boltzmann equation for the
thermal cloud. This theory is commonly known as ZNG theory, named so after Zaremba,
Nikuni and Griffin [69].
Part II - T = 0: Sound mediated, Long-range Interactions between Dark Soli-
tons
In Chapter 3, we present results of numerical simulations, obtained by solving the Gross-
Pitaevskii equation, of a long-range interaction between dark solitons, which is mediated
by the sound which they emit during propagation through an inhomogeneous background.
This chapter is an expanded review of work we have previously published on this topic:
Long-range sound-mediated dark-soliton interactions in trapped atomic condensates,
A. J. Allen, D. P. Jackson, C. F. Barenghi, and N. P. Proukakis,
Phys. Rev. A 83, 013613 (2011).
Following on from the main results of this chapter and to strengthen the general na-
ture of the features present here, Sec. 3.5 briefly presents the findings of a recent paper
which investigates a similar effect for vortices in 2D (Figs. 3.14 and 3.15 from this section
are taken from [158] and not created by me):
Coherent cross-talk and parametric driving of matter-wave vortices,
N. G. Parker, A. J. Allen, C. F. Barenghi, and N. P. Proukakis.
arXiv:1109.0039v1 (Preprint).
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Part III - T > 0: Bose-Condensed Gases at Finite Temperatures modelled
using ZNG
The numerical methods used to solve the ZNG equations are outlined in Chapter 4, follow-
ing the procedure laid out by Jackson and Zaremba [159], with the remainder of this thesis
giving an overview of work on simulations of finite temperature effects modelled using the
ZNG method which are in preparation for publication. An overview of this theory and
brief outline of the numerical schemes used is the subject of a recent book chapter:
Dynamical, Self-consistent, Finite Temperature Kinetic Theory (The ‘ZNG’ Scheme),
A. J. Allen, C. F. Barenghi, and N. P. Proukakis, and E. Zaremba,
To appear in ‘Non-Equilibrium Quantum Gases at Finite Temperatures’,
N. P. Proukakis, S. A. Gardiner, M. J. Davis, N. Nygaard, M. H. Szymanska (Eds.),
Imperial College Press (2012).
In Chapter 5 we address finite temperature on vortex dynamics. With the initial fo-
cus on decay rates in Sec. 5.2, and precession frequencies for the parameters of a recent
experiment discussed in Sec. 5.4. The vortex core is studied as a possible thermometer,
Sec. 5.5, along with investigations into radially translating a vortex using a rotating ther-
mal cloud in Sec. 5.6. At this point we acknowledge ongoing correspondence with David
Hall (Amherst College) regarding his experimental findings which helped shape these ques-
tions, and discussions of these issues with Eugene Zaremba (Queen’s University, Kingston,
Ontario).
In Chapter 6, through collaborative efforts with Anssi Collin and Eugene Zaremba,
the effect of finite temperatures on Josephson oscillations of a double well potential are
investigated. An idealised geometry, first investigated by Collin and Zaremba using the
ZNG scheme [154] is initially analysed in order to understand the nature of Josephson
oscillations and the effect of increasing temperature on the population dynamics assessed
in Sec. 6.1. Correspondence with the experimental group of Joseph Thywissen (University
of Toronto) has enabled us to investigate, in Sec. 6.2, similar dynamics on a more com-
plicated double well with a tunable barrier which is situated on an atom chip. Problems
encountered whilst modelling this complicated, double well geometry bring us to the final
chapter.
In Chapter 7 we briefly review the main findings of this thesis and discuss opportunities
for follow on work.
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Theoretical Models
The common model of dilute, weakly interacting Bose gases at zero temperature is the
Gross-Pitaevskii equation (GPE), also referred to as the nonlinear Schro¨dinger equation
(NLSE). The GPE is a mean-field approach, derived independently by Gross [160, 161],
and Pitaevskii [162] in the 1960s, which is valid at low temperatures where there is a
macroscopic occupation of the lowest energy level and where interaction between particles
is weak. In these systems, the scattering length is much smaller than the distance between
particles (as  n1/3) and the deBroglie wavelength (as  λdB), therefore, the exact
interatomic potential can be replaced by an effective contact potential [1]. The GPE gives
a good description of the condensate dynamics, including the oscillations of collective
modes, the propagation of macroscopic excitations (solitons and vortices), and interference
effects associated with the phase of the condensate’s order parameter. In a harmonic trap
and in the weakly-interacting limit, it is surprisingly accurate up to temperatures close
to ∼ 0.5Tc, however, it does not account for the interaction of the condensate with the
noncondensate atoms and hence the finite temperature effects are ignored.
In most experiments involving Bose-Einstein condensates, the system is only partially
condensed, therefore when modelling such systems, it is imperative to include not only the
mean-field interaction between the condensate and thermal cloud, but the full dynamics
of the noncondensed atoms. This includes particle-exchanging collisions between the con-
densate and noncondensate, collisions between the noncondensate atoms, as well as the
usual mean-field contributions. The accurate representation of these dynamics results in
a model which can simulate the back-action of the thermal cloud on the condensate, a
property which is often neglected.
The approach used by Zaremba, Nikuni and Griffin (ZNG), which we describe in
detail in this chapter, is an extension of the microscopic GPE in which collisions between
the thermal cloud atoms, and particle-exchanging collisions between the condensate and
thermal cloud are also accounted for.
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We begin our discussion of theoretical methods with a description of the zero temper-
ature GPE and follow with a review of the ZNG method to include finite temperature
effects by coupling a dissipative GPE with a semiclassical Boltzmann Equation. Finally
we briefly remark on other finite temperature theories including the stochastic GPE.
2.1 The Gross-Pitaevskii equation: Methodology of Part II
A system of N interacting bosons can be described by the quantum mechanical wave-
function Ψ(r1, ..., rN , t) where ri denotes the position of atom i. A direct solution for the
equation of motion for the full N -body wavefunction is in general not practical, therefore,
in practice the method of second quantisation is used to exploit the particle statistics and
reduce the wavefunction into a more manageable form. In essence, the N -body bosonic
wavefunction is mapped onto an occupation number basis set. The interaction term of the
Hamiltonian contains correlations between all the atoms so is difficult to solve for large
atoms numbers. In this approach, the Bose field operator Ψˆ(r) (Ψˆ†(r)) for the creation
(annihilation) of a particle at position r evolves according to the Heisenberg equation of
motion
i~
∂Ψˆ(r, t)
∂t
= [Ψˆ(r, t), Hˆ ], (2.1)
where the second quantised form of the many body Hamiltonian is
Hˆ =
∫
drΨˆ†(r, t)
[
− ~
2
2m
∇2 + Vext(r)
]
Ψˆ(r, t)
+
1
2
∫
dr
∫
dr′Ψˆ†(r, t)Ψˆ†(r′, t)V (r− r′)Ψˆ(r′, t)Ψˆ(r, t). (2.2)
Vext(r) is the external trapping potential used to confine the Bose gas, V (r−r′) is the two-
body interatomic potential and the Bose field operators obey the following commutation
relations
[
Ψˆ(r, t), Ψˆ†(r′, t)
]
= δ(r − r′), (2.3)[
Ψˆ(r, t), Ψˆ(r′, t)
]
=
[
Ψˆ†(r, t), Ψˆ†(r′, t)
]
= 0. (2.4)
For dilute, weakly interacting Bose gases, the exact interatomic potential can be ap-
proximated by an effective, contact interaction of the form
V (r− r′) = gδ(r − r′). (2.5)
This approximation is routinely made when the particles have elastic collisions (low energy,
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s−wave collisions), and the interaction strength is defined as
g =
4pi~2as
m
, (2.6)
wherem is the atomic mass and as is the s-wave scattering length, hence g is characteristic
of the particular atomic species. It is important to note that when g < 0 the effective
interactions between the bosons are attractive while when g > 0 the interactions are
repulsive.
Replacing the second quantised Hamiltonian of Eq. (2.2), into the Heisenberg equation
of motion Eq. (2.1) we obtain
i~
∂Ψˆ(r, t)
∂t
=
[
− ~
2
2m
∇2 + Vext(r) + gΨ†(r, t)Ψ(r, t)
]
Ψ(r, t). (2.7)
A mean field approach is now used to move the focus to the states which are most highly
occupied, and in the case of Bose-Einstein condensates, it is the lowest energy level which
is macroscopically occupied. The bosonic field operator is decomposed via
Ψˆ(r, t) = φ(r, t) + ψˆ(r, t). (2.8)
Replacing the operator φˆ by the wavefunction φ is done under the symmetry breaking
assumption, whereby it is understood that during the formation, the condensate has as-
sumed a single phase and can be described by a single wavefunction. As a consequence
of this, the total number of particles is not strictly conserved. However, this procedure
can be justified by the argument that the addition or removal of an atom from a con-
densate containing a large number of atoms, N0, does not affect the state of the system,
i.e. N0 ± 1 ' N0. It is essentially equivalent to splitting the Bosonic field operator into
a part concerned with the macroscopic occupation of the ground state i.e. the conden-
sate wavefunction, defined as the ensemble average φ(r, t) = 〈Ψˆ(r, t)〉, and an operator
ψˆ, which captures all fluctuations around the classical mean-field of the condensate; this
often termed the noncondensate operator, and is generally assumed to have zero ensemble
average, 〈ψˆ(r, t)〉 = 01.
Noncondensate atoms can arise in the system as a result of either quantum or thermal
effects. However, for the weakly interacting systems we study (as  λdB), quantum
fluctuations can be neglected and at low enough temperatures, close to absolute zero,
thermal depletion may not play a large role, and hence ψˆ can be neglected i.e. Ψˆ(r, t) =
φ(r, t). Therefore, in the limit of zero temperature and weak interactions, the evolution
1This is only strictly true if an explicitly number-conserving formalism is used, see [163–165].
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equation for the macroscopic condensate wavefunction φ, is written as
i~
∂φ(r, t)
∂t
=
[
− ~
2
2m
∇2 + Vext(r) + g|φ(r, t)|2
]
φ(r, t). (2.9)
This is called the Gross-Pitaevskii equation (GPE) which has been generally found to
provide a very good description of the dynamics of a Bose-Einstein condensate up to tem-
peratures of approximately T ' 0.5Tc. This equation is of the form of the time-dependent
Schro¨dinger equation with the first term, −(~2/2m∇2)φ(r, t) describing the kinetic en-
ergy of the system at that particular instant in time, the second term, Vext(r)φ(r, t), is
the external trapping potential and the final term, g|φ(r, t)|2φ(r, t), is the nonlinear term
arising from atomic interactions, therefore, the GPE is also commonly referred to as the
nonlinear Schro¨dinger equation.
2.1.1 Hydrodynamic equations
By expanding the condensate wavefunction in terms of phase and amplitude variables in
the following way
φ(r, t) =
√
nc(r, t)e
iθ(r,t), (2.10)
where nc(r, t) = |φ(r, t)|2 and θ(r, t) is the phase, it can be shown that the time dependent
GPE, Eq. (2.9), is completely equivalent to the following hydrodynamic equations
∂nc
∂t
+∇ · (ncvc) = 0, (2.11)
m
∂vc
∂t
= −∇εc (2.12)
where the superfluid velocity field is defined as the gradient of the condensate phase
vc(r, t) =
~
m
∇θ(r, t), (2.13)
and the local energy of a condensate atom having potential energy µc and kinetic energy
1/2mv2c is given by
εc = µc +
1
2
mv2c . (2.14)
In this formalism, µc is a position dependent chemical potential, given by
µc(r, t) = −~
2∇2
√
nc(r, t)
2m
√
nc(r, t)
+ Vext(r) + gnc(r, t). (2.15)
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2.1.2 Condensate energy and number of atoms
The GPE can also be derived using a variational procedure involving the condensate energy
functional [1, 54] which is a function of the condensate wavefunction, φ(r), and in general
is defined as
[φ(r)] =
[
~
2
2m
|∇φ|2 + Vext(r)|φ|2 + g
2
|φ|4
]
. (2.16)
The total energy of the condensate is found by integrating [φ(r)] over all space via
E[φ] =
∫
dr[φ(r)] =
∫
dr
[
~
2
2m
|∇φ|2 + Vext(r)|φ|2 + g
2
|φ|4
]
. (2.17)
By minimising Eq. (2.17) by means of functional differentiation with respect to both
real and imaginary contributions of the condensate wavefunction, along with imposing
the constraint of fixed atom number, N , the desired optimal form for the condensate
wavefunction can then be obtained.
The total number of atoms in the condensate is written
N =
∫
dr|φ|2. (2.18)
2.1.3 Obtaining the ground state
Stationary solutions of the GPE can be found by the substitution φ(r, t) = φ0(r)e
−iµt/~,
where µ is the chemical potential which characterises the ground state energy of the system
(it is associated with the energy required to remove a particle from the system). After
rearranging it, Eq. (2.9) becomes
µφ0(r) =
[
− ~
2
2m
∇2 + Vext(r) + g|φ0(r)|2
]
φ0(r). (2.19)
This is the time-independent GPE.
The Thomas-Fermi limit
For repulsive interactions, in the limit of large N , the nonlinear term, g|φ0|2, dominates
over the kinetic energy term, −(~2/2m)∇2φ0 [166], therefore the latter contribution can
be neglected in Eq. (2.19). In this limit, the ground state solution can be approximated
by:
|φTF(r)|2 = nTF(r) =
{
µ−Vext(r)
g if µ ≥ Vext(r)
0 otherwise
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which is called the Thomas-Fermi solution. In making this approximation for the density,
φ has arbitrary phase. It is however, very good at large atom numbers but fails close to the
condensate edge, r ' RTF , where it abruptly vanishes rather than gradually diminishing.
The Thomas-Fermi radius, RTF, is a convenient scaling parameter which we will make use
of in the later chapters, and is given by the solution of µ = Vext. For a condensate with
trapping potential of the form, Vext = (1/2)m(ωx
2x2+ωy
2y2+ωz
2z2), the Thomas-Fermi
radius in the x direction is given by
RTF =
√
2µ
mω2x
. (2.20)
Although the GPE provides a good description of the dynamics of a Bose gas at
temperatures up to T ' 0.5Tc, if we are interested in the effect of finite temperature on
the condensate, we need to include thermal effects in our models.
2.2 The Zaremba-Nikuni-Griffin formalism: Methodology
of Part III
When modelling Bose-Einstein condensates at temperatures above absolute zero, it is im-
portant to include the effects of finite temperature on the condensate. This means that the
approximation made on the bosonic field operator in Sec. 2.1, where the fluctuation term
of Eq. (2.8) was neglected, is not sufficient. Therefore, replacing the full decomposition of
Eq. (2.8) into Eq. (2.7) and taking the average we obtain
i~
∂φ(r, t)
∂t
=
[
−~
2∇2
2m
+ Vext
]
φ(r, t) + g〈Ψˆ†(r, t)Ψˆ(r, t)Ψˆ(r, t)〉, (2.21)
which is exact in the context of symmetry-breaking, given that 〈ψ†〉 = 〈ψ〉 = 0. Expanding
the final term yields
〈Ψˆ†ΨˆΨˆ〉 = ncφ+ m˜φ∗ + 2n˜φ+ 〈ψˆ†ψˆψˆ〉, (2.22)
where we have defined the following mean-field ‘densities’:
• Condensate density: nc(r, t) = |φ(r, t)|2
• Non-condensate density: n˜(r, t) = 〈ψˆ†(r, t)ψˆ(r, t)〉
• Pair anomalous density: m˜(r, t) = 〈ψˆ(r, t)ψˆ(r, t)〉.
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The equation of motion for the condensate therefore reduces to [167–170]
i~
∂φ
∂t
=
[
−~
2∇2
2m
+ Vext + g(nc + 2n˜)
]
φ+ gm˜φ∗ + g〈ψˆ†ψˆψˆ〉. (2.23)
It is easy to see that if all the atoms are in the condensate, n˜, m˜, 〈ψˆ†ψˆψˆ〉 → 0, and
Eq. (2.23) trivially reduces to the GPE (2.9). From the Heisenberg Equation of motion
for the noncondensate
i~
∂ψˆ(r, t)
∂t
= [ψˆ(r, t), Hˆ ] = i~
∂
∂t
(Ψˆ(r, t)− 〈Ψˆ(r, t)〉), (2.24)
we find the corresponding equation for the noncondensate
i~
∂ψˆ(r, t)
∂t
=
[
−~
2∇2
2m
+ Vext(r) + 2g(nc(r, t) + n˜(r, t))
]
ψˆ(r, t)
− 2gn˜ψˆ(r, t) + gφ2ψˆ(r, t)
+ gφ∗(r, t)
(
ψˆ(r, t)ψˆ(r, t)− m˜(r, t)
)
+ 2gφ(r, t)
(
ψˆ†(r, t)ψˆ(r, t)− n˜(r, t)
)
+ g
(
ψˆ†(r, t)ψˆ(r, t)ψˆ(r, t)− 〈ψˆ†(r, t)ψˆ(r, t)ψˆ(r, t)〉
)
. (2.25)
The equations of motion for the condensate Eq. (2.23), and the noncondensate Eq. (2.25)
are coupled to higher order correlations and, therefore, some truncation is required to solve
these equations. Attention should be drawn to the triplet contribution in the condensate
equation of motion, Eq. (2.23) as this term was often neglected in the early literature but
it is pertinent as it can cause condensate growth.
2.2.1 First order effects: Mean-field coupling
In the Hartree-Fock (HF) limit, the only noncondensate terms of Eq. (2.22) which are
retained are those involving one creation and one annihilation operator, thereby neglecting
both the anomalous averages m˜(r, t), and 〈ψˆ†ψˆψˆ〉 in Eq. (2.23). Within the semiclassical
approximation, the excitation spectrum can be described in terms of momentum, p, with
the kinetic energy term, −~2∇2/2m being replaced by p2/2m. The local energy of the
thermal atoms, ε˜i can be described by Hartree-Fock (HF) energies of the form
ε˜i(r, t) =
p2
2m
+ Vext(r) + 2g[nc(r, t) + n˜(r, t)] ≡ εi + Ueff(r, t), (2.26)
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Figure 2.1: Left: Condensate nc (red), thermal cloud n˜ (blue) and total density n = nc+ n˜ (black)
for a system with Nc = 10000 condensate atoms and NT = 750 thermal atoms at a temperature
of 53.1nK in a harmonic trap (ω⊥ = 2pi × 129 Hz, ωz =
√
8ω⊥). Right: Effective potential felt by
condensate atoms, U ceff (red), and the thermal atoms, Ueff (blue).
where the single particle energies are modified by the addition of mean-field of the con-
densate nc(r, t) and noncondensate n˜(r, t) i.e.
Ueff(r, t) = Vext(r) + 2g[nc(r, t) + n˜(r, t)]. (2.27)
The corresponding effective potential felt by the condensate atoms is
U ceff(r, t) = Vext(r) + g[nc(r, t) + 2n˜(r, t)]. (2.28)
These are both plotted for the case of a harmonic trap in Fig. 2.1 (Right). In the case
of repulsive interactions, g > 0, the condensate ‘repels’ the thermal cloud. In the central
region where the condensate density is highest (see Fig. 2.1 (Left)), the thermal cloud
feels a high potential and the result is a lower thermal cloud density in this region than in
the areas in which the condensate mean-field is weaker, i.e. around the condensate edges.
This explains the double peaked structure of the thermal cloud density.
The Hartee-Fock-Bogoliubov (HFB) limit is a generalisation of the HF limit in which
all quadratic noncondensate operators are maintained in the Hamiltonian, including terms
with two like creation or annihilation operators. Such a quadratic Hamiltonian can be rou-
tinely diagonalised by a Bogoliubov transformation to a quasiparticle basis. Thus the HFB
formalism explicitly considers the anomalous average. However, the homogeneous limit
of this theory leads to a gap in the energy spectrum at low momenta, which is prohib-
ited for a symmetry breaking theory by the Goldstone theorem [171]. This inconsistency
can be avoided by neglecting the anomalous average altogether, as implemented by Grif-
fin [168, 172]. Predictions of such theories have been presented in [173] and summarised
in [174].
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The HFB approach forms a good basis for finite temperature theories. The main
disadvantage is that the approximations which have been introduced result in neglecting
the effect of collisional damping of the condensate motion. In particular, no contribution
from the triplet term 〈ψˆ†ψˆψˆ〉 means important information about condensate collisions
with the thermal atoms are ignored. A higher order approximation is needed to maintain
higher order correlations, including the effect of collisions with the noncondensate atoms
on the condensate dynamics.
2.2.2 Beyond mean-field: Particle-exchange and ZNG
In a similar manner as in Sec. 2.1.1, hydrodynamic equations can be derived by intro-
ducing phase and amplitude variables to define the macroscopic wavefunction φ(r, t) =√
nc(r, t)e
iθ(r,t). Substituting these into Eq. (2.23) and equating real and imaginary parts
results in the set of hydrodynamic equations for the condensate wavefunction
∂nc
∂t
+∇ · (ncvc) = −Γ12[f, φ], (2.29)
m
∂vc
∂t
= −∇
(
µc +
1
2
mv2c
)
. (2.30)
Physically, the quantity Γ12[f, φ] ≡ −(2g/~)Im
[
φ∗〈ψ†ψψ〉] ≡ Γ12(r, t), arises from particle-
exchanging collisions between the condensate and thermal cloud, and will become clear
later when defined in terms of collision integrals. To overcome the previously mentioned
issues which come with the inclusion of the anomalous average, the analysis of Zaremba,
Nikuni, and Griffin (ZNG) [59, 69], neglects the effect of the mean-field associated with
the anomalous average, m˜(r, t). Nonetheless, the role of the anomalous terms is partially
taken into account in an implicit manner in the particle-exchanging collision terms.
The final theory is constructed such that, interaction effects are maintained in the
chemical potential and excitation energies to first order in g but to second order, g2 in the
treatment of the collision integrals. In this limit the time dependent chemical potential
takes the form
µc(r, t) = −~
2∇2
√
nc(r, t)
2m
√
nc(r, t)
+ Vext(r) + gnc(r, t) + 2gn˜(r, t). (2.31)
Equations (2.29), (2.30) and (2.31) are equivalent to a dissipative Gross-Pitaevskii
equation for the condensate order parameter, φ(r, t)
i~
∂φ(r, t)
∂t
=
(
− ~
2∇2
2m
+ Vext(r) + g[nc(r, t) + 2n˜(r, t)] − iR(r, t)
)
φ(r, t).
(2.32)
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An important modification of this equation is the inclusion of a non-Hermitian dissi-
pative/source term R(r, t) ≡ ~Γ12/2nc ∼ O(g2), which allows the normalisation of the
condensate wavefunction φ to change with time.
The equation of motion for the noncondensate atoms reads
i~
∂ψˆ
∂t
=
[
−~
2∇2
2m
+ Vext + 2gn
]
ψˆ − 2gn˜ψˆ + gφ2ψˆ†
+ gφ∗(ψˆψˆ − m˜) + 2gφ(ψˆ†ψˆ − n˜) + g(ψˆ†ψˆψˆ − 〈ψˆ†ψˆψˆ〉), (2.33)
where n = nc + n˜ is the total density.
The derivation of the kinetic equation for the noncondensate atoms follows from the
pioneering work of Kirkpatrick and Dorfmann [56, 57] on uniform Bose gases, as discussed
in [69]; here we summarise the main results. The aim of a kinetic approach is to use the
microscopic properties of the system, i.e. the particle trajectories, to describe the macro-
scopic behaviour of the system. It is difficult to define a true phase-space distribution
for a quantum mechanical particle because a particle of this type cannot have simultane-
ously well defined position and momentum, a consequence of the uncertainty principle. To
bridge the link between the quantum mechanical operator for the noncondensate atoms, ψˆ,
to a probability distribution in phase-space, the Wigner distribution function is commonly
used [175].
The Wigner distribution function f(p, r, t) for an atom of momentum p, at location
r, and at time t is defined as,
f(p, r, t) = 〈fˆ(p, r, t)〉 = Trρ˜(t, t0)fˆ(p, r, t), (2.34)
where fˆ is a Wigner operator describing the dynamics of the noncondensate atoms,
fˆ(p, r, t) =
∫
dr′eip·r
′/~ψˆ†
(
r+ r′/2, t0
)
ψˆ
(
r− r′/2, t0
)
,
Tr denotes the trace of the density matrix (see Appendix B), and ρ˜(t, t0) satisfies the
evolution equation
i~
dρ˜(t, t0)
dt
=
[
Hˆeff(t), ρ˜(t, t0)
]
. (2.35)
The effective Hamiltonian of Eq. (2.35) is chosen to give the exact equation of motion for
the noncondensate operator given by Eq. (2.33) and is split as Hˆeff(t) = Hˆ0(t) + Hˆ
′(t),
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such that the unperturbed HF term is defined
Hˆ0(t) =
∫
drψˆ†
[
−~
2∇2
2m
+ Ueff(r, t)
]
ψˆ, (2.36)
with Ueff as defined in Eq. (2.27). The perturbation term arises from contributions of
multiples of noncondensate operators. We do not write these contributions explicitly here
but they can be found in Refs. [54, 59, 69]. A more detailed discussion of the treatment
of the evolution of Eq. (2.35) was given in Ref. [69].
The identification of the function f allows the determination of nonequilibrium expec-
tation values, such as the noncondensate density via the relation
n˜(r, t) =
∫
dp
(2pi~)3
f(p, r, t). (2.37)
Using Eq. (2.35), the equation of motion for f is given by
∂f(p, r, t)
∂t
=
1
i~
Trρ˜(t, t0)
[
fˆ(p, r, t0), Hˆeff(t)
]
=
1
i~
Trρ˜(t, t0)
[
fˆ(p, r, t0), Hˆ0(t)
]
+
1
i~
Trρ˜(t, t0)
[
fˆ(p, r, t0), H˜
′(t)
]
.(2.38)
The second term on the right hand side of Eq. (2.38) accounts for the change in the parti-
cle density due to the collisions. When no collisions are present, this term vanishes while
the other term, the free-streaming operator, ensures that the distribution of particles is
the same before and after evolution. This is the quantum analogue of Liouville’s theorem
in statistical mechanics, which states that the local density at a particular point in phase
space stays constant with time, and hence no particles are being expelled or admitted.
When collisions are present (which is generally the case), and assuming that the collisions
time is negligible compared to the evolution timescale of the chosen mean-fields, the evolu-
tion of the distribution function f(p, r, t), in the presence of a slowly varying external field
Ueff(r, t) can be written as a kinetic equation, termed the quantum Boltzmann equation
(QBE), see e.g. [176–178],
∂f
∂t
+
p
m
· ∇rf − (∇rUeff) · (∇pf) = C12[f, φ] + C22[f ], (2.39)
where the free-streaming term has been expanded in terms of differentials in position, r
and momentum, p. The thermal excitations are assumed to be semiclassical within the
HF approximation, i.e. an excitation with momentum p possesses energy ε˜i = p
2/2m +
Ueff(r, t). The collision term on the right hand side of Eq. (2.38) has been replaced by
collision integrals representing the two types of collisions which can occur.
The collision integrals are written explicitly in terms of binary collisions between two
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atoms (obeying Bose statistics), which are assumed to be uncorrelated before and after
collision (molecular chaos hypothesis), resulting in scattering from initial to final states.
Here fi ≡ f(pi, r, t) is the single particle distribution function with fi being the statistical
factor for the destruction of a particle in state i, and (1 + fi) for the creation of a particle
in state i.
It can be shown [69] that the resulting collision integrals are thus defined as:
C12[f, φ] =
4pi
~
g2|φ|2
∫
dp2
(2pi~)3
∫
dp3
(2pi~)3
∫
dp4
(2pi~)3
× (2pi~)3δ(mvc + p2 − p3 − p4)δ(εc + ε˜2 − ε˜3 − ε˜4)
× (2pi~)3[δ(p − p2)− δ(p− p3)− δ(p − p4)]
× [(f2 + 1)f3f4 − f2(f3 + 1)(f4 + 1)]. (2.40)
This refers to a collision involving one condensate atom with one noncondensate atom
which results in atom transfer between the two subsystems.
Also
C22[f ] =
4pi
~
g2
∫
dp2
(2pi~)3
∫
dp3
(2pi~)3
∫
dp4
(2pi~)3
× (2pi~)3δ(p+ p2 − p3 − p4)δ(ε˜ + ε˜2 − ε˜3 − ε˜4)
× [(f + 1)(f2 + 1)f3f4 − ff2(f3 + 1)(f4 + 1)]. (2.41)
This refers to a collision involving two noncondensed atoms.
Each of these collision integrals involve a combination of phase space distributions
representing the scattering amplitudes for the different possible collision processes. The
scattering amplitude for a collision between two thermal atoms is given by (f + 1)(f2 +
1)f3f4, corresponding to two incoming particles in states 3 and 4 which collide, resulting
in the final Bose enhanced states of the outgoing particles 1 and 2; the inverse process is
also accounted for via ff2(f3 + 1)(f4 + 1).
For a particle exchanging collision of the C12 type, there are two possible outcomes.
• An ‘in’ collision, denoted henceforth by C in12, in which a particle is scattered into the
condensate and the scattering amplitudes are given in terms of the 3 thermal atoms
which are involved with the collision via (f2+1)f3f4, with 3 and 4 representing two
incoming thermal atoms colliding, resulting in an atom being transferred into the
condensate, and a final Bose enhanced state of the outgoing thermal atom 2.
• An ‘out’ collision, denoted by Cout12 results in a particle being transferred out of the
condensate with scattering amplitude given by f2(f3+1)(f4+1), where the incoming
thermal atom 2, collides with a condensate atom resulting in two outgoing thermal
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atoms 3 and 4 in Bose enhanced states.
Figure 2.2: Schematic of the collision processes included in the ZNG formalism with the processes
modelled by the dissipative Gross-Pitaevskii equation, (2.32), in red and those modelled by the
quantum Boltzmann equation, (2.39) are shown in blue for clarity.
If the condensed and noncondensed subsystems are in local equilibrium, then C12 = 0.
When they are out of equilibrium, this term acts to transfer atoms between the condensed
and noncondensed parts of the system. Hence, C12 is coupled to the source term of
Eq. (2.32), as
R(r, t) =
~
2|φ(r, t)|2
∫
dp
(2pi~)3
C12[f(p, r, t), φ(r, t)]. (2.42)
The delta functions of Eqs. (2.40) and (2.41) enforce conservation of energy and momen-
tum. In particular those in the C12 term take into account that the condensate atoms
have energy εc = mv
2
c/2+µc, and momentum mvc. However, only the C22 term conserves
atom number. C12 by definition transfers atoms into and out of the condensate but, as a
result of Eq. (2.42), the overall theory does conserve atom number.
Equations (2.32) and (2.39) are the closed set of ZNG equations for a condensate
coexisting in a trap with a cloud of thermal excitations. A summary of the processes
modelled by these equations is shown in the schematic of Fig. 2.2.
The presence of the condensate density nc(r, t) in the HF mean-field for the noncon-
densed atoms, and of the noncondensate density n˜(r, t) in the mean-field for the condensate
atoms, indicate that the two equations must be solved self-consistently. Due to the differ-
ent nature of these equations, two very different numerical methods are required and we
will give a detailed explanation of this in Chapter 4.
The underlying nature of the ZNG scheme is that it treats the condensate and noncon-
densate in qualitatively different ways. The condensate is treated as a quantum-mechanical
wavefunction while the thermal atoms are treated within a semiclassical approximation
and assumed to move within a HF potential. This theory is built on the difference be-
tween a large number of condensate atoms all occupying the same quantum state, and the
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thermal atoms occupying many different states with low occupation probabilities, justify-
ing the semiclassical treatment. It is assumed that the dominant thermal atoms in these
systems have relatively high energies, and so the HF single particle spectrum gives a good
approximation even for low energies [179]. The assumption is made in the derivation of
the hydrodynamic Eqns. (2.29) and (2.30), that the variables of amplitude and phase vary
slowly in space so that they can be expanded about r [59]. The consequence of this is that
the formalism is unable to describe pronounced phase fluctuations of the condensate and
therefore is likely to break down in the regime of critical fluctuations, i.e. very close to
the transition temperature Tc in 3D systems, or over more extended temperature range in
1D/2D systems which exhibit enhanced phase fluctuations; in these regimes, other finite
temperature approaches can be used. In the next section we briefly discuss a range of
closely related methods which yield a description in terms of a classical multimode field
which no longer describes only the condensate mode.
2.2.3 The stochastic GPE and classical field approaches
In classical field approaches, often referred to as c-field methods, the classical nature of the
GPE is exploited for modelling all coherent modes of a finite temperature system (recently
reviewed in [180, 181], see also [54] for an indepth review of finite temperature techniques).
In these approaches, the assumption is made that at temperatures below Tc, there is a
number of highly populated modes with momentum less than a particular value, kmax.
To obtain an initial condition, the general procedure is to expand the initial wavefunction
into eigenstates with coefficients ck (which are randomised under constraints due to the
system) [180, 182],
φ(r, t = 0) =
kmax∑
k
ckψk(r). (2.43)
This initial wavefunction is then propagated in time according to the usual GPE, Eq. (2.9).
The nonlinearity of Eq. (2.9) ensures mixing between modes and equilibration to a classical
thermal distribution, therefore, the initial condition is generally unimportant. In these
approaches, the wavefunction φ(r, t) no longer describes only the ground state mode of
the system, as in the ZNG approach, but all highly occupied modes up to an momentum
cut-off, kmax. This momentum cut-off can either be imposed by the numerical grid used
in numerical simulations or via a projector, as in the so-called Projected GPE (PGPE),
which avoids problems due to aliasing, ensuring that only momentum conserving processes
associated with the highly occupied modes are considered [183–185].
The low-lying modes capture some of the thermal cloud up to the cut-off; to addi-
tionally model the remaining thermal cloud, one may generalise the picture by coupling
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these low-lying ‘coherent’ modes to a set of incoherent modes. This can be done via the
stochastic GPE (SGPE), first derived by Stoof [186, 187] and subsequently Davis and Gar-
diner [188] arrived at a similar equation, in the limit where high-lying modes are treated
as a heat bath (i.e. C22 = 0).
In Stoof’s derivation of the SGPE, the probability distribution for the trapped Bose
gas, P [Ψ∗,Ψ, t], evolves according to a Fokker-Planck equation. The effects of the coherent,
φ′, and incoherent regions, ψ′, are determined by using a Hartree-Fock type splitting of
P [Ψ∗,Ψ, t] = P0[φ
′∗, φ′, t]P1[ψ
′∗, ψ′, t]: replacing this ansatz into the full Fokker-Planck
equation and integrating over the noncondensate (condensate) degrees of freedom, lead to
evolution equations for the low-lying (high-lying) modes. The high-lying thermal modes
(incoherent region), when treated semiclassically, are found to evolve according to the
quantum Boltzmann Eq.(4.2), where the Wigner distribution for the noncondensate field
operator ψ′(r, t), is defined
f(p, r, t) =
∫
dr′e−p·r
′/~ψ′(r+ r′/2)ψ′∗(r− r′/2) = N(p, r, t) + 1
2
. (2.44)
N(p, r, t) is the thermal occupation of each mode and the addition of 1/2 ensures that
the field now contains quantum fluctuations as well as thermal as in Eq. (2.35). The
fundamental difference between the collision integrals here and those used in the ZNG
formalism expressed earlier, is the appearance of the multimode field φ′ in place of the
condensate wavefunction in Eqs. (2.40) and (2.41).
The source, iR(r, t) term in this scheme (associated with the same collision processes
as the iR term in Eq. (2.32)) is defined as
R(r, t) = 2pig2
∫
dp2
(2pi~)3
∫
dp3
(2pi~)3
∫
dp4
(2pi~)3
× δ(p2 − p3 − p4)δ(εc + ε˜2 − ε˜3 − ε˜4)
× [f2(f3 + 1)(f4 + 1)− (f2 + 1)f3f4], (2.45)
where ε˜i = |pi|2/2m+Vext+2g〈|φ′(r, t)|2〉 is the Hartree-Fock energy of the thermal atoms.
The strength of the collisions between the coherent and incoherent regions is given by the
Keldysh self-energy which has the form
~ΣK(r, t) = −4piig2
∫
dp2
(2pi~)3
∫
dp3
(2pi~)3
∫
dp4
(2pi~)3
× (2pi~)3δ(p2 − p3 − p4)
× δ(εc + ε˜2 − ε˜3 − ε˜4)
× [f2(f3 + 1)(f4 + 1) + (f2 + 1)f3f4], (2.46)
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where this term can be related to the iR term approximately via the fluctuation-dissipation
theorem [186, 189, 190]
iR(r, t) ' −
(
β
4
)
~ΣK(r, t)[hˆ0 + g|φ′|2 − µ]. (2.47)
Within these approximations, the corresponding evolution equation for the low-lying,
coherent modes is [186, 189, 190]
i~
∂φ′(r, t)
∂t
=
(
1 +
β
4
~ΣK(r, t)
)[
− ~
2
2m
∇2 + Vext(r) + g|φ′(r, t)|2 − µ
]
φ′(r, t) + η(r, t).
(2.48)
This is typically referred to as the stochastic GPE (SGPE) (a similar form is given by Davis
and co-workers [180, 188] (SPGPE)). Here η(r, t) is the noise term which has Gaussian
correlations and the presence of which provides a ‘seed’ which can initiate condensate
growth (a restriction of mean-field theories is their inability to describe this).
An important observation is that dynamical equilibrium is reached within this theory
since an equal combination of ‘in’ and ‘out’ collisions between the thermal cloud and
condensate will not cause the source term of Eq. (2.47) to become zero, as it does in
the dissipative GPE of the ZNG formalism, because in Eq (2.46) such inverse processes
are added to each other. The application of this approach involves averaging over many
numerical realisations of the noise in order to generate an ensemble average with each
numerical realisation modelling in some sense a single experimental run [113, 191].
One important difference between ZNG and the aforementioned methods, is that within
the ZNG formalism, the condensate and noncondensate are treated as two distinct parts
while, the c-field operator used in these techniques describes the coherent, classical modes
which include, but are not restricted to, the condensate mode. Another key difference
is that more often than not, approximations are made on the thermal cloud dynamics,
hence, the important ‘back action’ of the full thermal cloud on the condensate is not fully
accounted for.
In the present chapter we have stressed the importance of including finite temperature
effects when modelling weakly interacting atomic condensates, however, interesting effects
can also be modelled within the GPE formalism. In particular, in the low temperature
regimes of recent experiments involving solitons [84–86], the most dominant decay mech-
anism is due to the presence of anharmonicities in the trapping potential, therefore in
Part II of this thesis, we describe, using the GPE, a novel long-range interaction between
solitons which is mediated by sound emission.
The remainder of this thesis, Part III, focusses on solving the coupled ZNG equations
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to analyse finite temperature effects on vortex dynamics (Chapter 5) and Josephson effects
(Chapter 6). We begin this part by giving a detailed explanation on the numerical scheme
used to solve these equations in Chapter 4.
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T = 0: Sound Mediated,
Long-Range Interactions between
Dark Solitons
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Sound Mediated Dark Soliton
Dynamics
Recent experiments have been able to generate appropriate low-temperature conditions
in quasi-1D geometries enabling the observation of one or more (undamped) dark soliton
oscillations in a harmonically-confined condensate [84–86] as predicted at the mean field
level [78, 94, 192]. In general, the presence of the axial confinement in these experiments
breaks the integrability of the system, rendering the soliton unstable to sound emission
along its axis of propagation, inducing it to decay [94, 106, 193]. Earlier work on this topic
has revealed the crucial role of the harmonicity of the underlying trap in stabilising the
propagating soliton against decay at low temperatures via continuous cycles of soliton-
sound interactions [106, 107], when all other decay mechanisms are suppressed for the
timescales of interest [67, 93, 95–98, 100, 102, 104, 191, 194, 195].
In this chapter, we show that soliton-sound interactions also play a key role in the
dynamics of two or more solitons in an inhomogeneous atomic condensate, and we iden-
tify optimal realistic experimental conditions for observing such an effect. In particular,
we analyse the motion of solitons oscillating within either a single harmonically-confined
condensate or different spatially-separated sub-regions of a condensate and conclude that,
within mean field theory, dark solitons can interact via the emission/absorption of sound
waves over a long range, without ever approaching very close to each other. We refer to
this interaction mechanism as sound-mediated dark soliton interactions, and suggest an
experiment that could probe such an effect.
3.1 Theoretical model
In the limit of strong transverse confinement, when the following conditions are satisfied:
µ3D < ~ω⊥, kBT  ~ω⊥ and ωz  ω⊥, where µ3D is the 3D chemical potential, ω⊥ and
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ωz are the transverse and axial trapping frequencies, kB is the Boltzmann constant and T
is the temperature of the system, a Bose-Einstein condensate can be thought of as being
effectively one-dimensional (1D). In this regime, we can model our system by a single
complex wavefunction, ψ(z, t) which obeys the 1D Gross-Pitaevskii equation (GPE):
i~
∂ψ
∂t
=
(
− ~
2
2m
∂2
∂z2
+ V (z) + g|ψ|2 − µ
)
ψ , (3.1)
where m is the atomic mass, µ is the 1D chemical potential and V (z) is the longitudinal
external confining potential. The coefficient g parametrises the interatomic interactions
and in 1D takes the form g = (4pi~2a/m)/2pil2⊥, where a is the 3D s-wave scattering length;
here l⊥ =
√
~/(mω⊥) is the harmonic oscillator length in the transverse direction. A dark
soliton propagating through a BEC, along the z direction, with speed vs has the form
[196]
ψ(z, t) = ψbg(z)e
−iµt/~
(
γ
[
tanh
(
γ(z − vst)
ξ
)]
+ i
(vs
c
))
(3.2)
where γ =
√
1− (vs/c)2 and ψbg(z) is the wavefunction of the background condensate. It
is characterised by a local dip in the density, n(z) = |ψ(z)|2 and a phase slip, S, across
the dip’s centre defined by vs/c =
√
(1− nd/n) = cos(S/2), where nd is the density dip
resulting from the soliton and c =
√
µ/m is the Bogoliubov speed of sound.
3.1.1 Soliton energy
The energy of the soliton, Es, turns out to be a useful theoretical parameter for modelling
its dynamical properties. It is defined here in the conventional way of calculating the
energy of the BEC in the region around the soliton and subtracting the energy of the
condensate in this region if no soliton were present [82]. We choose this region, in order
to encapsulate the full extent of the soliton, as five healing lengths [107], ξ = ~/(
√
mn0g),
either side of the soliton centre, zs, with n0 denoting the peak background condensate
density. Thus,
Es =
∫ zs+5ξ
zs−5ξ
[ψ]dz −
∫ zs+5ξ
zs−5ξ
[ψbg]dz, (3.3)
where
[ψ] =
~
2
2m
|∇ψ|2 + V |ψ|2 + g
2
(|ψ|2 − n0)2. (3.4)
This expression has been used in previous work [99, 106, 107, 197] where it is correctly
quoted in [107]. For a homogeneous condensate, |ψbg|2 = constant = n0, and the energy
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of the soliton simplifies to the well-known expression [82]
Es =
4
3
~n0c
[
1−
(vs
c
)2] 32
. (3.5)
Therefore, a black soliton, which is a stationary soliton, has more energy than a less deep
soliton which is in motion.
We generate each soliton in our simulations locally by multiplying the condensate wave-
function by the soliton form given by (3.2) obtained from the imaginary time evolution of
the GPE, via Eq. (3.1). We propagate the GPE using a 4th order Runge-Kutta method
(Error = O(∆t4)) on a discrete grid with typical spatial step ∆z = 0.03lz and time step
∆t = 0.0001ω−1z .
All simulations in this chapter are done in terms of the dimensionless form of Eq. (3.1)
(see Appendix A.2 for details), obtained by scaling all physical parameters to harmonic
oscillator units; in our present simulations we have chosen a dimensionless 1D coupling
constant g = 0.048~ωz lz. Our choice was originally motivated by a recent experiment [85]
with 87Rb atoms in a harmonic trap with transverse confinement ω⊥ = 2pi× 408 Hz. The
longitudinal harmonic frequency in Secs. 3.2 and 3.3 was also chosen from that experiment,
namely ωz = 2pi × 63 Hz.
3.2 Soliton interactions in a harmonic trap
In a homogeneous background, solitons have the unique ability to remain unchanged in
shape and speed during a collision, apart from a slight change in their respective phases
[198]. In general, the stability of the soliton depends on the integrability of the governing
equation of motion: when the integrability is broken, the soliton becomes unstable and
dissipates its energy acoustically. One such case arises when a soliton moves through the
inhomogeneous background induced by a trapping potential V (z); in that case, the soliton
has the tendency to emit energy to the background in the form of sound waves, an effect
visible as ripples in the density profile of the condensate.
We are interested here in exploring the importance of such an effect to the interaction
of two solitons. First we give a brief overview of the dynamics in a single trap.
3.2.1 Single soliton in a harmonic trap
In Fig. 3.1 (Left) we have plotted the density of a condensate in a harmonic trap when it
contains a central soliton (z0 = 0.0) of three different speeds, vs = 0.3c, 0.5c, 0.7c. As the
speed of the soliton increases, the density dip decreases (see inset of this plot for clarity),
this in turn means that during its motion it can probe wider regions of the trap before
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it is reflected back in the other direction. This oscillating motion can be seen in Fig. 3.1
(Right), with the larger amplitude oscillations corresponding to the faster solitons.
As is well-known, if there is just one soliton propagating in a harmonic trap, it perturbs
the inhomogeneous background motion, setting up a dipole mode, but it also periodically
reabsorbs the sound emitted by its own motion [106]; the resulting oscillation exhibits a
beating effect due to the different oscillation frequencies of the soliton (=ωz/
√
2) [94, 98,
99, 102, 106, 107, 192, 193, 199–202] and the induced background dipolar motion of the
condensate (= ωz). This beating effect can be seen as small modulations on top of the
soliton trajectories in Fig. 3.1 (Right).
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Figure 3.1: Motion of a single soliton in a harmonically trapped condensate. Left: (Main figure)
Harmonic trap potential (dashed cyan) and density of condensate containing a single soliton of
speed vs = 0.3c (black), vs = 0.5c (blue) and vs = 0.7c (red) with initial position z0 = 0.0. (Inset)
Zoomed plot around z = 0.0 in order to see soliton depths. Right: Position of these solitons vs.
time. µ = 25~ωz.
3.2.2 Identical solitons in symmetric setup
Previous theoretical and experimental work [85, 105] has revealed that two identical, low
speed, grey solitons displaced equally from the bottom of the harmonic trap and travelling
towards each other, are reflected or pass through each other depending on their kinetic
energies, indicating that soliton-sound interactions have, at most, a minor effect on their
mutual dynamics. Although very small in magnitude, such modulations are actually
present even in that context and our simulations reveal such modulations. In Fig. 3.2
(Top) we plot a space time plot of two identical solitons placed at equal distances from
the centre of a harmonic trap zL = 3lz and zr = −3lz (where L and R denote the soliton
beginning in the left and right part of the trap), such that they span the depth of the
condensate at that point and when time evolution begins, the solitons move towards each
other. The space time plot shows us the presence of sound in the system and on the bottom
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Figure 3.2: Soliton dynamics. Two identical grey solitons placed at equal distance from the centre
of the harmonic trap, zL = −zR, and moving towards each other. Top: Space-time plot of density
|ψ|2, showing the soliton dynamics in the harmonic trap. Bottom: Zoomed plot of soliton trajectory
showing modulations in the amplitude of oscillation for the soliton beginning at position zR, where
the soliton position is defined as the point at which the soliton is minima. Dotted line at initial
zR to show amplitude oscillations.
part of this figure we have plotted a proportion of this plot for the soliton position in order
to see the modulations on top of the solitons oscillations. The effect is only slight in this
case. However, this effect does become significant in the case of non-identical solitons
initially located at non-symmetric locations within a single harmonic trap as discussed
below.
3.2.3 Non-identical solitons
In particular, we consider the case of two solitons of speeds vL = 0.3c and vR = 0.1c at
locations zL = −3lz and zR = 0 respectively (see Fig. 3.3). Each grey soliton moves from
its initial position, in the same direction in this case, with each emitting sound waves of
positive and negative amplitude in counter-propagating directions. The solitons absorb
and dissipate sound at different rates, as each soliton re-interacts both with the sound it has
emitted and with sound emitted by the other soliton. This process, combined with periodic
soliton collisions, leads to a much more pronounced modulation of the soliton oscillations
than encountered in the case of a single soliton in a harmonic trap (whose corresponding
amplitude modulation would typically be a few percent of its initial amplitude [197]).
This effect is shown clearly in Fig. 3.3 (Right): in particular, the fast soliton, ini-
tially imprinted away from the trap centre, gains energy, thereby exhibiting oscillations
of decreasing amplitude during the initial time period, t < 70ω−1z . This energy becomes
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available from the sound emission originating from the motion of the slower soliton, which
in turn exhibits a small increase in its oscillation amplitude; at later times, the change in
the relative phase of the two soliton oscillations leads to a reversal of the direction of the
energy flow between them. Clearly, however, their mutual energy exchange does not lead
to a net decay within a single harmonic trap.
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Figure 3.3: Motion of two non-identical dark solitons in a harmonically trapped condensate. Left:
Density (black) and potential (dashed blue). Right: Position of left (solid, grey) and right soliton
(solid, black) vs. time. (Initial parameters: zL = −3.0lz, vLs = 0.3c and zR = 0.0lz, vRs = 0.1c ,
µ = 25~ωz).
However, a more detailed understanding of this process is complicated by the fact that
there are two simultaneous competing effects: soliton-soliton collisions [198] and soliton-
sound interactions [106], and it is hard to distinguish between the two in this context.
In order to isolate these two effects and demonstrate the crucial role of soliton-sound
interactions in the coupling of two solitons, we now move to a modified geometry which
enables us to restrict the motion of the two solitons in two spatially separated traps. By
ensuring that the condensate spans both traps, sound waves can still transfer between the
traps and so the solitons can still exchange energy.
We choose to work in a regime of very weak coupling where there is a finite density
connecting the two wells. This means that Josephson oscillations are suppressed on our
observational timescales and the motion between the two wells is purely hydrodynamic
rather than tunnelling (see Chapter 6 for analysis of both Josephson oscillations and
hydrodynamic transport in double well traps).
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3.3 Soliton interactions in a double harmonic trap
We now consider two solitons on opposite sides of a condensate confined in an idealised
double-harmonic potential defined by
V (z) =
{
mω2z(z + z0)
2/2 z < 0
mω2z(z − z0)2/2 z ≥ 0
(3.6)
where the value of z0 identifies both the location of the two density minima and the
height of the potential at z = 0, via V0 = mω
2
zz
2
0/2, which acts as a ‘barrier’ between the
neighbouring harmonic traps. By changing the height of the barrier between the two traps
we can either allow or disallow contact between the two condensates, an effect controlled
by the ratio of (V0/µ). Corresponding initial density profiles with (solid) and without
(dashed) contact between the two sides of the well are shown in Fig. 3.4. To demonstrate
the energy transfer due to sound-mediated soliton interactions, we initially consider a
stationary black soliton at the centre of the right well (zR = 7.5lz). Choosing a moving
(grey) soliton of speed 0.3c at the centre of the left trap (zL = −7.5lz), we can study how
the right (black) soliton is perturbed by the sound energy emitted by the soliton in the
left trap.
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Figure 3.4: Left: Density profiles of a condensate in a double harmonic potential for the distinct
cases of no contact i.e. zero density at z = 0 (V0/µ = 1.62, dashed, brown/grey and black line) or
contact (V0/µ = 1.125, solid, brown/grey and black line) between the two wells. Right: Zoomed
profile of the central region, with the left (right) well region indicated by brown/grey (black) lines.
The chemical potential µ is indicated by the brown/grey dot-dashed line. The two solitons are
initially defined by zL = −7.5lz, vLs = 0.3c and zR = 7.5lz, vRs = 0.0c.
3.3.1 Identity reversal
Fig. 3.5 plots the paths of the solitons in the two distinct cases of V0/µ = 1.125 (solid
lines) and V0/µ = 1.62 (dashed). The position of the soliton in the right well is plotted
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Figure 3.5: Comparison of soliton dynamics in a double harmonic trap for the set-up of Fig. 3.4.
for V0/µ = 1.62 (dashed lines) and V0/µ = 1.125 (solid lines). Initial soliton positions indicated
by zL and zR with brown/grey (black) lines indicating the soliton in the left (right) well of the
double harmonic trap.
above the position of the soliton in the left (this remains true for the remainder of this
paper unless otherwise stated). When V0/µ = 1.62 the black soliton in the right trap
remains stationary as the sound emitted by the moving soliton in the left trap cannot
propagate across the barrier (the condensate density is locally zero there) - see dashed
(black) line at top of Fig. 3.5. On the contrary, when V0/µ = 1.125, the sound entering
the right well from the left causes the initially black soliton to oscillate (see solid (black)
line at the top of Fig. 3.5). In this case, the 0.3c in the left trap also becomes affected:
as it moves and radiates sound waves, part of its energy which remains confined in the
left trap is reabsorbed by the soliton, but some escapes to the right trap and disturbs the
initially stationary soliton. However, as the black soliton starts to oscillate in the right
trap, it also starts radiating sound, some of which is transmitted back across the barrier
which can then be absorbed by the left soliton.
This process of emission, reabsorption and mutual sound exchange between the two
solitons continues and results in a periodic reversal of their characteristics. This effect is
clearly shown in Fig. 3.6. Note that when the soliton in one well is moving the fastest, its
amplitude of oscillation is at a maximum, and the soliton in the other well is stationary
(its depth is maximum i.e. it spans the full depth of the condensate), and vice versa.
Energy exchange
To get a better understanding of this effect, we now focus on the respective soliton ener-
gies, displayed for different temporal extents in Fig. 3.7. Focusing initially on the ‘short’
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Figure 3.6: Soliton periodic ‘identity-reversal’ via energy-transfer cycles: Dynamical evolution of
the solitons of Fig. 3.5 for V0/µ = 1.125 over a prolonged period; insets highlight individual soliton
oscillations.
timescale (∼ 200ω−1z ) in Figs. 3.7 (a) and (b), we find that for V0/µ = 1.62, the energy of
the black soliton in the right trap remains constant. The left soliton with vs 6= 0 moves
through the harmonic background, loses energy, but this energy is periodically reabsorbed,
hence the soliton undergoes beating but exhibits no net decay, as shown by the dashed,
grey curve (Fig. 3.7 (b)). The case V0/µ = 1.125 is shown by the solid lines: the initially
black soliton loses energy (Fig. 3.7 (a), solid black), and the soliton in the left trap gradu-
ally increases its energy while still undergoing modulations. Looking at the energy of these
solitons over a longer period (Fig. 3.7 (c)), we notice that the energy is transfered back
and forth between each soliton; however this process is still modulated by interactions
between each soliton and the sound field generated by its own motion (Fig. 3.7 (c), inset).
Until now, we have shown how the energy dissipated by a moving soliton in the left
trap affects an initially stationary soliton in its neighbouring trap. This energy transfer
occurs also when both solitons are moving: Fig. 3.8 shows the trajectories of two solitons of
initial speed vLs = 0.3c and v
R
s = 0.1c respectively, placed in the same double trap harmonic
geometry, with energy exchange between the two wells enabled by V0/µ = 1.125. In this
case (brown/grey lines), we observe very similar features to those reported earlier (black
lines), with the periodic oscillation of the two solitons now restricted to the range between
the initial minimum and maximum amplitudes of the two solitons (i.e. never actually
leading to instantaneous localisation).
The effect shown here is closely related to the parametric driving of a dark soliton.
In particular, in [99] it was reported that appropriate external driving at the edge of a
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Figure 3.7: Soliton energy, Es (renormalised by their original values), as a function of time for
V0/µ = 1.62 (dashed lines) and V0/µ = 1.125 (solid) for the (a) right (black) or (b) left (brown/-
grey) solitons of Fig. 3.4. (c) Longer time energy evolution (renormalised by the initial energy of
the black soliton) for V0/µ = 1.125. Inset: Evolution around t = 450 ω
−1
z , highlighting the energy
beating mechanism due to the interactions of each soliton with their own emitted sound waves.
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Figure 3.8: Energy transfer cycles for two non-identical initial grey solitons in a double harmonic
trap with vLs = 0.3c and v
R
s = 0.1c (black) vs. corresponding case of Fig. 3.6 with v
R
s = 0
(brown/grey) for V0 = 1.125µ. Insets: zoomed position plots after the first half and full completed
cycles.
harmonically-confined condensate (and outside the region of oscillation of a dark soliton)
could lead to a controlled change in the energy of a single dark soliton placed within the
condensate. In the idealised case considered here (no additional damping mechanisms),
this could lead to periodic oscillations between the original state of the soliton and a black
soliton. This effect requires the existence of a background density modulation oscillating
at a frequency distinct to that of the soliton under consideration. In the case presented
here, the motion of the soliton in the other well acts as a generator of sound waves, which
44
Chapter 3. Sound Mediated Dark Soliton Dynamics
propagate through the barrier and are seen by the soliton under consideration as the
required modulation of its background density. As a result, in each well of our current
double harmonic geometry, the distinct frequency between the moving soliton and the
sound wave incident onto it from the motion of the soliton in the other trap lead to the
necessary beating modulation which changes its respective energetic/motional state. It
has also been previously found that the direction of energy transfer from the soliton to the
background sound field (i.e. energy emission from the soliton) or from the sound field to
the soliton (energy absorption) depends critically on the relative phase of the oscillations
of the soliton and the background sound field [203]; when the soliton leads the background
sound mode (as happens in the right well), then the soliton sheds energy into the sound
field, whereas soliton oscillations lagging behind the sound field (as in the left well) lead
to energy absorption. As the process continues, the relative phases change between each
individual soliton and the background sound mode, leading to a reversal of the energy
emission/absorption cycles between the two solitons.
By changing the ratio between V0 and µ we can control the amount of energy which
can pass between the wells, either speeding it up (V0 < µ), slowing it down (V0 > µ) or
stopping the contact altogether, (V0  µ). To speed up the rate of energy transfer we
choose a value for V0 such that V0/µ = 0.98. Fig. 3.9 compares the trajectories of solitons
in this trap geometry when they are alone or when there is another soliton in the other well
of the trap. It is apparent from the bottom, black oscillations that a moving soliton alone
in this trap geometry will start to lose energy and dissipate. However, the addition of a
second soliton into the other well of the trap results in energy transfer between solitons
and again characteristic reversal.
The perfect energy transfer between the solitons is more apparent if one plots the po-
sition of the left soliton against that of the right soliton at different time periods during
their coupled evolution. Fig. 3.10 (top) displays such a sequence of 8 images, each corre-
sponding to a temporal duration of approximately one soliton oscillation in the trap, i.e.
τ = 2
√
2piω−1z , with the bottom figure highlighting the times around which these images
were taken: initially (top left image) the left soliton amplitude changes continuously from
approximately −9lz to −5lz and back (oscillating about its initial value of −7lz), while
the right soliton is fixed at zR ∼ 7lz , thus generating a horizontal profile. The gradual
energy exchange between the two solitons results in this feature becoming more spherical
(progression through bottom left to top right images), with the right soliton amplitude
increasing at the expense of the left one; their features are perfectly reversed from their
initial configuration after a time t ≈ 435ω−1z (leading to a vertical profile), indicating that
the two solitons have entirely exchanged their properties. This trend continues period-
ically, with the bottom right image revealing that the left soliton once again oscillates
with its initial maximum amplitude, while the right one becomes (for a short period of
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Figure 3.9: Soliton Dynamics for solitons in a double well trap where V0/µ = 0.98. Top oscillations:
Brown/grey line is the path of an initially 0.0c soliton in the right well of the double trap geometry
when there is no other soliton in the side of the trap. Black line is the path of an initially 0.0c
soliton when there is an initially 0.3c soliton in the other well of the double trap geometry. Bottom
oscillations: Black line is the path of an initially 0.3c soliton when there is no other soliton in the
condensate. Brown/grey line is the path of the initially 0.3c soliton when there is also an 0.0c
soliton in the other well of the trap. Where V0 = 24.5~ω⊥.
time) stationary. However, one can see from the brown/grey line in the bottom of Fig. 3.9
that the maximum amplitude of oscillation is actually increasing with time (see the much
increased amplitude of the third envelope at t ∼ 1800ω−1z in comparison to the first at
t = 0ω−1z ). This indicates that although for V0/µ = 0.98 i.e. V0/µ < 1, the rate of energy
transfer is higher, it results in an imperfect energy transfer between the two solitons after
a few cycles which later result in the decay of both solitons due to the anharmonicity
in the region of the barrier. Now we wish to carry out analysis on the energy transfer
for the case in which the two solitons in the double well geometry demonstrate perfect
characteristic reversal which continues on a much longer timescale (Fig. 3.5 shows it up
until t = 10000ω−1z ).
To quantify the sound-mediated energy transfer, we monitor how quickly the (initially
black) soliton in the right trap moves as a function of the initial speed vLs of the soliton
in the left trap. This is shown in Fig. 3.11 (a), from which it is apparent that the larger
vLs is, the larger the resulting oscillations of the initially stationary soliton. This arises
physically because a faster left soliton is a shallower one, which probes a broader range in
the (left) harmonic trap, i.e. experiences more of a gradient in the medium density and
therefore emits more energy in the form of sound waves which are thus captured faster by
the soliton in the right well.
Parallel to this, the resulting motion of the right soliton leads to its own emission-
absorption cycles, which lead to the observed modulation of its own trajectory, an effect
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Figure 3.10: Characteristic snapshots of the soliton position in the left trap, zL, against that
in the right trap, zR, at various time intervals (top images), as highlighted in the position plot
(bottom), indicating the complete interchange of the motional properties of the two solitons. Note
the different parameters here from those of Fig. 3.6, with V0/µ = 0.98 and z0 = 7lz, leading to an
approximate doubling of the rate of energy exchange between the two wells, due to the decrease
in the distance between their respective minima.
which is enhanced with larger amounts of incident energy from the left well.
To quantify this further, we investigate how the time it takes for the soliton in the
right trap to reach a given (arbitrary) point shown by the dashed line in Fig. 3.11(a)
depends on the initial speed of the left soliton vLs . Fig. 3.11 (b) shows that τ = (1/v
L
s )lz.
Fig. 3.11 (c) shows that the largest oscillation amplitude of the soliton in the right trap,
arising after a few tens of oscillations and a timescale ∼ few 100ω−1z , increases linearly
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Figure 3.11: (a) Temporal evolution of the position of an initially stationary soliton in the right
trap when perturbed by the sound waves generated by moving solitons of variable speeds, vLs , in
the left trap; largest amplitude corresponds to the highest speed. (b) Dependence of the time τ , it
takes for the initially black soliton on the right to reach the arbitrarily chosen position zR = 7.8lz,
indicated by the dashed line in (a), on the speed vLs of the soliton in the left trap. Data points (black
circles) fit perfectly on the curve τ = 1/vLs (solid line). Inset: same data plotted logarithmically.
(c) Maximum oscillation amplitude, zmax, of the initially black soliton in the right trap (arising
after a few tens of oscillations, so beyond the time shown in (a)), as a function of the initial relative
speed, vLs , of the soliton in the left trap. All presented results are based on V0/µ = 1.125.
with initial soliton speed in the left trap.
We can gain an insight into these graphs by relating the time it takes for the soliton
to reach an arbitrary position (τ) to the speed at which the amplitude of the right soliton
oscillation increases, which we will denote vA. This timescale can be approximated by
the relation τ = zs/vA. However, the speed of increase of the amplitude of oscillation is
proportional to the speed of the soliton in the left well, i.e. vA ∝ vLs , therefore, we obtain
the relation τ ∝ zs/vLs , which is hinted upon in Fig. 3.11 (b) and (c).
The double harmonic trap geometry of Eq. (3.6) was chosen in order to demonstrate
the effect in its most pure, idealised representation, building on previous work [99, 107,
197] in harmonic trap geometries. While double-well geometries can be easily generated
experimentally, they actually have a slightly different form (being smoother at/around
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z = 0), being either formed by a repulsive Gaussian barrier on a harmonic trap [46], or
by isolating two sites of a periodic optical lattice potential [204]. We now discuss how
the previously analysed effect becomes modified in such realistic geometries, and identify
optimal regimes for its experimental observation.
3.4 Experimental considerations: Double/multiple wells
We seek to identify a directly observable effect that could be measured in experiments.
Despite the appealing feature of the ‘identity-reversal’ of the two solitons in the idealised
cut-off harmonic trap discussed previously, such an effect is unlikely to be directly observed
in an experiment; this is due to the sensitivity of solitons to the locally strongly anharmonic
in a small region around the barrier separating the two regions in a realistic experimental
double-well geometry. As an alternative, and to make direct links with experiments, we
therefore consider the simpler scenario of looking at changes in the motion of a soliton in
one well, due to the presence, or absence, of a soliton in the neighbouring well.
Thus, we now discuss experimental geometries in which solitons have been successfully
generated, namely Gaussian traps and optical lattice geometries. For simplicity we restrict
this study to identical solitons.
3.4.1 Gaussian induced, double-well potential
To enable the experimental observation of the energy transfer between solitons we propose
the formation of a double well geometry of the form
V (z) = mω2zz
2/2 + V0e
−z2/2d2
formed by adding a Gaussian dimple to the original harmonic trap (physically this is
equivalent to shining a laser in the centre of the harmonically trapped condensate). Here
V0 is the height of the Gaussian and d characterises it’s width.
As before, two solitons are placed at the peak densities of the two wells spanned by
the condensate, with their respective profiles shown in Fig. 3.12 (Left).
While for many practical purposes each well can be thought of as approximately har-
monic, the lack of symmetry about the centre of each well turns out to be quite crucial here,
because dark solitons have recently been shown to be extremely sensitive to anharmonicity-
induced decay [107], which causes the solitons to quickly de-stablize and dissipate. This
effect occurs on a much faster timescale than the corresponding case of a single soliton
in a corresponding double harmonic trap. Due to the lack of harmonicity in each well of
this trap (and others to follow) we will no longer present our results in harmonic oscillator
units but in units of healing length. The relation between harmonic oscillator length lz
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Figure 3.12: Left: Density profile (black and green dashed) and trapping potential (lower dashed
blue) of an atomic condensate in a double-well potential, with either a single 0.1c soliton in the
right well (zR = 28.5ξ, black lines), or also a second identical soliton located in the symmetric
position of the left well (zL = −28.5ξ, green dashed). Right: Position of the soliton in the right
well when it is the only soliton present in the trap (black) and when there is another soliton in the
left well (grey). (Parameters: V0/µ = 0.97, d = 14.6ξ).
and healing length is characterised by
lz/ξ =
√
n0g
~ωz
(3.7)
and for the parameters we are using this conversion factor becomes lz/ξ = 4.9.
Given the rapid decay of a soliton in such an asymmetric trap, we instead investigate
the motion of a soliton in the right well depending on whether there is a soliton in the well
to the left or not. We find that the addition of a soliton in the left well stabilises the other
soliton for a considerable initial period, as shown in Fig. 3.12 (Right); as a result, instead
of quickly decaying, it continues oscillating with roughly the same amplitude (i.e. same
energy/depth) for a timescale of the order of 800ξ/c, before eventually decaying. We also
note a slight phase difference between the two cases.
The anharmonicity of the trap causes the solitons to decay and this prevents us from
seeing as apparent an energy transfer as in the idealised double well case of Sec. 3.3. To
improve the lifetimes of the solitons we need to look at a new regime in which the trap is
more harmonic. To do this we look at optical lattice trapping.
3.4.2 Solitons in an optical lattice trap
Two lattice sites
To remove the asymmetry of the condensate in which each soliton is propagating (but not
the anisotropy), we now consider a symmetric double-well trap formed by two wells of an
optical lattice. A geometry of this type has been used, for example to study Josephson
oscillations by the Heidelberg group [204]. Intersecting laser beams at an angle can be used
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to generate an optical lattice or an array of traps of variable depth and periodicity [205].
To model this configuration we replace the trapping potential given by Eq. (3.6) with
V (z) = V0cos
2
(piz
d
)
(3.8)
where the lattice spacing d is the distance between two maxima or minima and V0 is the
lattice depth. Again, solitons of equal speed are initially placed at the peak condensate
densities.
As before, we initially consider a periodic array of traps of relatively large periodicity
[206], in which the condensate however only spans two wells, as shown in Fig. 3.13 (top).
We investigate the evolution of an initially propagating soliton (v = 0.1c) in one well, when
the condensate in the other well does not contain a soliton (black line); this is contrasted
to the case when there is an identical soliton in the other well (grey line). It is apparent
that the presence of the other soliton leads to a slower decay. This indicates that the
soliton in the right well absorbs the sound created by the motion of the soliton through
the inhomogeneous background of the left well. The more symmetric nature of the trap
results in the soliton experiencing a slower dissipation than in the Gaussian, double-well
potential of Fig. 3.12.
3.4.3 Array of optical traps
Finally, we wish to explicitly demonstrate the role of dark solitons as both absorbers
and emitters of sound [106], by investigating the effect of adding further solitons to a
condensate spanning a number of lattice sites greater than two.
We consider a condensate spanning 6 lattice sites, and place two identical slowly-
moving solitons in the wells at each end of the condensate, as shown in Fig. 3.13 (bottom).
The soliton in the right well is found to decay (black lines in Fig. 3.13 (d)) on a timescale
of ∼ 25 oscillations, due to the partial escape of the emitted sound to the other wells,
while the sound from the soliton in the leftmost well arrives too late to stabilise it. This
should be contrasted to the case when each intermediate site contains solitons of the same
depth. In that case, the solitons in the neighbouring wells clearly have the net effect of
partially stabilising the end soliton against decay over a prolonged period, as evident by
the grey lines in Fig. 3.13 (d).
Faster solitons were found to decay on a more rapid timescale, as the time required for
the oscillating soliton to probe the anharmonic region of the trap decreases rapidly with
increasing soliton speed. However, this effect should be observable in carefully controlled
experiments, and it does not require identical soliton speeds.
A similar energy interaction has been also theoretically studied for vortices in a double
well trap which we will briefly review in the next section.
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Figure 3.13: Left: Density profiles for a condensate spanning (a) two, or (c) six sites of an array of
optical traps. In both cases, the right site contains a vs = 0.1c soliton (black). In addition, in (a)
the left site may or may not contain an identical soliton (green dashed), whereas in (c) the leftmost
site also contains an identical soliton, while the condensate in the intermediate sites may or may
not contain solitons. Right: Temporal evolution of the soliton in the right well showing clearly
that the presence of a soliton in neighbouring wells has a stabilising effect: (b) Comparison of case
when there is no soliton in the left well (black) to when this site contains a soliton (grey). (d)
Comparison of the dynamics of the soliton in the rightmost trap, when there are no intermediate
solitons (black) and when the intermediate sites contain identical solitons (grey). (Parameters:
V0/µ = 0.87 and d = 170.9ξ).
3.5 Sound mediated vortex interactions
It is well understood that a vortex in a harmonically trapped atomic condensate is stable
and precesses along a line of constant potential [112, 207–209] (See Fig. 5.1, Chapter 5).
When a vortex line undergoes reconnections, it loses energy through the generation of
sound waves [132] and, similarly to solitons, through acceleration [209, 210]. What is less
well understood is the precise mechanism by which a vortex interacts with sound energy
and reabsorbs it. Whether two vortices can undergo an exchange of energy which we have
studied for dark solitons was the focus of a recent paper of which I have co-authored,
however, the simulations were undertaken by Nick Parker [158].
In this work, a double well potential in 2D is exploited to study this sound mediated
effect for two identical vortices in either regions of the trap; simulations were based on the
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GPE Eq. (3.1) (in this case generalised to 2D). In 2D, a vortex is a point singularity of
zero condensate density, with phase winding round the central point in units of 2pi. When
the phase winds round in the positive (clockwise) sense, the vortex is said to have positive
charge and when it winds around in the anti-clockwise direction, it is negatively charged.
For more information on the form of vortices and how to numerically ‘imprint’ one onto a
condensate, see Chapter 5.
Analogous to solitons, a vortex in the centre of a harmonic trap is stationary with
the maximal energy. Just as a dark soliton loses energy and moves outwards when it
accelerates, acceleration of a vortex causes it to minimise its energy by spiralling radially
out of the condensate. In Ref. [158], a vortex is placed in the centre of one side of the
double well (rLv (0) = 0) and another, identically charged vortex is placed off-centre in
the other well (rRv (0) = 4ξ) and the subsequent dynamics observed. This is the same
procedure as we carried out for solitons in Sec. 3.3. The resulting trajectories are shown
in Fig. 3.14 (Left) for an idealised double well trap of the form
V (x, y) =
1
2
mω2
[
(|x| − xc)2 + y2
]
. (3.9)
where ω is the trapping frequency of either circularly symmetric well, both traps are
offset from the origin by the distance ±xc and the barrier height characterised by V0 =
1/2mω2x2c . Units are in terms of the condensate healing length, ξ = ~/
√
mn0g.
Figure 3.14: Top: Vortex trajectories for two vortices in opposite wells of a double well potential
Eq. (3.9) with barrier height V0/µ = 0.6. The vortex in the right well is initially off-centre with
radial coordinate rRv (0) = 4ξ (black), and the vortex in the left well is initially central, r
L
v (0) = 0
(green). Left: both vortices have the same polarity, Right: the vortices have opposite polarity.
Bottom: The evolution of radial coordinates of the vortices and the light grey lines the evolution
of a single vortex in a harmonic trap with initial radius rv(0) = 4ξ. With µ = 10~ω. Figure taken
from [158].
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In Fig. 3.14 (a) we see the spiralling inwards and outwards of both the vortices. The
initially stationary vortex is perturbed and starts to the move outwards radially (also
clear from Fig. 3.14(c)); as this vortex is spiralling towards the outer regions of the trap,
the vortex in the right well starts to move inwards towards the centre and the vortices
continue to oscillate between these positions. This is similar behaviour to that witnessed
with two non-identical solitons in Fig. 3.6. This significant motion between the central
region of the trap and that closer to the edge indicates that there is transfer of energy
between the vortices. What is apparent from Fig. 3.14, is the complete energy transfer
between the two vortices happens on a much quicker time scale than for the solitons.
The energy transfer happened at around 8 precessions of the vortex in a trap, whereas
for the case of the soliton, the characteristic identity reversal took many tens of soliton
oscillations to happen (see Fig. 3.6 of Sec. 3.3), hence this effect could potentially be
observed experimentally in realistic geometries [158].
What is interesting is that polarity can also be investigated. In Fig. 3.14 (Right), the
simulation is repeated but this time the stationary vortex in the left well is of opposite
polarity to that in the right. We see very little change in their radial coordinates and
the slight modulations which we do see are an effect of the sound which is emitted by
either vortex modulating the background density of the condensate. These modulations
are greater than those experienced by a single vortex precessing in a harmonic trap (see
the grey line of Fig. 3.14 (d)) which indicates the presence of a larger sound field in the
double well geometry due to the presence of two vortices.
As we remarked in the case of solitons, the presence of the second vortex (of the same
polarity) in the double well geometry has the effect to drive energy into the vortex. This
means that there could be other possible ways of stabilising a vortex by parametrically
driving energy into it. One such way, investigated in [158], is a precessing Gaussian beam
of the same angular momentum of the vortex. Physically this corresponds to replacing the
vortex in the left well with a blue detuned laser beam moving in a circular path around
the condensate. For more details of the form of the precessing obstacle see Ref. [158].
Parameters for the precessing obstacle are chosen to mimic the sound generated by the
vortex in the right well. The resulting evolution is shown in Fig. 3.15.
The radial coordinate of a vortex in the right well of the trap is shown in Fig. 3.15
for various scenarios involving the precessing obstacle. When the obstacle precesses in
the same direction as the vortex, the vortex radial coordinate decreases indicating an
increase in energy as it moves to the central region of the trap. If the precessing obstacle
is terminated here, the vortex precesses around the trap with constant radial coordinate.
However, if the precessing obstacle is still present, the vortex then proceeds to oscillate
between this radial position and its original i.e. there is periodic driving of energy into
the vortex, which is analogous to the parametric driving of a dark soliton in Ref. [99]. For
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Figure 3.15: Evolution of vortex trajectory under parametric driving by a precessing obstacle when;
The obstacle moves in the same direction to the vortex (black line (B)). The obstacle moves in the
opposite direction to the vortex (light grey line (A)). The obstacle moves in the same direction as
the vortex (dark grey line (C)) but its motion is terminated at t = 8800(ξ/c). Initial position of
the vortex and obstacle rv(0) = 4ξ. Figure taken from [158].
completeness, the effect of a precessing obstacle in the opposite direction to the vortex
is shown also. No increase in energy is observed, in fact the vortex moves out radially
slightly, an effect not observed when the left vortex has opposite polarity to the vortex in
the right well. This increase in radial coordinate is associated with a small loss of energy
over time however the time scales are much longer than in the case of two solitons.
The timescale over which the precessing obstacle drives energy into the vortex to
stabilise it is much longer than when the second vortex is present occurring over ∼ 40
precessions compared with 10 in Fig. 3.14. This indicates that the presence of a second
vortex is a more efficient way to drive sound into a vortex than a precessing obstacle.
These investigations are repeated for more experimentally realisable geometries in
Ref. [158] where the barrier between the wells is not as sharp as that presented here and
the wells are no longer circularly symmetric. In these geometries, the energy exchange
is still observed within the timescale of other dissipation mechanisms, such as thermal
dissipation [68, 134].
3.6 Chapter summary
In this chapter we presented a detailed investigation of the crucial role of sound emission
on the direct or indirect interactions between two dark solitons in a low temperature
atomic Bose-Einstein condensate. Firstly, within a single harmonic trap, we provided a
clear indication of energy transfer between two colliding solitons of different speeds.
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We then provided clear evidence of a new indirect long-range interaction between two
solitons propagating within two non-overlapping regions of the same condensate, which
communicate via the propagation of small amplitude sound waves. This effect was demon-
strated in an idealised double harmonic trap geometry which allows energy transfer be-
tween the two parts of the condensate but contains no anharmonicites to enhance the
soliton decay in each individual well. We showed that the periodic sound-mediated soliton
interactions led to a perfect periodic exchange of the properties of the two solitons, with
an initially moving soliton transferring all its motion to a static soliton in the other well
and then returning to its original motional state. Such a complete energy-exchange cycle
was found to require a few tens of soliton oscillations, which is a very long time for current
experiments due to other decay mechanisms present in such systems.
We then focused on more appropriate experimental geometries, where we showed that
evidence of this effect should still be observable in very low temperature condensates on
realistic timescales. In particular:
(i) the presence, or absence of a soliton in one half of a double-well potential formed
by a harmonic trap split by a Gaussian barrier can significantly change the motion
(amplitude, period) of a soliton located in the other half of the trap already within
a few oscillations, i.e. on an experimentally relevant timescale as short as a few
hundred milliseconds.
(ii) the motion of solitons at opposite ends of an optical lattice filled with a condensate
depends sensitively on whether any intermediate sites also contain solitons or not;
the solitons in the intermediate sites were shown to act as absorbers and emitters
of energy; while this effect is already evident with just three lattice sites (where the
middle site either contains, or does not contain, a soliton), increasing the number of
intermediate lattice sites to a few (∼ 7) is sufficient to amplify this effect so that it
can be observed after a dozen oscillations.
Given the current control of dark solitons in atomic condensation experiments, this effect
should be observable without major changes to the experimental configurations, provided
the experiment is set up in a regime where all other decay mechanism [99] are suppressed
[97, 98], which certainly appears within current experimental reach [84–86]. Extensions
of this work could include the interplay between soliton-sound interactions and Josephson
effects [211] and a deeper investigation of the role of the intermediate states in terms of
resonant tunnelling [212, 213].
We have also demonstrated that a similar mechanism of sound emission and absorption
is present in double well system containing two vortices of the same polarity, situated at
different positions within each trap. This process of transferring energy to a vortex is
shown to be more efficient than driving energy into the vortex via a precessing obstacle.
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When the two vortices are of opposite polarity, no such identity reversal occurs and the
only effect of the second vortex is more pronounced modulations in the vortex trajectory
due to the higher density of sound waves in the trap.
The energy exchange between vortices happens over a much quicker time scale than for
the case of dark solitons. The vortices are seen to have exchanged characteristics within 10
precessions of the trap whilst the effect takes tens of soliton oscillations before total energy
transfer is observed. As a result of this, vortices are likely to be better candidates for the
experimental observation of this long-range interaction mechanism between macroscopic
excitations in atomic condensates, based on the transfer of sound energy.
In this chapter, we have studied the role of sound in the interactions of solitons and
vortices at zero temperature using the GPE, which has been sufficient, since for the case of
solitons, dissipation via sound in the presence of trap anharmonicities is the most dominant
decay mechanism in the low temperature regime of current experiments [84–86].
In Part III of this thesis, we study the effect of finite temperatures on vortex dynamics
(Chapter 5) and Josephson oscillations in double well potentials (Chapter 6). The method
we use is the Zaremba, Nikuni and Griffin (ZNG) scheme [69], introduced in Chapter 2,
in which the GPE is modified by the inclusion of the mean-field of the thermal cloud as
well as a source term, coupled to a quantum Boltzmann equation for the thermal cloud.
We begin by giving a detailed explanation of the numerical scheme we use to solve these
equations, in Chapter 4.
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T > 0: Bose-Condensed Gases at
Finite Temperatures modelled
using ZNG
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Chapter 4
Numerical Procedure for solving
the ZNG equations
The two equations which make up the closed set of ZNG equations are very different in
nature, therefore, two different numerical methods are used to solve them.
The equations are a finite temperature generalisation of the Gross-Pitaevskii equation
(GPE),
i~
∂φ(r, t)
∂t
=
(
−~
2∇2
2m
+ Vext(r) + g [nc(r, t) + 2n˜(r, t)] − iR(r, t)
)
φ(r, t) , (4.1)
which is modified by the addition of a thermal cloud potential 2gn˜(r, t) and a dissipative/-
source term −iR(r, t), and the quantum Boltzmann equation (QBE),
∂f
∂t
+
p
m
· ∇rf − (∇rUeff) · (∇pf) = C12[f, φ] + C22[f ]. (4.2)
The meaning of the various terms appearing in these equations has been discussed in detail
in Chapter 2. The generalised GPE (4.1) is solved in much the same way as the simpler,
T = 0 GPE, with the noncondensate mean field and the source term calculated from the
QBE at each time step. In this chapter we will outline the numerical procedure for solving
the QBE (4.2) in the mean-field-dominated regime, where the full distribution function
f(p, r, t) is required to accurately describe the thermal cloud - see [159] for details. After
discussing the scheme for solving the QBE, we briefly discuss how the GPE propagation
is numerically modified to account for the effect of the collisional processes. This numeri-
cal scheme was first implemented by Brian Jackson and Eugene Zaremba who, alongside
collaborators provided evidence to show the excellent agreement of this theory with ex-
perimental results for condensate modes [65, 66, 214] and even macroscopic excitations
such as solitons [67]. The results generated in this thesis are generated from this initial
59
Chapter 4. Numerical Procedure for solving the ZNG equations
code with some amendments.
In order to solve the QBE we first need to generate the equilibrium densities for the
condensate and noncondensate to use as initial conditions for the full dynamical simulation.
To reduce computational time we generate equilibrium densities in a 2D r-z geometry for
cylindrically symmetric harmonic traps. As this type of trapping geometry is relevant in
most experiments and also used for much of our work, in particular for the vortex analysis
presented in Chapter 5, we focus on this type of geometry here. In Chapter 6, we model
an experimental double well [34], which is not of this cylindrically symmetric form, hence
in this case, we generate 3D densities and subsequent parts of the dynamical procedure
are modified accordingly.
The QBE is a complicated six dimensional equation in phase space and the procedure
for solving such an equation involves the use of a cloud of phase points which are called test
particles. This means, rather than following the evolution of a particle which is dependent
of position and momentum separately, the evolution of test particles can be followed in
phase space, reducing the computational effort enormously. The number of test particles
chosen must be large in order to reduce discrete particle effects in the distribution function
and is related to the number of thermal particles by an appropriate weighting factor,
denoted by γ. We use approximately Ntp = 275000 test particles in a typical simulation
involving this cylindrically symmetric harmonic trapping geometry.
We need to assign position and momentum to the test particles initially so that they
accurately describe the noncondensate density. This is described in Sec. 4.2.1. We again
make use of the cylindrical symmetry of the trap to do this, while this is not a necessary
condition for numerical simulations and can easily be done in full 3D, our procedure
nonetheless increases computational efficiency. In order to carry out the dynamics, the
test particles are ‘binned’ into cells containing equal numbers of test particles both in the
radial and axial directions, as described in Sec. 4.2.2. Radially, we use circular cells, which
are ideal for the geometry studied; however, depending on the trapping geometry, other
cell shapes can be used and may be necessary. For example square cells [215] would be
ideal for modelling homogeneous condensates. After this initialisation, the time stepping
can begin. Now we will outline the procedure we use to evolve our system during every
time step ∆t, and highlight the sections of this chapter in which further details can be
found.
In Sec. 4.2.3 we describe how to evolve the test particles according to the free streaming
terms of Eq. (4.2). Symplectic integration is used to solve Newton’s equations for position
and velocity, and the test particle positions and momenta are updated accordingly. This
particular method conserves phase space and volume unlike other conventional integration
schemes such as Runge-Kutta or Euler. To implement this method, the derivative of the
effective potential felt by the thermal atoms is required at each time step. This means that
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both the condensate and thermal cloud density are also required. The thermal density
is obtained from the phase space distribution of the test particles, which can contain
large spatial fluctuations thus leading to inaccuracies if differentiated. For this reason a
smoothing operation, as described in Sec. 4.2.4 is performed.
After the evolution of free streaming terms of the QBE, the test particles have moved
in position, therefore, need to be rebinned into the radial and axial cells. If the collisional
terms of Eq. (4.2) are included in the simulations, these cells need to be further reduced
in size, as described in Sec. 4.3.1, so there are approximately 100 test particles in each cell
(we find that < 30 leads to numerical errors). This is to ensure that when the collisional
probabilities are calculated, in particular for the C22[f ] collisions, the test particles chosen
are in the vicinity of each other and not, in the extreme case, at opposite regions of the
trap.
Once this rebinning has been done, for each cell the probability that each test particle
has had a Cout12 [f, φ] collision, transferring a particle from the condensate to the thermal
cloud, is calculated (Sec. 4.3.3) followed by the probability that that test particle has
undergone a C in12[f, φ] collision, its inverse process (Sec. 4.3.4); for every test particle these
probabilities are then compared with a random number to determine which, if any of
these collisions the test particle has suffered. Using the information of which test particles
have undergone C12[f, φ] collisions, the dissipative term of the GPE can be calculated
(Sec. 4.3.5) and saved for the condensate propagation which is done at the end of the
time step. The next step is to determine whether the test particles have undergone a
C22[f ] collision, associated with the redistribution of two thermal atoms in different modes
(Sec. 4.3.6). This is calculated for pairs of test particles within the cell and again compared
with a random number to determine whether the pair have collided.
At this point, whether each test particle or pair of test particles have undergone a
collision in the time step ∆t has been determined and as a result of the C12[f, φ] collisions,
there is a set of test particles which need to be removed from the cloud and a set which
need to be added. The mechanism by which we do this is outlined in Sec. 4.3.7.
The evolution of the thermal cloud over the time step ∆t is complete and condensate
propagation can begin. The method in which we evolve the GPE with the addition
of the −iR(r, t) dissipative/source term is explained in Sec. 4.4. When the condensate
wavefunction has been updated, the evolution can begin again for the next time step with
the updated test particle distribution and condensate wavefunction.
This numerical procedure of one time step is summarised on the next page in algorithm
form. The total number of time steps is denoted by N step, the total number of test
particles by atom i and total number of cells in which the collisions take place by N CELL.
The main body of this chapter contains detailed explanations of the various steps
involved in the solution of the ZNG equations for a cylindrically symmetric harmonic trap.
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We further summarise this procedure with the aid of a flow chart diagram at the end of
the chapter (Sec. 4.5). We must stress that although we make use of cylindrical symmetry
to speed up our numerics, the actual evolution of the test particles and condensate is fully
3D and can further be generalised to other geometries which don’t have this symmetry,
by changing some parts of the algorithm.
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! S t a r t t ime evo l u t i on over N STEP time s t e p s .
do t = 1 , N STEP
do i = 1 , atom i
Update p o s i t i o n s o f t e s t p a r t i c l e by h a l f a s tep
end do
Smooth thermal c loud d e n s i t i e s
Ca l cu l a t e e f f e c t i v e p o t e n t i a l f e l t by thermal c loud and condensate
do i = 1 , atom i
Update v e l o c i t y o f t e s t p a r t i c l e
Update p o s i t i o n s o f t e s t p a r t i c l e by fu r th e r h a l f s tep
end do
r eb in t e s t p a r t i c l e s to N CELL phase space c e l l s
i f (C12 and C22) then
Re−bin atoms in to r a d i a l and a x i a l b ins
Cut the s e b ins in to fu r th e r sma l l e r c e l l s
! For every c e l l
do i c e l l = 1 , N CELL
i f (C12) then
! For every atom in the c e l l
do i = 1 , num( i c e l l )
Ca l cu l a t e condensate v e l o c i t y and d e n s i t i e s at position o f i
Ca l cu l a t e r e l a t i v e v e l o c i t i e s
Ca l cu l a t e f i n a l v e l o c i t i e s and Bose d i s t r i b u t i o n s
Ca l cu la t e p r obab i l i t y i s u f f e r e d IN or OUT c o l l i s i o n
Test whether c o l l i s i o n has occur red
Co l l i s i o n occur s − update v e l o c i t i e s o f products
Ca l cu la t e d i s s i p a t i v e term o f the GPE
end do
end i f
i f (C22) then
! For every pa i r o f atoms in the c e l l
Pair o f atoms from each c e l l s e l e c t e d at random
Ca l cu la t e r e l a t i v e v e l o c i t i e s
Ca l cu l a t e f i n a l v e l o c i t i e s and Bose d i s t r i b u t i o n s
Ca l cu la t e p r obab i l i t y c o l l i s i o n has occur red
Decide whether a c o l l i s i o n has occur red
Co l l i s i o n occur s − update v e l o c i t i e s o f products
end i f
end do
Update t o t a l number o f t e s t p a r t i c l e s
end i f
Update condensate wavefunction
end do
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4.1 Generating equilibrium solutions
We begin by generating equilibrium condensate and thermal cloud densities for particular
system parameters. These will be used as an initial condition for the full dynamical
simulations which will be outlined in Sec. 4.2. The densities must be generated self-
consistently to fully account for the mean-field coupling between the two subsystems.
At static thermal equilibrium, the rate of change of thermal cloud atom number, as a
result of particle exchanging C12 collisions is zero, Γ12[f
0, φ0] = 0, hence,
R[f0, φ0] = 0. (4.3)
The equilibrium condensate density |φ0|2, is therefore given as the solution to the time
independent GPE Eq. (2.19), with the addition of the mean field due to the equilibrium
thermal cloud density,
(
− ~
2
2m
∇2 + Vext(r) + g|φ0(r)|2 + 2gn˜0(r)
)
φ0(r) = µ0φ0(r); (4.4)
where the equilibrium noncondensate density, n˜0(r), is given by the integral over all mo-
menta of the equilibrium phase-space density, f0(p, r) via
n˜0(r) =
∫
dp
(2pi~)3
f0(p, r). (4.5)
Here f0(p, r) is defined as
f0(p, r) =
1
eβ0(p
2/2m+U0
eff
−µ0) − 1
, (4.6)
with β0 = 1/kBT , the inverse uniform temperature, µ0 the system chemical potential and
U0eff(r), the equilibrium effective potential experienced by a thermal atom is defined by
U0eff(r) = Vext(r) + 2g[|φ0(r)|2 + n˜0(r)]. (4.7)
We assume a cylindrically symmetric trapping potential of the form
Vext =
1
2
mω2⊥(r
2 + λz2), (4.8)
where ω⊥ is the trapping frequency in the r direction and ωz = λω⊥ is the trapping
frequency in the z direction: We then generate equilibrium condensate and noncondensate
densities for a given temperature, T , and total atom number, NTOT, in the following
way; firstly, we approximate the initial condensate wavefunction with the Thomas-Fermi
solution (see Chapter 2), where µ0 is the ground state eigenvalue. In order to get a more
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accurate initial condensate density, the condensate wavefunction is then propagated in
imaginary time: in doing so we use Crank Nicholson time stepping method and renormalise
the wavefunction by the square root of the condensate atom number,
√
N ic, where i denotes
the index of the time step. An initial guess of the condensate atom number is made using
the ideal gas relation
N0c
NTOT
= 1−
(
T
Tc
)3
(4.9)
where Tc is the critical temperature for Bose-Einstein condensation. The number of non-
condensate atoms is therefore given at each time step by N˜ i = NTOT −N ic.
Bringing all this together, at every time step we have an updated, normalised condensate
density, denoted by nic, noncondensate density n˜
i
0 which is obtained via
n˜i0 =
∫
dp
(2pi~)3
f0(p, r) =
1
λdB
g3/2(z
i
0(r)). (4.10)
where g3/2(z) is the Bose-Einstein function and
zi0(r) = e
β0[µ˜i0−U
i
eff
(r)] (4.11)
is the local fugacity.
Iteration is performed until the condensate chemical potential and the thermal cloud
atom number are within the tolerable limits specified by the user. When performing this
iteration we choose here to convolve the condensate and thermal densities with a Gaussian
in order to obtain smooth profiles. We do this to ensure that the numerical procedure
used to obtain the equilibrium densities will be consistent with the dynamical code; the
need for such smoothing in the dynamical code, arises from the numerical modelling of
the distribution function via test particles and will be addressed in Sec. 4.2.
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Figure 4.1: Equilibrium condensate (red), noncondensate (blue) and total (black, dashed) densities
for increasing temperatures; from left to right, T = 0.3Tc, 0.5Tc and 0.7Tc where Tc = 177nK. The
system setup is an anisotropic trap with frequency 2pi× 129 Hz and aspect ratio λ = √8, and with
NTOT = 10000
87Rb atoms. Parameters taken from [68]
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The equilibrium densities generated using this procedure for the temperatures 0.3Tc,
0.5Tc and 0.7Tc where Tc = 177nK is the critical temperature of the corresponding non-
interacting gas, are shown in Fig. 4.1. We see the distinct double peaked structure of
the thermal cloud increasing in density with increasing temperature while the peak of
the condensate density is decreasing. We see also how the thermal cloud spans a much
wider spatial region than the condensate. For numerical efficiency, we use a larger spatial
box for the thermal cloud than the condensate, however, the grid spacing in the example
considered is the same. We will use these trapping parameters for examples of the methods
used in some parts of this chapter.
4.2 Evolution of the dynamical thermal cloud
Simulating the thermal cloud with a set of test particles, allows a Lagrangian approach to
be adopted, whereby the motion of a phase-space element is followed in time, rather than
evolving each particle independently in momentum, p, and position, r. These are initially
distributed in phase space according to
f(p, r, t) ' γ(2pi~)3
Ntp∑
i=1
δ(r− ri(t))δ(p − pi(t)), (4.12)
where γ = N˜/Ntp is a weighting function between N˜ , the total number of noncondensate
atoms and Ntp, the chosen number of simulated test particles. As test particles are only
used in order to accurately sample the distribution, there is no need for their number
to match the actual number of thermal atoms, which can be smaller or larger, with the
only requirement that Ntp needs to be sufficiently large to minimise the effects of discrete
particle description. As mentioned previously, we typically use about Ntp = 275000 test
particles for simulations involving a few thousand thermal atoms. When using a graph to
illustrate a procedure in this chapter, we may only plot a fraction of the total number of
test particles for clarity but this will be highlighted in the caption.
The test particles are evolved according to Newton’s equations of motion
dri(t)
dt
=
pi(t)
m
(4.13)
dpi(t)
dt
= −∇Ueff(r, t), (4.14)
thus enabling the phase space distribution to be calculated in time.
We now discuss how the test particles are initially assigned position and momentum in
order to describe Eq. (4.12).
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4.2.1 Initialisation of test particle position and momentum
Each test particle must be assigned a random position and momentum so that, collec-
tively the distribution of test particles accurately describe the equilibrium noncondensate
density. In this subsection, we will describe the use of an acceptance/rejection method
for the determination of test particle position and momenta [216]. In the allocation of
both position, and momentum to each test particle, we need to use a random number
generator [216]; for clarity, every time a new random number is used, we will denote it by
‘randi ’, where i is an arbitrary index.
Position
The test particles are first distributed in position space via the following procedure: The
position chosen for each test particle must lie within the numerical box with the most
probable positions chosen where the equilibrium thermal density is maximum. The equi-
librium density we obtained is in two dimensions, hence we begin by choosing two random
variates in the r and z direction; if these variates are accepted, they will then be turned
into a 3D position vector r of the test particle, using cylindrical symmetry. A more general
3D sampling could of course also be used for cases outside of cylindrical symmetry.
For every test particle (atom i),
• Generate 2 random numbers, rand1 and rand2 ∈ [0, 1], and determine positions on
the grid in the r and z directions respectively via the random variates:
temp pos(1) = PR*rand1
temp pos(2) = 2*PZ*(rand2-0.5)
where PR and PZ are half the lengths of the numerical box in the r and z directions
i.e. the positive r and z directions.
• Determine the density at the position assigned and use the below inequality to ensure
more test particles are assigned positions where the density is higher. This is done
using the distribution of positions as shown in Fig. 4.2. In this figure we have plotted
the thermal cloud density multiplied by the position in the r direction. This gives
us a distribution of the locality of the atoms, with the peak indicating the location
in the radial direction where the highest number of thermal atoms are located.
We choose the maximum of this distribution for comparison and accept or reject the
test particles position via,
(n˜0(r, z) × r)max× rand3 < n˜(temp pos(1),temp pos(2)) × temp pos(1).
If this inequality holds with the positions chosen, temp pos(1),temp pos(2), then a
test particle with these positions in the radial and axial direction would be a good
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Figure 4.2: A slice through the thermal cloud density multiplied by position in the r direction,
to illustrate the distribution of test particles position required in order to aid the binning of test
particles in position space. This is generated using the equilibrium density for 0.5Tc from Fig. 4.1.
representative point for the thermal cloud density. Also this inequality ensures that
more test particles have positions where the density is highest.
We distinguish two cases depending on whether the above inequality holds:
Inequality holds
– Accept this test particle position as viable.
– Assign the x and y positions of the test particles using the first random variate
and cylindrical symmetry, the z position is the second random variate.
Pos(atom i,1 ) = temp pos(1)∗ cos(φ)
Pos(atom i,2 ) = temp pos(1)∗ sin(φ)
Pos(atom i,3) = temp pos(2)*sin(φ)
where Pos(atom i,dim) is the position of test particle atom i, in the x, y and z
direction, cos(φ) and sin(φ) are the projections into the x, y plane with angle
of rotation φ = 2pi*rand4 where φ ∈ [0, 2pi]. This is making use of the cylindri-
cal symmetry in our geometry. If the geometry was not of this form, random
variates in all three directions could be assigned using the same acceptance/re-
jection procedure, according to a 3D equilibrium density.
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Inequality does not hold
– Procedure is repeated until position for the test particle can be accepted.
This procedure leads to the generation of position of each test particle. When we accept
the generated positions, we move on to assigning momenta to each test particle.
Momentum
Now we distribute these test particles in phase space by assigning a velocity vector to
each test particle.
We again start by choosing a random variate (rand5 ∈ [0, 1]) to determine a value of
velocity which lies within the physical range of phase space i.e. temp vel(1) ∈ [0, pmax],
and, in a similar method to the assignment of test particle position, we use the distribution
fmax ≥ z(r)
1− z(r) (4.15)
where z(r) is the local fugacity generated within the equilibrium code. This inequality
ensures the velocity chosen obeys Bose statistics for the thermal cloud and that the square
of the velocity chosen is positive.
The procedure for assigning this is as follows:
• Generate a random number rand5 and ensure it lies within allowed phase space i.e.
temp vel(1) = (velbox/2)*rand5
where velbox/2 corresponds to the maximum velocity allowed i.e. velbox is essentially
the “width” of the velocity range. It is not actually required to obtain a distribution
of test particles in momentum space since using Bose statistics means only physical
numbers are chosen, but it does speed up the numerics since it ensures that only
values less than this will be considered. The value of velbox/2 chosen is 0.02 ms−1
(approximately
√
10(µ + kBT )/m for our choice of parameters).
• The fugacity is extracted at the position of the test particle and the phase space
distribution for the velocity of this test particle calculated:
f(p, r) =
1
e(m∗temp vel(1)
2
/2−µ+Ueff )/kBT − 1
(4.16)
• The condition of Eq. (4.15) is tested
MAX
(
z(r)
(1− z(r))
)
∗ rand6 < f(p, r)(temp vel(1))2. (4.17)
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The inclusion of the comparison between temp vel(1)2 and a random number, rand6,
ensures that more probable values of the velocity are chosen i.e. those where the
Bose distribution is largest. If the velocities take on a more uniform distribution
in phase space, then, when time stepping starts, problems are caused for the code
since more test particles will have high velocities than is physical for the system.
This is illustrated in Fig. 4.3 (Left), for a uniform distribution of test particles
(black) and one where the more probable velocities are chosen (red). We have
only plotted a fraction of the total number of test particles for clarity. Fig. 4.3
(Right), shows the evolution of the thermal cloud density over the first 450 time steps,
when the velocities are not distributed via a Bose distribution and just uniformly
distributed among the allowed values. Even after the first 50 time steps the thermal
density has changed shape and this deformation continues with time exaggerating
the importance of correctly assigning velocities to the test particles.
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Figure 4.3: Left: Comparison of initial velocities for a sample of 7500 of the test particles (Ntp =
275000) where the more common velocities are chosen i.e. where the Bose-Einstein distribution is
largest (red) and where the test particles are assigned a uniform spread of velocities (black). Right:
Equilibrium thermal density (red) and thermal density measured every 50 time steps, evolving over
time when the uniform assignment of velocity causes an instability. The evolving density is shown
by decreasing strength in colour from black (after first 50 time steps) to cyan (after 450 time steps)
with ∆t = 0.002ω−1
⊥
. The parameters used correspond to the 0.5Tc case of Fig. 4.1.
We now check whether the inequality of Eq. 4.17 holds and proceed accordingly.
Inequality holds
– Assign velocity to the test particle in the x, y and z directions.
Vel(atom i,1 ) = temp vel(1)∗ sin(θ) ∗ cos(φ)
Vel(atom i, 2 ) = temp vel(1)∗ sin(θ) ∗ sin(φ)
Vel(atom i, 3 ) = temp vel(1)∗ cos(θ)∗ sin(φ)
where Vel(atom i,dim) is the velocity of the test particle atom i, in the x, y and
z direction and the angles
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φ = 2pi*rand6 where φ ∈ [0, 2pi] is the angle of rotation in the radial plane,
cos(θ) = 1− 2 ∗ rand6 where cos θ ∈ [−1, 1]
sin(θ) =
√
(1− cos2(θ)) where θ ∈ [0, pi] is the angle of projection in the axial
direction.
Inequality does not hold
– Procedure is repeated until a velocity for the test particle can be accepted.
The final velocities for a sample of 7500 of the test particles are shown in a histogram of
velocity values in Fig. 4.4. This procedure of assigning position and velocity is repeated
for every test particle.
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Figure 4.4: Histogram of final velocity values for a sample of 7500 of the Ntp = 275000 test
particles. The bin width of the histogram is 0.0002ms−1.
The test particles are now binned into cells which enable all future dynamics, including
collisions to take place.
4.2.2 Test particle binning
We need to place the test particles into cells so that we have a way of sampling the phase
space distribution and therefore, the thermal cloud density by essentially counting up the
test particles per cell. The shape of the bins can be chosen depending on the shape of
the particular trapping geometry. Having circular bins radially is ideal for the cylindrical
harmonic trapping potential we have used, but square bins could prove more useful for a
highly anisotropic trap [215].
We begin by placing the test particles into equally sized bins both in the radial
direction and the axial direction. We choose to have 100 radial bins and define the
width of each bin by ∆bin = (2 × PX)/100. Determining which cell a test particle
resides in is done by (i) comparing the test particle’s radial coordinate Radatom i =
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√
Pos(atom i,1)2 + Pos(atom i,2)2 with the edges of the radial boxes, beginning from
the centre and (ii) repeating the procedure for the axial cells by comparison of the test
particle’s axial coordinate Pos(atom i,3), with the equally spaced axial boxes.
Now the aim is to reduce the number of cells in which the dynamics happen, and
have approximately equal numbers of test particles in each box. This ensures an accurate
description of the phase space distribution provided that all cells have enough test particles.
We typically ensure that at this time, each cell contains approximately 2000 test particles.
These cells will be subdivided into more cells and the number of test particles in each will
decrease to approximately 100 before the collision algorithm begins.
Since some regions of space are highly occupied with test particles e.g. around the
condensate edge, and some are more sparsely populated, e.g. the furthest regions of the
box, as shown in Fig. 4.5, we thus use an adaptive spatial mesh. The choice of the number
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Figure 4.5: We assign 10000 of the total, Ntp = 275000 test particles to 17 radial bins for the
system parameters given in Fig. 4.1. You can see the higher density of test particles where the
edge of the condensate is and therefore a higher concentration of radial cells in this region.
of these cells is specified by the user and is of course dependent on the geometry chosen.
For example for a harmonic trap with a tight axial confinement most of the interesting
dynamics happen in the transverse direction, hence, it is instructive to have more test
particle cells in the radial direction than in the axial direction. For example, for the case
of Fig. 4.1, we choose 17 cells in the radial direction, and only 7 in the axial direction.
In Fig. 4.5, we show the radial distribution of a sample of 10000 of the total, Ntp =
275000 test particles for a harmonic trap with tight axial confinement, and the radial
cells which have been put in place, each containing approximately equal numbers of test
particles. It is easy to see that in the regions where the test particle concentration is
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higher, around the condensate edge at ' 4.2l⊥, there is a higher concentration of radial
cells, and where there are much less test particles, towards the edges of the numerical box,
the widths of the cells are much larger. This can be seen more clearly in Fig. 4.6, where
the radial and axial cells have been plotted with the thermal cloud density in the x, y and
z directions.
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Figure 4.6: Location of bin boundaries (dotted black) in relation to thermal cloud density (red)
for x (top, left), y (top, right) and z direction (bottom).
It is important to note here that at the beginning of each time step the test particles
will need to be re-binned since as a result of both evolution and collisions, the test particles
will have moved positions.
We can now begin the dynamics.
4.2.3 Evolution of test particles
The test particles are allowed to evolve according to Newton’s equations of motion Eqs. (4.13)
and (4.14); therefore, at every time step, these equations must to be solved. Usual inte-
gration schemes such as Euler and Runge Kutta are not efficient at conserving phase space
and volume density over long time periods in Hamiltonian systems, therefore Symplectic
Integration is used. This is the classical analogue of split operator methods which are
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used to solve the dissipative Gross-Pitaevskii equation which we will discuss in Sec. 4.4.
Symplectic integrators involve the use of Lagrangian mechanics to combine the conserva-
tion of energy laws with the equations of motion. They are typically used for separable
Hamiltonians of the form, H(p, r) = T (r)+V (p), where T is the kinetic energy, a function
of position r, and V is the potential energy, a function of momentum p. Poisson brackets
are used to express the evolution of the Hamiltonian’s phase space coordinate as a single
expression
dz
dt
= {z,H(z)} , (4.18)
where the Poisson brackets infer the operation
{z,H(z)} =
N∑
i=1
[
∂z
∂pi
∂H(z)
∂ri
− ∂z
∂ri
∂H(z)
∂pi
]
≡ iLz (4.19)
which is equivalent to the use of the Liouville operator L. The formal solution to this set
of equations (4.18) is given by
z(t+∆t) = e−iL∆tz(t). (4.20)
Since our Hamiltonian is of the separable form (H(p, r) = T (r)+V (p)), we can introduce
the Liouville operators LV z = i {z, V } and LT z = i {z, T}, and use the Baker-Campbell
Hausdorff formula which approximates the product of two exponentials and therefore we
split the solution as
e−iL∆t = e−iLT∆t/2e−iLV ∆te−iLT∆t/2 +O(∆t3). (4.21)
We update the position and velocity of the test particle numerically by applying the
following steps.
• The positions of the particles are advanced half a step (we use r˜ to denote it is not
the final value of position),
r˜i = ri(t) +
1
2
vi(t)∆t. (4.22)
• The velocities are updated,
vi(t+∆t) = vi(t)− 1
m
∇Ueff(r˜i)∆t. (4.23)
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• Finally the positions are advanced another half step,
ri(t+∆t) = r˜i +
1
2
vi(t+∆t)∆t. (4.24)
The repetition of these steps for each test particle, results in updating the cloud of test
particles via the free streaming terms of the QBE over one time step, ∆t.
The derivative of the mean-field potential is required to update the velocity (Eq. (4.23));
this in turn implies that the condensate and noncondensate densities are required in order
to calculate the mean-field potential. Obtaining the noncondensate density is more in-
volved than finding the condensate density in the locality of the test particle, with details
discussed below.
4.2.4 The mean-field potential
The condensate and noncondensate densities are required at every time step for the cal-
culation of the mean field potential experienced by the thermal atoms,
Ueff(r, t) = Vext(r, t) + 2g[|φ(r, t)|2 + n˜(r, t)]. (4.25)
Calculating the phase space density numerically involves sampling the number of test
particles in each cell. This method leads to large spatial fluctuations in the resulting
noncondensate density, therefore, a more useful method called the ‘cloud in cell’ method
is used [217]. This method takes into account the position of the test particle within the
cell by giving each test particle a weighting. In this way, the phase space distribution
or the thermal cloud density at a grid point in phase or position space respectively, is
an interpolation of the densities of the eight adjoining cells and the result is smoother.
This method also allows the phase space distribution and test particle density to vary
continuously in time as migration of particles between the cells is allowed which is essential
to avoid temporal fluctuations. To relate the density of test particles to the thermal cloud
density, the weighting factor γ, between test particle and thermal atom number, is used.
However, the resulting noncondensate density still retains some spatial fluctuations as
can be seen from the brown curve of Fig. 4.7. Further smoothing is required since it is the
derivative of the mean field potential which is needed to update the velocities of the test
particles, (Eq. (4.23)), at every time step. Such smoothing can be achieved by convolving
the effective potential with a Gaussian. The smoothed effective interaction then takes the
form:
U seff(r, t) ≡
∫
dr′S(r− r′)Ueff (r′, t) = 2gγ
N˜tp∑
i=1
S(r− ri), (4.26)
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where S(r) = (piσ2)−3/2e−r
2/σ2 is an isotropic Gaussian of width σ. This is essentially
equivalent to replacing a contact interaction gδ(r) with a finite ranged interatomic poten-
tial. The width σ of the Gaussian should of course be chosen to be small with respect to
the scale in which the noncondensate density varies.
In practice, instead of smoothing over the full effective potential, we smooth both
densities individually, an equivalent procedure to performing the convolution of Eq. (4.7).
The effective potential is required at the position of every test particle and the condensate
grid points. To avoid having to generate the summation of Eq. (4.26) at all of these points,
the densities can be Fourier transformed. This is advantageous since Fourier transform of
a convolution is the product of Fourier transforms, therefore, the densities only need to be
smoothed once at every time step. Then, by inverse Fourier transforming the smoothed
density is obtained, and can be used to generate the potential. The test particles velocities
and positions can then be fully updated.
We typically choose the smoothing parameter σ to be approximately 2.5 times the
thermal cloud grid spacing, ∆xth (for the example shown, ∆xth = ∆xc). The cloud in
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Figure 4.7: Left: Thermal cloud density for the system parameters as described in Sec. 4.1 for
0.5Tc, before smoothing (grey), after smoothing with σ = 1.2×∆xth (blue), 2.5×∆xth (red) and
6 × ∆xth (green). Right: Condensate density before smoothing (red), and after smoothing with
σ = 6×∆xth (green).
cell extracted thermal density (grey of Fig. 4.7) exhibits large spatial fluctuations. The
effect of different levels of smoothing on the thermal cloud is clearly seen in Fig. 4.7 (Left).
Clearly the smoothing should happen over more than one grid point. When we smooth
with a Gaussian which is only 1.2×∆xth (blue), the resulting thermal cloud density still
exhibits spatial fluctuations, therefore, more smoothing is required. However when the
thermal density is convolved with a Gaussian of width 6×∆xth (green), the result is that
the thermal cloud density has less of the characteristic shape that you would expect, with
the central density and the peaks all being of similar magnitude i.e. such pronounced
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smoothing lead to unphysical results. We find that a smoothing parameter of 2.5×∆xth
(red) generates the ‘correct’ characteristic shape of the thermal density; we hence choose
this smoothing parameter for all future work. It is important to note that changing the
size of σ slightly from the chosen value should result in a very similar profile and for all
systems, many values of smoothing functions should be tested to ensure an appropriate
value is chosen which does not affect the overall dynamics.
For consistency the condensate density is also convolved with the smoothing function,
as shown in Fig. 4.7 (Right). For values of smoothing σ = 1.2 × ∆xth and 2.5 × ∆xth
the condensate profile lies on top of the original unsmoothed profile; however when the
smoothing function is large, e.g. for 6 × ∆xth, the characteristic shape of the conden-
sate profile becomes considerably affected (green). In particular, ‘over-smoothing’ for the
condensate density results in a lower central density and broader tails.
Our choice to also smooth the condensate density is motivated by consistency argu-
ments, since both thermal and condensate densities appear in the effective interaction
Eq. (4.25). In general, such a procedure does not affect results and so it is simply a
matter of choice whether to do so or not. However, it is important to note that if the
condensate contains macroscopic excitations, such as solitons and vortices, smoothing of
the condensate density is not recommended, since it could result in the loss of definition of
the structure being studied which in turn could affect the dynamics of such an excitation.
We have shown in Chapter 3 how ‘anti-damping’ [94] can be observed for solitons at
zero temperature due to sound emission in an inhomogeneous background, and in Ref. [67],
the ZNG equations are solved to show how finite temperature effects can also have a
dissipative effect on dark soliton dynamics. Fig 4.8 shows how the anti-damped trajectory
of a 0.2c soliton (obtained by solving the coupled ZNG equations) in an elongated geometry
(ωz = 2pi × 5 Hz [67]) is altered by the act of smoothing over the condensate density.
So far in this explanation of numerics, we have only accounted for the free streaming
terms of the QBE (i.e. the solution of the left hand side of Eq. (4.2)). In order to deal
with the important collisional processes, we follow the procedure outlined by Jackson and
Zaremba [159] and earlier work by Jackson and Adams [218], to calculate the Monte Carlo
collisional probabilities for each particle, C12[f, φ] and pair of test particles, C22[f ].
4.3 Collisions
The integrals C12 and C22, Eqs. (2.40) and (2.41) respectively, describe how the phase
space distribution changes with time as a result of collisions. If the timescale between
collisions is long i.e. it is only possible for a particle to undergo one collision per time
step, then the possibility of a collision happening can be included at the end of each time
step. This essentially means that we can treat the evolution of the particle independent
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Figure 4.8: Position of 0.2c speed soliton in an elongated trap over time (black) and for the same
case when the condensate density has been convolved with a smoothing function of width 3.5∆zth
(red). The system parameters are: NTOT = 10000, T ' 0.5Tc, with Tc = 166nK, ω⊥ = 1000× 2pi
Hz and trap aspect ratio λ = 0.005.
of its collisions. When determining whether a particle has undergone a collision or not,
there are four possible collision outcomes which we must consider. We summarise these
in the table below.
Event Colliding Particles Outcome
Cout12 Collision Thermal Atom
Condensate Atom
Addition of atom to thermal cloud
Condensate atom removed
C in12 Collision 2 Thermal Atoms Removal of atom from thermal cloud
Addition of atom to the condensate
C22 Collision 2 Thermal Atoms No change to thermal atom number
No change to condensate atom number
No Collision N/A No change to thermal atom number
No change to condensate atom number
We have discussed the possibility of collisions happening in terms of thermal atoms. While
the C22 collisions lead to no change in the total number of atoms in the thermal cloud,
they do nonetheless cause a redistribution of thermal atoms to different energy levels after
the collision.
Within the simulations, we model thermal atoms with a cloud of representative test
particles; hence we will further refer to collisions of test particles or test particles with
condensate atoms. These test particle collisions alter the phase space density which is
multiplied by the weighting factor γ before integrating over momenta to obtain the phys-
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ical thermal atom density.
In each case when a collision occurs, the colliding test particle velocities are updated ac-
cordingly, and if the collision is of the C12 type, i.e. involving a condensate atom (in the
initial or final state), the −iR source term of the GPE is also updated before further time
evolution takes place.
We now give a detailed description of the numerical algorithm which is used to de-
termine whether a collision event has taken place; we begin by discussing how the test
particles are rebinned and the collisional probabilities are assigned.
4.3.1 Re-binning of test particles
To determine the collision probabilities we first need to re-bin the test particles into smaller
cells. The algorithm involved in calculating the C22 collision probability picks two test
particles at random to determine if they collide or not. If this was to happen in every
radial and axial cell the test particles reside in from the previous dynamics, this pair of
test particles could be spatially very far apart therefore it is intuitive to sub divide the
cells further. We do this by further binning the test particles into segments azimuthally
as shown for the radial direction in Fig. 4.9. The resulting cells have no less than 30 test
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Figure 4.9: A sample of 10000 of test particles from a cloud of Ntp = 275000 are further binned
into cells azimuthally, shown by the blue lines.
particles in each and could have anything up to 140 in the areas around the edge of the
condensate where the thermal density is highest.
The algorithm for the collisions begins in one of these cells and calculates the probability
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of each test particle in this cell undergoing a collision of type C12[f, φ], and of every pair
of test particles undergoing a collision of the type C22[f ]. The algorithm then moves to
the next cell and does the same for the test particles residing there. We now define these
probabilities and describe the numerical algorithm we use to compute them.
4.3.2 Definition of probabilities
In Appendix C we briefly describe how an expression for the rate of collisions happening
in a unit volume per unit time can be derived from the collision expressions of Eqs. (2.40)
and (2.41). These expressions all involve integration over momenta which has been ap-
proximated in [59, 159] by a Monte Carlo sampling technique. We define the resulting
probabilities for each collision case in this section.
The probability that the ith test particle suffered a collision with a condensate atom
that will result in an atom being added to the thermal cloud in a time ∆t, is given by
P¯ outi = γncσv
out
r (1 + f
ΩR
3 )(1 + f
ΩR
4 )∆t, (4.27)
where σ = 8pia2s is the scattering cross section and v
out
r is the relative velocity of the
incoming particles in the centre of mass frame. fΩR3 and f
ΩR
4 are phase space distributions
for the outgoing pair of atoms 3 and 4 which have a randomly selected scattering angle
ΩR and whose velocities lie on a sphere centred on (vc + v2)/2 of radius v
out
r /2, where
v2 is the velocity of the incoming atom 2 which collides with the condensate atom. The
probability that the ith test particle has a collision with a condensate atom which results
in an atom being removed from the thermal cloud, is given by
P¯ ini = γ
σncAv
pivinr
f
vR
⊥
4 (1 + f
vR
⊥
3 )∆t, (4.28)
where vinr is the velocity of the incoming thermal atom 2 with respect to the condensate
velocity in the locality of the test particle, and vR⊥ is a velocity vector which is perpen-
dicular to vinr . The area Av is the area of a sphere which compasses all allowed velocity
values, i.e. all regions of phase space which are occupied.
The velocity of the other incoming thermal atom 4 is given by
v4 = vc + v⊥ +
gnc
mvinr
vˆinr , (4.29)
where vˆinr is the unit vector of v
in
r . Through conservation of momenta, we deduce that the
velocity of the outgoing thermal atom is given by
v3 = v2 + v⊥ +
gnc
mvinr
vˆinr . (4.30)
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The probability that a C22 type collision happens is given for a pair of test particles rather
than a single one. That is, the probability that the test particle pair ij suffer a collision
in the time interval ∆t, is given by
P 22ij = γn˜σ|vi − vj |(1 + fΩR3 )(1 + fΩR4 )∆t. (4.31)
where γ = N˜/Ntp is the weighting factor between the number of actual thermal atoms
N˜ , and the number of simulated test particles Ntp. As in Eq. (4.28), the velocities,
and therefore final states, fΩR3 and f
ΩR
4 , of outgoing particles are chosen with the use of a
randomly selected scattering angle ΩR. This is sampled numerically by calculating velocity
vectors v3 and v3 using spherical symmetry and sampling the phase space distributions
f3 and f4 in the regions of phase space in which these velocities reside.
We aim now to determine whether a collision has occurred for a particular test particle
or pair of test particles in a cell: The decision whether a collision has happened or not,
and if so what type, is made by calculating these probabilities for each test particle (or
pair of test particles in the C22 collisional case), and the decision as to which collision, if
any, the test particle has experienced is determined at the end of the algorithm through
comparison with a random number.
We begin by describing the determination of the particle exchanging C12 collisions: Ini-
tially we consider those collisions which result in a test particle being added to the thermal
cloud distribution and one removed from the condensate, i.e. an ‘out’ collision; we then
discuss collisions which remove a test particle from the thermal cloud distribution with an
atom being added to the condensate i.e. an ‘in’ collision; finally we discuss the calculation
of the probability that a C22 type collision occurs.
We look at the cells one at a time and within each cell we consider each test particle indi-
vidually for the C12 collisions (and later, in pairs for the C22 collisions). This allows us to
determine the position of the test particle and therefore quantities such as condensate and
noncondensate density, fugacity, condensate velocity and chemical potential at its position
which are needed for the collision probability calculation.
Before going into the detailed explanation of the determination of collision probabilities
we should point out that numerical calculation of the collisional probabilities for the C12
collisions of both types, given below, differ slightly than those defined in Eqs. (4.27) and
(4.28). The reason for this is to ensure that the term, f2f3f4 centred within the difference
(f2 + 1)f3f4 − f2(1 + f3)(1 + f4) of scattering amplitudes in the C12 collisional integral
cancels also exactly in the numerics, as it should; this is necessary since the numerics
involved in determining whether a Cout12 or C
in
12 collision occurs, differ slightly.
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4.3.3 Cout12 Collisions
The probability of an ‘out’ collision occurring is calculated as
P outi = ncσv
out
r (1 + f
ΩR
3 + f
ΩR
4 )∆t. (4.32)
where
voutr =
√
|vc − v2|2 − 4(Ueff − µc)/m (4.33)
is the relative velocity of the incoming particles in the centre of mass frame. The difference
in mean field energy for the condensate and thermal cloud is gnc, therefore, when a collision
of this type takes place and an atom leaves the condensate with the simultaneous addition
of an atom to the thermal cloud, the collision results in an increase in potential energy of
the thermal cloud of gnc. To ensure this increase in energy can occur, there is a constraint
on the energy of incoming thermal velocities which must be satisfied. This constraint
ensures that the incoming thermal atom has an excess of gnc kinetic energy and so the
outgoing thermal atoms will each have energies of at least gnc. In the Thomas-Fermi limit,
gnc = Ueff − µc. Therefore, the condition for the energy of the colliding pair is,
1
2
m|vc − v2|2 > 2gnc. (4.34)
Since fΩR3 and f
ΩR
4 are the phase space distributions in the vicinity of the outgoing test
particles after the collision, we need to calculate the final states of the collision, i.e. the
velocities of the outgoing thermal particles 3 and 4. We begin by calculating random
variates φ, cos θ, sin θ (defined with random numbers in the same fashion as in Sec. 4.2.1),
in order to calculate velocity values for the outgoing particles 3 and 4 within the scattering
angle centred on (vc + v2)/2. This scattering sphere will have the diameter which is the
width of the phase space box, velbox.
We use the notation temp v3 and temp v4 when referring to the outgoing velocities v3
and v4 to denote the fact that they will only become the true velocities of these particles
if a collision of this type is deemed to happen, in which case one new test particle will be
created.
We assign the components of the velocity vector for the outgoing particle 3 as
temp v3 (x) = (vi(x) + vc(x))/2 + 0.5*v rel
2(x)*sinθcosφ,
temp v3 (y) = (vi(y) + vc(y))/2 + 0.5*v rel
2(y)*sinθsinφ,
temp v3 (z) = (vi(z) + vc(z))/2 + 0.5*v rel
2(z)*cosθ,
and for the outgoing particle 4 as
temp v4 (x) = (vi(x) + vc(x))/2 - 0.5v rel
2(x)*sinθcosφ,
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temp v4 (y) = (vi(y) + vc(y))/2 - 0.5v rel
2(y)*sinθsinφ,
temp v4 (z) = (vi(z) + vc(z))/2 - 0.5v rel
2(z)*cosθ,
where v rel2 = |vc − v2|2 obeys the constraint Eq. (4.33) above, θ ∈ [0, pi] is the angle
of projection in the axial direction and φ ∈ [0, 2pi], the angle of rotation about the radial
direction.
Now the phase space cells in which outgoing particles 3 and 4 belong to are determined,
and, therefore, the phase space distributions fΩR3 and f
ΩR
4 can be calculated (via the cloud
in cell method (See Sec. 4.2.4)).
We are now equipped with the information to calculate the probability that a Cout12 collision
has occurred involving the ith test particle, via expression (4.32).
4.3.4 C in12 Collisions
The probability of an ‘in’ collision occurring is
P ini =
gncAv
pivinr
f
vR
⊥
4 ∆t. (4.35)
where vinr = v2−vc is the velocity of the incoming thermal atom 2 with respect to the local
condensate velocity and vR⊥ is a random, 2D velocity vector which is distributed uniformly
over the area Av which is the area of allowed phase space i.e. Av = pi∗(velbox/2 )2 .
Numerically, we calculate the components of the vector v⊥ which are perpendicular to
vinr . Following this procedure for the whole cloud of test particles is a way of obtaining
the Monte Carlo estimate of the integral over v⊥ which appears in the determination of
these probabilities (for more detail see [59, 159]). We determine the components of this
vector using random variates and begin by defining the unit vector,
vˆinr =
v2 − vc√
v rel
. (4.36)
The orthogonal vectors, v
(1)
⊥ and v
(2)
⊥ are defined in terms of their respective components as
v
(1)
⊥ (x) = (
√
rvel cos θ) cos θ2 cosφ, (4.37)
v
(1)
⊥ (y) = (
√
rvel cos θ) cos θ2 sinφ, (4.38)
v
(1)
⊥ (z) = −(
√
rvel cos θ) sin θ2 (4.39)
v
(2)
⊥ (x) = −(
√
rvel) sin θ sinφ, (4.40)
v
(2)
⊥ (y) = (
√
rvel) sin θ cosφ, (4.41)
v
(2)
⊥ (z) = 0, (4.42)
where, rvel = rand7∗(velbox/2)2 is the magnitude of the velocity, which is thus constrained
within phase space, and θ = 2pi ∗ rand8, is an angle of rotation in the plane perpendicular
to vinr . The following variables then distribute these velocities in 3D cartesian space,
corresponding to θ and φ from Sec. 4.2.1:
cos θ2 = v
in
r (z), sin θ2 =
√
1− cos2 θ2, where θ2 ∈ [0, pi] is the angle of projection in
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the axial direction of the velocity of incoming thermal atom 2 relative to the condensate
velocity, and φ is the angle of rotation around the radial plane which can be calculated
using the relations
cosφ =
{
vinr (x)
sin θ2
if sin θ2 > 0
1 otherwise
sinφ =
{
vinr (y)
sin θ2
if sin θ2 > 0
0 otherwise
The velocity of the incoming thermal atom 4 can now be calculated,
v4 = vc + v
(1)
⊥ + v
(2)
⊥ +
gnc
mvinr
vˆinr (4.43)
as well as the outgoing thermal atom 3 due to momentum conservation, v3 = v2+v4−vc.
We now can calculate the probability that the ith test particle undergoes a C in12 collision
via expression (4.35).
At this point we have the probabilities that the ith test particle has undergone a
collision involving a condensate atom which resulted in the removal of an atom from the
condensate and the addition of the atom to the thermal cloud, Eq. (4.32), and the reverse
process of the addition of an atom to the condensate and removal from the thermal cloud,
Eq. (4.35). The next step is to determine which collision, if any, happened for the particular
test particle under consideration (this should then be extended to all test particles in the
system).
Determination of collisional type
We now test whether a collision of type C12 has occurred to the ith test particle or not
and if it has, what type of collision it is i.e. ‘in’ or ‘out’ collision. Then, we need to update
the noncondensate atom number and the dissipative term of the dissipative GPE, (2.32).
We assign a random number, X12i ∈ [0, 1] to the test particle and compare with the
probabilities calculated.
We distinguish the following cases
• X12i < Pouti : ‘out’ collision occurs and a new test particle is now created.
When an ‘out’ collision occurs, the ith test particle’s velocity is updated to the cor-
responding value, temp v3, which has been calculated in the algorithm to determine
the Cout12 collisional probability of that test particle. The ‘new’ test particle to be
created is added to an array of all test particles which are to be added to the cloud
as a result of a collision with a condensate atom. These test particles have velocities
assigned by their corresponding temp v4 values, and positions assigned to where the
collision happened i.e. the position of the original ith test particle. This array will
be compared by a similar array for the test particles which are leaving the thermal
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cloud due to Cin12 collisions at the end of each time step so that the net change in
the number of test particles will be enforced.
• Pouti < X12i < Pouti +P ini : ‘in’ collision takes place and a test particle is eliminated.
We do this by calculating which phase space cell the test particle with velocity v4,
would reside in and the phase space distribution in this cell. This is the test particle
which needs to be eliminated, therefore we look through all the test particles in this
velocity cell and if there is one which has not yet collided, we save it in the array
of test particles to be eliminated at the end of the time step. If there are no test
particles residing in this cell which have not yet undergone a collision, we widen the
search by moving the velocity of this test particle to one of the eight adjoining cells
in all 3 dimensions. This ‘search’ is repeated until a test particle in the appropriate
cell is found which has not yet undergone a collision and this test particle can be
added to the array to be eliminated at the end of the time step.
• X12i > Pouti + P ini - neither collision occurs.
The algorithm moves on to the next test particle in that cell.
4.3.5 −iR(r, t) term updated
The dissipative term of the GPE is now updated via the expression
R(rjkl, t)∆r∆t =
~
2nc
∑
i
(P outi − P ini ). (4.44)
This gives the net particle transfer rate at a particular grid point, where jkl denote the 3
axes, near the incoming test particle i’s position.
These steps are repeated for every test particle in a phase space cell. Once all of the
test particles in the particular phase space cell have been looked at, the algorithm looks
at every pair of test particles in the phase space to determine if a C22 type collision has
occurred.
4.3.6 C22 Collisions
The probability of test particles i and j suffering a collision is given by
P 22ij = γn˜σ|vi − vj |(1 + fΩR3 )(1 + fΩR4 )∆t. (4.45)
Each phase space cell is looked at individually and a pair of atoms are selected at random
and the probability that they suffer a collision is calculated.
The temporary velocities of the outgoing thermal atoms are calculated in the same way
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as for the Cout12 collisional probabilities and Bose enhanced phase spaces, (1 + f
ΩR
3 ), and
(1 + fΩR4 ) are calculated in the usual cloud in cell method.
Determination of Collision Occurrence
To determine if a pair of test particles have suffered a collision, we assign a random number,
X22ij ∈ [0, 1] to each pair of test particles.
We distinguish the following two cases:
• X22ij > P 22ij : collision has occurred.
Velocities are updated to the new values, v3 and v4 and the next pair of test particles
considered.
• X22ij < P 22ij : no collision occurs.
The next pair of test particles considered.
These steps are repeated for every pair of test particles in a given phase space cell. Once all
pairs have been considered for collision, the algorithm begins again in the next phase space
cell to determine whether the individual particles have undergone a C12 type collision or
the particle pairs have undergone a C22 type collision.
When all phase space cells and hence, test particles have been considered, the algorithm
can move to the condensate evolution at this time step, but not before determining the
collective effect of the Cout12 and C
in
12 collisions. We describe how this is incorporated into
the evolution in the next section.
4.3.7 Updating the number of test particles
As a result of the Monte Carlo algorithm discussed above, at every time step we obtain
an array of test particles which our algorithm has decided should be added to the cloud of
test particles which we denote ADD(Out num), and an array of test particles which need
to be eliminated, denoted SUB(In num). To proceed further, we compare the number of
test particles that need to eliminated with the number that needs to be added.
Our scheme for efficient numerical incorporation of this effect is as follows:
• If the same number need to be added as subtracted, then we can simply update the
positions and velocities of those which need to be eliminated to the positions and
velocities which we have assigned to the particles which need to be added; in other
words, we implement an algorithm of the form:
do i = 1, In num
r(SUB(In num)) = r(ADD(Out num))
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v(SUB(In num)) = v(ADD(Out num))
end do
• If more test particles need to be eliminated than added, we update the position
and velocities of the required number of test particles as above; for the remaining
“excess” test particles which need to be eliminated, we update their positions and
velocities to those of another test particle which already exists and update the index
of this test particle so that it will be eliminated for the next time step. We do this via:
do i = 1, (In num - Out num)
r(i+Out num) = r(Tot num − i+ 1)
v(i+Out num) = v(Tot num − i+ 1)
end do
where Tot num is the total number of test particles at that time step.
• However, if more test particles need to be added than eliminated we update those
which should be eliminated and are left with an excess number of (Outnum - In-
num) test particles, which are then created (indices greater than Totnum) with the
position and velocities assigned.
do i = 1, (Out num - In num)
r(Tot num + i) = r(In num + i)
v(Tot num + i) = v(In num + i)
end do
The total number of test particles now needs to be updated for the next time step,
Total number of test particles = Tot num + Out num - In num.
We can now move on to condensate propagation with the updated −iR(r, t) source term
as a result of C12[f, φ] collisions (described in Sec. 4.3.5).
4.4 Condensate propagation
The equation we need to solve is the generalised GPE:
i~
∂φ(r, t)
∂t
=
(
−~
2∇2
2m
+ Vext(r) + g [nc(r, t) + 2n˜(r, t)] − iR(r, t)
)
φ(r, t) , (4.46)
which can be written in operator form as
i~
∂
∂t
|φ(t)〉 = Hˆ(t)|φ(t)〉 (4.47)
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where Hˆ(t) = Tˆ + Vˆ (t) is the system Hamiltonian, containing kinetic and potential energy
parts where Vˆ (t) includes the damping/growth term −iR(t). All of the time dependence
is maintained in the potential term with the formal solution to this equation given as:
|φ(t+∆t)〉 = Uˆ(t+∆t, t)|φ(t)〉. (4.48)
A split operator method is again employed to evolve the condensate wavefunction.
When the condensate numbers become large, the interaction term can cause numerical
instabilities. To avoid this, the Hamiltonian can be expanded as a Taylor series and the
interaction term approximated by reverse differencing [59]. The expression becomes
V˜ (t) ≡ 1
2
[3Vˆ (t)− Vˆ (t−∆t)]. (4.49)
Therefore, the evolution operator becomes
Uˆ(t+∆t, t) ' e−iH˜(t)∆t/~ +O(∆t3) (4.50)
with H˜(t) = Tˆ + V˜ (t) where the propagation of the condensate is performed using the
Baker-Campbell-Hausdorff, split operator form:
|φ(t+∆t)〉 =
[
e−iH˜(t)∆t/~ +O(∆t3)
]
|φ(t)〉, (4.51)
where the source term, −iR(t), is included in the potential term, V˜ (t).
Performing a split on the evolution operator results in
e−iH˜(t)∆t/~ = e−iV˜ (t)∆t/2~e−iTˆ∆t/~e−iV˜ (t)/2~ +O(t3). (4.52)
The term e−iV˜ (t)∆t/2~, is local in real space while e−iTˆ∆t/~ is local in momentum space.
This requires that a Fourier transform and its inverse must be applied at each time step.
In brief, to obtain the wavefunction at time t+∆t we perform the following operations:
• The potential factor V˜ (t) is applied by multiplication to the wavefunction at time t
(which is defined on a spatial set of grid points).
• The wavefunction is then Fourier transformed and the kinetic factor Tˆ , applied in
momentum space.
• Applying an inverse Fourier transform brings it back to real space.
• Then the final potential factor is applied.
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The wavefunction is evolved over a sequence of time steps with the limiting factor arising
from the Fourier transforms. However, efficient Fast Fourier Transform schemes exist for
this (see e.g. http://www.fftw.org/).
This concludes our analysis of reviewing the procedure for solving the coupled ZNG
equations as originally set up by Jackson and Zaremba [159]. A schematic of this process
summarising the main steps in shown in Fig. 4.10.
In the forthcoming two chapters, we implement this numerical scheme to analyse the
effect of finite temperatures on vortex dynamics and Josephson effects.
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4.5 Numerical procedure summary
Figure 4.10: Schematic of the numerical implementation of the ZNG scheme.
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Finite Temperature Vortex
Dynamics
The existence of quantised vortices in atomic condensates is a feature of the superfluid
nature of these systems. In Chapter 2, we defined the superfluid velocity as the gradient
of the phase,
vc(r, t) =
~
m
∇θ(r, t). (5.1)
The curl of this velocity is
∇× vc = 0 (5.2)
indicating that the flow is irrotational. If a superfluid is rotated below a certain critical
angular rotation frequency, denoted Ωc, the density profile is the same as when it is
at rest. However, in early experiments in the 1940’s which involved rotating superfluid
Helium II above the critical velocity, the resulting profiles did not agree with predictions
for an irrotational flow. This disagreement was explained separately by Onsager [219] and
Feynman [220], by the formation of vortex lines, leading to the description of quantisation
of circulation, later confirmed experimentally by Vinen in 1961 [221].
Circulation is defined as
κ =
∮
C
vc · dr. (5.3)
Since the superfluid velocity is given by the gradient of the phase, Eq. (5.1), we have that
κ =
~
m
∆θ, (5.4)
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where 4θ is the change of phase around a vortex. As the wavefunction must remain
single-valued (i.e. must return to the same value after every integer 2pi turn around the
vortex) we conclude that the circulation must take on integer multiples of (2pi~/m) i.e.,
κ = n
(
2pi~
m
)
, (5.5)
where n = 0,±1,±2,±3.. is the winding number of the vortex, i.e. it is the number
of times that the phase, θ, winds through 2pi around the vortex. The circulation of a
superfluid is therefore quantised in units of (2pi~/m). Multiply charged vortices have a
value of circulation |n| > 1; although they have been found to be stable for some interaction
strengths [222], in general they decay into a singly charged vortices with circulation |n| = 1
via a dynamical instability [123, 223].
The macroscopic wavefunction for a condensate containing a vortex of charge n has the
form
φ(r) = |φ(r)| exp(2pini). (5.6)
The circulating fluid velocity around a vortex is given by
v = n
(
~
mr
)
. (5.7)
At the very centre of the vortex, the condensate wavefunction vanishes and there is a phase
singularity. Quantised vortices in Bose-Einstein condensates are now routinely created in
the lab, see e.g. [50, 114, 117, 224] for early experimental realisations.
Vortices at T = 0
In a harmonically trapped condensate at zero temperature, an off-centred vortex follows a
path of constant potential around the trap centre, moving at constant radius [112, 207–209]
(see Fig. 5.1). It has been shown that this vortex precession corresponds to the ‘anomalous’
mode of the condensate [209], where the excitations of a condensate containing a central
vortex have been found by solving the Bogoliubov equations for collective excitations
of a condensate [225] (see Appendix A for the derivation of these from the GPE). The
trapping potential used to confine atomic gases causes a variation in condensate density
(See Fig. 5.2 (Left)), which causes a variation in the energy possessed by a vortex, with
the maximum energy obtained by a central vortex. Effectively, it is this inhomogeneity
which induces vortex motion in the absence of an external rotation [226, 227], since the
vortex experiences a Magnus force which causes it to rotate around the centre of the
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condensate [208], Fig. 5.1.
-3 -2 -1 0 1 2 3
x
v
-3
-2
-1
0
1
2
3
y v
0 10 20 30 40
Time (ms)
0.9
1
1.1
r v
/r 0
Figure 5.1: Left: Trajectory of an off-centred vortex in a condensate of Nc = 10000 at zero
temperature (grey), and with respect to the condensate centre-of-mass (cyan) in a pancake-shape
harmonic trap with frequencies: ω⊥ = 2pi×129 Hz and ωz =
√
8ω⊥. Right: Radial coordinate of the
vortex with respect to the condensate centre-of-mass, as a function of time, where rv =
√
x2v + y
2
v.
In Figure 5.1 we have plotted the trajectory of an off-centred vortex in a condensate
containing Nc = 10000
87Rb atoms at zero temperature using the GPE. During initialisa-
tion of a vortex in the condensate, the centre-of-mass is perturbed from its initial position
slightly, hence we have induced some centre-of-mass motion of the condensate. This is
taken into account when we extract the position of the vortex with respect to the centre-
of-mass of the condensate (cyan trajectory of Fig. 5.1). If this motion were not taken
into account, the trajectory of the vortex would contain many jitters (grey trajectory of
Fig. 5.1). Some jitter still remains, which is clear from the plot of the vortex radial co-
ordinate with time rv(t), however, this effect is likely to be a numerical artifact of the
vortex-tracking algorithm. For the remainder of this thesis, we will assume that all vortex
trajectories, are calculated with respect to the condensate centre of mass motion.
Vortices at T > 0
At finite temperatures, the presence of a nonrotating thermal cloud induces a frictional
force on the vortex, hence the vortex seeks to minimise its energy by radially moving out
of the condensate [134, 228], as has been observed experimentally [48–50, 114].
Typically, most theoretical work to date has been based on zero temperature vortex dy-
namics with only few theoretical works focussing on the finite temperature properties of
these systems. Fedichev and Shlyapnikov (FS) [134] describe the dissipation of the vortex
in a cylindrical condensate, via scattering of thermal excitations in the vortex core. It is
this scattering that provides an energy transfer from the vortex core to the thermal cloud
causing the vortex to spiral out of the condensate. Further numerical analysis of vortex
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dynamics at finite temperatures has been carried out by Schmidt et al. [136]; they used
the c-field approach to model a vortex at finite temperature, and found good agreement
between the stochastic vortex lifetime as a function of radial position and the analytic
formula of FS [134]. Similar agreement was found in the approach by Duine, Leurs and
Stoof (DLS) [135] where the dynamics of a vortex in a trapped condensate is described
by means of a stochastic equation for its position. This variational equation is derived
from the SGPE (see Chapter 2, Section 2.2.3), where the usual GPE is generalised with
the inclusion of a damping rate to describe the growth of decay of the condensate and an
additive noise term to simulate thermal fluctuations. In Sec. 5.2 we show that, in the limit
of a static thermal cloud, our results for vortex decay agree fully with those of DLS.
Other theoretical works relating to finite temperature vortex dynamics include those by
Wright, Bradley and Ballagh who, using the c-field approach (see [180] for a review), have
shown that as the temperature of the system is increased, the angular momentum of the
condensed mode decreases while the vortex radial coordinate and the precession frequency
increase, until the vortex leaves the system and the condensate becomes irrotational [137,
138]. Precession frequency has also been found to smoothly vary with temperature when
the thermal cloud and condensate are in equilibrium using the ‘Popov’ approximation [229]
and the Hartree-Fock-Bogoliubov equations [230].
However, in all the techniques described above, major approximations are made on
the thermal cloud dynamics. It has been previously shown that vortex decay in both ap-
proaches used by FS and by DLS, do not demonstrate as much dependence on temperature
as results found using the ZNG theory [68]. We attribute this discrepancy to approxima-
tions made on the dynamics of the thermal cloud. Within the ZNG formalism, we can
include all collisional processes involved in finite temperature systems, namely, thermal-
thermal collisions (denoted C22) and particle-exchanging, thermal-condensate collisions
(C12), see Chapter 2. In the present chapter, we show the necessity of including all dy-
namical, thermal cloud processes when modelling finite temperature vortex dynamics in
experiments.
Outline of the chapter
We begin by setting up the framework for our simulations in Sec. 5.1. The main mo-
tivation for this chapter is studying finite temperature vortex dynamics and comparing
with experiments, therefore, the largest sections are Sec. 5.2 and 5.4 in which we present
results of decay rates and precession frequencies respectively, for finite temperatures. As
we frequently use the trapping parameters of a recent experiment by Freilich et al. [31],
we will gives details of it in Sec. 5.3.
In the remainder of the chapter, we present preliminary studies of two mechanisms
which could be used as ‘tools’ experimentally. The first, in Sec. 5.5 investigates using the
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effect of finite temperatures on the vortex core brightness, and the final, in Sec. 5.6 we
investigate the radial translation of vortex in a condensate using a rotating thermal cloud.
5.1 Modelling finite temperature vortex dynamics
An advantage of the ZNG method for modelling finite temperature systems and in partic-
ular, vortex dynamics, is that the condensate and thermal densities are defined separately;
as a result they can be easily observed independently from each other. This means we
can gain insight into how the thermal cloud and condensate interact in the region of the
vortex.
The density of both are shown for a condensate containing 10000 87Rb atoms at a tem-
perature of 53nK in Fig. 5.2 (Left), with the corresponding mean-field potentials shown
in the right graph. When a condensate contains a vortex (dashed lines), it has a region
of zero density associated with the vortex core (see Fig. 5.3 (Left)), this means that the
corresponding mean-field potential felt by the thermal atoms also has a dip at this loca-
tion. The thermal cloud can therefore ‘fill in’ this region of low potential (similar core
filling was found using a classical field approach by Wright et al. [137, 138]). This is more
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Figure 5.2: Left: Condensate nc (red), thermal cloud n˜ (blue) and total n = nc+ n˜ (black) without
a vortex (solid lines) and with a vortex placed at 0.3RTF, where RTF = 4.75µm, (dashed lines) for
a temperature of 54nK where Tc ' 177nK. Right: Effective potentials felt by the condensate (red)
and thermal cloud (blue) with no vortex (solid), and effective potential felt by thermal cloud with
a vortex at position 0.3RTF (blue dashed).
easily seen from the axial view of the thermal cloud density in Fig. 5.3, where the peaks
in thermal cloud density are around the edges of the condensate as one would expect, and
there is a further peak in the region where the vortex core is located.
The work in this chapter follows on from Brian Jackson’s results on the investigation
of vortex dynamics at finite temperature via the ZNG method, published in [68]. Much
of the results we present will be generated using the same harmonic trapping parameters
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Figure 5.3: Density cross sections of condensate (left) and thermal cloud (right) at z = 0, where
the colours range from blue corresponding to zero density, to red, corresponding to high density.
as [68] which are
ω⊥ = 2pi × 129 Hz, and ωz =
√
8× ω⊥. (5.8)
This trapping geometry results in a pancake or oblate shaped condensate, Fig 5.4, which
is advantageous since a vortex line in this geometry remains relatively straight throughout
its motion because axial waves, called Kelvin waves [231], are suppressed.
One major difference between the work presented in the following sections on vortex
Figure 5.4: Isosurface of the condensate, it is easy to see the hollow, straight, off-centred vortex
line.
decay rates and frequencies, and the results given in [68] is that here we fix the number
of atoms in the condensate rather than in the system as a whole. Fixing the condensate
number means that the condensate shape changes very little with temperature (apart
from slight changes due to the mean-field produced by the thermal cloud), hence from a
theoretical perspective, we can easily assess the effect that an increasing thermal cloud
has on the dynamics.
We generate equilibrium densities as outlined in Chapter 4, for a given condensate
number and temperature. We then place a vortex in the condensate by multiplying the
condensate wavefunction by the phase factor
φ(r, t) = |φ(r, t)| arctan
(
y − y0
x− x0
)
. (5.9)
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This imprints the velocity field of a straight line vortex at the location (x0, y0). We
evolve this wavefunction in imaginary time for a short period in order to ensure all density
fluctuations and sound excitations generated by the imprinting process have been damped
out. In order to fix the position of the vortex, we multiply the condensate wavefunction
by the phase factor, as in Eq. (5.9), at every step of imaginary time propagation. This
is a somewhat idealised method but it is the standard approach used in numerical vortex
simulations.
After imaginary time propagation, this wavefunction is then used as the initial condi-
tion for the full dynamical simulation, as outlined in Chapter 4, and the trajectory of the
vortex is followed by recording its xv and yv coordinates with time.
For a system of Nc = 10000
87Rb atoms, we have plotted the trajectories of an off-centred
vortex, initially at position r0 = 0.4RTF (where RTF is the Thomas-Fermi radius of the
condensate, see Chapter 2, Sec. 2.1.3), at three different temperatures in Fig. 5.5. The
corresponding radial coordinates, given by rv(t) =
√
xv(t)2 + yv(t)2, have been plotted on
the bottom of this figure.
At the lowest temperature of 53nK, the vortex radial coordinate increases more slowly
than for higher temperatures, hence the vortex suffers less dissipation at lower tempera-
tures. The dissipative effect that the vortices experience increases with increasing tem-
perature, hence it is due to the presence of noncondensed atoms in the system. To see
the effect of temperature on the rate of translation of the vortex, we can extract a rate of
decay from the vortex radial coordinate. We present the results in the next section.
5.2 Vortex decay rates
In order to quantitatively compare the effect of increasing temperature on vortex lifetimes,
we compare the rate at which their corresponding radial coordinate increases with time.
This is the process originally used in [68].
From the bottom graph of Fig. 5.5, we can see that the radial coordinate appears to
increase exponentially for some initial amount of time, therefore, we can approximate the
initial radial growth by
rv(t) = r0e
γt, (5.10)
where γ is the rate at which the vortex radial coordinate rv increases from initial position
r0, with time, t.
If we plot the natural logarithm of the radial coordinate (see Fig. 5.6 (Left)), we can
extract the coefficient of the exponential, which we associate with the rate at which the
vortex radial coordinate increases. Since the vortex radial coordinate increases until the
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Figure 5.5: Top: (xv , yv) Smoothed position of vortex initially at r0 = 0.4RTF (RTF ' 4.75µm
for each of these temperatures), in condensates of Nc = 10000, with a variable number of thermal
atoms, at temperatures 53nK (left, black), 89nK (middle, red) and 124nK (right, blue). Bottom:
Radial coordinate of vortex over time normalised by initial vortex position, where rv =
√
x2v + y
2
v
at every instant in time.
vortex is no longer visible as part of the condensate, we shall call this quantity, γ, the
vortex decay rate.
It is apparent from the fit of the decay rate in Fig. 5.6 (Right), that for all of the temper-
atures, the vortex radial coordinate follows exponential behaviour for at least 10ms. The
exponential behaviour of the vortex at temperature 53nK appears to continue until we
stop the simulation. The vortex at this temperature is closer to the centre of the conden-
sate than the vortices at higher temperatures for most of this period of time. Therefore,
we attribute this exponential behaviour to the behaviour of the vortex when it is close
to the trap centre; similar exponential behaviour has been found in Refs. [68, 134, 135].
Henceforth, we use the time period of 10ms as a guideline for extracting values of the
vortex decay rate γ. We initially assess the dependence of γ on the initial position of the
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Figure 5.6: Left: Logarithmic plot of vortex radial coordinate normalised by initial vortex position
over time to illustrate the extraction of decay rate γ for temperatures 53nK (black), 89nK (red) and
124nK (blue). The dashed lines are the lines y = 0.007t (black dashed), y = 0.02t (red dashed),
and 0.044t (blue dashed). Right: Plot of the same vortex radial coordinates with the corresponding
rv(t)/r0 = exp(γt).
vortex by extracting the decay rate of vortices with different initial positions.
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Figure 5.7: Values of decay rate γ for different initial vortex positions r0, for temperatures 53nK
(black), 89nK (red) and 124nK (blue). The decay rate has been extracted as shown in Fig. 5.6
The values of decay rate, γ, for the three temperatures 53nK, 89nK, and 124nK for dif-
ferent initial vortex positions are shown in Fig. 5.7. For all temperatures, increasing the
vortex initial radial coordinate r0 away from the centre and closer to the condensate edge
(approximately RTF = 4.75µm), results in an increase in vortex decay rate, a feature which
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is more pronounced for the higher temperatures. For example, for a vortex with initial
position 0.15RTF, there is an increase in decay rate of ∼ 0.022 between the lowest, 53nK,
and highest, 124nK, temperature. The reason for this is the higher thermal cloud density
towards the edges of the condensate: since there is less mean-field repulsion, the vortex
experiences a higher frictional force and so spirals out of the condensate quicker than if
it were placed in the central region. Increasing the temperature increases the number of
thermal atoms and therefore this effect is more prominent for higher temperatures.
Experimentally, it is difficult to observe a vortex in the regions of low condensate
density, beyond ≈ 0.5RTF [31], therefore we will not analyse vortex dynamics in this
region. When the vortex is placed close to the centre, we observe large fluctuations in
the vortex position. This suggests that, due to a slowly varying effective potential in this
region, a small change in vortex energy will cause the vortex trajectory to change more
dramatically than it would in further regions of the trap. Therefore, a vortex placed close
to the centre may be more sensitive to numerical, collisional kicks from propagation of the
Boltzmann equation: for this reason we are not fully confident in describing the dynamics
of a vortex residing in the very central region. For all temperatures, there is a region,
bounded by the vertical, dashed lines in Fig. 5.7, in which the rate of decay has an almost
linear relationship with initial vortex position. This is the region within which we will we
carry out all further vortex dynamics analysis and simulations.
For the lowest temperature of 53nK, the decay rate of a vortex initially placed in
this region is uniform and constant throughout. When the temperature is increased from
53nK, the decay rate increases with increasing initial vortex position and for the highest
temperature of 124nK, the decay rate increases at a faster rate than for the temperature
of 89nK. This means, the decay rate of a vortex, γ, is dependent on the initial position
of the vortex r0 and this is an effect which is more apparent at higher temperatures. We
also can easily conclude that increasing the temperature results in higher vortex decay
rates attributed to a larger thermal cloud, resulting in the vortex experiencing a higher
frictional force. This decay could be due to interactions between the vortex core and the
thermal excitations.
In Chapter 4, we described how we deal with the collision processes during the nu-
merical simulation of the ZNG method. These collision processes contribute to the rate of
change of the phase space distribution of thermal cloud. Since we deal with the collisions
separately in our numerics, we can effectively switch them ‘on’ and ‘off’ at will. This is
a useful tool in determining which collision type has the greater effect on the decay of a
vortex, or is it just the thermal cloud mean-field which induces decay.
We repeat the vortex simulations for the higher temperature of 124nK for three initial
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Figure 5.8: Vortex decay rates for a condensate of Nc = 10000 at a temperature of 124nK for
different initial positions r0, when all collision terms in the Boltzmann Equation 2.39 (stars), just
the particle exchanging, C12 collisions are being simulated (C12 6= 0, C22 = 0, solid squares), just
the thermal, C22 collisions are accounted for (C12 = 0, C22 6= 0, open circles), and no collisional
terms are included in the Boltzmann equation (C12 = 0, C22 = 0, crosses).
vortex positions within the region outlined in Fig. 5.7. We simulate all possible combi-
nations of dynamics available using the QBE. The results can be seen in Fig. 5.8. It is
immediately clear that not accounting for any type of collision has the effect of reducing
the decay rate of a vortex. Furthermore, we see that the largest contribution to the decay
rate comes from the particle exchanging, C12, collisions. This is apparent since in both
cases when the C12 collisions are not accounted for, the decay rate is reduced the most.
Neglecting to account for the thermal-thermal, C22, collisions has a more significant effect
when the particle-exchanging, C12, collisions are included than when they are not. These
findings are summarised for one particular initial vortex position (r0 ' 0.26RTF), within
the region outlined in Fig. 5.9 for other temperatures.
This figure shows the nonlinear increase of the decay rate with increasing temperature,
clearly highlighting the role of collisional processes particularly at higher temperatures.
The process that results in the largest increase in damping rate is the inclusion of the
particle-exchanging C12 collisions in agreement for all temperatures with Fig. 5.8. Our
results are compared to the analytic predictions of Fedichev and Shlyapnikov (FS) [134],
which accounts for the scattering of thermal excitations from the vortex core, and the
results of Duine, Leurs, and Stoof (DLS) [135], which include the effects of C12 colli-
sions within the static thermal cloud approximation. We find the predictions of DLS to
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Figure 5.9: Values of γ based on different levels of approximation: static thermal cloud with
condensate dissipation, iR, included (solid circles), thermal cloud allowed to evolve within the QBE
(Eq. (2.39)) without collisions (open circles), with only thermal-thermal collisions (pluses), with
only particle-transferring collisions (stars) or with all collision processes (squares). For comparison,
analytic predictions of FS [134] (solid line) and DLS [135] (dashed line) are shown. (Calculations
performed at fixed condensate number, Nc ' 10000, and an initial radial vortex offset r0 ' 0.26RTF
from the trap centre). We have adapted this figure from Ref. [68] to present our results.
be in full agreement with our results, in the corresponding limit where condensate dis-
sipation from a static thermal cloud is included. The enhanced decay predicted by the
full theory highlights the importance of including all dynamical processes when modelling
experiments.
All further results presented in this chapter for finite temperatures will include all
collision terms of the QBE unless otherwise stated.
In this section, we have demonstrated that the rate of decay of a vortex is not only
dependent on the temperature of the system, but also on the initial position of the vortex.
Due to the procedures used to experimentally generate vortices (see Chapter 1, Sec. 1.3.2),
it is difficult to create a vortex in a predetermined position and often when a vortex is
generated its position may be random. However, we will demonstrate a mechanism for
radially translating a vortex to the desired position in Sec. 5.6.
Our motivation for assessing the temperature dependence on the precession of a vortex
as well as investigating the rotation of the thermal cloud, came from a recent experiments
by the group of David Hall in Amherst; therefore, we briefly described these in the next
section, with further details of both in Secs. 5.4.1 and 5.6.
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5.3 Recent experiments in the group of David Hall
In a recent experiment [31], the precession of vortex lines and dipoles were observed in
real time. In typical experiments, the vortex core size is smaller than the wavelength of
the light used to image it. As a result of this, the common method to image a condensate
containing a vortex is to expand the condensate, and so the vortex core size also expands,
therefore, enabling it to be identified [114]. However, as a consequence of this expansion
the system is destroyed allowing no further time evolution of the vortex to be observed.
In the aforementioned experiment, the vortices arise during evaporation via the Kibble-
Zurek mechanism [109–111, 232], and the procedure for imaging is as follows: approxi-
mately 5% of the condensate atoms are out-coupled along the z-axis so that they are no
longer confined by the trap, and they therefore, fall with gravity (along z). This propor-
tion expands and the position of the vortex can be resolved and measured. This leaves the
remaining 95% of the atoms trapped in the condensate and the vortex continues to precess
in them. At a later time, this process can be repeated and the position of the vortex at
that time also measured. The result is a series of images of vortex position which means
that the real time dynamics of the vortex can be assessed.
As a result of this technique, the group were able to observe a single vortex line for
655ms (the image at this time was of the remnant condensate), in a series of snapshots.
Using these images, they were able to measure the precession frequency of the vortex
line and the observed frequencies were approximately 5% higher than those expected for
the geometry and condensate parameters [112]. This result motivated our study of the
precession frequency of vortices at finite temperature (see Sec. 5.4).
Through correspondence with the group, we later learned about their early investiga-
tions into manipulating the position of a vortex by rotating the thermal cloud of a system
at finite temperature. As a result of this, we also began investigating this effect and
present preliminary findings in Sec. 5.6.
In the next section, we determine the effect of increasing temperature on the preces-
sion frequency of a vortex. Initially, we need to determine the dependence of precession
frequency on the initial vortex position r0, therefore, we begin with a general case (the
trapping parameters of the previous section, Sec. 5.2) before presenting result for the
experimental parameters.
5.4 Precession frequencies
To assess the dependence of vortex precession on temperature, we extract the precession
frequencies of the vortices of Sec. 5.2. We have data for vortices of various initial starting
positions, therefore, it is initially important to assess the dependence of initial vortex
position on the precession frequency.
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We extract the precession frequency by measuring the time taken for one oscillation.
In Fig. 5.10, the frequencies of oscillation of vortices, corresponding to various initial
positions r0 (each shown by a different colour), have been plotted as a function of the
radial coordinate, rv for a condensate of 10000 atoms, at a temperature of 124nK.
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
Vortex Radial Position (r
v
/RTF)
30
40
50
60
Fr
eq
ue
nc
y 
(2pi
H
z)
Figure 5.10: Frequencies of vortices with different initial positions r0 (shown by different colours),
in a condensate containing Nc = 10000 atoms at a temperature of 124nK. We have plotted the
precession frequency of each vortex at different radial positions, rv, in the condensate.
We can see there is a clear correlation between increasing vortex radial coordinate,
rv, and increasing precession frequency. Also, we note that the frequency appears to be
independent of the initial vortex position as the values of the precession frequency lie
along the same curve. This means that the frequency of vortex precession depends on
instantaneous radial position and not on the history of how it got there.
We can therefore draw a representative line through these points, shown by the blue
line in Fig. 5.11, where this procedure has also been carried out for the lower temperature
of 53nK of the previous section. For the sake of comparison, we extract the frequencies
of a vortex in a very low, almost zero temperature system too. In the same way in which
we can ‘turn off’ the collisional processes of the thermal cloud in our simulations, we can
‘turn off’ the thermal cloud propagation. If we do this for a very low temperature, 2nK
(≈ 0.01Tc), the resulting condensate will only be in the presence of a very slight, static
thermal cloud, hence, the vortex will effectively be in a zero temperature system.
As well as the clear dependence of precession frequency on radial position of the vortex,
increasing the temperature appears to also increase the precession frequency.
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Figure 5.11: Left: Frequencies of a vortex as a function of radial position, rv, for condensates
with atoms number, Nc = 10000 at temperatures of 2nK, (cyan), 53nK (black) and 124nK (blue).
Right: We focus on the region of interest outlined in the previous section, with the addition of the
predicted zero temperature frequency of Eq. (5.11) for comparison (black dashed).
We compare our calculated precession frequency to that predicted in the papers of
Fetter [79, 112, 233], and Lundh and Ao [209].
For an axisymmetric trap, the precession of a vortex at zero temperature is given by the
formula,
ωv =
2~ω2⊥
8µ(1− r2v/R2TF)
(
3 +
ω2⊥
5ω2z
)
ln
(
2µ
~ω⊥
)
. (5.11)
This prediction is based on a straight vortex in a disc shaped condensate which is within the
Thomas-Fermi, i.e. large Nc regime. This means that it is a zero temperature prediction
based on the shape of the condensate. It is clear from this formula that as the vortex
position, rv, increases, the precession frequency increases.
We see from Fig. 5.11 (Right), that our results differ hugely from the prediction of
Eq. (5.11). This formula approximates the shape of the condensate via the Thomas-
Fermi approximation (see Sec. 2.1.3), as well as assuming that all of the atoms are in the
condensate i.e. the system is assumed to be at zero temperature.
We have fixed the size of these condensates to be Nc = 10000 and the resulting chemical
potential for each temperature is ≈ 10~ω⊥. In the Thomas Fermi limit, the number of
atoms is assumed to be large with a chemical potential which is > 10~ω⊥, therefore, the
size of condensates which we have considered, are not quite within the Thomas-Fermi
regime. This may explain the large deviation from the predicted frequencies. However,
at finite temperatures, the shape of the condensate is further affected by the presence
of the thermal cloud mean-field, hence the condensate profiles will naturally become less
Thomas-Fermi like as temperature increases and the strength of the mean-field produced
by the thermal atoms increases.
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To assess the Thomas-Fermi nature, we plot the relative difference between the con-
densate density nc and the Thomas-Fermi density nTF, Fig. 5.12 (Right). In the left part
of this figure, we have shown for a temperature of 2nK the density of a condensate of
Nc = 10000 atoms, with the corresponding Thomas-Fermi profile for comparison. One
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Figure 5.12: Left: Density of condensate, nc, containing Nc = 10000 atoms at a temperature of
2nK (cyan, solid line) and corresponding Thomas-Fermi density, nTF (cyan, dotted line). Right:
Thomas-Fermi nature of the finite temperature condensates containing Nc = 10000 atoms, given
by |nTF − nc|/nTF for temperatures of 2nK (cyan), 53nK (black) and 124nK (blue).
can see that the overall shape of the Thomas-Fermi density is a good approximation to
the 2nK condensate density, with a slight overestimation in the central region and more
around the outer edges where the Thomas-Fermi density doesn’t take into account the
gradual change of shape of the condensate density as the wavefunction reduces to zero. It
is apparent that for all temperatures, the Thomas-Fermi approximation somewhat fails at
the edges, the effect is greater for a higher temperatures. This is due to the higher density
of thermal cloud increasing the mean-field potential felt by the condensate atoms, which
effectively squeezes the condensate making it taller and thinner. In particular we notice
that the highest temperature, 124nK, has the greatest deviation from a Thomas-Fermi
profile, both at the edges and in the central region of the condensate.
To test the validity of the formula (5.11), we move to the experimental parameters
which involve a much larger number of condensate atoms.
5.4.1 Experimental parameters: Large condensate
In the experiment introduced in Sec. 5.3, vortex precession was observed in a disk shaped
condensate [31]. This experiment was conducted with a total atom number of NTOT ≈
6×105. This is a large condensate which is well within the Thomas-Fermi, large Nc regime,
with a chemical potential for a zero temperature system of ≈ 45~ω⊥. This means, the
trapping parameters of this experiment are ideal to assess the validity of Eq. (5.11).
The trapping frequencies are as follows: ω⊥ = 2pi × 36 Hz, and ωz = λω⊥, where
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λ ≈ √8, therefore, the aspect ratio is similar to that used in the previous section, which
will be useful to make comparisons. Since the total atom number is now fixed, we can
express the temperatures in terms of the critical temperature of the system, Tc ≈ 190nK
and in this section we will study vortex precession for temperatures of 0.01Tc, 0.2Tc, 0.4Tc
and 0.7Tc.
Vortex trajectories and condensate profiles
For the experimental trapping parameters given, we analyse the effect the following tem-
peratures have on vortex precession and in this section, include the profiles at various
instants in time for vortices with initial vortex positions given in Table 5.1. For the
T/Tc Nc N˜ x0(µm) y0(µm)
0.2 590750 9250 3.8 5.5
0.4 514880 85120 3.4 5.9
0.7 260030 339970 0.8 7.7
Table 5.1: Condensate, Nc, and thermal cloud, N˜ , atom number at the given temperatures, for the
experimental parameters of Hall et al. [31]. Initial positions, x0 and y0 of vortices for the results
presented in Fig. 5.13 are also given.
temperatures and initial vortex positions given in Table 5.1 we plot the first few vortex
oscillations in Fig. 5.13 and the corresponding trajectory in the x direction. Since the
atom numbers are much larger, the computations are much more labour intensive than
our previous parameters and hence, we cannot show as much data as before. The density
plots are shown in Fig. 5.14 at various instants in time. This images are similar to those
which would be extracted experimentally via the imaging technique outlined in Sec. 5.3.
The vortex core is much smaller than for the previous parameters, this is due to the large
size of the condensate. This highlights the requirement for expansion to be used in order
to image the vortex in real time.
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Figure 5.13: Top: Position of the vortex (x,y) in units of µm as it spirals around the condensate for
temperatures 0.2Tc (black), 0.4Tc (red) and 0.7Tc (blue). In the latter case the vortex is lost after
approximately 280ms. Bottom: x-position of the vortex over time for the temperatures shown.
The dashed lines indicate the initial amplitude for T = 0.2Tc (black) and T = 0.4Tc (red) where
Tc ∼ 190nK
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Figure 5.14: In situ density cross sections of the condensate at z = 0 for indicated times and temperatures. The colours range from red (high
density) to dark blue (low density).
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It is clear from Fig. 5.14 that with increasing temperature, the condensate contains
more density ‘ripples’. Since the vortex core is so small for these parameters, we have re-
duced the amount of smoothing over the thermal cloud density (see Chapter 4, Sec. 4.2.4).
This is to avoid losing thermal cloud definition at the vortex core. This means that the
resulting condensate density also contains density ripples which are more prominent in
the higher temperatures where the thermal cloud density is higher. It is possible to re-
duce these ripples by increasing the test particle number (we have used approximately
Ntp = 275000 in these simulations). However, these simulations are already computation-
ally expensive and by increasing the number of test particles we would be increasing the
computation time even more with the only result being a smoother density profile and
vortex trajectory. For this reason, we choose to keep the test particle number as it is for
all further simulations in this chapter.
In the interest of comparing results for precession frequencies for these parameters and
those used in Sec. 5.4, we repeat the analysis of condensate profiles and subsequent vortex
frequency at these temperatures.
Precession frequencies
The low temperature 0.01Tc condensate density nc, and corresponding Thomas-Fermi
profile are shown in Fig. 5.15 (Left).
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Figure 5.15: Left: Density of condensate, nc, containing Nc = 6 × 105 atoms at a temperature
of 0.01Tc (cyan, solid line) and the corresponding Thomas-Fermi density, nTF (cyan, dotted line).
Right: Thomas-Fermi nature of the finite temperature condensates in a system of NTOT = 6× 105
atoms, given by |nTF − nc|/nTF for temperatures of 0.01Tc (cyan), 0.2Tc (black), 0.4Tc (red) and
0.7Tc (blue).
The Thomas-Fermi profile for these trapping parameters is clearly a much better ap-
proximation at this low temperature (see Fig. 5.15 (Left)) than for the smaller condensate
of the previous section (see Fig. 5.12 (Left)). In assessing the Thomas-Fermi nature of
each temperature in Fig. 5.15 (Right), we see that towards the edge, RTF, of the profiles at
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each temperature, the densities deviate less from the Thomas-Fermi profile than they do
for the condensates containing a smaller number of atoms in the previous section. Again
as temperature increases, the condensate density varies from this predicted profile with
the largest deviation for the highest temperature 0.7Tc, as expected.
We extract the frequencies using the same procedure as in the previous section. As
the simulations are more computationally expensive due to the large number of atoms,
we only present a few data points in Fig. 5.16 for our measured precession frequencies for
these experimental parameters.
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Figure 5.16: Main: Precession frequencies of a vortex, in a system of NTOT ≈ 6 × 105 atoms
at temperatures 0.01Tc (cyan dashed), 0.2Tc (black dashed), 0.4Tc (red dashed) and 0.7Tc (blue
dashed), and the respective predicted frequencies from the formula Eq. (5.11) when accounting
for the changing number of condensate atoms as a function of temperature (solid lines). Inset:
Relative difference between predicted frequencies of Eq. (5.11) and those calculated using the ZNG
method at the radial coordinate 0.25RTF.
As we have fixed the total atom number, the condensate atom number and chemical
potential vary with temperature (unlike in the previous case where the condensate number
was fixed). As a result, Fig. 5.16 shows different solid lines corresponding to the predicted
frequencies of Eq. (5.11) for each temperature.
As remarked in the previous section, we see a clear trend of increasing precession
frequency with increasing temperature. We also clearly see an increasing deviation from
the predicted frequencies with increasing temperature. This effect is highlighted in the
inset where the relative difference from the predicted frequencies of Eq. (5.11) and the
ZNG results have been plotted for each temperature at the radial coordinate 0.25RTF.
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It is clear that for even a large, Thomas-Fermi like condensate at low temperatures,
close to absolute zero, there is ∼ 10% (cyan and black points in inset) deviation from
the predicted frequency at this radial coordinate. At the highest temperature we have
considered of 0.7Tc, the relative difference between the ZNG and predicted frequencies
becomes as large as ∼ 35%.
We have considered a condensate of Nc = 1 × 104 atoms as well as one in a system
of NTOT = 6 × 105 atoms at various temperatures. In both cases, we have found that
the resulting precession frequencies do not agree well with the predictions of Eq. (5.11)
in the region of radial coordinates which we are interested in. This is even true for the
lowest temperatures where we see a deviation in frequency of approximately 10% from
the prediction in a zero temperature, large, Thomas-Fermi like condensate. Therefore, the
following comparisons to be presented below, will not be made with the Thomas-Fermi
prediction, but with the zero temperature ZNG result, i.e. the GPE result.
For the purpose of comparison between different trapping frequencies, it is more intu-
itive (and experimentally relevant) to compare systems in which the total atom number
is fixed. In this way, temperatures can be expressed in terms of the critical temperature
of the system and therefore, finite temperature effects of different systems can easily be
compared.
We have extracted the frequency of the first oscillation of a vortex with position 0.4RTF
(which lies within the indicated region in Fig. 5.7) and calculated the relative difference
between it and the zero temperature precession frequency for the trapping parameters
previously used, ω⊥ = 2pi × 129 Hz and ω⊥ = 2pi × 36 Hz with the same aspect ratio of
λ =
√
8 in Fig. 5.17 (Left). Two different total atom numbers are compared, NTOT =
1×104 and NTOT = 1×105. There is an overall trend of increasing relative difference from
the zero temperature result for increasing temperature. We also repeat these calculations
for a different initial vortex position of r0 = 0.1RTF and trapping aspect ratio with results
shown in Fig. 5.17 (Right). For each trapping parameter, the change in number of atoms
does not make a significant amount of difference, however we do see slightly different
behaviour when the temperature is increased past 0.5Tc. This reiterates the accuracy of
the GPE at low temperatures.
5.5 Vortex core brightness
Techniques are always being investigated to improve the accuracy and control of exper-
iments; one parameter whose accurate determination is often investigated by alternative
methods is the temperature of a system of bosons. Under the critical temperature, it can
be extracted by fitting a Gaussian profile to the high energy tails of the velocity distribu-
tion of the atoms [234]. These atoms are assumed to be in thermal equilibrium with the
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Figure 5.17: Relative difference of precession frequency of a vortex and the zero temperature result
for the initial position of the vortex; (Left): r0 = 0.4RTF for trapping frequencies; ω⊥ = 2pi × 129
Hz (red) and ω⊥ = 2pi× 36 Hz (black) and a fixed total atom number of NTOT = 1× 104 (circles)
and NTOT = 1 × 105 (squares). λ =
√
8. (Right): r0 = 0.1RTF, NTOT = 1 × 104 for trapping
frequencies; ω = 2pi × 129 Hz, ωz =
√
8ω⊥ (red, circles), ω = 2pi × 36 Hz, ωz =
√
8ω⊥ (black,
circles), ω = 2pi × 129 Hz, ωz = 1.5ω⊥ (cyan stars) and ω = 2pi × 129 Hz, ωz = 4.5ω⊥ (cyan
triangles). Corresponding results from initial vortex position of left graph are shown in grey for
comparison.
rest of the cloud and can be described by a Maxwell-Boltzmann distribution, i.e. this high
energy tail of the velocity distribution is associated with the high energy, noncondensed
atoms in the system. An issue with this mechanism is that it becomes difficult at low
temperatures, below 0.4Tc, when the thermal cloud density is low such that it is difficult
to extract any information. One suggestion, investigated by the group of Cornell [235],
was that in the region of the vortex core, the thermal density is higher and therefore could
serve as a possible new technique for thermometry. In their experiment however, they were
not able to consistently get reliable results below this temperature (0.4Tc). Nevertheless,
we calculate the ratio of thermal density to peak condensate density in this region in the
hope that the experimental techniques for extracting the thermal density will improve that
this and will result in a new technique to measure the temperature of a system.
As we highlighted in the introduction of this present chapter, the vortex core is a region
of zero density in the condensate, and at finite temperatures, due to the low mean-field
potential felt by the thermal atoms in this region, thermal atoms can fill in the core. The
size of the core is typically of the order of the healing length of the condensate and thus
depends on the atom-atom interactions (the interaction strength, g). The aim of this
section is to gain insight into the effect of the thermal cloud on the vortex core and to
measure the density of the thermal cloud in this region. We initially focus on gaining an
insight into the effect of thermal atoms on changing the shape of the vortex core. For
ease we look at a stationary central vortex. This is an idealised case which is virtually
impossible to realise physically, since the nature of most experimental techniques used to
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create vortices produce density fluctuations which inevitably cause an acceleration and
therefore, energy dissipation of the vortex. However, in Sec. 5.6 we will look into using
the thermal cloud to move a vortex to the desired position by rotation.
We first measure the width of a stationary vortex core for the trapping parameters
used at the beginning of Sec. 5.4 (ω⊥ = 2pi × 129 Hz and λ =
√
8), in order to assess if
the presence of the thermal cloud in this region changes the shape of the vortex core. We
measure the width of the vortex core in two places, at 90% of the peak density, 0.9npeakcv ,
and at 50% of peak density, 0.5npeakcv , where n
peak
cv is the peak density of the condensate
containing a vortex. We do this for a fixed total number of atoms as well as a fixed
condensate number for completeness and we will later compare these results with the
experimental trapping parameters of Sec. 5.4.1 (ω⊥ = 2pi × 36 Hz and λ =
√
8).
5.5.1 Fixed condensate number
Fixing the number of atoms in the condensate enables us to assess the effect of an increasing
thermal cloud on the shape of the vortex core. We have plotted the condensate densities
for a range of temperatures increasing from 53nK to 225nK in Fig. 5.18 (Left). We see
that the shape of the condensate only changes very slightly with increasing temperature,
as a result of the stronger mean-field potential felt by the condensate from the increasing
density of thermal atoms.
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Figure 5.18: Fixed condensate number, Nc = 10000. Left: Condensate density, nc, at finite tem-
peratures. Right: Width of stationary vortex core for densities given in the Left figure, measured
at positions 0.9npeakcv (black), and 0.5n
peak
cv
(red) as a function of temperature.
In the right part of this figure, we plot the width of the vortex core in the two places
specified. As expected, the vortex core is wider, approximately twice as wide, at 90%
than at 50% of the peak density. However, we see very little difference in vortex width
with increasing temperature, except for a slight unimportant decrease in width at both
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positions when the temperature is increased past 125nK which could be due to the mean-
field produced by the higher density of thermal atoms. Since this effect is only slight, it
means that the shape of a stationary vortex core is relatively unaffected by the presence
of thermal atoms. We repeat this analysis for a fixed total atom number.
5.5.2 Fixed total atom number
When the total number of atoms in a system is fixed, increasing the temperature from 0 to
Tc has the effect of reducing the number of atoms in the condensate from Nc = NTOT to
Nc = 0. We again plot the condensate density, for various finite temperatures in Fig. 5.19
(Left).
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Figure 5.19: Fixed total atom number, NTOT = 10000. Left: Condensate density, nc, at finite
temperatures. Right: Width of stationary vortex core, measured at 0.9npeakcv (black) and 0.5n
peak
cv
(red).
We can clearly see the effect of increasing temperature on the condensate; the density
not only decreases in height but it also in width due to the mean-field potential of the
thermal atoms acting to squeeze the condensate (an effect which is made more clear
by plotting the condensate density normalised by the condensate atom number, Nc, see
Fig. 5.20).
The effect of this reduction of the number of condensate atoms on the size of the vortex
core is clearly seen in Fig. 5.19 (Right), where the width of the condensate at two positions
of condensate height, is compared for different finite temperatures. As we noted for the
previous case where the condensate atom number was fixed, the width of the vortex core
at 90% of peak density is approximately double that at 50% of peak condensate density.
In this case however, we see an increase in core width with increasing temperature, in
contrast to the slight decrease for the previous case. The fact that the core size only
decreases very slightly with an increasing thermal cloud for the case of a fixed condensate
number, leads us to believe that this increase which we observe when the total is fixed, is
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Figure 5.20: Fixed total atom number, NTOT = 10000, condensate density, nc, normalised by
condensate atom number, Nc, at finite temperatures.
in fact due to a decreasing condensate number and not an increasing thermal cloud.
Whether we fix the total or condensate atom number we know that the number of
noncondensed atoms in the system increases with increasing temperature, therefore, the
thermal cloud density around the condensate edges increases. We would now like to
investigate whether the thermal cloud density changes in the core region as a result of
temperature. We will do this by measuring the thermal cloud density at the centre of the
vortex core, n˜, normalised by the peak density of the condensate were no vortex present,
nnovortc . We extract n
novort
c before imprinting a central vortex onto the condensate. Since
the peak density of a condensate with a fixed atom number will only change slightly, we
feel it is not important to measure this quantity with increasing temperature whilst fixing
the condensate number since we will not benefit in any new knowledge; therefore, in the
next section we will investigate the effect of increasing temperature on a system of NTOT
atoms on the ratio of thermal cloud density in the vortex core to peak condensate density
when no vortex is present.
5.5.3 Thermal cloud density in the vortex core
In an experimental paper by Cornell’s group in 2004 [235], equilibrium properties of vor-
tices in Bose-Einstein condensates were investigated. One of the properties they looked
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at was vortex core brightness, B, defined as
B = ncore
ncloud
, (5.12)
where ncore is the observed atom density, integrated along the line of sight at the core
centre and ncloud is the projected integrated density at this point based on a smooth fit of
the overall atom cloud. In our simulations, we can measure a similar parameter which we
denote B’, defined by,
B’ =
n˜core
npeakc
. (5.13)
where, n˜core is the thermal cloud density in the vortex core region normalised by the peak
density of the condensate before it contains a vortex.
We measure this quantity for a stationary vortex and fixed total atom number, for the
same geometries of the previous section, ω⊥ = 2pi × 129 Hz and ω⊥ = 2pi × 36 Hz (aspect
ratio of λ =
√
8 in both cases).
The results of this analysis are shown in Fig. 5.21 for two different total atom numbers,
NTOT = 1 × 104 and NTOT = 1 × 105 for different temperatures. The overall trend is
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Figure 5.21: Ratio of thermal cloud density in the vortex core (for a central vortex) to the peak
density if no vortex were present for various temperatures. The trap aspect ratio in all cases are the
same, however there are two different trapping frequencies of ω⊥ = 129×2pi (red) and ω⊥ = 36×2pi
(black) for two different total atom numbers, NTOT = 1×104 (circle) and NTOT = 1×105 (square).
We include some values for NTOT = 1× 104, ω⊥ = 129× 2pi with λ = 1.5 (cyan stars) and λ = 4.5
(cyan triangles). The errors in calculating this value are less than the size of the symbols used.
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clear, with increasing temperature, the ratio of thermal cloud density to peak condensate
density increases. Differences in atom number and aspect ratio appear to make very little
difference to this ratio; however, at temperatures greater than 0.5Tc, the values appear
to differ slightly for the different parameters. We find an approximate dependence of T 7
above this temperature, however, more testing for different trapping parameters needs to
be carried out to quantitatively extract this dependence, not least investigate if this could
be a viable measure of system temperature.
The vortex core brightness results we have presented in Fig. 5.21 are determined by a
central vortex; since it is experimentally difficult to predetermine the position of a vortex
it is difficult to generate the conditions necessary to measure the core brightness of a
vortex in an actual experimental. This brings us to the next section which focusses on the
manipulation of vortex position using a rotating thermal cloud.
5.6 Vortex manipulation using a rotating thermal cloud
In Chapter 5, Sec. 5.2 we stated that the decay rate of a vortex is dependent on initial
position of the vortex. Experimentally, the extraction of this quantity would be difficult
however, since it is difficult to create a vortex in a predetermined position due to the
procedures used to experimentally generate them (see Chapter 1, Sec. 1.3.2). Often when
a vortex is generated, its position may be random, for example when the temperature
of a system is quenched through Tc, vortices are generated with random position via the
Kibble-Zurek mechanism [109–111, 232]. Therefore, a mechanism which could be used to
translate a vortex to the desired position after creation would be useful. Such a mech-
anism has been suggested and preliminary experimental investigations are underway by
the BEC group of Hall in Amherst, the same experimental group introduced in Sec. 5.3.
In a recent Master’s thesis [236], the group have reported early evidence to suggest trans-
lation of a vortex towards the centre (edge) of the condensate when the thermal cloud
is rotated in the same (opposite) direction as vortex precession. We illustrate this radial
translation initially for a general example before introducing our findings for the particular
experimental parameters.
If the thermal cloud is rotated with angular frequency Ωth, then the thermal cloud
velocity in the vicinity of the vortex core is given in cylindrical polar coordinates by
vn = Ωthrvφˆ, (5.14)
where rv is the radial coordinate of the vortex. If the thermal cloud is stationary, then vn =
0. When the thermal cloud is rotating in the same sense as the vortex, Ωth > 0, collisions
between the thermal cloud and the vortex core cause the addition of angular velocity
to the condensate, and when it is moving in the opposite sense as the vortex, Ωth < 0,
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collisions between vortex core and thermal clouds result in the condensate transferring
angular momentum from the condensate to the thermal cloud and thus spiralling further
out. Numerically, we impose this rotation by adding vn = Ωthrvφˆ to each test particle’s
velocity [68].
For the trapping parameters (ω⊥ = 2pi × 129 Hz, λ =
√
8 and NTOT = 10000), and
similar rotation speeds of [68] we demonstrate the effect of a rotating the thermal cloud
on the position and subsequent lifetime of a vortex with initial position r0 = 0.4RTF.
In Fig. 5.22 we plot the vortex radial coordinate for positive rotation speeds along with
the vortex radial coordinate when no thermal cloud rotation is present. Clearly we can
see that the vortex radial coordinate increases more slowly with increasing thermal cloud
rotation speed and the results for positive thermal cloud rotation speeds leading to longer
lifetimes than if no thermal rotation were present. Therefore, rotation of the thermal cloud
in the same sense as the precession of the vortex leads to a prolonged vortex lifetime. In
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Figure 5.22: Radial coordinate of vortex normalised by initial position, r0 = 0.4RTF, for no thermal
rotation (black), Ωth = 0.1ω⊥ (red), Ωth = 0.2ω⊥ (blue) and Ωth = 0.3ω⊥ (cyan) at T = 0.5Tc for
the trapping parameters ω⊥ = 2pi × 129 Hz, λ =
√
8 and atom number NTOT = 10000.
Fig. 5.23 we show also the effect of rotating the thermal cloud in the opposite sense as the
vortex precession. When the thermal cloud is rotating in the opposite sense as the vortex,
the radial coordinate increases more quickly with increasing rotation frequency and the
time elapsed before the vortex reaches the edge of the condensate (where its position can
no longer be measured), is shorter. This means that the lifetime of a vortex is shorter
when the thermal cloud rotates in the negative sense with respect to vortex precession.
From Figs. 5.22 and 5.23 it is clear that the presence of rotation in the thermal cloud
affects the radial position of a vortex and the result is either a lengthening of its lifetime,
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Figure 5.23: Radial coordinate of vortex normalised by initial position, r0 = 0.4RTF, for no thermal
rotation (black), Ωth = −0.1ω⊥ (red), Ωth = −0.2ω⊥ (blue) and Ωth = −0.3ω⊥ (cyan) at T = 0.5Tc
for the trapping parameters ω⊥ = 2× 129 Hz, λ =
√
8 and atom number NTOT = 10000.
in the case of rotation in the same sense as the vortex, or a shortening of its lifetime,
in the case of rotation in the opposite sense. This means that if the thermal cloud is
rotated for the right amount of time, a vortex could be moved from its initial position, to
a previously specified one. This was the motivation of the experiment by this group for
which preliminary data is presented in [236].
5.6.1 Experimental parameters
The trapping parameters are the same as those presented in Sec. 5.4.1 but we state them
here also for clarity. The trap frequency in the radial direction is ω⊥ = 2pi × 36 Hz and
ωz = λω⊥ and λ =
√
8. The atom number in this experiment is NTOT = 4 × 105 and
initial temperature is T = 36nK which is approximately 0.5Tc. A vortex is generated
by quenching from a thermal cloud to a condensate whilst rotating the potential in an
elliptically deformed, axisymmetric trap. Then, by ramping up the rotation in the desired
direction, the vortex is either moved towards or away from the centre of the condensate.
We focus here on analysing the case of moving the vortex towards the centre of the
condensate by rotating the thermal cloud in the positive sense with respect to the vortex,
at a rotation frequency of Ωth = 0.44ω⊥.
We place a vortex in the position r0 = 0.24RTF by the method outlined in Sec. 5.1 in
a condensate containing Nc = 389000 atoms with a rotating the thermal cloud, containing
N˜ = 11000 atoms, at the angular frequency, Ωth = 0.44ω⊥. The radial position of the
vortex, rv, normalised by the initial vortex position, r0, is shown in Fig. 5.24.
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Figure 5.24: Vortex radial position normalised by initial vortex position against time for thermal
cloud rotation frequency Ωth = 0.44ω⊥. NTOT = 4 × 105, r0 = 0.24RTF and trapping parameters
of [31].
The results of Fig. 5.24 suggest a slow translation of the vortex towards the centre
of the condensate. The translation observed in the experiment appears to happen much
more quickly than this [236], however, from correspondence with the group regarding
these results, we have also been made aware of the fact of potentially significant increase
in temperature and loss of atoms during the experiment. This could be a possible cause
of deviation between our results and the experiment since an increasing thermal cloud
could impart more angular momentum on a decreasing condensate and hence, the motion
of the vortex towards the centre of the vortex could be significantly modified over time.
Further investigation needs to be carried out in both respects to minimise these errors and
to accurately model the experimental results.
5.7 Chapter summary
In this chapter we have shown that a benefit of using the ZNG scheme to model vortex
dynamics at finite temperatures is that the important thermal cloud ‘filling in’ of the
vortex core can easily be observed and thermal density in this region measured. This is
because the condensate and thermal cloud densities are defined separately in this scheme
and therefore, they can easily be extracted during simulations.
We have shown that, as a result of finite temperature, a vortex spirals radially out of
the condensate. By extracting the rate at which the radial position of a vortex increases,
we were able to assess the dependence of the decay rate of a vortex on temperature and
initial vortex position. In doing so, we have found that the rate at which a vortex decays,
increases with increasing temperature and initial vortex offset (an effect which becomes
more apparent at higher temperatures). We have also demonstrated the crucial role of
collisional processes in the decay of a vortex, since when any of the collision terms of
the quantum Boltzmann equation are not included in the numerics, the decay rate of the
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vortex is significantly reduced. We found that the most dominant contribution to vortex
decay is from the particle exchanging, thermal-condensate collisions.
Further to this analysis, we have demonstrated that the precession frequency of a vor-
tex is dependent on the instantaneous vortex position and not on the history of how it got
there. We also found that the frequency at which a vortex precesses is greater at higher
temperatures, for a general example [68] and for parameters of a recent experiment [31]
in which vortices were observed precessing at frequencies higher than those predicted.
Through comparison with the predicted frequency of Eq. (5.11) [112, 209], we found at
most a ∼ 25% deviation from this prediction at the highest temperature considered, in-
dicating that this is a remarkably good estimate considering it is a zero temperature
approximation based on a large, Thomas-Fermi like condensate.
We have investigated the relative difference between the precession frequency of a vor-
tex at finite temperature with the corresponding zero temperature result, for different
atom numbers and trapping frequencies. We see similar behaviour with increasing tem-
perature for these parameters especially up to the temperature 0.5Tc. This reiterates the
well known understanding that the GPE as a good estimate of condensate behaviour up
to this temperature.
We have further investigated the effect of increasing temperature on the quantity of
vortex core brightness as a possible mechanism for determining the temperature of a
system containing a vortex. We again found similar behaviour for different atom numbers
and trapping frequencies, however, further investigation would be needed to ‘fine tune’
this for use in experiments.
In the final part of this chapter we described a recent experiment in which rotating
the thermal cloud has been shown to be useful to radially translate a vortex towards the
centre (edge) of the condensate when it is rotated in the same (opposite) sense as the
vortex. When modelling this experiment we find a much slower translation than observed
in practice [236]. Through correspondence with the group, we have been made aware
of significant increases in temperature and loss of atoms throughout the duration of the
experiment and therefore, further investigation is required to determine the source of
inconsistency.
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Finite Temperature Effects on
Double Well Dynamics
An interesting property of Bose-Einstein condensates is that they have a well defined phase.
This phase coherence has been demonstrated experimentally by allowing two separated
condensates to interfere and observing the interference pattern formed [46]. When two
condensates overlap, there exists a phase gradient across the overlapping region. This
phase gradient can drive transport between the two condensates in the form of superfluid
flow if the density in the overlapping region is high enough, or via quantum mechanical
tunnelling when the density classically vanishes. In this case, Josephson oscillations of the
condensate can be observed.
The barrier height, V0, between the two wells of a double a harmonic trap provides an
ideal handle for probing different regimes of transport between the condensates. When the
barrier height is low, i.e. V0/µ  1 where µ is the system chemical potential, superfluid
flow takes place. When the barrier height is increased further until the condensate density
practically vanishes in this region, i.e. V0/µ & 1, superfluid transport is impeded and only
transfer of atoms via tunnelling can prevail.
To understand how the phase difference can drive atomic motion between the two
wells when hydrodynamic transport is forbidden, we can derive equations of motion for
the wavefunctions of the condensate in either well. Following the method outlined in
Refs. [1, 152], the description of the system, in the region of the barrier, reduces to a
two-mode model for the time-dependent amplitudes cL,R(t) =
√
NL,R(t)e
iθL,R(r,t). Here
NL,R and θL,R stand for the number of atoms and the quantum mechanical phase of the
condensates in the left and right traps respectively with the total number of atoms in the
system remaining constant i.e. NL +NR = |cL|2 + |cL|2 ≡ NTOT.
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The total wavefunction for the system is expressed in the variational form,
φ(r, t) = cL(t)ΦL(r) + cR(t)ΦR(r), (6.1)
where ΦL,R(r) denotes the spatial dependence of the wavefunction for the left and right
well respectively.
When there is an overlap of the two condensates, the interaction term of the sys-
tem Hamiltonian is modified to include a tunnelling term with tunnelling constant κ. It
can be shown that, in the region of the overlap, the time-dependent amplitudes of the
wavefunctions obey the following equations of motion,
i
∂cL
∂t
= µLcL(t) + κcR(t),
i
∂cR
∂t
= µRcR(t) + κcL(t), (6.2)
where µL(R) are the respective chemical potentials. By equating real and imaginary parts
of Eqs. (6.2) we have
∂NL
∂t
= −2κ
√
NLNR sin(θL − θR) = −∂NR
∂t
, (6.3)
where the explicit spatial and time dependence have been assumed. This equation shows
that atomic motion between the two wells is therefore purely driven by the phase difference.
The presence of Josephson oscillations across a double well containing a BEC can
therefore be characterised by two variables. The first is the phase difference between the
two wells, given by [149]
θ = θL − θR, (6.4)
and the other is the population imbalance, calculated as,
Z(t) =
NL(t)−NR(t)
NL(t) +NR(t)
(6.5)
Tunnelling between the two wells results in oscillations of the population imbalance
with a mean value of zero, 〈Z〉 = 0, and similarly oscillations of the phase difference
with mean value zero 〈θ〉 = 0. These are called Josephson oscillations, in particular
this is analogous to the “d.c.” Josephson effect in superconducting wires, and can be
induced by an initial offset in the number of atoms in each well, i.e. Z(0) 6= 0. When
the initial population imbalance is large, above a critical value which is dependent upon
the interaction strength, an effect unique to the nonlinearity of Bose-Einstein condensates,
can occur. This effect is called macroscopic quantum self-trapping (MQST) [149], whereby
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large amplitude Josephson oscillations are inhibited, analogous to the “a.c.” effect in
superconductors. This is where one of the wells contains a large proportion of the total
condensate atoms and the population becomes ‘self-locked’. Small amplitude oscillations
of the population imbalance occur as a result of a rapidly increasing phase difference
between the two wells (running phase mode [152]).
The first experiment in which both Josephson oscillations and macroscopic quantum
self trapping were directly observed in a double well trap was by Albiez et. al [33] in
2005. Since then, both the a.c. and d.c. effects for a BEC have been observed [156],
and more recently, the crossover between superfluid flow and quantum transport has been
investigated using a tunable superfluid junction on the underside of an atom chip via
radiofrequency (rf) potentials which lead to slightly more complicated geometries [34]. In
the latter experiment, an unexplained decay of the population imbalance over time was
observed. In Sec. 6.2.2 of this chapter, we attempt to model this experiment at finite
temperatures using the ZNG equations; however, we begin our analysis of double well
dynamics by investigating Josephson oscillations in a simpler double well trap formed by
imposing a 1D optical potential in one direction of a 3D harmonic trap [154]. In both
traps we quote results at zero temperature for comparison. For consistency, such quoted
‘zero temperature’ results are obtained using the ZNG code at a very small temperature
∼ 5nK (for which the thermal fraction is typically < 3%) rather than a separate GPE
code. This is the same procedure as quoted in Chapter 5 in order to get zero temperature,
vortex dynamics results.
6.1 Symmetric double well trap
Implementation of such a double-well geometry, for the purposes of studying damping of
Josephson oscillations, was first presented in a poster of Anssi Collin at the 2009 FINESS
Meeting held in Durham based on joint work with Eugene Zaremba. The discussion
presented in this section, which is only a first step towards analysing Josephson oscillations
in the atom chip experiment of LeBlanc et al. [34], essentially reproduces studies carried
out by Collin and Zaremba [154] who have played a key collaborative part in the shaping
of this chapter.
System parameters
The trapping potential has the form of a harmonic trap with an additional imposed optical
potential in the z-direction to create a double well of the form
Vext =
1
2
m
(
ω2⊥(x
2 + y2) + ω2z(z − z0)2
)
+ V0 cos
2
(piz
d
)
; (6.6)
125
Chapter 6. Finite Temperature Effects on Double Well Dynamics
where z0 is the initial shift of the harmonic potential relative to the optical potential
in the z-direction and has the effect to create an antisymmetric double well with one
well having a potential minimum higher than the other. This shift is only in place when
generating the equilibrium condensate and noncondensate densities, and has the effect to
create an initial population imbalance between the two condensate wells. When z0 < 0
(z0 > 0), the harmonic trap is offset to the right (left), resulting in the left well having a
potential minimum at a higher (lower) value than the right (left); therefore, the density of
condensate atoms in the left well is less than in the right well and the condensate density
is asymmetric. The barrier height between the two wells is controlled by the optical depth,
V0 and the distance between the minima of the two wells is given by d = λL/2, where
λL is the wavelength of the laser light which forms the optical potential. The harmonic
trapping frequencies we choose are ω⊥ = ωz = 2pi × 78 Hz [33], the optical trap depth,
V0 = 412 Hz, and the separation distance, d = 5.2µm. For these parameters, the ratio of
the barrier height to the system chemical potential is V0/µ ' 1, therefore only transport
via tunnelling is allowed. The form of the trapping potential and the resulting condensate
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Figure 6.1: Double well potential (black) with equilibrium condensate (red) and thermal cloud
density (blue) in the z direction, when z0 = 0 (dashed) and z0 = 0.25l⊥ (solid), for a temperature
of 30nK with Nc = 5000.
density are shown in Fig. 6.1 for the case of (i) no offset between the traps, i.e. z0 = 0
(dashed lines) and (ii) an offset of z0 = 0.25l⊥ (solid lines). When there is no offset, the
peak densities of the condensate in either well are of equal magnitude and when there is
an offset, the resulting condensate density is higher in one well than the other.
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In the simulations presented, we have chosen Nc = 5000 condensate atoms in the
system (with variable total atom number, NTOT). In example shown here, the left well
contains approximately, 2860 atoms, which is larger than the 2140 atoms in the right
well; this leads to an initial value of population imbalance, Z(0), of approximately 0.15.
The relatively small thermal cloud densities in both cases are also shown (blue) but the
difference between them is indiscernible.
To perform dynamical studies, we first generate equilibrium densities for a specified
temperature in this way and then choose time t = 0 as the point when we suddenly remove
the offset between the traps; since the population imbalance of the two wells remains, this
initiates the Josephson oscillations that we wish to study in the ensuing evolution.
6.1.1 Josephson oscillations of the population dynamics
At finite temperatures, the condensate coexists with a cloud of uncondensed atoms. This
means in addition to observing the condensate population imbalance, Zc(t) = (NcL(t) −
NcR(t))/Nc(t), we can also observe the distribution of the thermal atoms by measuring the
thermal cloud population imbalance, ZT (t) = (N˜TL(t) − N˜TR(t))/N˜T (t), and the overall
total population imbalance, ZTOT(t) = (NL(t)−NR(t))/NTOT(t).
In Fig. 6.1 shows the equilibrium density (solid, red) generated in a slightly offset trap
with z0 = 0.25l⊥ (solid, black) for a condensate containing Nc = 5000 atoms and a temper-
ature of 30nK. These densities are the initial conditions for the dynamical simulations for
which we instantaneously change to z0 = 0. The evolution of the population imbalances
and condensate phase are then measured as a function of time for different temperatures
and presented in Fig 6.2.
Our results are obtained using the ZNG method for which we have argued collisions
play a crucial role (see e.g. Chapter. 5, Fig. 5.9). However, the evaluation of the collision
integrals in our present version of the code, which relies on test particle binning based on
cylindrical symmetry (as discussed in Chapter 4, Sec. 4.2.2), runs into difficulties - partic-
ularly in the highly asymmetric geometry of the atom chip to be considered in the next
section. As a result, in the entire analysis presented in this chapter, we do not include
thermal-thermal C22 collisions and condensate-thermal, C12 collisions, and so all finite
temperature effects presented henceforth, are a result solely of the mean-field interaction
between the condensate and a freely evolving thermal cloud. The nature of our numerical
problems are briefly discussed in Sec. 6.2.3 where we also propose how they can be reme-
died - something which however lies beyond the scope of this thesis.
The condensate population imbalance for all temperatures is initially Zc(0) = 0.15 and
Zc(t) proceeds to oscillate between this value and its negative, −0.15. This indicates that
the condensate population in either well is essentially oscillating between a maximum and
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Figure 6.2: Top, Left: Condensate atom number population imbalance, Zc(t) = (NcL − NcR)/Nc
Right: Condensate phase difference between two wells. Bottom, Left: ZTOT(t) = (NL −
NR)/NTOT. Right: Thermal cloud atom number population imbalance ZT (t) = (N˜TL − N˜TR)/N˜T
for temperatures (from top to bottom) 6nK (black solid), 18nK (red dashed), 30nK (green solid)
and 48nK (blue dashed). Note: For the lowest temperature 6nK, the thermal cloud is negligible
therefore we do not plot the thermal cloud population imbalance for this temperature. System
parameters: V0/µ ' 1.
minimum value determined by Zc(0) with the mean value of the population imbalance zero
i.e. 〈Zc(t)〉 = 0. For example, at the temperature 30nK, the initial, equilibrium profile as
shown in Fig. 6.1, had approximately 2860 condensate atoms in the left well and 2140 in
the right. When time evolution begins, the condensate atoms start to move from the well
with the highest density to that with the lowest, and we see that at 12ms the bulk of the
population has moved from the left well, now containing 2140 atoms, to the right which
contains 2860 atoms. The number of condensate atoms return to their original values
at approximately 25ms. This oscillation between maximum and minimum atom number
continues over time.
Following Collin and Zaremba [154], we define the weighted average phase of the con-
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densate as
θL,R =
∫
z
dr arg[
√
nc(r, t)]nc(r, t)∫
z
dr nc(r, t)
. (6.7)
The weighted averaged is used to avoid issues with numerical noise when the condensate
density is very small. The integrations are over z ∈ L for the condensate phase of the left
well and z ∈ R to generate the phase of the condensate in the right well. This value is
plotted in Fig. 6.2 (Top, Right). The phase difference between the two wells begins at zero
for all temperatures and proceeds to oscillate around a mean of zero, 〈θ〉 = 0, with the
same frequency as the condensate population imbalance. From both of these quantities,
we infer that the condensate is undergoing Josephson oscillations of its population and
phase.
The Josephson oscillations for the condensate appear to change very little in magni-
tude for increasing temperature, apart from a slight phase shift of both of these oscilla-
tions which increases with temperature. However, when the total population imbalance,
ZTOT(t) is calculated (Bottom, Left), finite temperature effects begin to emerge.
For the lowest temperature, 6nK, there is a negligible thermal cloud (of approximately
20 atoms), therefore, the total population imbalance is very similar to the condensate
population imbalance and with an initial value of ZTOT(0) ≈ Zc(0) = 0.15. As the
temperature increases, however, ZTOT(0) decreases and is less than Zc(0). The reason for
this is the presence of thermal atoms in the system.
In areas where the condensate density is high, the mean field potential felt by the
thermal atoms is high, therefore they will be repelled. This means that the thermal cloud
density will be higher in the parts of the trap with lowest condensate density, i.e. the
edges and the barrier region. Overall, the effect will be more thermal atoms on the side
of the potential with less condensate atoms and visa versa.
Initially, for all temperatures, the thermal population imbalance is positive (Fig. 6.2
Bottom, Right), indicating there are more atoms on the left side of the trap than the
right. This is an artifact of the offset trap used to generate the equilibrium densities.
When the dynamical evolution begins in the trap with no offset, there is a flow of thermal
atoms from the left side of the trap to the right where the mean-field potential provided
by the condensate density is less. After this initial equilibration period, the thermal atoms
oscillate with the same period as the condensate population imbalance with a phase shift
of pi/2, therefore when the condensate density in one well of the trap is at a maximum,
the thermal cloud density in this region is at a minimum. This is a result of the repulsive
mean field exerted by the condensate on the thermal cloud.
By extracting the frequency of the oscillations, we can check if the period of the oscil-
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lations are in fact the same. We Fourier transform the population imbalances, Zc(t), ZT (t)
and ZTOT(t) for a temperature of 30nK, to extract the dominant frequencies, Fig. 6.3. We
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Figure 6.3: Fourier transform of total (black), condensate (red) and thermal (blue) population
imbalance for temperature 30nK.
see from this figure, that the frequency of oscillation of all the population imbalances are
approximately the same with a value of 40Hz. There is a slight shift in the thermal atom
population imbalance which is most likely due to the initial equilibration at the beginning
of real time dynamics and this shift could be eliminated by performing the Fourier trans-
form over a longer period of time. We have also taken the Fourier transform of the phase
dynamics (Fig. 6.2 Top right) and achieved the same result.
Having reproduced the findings of Collin and Zaremba [154] on the role of finite tem-
perature on the damping of Josephson oscillations, we now move to discuss the more
complicated double well trap of a recent experiment [34] and analyse its population dy-
namics.
6.2 Experiment of LeBlanc et al. [34]
In a recent experiment by the group of Thywissen [34], a BEC was formed on the underside
of an atom chip [237], in a double well with a tunable junction. The group subsequently
investigated transport between the two wells for different barrier heights and initial pop-
ulation imbalances, by measuring the time evolution of the population dynamics. For low
barrier heights, V0/µ < 1, they found two peaks in the frequency spectrum of the popu-
lation imbalance, indicating that the superfluid hydrodynamic regime undergoes rich and
interesting population dynamics, where two modes were excited as a result of the anhar-
monic nature of the trap. When the barrier height was increased such that the condensate
density in this region was negligible, V0/µ > 1, quantum tunnelling takes place and anal-
ysis of the frequency spectrum revealed only one dominant frequency in this regime. An
unexplained feature of their results is the decay of the population imbalance over time
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(see subsequent Fig. 6.7). In order to discuss whether this decay could be a result of
finite temperature damping, we will investigate finite temperature effects on the popula-
tion imbalance in Sec. 6.2.2. We begin however by analysing the shape of the trapping
potential and corresponding condensate density at a low temperature with a negligible
thermal cloud.
6.2.1 The atom chip, double well trap
In this experiment, 87Rb is cooled on the underside of an atom chip in a static, Ioffe-
Pritchard style magnetic potential, BS(r) and by slowly applying radiofrequency (rf)
magnetic fields. The atoms follow the new, dressed states and a smooth transition is
made to a double well. The advantage of this method for ‘splitting’ a condensate, is
the control over the width and height of the barrier between the two wells, enabling or
suppressing tunnelling between both condensates.
The approximate analytic form of the potential is written as [238],
Vext(x, y, z, δ) =
1
h
√
(µBBdc(x, y, z) − 2h(δ + νTB)2) +
(
µBBRF,⊥(x, y, z)
2
)2
−1
h
√
(2hδ)2 +
(
µBBRF
2
)2
+
1
2
mω2z0z
2. (6.8)
whereby rapidly rotating terms of the Hamiltonian have been neglected following the
rotating-wave approximation (see for example, Ref. [239]). The long form of Bdc, the
strength of the static magnetic field for an Ioffe-Pritchard style trap, and Brf,⊥, the os-
cillating field strength, are given along with more details about the trapping potential in
Appendix D (see also [240]). When the rf-dressing is turned on, the shape of the trap
in the x-direction becomes less quadratic than the usual harmonic trap and becomes ‘flat
bottomed’. As the strength of the rf-dressing is increased the barrier between the two
wells increases. The rf-detuning, δ, is zero when the radio frequency, ωrf , is on resonance
with the trap bottom. The shape of the trap in all three directions is shown in Fig. 6.4.
The effect of changing the value of detuning, δ on the geometry in the x-direction is also
shown in Fig. 6.5 with the remainder of the experimental trapping parameters summarised
in Table 6.1.
From Fig. 6.4 we see that the trapping frequency in the x-direction is indeed a double
well; however, although there is a weak harmonic trap in the z-direction, required to
prevent the atoms falling under gravity, the trapping potential in the y-direction has also
changed and is no longer harmonic. It has become a flat bottomed, weak double well which
is raised so that its minimum corresponds to the height of the barrier in the x-direction
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ωz Axial trapping frequency 2pi × 10 Hz
ωz0 Axial trapping frequency, with Gaussian beam 2pi × 95 Hz
ωr Radial trapping frequency 2pi × 1310 Hz
νTB Trap bottom frequency 787000 Hz
mF Magnetic quantum number 2
gF Lande g-factor 0.5
h Planck’s constant 6.626 × 10−34 J · s
µB Bohr Magneton 9.2741 × 10−24J/T
Table 6.1: Summary of experimental trapping parameters used to create the double well poten-
tial [240].
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Figure 6.4: Trapping potential in the x, y and z directions for δ = 0 kHz
(likewise for the minimum of the harmonic trap in z). This means the geometry is much
more complicated than that investigated in Sec. 6.1. The double well manifests itself
(mainly) in the x-direction and so we focus on the population dynamics in this direction
and analyse the effect of changing the detuning, δ.
Fig. 6.5 shows the trapping potential in the x-direction for three different values of
detuning, 2pi× (−5) kHz, 0 kHz, and 2pi×5 kHz along with the corresponding condensate
densities for an atom number of Nc = 8000 at T = 10nK with negligible thermal cloud.
Below resonance, δ < 0, the barrier between the two wells is low and the density in the
region of the barrier is nonzero whilst well above resonance, δ  0, the barrier is high and
increasing the detuning any further would result in the condensate density in the barrier
region approaching zero (when V0/µ & 1). In order to bias the population into one well,
a linear optical bias is applied across the double well in the experiment. This bias is then
turned off before the population dynamics begin. We simulate this by applying a slope
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across the double well in this direction using the loop over x−coordinate,
do i = 0,NNX (6.9)
Vlinear(i) = α
V0
(imin)∆x
(i− imin)∆x (6.10)
end do (6.11)
where, α is the slope of the linear ramp, V0 is the height of the potential at the barrier
and imin is index of the x−coordinate at the minimum of the right well, NNX is the total
number of grid points in the x−direction and ∆x is the grid spacing.
Here we have used a slope with gradient α = 0.4 and the corresponding population imbal-
ances for these condensates are shown in Fig. 6.5 (Bottom).
In summary, our numerical procedure is a follows: We create the equilibrium densities
in the potential, Vext(x, y, z) + Vlinear(x), where Vlinear(x) is the linear slope with specified
gradient, applied in the x direction in order to bias the population towards one of the
wells. When we have generated the equilibrium densities the linear slope is removed and
the population dynamics of the resulting asymmetric state are studied along the x direction
of the trap Vext(x, y, z).
Fig. 6.5 (Bottom) shows the evolution of condensate population dynamics for the
displayed potentials. For the condensates in the trapping potentials which have a value
of detuning δ ≤ 0, the populations are undergoing oscillations with a mean value of zero,
〈Zc(t)〉 = 0. When the detuning is 2pi × (−5) kHz, the initial population imbalance and
the subsequent amplitude of oscillations are much smaller than when δ = 0 kHz. This
is because the barrier height is low compared with the system chemical potential and
tunnelling is suppressed. For a value of detuning of δ = 2pi × 5 kHz, the population is
macroscopically trapped with population imbalance oscillations below its initial value of
Zc(0) ≈ 0.275. For this value of detuning the barrier is high compared with the system
chemical potential, so the majority of the population has become self-locked in one of the
wells, this is phenomena referred to as macroscopic quantum self trapping (MQST). It is
characterised by a large number of atoms in one well, a much smaller number of atoms in
the other, and rapid tunnelling across the barrier. The phase difference between the two
wells in this self-locked system, rapidly increases with time (running phase modes [152]).
MQST is predicted to decay at finite temperatures [154–156], however, an analysis of this
effect is beyond the scope of this thesis.
A significant difference observed between the population dynamics for this atom chip
trap and the previous double well investigated in Sec. 6.1, is the complicated nature of the
oscillations which appear to have more than one frequency. We can gain more of an insight
into the frequency of the population imbalance oscillations by performing a Fourier trans-
form to extract the dominant frequencies. From Fig. 6.6, it is clear that the population
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Figure 6.5: Top: Trapping potential (black) and condensate density in the x-direction for Nc =
8000, for values of detuning, δ = 2pi × (−5) kHz where V0/µ ' 0.1 (Left, green), δ = 0 where
V0/µ ' 0.5 (Middle, red), and δ = 2pi × 5 kHz where V0/µ ' 1.1 (Right, blue) with the applied
linear potential of slope α = 0.4. Bottom: Corresponding condensate population imbalances, Zc(t)
at T ' 10nK and Nc = 8000 atoms, showing Josephson oscillations (green, red) and MQST (blue).
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Figure 6.6: Fourier transform of population imbalance for T = 10nK when δ = 0 kHz. Dominant
frequencies given by peaks at 150Hz and 235Hz.
dynamics for the trapping potential with a value of δ = 0 kHz, has two dominant frequen-
cies. This is in agreement with the findings and analysis of the experimental group [34]
who state that the appearance of two frequencies is a consequence of the anharmonic as
well as anisotropic nature of the trap and interactions. This is in contrast to the single
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mode which was excited in the previous example.
Experimental Considerations
To compare our results with the exact experimental parameters we turn to notes given
in the supplementary material of this paper [34]. In these notes, reference is made to the
difference in the full potential and the analytic potential derived as a result of the rotating
wave approximation. A shift in the value of detuning must be made to account for this
difference; for example, to account for the difference between the full potential which has
a detuning value of δ = 0 kHz and the rotating wave approximation potential of Eq. 6.8, a
shift of δshift ≈ 2pi × (−1.85) kHz must be used (see the supplementary material provided
for [34] for analysis). We will take this shift into account in all further analysis.
In [34], damping of the population imbalance is observed. A detuning of δ = 2pi×(0.1±
0.5) kHz is used with an atom number of Nc = 6800±400±1700, with the first error arising
from shot to shot variations and the second is uncertainty in measured atom number of
each run. In order to measure the population imbalance, the clouds are allowed to expand
and absorption imaging is used. For these parameters, the population imbalance measured
is shown in Fig. 6.7 (Left). The frequencies are extracted by performing a decaying 2-
mode fit to the experimental points and applying a Fourier Transform to this, see Fig. 6.7
(Right). In the experiment, when the barrier is low such that V0/µ < 1 (as is the case for
Figure 6.7: Figure taken from Ref. [240]. Left: Experimental points of population imbalance, Z(t)
for δ = 2pi × (0.1 ± 0.5) Hz. Dashed line is a decaying GPE, two frequency sinusoidal fit. Right:
Frequencies of this fit extracted via a Fourier Analysis. The dominant frequencies are 268 ± 6Hz
and 151± 13Hz.
these trapping parameters), two dominant oscillation frequencies are observed indicating
that two modes have been excited as a result of the complicated nature of the trap. The
unexplained decay of the population imbalance observed in Fig. 6.7 (Left) remains an open
question for the experiment. In order to assess if it can be explained by finite temperatures,
we can use the ZNG theory to model the experiment at various temperatures. Firstly,
we will get results for these parameters at low temperature when there is no discernible
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thermal cloud.
The trapping potential and resulting condensate densities are shown in Fig. 6.8. Al-
though, the number of condensed atoms in the experiment is Nc = 6800 ± 400 ± 1700
we will continue to use an atom number of NTOT = 8000 as was recommended to us in
order to gain results to best match the experiment [240, 241]. We investigate oscillations
corresponding to a physical choice of δ = 0 kHz, which translate to the shifted value of
detuning of δshift = 2pi × (−1.85) kHz. We increase the slope of the linear bias to α = 0.7
in order to obtain an initial population imbalance of ZTOT(0) = 0.07, which is close to
the experimental value. In Fig. 6.8 we have also plotted the condensate density for a later
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Figure 6.8: Trapping potential (black) and equilibrium condensate density (red, solid) in the x-
direction for a shifted value of detuning of δshift = 2pi × (−1.85) kHz, corresponding to a physical
value of δ = 0 kHz. The condensate density is also shown at a later time of ≈ 2ms to demonstrate
the oscillation of population between the wells (red, dashed). This point in time is also highlighted
in the plot of the population imbalance shown in Fig. 6.9. Here V0/µ ' 0.3, NTOT = 8000 at
T = 10nK with negligible thermal cloud.
time of 2ms when the bulk of the population has shifted from the left well to the right
well. At this time, the oscillation of the population imbalance, shown in Fig. 6.9 with
this point highlighted, has reached its most negative value before it increases again as the
population oscillates back again. The remainder of the population imbalance undergoes
complicated oscillations and the dominant frequencies of these oscillations are given by
the Fourier Transform of the population imbalance, Fig. 6.9 (Right).
Dominant frequencies appear with values 184 Hz, and 264 Hz, similar to the experi-
mental values quoted in [34] of 151 ± 13Hz and 268 ± 6Hz. We can use these values to
come up with an approximate fit to the population imbalance.
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Figure 6.9: Left: Population imbalance, for a system of NTOT = 8000 at 10nK with no discernible
thermal cloud and δshift = 2pi× (−1.85) kHz where V0/µ ' 0.3. The red circle highlights the point
at which the bulk of the population has moved from the left well to the right. Right: Fourier
Transform of total population imbalance ZTOT(t) with dominant frequencies 184 Hz, and 264 Hz.
Population Imbalance Fit
Since the population imbalance decays so rapidly in the experiment, see Fig 6.7 (Left),
in order to extract the dominant frequencies, a 2-mode sinusoidal fit is made to the ex-
perimental points. Then resulting Fourier spectrum is shown in Fig 6.7 (Right). In our
simulations, we do not find the population imbalances decay over this short timescale; so
we extract the frequencies directly, as we have done in Fig. 6.9 (Right), and then use the
fit
ZTOT(t) = a1 sin(2piωz1(t− t1)) + a2 sin(2piωz2(t− t2)) (6.12)
where ωz1,2 are the frequencies of each component with amplitudes a1,2, and t1,2 are the
phase shifts for each. The population imbalance in shown in Fig. 6.9 (Left) with the Fourier
transform plotted in the right part of this figure. We extract the dominant frequencies, ωz1
and ωz2 , from this in order to calculate the fit of expression (6.12) for these parameters.
This fit is shown by the dashed lines of Fig. 6.10 on top of the population imbalance.
From Fig. 6.10 we see there is a slight damping of the population imbalance. We will
now assess the effect of the presence of a thermal cloud on the population dynamics by
presenting results for the same trapping potential as in Fig. 6.8 and total number of atoms,
NTOT = 8000 for higher temperatures.
6.2.2 Finite temperature effects on the population imbalance
We now repeat these calculations for higher temperatures. Due to the very asymmetric
nature of this trap i.e., each well is not symmetric about its minimum and the trap differs
in the x and y directions, the numerical manner in which we currently find the solution
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Figure 6.10: Fit of Eq. (6.12) (brown/grey) to the population imbalance (black) for δshift = 2pi ×
(−1.85) kHz where V0/µ ' 0.3 at T = 10nK.
of the collision integrals for the Boltzmann equation are not suited to this problem and
tend to run into numerical problems. For this reason, which will be outlined further in
Sec. 6.2.3, all further finite temperature results are obtained without the inclusion of the
C12 and C22 collision integrals. Therefore, any finite temperature effects reported here
are the result of mean-field interaction between the condensate and thermal cloud and
will consequently underestimate the amount of damping actually present in the physical
system.
The equilibrium condensate and thermal cloud densities in the x-direction for a temper-
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Figure 6.11: Left: Condensate (red) and Middle: thermal cloud (blue) densities for T = 120nK
for the experimental trap with shifted value of detuning of δ = 2pi × (−1.85) kHz where V0/µ '
0.3. The resulting atom numbers for this temperature are Nc = 6130 and N˜T = 1870. Right:
Condensate (red) and thermal (blue) atom numbers for a range of temperatures for total atom
number NTOT = 8000.
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Figure 6.12: Condensate (red) and thermal cloud (blue) densities for T = 120nK in the y (left) and
z (right) direction, for the experimental trap with shifted value of detuning of δ = 2pi × (−1.85)
kHz where V0/µ ' 0.3. The resulting atom numbers for this temperature are Nc = 6130 and
N˜T = 1870.
ature of 120nK are given in Fig. 6.11 (Left), with the resulting condensate and thermal
cloud atom numbers as a function of temperature given to the right of this figure. We do
not simulate temperatures higher than 140nK because the resulting atom numbers of such
temperatures are no longer consistent with the experiment. The condensate density has
the usual two peaked structure expected in a double well potential and, due to the mean
field interaction between the condensate and thermal atoms, the normal double peaked
structure of the thermal cloud is somewhat increased in the central region than if the trap
were harmonic. This is due to the lower mean-field repulsion felt by the thermal cloud
due to the dip in the condensate density. We also plot the resulting densities in the y and
z direction in Fig. 6.12.
For the temperatures 60nK and 120nK we plot both the total and condensate popu-
lation imbalance in Fig. 6.13 for the same system of NTOT = 8000 atoms. It is clear from
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Figure 6.13: Total, ZTOT(t) (red) and condensate, Zc(t) (green) population imbalance for T =
60nK (left) and 120nK (right). δshift = 2pi × (−1.85) kHz where V0/µ ' 0.3 and the slope of the
linear bias is α = 0.7.
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these population imbalance graphs that at low temperatures, the condensate and total
population imbalance are very similar, however, when the temperature is increased from
60nK to 120nK, they differ slightly. In particular, the amplitude of the total population
imbalance oscillation is smaller than that for the condensate. This is due to the presence of
thermal atoms in the system and the effect is more apparent for the temperature of 120nK
since there are more thermal atoms in the system. When the total population imbalance
is measured, the thermal atoms on either side of the trap are also counted and since there
is repulsion between the thermal cloud and condensate, there will be more thermal atoms
where there are less condensate atoms and visa versa, as previously discussed in Sec. 6.1.1.
Since in the experiment no differentiation has been made between these two quantities,
and we see such little difference we will henceforth study the total population imbalance
and refer to it as Z(t).
A feature which is absent from the zero temperature results in the previous section, is
the damping of the population imbalance which we can see in Fig. 6.13. This damping is
much more enhanced in this geometry than in the previous case becoming more apparent
in the higher temperature of 120nK; however, even at that temperature, where there are
approximately N˜T = 2000 thermal atoms in the trap (which is the limit allowed by the
experimental measurements), the damping occurs over a longer timescale, ∼ 100ms, than
in the experiment, ∼ 10ms (see Fig. 6.7). Although the decay of the population is not
as rapid for our results as was observed in the experiment, it is suggestive that some
of the damping observed experimentally could be due to the presence of an undetected,
small number of thermal atoms in the system. It is crucial here to note once again that
our present analysis neglects the effect of thermal cloud collisions as well as collisions
between the condensate and thermal cloud. We have shown for the case of a vortex in
Chapter 5, Sec. 5.2, that neglecting any of these collisional types leads to a significantly
slower decay time for the vortex. We suspect the same to be true here, that is to say,
the population dynamics may suffer from more damping if we include the effect of these
collisions, something which is however left to future work.
We now assess the dependence of the damping in the absence of collisions on tempera-
ture by extracting a decay rate of the population imbalance, initially for the temperature
120nK. To modify the sinusoidal fit of Eq. (6.12) to include damping, we can multiply it by
a decaying exponential function, as is done in the analysis of the experimental data [240].
The expression becomes
Z(t) = e−t/τ (a1 sin(2piωz1(t− t1)) + a2 sin(2piωz2(t− t2))) , (6.13)
where 1/τ is the damping rate. We have also extracted this rate for other temperatures
and plotted these in Fig. 6.14. From this we see a clear dependence of the rate of damping
on the temperature of the system.
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Figure 6.14: Left: Total population imbalance for T = 120nK (black), fit of expression (6.13) with-
out damping (brown/grey dashed) and with a damping rate 1/τ = 24.4 (cyan). Right: Damping
rate, 1/τ plotted as a function of temperature with error bars for 3 of the temperatures.
In the experiment, very little dependence was found on the decay rate with temperature
and therefore it was suggested that temperature was not likely to be the principle cause
for the decay observed. We have extracted the rate of decay as a function of temperature,
as shown in Fig. 6.14, and find a clear dependence on temperature; however we reiterate
that the decay we find in our simulations without collisions is much slower than in the
experiment. We therefore suggest that the decay observed in the experiment could be, at
least, partially due to the presence of thermal atoms in the system, although other reasons
could contribute further and even more dominantly, for example damping arising from the
motion of the condensate in this large anharmonic double well trap.
6.2.3 Numerical issues
In Chapter 4, we discussed how the collision integrals of the Boltzmann Eq. (2.39) are
calculated in our numerics. In particular, we assume when we initialise the test particles
according to the equilibrium density, that the trapping potential in the x and y directions
are symmetric. This means that for complicated geometries, or any geometry in which
the trapping potential in the x and y direction are not symmetric, the initialisation of
the test particles is not accurate for that geometry. Further to this, the test particles are
also binned into cells radially at every time step which is not optimal for an asymmetric
geometry and other shapes of cells should be used, for example square cells [215].
We show an example of the numerical difficulties encountered in Fig. 6.15 for the
geometry of Fig. 6.2.2. The total number of atoms in the thermal cloud is initially N˜ =
1250 (635 in the left well and 615 in the right), when the dynamics begin, the population
of the thermal atoms in each well decreases with time (numerical drift) due to inaccuracies
in the initialisation of the test particles and the positioning of the cells.
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Figure 6.15: Number of thermal atoms on the left (black) and on the right side of the trap (red)
for 100nK when all collisional terms are included in the numerical calculation of the QBE using
symmetric test particle binning for this non-cylindrically symmetric geometry.
We will address how we propose to deal with geometries of this kind in the next chapter.
6.3 Chapter Summary
In this chapter we have studied oscillations of population and phase dynamics in both
a symmetric double well geometry, formed by the superposition of a one dimensional
optical lattice and a harmonic trap first discussed by Collin and Zaremba [154], and a
more complicated geometry corresponding to a recent experiment in which a double well
is formed on the underside of an atom chip [34]. The analysis of such oscillations is based
on numerical simulations of the ZNG equations at finite temperatures, in which however,
the effect of collisions has been neglected due to ‘technical’ reasons.
In the first case, we demonstrated oscillations of population dynamics, including condensate,
thermal and total atom population oscillations of the same frequency around a mean value
of zero; the condensate phase oscillates also with the same frequency. The dependence of
temperature on the total and condensate population imbalance has been assessed, reveal-
ing that the thermal cloud also has a population oscillation which is out of phase with that
of the condensate. This is a result of the mean-field repulsion between the two subsystems.
The resulting effect on the total population imbalance, is to decrease the amplitude of the
oscillation, therefore the thermal cloud has a balancing effect on the total population im-
balance. Furthermore, with increasing temperature we see an increasing phase shift in the
population imbalance.
We then investigated similar dynamics for a more complicated double well geometry
with a tunable barrier, situated on the underside of an atom chip, as recently realised
experimentally [34]. By increasing the value of detuning one can change both the bar-
rier height and well separation enabling population dynamics to be studied for a range
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of different initial conditions. Depending on the height of the barrier between the wells
either one or two dominant frequencies of the population dynamics were observed experi-
mentally corresponding to the existence of the excitation of two condensate modes in the
hydrodynamic regime as a result of the anharmonic nature of the trap. Another feature
of the observed population dynamics, was damping which occurred over the short time of
10ms.
We again used the ZNG equations to investigate this trapping geometry at low and
finite temperatures. When we modelled the specific trapping parameters from the exper-
iment at low temperatures, we found very little damping occurred over a long time scale.
However, we also found rather more complicated population dynamics, as already ob-
served numerically by Smerzi and co-workers [34], with two dominant frequencies showing
reasonable quantitative agreement with experiment. When we increased the temperature
the damping of the population dynamics increased, indicating a noticeable, linear like in-
crease of the decay rate with temperature; however, the damping we observed, occurred
over a much longer timescale of 100ms. We stress the fact that the decay of the population
imbalance obtained in our simulations is only due to the mean-field interaction between
the condensate and thermal cloud with the Boltzmann equation solved in the absence of
collisions for ‘technical’ reasons. In Chapter 5 we showed that the rate of decay of a vortex
increased significantly when both collisional types were simulated, and the most dominant
mechanism for decay was in fact the collisions between the condensate and thermal cloud.
This gives us reason to believe that the damping rate of the population dynamics would
also be greater if all collisional processes were included in these double well simulations.
The experimental group investigated the effect of finite temperature on the rate of
decay of the population dynamics and found little to no correlation; therefore, we suspect
that the observed decay, while partially due to finite temperature effects, may also arise due
to another, apparently more dominant mechanism possibly pronounced by the complicated
geometry of this experiment.
We also reported the limiting factor in our simulations of this kind at the moment,
which is the symmetry assumed when calculating the collision integrals of the Boltzmann
Eq. (2.39). We will address how we plan to implement changes to this computation so
that asymmetric geometries can be dealt with in the future, in the next chapter.
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Summary of Conclusions and
Future Work
In this thesis, we have presented investigations into weakly-interacting atomic Bose-Einstein
condensates at zero and finite temperatures. In particular, we have studied dark soliton
decay via sound emission due to propagation in an inhomogeneous background at zero
temperature. We have demonstrated how two or more solitons can interact over a long-
range, mediated by the energy dissipated in the form of sound as a result of this decay.
At finite temperatures we have studied the dynamics of vortices, their decay rates and
the role collisions involving the thermal cloud play in this decay, precession frequency and
core brightness. We further investigated a method for increasing or decreasing the angu-
lar momentum of a vortex by rotating the thermal cloud in the same or opposite sense
as vortex precession. We also studied the effect of the mean-field interaction between the
condensate and thermal cloud on Josephson oscillations of the population in an atom chip,
double well experiment.
We began in Part I by giving an overview of the theory involved in the study of weakly-
interacting Bose-Einstein condensates, highlighting the important concepts involved in the
derivation of the equations used to model these systems at zero and finite temperature.
In Part II, the results presented on soliton dynamics were obtained by numerically
solving the Gross-Pitaevskii equation which is known to be accurate for the description
of the condensate wavefunction for temperatures up to ' 0.5Tc. The low temperatures
probed in recent soliton experiments are well within this regime [84–86].
In the remainder of this thesis, Part III, we focussed on the effect of finite temperature
of the dynamics on vortices and Josephson effects. The scheme we use to model the pres-
ence of a thermal cloud in the system is the Zaremba-Nikuni-Griffin (ZNG) scheme [69]. In
this formalism, the Gross-Pitaevskii equation is modified by the mean-field of the thermal
cloud, as well as a source term coupled to a quantum Boltzmann equation for the ther-
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mal cloud. The quantum Boltzmann equation contains the usual free streaming terms,
describing the free evolution of the thermal atoms, the collision term representing binary
collisions between two thermal atoms as well as the inclusion of another collision term de-
scribing particle-exchanging, thermal-condensate collisions. Therefore, the thermal cloud
in this scheme is fully dynamical.
This part of the thesis began in Chapter 4, with a detailed description of the numer-
ical scheme used to solve these coupled equations. In Chapter 5, we have implemented
this procedure to give a detailed analysis of experimentally relevant quantities involving
vortices including the effect of the individual collision terms of the quantum Boltzmann
equation, on the decay rate of a vortex. We find that by not including any of the collision
terms, the decay rate of the vortex is significantly reduced, especially at high tempera-
tures, with the most dominant contribution to the decay being the particle-exchanging,
thermal-condensate collisions.
That said, due to technical reasons for which we will address in Sec. 7.4.3, in Chapter 6
we present the effect of finite temperature on Josephson oscillations of an atom chip,
double well experiment [34] in the absence of collisions and find that the decay rate of the
population imbalance increases with temperature in a linear like manner, therefore, we
would expect the decay rate to increase further when the collision dynamics are included
in the simulations. In this experiment, the damping of population imbalance happens over
a much shorter timescale than in our simulations. We expect that if we were to included
the thermal-condensate particle exchanging terms in these simulations, we would also see
damping over a shorter timescale.
These results reiterate the importance of including collisions when modelling atomic
condensates at finite temperature. In many other finite temperature theories, for example
the stochastic Gross-Pitaevskii equation [186, 188], and c-field techniques (see [180] and
[54] for related reviews of finite temperature models), there are approximations made
on the thermal cloud. Furthermore, due to the nature of the coupled equations in the
ZNG formalism, the condensate and thermal cloud are two distinct components which are
easily distinguished from each other, hence, both coherent and individual dynamics can
be studied.
In this concluding chapter, we aim to summarise the main results of each of these
topics and present prospects for future investigation.
7.1 Long-range, sound mediated dark soliton interactions
Dark solitons are prone to acceleration when propagating in an inhomogeneous system.
In a harmonic trap, there exists a unique relationship between the frequency of the trap
(ωz) and that of the soliton (ωz/
√
2), which enables re-interaction of the soliton with the
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sound it has emitted such that, solitons are stable against decay via sound emission in har-
monic traps. When two identical solitons are placed in a harmonic trap, small amplitude
oscillations appear on the trajectories of both, hinting to emission and reabsorption of
energy throughout their motion. When these solitons are non-identical, both trajectories
are significantly modified periodically. This is because solitons of different speeds emit
and absorb energy at different rates. When the solitons are spatially confined to separate
subregions of an idealised double well trap, eliminating direct collisions between them,
this effect can be magnified. By placing a black (stationary) soliton in one well and a
moving soliton in the other and ensuring that the barrier between the wells is sufficient to
let energy pass between the wells (V0 ' µ) but not the soliton, the sound emitted by the
moving soliton can travel into the well containing the black soliton and perturb it such
that it begins to move and in turn also emit sound. The sound it emits can move into
the other well and be absorbed by that soliton. Over a long period of time this emission
and reabsorption results in identity reversal between the two solitons whereby the initially
moving soliton becomes stationary and the black soliton moves at the initial speed of the
other. This perfect reversal of characteristics happens periodically, however, it takes tens
of soliton oscillations which is a long time with respect to current soliton experiments,
since other decay mechanisms are present in the system and occur on shorter timescales.
We presented two systems in which this effect could be observed experimentally. The
first was a harmonic trap split by a Gaussian barrier in which the presence or absence of
soliton located in the one half of the trap significantly affects the motion of the soliton in
the other. The other was a large periodicity optical lattice in which we observed solitons
acting as both absorbers and emitters of energy: the motion of solitons at opposite wells
of this optical lattice depend sensitively on whether the intermediate sites contain solitons
or not.
Further to this, we briefly presented the results of some recent simulations by Nick
Parker in which a similar mechanism of interaction is observed between vortices, thereby
strengthening the general nature of this effect. When a double well trap in two dimensions
contains vortices of the same polarity in both wells, at different initial radial positions,
the motion of one significantly affects the motion of the other. A similar periodic cycle
of characteristics as in the case of solitons is observed. When the vortices are of opposite
polarity however, the motion of each vortex remain unaffected by the presence of the other.
The energy exchange between vortices happens over a much quicker timescale than for
solitons, taking only ∼ 10 oscillations in the trap before a significant change in the vortex
radial coordinate can be observed. Therefore, vortices are likely to be a better candidate
for the experimental observation of this effect.
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7.2 Finite temperature vortex dynamics
As a result of finite temperature, a vortex loses energy and this causes it to spiral radially
out of a condensate. We investigated this using the ZNG scheme. Advantages to this
scheme include: the thermal cloud and condensate densities can be observed separately
and the effect of the individual collision processes on the dynamics in question can be
assessed.
We investigated the rate of decay of vortices as a function of temperature, in a pancake
shaped geometry. We found that the rate of decay of a vortex is not only dependent on the
temperature of the system but also on its initial position due to the system inhomogenity.
As the temperature of the system increased, the rate of decay of a vortex increased. At
the higher temperatures we investigated, it also became apparent that by increasing the
vortex radial coordinate the decay rate of the vortex is also significantly increased, as a
result of the increasing density of the thermal cloud closer to the edge of the condensate.
When these simulations were repeated with or without the collisions, we observed that the
absence of any of the collision processes in the simulations reduces the rate of decay of the
vortex, most significantly so when the particle-exchanging, thermal-condensate collisions
are neglected. The remaining finite temperatures vortex results were obtained with the
inclusion of all collision terms.
The precession frequency of a vortex for the same geometry increased with temper-
ature. This was confirmed for trapping parameters of a recent experiment [31]. These
simulations were repeated for various atom numbers and trapping potentials, and similar
agreement was found for all temperatures. The vortex core brightness, a quantity which
has previously been suggested would be a possible mechanism for thermometry in a system
such as this [235], was also seen to increase with temperature and again good agreement
was observed between different atom numbers and trapping frequencies. More analysis is
required however, before this becomes a tool for thermometry.
In the final part of this chapter, we investigated how rotating the thermal cloud could
be used as a method to move a vortex to a predetermined position. We presented initial
findings, using the parameters of an experiment which is in the early stages of investigating
rotating the thermal cloud in the same sense of the vortex precession in order to move the
vortex towards the centre of the condensate [236]. We found that the translation occurs
over a much longer time scale than the preliminary experimental results. We understand,
through correspondence with the experimental group that throughout the duration of the
experiment, the temperature rises and atoms are lost from the system. Further investi-
gation is required by both the experimental group and us in order to understand how to
accurately model this experiment.
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7.3 Finite temperature double well dynamics
In a recent experiment in which a double well is formed on the underside of an atom
chip [34], the oscillations of population imbalance suffered significant damping over a short
period of time. This motivated our study of the effect of finite temperature on double well
dynamics. All results presented for double wells are in the absence of collisions, due to
technical reasons in our code which we will address in Sec. 7.4.3.
We initially analysed a symmetric double well formed by imposing an optical potential
in one direction of a harmonic trap [154]. For finite temperatures, due to the presence
of thermal atoms in the system we measured the total, thermal as well as the conden-
sate population imbalance and found that, as the result of the mean-field potential of
the condensate on the thermal cloud the amplitude of oscillation of the total population
imbalance is less than that for the condensate imbalance. From the Fourier spectrum of
these oscillations, we found that all the aforementioned population imbalances oscillate
with the same frequency, this included the evolution of phase difference between the two
wells. We observed increased damping and phase shift on the Josephson oscillations, as
the temperature is increased.
Repeating the analysis on the complicated atom chip double well, we found the popu-
lation oscillations in this trap have two dominant frequencies as observed experimentally.
When the temperature is increased, we observed damping of the population dynamics but
on a much longer timescale than that observed in the experiment. We stress the fact that
collisions were neglected in this analysis and since we have previously seen an increased
rate of decay in the case of a vortex, we would expect the damping rate of population
imbalance to also increase if collision dynamics were included in these simulations.
7.4 Further work
7.4.1 Vortex quantities at finite temperature
In Chapter 5 we presented the effect of temperature on precession frequencies and vortex
core brightness. We found similar behaviour with increasing temperature for the different
atom numbers and trapping frequencies. In Sec. 5.5 we discussed the suggestion of vortex
core brightness as a quantity to determine the temperature of a system [235]. We propose
that both precession frequency and vortex core brightness could be used in conjunction as
a thermometer for such systems. This would mean an extensive sweep of trapping param-
eters, atom number and vortex radial coordinate in order to understand the behaviour
and dependence of these quantities on such parameters, as well as temperature.
An ongoing investigation is the rotation of the thermal cloud in order to manipulate the
position of the vortex to compare with preliminary data from a recent experiment [236]
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for which we presented early findings in Sec. 5.6. This could be a useful method for
experimentally manipulating a vortex into the desired position, particularly, since it is
difficult to predetermine the position of a vortex when it is being generated (see Chapter 1
Sec. 1.3.2). Our current results show a much slower motion of the vortex towards the
centre of the trap than has been seen so far in these experiments, however, since atoms
are lost and the temperature rises during the experiment, we need to do more investigation
into modelling this accurately.
7.4.2 Multiple vortices
In Chapter 3, we demonstrated a sound mediated interaction mechanism between solitons
at zero temperature and briefly introduced work done by Nick Parker to observe a similar
exchange of characteristics between vortices. Then, in Chapter 5, we assessed the effect
of finite temperature on a single vortex in a harmonic trap. In the future we would like
to combine these two topics and model more than one vortex in a harmonic trap and
understand how the trajectories are modified by each other, as well as the effect finite
temperature has on their dynamics.
This investigation would be experimentally relevant since, during vortex creation, it is
possible that more than one vortex enters the system. Using the ZNG scheme enables us
to easily view the condensate and thermal cloud densities separately. In Fig. 7.1 we show
snapshots in time of an axial view of a condensate in a harmonic trap (ω⊥ = 2pi × 129
Hz, ωz =
√
8ω⊥), containing two off-centred vortices at positions rv1 ' 0.5l⊥ and rv2 '
1.2l⊥ at the temperature 0.3Tc. The vortices are created by multiplying the condensate
wavefunction by a phase factor (Chapter 5, Eq. 5.9) at all the points in which we want to
create a vortex.
The peaks in the thermal cloud density corresponding to the positions of the vortices
in the condensate can be clearly seen.
Figure 7.1: Density cross sections of the condensate (top) and thermal cloud (bottom) (NTOT =
10000, T = 0.3Tc) at times (from left to right) 1ω
−1
⊥
, 2ω−1
⊥
, 3ω−1
⊥
and 4ω−1
⊥
.
In Fig. 7.2 we plot the x-position of these vortices over time. The amplitude of these
oscillations are significantly modified due to the presence of the other vortex in the system
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with each vortex oscillating between two radial positions. These results are for the low
temperature of 0.3Tc and much investigation needs to be carried out at higher temperatures
to assess the dependence of this interaction on the presence of thermal atoms in the system.
0 10 20 30 40 50
Time (ω⊥
-1)
-1
0
1
x
v
 
(l ⊥
)
Figure 7.2: x-position of vortices vs. time. Initial positions rv1 ' 0.5l⊥ and rv2 ' 1.2l⊥, NTOT =
10000.
When we have assessed the temperature dependence of this interaction mechanism
between two vortices, we would like to extend the analysis to multiple vortices and finally
a lattice.
Vortex Lattice
If a condensate is rapidly rotated, a vortex lattice can form [220]. Large lattices of this
type have been observed experimentally [115] as well as their subsequent decay [49]. These
lattices are highly regular, resembling the triangular flux-line Abrikosov lattices in type-II
superconductors [242]. Collective elliptical oscillations of vortices about their equilibrium
positions called Tkachenko oscillations [243], have been predicted to occur (see [79] for a
review) and subsequently observed in atomic condensates [244].
In Fig. 7.3 we show a small lattice of 12 vortices, in a system with NTOT = 10000
atoms with the same trapping parameters as in Figs. 7.1 and 7.2 at a temperature of
T = 0.6Tc.
In summary, we aim to extend our analysis of single vortices at finite temperature to
multiple vortices as well as large vortex lattices in which Tkachenko oscillations can be
observed, to understand how their interactions are affected by the presence of a thermal
cloud.
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Figure 7.3: Density cross sections of the condensate (left) and thermal cloud (right) of a small vortex
lattice with 12 vortices. The axes are the same in both directions with the range −7.5 ≥ x, y ≤ 7.5.
T = 0.6Tc, NTOT = 10000.
7.4.3 Implementation of the ZNG equations for other geometries
The version of the code which we are currently using to solve the coupled ZNG equations
makes use of cylindrical symmetry in order to increase numerical efficiency (as has been
highlighted in Chapter 4). This works well for geometries which have such symmetry, for
example the harmonic trapping potential used in Chapter 5. However, when geometries
which are asymmetric in the x and y direction are investigated, the code may run into
numerical difficulties. It is for this reason which we were unable to solve the full dynamical
equations, i.e. including collision terms for the double well geometries in Chapter. 6.
In Chapter 4 Sec. 4.2.1 we gave a detailed explanation of how cylindrical symmetry is
used to assign position and momenta to test particles during initialisation. We have already
adapted this to make it fully 3D for the geometries presented in Chapter 6. When the
test particles are binned however, they are done so in radial and axial bins (see Sec. 4.2.2)
which are subdivided further into cells for the collisions to happen (see Sec. 4.3.1). This is
not the optimal way of binning the test particles when the geometry is not of a cylindrically
symmetric form.
We aim to develop the code such that the cells in which the test particles are binned
in are square such that any geometry can be studied. Square bins have been implemented
for solving the Boltzmann this way in [215] in which the further step of having dynam-
ical binning has been undertaken, however, the thermal-condensate, particle exchanging
collisions are ignored in this work.
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Derivation of the Gross-Pitaevskii
and Bogoliubov Equations
A.1 Derivation of the Gross-Pitaevskii equation
The second quantised Hamiltonian has the form:
Hˆ =
∫
drΨˆ†(r)
[
− ~
2
2m
∇2 + Vext(r)
]
Ψˆ(r) (A.1)
+
1
2
∫
dr
∫
dr′Ψˆ†(r)Ψˆ†(r′)V (r− r′)Ψˆ(r′)Ψˆ(r). (A.2)
For the purpose of conserving space in this appendix we will furthermore denote the terms
in the square brackets as hˆ0 and replace the exact interatomic interaction by a contact
interaction (as in Chapter 2, Eq. (2.6)), the Hamiltonian becomes,
Hˆ =
∫
drΨˆ(r, t)hˆ0Ψ(r, t) +
g
2
∫
drΨˆ†(r, t)Ψ†(r, t)Ψ(r, t)Ψ(r, t). (A.3)
We substitute Ψˆ(r, t) = φ(r, t) + ψˆ(r, t) into this Hamiltonian and get
Hˆ =
∫
dr
(
φ∗ + ψˆ†)hˆ0
(
φ+ ψˆ
)
+
g
2
∫
dr
(
φ∗ + ψˆ†
)(
φ∗ + ψˆ†
)(
φ+ ψˆ
)(
φ+ ψˆ
)
=
∫
dr
(
φ∗hˆ0φ+ φ
∗hˆ0ψˆ + ψˆ
†hˆ0φ+ ψˆ
†hˆ0ψˆ
)
+
g
2
∫
dr
(
φ∗φ∗ + 2φ∗ψˆ† + ψ†ψ†
)(
φ2 + 2φ∗ψˆ + ψˆψˆ
)
(A.4)
where the explicit dependence of φ and ψ on position and time is assumed.
The Hamiltonian can now be separated into parts according to the dependence of ψ, the
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fluctuation term.
Hˆ = H0 + Hˆ1 + Hˆ2 + Hˆ3 + Hˆ4
where the contributions are,
H0 =
∫
dr
(
φ∗hˆ0φ+
g
2
|φ|4) (A.5)
Hˆ1 =
∫
dr
[
ψˆ†
(
hˆ0φ+ g|φ|2
)
φ+ φ∗
(
hˆ0 + g|φ|2
)
ψˆ
]
(A.6)
Hˆ2 =
∫
dr
[
ψˆ†
(
hˆ0 + 2g|φ|2
)
ψˆ +
g
2
(
(φ∗)2ψˆψˆ + φ2ψ†ψ†
)]
(A.7)
Hˆ3 = g
∫
dr
[
φψˆ†ψˆ†ψˆ + φ∗ψˆ†ψˆψ
]
(A.8)
Hˆ4 =
g
2
∫
dr
(
ψˆ†ψˆ†ψˆψˆ
)
(A.9)
H0 has no operator dependence i.e. it is a purely classical quantity.
If the Hamiltonian is approximated by H0 (i.e. all the atoms are assumed to be in
the condensate, therefore ψˆ = 0), when it is substituted into the Heisenberg equation of
motion (as in Sec. 2.1) the resulting evolution equation is the GPE which is accurate at
zero temperature and is written,
i~
∂φ(r, t)
∂t
=
[
− ~
2
2m
∇2 + Vext(r, t) + g|φ(r, t)|2
]
φ(r, t). (A.10)
A.2 The dimensionless Gross-Pitaevskii equation
The Gross-Pitaevskii equation in 1D is written as follows
i~
∂φ(z, t)
∂t
=
(
− ~
2
2m
∂2
∂z2
+ V (z) + g|φ(z, t)|2 − µ
)
φ(z, t) . (A.11)
where it is convenient to work with a complex wavefunction φ(z, t), which is normalised
to unity i.e.
∫
|φ(z, t)|2dz = 1. (A.12)
To nondimensionalise Eq. (A.11) in terms of the length scale of the system, i.e. the
harmonic oscillator length l⊥ =
√
~/(mω⊥), we introduce the rescalings
φHO(z, t) = l⊥φ(z, t), tHO = ω⊥t, zHO =
z
l⊥
(A.13)
where the subscript HO denotes the nondimensional quantity. In these units, the energy
is rescaled in units of ~ω⊥.
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The resulting, nondimensional equation is written as
i
∂φHO
∂tHO
=
(
−1
2
∂2
∂z2HO
+ VHO + gHO|φHO|2 − µHO
)
φHO (A.14)
where VHO = 0.5z
2
HO, gHO = g1D/(~ω⊥l⊥), µHO = µ/(~ω⊥) and we have assumed the
explicit dependence on z and t.
Using similar arguments, the 3D GPE can be reduced to dimensionless form.
A.3 The Bogoliubov equations for condensate excitations
At zero temperature, excitations of the condensate can be obtained by accounting for
perturbations around the condensate ground state via
φ(r, t) = e−iµt/~[φ0(r) + δφ(r, t)] (A.15)
δφ represents condensate fluctuations around the ground state φ0. Substituting (A.15)
into the GPE A.10, subtracting the time independent GPE (Chapter 2 Eq. (2.19)) and
linearising results in the an equation for the excitations around the ground state of the
condensate,
i~
∂
∂t
δφ(r, t) = [hˆ0 + 2g|φ0(r, t)|2 − µ]δφ(r, t) + gφ20δφ∗(r, t). (A.16)
To solve for the collective modes of the system, we look for solutions of the form
δφ(r, t) =
∑
i
[ui(r)e
−iωit + v∗i (r)e
iωit]. (A.17)
where i labels the different modes and ωi are the respective frequencies. This is substituted
into Eq. (A.16) and after the prefactors of the exponentials have been collected we get
two coupled equations. These equations are commonly known as the Bogoliubov equations
(analogous to the Bogoliubov de Gennes equations in superconductivity).
(hˆ0 + 2g|φ0(r)|2 − µ)ui(r) + g[φ0(r)]2vi(r) = εiui(r) (A.18)
(hˆ0 + 2g|φ0(r)|2 − µ)vi(r) + g[φ0(r)]2ui(r) = −εivi(r) (A.19)
εi = ~ωi are the dressed/quasiparticle energies (since these are zero temperature equations,
the dressing arises from mean-field coupling).
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These equations can be represented in matrix notation by
(
Lˆ(r) Mˆ(r)
−Mˆ∗(r) −Lˆ∗(r)
)(
ui(r)
vi(r)
)
= εi
(
ui(r)
vi(r)
)
(A.20)
where hˆ0 + 2g|φ0(r)|2 − µ = Lˆ(r) and g[φ0(r)]2 = Mˆ(r).
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Density Matrix
A density matrix is a useful phase space probability measure (the quantum analog to distri-
bution functions in classical mechanics) for systems which are described by a superposition
of many states. i.e. a mixed state.
We provide an example where the equation for the expectation value of an operator Aˆ,
for a state in which the system in the state |ψi〉, with probability ωi can be written using
a density matrix.
〈Aˆ〉 = TrρˆAˆ (B.1)
where the density matrix is given by ρˆ =
∑
i ωi|ψˆi〉〈ψi|.
Since the Trace of a matrix is a summation over all the diagonal elements of the operator
e.g. TrBˆ =
∑n
j=1〈j|Bˆ|j〉 = Bjj, where |j〉 is an orthonormal basis set, we have
Tr(ρˆAˆ) =
n∑
j=1
n∑
i=1
ωi〈j|ψi〉〈ψi|Aˆ|j〉 (B.2)
=
n∑
j=1
n∑
i=1
ωi〈ψi|Aˆ|j〉〈j|ψi〉 (B.3)
=
n∑
j=1
n∑
i=1
ωi〈ψi|Aˆ|ψj〉 (B.4)
as
∑ |j〉〈j| = I, the identity.
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Determination of Collision
Probabilities
The number of particles leaving the phase space volume element drdp/(2pi~)3 per unit
time as a result of collisions involving either condensate or test particles is given as
drdp/(2pi~)3Coutij where ij stands for either 12 or 22 to denote the collision type. There-
fore, the average number of particles undergoing a collision in the space dr per unit time is
given by integrating over momenta. To achieve the average number of atoms undergoing
a collision per unit volume and time at a particular point in space, r it is necessary to
compute
Γoutij (r, t) =
∫
dp
(2pi~)3
Coutij , (C.1)
and the same is true of ‘in’ collisions of either nature.
If the average time between collisions is given by τij, then the probability that a collision
has occurred for a single test particle in the time step dt is
Pij =
dt
τij
. (C.2)
This means, that in a single volume dr the number of atoms experiencing a collision in
the time interval dt, is given by the number of atoms in the volume element i.e. n˜(r, t)dr,
multiplied by the probability that a collision has occurred for each particle,
n˜(r, t)dr
dt
τij
. (C.3)
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Now we have a new expression for the average number of atoms suffering a collision per
unit volume and per unit time at the point r,
Γoutij =
n˜(r, t)
τij
, (C.4)
and have two relations for Γoutij . The same analysis can be applied to obtain a similar
relationship for Γinij .
If we specifically now look at the Cout12 collisions we can determine this probability. We
have,
Γout12 (r, t) =
∫
dp
(2pi~)3
Cout12 =
n˜(r, t)
τ12
(C.5)
and we know that
n˜(r, t) =
∫
dp
(2pi~)3
f(p, r, t). (C.6)
where the scattering cross section is given by σ = 8pia2s.
From the relations above, we can deduce that the rate of increase in the number of thermal
atoms per unit volume and per unit time as a result of the collision with a condensate
atom is given by
Γout12 =
σnc
pim2(2pi~)3
∫
dp1
∫
dp2
∫
dp3δ(pc + p1 − p2 − p3)δ(εc + ε˜1 − ε˜2 − ε˜3)
× f1(1 + f2)(1 + f3). (C.7)
The rate of decrease of the number of thermal atoms per unit volume per unit time as a
result of collisions with condensate atoms is given as
Γin12(r, t) = −
σnc
pim2(2pi~)3
∫
dp1
∫
dp2
∫
dp3δ(pc + p1 − p2 − p3)δ(εc + ε˜1 − ε˜2 − ε˜3)
× (1 + f1)f2f3. (C.8)
Similarly the rate of collisions between thermal atoms (C22 collisions) is given by
Γout22 (r, t) =
σ
pim2(2pi~)6
∫
dp1
∫
dp2
∫
dp3
∫
dp4δ(p1 + p2 − p3 − p4)δ(ε˜1 + ε˜2 − ε˜3 − ε˜4)
× f1f2(1 + f3)(1 + f4). (C.9)
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Our final rates of collisions are given, with interchanged atom indices for uniformity, by
Γout12 (r, t) =
σnc
pim2(2pi~)3
∫
dp2
∫
dp3
∫
dp4
× δ(pc + p2 − p3 − p4)δ(εc + ε˜2 − ε˜3 − ε˜4)
× f2(1 + f3)(1 + f4). (C.10)
Γin12(r, t) =
σnc
pim2(2pi~)3
∫
dp2
∫
dp3
∫
dp4
× δ(pc + p3 − p2 − p4)δ(c + ε˜3 − ε˜2 − ε˜4)
× f2(1 + f3)f4. (C.11)
Γout22 (r, t) =
σ
pim2(2pi~)6
∫
dp1
∫
dp2
∫
dp3
∫
dp4
× δ(p1 + p2 − p3 − p4)δ(ε˜1 + ε˜2 − ε˜3 − ε˜4)
× f1f2(1 + f3)(1 + f4). (C.12)
These expressions all contain integrals over momenta. The technique of Monte Carlo
sampling is a useful tool to approximate integrals when the integrand of a multidimensional
integral has a complicated shape but is not strongly peaked in local regions. Sampling
over momentum space is how the link between the expressions (C.10) and (C.12) is made
to probabilities which we can calculate numerically.
The Monte Carlo probability expressions, which we quote in Chapter 4, Sec. 4.3.2,
have been derived both in [59, 159].
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Experimental Trapping Potential
D.1 The double well trap
This appendix reproduces details of the double well potential used in the experiment of
Thywissen [34], as explicitly discussed in [240]. The trapping potential is formed on the
underside of an atom chip through coupling of Ioffe-Pritchard style static magnetic trap
with radio frequency (rf) magnetic fields. This combination has been recently developed
to overcome the rigidity of the usual static magnetic trap and allow more complex systems
such as atom interferometers and beam splitters to be investigated [238].
The rotating wave approximation is used to derive an analytic form of the double well.
This is a common approximation used in dressed states which is valid when the dressing
intensity is weak. The trapping potential is given by
U(r) = m′F
√
[~ωrf − gFµBBs(r)]2 +
[
gFµBBrf,⊥(r)
2
]2
(D.1)
where the static magnetic field, Bs(r), is a Ioffe Pritchard style trap in which no atoms
are lost through Majorana losses since B 6= 0. Bars create a radial quadrupole magnetic
field and coils in the centre of these bars create and offset in the field which prevent this.
The static trap has components
Bs = Bxxˆ+Byyˆ +Bzzˆ, (D.2)
Bx(x, z) = B
′x− B
′′
2
xy, (D.3)
By(x, y, z) = Bs(0) +
B′′
2
(y2 − 1
2
(x2 + z2)), (D.4)
Bz(y, z) = −B′z − B
′′
2
yz, (D.5)
Bdc =
√
Bx
2 +By
2 +Bz
2 (D.6)
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with the quantities
Bs(0) =
2~νTB
m′F gFµB
static-trap bottom (D.7)
B′ =
√
mBs(0)
m′F gFµB
(
ω2x,z +
ω2y
2
)
, gradient (D.8)
B′′ =
mω2y
m′F gFµB
curvature. (D.9)
and trap bottom frequency, νTB.
The magnitude of the oscillating field perpendicular to the static field at each point r is
given by
Brf,⊥(r) = |Bs ×Brf(r)|/|Bs(r)|. (D.10)
Since the rf oscillates in the xˆ direction, Brf = Brf xˆ; therefore, the component of the
oscillating field perpendicular to the static field is:
Brf,⊥(x, y, z) = Brf
√
1−
(
Bx(x, z)
Bdc(x, y, z)
)
. (D.11)
The potential can now be written as:
Uext(x, y, z, δ) =
1
h
√
(mF gFµBBdc(x, y, z) − 2h(δ + νTB))2 +
(
mF gFµBBrf,⊥(x, y, z)
2
)2
(D.12)
Additionally the cloud is compressed in the weak direction to prevent the atoms from
falling under gravity. The beam is much larger than the condensate size and so the trapping
in the z direction takes the form of a harmonic potential which is added to the effective
potential. The frequency of this is measured and denoted by, ωz0. The potential value at
the centre of the trap is subtracted (µBBdc(0, 0, 0) = 2hνTB and Brf,⊥(0, 0, 0) = Brf). The
final analytic expression for the trapping potential has the form [34, 240]:
Vext(x, y, z, δ) =
1
h
√
(µBBdc(x, y, z) − 2h(δ + νTB)2) +
(
µBBrf,⊥(x, y, z)
2
)2
−1
h
√
(2hδ)2 +
(
µBBrf
2
)2
+
1
2
mω2z0z
2. (D.13)
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