Image segmentation with one shape prior is an important problem in computer vision. Most algorithms not only share a similar energy definition, but also follow a similar optimization strategy. Therefore, they all suffer from the same drawbacks in practice such as slow convergence and difficult-to-tune parameters. In this paper, by reformulating the energy cost function, we establish an important connection between shape-prior based image segmentation with intensity-based image registration. This connection enables us to combine advanced shape and intensity modeling techniques from segmentation society with efficient optimization techniques from registration society. Compare with the traditional regularization-based approach, our framework is more systematic and more efficient, able to converge in a matter of seconds. We also show that user interaction (such as strokes and bounding boxes) can easily be incorporated into our algorithm if desired. Through challenging image segmentation experiments, we demonstrate the improved performance of our algorithm compared to other proposed approaches.
Introduction
Energy minimization is widely considered to be an efficient approach to the image segmentation problem. However, intensity-based data energy terms alone are typically inadequate, and therefore regularization terms are very important in order to obtain the desired result. Typical regularization terms are based on length and curvature, which tend to be weak and sometimes cannot describe the underlying segmentation problem. In many applications, we may have a priori knowledge about the shape of the object we are looking for, and incorporating such shape prior knowledge into the segmentation problem can drastically improve the segmentation performance. Here we focus on the case when a single shape prior template is available, an area of recent research interest [4, 11, 13, 26, 19, 29] .
Most regularization-based algorithms for segmentation with a single shape prior follow a similar strategy, and they generally suffer from similar drawbacks when applied in practice(see Section 2) . In this paper, we reformulate the regularizationbased single-shape-prior segmentation problem and develop a template-based approach to produce a segmentation. The contributions of our new template-based reformulation are:
1. To the best of our knowledge, we are the first to connect single shape-prior based image segmentation to intensitybased image registration, by optimizing only over the transformation space of the shape template. 2. We show the intensity model used in our work can take more general forms. For example, it can be either predefined or estimated from the user input, such as strokes or bounding box. It can also be refined iteratively from the intermediate segmentation result. 3. We propose an efficient and systematic approach to optimize the energy function. Our approach first rapidly computes the optimal global similarity transformation with an efficient frequency-domain algorithm. If desired, we can further refine the segmentation by locally deform the shape template to minimize the cost function. With our current unoptimized C++ code, our algorithm converges within a few seconds on an ordinary computer. In contrast, iterative regularization-based methods are typically much slower.
This paper is organized as follows. In Section 2, we review representative regularization-based approaches for the problem, and show how they can all be formulated in the same framework. We then point out the unavoidable drawbacks of this framework that motivate us to rethink the underlying formulation. In Section 3, we describe our new template-based formulation along with its advantages over the standard regularizationbased formulation. We also make the connection between this new formulation with the intensity-based image registration problem. Due to this new formulation, we are able to design an extremely efficient and powerful approach described in Section 4. Section 5 discusses different kinds of intensity models that can be incorporated into our framework. We then show the experimental results in Section 6 and conclude in Section 7.
Regularization-based formulations
For the problem of image segmentation with one shape prior, most previous work defines an energy function in the following way: E(C, T ) = E data (C, I) + λ · D(C, T (C re f ))
where I is an input image I : Ω → R, C is a shape representation, T is a shape transformation and D is a shape distance measure. The most common shape representations C used in the literature include parametric shape representations: [0, l(C)] → R [16, 26] , signed distance functions (SDFs) φ : Ω → R [6, 10, 4] , binary characteristic functions u : Ω → {0, 1} [11, 13] , or very recent work on relaxed characteristic functions u : Ω → [0, 1] [19, 29] . Typical transformations T discussed in the shape-prior segmentation is limited to parametric global transformation, include rigid, similarity or more general projective transformations [21] . Various shape distance measures D have been proposed; Cremers et al. [8] gives a quick review of different shape distance measures when the shape is represented as a SDF. As for the data term E data , most approaches use a region-based Maximum Likelihood (ML) model [31] or a boundary-based gradient model [3] . It is also possible to combine these two models together. When the shape is represented parametrically, as in [16, 26] , there are many shape descriptors that are invariant to certain geometric transformations T . For example, curvature (either integral or differential) is an invariant shape measure with respect to rigid transformations [16] , and tangent angle is an invariant shape measure with respect to translations [26] . However, the shape distances D based on these shape descriptors are not usually invariant to these geometric transformations, since correspondence between the shapes affects these distances. Therefore, instead of optimizing over the geometric transformations T , a shape correspondence or a diffeomorphism m : [0, l(C)] → [0, l(C re f )] is optimized instead where l(·) is the Euclidean length.
These different approaches not only share similar energy functions, but also follow similar optimization strategies. The typical optimization strategy employed is the following alternating procedure:
1. Fix T and update C. This becomes a standard image segmentation problem and common optimization methods include level-set-based gradient descent [6, 10, 4, 16, 5] , discrete graph cuts [11, 13] or the recent convex continuous cut method [19, 29] . The drawback of level-set gradient-based methods include numerical issues, slow convergence and local optimality at convergence. Discrete and continuous cut methods are both more efficient and more powerful, so that a global optimum can be recovered. However, only a specific class of energies can be optimized. 2. Fix C and update T . This is typically solved by gradientbased optimization methods such as gradient descent on the parameters of the transformation. 3. Go to Step 1 and iterate until convergence.
An exceptional approach that differs from this framework was proposed by Schoenemann and Cremers [26] , which solves both steps together. They showed that a global optimum can be obtained when the transformation is restricted to translation and the shape is represented parametrically. Rotation can be incorporated in an exhaustive search manner. However, the computational complexity is extremely high even in the 2D rigid transformation case, which makes the approach quite difficult to be applied to more general similarity transformations and 3D applications.
Due to the local optimality of the second step, the overall energy minimization cannot guarantee global optimality. Also, the alternating strategy of optimizing rigid pose and shape can be slow to converge. Other than the inherent local optimality and slow convergence issues, we observe in practice that the regularization-based framework often needs careful tuning (e.g., gradient descent step size, order of parameter update), which makes the approach difficult to be applied in a general setting. This is also pointed out by other researchers [8, 10] .
These shortcomings limit the usage of shape-prior-based segmentation approaches in some applications such as medical imaging, where there is an urgent need to get fast, robust, automatic, and ideally optimal solutions. To better illustrate these shortcomings, Figure 1 illustrates segmentation results of leaf and ultrasound cardiac test images using the recently proposed method of continuous cuts combined with gradient descent on Lie Groups [19] , with a large λ . The algorithm converges to a local optimum in approximately 30 seconds with 100 iterations in both cases. In contrast, our method is able to converge to a near-global optimum in as little as 3 seconds as illustrated in Section 6. Since these drawbacks are inherent in the regularization-based formulation, the main objective of our work is to reformulate the energy function (1) in order to avoid these drawbacks. We note that there is also much work on image segmentation with multiple shape priors [27, 8] . The typical approach is to first build a shape distribution model from training shapes and then fit this model to the image to estimate the segmentation. We do not intend to compare these two problems in this work since they each have their own application area. However, we believe that the problem of segmentation with one shape prior is related to the segmentation with multiple shape priors. For example, by assuming that the underlying distribution of the training shapes is a Gaussian distribution, the single shape prior studied in our work can be obtained from the training shapes as the mean shape [6, 23] . We also show a preliminary example of a straightforward (though not very efficient) extension of our algorithm to the case of multiple shape priors in Section 6.
The template-based formulation
In this paper, we choose the binary characteristic partition u : Ω → {0, 1} as the shape representation for its simplicity. The transformation imposed on the shape template is denoted as T . The exact form of the transformation (similarity, rigid or deformable) will be discussed later in Section 4. We follow the typical framework of using a Maximum Likelihood model as the data energy term:
where P in (x) and P out (x) are the probabilities that pixel x belongs to the object and the background respectively. The exact form of P in (x) and P out (x) can be very general, as we discuss later in Section 5. The log-likelihood map Q(x) describes our confidence that a certain pixel belongs to the object or to the background. The lower Q(x) is, the more likely pixel x belongs to the object, and vice versa. A standard approach is to use parametric distribution, i.e., P in (x) = P(x|θ in ) and P out (x) = P(x|θ out ) where θ in and θ out denote the parameters of the intensity distributions, such as Gaussian and Laplace distribution. For example, when both P in and P out are Gaussian distributions with mean intensities M in and M out and the same variance, then
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Instead of composing this data term with a λ -balanced regularization term as in (1), the reference shape u re f serves as a template in our formulation. That is, we implicitly constrain that u = T (u re f ). Therefore, we end up with the following energy function:
The image segmentation problem thus corresponds to minimizing (4) only over the geometric transformation parameters T . This template-based formulation seems at first sight to be a trivial improvement; however, it offers many advantages compared with the traditional regularization-based formulation (1) . One obvious advantage is that there is no balance parameter λ , which is also equivalent to setting λ to infinity 1 . One might argue that by setting λ to infinity is too restrictive since it will over emphasize the shape regularization term. However, as we will discuss in Section 4, by allowing the transformation space to include deformable transformation, this limitation is largely avoided. A more important implication of this framework is that it shows clearly the connection between shape-prior based image segmentation and intensity-based image registration as we will discuss next.
Connection to the registration problem
This template-based reformulation of image segmentation with one shape prior is clearly related to image registration. That is, the segmentation problem is equivalent to registering the binary shape template u re f and the image log-likelihood map Q when the registration metric is standard correlation. The image registration problem has been heavily studied, and many algorithms have been proposed so far. We refer the readers to the survey [32] for a complete review.
Registration methods based on features such as SIFT [15, 1] are very successful in many applications when distinctive features of the same object in different scenes can be detected. However, it is not straightforward to apply these techniques in segmentation problems. Fig. 2 illustrates the SIFT features ( [15] ) detected on an ultrasound cardiac test image and a clean shape template. Due to the cluttered background and noise, the SIFT algorithm fails to match any of the features between them. Furthermore, feature-based registration methods do not provide any optimality guarantee regarding the estimated transformation. Another major category of registration is intensity-based registration. To efficiently optimize (4), most intensity-based registration algorithms tend to apply various forms of gradientbased strategies (e.g., gradient-descent or Levenberg-Marquardt) to a cost metric. This is a powerful approach when the transformation is non-rigid or deformable, as we discuss later in Section 4.3. However, when the transformation is limited to the global similarity transform, the registration cost function is non-convex with respect to the similarity transformation parameters (translation, rotation and scaling). Therefore, it is difficult to efficiently locate the optimum solution with gradient-based local optimization techniques. Fig. 3 illustrates an attempt to segment an image based on registering the log-likelihood map to the binary shape template with the correlation metric under similarity transform. Using gradient descent optimization with a multi-resolution framework (3 levels), the algorithm converges to a local optimum in approximately 15 seconds. In contrast, our method is able to achieve a near-global optimum in 3 seconds (see Section 6).
(a) (b) (c) A less popular registration method is frequency-domain approaches, or template matching [20, 30, 14] . Although it has certain drawbacks when applied to the image registration application [32] , it is an ideal approach to our similarity transformation estimation step as we will discuss next. However, our segmentation framework differs from standard frequency-domain registration approaches in several aspects.
Standard correlation metric has many disadvantages in
image registration application. For example, it is not invariant to changes in image intensities such as those caused by changing lighting conditions across the image sequence. Therefore, normalized cross-correlation is typically used in the template matching [14] . However, in our application, correlation is the correct registration metric, derived directly from the Maximum Likelihood model (2). 2. While in typical registration application, two images are considered to be roughly in the same intensity range, in our segmentation application, this is no longer true. The shape template image is binary image u : Ω → {0, 1}, while the log-likelihood map Q ranges from −∞ to ∞. The different intensity range makes some algorithms, such as Fourier-Mellin transfrorm [20] , not directly applicable to our segmentation problem.
Efficient optimization
Inspired by frequency-domain image registration approaches [20, 30] , we will first develop an efficient algorithm to search for the globally optimum solution when the only transformation T is a translation vector t. We then discuss how to incorporate the rotation angle r and scaling factor s. We also show how deformable registration techniques can also be applied to our segmentation framework, which greatly reduces the dependence on an accurate reference shape model. We assume all the transformation parameters (t, r and s) are bounded, i.e.,
Translation only
Let's first consider the simplest case where the transformation is a translation t. Then the discretized energy model (4) can be simply written as:
and the segmentation problem is stated as finding the best translation vector t such that the inner product of the shifted u and the log-likelihood map Q is the maximum. As we mentioned, a gradient-based method will give a local optimum. Since t is bounded, exhaustive search will guarantee the global optimum; the question is how to make it efficient.
Since the correlation metric used in (5) has a dual in the Fourier domain, we can apply an extremely efficient search method based on the Fast Fourier Transform (FFT) [7] , inspired by frequency-domain image registration approaches [20] . From the basic facts of signal processing, the Fourier shift theorem shows that (5) can also be written as:
where F , F −1 and F * denote the Fourier transform, the inverse Fourier transform and the complex conjugate of the Fourier transform respectively. We note that the Fourier shift theorem requires a circular shift instead of the linear shift commonly encountered in registration. Since the shape template u consists of a flat background, and the ground truth object sits within the image domain with all detail situated away from the edges, a linear shift will be equivalent to a circular shift, and the above derivation will hold exactly.
The benefit of converting from the spatial domain to the frequency domain is obvious. The computational complexity of the exhaustive evaluation drops from O(N 4 ) in the spatial domain to O(N 2 log N) in the frequency domain, thanks to the efficient FFT [7] . The reduced complexity makes the algorithm extremely fast, requiring only a fraction of a second (including both FFT and finding the extrema) on a 1000x1000 image to obtain the global optimum. One possible further speed up is to use a coarse-to-fine search strategy, where a coarse translation space is first evaluated and the shape template is positioned to the best location. This can be accomplished by subsampling both the shape template and the likelihood map and apply the Fourier shift theorem as in (6) . Then a finer search strategy is applied around the current shape template position. We observe in practice that this corase-to-fine strategy is slightly faster. Fig. 4 illustrates one experiment with Fig. 4a showing the noisy image I that we want to segment. The log-likelihood map Q is obtained from I with a two-phase parametric Gaussian model with mean intensities 0 and 255 and the same variance as in 3. Fig. 4b shows the shape prior template u, which is translated from the ground truth. Fig. 4c shows the corresponding E(t) where the white spot clearly indicates the global minimum. The optimal segmentation result is illustrated in Fig. 4d . 
Rotation and scaling
The FFT-based algorithm can guarantee the global optimum of (4) when only translation is considered. However, it is not straightforward to extend this method to include rotation and scaling. We first discuss when the translation is known and the only transformation considered is a rotation and uniform scaling. Inspired by the work of image registration using the log-polar transform [30] , we develop a similar algorithm appropriate for our image segmentation purpose.
Consider the log-polar coordinate system (a, b), where a denotes log radial distance from the center and b denotes angle. We assume that the center is pixel (0, 0). Therefore, any point (x, y) in Cartesian space can be represented in log-polar coordinates:
It is easy to show that isotropic scaling (sx, sy) in the Cartesian space transforms to a linear shift of the a axis by log s in the log-polar space. Similarly, the rotation (x cos r +y sin r, −x sin r + y cos r) in the Cartesian space transforms to a circular shift of the b axis by r in the log-polar space. Therefore, the rotation and scaling transformations map to simple translations in the log-polar space and we can employ a similar FFT-based technique to recover the scale s and rotation r. Due to the linear shift of the scale in the log-polar space, the Fourier shift theorem will not hold exactly. In such cases, a window filter function (like a Hamming window) along the a axis should be employed before the Fourier transform to reduce edge effects, and this may reduce the accuracy of the scale estimation to be nearoptimal. 2 This implies that when the center of the transformation is fixed, the rotation and scale parameters can be optimized near-globally. Fig. 5 illustrates the segmentation result when only rotation and scaling are considered. We also show the log-polar image of the log-likelihood map Q and the shape template u re f in 2 However, we did not observe this frequently in our experiments. 
Deformable transformation
So far the transformation is restricted to the global similarity transformation where the final segmentation result is simply the translated, rotated and the scaled version of the shape reference template. Although fast and efficient, it is clearly limited in practice, where the target segmentation typically has certain degree of deformable transformation compared to the reference shape. Fortunately, by reformulating our segmentation problem we are able to apply deformable registration techniques to our segmentation application.
The nature of the local deformation of the shape can vary significantly, therefore difficult to describe via global parametrized transformations. Instead, we have chosen an free-form deformation (FFD) model, based on B-Splines, to deform the shape template by manipulating the underlying mesh of control points. The cubic B-splines function is used in this paper, since it has a local support and guarantees C 1 continuity at control points and C 2 continuity everywhere else. The registration is solved by minimizing the correlation metric (4), with respect to the control lattice deformation, and the rest sample points are interpolated from the control points using cubic B-splines. We briefly outline the main components in our algorithm, and refer the interested readers to many excellent work on FFD registration, such as [24, 17] .
The control points of the underlying mesh domain X × Y over the original shape template domain N × N is defined as,
thus the deformed position of any pixel x = (x, y) is defined by a tensor product of cubic B-splines: 
The control points P are the parameters of the B-spline FFD and the resolution of the control points mesh determines the degree of the deformable deformation. A fine resolution of the mesh enables the modeling of highly local nonrigid deformations, but with the cost of higher computational complexity. To find the optimal transformation, we iteratively minimize the following cost function (4) with respect to the control points P:
where T (x, P) is defined in (8). The iterative algorithm can then be summarized in Algorithm 1. To update the control points, we use the limited-memory Broyden, Fletcher, Goldfarb and Shanno (LBFGS) algorithm, and the control point mesh grid spacing is 8 × 8.
Algorithm 1 Deformable transformation estimation
Input: Shape prior template and the Image I. Pre-computation: Compute the log-likelihood Q from I. Initialize the control points P while Not converged do 1. Calculate the gradient vector, ∇E = ∂ E(P) ∂ P 2. Update control points P end while B-spline interpolation to generate deformed shape template. Fig . 6 illustrates one deformable transformation estimation example. The input shape template in red is overlaid with the given image in Fig. 6a . The green shape in Fig. 6b is the intermediate result in the iterative update process. The final converged segmentation result is illustrated in Fig. 6c . The whole process takes 50 iterations, around 20 seconds to converge, which is slower than global similarity transformation estimation.
The full transformation estimation algorithm
In real-world applications, it is important to consider a full transformation space including both similarity transformation (t,r,s) and deformable transformation. Joint optimizing all of them is intractable. Instead, we believe that before applying a higher-order transformation such as deformation, the accurate and efficient estimation of the simpler similarity transformation is critical. It serves as both a near-optimal solution and an accurate and fast initialization for further deformation estimation. This issue is similar to the challenge of appropriately separating transformation and deformation parameters.
Therefore, in the full algorithm, we first alternately update the translation t and the transformation pair (s, r), as described in Algorithm 2. When the similarity transformation estimation converges to the optimal (t,r,s), we apply the deformation estimation as discussed in Secton 4.3. The input shape template u re f is also the initial shape estimate u 0 . Fig . 7 illustrates an experiment of the full similarity transformation estimation without deformation estimation. Fig. 7b-c show the results after the translation and rotation/scaling estimation in the first iteration. Fig. 7d-e show the results after the translation and rotation/scaling estimation in the second iteration. Finally, Fig. 7f shows the result after the third iteration, which obtains the global optimum. The whole segmentation (with image size 640x480) takes 3 seconds on an ordinary computer, and further speed-up is likely by optimizing our C++ code. Zoom-in results show the accuracy our algorithm can achieve.
By neglecting the window-filtering effect, each individual update of t and (r,s) can obtain the global optimum. However, the overall similarity transformation estimation can not guarantee global optimum for all four parameters. For example, Fig. 8 shows one such experiment. A noise-corrupted image with two scissors (one big and one small) is provided in Fig. 8a . Due to the unnormalized ML energy model of Eq. 4, it is easy to check that the energy of the big scissor segmentation of Fig. 8c is higher than the energy of the small scissor segmentation of Fig. 8b . However, given the initial shape template in Fig. 8a , our algorithm can only converge to the local optimal result in Fig. 8b, while Fig. 8c illustrates the true global optimum. It is straightforward to show that although global optimality is not guaranteed, our similarity transformation estimation leads to the concept of "partial optimality", introduced in [28, 12] . The partial optimum (x * , y * ) of a function f (x, y) is defined with respect to its whole x-section and y-section at (x * , y * ), while a local optimum is defined with respect to only a small neighborhood at (x * , y * ). Wendell and Hurter [28] showed that a partial optimum solution is "almost always" a local optimal solution, but not vice versa. However, rare counter-examples do exist and we refer the reader to [28] for a detailed discussion. Although we can not conclude theoretically that partial optimality is a stronger condition than local optimality due to these counter-examples, we observe in practice that partial optimum has a better chance of achieving global optimum. We could also incorporate multi-start [12] into our approach. This simply amounts to running the algorithm with different initializations, since it has higher chances of obtaining a global optimum result as illustrated in Fig. 10a-b . This practical performance is very desirable in our algorithm since the output of the similarity transformation estimation is used as the input for the final deformation refinement. Therefore, the better the similarity estimation is, the better the final deformation estimation will be. Fig. 9 illustrates a complete experiment where similarity transformation and deformable transformation are both considered, as in Algorithm 2. Fig. 9a shows the input image and the initial reference shape template. Fig. 9b shows the converged result of the similarity transformation estimation after 4 iterations. It also serves as the input to the deformable transformation estimation process, where the final result is shown in Fig. 9c . We note here that the Fourier spectrum itself is translation invariant and its conversion to the log-polar domain maps the rotation and scaling to simple translation. Therefore, a noniterative algorithm can be designed to first estimate the rotation and scaling using the corresponding spectrum of the original images after proper filtering to remove edge effects as discussed in Section 4.2. Then translation is estimated with another FFT after the original images are compensated with the estimated rotation and scaling factors. This framework is very popular in the image registration literature and is known as the FourierMellin transfrorm [20] . However, it is not directly applicable to our image segmentation problem. As we mentioned in Section 3.1, in image registration applications, the intensity distributions of two images are similar to each other; therefore their corresponding spectra are also similar. However, in our segmentation application, with one binary 0-1 image (shape template) and another float image ranging from −∞ to ∞, the Fourier spectra are drastically different, which makes the phasecorrelation method in the spectral domain not applicable.
Intensity modeling
Up to this point, the log-likelihood map Q was simply estimated as the standard two-phase Gaussian model given in (3) and fixed during the iteration. However, the intensity model of the foreground P in (x), background P out (x) and hence the loglikelihood map Q(x) can take many other general forms. 
Interactive segmentation
Interactive image segmentation is very popular and useful as demonstrated recently [2, 22] . User-provided strokes and bounding box not only serve as interactive hard constraints that the segmentation is required to satisfy, but also provided a method to estimate the intensity distributions of both the object and the background.
Assume that O and B denote the subset of pixels a priori known to be a part of "object" and "background" in the image, which can be obtained from user input. Naturally, the subsets satisfy O ∩ B = / 0. In the case of bounding box, the region outside the bounding box is defined to be the background region B, and O = / 0. The log-likelihood map Q can then be defined as:
. P(x|"bkg") and P(x|"obj") are histograms of the pixels x in O and B respectively. If either O or B is empty, then standard Gaussian model can be used. Setting Q(x) to be large positive and negative values for pixels in O and B acts like a hard constraint where the final segmentation must satisfy. This can effectively prune some partial optimum solutions as illustrated in Fig. 10c . Without the user-provided background stroke (in yellow), the segmentation is trapped into the partial optimum (Fig. 8b) .
Gaussian Mixture Model
Aside from simple parametric and non-parametric distributions, we can also incorporate more complex intensity models such as the Gaussian Mixture Model (GMM) [22] into our framework. Each GMM, one for the foreground and one for the background, is defined to be a full-covariance Gaussian mixture with K components each, K = 5 in our experiment, totaling 2K components. The probability density of each intensity value x is contributed by all K components k in , k out ∈ 1, ...K, from either the background or the foreground model. Therefore, the intensity model can be described as:
where π in (k) and π out (k) are the k th foreground and background component weights respectively. Similarly, θ in (k) and θ out (k) are the mean and the covariance matrix of the k th foreground and background component.
In Algorithm 2, intensity models are pre-computed before the estimation of transformation parameters and are fixed during the iteration. If the intensity model is not accurate, then the segmentation result will be sub-optimal. Also they are not able to model complex intensity distributions, such as Fig. 11 . With GMM, the intensity modeling works iteratively. This has the advantage of allowing automatic refinement of the intensity model, as newly labeled foreground and background pixels from u re f (T (x)) are used to refine the GMM parameters. The algorithm of shape prior image segmentation with GMM is illustrated in Algorithm 3. Notice that we add an extra step of intensity model update in the iterative similarity estimation. Given the initial shape template, we create K components of the GMM for both the foreground and background. A standard approach is to use Expectation-Maximization (EM) algorithm, which softly assigns probabilities for each component to a given intensity observation. However, as observed by other researchers also [22] , this involves significant computation complexity with negligible practical benefit. Instead, we divide both foreground and background regions into K pixel clusters, where one Gaussian component is generated from each pixel cluster. The key problem is to find well separated and low-variance clusters. Inspired by Ruzon and Tomasi [25] , we use the color quantization technique proposed by Orchard and Bouman [18] which generates tight and well-separated clusters. This technique uses the eigenvector of the color variance to determine how to split the clusters. For a detailed discussion, we refer the readers to the original article [25, 18] .
As we iteratively update of the similarity transform, the intermediate segmentation result will change. To update the GMM, a naive way is to rebuild the GMM from scratch with the same technique we described above. However, this is very computationally expensive. Instead, we follow the EM type update, where each pixel in the new segmentation is assigned to one of K component, by evaluating its likelihood of belonging to each component with old GMM. Then for a given component k, say, the foreground label, the subset of foreground pixels F(k) = {x n : k n = k} is collected and the new GMM parameters are recomputed from it. Note that the weight component π(k) is defined as π(k) = Fig . 11 illustrates one segmentation example of using GMM as the intensity model. Fig. 11a shows the input image along with the reference shape template. Fig. 11b shows the segmentation result after similarity transformation estimation. Fig. 11c illustrates the final segmentation result after deformation estimation. Notice that the stem is correctly recovered due to the deformable registration step.
Experiments
In this section, we apply our segmentation algorithm to various applications. For all the experiments, the red shape template indicates the prior shape template (also initial shape template) and the green shape template indicates the segmentation result. User provided foreground and background strokes (if any) are illustrated in blue and yellow respectively. User provided bounding box is shown in magenta. Fig. 12 shows the segmentation result with Gaussian and simple histogram intensity models. If user strokes are provided, the log-likelihood map Q is estimated from the strokes, otherwise, it is estimated from the user-provided (M in , M out ) for a two-phase model as in (3) . Deformable registration is not applied to these experiments. We also show the segmentation time and the number of similarity estimation iterations in the subcaptions.
As we can see, the performance of our algorithm on these challenging image segmentation problems is very satisfactory, obtaining the near-global optimum result in a matter of a few seconds. In contrast, regularization-based methods are typically much slower and less optimal as illustrated in Fig. 1 . To further compare with other approaches, we implemented the standard level-set based shape-prior image segmentation algorithms [4, 10] along with the recently proposed continuous-cuts method [19] . We compared the three methods on the same leaf image (taken from [19] ) in Fig. 13 , with carefully tuned parameters. The reference shape template is the same as Fig. 12b , and the initialization for the level-set evolution is illustrated as the red circle in Fig. 13ab . The number of iterations for each experiment is set to 100, where each iteration has an alternating step of updating shape and pose. For level-set algorithm [4, 10] , narrow-band approach is used to speed-up the computation. Fast marching is also used to periodically reinitialize the signed distance function. All three algorithms are trapped into the local optimum, while our algorithm successfully converges to the near global optimal solution in a few seconds (Fig. 12b) .
(a) (b) (c) Figure 13 : Comparison segmentation result with three techniques. (a) [4] . (b) [10] . (c) [19] .
Fig. 14 shows the real-world challenging segmentation results [? ] using full transformation (both similarity and deformable) with GMM as the intensity mode. User input such as strokes and bounding box can be incorporated in the same manner as described in Section 5.2. Fig. 14a shows the original image with user input if any. Fig. 14b shows the reference shape template. Fig. 14c shows the segmentation result after similar- ity transformation estimation. This intermediate segmentation result is near-optimal with respect to similarity transformation. This optimality guarantee greatly reduces the chance that deformable estimation being trapped into local optimum. Fig. 14d shows the final segmentation result. We also tested our algorithm on publicly available data provided by the authors of [9] . In this experiment, we take 3 representative shape silhouettes from the training database, and 3 representative images from the test database. For each test image, we run our algorithm (two-phase model) with all 3 shapes and pick the result with the highest objective function value. The result is illustrated in Fig. 15 . This is a straightforward preliniminary application of our model to the problem of image segmentation with multiple shape priors. Loosely speaking, it is an exhaustive search in a coarsely discretized shape space.
Conclusion
By reformulating the problem of image segmentation with one shape prior into a template-based framework, we designed a highly efficient segmentation framework. The preliminary experimental results indicate the satisfactory performance of our algorithm. In the future, we plan to investigate a more complicated segmentation algorithm for multiple shape templates. We are also extending our current framework to affine and projective transformation. In addition, we are also planning to apply our algorithm to challenging 3D medical segmentation applications, where many current methods fail to provide a fast, good solution.
