This paper estimates science production functions for R&D-performing firms in the United States using scientific papers as the measure of output, by analogy with patents. The underlying evidence covers 200 top U.S. R&D firms during 1981-1999 as well as 110 top U.S. universities. We find that industrial science builds on past scientific research inside and outside the firm, with most of the returns to scale in production deriving from outside knowledge. In turn, the largest outside contribution derives from universities rather than firms; this is especially true when papers are weighted by citations received, a measure of their importance. Consistent with the role assigned to knowledge spillovers in growth theory, the importance of outside knowledge, especially that of universities, increases from the firm to the industry level. The findings survive the inclusion of fixed effects, interactions among the effects, variations in sample and specification, and efforts to control for endogeneity.
I. Introduction
Against the odds, and despite the verdict of a master, this paper sets out to show that the contribution of science to firms and industries is to some degree measurable. In this article our main interest is in the early stages of innovation and in the role that science inside and outside the firm plays in scientific discoveries. We assume that science is productive and contributes to expected profits. This is a persuasive reason as to why firms pursue science and we adopt it as our working hypothesis 1 .
The analysis builds on a simple precept from the economics of search, that industrial science replenishes technological opportunities in firms and industries (Evenson and Kislev, 1976) 2 . Proceeding on this basis, we examine how opportunities are replenished and how the firm's science resources interact with stocks of knowledge to produce industrial science. Thus our concern is with industrial science, not with patents, products, and stock market values 3 .
We would first like to be clear about what we do not claim. We do not claim that only industrial science replenishes technological opportunity, just that it is a factor. Nor do we assert that only academic science matters, for clearly we assume that industrial science is an essential piece of the puzzle. Instead we merely claim that the return to R&D rises in part because of science regardless of sector.
1 But see Stern (2004) , who argues that letting researchers do science also yields a wage savings. 2 Adams (1990) draws on the insights of Evenson and Kislev (1975, 1976) . 3 Adams and Clemmons (2007) consider the role of science in patent production functions.
To answer this question we pursue a flexible approach. We allow the firm's past scientific research, its stock of basic research, and the past scientific research of universities as well as other firms to influence the rate of scientific discovery of a firm.
Knowledge is allowed to flow from any science and from any university or firm to any particular firm and field 4 . In the case of universities we provide for collaboration as well as citation channels of influence 5 .
We are motivated by a desire to understand the sources that firms draw on while doing their own science. Thus we are interested in the "origins" question, of the comparative contributions of universities and other firms, as well as the firm itself, to its scientific discoveries.
The data give us the freedom to explore these dimensions. They are based on between firms and universities, and over 600 thousand citations to firms. From these data we extract a panel consisting of science outputs and inputs at the three-dimensional level of firms, fields, and years.
This paper draws on studies of knowledge production functions in microeconomics (Griliches, 1979 (Griliches, , 1992 and in growth theory (Romer, 1990; Jones, 1995; Aghion and Howitt, 1998) . We explore a particular implication of the growth side of this literature, that knowledge is more important at the industry level than firm level.
Given our emphasis on science inside and outside the firm, we draw on studies of the limits of the firm in R&D, especially Cohen and Levinthal (1989) , Mowery (1995) , and Adams (2006) . Our results concur with findings from the management literature on open innovation (Chesbrough, 2003) and innovation communities (Von Hippel, 2005) .
Consistent with this, we find that reliance on outside knowledge has increased over time.
The historical record (Nelson, 1962; Hoddeson, 1980 Hoddeson, , 1981 Hounshell and Smith, 1988 ) provides examples of firms for which science is essential to strategy. The empirical literature on knowledge flows (Jaffe, 1989; Trajtenberg, 1990; Jaffe and Trajtenberg, 1999; Harhoff, Narin, Scherer, and Vopel, 1999; Cohen, Nelson, and Walsh, 2002) has proven essential to our research. In this same vein, Narin, Hamilton and Olivastro (1997) and Branstetter and Ogura (2005) find that patent citations to science have increased over time, consistent with similar findings of our own.
We assume that sampling behavior from knowledge stocks inside and outside the firm is a necessary part of knowledge flows. Thus work on search, technical progress, and growth has influenced us, especially microeconomic studies by Evenson and Kislev (1976) , Nelson (1982) , and Klette and Griliches (1998) , but also studies of growth by Kortum (1997) , Aghion and Howitt (1998) , and Klette and Kortum (2004) . Consistent with our results, these writings stress the role of knowledge in counteracting diminishing returns from search.
Less directly, our findings can be viewed as consistent with the literature on growth and convergence, since they suggest that productivity in research as well as goods and services is deliberately created and is probably easier for followers that are inside the technology frontier. Examples are Barro and Sala-i-Martin (2004, Ch. 8, 12), Howitt (2000) , and Griffith, Redding, and Van Reenan (2004) , where productivity growth compared with leaders depends on R&D and technology transfer 6 .
This paper seeks to make several contributions. To our knowledge we estimate the first science production functions at the firm level. Second, we bring several knowledge flows to bear on the problem of explaining scientific output in firms and we confront these measures both with each other and with a simple alternative, the firm's basic research stock (the new measures add considerably). Third, instead of assuming the importance of knowledge flows from outside science, we test these against flows of science inside the firm (outside flows do matter). Fourth, we compare university science flows with those from other firms (university flows are more important). Fifth, rather than assume that only citations matter, we explore the alternative of collaboration-based university flows. Consistent with Adams, Black, Clemmons, and Stephan (2005) , collaboration also contributes. Finally, we confirm the importance of knowledge flows after controlling for a range of individual effects and specifications, and we uncover evidence that knowledge flows are more important at higher levels of aggregation, especially university knowledge flows, as some growth theories suggest.
6 Geography and technology can restrict knowledge flows. These frictions lie outside the scope of this paper. For agriculture, Evenson and Kislev (1975) discuss limits on knowledge flows due to geography. Keller (2002) and Peri (2005) find that distance, country, and language constrain knowledge flows. Adams and Jaffe (1996) , Adams (2002) , and Adams, Clemmons and Stephan (forthcoming) discuss limits imposed by field and technology. Frictions imposed by industry are less clear. Scherer (1982a, b) and Klevorick, Levin, Nelson, and Winter (1995) suggest that inter-industry flows of technology are large. Adams and Clemmons (2008, forthcoming) find weak effects of industry in impeding knowledge flows from science.
The rest of the paper contains five sections. Section II presents the knowledge production function for industrial science. Besides firm R&D, this includes knowledge flows from universities as well as knowledge flows from the firm's past research and that of other firms. In this section we define the variables. Section III discusses the data.
Section IV presents time series graphs of knowledge flows from universities and firms by industry group and science field. Section V reports our findings on industrial scientific discoveries. Section VI concludes.
II. Science Production Function
We assume that production of new scientific ideas in firms depends partly on search effort. We measure effort by citations and collaborations. These require time spent perusing scientific literature, as well as time and resources spent in joint research, all of it rendered productive by scientific training. This input of labor is reflected in our data in counts of citations to scientific papers and collaborations on jointly written papers.
Underlying the extent of search are stocks of advanced human capital, as well as an equilibration of the marginal benefits and costs from search.
Then, in what follows, we examine the amount of knowledge that arrives at the firm.
This turns out to depend on citation or collaboration counts divided by the number of papers potentially cited or collaborated. This gives us a rate of search. To simplify the discussion we shall refer to citation rates or collaboration rates simply as sampling rates when the context is clear.
The sampling rate is multiplied by the knowledge stock from which it draws, to indicate the knowledge flow from a given institution. This is summed to arrive at the total knowledge flow. Some knowledge flows are spillovers, in the sense that they represent outside knowledge that is nonrivalrous and non-excludable (Romer, 1990) . But some of the flows could represent technology transfer that is excludable. We therefore refrain from calling knowledge flows spillovers.
For the purpose of scientific discovery we identify stocks of knowledge in firms with their basic research stocks, and we replace stocks of knowledge in universities with stocks of R&D. We prefer R&D stocks as proxies for knowledge because they stand for research effort in the long run, regardless of whether it is patented, published, or even observed. In addition, R&D is associated with a larger number of products, which can be thought of as the firm's know-how or stock of knowledge (Klette and Kortum, 2004) .
A. Analysis at the Firm and Science Field Level
In most of the empirical work we employ a three-dimensional panel in which a knowledge production function for science i in firm j at time t takes center stage. The panel treats scientific output as heterogeneous within the firm, so that knowledge arrives at different rates at different branches of the firm's knowledge production function for science. For example, the firm can have a biomedical branch, a chemistry branch, an engineering branch, and so forth, and the knowledge inputs that enter into each branch differ from other branches. Our approach takes this into account.
We postulate the following production function for scientific discoveries:
n is the number of papers (or citation weighted papers), A is productivity not elsewhere accounted for, and D Z ′ is a vector of firm, field, and time dummies with coefficientsδ . Thus total factor productivity in scientific research is )
Note that firm dummies control for hard-to-observe effects of firm size, efficiency, and diversification, field dummies control for differences among fields, and time dummies control for time effects 7 . In addition, the firm's stock of basic research Taking logarithms of (1) and substituting (2) into the result we reach:
in which β equals the logarithm of A . For identification ijt e must be orthogonal to the right-hand side variables. In addition to using lagged variables as instruments we address this by including all available lags as instruments using panel GMM.
In (3) the firm's stock of basic research is
The dummies also absorb knowledge flows not controlled by researchers in a firm and field. These become endogenous at higher levels of aggregation. See Romer (1990) , Griliches (1992) , and Jones (1995) . 8 We also used stocks of basic plus applied research in place of basic research throughout, including the knowledge flows, but this made little difference to our results. There is an important issue concerning the knowledge flows
. Since these draw on several sciences they are really two-level production functions. Barring fixed proportions, concavity is needed to uniquely determine inputs from each science. But for tractability we replace the nonlinear functions with linear approximations 10 .
The knowledge flows use sampling rates j ij n c / as weights that measure the intensity with which researchers search various knowledge stocks. The numerator ij c is a count of citations or collaborations from group i to group j . This is divided by j n , the number of scientific papers in group j that could have been referenced. For a group of papers i n the rate j ij n c / is more meaningful than probability j i ij n n c / . The probability is appropriate for a single paper because it captures the average proportion of knowledge flowing from j to i (Adams, Clemmons, and Stephan, forthcoming) . But if i n papers cite j n papers in j then the probability j i ij n n c / reduces to the sampling rate j ij n c / . We now consider the knowledge flows in detail.
We begin with flows of outside knowledge into firms. The citation flow from universities takes the form:
9 Firm R&D flows are expressed in millions of 1992 dollars. We chose a five year measure of the R&D stock because of the short length of many firm R&D histories. And since we do not have firms' basic research, we adjust the total stock of R&D by the industry ratio of basic research to total R&D. 10 Since we include six sciences and four knowledge flow variables, estimating a nonlinear regression with a two-level production function for the R&D variables is not promising. The linear knowledge flows are simple and almost surely, are highly correlated with the ideal two-level production functions. Here CU refers to citations to university science. Subscripts stand for the citing (receiving) side of knowledge flows, and superscripts stand for the cited (sending) side.
Subscripts and superscripts consistently follow the ordering: field of science, institution (university or firm), and time. Thus, in the case of (5) subscript ijt refers to citing field i in firm j at time t and superscript τ Fk refers to cited field F , university k , and prior yearτ . The citation rate in parentheses is field-specific because university R&D stocks are field-specific. University R&D stocks have three advantages over firm R&D: they are consistently available over a longer period, they exist by field, and they are expenditures on science 11 .
One disadvantage is that they could contain considerable respondent error. To reduce simultaneity bias we lag (5) in production function (3).
The collaboration knowledge flow from universities is simpler than (5). This is because joint research takes place within field-the field of the journal where it is published. Collaboration occurs in the same year-the year of publication 12 . Since collaboration occurs within field in the same year, the knowledge flow is a single sum over collaboration rates times collaborated university R&D stocks:
The term ikt ijt JU stands for counts of joint research in field i between firm j and university k . The flow of knowledge is the sum of the sampling rate in parentheses times the R&D stocks defined in (6). Since it is within-field (7) is restricted to field i . Again we lag (7) in production function (3).
Next consider knowledge flows within a firm. The firm's basic research stock, which enters this calculation at various points in time, depends on total R&D expenditures in Compustat, since stocks of firm basic research do not exist, either by field of science or in total. Because of this, we estimate the firm's stock of basic research across fields using 1 − t b -the ratio of basic research to total R&D in the firm's primary industry-times τ i R , which is the stock of total R&D 13 .
The knowledge flow from the firm's past research is the product of the firm's basic research stock at various times by citation-sampling rates to its earlier papers:
12 Tracing collaboration over time is beyond the research frontier at this time. 13 The firm R&D stock is the deflated stock of R&D in millions of 1992 $ over the previous five years, depreciated at 15 percent per year. We have these stocks going back as far as 1977 depending on the year that the firm is first listed in Compustat. The industry ratios of basic research to total R&D are taken from National Science Foundation (various years).
(8) (5) and (7) we use a weighted average because for firms, we lack R&D by field of science.
The citation knowledge flow from other firms is similar to (8) except that cited firms differ from citing. This requires a third sum over cited firms: (8) the ratio in parentheses on line two is the weighted average citation rate. We lag (8) and (9) by one year in (3) to reduce issues of endogeneity.
B. Aggregation to Higher Levels
Besides the firm and field level we explore the production of science at the firm and industry and field levels. Firm level analysis aggregates over fields within a firm.
Industry and field level analysis aggregates over firms, but leaves field intact.
A firm level analysis checks for factors that are external to science fields but internal to the firm. Such "quasi-external" effects might differ by source of knowledge. Another reason for a firm level analysis is that we are better able to apply panel GMM at this level, because a longer time series of data exists. One drawback, though, is that errors in variables and in aggregation could weaken the fit of the equation.
The knowledge production function for firm j is, to a first approximation,
The notation resembles (3) except that knowledge flows are aggregated over fields.
We also aggregate the data across firms in the same industry to undertake analysis of the industry. The idea is to uncover knowledge effects that are external to firms but internal to fields. The logic derives from Romer (1990) , Griliches (1992) , Jones (1995) , and Aghion and Howitt (1998) : returns to knowledge could increase in passing from the firm to the industry level, despite duplicative and business-stealing R&D.
Knowledge production in field i and industry I is (11)
The notation is similar to (3) but the interpretation differs, because knowledge flows include external effects that are held constant at the firm level 14 .
III. Database
The underlying data consist of 230 thousand papers of the top 200 U.S. R&D firms and 2.43 million papers of the top 110 U.S. universities that were published during [1981] [1982] [1983] [1984] [1985] [1986] [1987] [1988] [1989] [1990] [1991] [1992] [1993] [1994] [1995] [1996] [1997] [1998] [1999] . The data source is Thomson-Scientific in Philadelphia, Pennsylvania. The papers 14 See Griliches (1992) for a proof. His discussion of aggregation from firms to industries uses common prices for inputs and common production functions. Indeed, university-firm collaborations cover 20 percent of firms' scientific papers.
In (5) and (7)- (9) we showed how to exploit citation and collaboration rates to construct knowledge flows needed for production functions (3), (10), and (11). In building the flows, we use data on R&D in universities by field from the NSF CASPAR database; data on total R&D in firms from Compustat; and data on the ratio of basic to total R&D by industry from National Science Foundation (various years).
To undertake the empirical analysis we construct a panel of firms, fields, and years.
Firms are the top 200. Fields are biology, chemistry, computer science, engineering, medicine, and physics: these cover 95 percent of all scientific papers in industry.
Although the data go back to 1981, we want to allow for histories of citation and collaboration, so the time period that we use is 1988 to 1999. Fifteen firms drop out 15 We attempted to assign all papers of Harvard University to science fields using address information. About a third of the papers could not be assigned so we abandoned this method. 16 Firm papers are 1/10 as many as university papers so collaborations between firms would be 1/10 as many as university and firm collaborations. This assumes that collaboration propensities are the same. But firm-firm collaborations are less common than this.
because R&D histories are missing. In addition data on fields do not exist in each year. Tables 1 and 2 provide descriptive statistics. Table 1 shows means and standard deviations of the principal variables. The mean number of papers is 28.4. Papers are fractionally assigned, they are continuous, and they are not censored. And so we use OLS to estimate production functions for papers rather than a count model (Hausman, Hall and Griliches (1984) ) 18 . The mean of fractional citation-weighted papers is 71.9, but a fourth of the observations are left-censored. We use Tobit analysis for this variable 19 .
The rest of Table 1 17 Since citations received cover the first five years after publication (including publication year) and since the data end in 1999, citation-weighted papers end in 1995, leading to the drop in the observations. 18 In the underlying calculations an institution gets half a paper or citation-weighted paper if it collaborates with one other institution, a third of a paper if it collaborates with two others, and so on. This procedure avoids multiple counting of papers across collaborating institutions. 19 At the industry and field level none of the citation-weighted papers are zero so we use OLS at this level of analysis.
The mean university-firm citation rate is 0.006. The mean knowledge flow (5) is 41.0 million. The mean university-firm collaboration rate is 0.010; the mean knowledge flow (7) is 2.9 million. The collaboration flow is smaller than the citation flow because collaboration occurs much less frequently.
Self-citation and firm-firm knowledge flows conclude Table 1 . The mean selfcitation rate is 0.014, while the mean self-citation flow (8) is 41.8 million. The mean firm-firm citation rate is 0.005, slightly less than the firm-university rate. But the mean knowledge flow among firms (9) is 24.5 million, less than the university-firm flow, again because firm-firm citation occurs less frequently. 
IV. Trends in Flows of Scientific Knowledge
We now turn to trends in knowledge flows. The area graphs of Figure 1 display shares in the total flow of scientific knowledge by type for each industry group. This total is the sum over the four knowledge flows used in this study. Following equations (5) and (7)- (9) are dominant sciences in petrochemicals; in metals, machinery, and miscellaneous; and in computers, communications, and software (Adams and Clemmons, 2008, forthcoming) helps to explain why the within-firm share drops less in these industries.
The university share (citations plus collaborations) grows most in biology and medicine, where university R&D has grown the fastest , and the same is true of computer science. Across fields, collaboration flows again start off large, because collaboration flows unfold more rapidly than citation flows. In addition, collaboration is more important in computer science and engineering than elsewhere.
The share of knowledge flows from other firms grows fastest in biology, medicine, and computer science. But it occurs in all fields, where between-firm flows grow relative to within-firm. This implies that knowledge sharing in industry has become more important over time. Tables 3 and 4 are a basic set of estimates of the knowledge production function for industrial science. Recall that this is
V. Findings

A. Firm and Field Level Estimates
The logarithm of papers or citation-weighted papers is on the left. On the right are field, firm, and year fixed effects D Z ′ and the logarithm of the firm's basic research stock.
Under the summation sign are logarithms of citation and collaboration knowledge flows from universities, the self-citation flow from the firm's past research, and the citation flow from other firms. The i η coefficients are elasticities, and the error components complete the specification.
Since knowledge flows sometimes equal zero we handle this by adding 0.001 to the flows before taking logarithms. Given this adjustment, the elasticities are really averages over zero and positive observations 20 . 20 Another approach is to include a dummy indicator equal to 1 if the knowledge flow equals zero, and to interact the dummy with the logarithm of each knowledge flow variable. When the interaction is included along with the knowledge flow, the two terms together absorb the effect of a zero flow while the main term by itself captures the effect of a positive flow. This is similar to a spline or polynomial regression across zero and positive values, except that it does not force facets of the polynomial to join at corners. For this approach see Adams and Clemmons (2008, forthcoming) . For a brief introduction to splines see Greene (2008) , pages 111-112. . And yet papers are not weighted by quality or importance in Table 3 . Elasticities in Table 4 tend to exceed those in Table 3 . This is partly due to differences in statistical method. In Table 3 the OLS expected marginal effect is the elasticity. But in Table 4 it is the elasticity times the probability that the dependent variable is not censored (Greene, 2008, pages 872-873) .
But the difference in marginal effects is not the main reason for the difference in elasticities. In 4.1 the elasticity of the firm's basic research stock is 0.562 but in 3.1 it is 21 Differentiate equation (3) with respect to all variables X subject to the restriction that c X dX = / . 22 Notice that citations received by the firm's papers from other firms in the future are completely separate from the citations that the firm makes to papers in the past. This is an important point, because it says that citation-weighted papers are not subject to a hidden dependency. 23 See for example, Cameron and Trivedi (2005) , pages 800-801. Collaboration draws some effect away from the other variables, especially university citation, though all elasticities remain positive and significant. As before, the sum of the elasticities is an estimate of the returns to scale in production. This equals 1.04, indicating constant returns and suggesting that part of the payoff to basic research partly consists of higher quality science. But internal returns to scale are 0.43, indicating diminishing returns when outside knowledge is held constant. Table 5 reports formal tests of equations 3.4 and 4.4. Equality of the university and firm citation elasticities is rejected (line one) in favor of the alternative, that the university elasticity is greater. The hypothesis that the university citation elasticity equals the collaboration elasticity is also rejected (line two). The combined university elasticity usually exceeds the firm citation elasticity (line three). At times (line four), the combined university elasticity exceeds the total firm elasticity. Table 6 explores sensitivity of the elasticities to changes in sample and specification.
B. Robustness Checks
The method resembles that of Donohue and Levitt (2001) (5) and (7) use field-specific R&D stocks for universities, while the self-citation and firm-firm citation flows (8) and (9) Dropping science-intensive sectors or dropping sectors that use little science (6.9-6.12) matters little. Using the sum of university R&D over fields (6.13) has little effect on the estimates. Using mean sampling rates in 6.14 yields significant elasticities, though the drop in the log likelihood suggests that R&D stocks are important in addition to search.
C. Firm Level Estimates
We now expand the investigation to higher levels of aggregation. Recall that the firm level equation is (10). Table 7 reports OLS estimates of (10) (8). And yet the self-citation elasticity is stable. Because of this we emphasize self-citation and other knowledge flows in the remaining discussion.
While it is hard to compare the firm level estimates with those at the firm and field level, the relative contribution of university knowledge does increase at the firm level.
To see this note that in 7.1 the share of university citation and collaboration in all 24 Since firm fixed effects produce inconsistent and biased estimates in Tobit analysis it is not worthwhile to create interactions with field and year effects in Panel B, as was done in Panel A, in equations 6. In Table 8 we undertake dynamic panel estimation of the production function using panel GMM 25 . We include the logarithm of lagged scientific papers ) ln( 1
as a factor of production representing the persistence of discovery. The model is
The error term jt e is serially uncorrelated. Differencing (12) (Arellano and Bond 1991) .
Moment conditions for products of the instruments with the errors are then combined in a quadratic criterion and estimated using Generalized Method of Moments (GMM).
Because the data are differenced this method is known as Difference GMM.
25 It is not clear how one would do GMM estimation of citation-weighted papers, for which 11 percent of the observations are left censored at zero. Hence we omit GMM estimates for this variable. 26 Blundell and Bond (1998, 2000) make a different assumption. The equation contains lagged papers as a result of the correction for serially correlated errors in the original equation. The correction for this introduces lagged dependent and exogenous variables. But in this article, lagged papers belong in the original equation and serial correlation is absent until differencing to remove fixed effects introduces it, as in Arellano and Bond (1991) .
One weakness of Difference GMM is that lagged instruments in levels may exhibit low correlation with the differenced variables and create a problem of weak instruments. Blundell and Bond (1998) show that, given certain initial conditions, additional moments become available. The additional instruments are differences of the knowledge and R&D variables in the levels equations. The additional level conditions are combined with the differenced conditions to form a system, so this is known as System GMM. We estimate (12) using Difference and System GMM 27 . Blundell and Bond (1998, 2000) .
Lagged papers are significant, suggesting that past discovery does contribute to future discovery. In general the knowledge elasticities in 8.3 rise compared with 8.1 and 8.2.
The Wald chi-Square statistics confirm the joint significance of the variables. To sum up, the firm level results validate the importance of knowledge in scientific discovery. As before, much of the knowledge that drives discovery comes from outside the firm 28 . 27 We use Stata 10.0's xtabond and xtdpdsys commands for Difference and System GMM respectively. 28 We explored firm level estimates using spillovers in the style of Jaffe (1986) . Here the equation is The spillovers are defined as
Here Table 9 presents estimates of the industry, field, and year level production function (11), where aggregation takes place over firms in the same industry. The regressions report robust, clustered standard errors where clustering is by industry and field.
C. Industry and Field Level Estimates
Equations 9.1 and 9.2 report results for papers and citation-weighted papers. The estimation method is OLS for both equations since at this level no observations are left censored. In 9.1 the sum of the knowledge elasticities-the estimate of the returns to scale-rises to 0.675, compared with the firm and field level estimate of 0.394 in 3.4. In addition, the share of university citations and collaborations rises to 0.791 in 9.1 (0.534/0.675) compared with 0.564 in 3.4 (0.222/0.394). This is consistent with theories which predict that spillover effects rise with aggregation (Romer, 1990; Griliches, 1992; Jones, 1995; and Aghion and Howitt, 1998) . This is especially true of university knowledge, which may be less excludable than firm knowledge.
Results for 9.2 are similar. In the industry and field equation 9.2 the sum of the elasticities is 0.919. This is the expected marginal effect since no censoring occurs. But in the firm and field equation 4.4 the sum of the knowledge flow elasticities is 0.782.
When multiplied by the probability not censored of 0.835 to yield the expected marginal effect (Greene (2008) , pages 872-873), the sum is 0.653. The knowledge elasticities increase with aggregation. University flows assume a more prominent role, suggesting larger externalities from university knowledge.
D. Marginal Products of Knowledge
So far we have discussed elasticities of knowledge. These are percentage changes in papers or citation-weighted papers per one percent change in knowledge. Here we would like to compute marginal products of the knowledge variables. Since knowledge is expressed in millions, marginal products are expressed in papers per million.
They are calculated as follows. Elasticities are defined as
Here i S is the knowledge flow from source i . Inverting (13) and evaluating at the mean the marginal product is:
where the bar indicates a mean. Table 10 reports marginal products computed using (14).
Consider first the firm and field level (Panel A). The marginal product of university collaboration is the largest, marginal products of university and firm citations are less; and the self-citation marginal product is the smallest. This pattern would reflect an equilibrium, if collaboration is more costly than citation (because collaboration commits sizable resources), and if self-citation is less costly than external citation (because the latter requires more search). At the firm level (Panel B) and the industry and field level (Panel C), collaboration marginal products continue to be the largest and self-citation marginal products the smallest. Marginal products of the firm citation spillover vary relative to those of universities, suggesting rough equality. Also, industry and field marginal products usually exceed firm and field level marginal products. This suggests that the social product of research exceeds the private product.
VI. Conclusion
The evidence in this paper implies that industrial science progresses by drawing on past scientific research inside and outside the firm, with most of the influence deriving from outside research (Tables 3, 4 , 7, and 9). Moreover, as time goes by, the share of knowledge flows from outside the firm increases (Figures 1 and 2) . In turn, the contribution of outside scientific knowledge that is contributed by universities exceeds that of other firms. This is particularly true when citation-weighted papers are the dependent variable so that quality of scientific output is included. These findings survive the inclusion of fixed effects for firms, fields, and years as well as variations in sample and specification.
At the firm level we use OLS and Tobit with lagged instruments for knowledge, and for papers we use panel GMM to introduce additional lagged instruments. Both lend support to the firm and field estimates but with a few differences, especially the GMM equations (Table 8 ). The GMM results include lagged papers of the firm, with the goal of capturing productive effects of previous discoveries, for which we find some, albeit mixed support. As before knowledge remains positive and significant. There is evidence that the university contribution rises relative to that of firms as aggregation proceeds from the firm and field level to the firm level.
At the level of the industry and field we find that the productive role of knowledge again rises. These results are consistent with spillover effects of knowledge at higher levels of aggregation (Romer, 1990; Griliches, 1992; Jones, 1995; Aghion and Howitt, 1998) . At this level the role of university knowledge increases markedly, suggesting that large spillovers from university research take place. The next step in this process of detection is to try to understand the role of science in invention. Beyond this the role of science in commercialization of new products would be interesting as well as challenging to explore. 
Notes:
a OLS specification uses robust, clustered standard errors where the clustering variable is the firm. ** Variable is significantly different from zero at the one percent level. * Variable is significantly different from zero at the five percent level.
+++ Statistic is significant at the 0.1 percent level.
++ Statistic is significant at the one percent level. Notes: a Instruments in the differenced equation include lag 2 and greater on papers, and lags 1 to 4 on knowledge flows.
b Instruments in the differenced equation are as above. Instruments in the level equation are differences in papers and the knowledge flows. ** Variable is significantly different from zero at the one percent level. * Variable is significantly different from zero at the five percent level.
++ Statistic is significant at the one percent level. Table 7 , multiplied by 0.891, the probability that the data are not censored.
