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Abstract: In order to have a new perspective on the long-standing problem of the mass
gap in Yang-Mills theory, we study the quantum Yang-Mills theory in the presence of
topologically nontrivial backgrounds in this paper. The topologically stable gauge fields
are constrained by the form invariance condition and the topological properties. Obeying
these constraints, the known classical solutions to the Yang-Mills equation in the 3- and
4-dimensional Euclidean spaces are recovered, and the other allowed configurations form
the nontrivial topological fluctuations at quantum level. Together, they constitute the
background configurations, upon which the quantum Yang-Mills theory can be constructed.
We demonstrate that the theory mimics the Higgs mechanism in a certain limit and develops
a mass gap at semi-classical level on a flat space with finite size or on a sphere.
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1 Introduction
Yang-Mills theory [1] has a central position in modern theoretical physics. The successful
standard model of particle physics [2–4] was formulated in the language of Yang-Mills
theory. Historically, each step in understanding the structure and the dynamics of Yang-
Mills theory has helped us formulate quantum field theory, which in turn widens and
deepens our knowledge of nature. An incomplete list includes the quantization of Yang-
Mills theory [5], the renormalization of Yang-Mills theory [6] and the discovery of various
– 1 –
nontrivial classical solutions (e.g. [7–9], for a review see Ref. [10]). More recently, significant
progress has been made in understanding the supersymmetric Yang-Mills theory [11]. There
is still a big remaining problem, that is to explain the mass gap of the pure Yang-Mills
theory without coupling it to other matter fields [12]. Any progress in resolving this
problem will undoubtedly help us study the structure of quantum field theory, which can
be generalized and applied to many other branches of physics.
In this paper, we show that the mass gap problem may be tightly related to the nontriv-
ial topological backgrounds, which could be analyzed by introducing two new ingredients,
the form invariance condition and the topological fluctuations. A crucial difference between
our approach and some previous works is that the background configurations we study in
this paper, though constrained by the form invariance condition and the topological prop-
erties, do not necessarily satisfy the field equation. We will see that at quantum level even
the pure Yang-Mills theory has topological fluctuations, which in a certain limit have a
similar expression of the well-known Higgs mechanism [13–16].
We study the SU(2) gauge theory in 3- and 4-dimensional Euclidean spaces. We start
with a physical Ansatz for the spherically symmetric gauge field, which is assumed to be
topologically stable. The main idea is that such Ansatz should be form invariant under
Lorentz transformations. By form invariance we mean the following relation. Under a
Lorentz transformation, an ordinary vector field Vµ should satisfy
(O−1)µ νVν(Ox) = Vµ(x) , (1.1)
where Oµ
ν denotes the Lorentz transformation. A gauge field Aµ differs from an ordinary
vector field in the following way:
(O−1)µ ν Aν(Ox) = V −1Aµ(x)V + V −1∂µV , (1.2)
where V generates a gauge transformation, i.e., under the Lorentz transformations given
on the left-hand side, the gauge field Aµ is invariant up to a gauge transformation. In
this paper, we will focus on the Lorentz transformations with constant parameters, which
implies that the gauge transformations on the right-hand side of the equation above should
also only have rigid parameters, as we will prove in Appendix B. Hence, Eq. (1.2) simplifies
to (
O−1
)
µ
ν Aν(Ox) = V
−1Aµ(x)V , (1.3)
where Oµ
ν denotes a Lorentz transformation with constant parameters, and V stands for
a gauge transformation with rigid parameters. The equation above means that for any
constant Lorentz transformation Oµ
ν there must be at least one constant gauge trans-
formation V , such that Eq. (1.3) is satisfied globally. We refer to Eq. (1.3) as the form
invariance condition throughout the paper. All the topologically stable backgrounds, either
solutions to the field equation or not, should satisfy this condition.
In order that the condition above is satisfied, we propose the Ansa¨tze of topologically
stable SU(2) gauge fields in the 3D and 4D Euclidean spaces in Subsection 2.1.1 and
Subsection 2.2.1 respectively. They look originally very similar:
Aµ = p
(
U−1∂µU
)
, U = exp
[
Ta nˆ
i ωa i θ
]
, (1.4)
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where
T a =
σa
2i
, nˆi ≡ x
i
|x| , |x| ≡
√∑3
i=1
xixi , (1.5)
and ωa i is a tensor that connects the gauge indices and the spacetime indices 1, 2, 3. We
prove that, in order for the Ansatz above to be form invariant, ω has to be a constant O(3)
group element, and for the 3D Yang-Mills theory p = p(τ) and θ = θ(τ) with τ ≡ xµxµ =
|x|2 in 3D. However, there are additional subtleties due to the form invariance condition in
4D, as we will discuss in Appendix E, which will impose further constraints on the factors
p and θ in 4D.
In Subsection 2.1.2 and Subsection 2.2.2, we will see that after imposing the form
invariance condition, the topological properties will further constrain the Ansatz: In order
to have a well-defined topological charge, the topologically stable Ansatz has to take some
fixed values at the boundaries. The constraint can be imposed by introducing a topological
term to the original Yang-Mills Lagrangian without modifying the theory at quantum level.
This term will have huge impact on the theory.
Based on the constraints from the form invariance condition and the topological prop-
erties, we can solve the Yang-Mills equation exactly for the spherically symmetric case,
because the classical solutions must be topologically stable and thus satisfy the form in-
variance condition and the topological properties. This is done in Section 3. For the 3D
case, we recover the Wu-Yang monopole, the pure gauge solution and the trivial vacuum
solution, while for the 4D case we find the meron solution, the instanton solution, the
anti-instanton solution, the pure gauge solution and the trivial vacuum solution.
Next, we move on to study the quantum Yang-Mills theory, i.e. the path integral of
Yang-Mills theory. In principle, we can expand the theory around all the backgrounds
satisfying the form invariance condition and the topological properties. Since topological
properties only fix the boundaries of the backgrounds, the topological fluctuations with
fixed boundaries naturally arise. As a saddle point approximation, we only include the
topological fluctuations around classical solutions. The classical solutions together with
the topological fluctuations form the background configurations, around which we further
turn on quantum fluctuations, that are not constrained by the form invariance condition
nor have the topological properties. The exact formalism is discussed in Section 4, in
particular, the relations and the differences between topological fluctuations and quantum
fluctuations will be discussed in Subsection 4.3. Unlike the previous works on background
formalism, the background that we consider not only includes classical solutions but also
have topological fluctuations. Correspondingly, we have to study the pseudo zero modes
instead of the zero modes.
To simplify the discussion and make the relevant physics more transparent, we adopt an
approximation invented by R. Feynman [17] in Section 5 and consider the effective theory
after the average over the gauge orientations. As we will see, in a certain limit the effec-
tive theory approaches the configuration of quantum fluctuations in the background only
consisting of the classical solutions, while in another limit it mimics the Higgs mechanism,
where the topological fluctuations play a similar role of the Higgs field. Though the quan-
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tum field acquires mass in both cases, the masses acquired through different formalisms
are quite different, and we will provide a qualitative analysis.
Finally, we apply the ideas discussed in the previous sections to the long-standing
problem of the Yang-Mills mass gap. As we will see, the quantum phenomena in the IR
regime is dominated by the topological fluctuations. By turning off the quantum fluctua-
tions while keeping the topological fluctuations, we analyze the low-energy physics of the
quantum Yang-Mills theory, and following the approach by A. Polyakov [18] we compute
the two-point correlation function of two gauge invariant operators at semi-classical level in
Section 6. The exponential decay of the two-point correlation function for a large distance
provides a strong evidence for the existence of the mass gap. More rigorous mathematical
arguments are presented in Section 7, and the Yang-Mills mass gap problem is simplified
to the mass gap problem of a special kind of nonlinear Schro¨dinger equation, which is
well-studied. Based on the results from the mathematical literature, we find the mass gap
at semi-classical level for quantum SU(2) Yang-Mills theory defined on a flat space with
finite size or on a sphere. Some possible directions for the future research are discussed in
Section 8.
As consistency checks, we observe that our results are supported by many previous
works in the literature both from the formal side and from the phenomenological side
(including simulations and numerical results). Let us list some of them as follows:
• The form invariance condition in this paper can be thought of as one of the axioms
by A. Wightman for a general quantum field theory [19]. For a vector field jµ this
axiom can be written as
U(a,A) jµ(x)U(a,A)
−1 = Λµ ν(A−1) jν(Ax+ a) , (1.6)
where Λµ
ν is a representation of the Lorentz group, and U(a, L) is a unitary or
anti-unitary operator on the Hilbert space.
• According to Ref. [20], any weakly stable Yang-Mills field with gauge group SU(2)
or SU(3) on the 4-sphere must be self-dual or anti-self-dual, i.e., instantons or anti-
instantons. As we will see in Section 3, these solutions will be automatically singled
out from the topologically stable configurations of the gauge field.
• The results from the lattice calculations [21–24] confirmed that the ghost field decou-
ples from the gauge field and becomes free in the deep infrared, which are consistent
with our expectation that there should be some scalar degrees of freedom appearing
in the IR regime.
• Recent studies on the spectrum of effective strings [25, 26] have found strong evidences
for the existence of a massive pseudoscalar on the worldsheet of QCD flux tube, which
also supports the emergence of scalar degrees of freedom in the theory.
• Ref. [27] observed that by varying the profile function of instantons one can find a
mass gap for glueballs at the classical level. Our results give an explanation to this
observation in the sense that varying the profile function of instantons is equivalent to
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turning on the 4D topological fluctuations allowed by the form invariance condition
and the topological properties.
In the literature, sometimes the terminology “topological fluctuations” is used to de-
note changes in topological charge, which is different from what we use in this paper. The
topological fluctuations considered in this paper preserve the topological charge, because
they are restricted by the form invariance condition (1.3) and the topological boundary con-
ditions. To clarify this difference and summarize our approach, we would like to illustrate
the logic of the 4D case as an example in Fig. 1.
Figure 1. The 4D case as an exmaple.
We add a few appendices to the main text, which contain many details of the deriva-
tions. In Appendix A we summarize the notations adopted in this paper. In Appendix B, a
theorem, which is important for our discussion on the form invariance condition, is proved.
In Appendix C we classify the tensor ω, which appears in the Ansa¨tze of topologically sta-
ble gauge fields. To discuss the topological properties, we have to introduce the topological
terms. The one for the 3D case is the Chern-Simons term, and we discuss it in detail
in Appendix D. Unlike the 3D case, the 4D form invariance condition will impose extra
constraints on the Ansatz, and we present the details in Appendix E. The 4D topological
term is discussed in Appendix F. After deriving Ansa¨tze for the topologically stable gauge
fields, which satisfy both the form invariance condition and the topological properties, we
can find the classical solutions to the Yang-Mills equation by applying the Ansa¨tze to the
equation of motion. The details for the 3D and the 4D case are presented in Appendices G
and H respectively. After recovering all the known classical solutions, we can move on
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to the discussions of the quantum Yang-Mills theory. As discussed in the main text, we
introduce the concept “pseudo zero modes”. The corresponding path integral measure for
the pseudo zero modes is discussed in Appendix I. As some examples, we apply the gen-
eral formalism of Appendix I to the 3D and the 4D case without topological fluctuations
in Appendices J and K respectively, and the results coincide with the known results. To
illustrate the relations of topological fluctuations and quantum fluctuations, we borrow a
famous example of the well-understood 1D quantum antiferromagnets from the literature
of condensed matter physics, which is briefly summarized in Appendix L, while in Ap-
pendix M we review the Feynman’s path integral formulation of the 1D non-relativistic
quantum mechanics, in order to show the different roles of topological fluctuations and
quantum fluctuations in the configuration space, over which the path integral is defined.
Since we have simplified the mass gap problem of the Yang-Mills theory to the mass gap
problem of a certain kind of nonlinear Schro¨dinger equation in Section 7, we summarize
the relevant results from the mathematical literature and discuss how to map them to our
problem in Appendix N. Although the equations that we are interested are defined in the
3D or the 4D Euclidean space, it turns out that this kind of nonlinear Schro¨dinger equation
in 1D has solutions with explicit expressions. In Appendix O we study the 1D case as a
toy model, which should capture some qualitative features of the 3D and the 4D cases.
We would like to make a remark about the notation used in this paper. Since we
focus on the 3D and 4D Euclidean spaces, we do not distinguish the upper and the lower
spacetime indices.
2 Form Invariance and Topological Properties
2.1 3D Case
2.1.1 Ansatz and Form Invariance
The Ansatz of a spherically symmetric SU(2) gauge field in the 3-dimensional Euclidean
space is given by
Aµ = p(τ)
(
U−1∂µU
)
, (2.1)
where τ ≡ xµxµ, and U is an SU(2) group element. In general, U can be expressed as
U = exp [Taψ
a(x)] = exp
[
Ta
ψa(x)
|ψ(x)| |ψ(x)|
]
= exp [Ta ω
a
µ nˆ
µ|ψ(x)|] = exp [Ta ωa µ nˆµθ(τ)] ,
(2.2)
with
nˆµ ≡ x
µ
|x| , θ(τ) ≡ |ψ(x)| , T
a =
σa
2i
. (2.3)
We have defined a matrix ωa µ to connect the two unit vectors nˆ
µ and ψa(x)/|ψ(x)| in
different spaces. For the 3D case, the indices µ and a both run over 1, · · · , 3.
The Ansatz (2.1) must satisfy the form invariance condition (1.3):(
O−1
)
µ
ν Aν(Ox) = V
−1Aµ(x)V ,
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where O is a constant SO(3) group element, and V is a constant SU(2) group element. We
will show in Appendix C.1 that Eq. (1.3) restricts ω to be a constant O(3) group element.
In this paper we assume that detω = 1, so the Ansatz (2.1) becomes
Aµ = p(τ)
(
U−1∂µU
)
, U = exp [Ta ω
a
µ nˆ
µθ(τ)] , (2.4)
with a constant SO(3) group element ω. With a proper choice of the generators Ta, we
can write the matrix ω as
ω =
 1 0 00 1 0
0 0 1
 . (2.5)
We would like to emphasize that for the 3D Yang-Mills theory the form invariance
condition (1.3) is automatically satisfied by the Ansatz (2.4), hence it does not impose any
constraints on the functions p(τ) and θ(τ). For simplicity, in this paper we only consider
p(τ) and θ(τ) that are C1-differentiable functions.
2.1.2 Topology
Although we consider the pure Yang-Mills theory, the topological properties will become
manifest after introducing a topological term.
For the 3-dimensional Euclidean space, the appropriate topological term is the Chern-
Simons term:
SCS =
ik
4pi
∫
d3xTr
(
A ∧ dA+ 2
3
A ∧A ∧A
)
. (2.6)
In general, SCS takes values in R/2piZ. If we require that SCS takes values in 2piZ, it will
not affect the quantum Yang-Mills theory in the path integral.
Plugging the Ansatz (2.4) into the Chern-Simons term, we obtain
A∧dA+ 2
3
A∧A∧A =
(
2
3
p3 − p2
)
(U−1dU)∧(U−1dU)∧(U−1dU)−pdp d(U−1dU) . (2.7)
Since the second term in the above expression is proportional to d(U−1dU), which vanishes
after taking the trace, the Chern-Simons action now becomes
SCS =
ik
4pi
∫
d3x
(
2
3
p3 − p2
)
Tr(U−1dU) ∧ (U−1dU) ∧ (U−1dU) , (2.8)
which is essentially a Wess-Zumino term. We can define
SCS = 2piikB , (2.9)
where B is the winding number.
In Appendix D, we show that the winding number B has contributions only from the
singular points of the integrand, and it can be expressed as
B =
3
2pi2
∑
β
(
2
3
p3β − p2β
)(
θβ − 1
2
sin2θβ
)∫
dSβ nˆ · (∂1nˆ× ∂2nˆ) , (2.10)
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where β denotes the singular points, for instance τ = 0 and τ =∞ for the simplest cases,
and
1
4pi
∫
dS nˆ · (∂1nˆ× ∂2nˆ) = ±1 , (2.11)
where the contributions from τ = 0 and τ =∞ have an opposite sign due to the boundary
orientation. Since B should also be an integer, the boundary values of p and θ at the
singular points will be constrained. We can list the possible boundary conditions in Table 1.
Winding number B p|τ=0 p|τ=∞ θ|τ=0 θ|τ=∞
0 0 0 pi pi
0 1/2 1/2 pi pi
0 1 1 pi pi
1 0 1/2 pi pi
-1 1/2 0 pi pi
· · · · · · · · · · · · · · ·
Table 1. Boundary conditions in 3D.
We would like to emphasize that these boundary values are obtained from the topologi-
cal constraint, and they do not necessarily lead to solutions to the Yang-Mills equation, but
the solutions to the Yang-Mills equation must satisfy these boundary conditions. Eq. (2.4)
with the constrained boundary values provides an Ansatz of the topologically stable SU(2)
gauge field in the 3-dimensional Euclidean space.
2.2 4D Case
The discussions in this section are similar to Section 2.1 for the 3D case. The notations
used here are summarized in Appendix A.
2.2.1 Ansatz and Form Invariance
Now let us consider the Ansatz for the topologically stable SU(2) gauge field in the 4-
dimensional Euclidean space. Similar to Eq. (2.1), we can write down a general Ansatz:
Aµ = p(τ, x4)
(
U−1∂µU
)
, U = exp
[
Ta nˆ
i ωa i θ(τ, x4)
]
, (2.12)
where τ ≡ xµxµ, and in this case µ runs from 1 to 4, while i runs from 1 to 3. The functions
p(τ, x4) and θ(τ, x4) depend on both τ and x4, while nˆ
i is a unit vector depending only on
x1, x2 and x3:
nˆi ≡ x
i
|x| , (2.13)
where |x|2 ≡∑3i=1 xixi. As we will see in the following, in order that the form invariance
condition (1.3):
(Λ−1)µ ν Aν(Λx) = V −1Aµ(x)V
still holds for the 4D case, the expressions of the factors p(τ, x4) , θ(τ, x4) and ω
a
i have to be
fixed, where Λ is an SO(4) Lorentz transformation and V is an SU(2) gauge transformation,
both of which have parameters independent of x.
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The Lorentz group of the 4-dimensional Euclidean space is SO(4), which has 6 genera-
tors Mαβ (α, β = 1, · · · , 4) with Mαβ = −Mβα. For a fixed value of x4, the rotations in the
subspace (x1, x2, x3) are generated by M12, M23, M31, and the form invariance condition
restricts ω to be a constant O(3) group element as for the 3-dimensional case. Again, we
assume that detω = 1 in this paper, hence we choose ω to be a constant SO(3) group
element. Moreover, we need to impose the form invariance condition on the Ansatz under
the rotations generated by M14, M24, M34 to constrain the functions p(τ, x4) and θ(τ, x4).
As we will show in Appendix E.1, this condition constrains p(τ, x4) = p(τ) and fixes the
function θ(τ, x4) to be
cos
θ
2
= ± x4√
τ
. (2.14)
We choose cos(θ/2) = x4/
√
τ in this paper. Consequently, the Ansatz becomes
Aaµ T
a = 2
p(τ)
τ
ηaµνx
νT a , (2.15)
where ηaµν are the ’t Hooft symbols (see Appendix A). In Appendix E.2, we prove that
this expression is indeed form invariant, while in Appendix E.3 an alternative approach to
obtain the form invariant expression (2.15) will be discussed, which can be generalized to
higher dimensions or curved spacetime.
2.2.2 Topology
Similar to the 3D case, we would like to introduce a topological term, which does not affect
the Yang-Mills action at the quantum level. In the 4-dimensional Euclidean space, this
term can be
S = 2piik (2.16)
with the winding number k given by
k = − 1
16pi2
∫
d4xTr [Fµν(∗Fµν)]
= − 1
16pi2
∫
d4x 2 ∂µ
µνρσ Tr
[
Aν∂ρAσ +
2
3
AνAρAρ
]
, (2.17)
where the second line is an integral over the boundary. For the 4D case, the winding
number can be thought of as the second Chern number, which is topologically invariant.
In this paper we focus on the gauge group SU(2), for which only the second Chern class is
nonvanishing and all the higher Chern classes vanish.
Plugging the Ansatz (2.12) into the topological term above, we obtain
k = − 1
8pi2
∮
dΩµ 
µνρσ
(
2
3
p3 − p2
)
Tr
[(
U−1∂νU
) (
U−1∂ρU
) (
U−1∂σU
)]
, (2.18)
which is a surface integral evaluated on the boundary of the original 4-dimensional manifold.
In the simplest case, there are two boundaries around τ = 0 and τ =∞, which contribute
to the integral:
– 9 –
k =−
(
2
3
p3(0)− p2(0)
)
1
8pi2
∫
τ=0
dΩµ 
µνρσ Tr
[(
U−1∂νU
) (
U−1∂ρU
) (
U−1∂σU
)]
−
(
2
3
p3(∞)− p2(∞)
)
1
8pi2
∫
τ=∞
dΩµ 
µνρσ Tr
[(
U−1∂νU
) (
U−1∂ρU
) (
U−1∂σU
)]
.
(2.19)
In Appendix F, we will show that
1
24pi2
∫
τ=0
dΩµ 
µνρσ Tr
[(
U−1∂νU
) (
U−1∂ρU
) (
U−1∂σU
)]
= − 1
24pi2
∫
τ=∞
dΩµ 
µνρσ Tr
[(
U−1∂νU
) (
U−1∂ρU
) (
U−1∂σU
)]
, (2.20)
is an integer, which equals 1 for the gauge group SU(2). We see that, due to the opposite
boundary orientation, the contributions from τ = 0 and from τ = ∞ have an opposite
sign. The two equations above imply that the boundary values of p have to be restricted,
in order to be consistent with the fact that the winding number k must be an integer.
We list some possible values of p in Table 2. Again, as in the 3D case, the solutions
to the Yang-Mills equation have to satisfy these boundary conditions, while the possible
boundary values do not always lead to solutions. Eq. (2.15) with the fixed boundary
values provides an Ansatz of the topologically stable SU(2) gauge field in 4-dimensional
Euclidean space. Moreover, the factor θ in the 4-dimensional Ansatz is already fixed by
the form invariance condition.
Winding Number k p|τ=0 p|τ=∞
0 0 0
0 1/2 1/2
0 1 1
1 0 1
-1 1 0
· · · · · · · · ·
Table 2. Boundary conditions in 4D.
2.3 C∞-Curve
In the previous subsections, we obtain the Ansa¨tze of the topologically stable gauge field
for both the 3D and the 4D Yang-Mills equation. We have seen that the boundary values of
the factors in the Ansa¨tze are fixed by the topological properties. In principle, there can be
infinitely many smooth functions that satisfy these boundary conditions, and they provide
the candidates for the solutions to the Yang-Mills equation, because the classical solutions
must be form invariant and satisfy the boundary values, i.e., they must be topologically
stable.
– 10 –
We have made the following observation. Among the possible candidates the true
solution is always a monotonic C∞-curve. For example, for the 4D case there are infinitely
many curves that satisfies the boundary conditions for the meron solution (see Fig. 2):
p(τ = 0) = p(τ =∞) = 1
2
. (2.21)
The true 4D meron solution is given by p(τ) = 1/2, which is a monotonic C∞-curve, and
its higher derivatives
p(n) ≡ ∂np(τ)/∂τn = 0 (2.22)
are also monotonic.
0 ¥
0
12
1
0
12
1
Τ
pHΤ=0L pHΤ=¥L
Classical solution
Other curve
Other curve
Figure 2. Curves satisfying the boundary conditions for the 4D meron solution.
Besides the classical solutions, the other topologically stable configurations are also
very important in our following discussions. These configurations are called topological
fluctuations, and we will discuss them in great detail in Section 4 and 5.
3 Classical Solutions
We have seen in the previous section, that the form invariance condition and the topological
properties have strongly restricted the expressions of the Ansatz and provided us with the
topologically stable gauge fields, which are candidates of the classical solutions. To solve
the Yang-Mills equation in 3D now becomes to solve for the factors p and θ with the
possible boundary values listed in Table 1, and to solve the Yang-Mills equation in 4D
becomes to solve for only the factor p with the possible boundary values listed in Table 2.
We will show the details of the calculations in this section.
3.1 3D Case
In Subsection 2.1.1, we showed that the topologically stable Ansatz of Aµ in 3D reads
Aµ = p(τ)
(
U−1∂µU
)
, U = exp [(T · nˆ) θ(τ)] , (3.1)
– 11 –
more explicitly,
Aµ,a = 2p θ
′xµ xa
|x| + p sinθ
δµaτ − xµxa
|x|3 − 2p sin
2
(
θ
2
)
µaixi
τ
. (3.2)
One can perform a gauge transformation given by
V = exp
[
(T · nˆ)
(
φ− θ
2
)]
, (3.3)
where
φ′ = (1− 2p)θ′ (3.4)
is the gauge fixing condition. The Ansatz now reads
Aµ,a = G
(
δµa
|x| −
xµxa
|x|3
)
+ (H − 1) µaixi
τ
, (3.5)
where
G ≡ p+ sin(θ+) + p− sin(θ−) , H ≡ p+ cos(θ+) + p− cos(θ−) (3.6)
and
p± ≡ 1± pˆ
2
, θ± ≡ φ± θ
2
, pˆ ≡ 2p− 1 . (3.7)
We will use this gauge through out the calculations in this paper.
The boundary conditions for p and θ, which are discussed in Section 2.1 and listed in
Table 1, are extended here to include the boundary conditions for G and H in Table 3.
Winding
p|0 p|∞ θ|0 θ|∞ G|0 G|∞ H|0 H|∞
number B
0 0 0 pi pi − cos
(
φ
2
)
− cos
(
φ
2
)
sin
(
φ
2
)
sin
(
φ
2
)
0 12
1
2 pi pi 0 0 0 0
0 1 1 pi pi cos
(
φ
2
)
cos
(
φ
2
)
− sin
(
φ
2
)
− sin
(
φ
2
)
1 0 12 pi pi − cos
(
φ
2
)
0 sin
(
φ
2
)
0
-1 12 0 pi pi 0 − cos
(
φ
2
)
0 sin
(
φ
2
)
· · · · · · · · · · · · · · · · · · · · · · · · · · ·
Table 3. Boundary conditions for G and H in 3D. φ is an arbitrary constant.
The Yang-Mills equation reads
DµFµν = 0 , (3.8)
where for the 3D Eulidean space we do not distinguish the upper and the lower indices.
Plugging Eq. (3.5) in Eq. (3.8), we obtain
G = 0 , H = 0 or G = cos Θ , H = sin Θ , (3.9)
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where Θ is a constant. The details are presented in Appendix G. The solution with G =
cos Θ and H = sin Θ is a pure gauge solution, while the solution with G = H = 0
corresponds to the Wu-Yang monopole, which is also a stright line p = 1/2 in the variable
τ hence a monotonic C∞-curve satisfying the boundary values, as we briefly discussed in
Section 2.3. We summarize the 3D solutions with lowest winding numbers in Fig. 3:
Pure Gauge
Wu-Yang Monopole
Acl=0
0 ∞
0
1/2
1
0
1/2
1
τ
p(τ=0) p(τ=∞)
Figure 3. Spherically symmetric solutions to 3D Yang-Mills equation with lowest winding numbers.
3.2 4D Case
We list the results of the 4D classical solutions in this section. The details are given in
Appendix H.
First, we have the topologically stable Ansatz to the 4D Yang-Mills equation
Aµ,a = 2
p(τ)
τ
ηaµρxρ , (3.10)
where for the 4D Eulidean space we do not distinguish the upper and the lower indices.
As we have seen in Appendix E, the form invariance condition uniquely fixes the factor
θ in the Ansatz and constrains the factor p = p(τ). The boundary values of p at τ = 0
and τ =∞ are fixed by the topological properties, and some possible choices are listed in
Table 2.
Next, we can compute the field strength and try to solve the 4D Yang-Mills equation.
F aµν = 4ηaµν
(
p2
τ
− p
τ
)
+ 4xρ(xµηaνρ − xνηaµρ)
[(p
τ
)′
+
p2
τ2
]
, (3.11)
where the prime denotes the derivative with respect to τ . The Yang-Mills equation is
(DµFµν)
a = 8
ηaνρxρ
τ2
(−p+ 3p2 − 2p3 + τp′ + τ2p′′) = 0 . (3.12)
As discussed in Appendix H, we suppose that p(τ) has the expansions
p(τ) =
{
aτ=00 +
∑∞
n=1 a
τ=0
n τ
n , for smallτ ;
aτ=∞0 +
∑∞
n=1 a
τ=∞
n /τ
n , for largeτ ,
then there are a few different solutions to this equation:
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1. aτ=00 =
1
2 , a
τ=∞
0 =
1
2 : p = 1/2 ,
2. aτ=00 = 0 , a
τ=∞
0 = 1: p =
τ
τ+c1
,
3. aτ=00 = 1 , a
τ=∞
0 = 0: p =
c1
τ+c2
,
4. aτ=00 = 1 , a
τ=∞
0 = 1: p = 1 ,
5. aτ=00 = 0 , a
τ=∞
0 = 0: p = 0 ,
where c1 and c2 are two positive real constants. The first solution is the meron solution.
The second solution and the third solution correspond to the 1-instanton solution in the
regular gauge and the 1-anti-instanton solution in the singular gauge respectively. The last
two solutions can be viewed as the pure gauge solution and the trivial vacuum solution
respectively.
We also observe that for these solutions the factors p are all monotonic C∞-curves
satisfying the boundary conditions with p(n) also monotonic. For instance, for the meron
solution p(τ) is just a straight line connecting the boundary values at τ = 0 and τ = ∞.
For the 1-instanton solution p(τ) = τ/(τ + c1) we notice that
∂np(τ)
∂τn
=
∂n
∂τn
(
τ
τ + c1
)
= (−1)n+1 c1 n!
(c1 + τ)
n+1 , (3.13)
are also monotonic C∞-functions.
We summarize the 4D solutions with lowest winding numbers in Fig. 4, where for
simplicity we assume that c1 = c2 = c with a constant c.
Pure Gauge
Meron
Acl=0
Instanton
Anti-Instanton
0 c
τ0
1
1/2
p(τ=0)
Figure 4. Spherically symmetric solutions to 4D Yang-Mills equation with lowest winding numbers.
If we adopt a new coordinate introduced by the conformal transformation
ζ =
1
2
τ − c
τ + c
, (3.14)
then all the classical solutions shown in Fig. 4 can be plotted in the new coordinate shown
in Fig. 5. As we can see, for each topologically allowed path there is a corresponding
classical solution, which is a monotonic C∞-curve.
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Pure Gauge
Meron
Acl=0Ins
tanto
n
Anti-Instanton
0-1/2 1/2
0
1
1/2
0
1
1/2
ζ= 1
2
τ - cτ + c
p(τ=0) p(τ=∞)
Figure 5. Spherically symmetric solutions to 4D Yang-Mills equation with lowest winding numbers
in coordinate ζ.
4 Topological Fluctuations (General Formalism)
In this section, we consider the quantum fluctuations of the Yang-Mills field, which we call
Qµ, and the topological fluctuations, which are denoted by A˜. The quantum fluctuations
Qµ are the rapidly varying fields, that generally do not satisfy the form invariance condi-
tion or the topological properties. The topological fluctuations A˜, on the other hand, are
the slowly varying fields that satisfy both the form invariance condition and the topolog-
ical properties. The expansion considered here is similar to the case of the 1D quantum
antiferromagnets, in which we split the spin field ~n into a slowly varying mode ~m and a
rapidly varying mode ~l (See Appendix L). We will review and explain the legitimacy of
such treatment at the end of this section. Let us first set up the general formalism, and
then discuss the 3D and the 4D case separately.
From now on we employ the background field formalism, and denote the background
Yang-Mills field and the quantum fluctuation by Aµ and Qµ respectively. The full field
strength is given by
Fµν = [Dµ, Dν ] = [Dµ +Qµ, Dν +Qν ] , (4.1)
and one can also define a field strength of the background as
Fµν = [Dµ, Dν ] , (4.2)
where
Dµ ≡ ∂µ +Atopµ +Qµ ,
Dµ ≡ ∂µ +Atopµ . (4.3)
The background field Atopµ not only includes the solution to the classical Yang-Mills equa-
tion, which we will call Aclµ , but it also includes the topological fluctuations around the
classical solutions, which are the fields G˜ and H˜ for the 3D case and p˜ for the 4D case,
– 15 –
and we will formally denote them as A˜. The key point here is that the background field is
constrained by the form invariance condition (1.3):
(O−1) µ ν Atopν (Ox) = V
−1Atopµ (x)V .
More explicitly,
Atopµ,a =

(
G0 + G˜
)(
δµa
|x| − xµxa|x|3
)
+
(
H0 + H˜ − 1
)(
µaixi
|x|2
)
for 3D Yang-Mills ;
(
p0 + p˜
)
ηaµν
(
xν
|x|2
)
for 4D Yang-Mills ,
where we adopt the saddle point approximation and write G = G0 + G˜, H = H0 + H˜
and p = p0 + p˜. G0 and H0 correspond to the classical solutions for the 3D case, while p0
corresponds to the classical solutions for the 4D case. In order to preserve the topological
properties, the topological fluctuations have to vanish at the boundaries, i.e.,
A˜(τ = 0) = A˜(τ =∞) = 0 , (4.4)
which has a significant physical meaning that we will discuss in Subsection 4.3.
Expanding the expression of the field strength, we obtain
Fµν = Fµν +DµQν −DνQµ + [Qµ, Qν ] , (4.5)
where Fµν is the field strength of the background Yang-Mills field. Consequently, up to
some total derivatives
LYM ≡ −1
2
Tr (FµνFµν)
= −Tr
(
1
2
FµνFµν + 2Qµ (DνFµν)−QµMµνQν + 2[Qµ, Qν ](DµQν) + 1
2
[Qµ, Qν ]
2
)
,
(4.6)
where
Mµν ≡ D2δµν + Fµν −DνDµ . (4.7)
In order to quantize the theory, we introduce a gauge fixing term and a ghost term:
Lfix = −Tr
[
(DµQµ)
2
]
, (4.8)
Lgh = Tr (2bDµDµc) , (4.9)
i.e., for the quantum fluctuations Qµ we choose the background gauge
DµQµ = 0 , (4.10)
where
Dµ ≡ ∂µ +Atopµ . (4.11)
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The full Lagrangian is
L = LYM + Lfix + Lgh
= −Tr
(
1
2
FµνFµν + 2Qµ (DνFµν)−QµMµνQν − 2bMghc+ 2[Qµ, Qν ](DµQν) + 1
2
[Qµ, Qν ]
2
)
(4.12)
with
Mµν ≡Mµν +DµDν = D2δµν + 2Fµν ,
Mgh ≡ D2 . (4.13)
Therefore, the full quantum theory is given by the path integral
Z =
∫
DAtopµ DQµDbDc exp
(−S[Atopµ , Qµ, b, c]) , (4.14)
where
Atopµ = A
top
µ
(
γ(i), Acl, A˜
)
, (4.15)
is the topological configuration including the classical solutions Acl, their moduli γ(i) and
the topological fluctuations A˜ and
S[Atopµ , Qµ, b, c] =
1
g2
∫
dDxL . (4.16)
For the path integral measure, we have∫
DAtopµ =
∫
Dγ(i)DAclDA˜ [Jac] , (4.17)
where γ(i) are the moduli including translations and gauge orientations, and A˜ denotes
topological fluctuations, which are G˜ and H˜ for the 3D case and p˜ for the 4D case. Acl is
the classical solution given by G0 and H0 for the 3D case and by p0 for the 4D case. In
3D, G0 and H0 are constant, hence there is no integral over moduli but only a sum over
different classical solutions, which we denote as A0. For the (anti-)instanton in 4D, p0 has
one more modulus which is the size ρ, thus for this case there is one more corresponding
measure in the path integral:
DAcl(anti-)instanton ⊃ [Jac]ρ dρ , (4.18)
For simplicity, we neglect the measure of ρ in the following discussions. In 4D, when we
expand the measure DAtopµ for the (anti-)instanton, we will recover this term.
Summarizing the discussions above, we obtain
Z =
∑
{A0}
∫
Dγ(i)DA˜DQµDbDc [Jac] exp
(
−S[Acl, A˜, Qµ, b, c, γi]
)
. (4.19)
To evaluate the path integral (4.19) and derive the effective field theories, we can separate
the action into two parts. There are two different ways of separation:
– 17 –
1.
S[Acl, A˜, Qµ, b, c, γi] = Squ[Acl, A˜, Qµ, b, c, γi] + Stop[Acl, A˜, γi] , (4.20)
where Stop is independent of quantum modes Qµ and the ghost fields b, c. When we
turn off the quantum modes
Squ[Acl, A˜, Qµ = 0, b = 0, c = 0, γi] = 0 , (4.21)
i.e.,
S[Acl, A˜, Qµ = 0, b = 0, c = 0, γi] = Stop[Aclµ , A˜, γi] . (4.22)
2.
S[Acl, A˜, Qµ, b, c, γi] = S0[Acl, Qµ, b, c, γi] + ∆S[Acl, A˜, Qµ, b, c, γi] , (4.23)
where S0 is independent of the topological fluctuations A˜. When we turn off the
topological fluctuations A˜,
∆S[Acl, A˜ = 0, Qµ, b, c, γi] = 0 , (4.24)
i.e.,
S[Acl, A˜ = 0, Qµ, b, c, γi] = S0[Acl, Qµ, b, c, γi] . (4.25)
Now let us briefly explain the physical reason of having two ways of separation.
• The first separation (4.20) is convenient to use, because in Eq. (4.1) we have already
separated the gauge field into Atopµ and Qµ. Hence, it is natural to calculate the
contributions purely from Atopµ to the action, which is Stop.
• The second separation (4.23), though inconvenient to use, has more transparent and
profound physical meanings, as we will show now. In Appendix I, we provide the
detailed derivations of the Jacobian [Jac]:
[Jac] = [Jac]γi [Jac]A˜ . (4.26)
Then we have
Z =
∑
{A0}
∫
[Jac]A˜DA˜
∫
[Jac]γi Dγ(i)
∫
DQµDbDc e−S0 e−∆S . (4.27)
We emphasize that [Jac]γi in general depends on the topological fluctuations A˜. If
we turn off the topological fluctuations A˜, we will have
[Jac]γi
Turn off topological fluctuations A˜−−−−−−−−−−−−−−−−−−−−−−−−−→ [Jac]clγi , (4.28)
and thus reproduce the path integral of quantum fluctuations in classical back-
grounds:
Z −→ Z0 =
∑
{A0}
∫
[Jac]clγi Dγ(i)
∫
DQµDbDc e−S0[Acl, Qµ, b, c, γi] , (4.29)
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where [Jac]clγi is the measure for the classical solutions. The explict forms of [Jac]
cl
γi
for the 3D and the 4D Yang-Mills theory are summarized in Appendix J and K
respectively.
As we can see, S0 corresponds to the quantum fields Qµ and the ghosts b, c in
the classical backgrounds. More importantly, in Section 5 we will show that ∆S in
some limit1 has an expression similar to the Higgs mechanism, where the topological
fluctuations play the similar role of the Higgs field.
In principle, if we could integrate out the moduli γi, we would obtain an effective
theory of the topological modes A˜ and the quantum modes Qµ, which is of great interest
in physics. However, the calculations can be very involved and usually cannot be performed
exactly. In practice the integration over the moduli is left to the end of the computation,
after the other part of the path integral is evaluated. In this section, we will first present
the exact result formally without evaluating the integration over the moduli, and then
in order to make the relevant physics more transparent we will perform the integral over
moduli approximately in Section 5.
4.1 3D Case
Let us recall that for the 3D case the gauge field Aµ,a and the field strength F
a
µν after the
gauge fixing (3.4) are (see Appendix G):
Aµ,a =G
(
δµa
|x| −
xµxa
|x|3
)
+ (H − 1) µaixi|x|2 , (4.30)
F aµν =
(
xµδνa − xνδµa
|x|3
)(
2τG′
)
+
µνa
|x|2
(
G2 + 2H − 2)
+
xi (xµνai − xνµai)
|x|4
(
2− 2H + 2τH ′ −G2)+ xaxiµνi|x|4 (H − 1)2 , (4.31)
where τ ≡ xµxµ and (· · · )′ ≡ ∂(· · · )/∂τ . The factors p and θ in the Ansatz (2.4) are
encoded in the new factors G and H, hence the form invariance allows G and H to have
the fluctuations. Therefore, for the 3D case the gauge field with quantum fluctuations now
reads
Aµ,a +Qµ,a = G
(
δµa
|x| −
xµxa
|x|3
)
+ (H − 1) µaixi|x|2 +Qµ,a , (4.32)
where G and H are slowly varying fields around the classical backgrounds, and Qµ,a is a
rapidly varying quantum mode. Our discusssion here is similar to the analysis for the 1D
antiferromagnetic spin chain, which is reviewed in Appendix L.
As shown in Eq. (4.20), the whole action can be separated into the topological part
and the quantum part. We can first calculate the topological part of the Lagangian
F aµνF
a
µν =
2
τ2
+
(
16G′2 − 4
τ2
G2 +
2
τ2
G4
)
+
(
16H ′2 − 4
τ2
H2 +
2
τ2
H4
)
+
4
τ2
G2H2 . (4.33)
If we define a complex vector
ψ ≡ G+ iH , (4.34)
1The limit will be explained in Section 5.
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the topological part of the Lagrangian becomes
1
4
F aµνF
a
µν =
1
2τ2
+ 4(∂τψ)(∂τψ)− 1
τ2
ψψ +
1
2τ2
(ψψ)2 . (4.35)
The field ψ contains both the solutions to the Yang-Mills equation and the topological
fluctuations around them. As discussed before, G0 and H0 correspond to the classical
solutions, while G˜ and H˜ correspond to the topological fluctuations, i.e.,
G = G0 + G˜ , H = H0 + H˜ . (4.36)
Equivalently, we can use a complex scalar ψ˜ to denote the topological fluctuations, i.e.,
ψ = ψ0 + ψ˜ (4.37)
with
ψ0 = G0 + iH0 , ψ˜ ≡ G˜+ iH˜ . (4.38)
As we have seen in Section 3.1, for the 3D case the solutions include
G0 = 0, H0 = 0 and G0 = cos Θ, H0 = sin Θ . (4.39)
The first case corresponds to the Wu-Yang monopole solution, while the second one cor-
responds to the pure gauge solution. The trivial vacuum solution is just a speical case of
the pure gauge case with Θ = pi/2.
For the Wu-Yang monopole G0 = H0 = 0, the topological part of the Lagrangian reads
1
4
F aµνF
a
µν
∣∣∣∣
G0=H0=0
=
1
2τ2
+ 4
∣∣∂τ ψ˜∣∣2 − 1
τ2
∣∣ψ˜∣∣2 + 1
2τ2
∣∣ψ˜∣∣4 , (4.40)
where the classical part of the Lagangian equals 1/(2τ2), while the topological fluctuation
part is
4
∣∣∂τ ψ˜∣∣2 − 1
τ2
∣∣ψ˜∣∣2 + 1
2τ2
∣∣ψ˜∣∣4 . (4.41)
We see that for the Wu-Yang monopole the classical part and the topological fluctuations
are completely separated in the Lagrangian, i.e., there are no mixed terms, which is not
true in general.
For the pure gauge case G0 = cos Θ, H0 = sin Θ, the topological part of the Lagrangian
reads
1
4
F aµνF
a
µν
∣∣∣∣
G0=cos Θ, H0=sin Θ
=
1
2τ2
+ 4
∣∣∂τ ψ˜∣∣2 − 1
τ2
∣∣ψ0 + ψ˜∣∣2 + 1
2τ2
∣∣ψ0 + ψ˜∣∣4 , (4.42)
where
ψ0 ≡ G0 + iH0 = cos Θ + i sin Θ = eiΘ . (4.43)
This expression contains Θ explicitly, so it seems to be gauge dependent. However, eiΘ can
always be absorbed by redefining the field ψ˜. If we turn off all the topological fluctuations,
i.e. G˜ = H˜ = 0, the topological part of the Lagrangian is equal to the classical part, which
vanishes identically for the pure gauge case.
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Next, we consider the path integral (4.27) for the 3D case, which is just the combination
of the topological part and the quantum part of the theory. As discussed before, the path
integral should take a sum over the Wu-Yang monopole and the trivial vacuum background.
Let us list their contributions separately:
• For the Wu-Yang monopole:∫
[Jac] dx0 dϕ0
∫
Dψ˜ e−Stop
∣∣∣
ψ0=0
∫
DQµDbDc e−Squ
∣∣∣
ψ0=0
, (4.44)
where
Stop
∣∣
ψ0=0
=
1
g2
∫
d3x
[
1
2τ2
+ 4
∣∣∂τ ψ˜∣∣2 − 1
τ2
∣∣ψ˜∣∣2 + 1
2τ2
∣∣ψ˜∣∣4] ,
Squ
∣∣
ψ0=0
=
1
g2
∫
d3x Tr
[
− 2Qµ (DνFµν) +QµMµνQν + 2bMghc
− 2[Qµ, Qν ](DµQν)− 1
2
[Qµ, Qν ]
2
]
ψ0=0
. (4.45)
The Jacobian [Jac] consists of the contributions from pseudo zero modes, correspond-
ing to the translations ([Jac]x0), the gauge orientations ([Jac]ϕ) and the topological
fluctuations ([Jac]A˜). We discuss them in detail in Appendix I.
• For the pure gauge solution:∫
Dψ˜ e−Stop
∣∣∣
ψ0=eiΘ
∫
DQµDbDc e−Squ
∣∣∣
ψ0=eiΘ
, (4.46)
where
Stop
∣∣
ψ0=eiΘ
=
1
g2
∫
d3x
[
1
2τ2
+ 4
∣∣∂τ ψ˜∣∣2 − 1
τ2
∣∣eiΘ + ψ˜∣∣2 + 1
2τ2
∣∣eiΘ + ψ˜∣∣4] ,
Squ
∣∣
ψ0=eiΘ
=
1
g2
∫
d3xTr
[
− 2Qµ (DνFµν) +QµMµνQν + 2bMghc
− 2[Qµ, Qν ](DµQν)− 1
2
[Qµ, Qν ]
2
]
ψ0=eiΘ
. (4.47)
For both the Wu-Yang monopole and the pure gauge case, Mµν and Mgh are defined
in Eq. (4.13).
4.2 4D Case
Similar to the 3D case, for the 4D case we can also separate the gauge field Aµ into the
topological part and the quantum part, and the topological part includes the classical
solutions and the topological fluctuations around the solutions.
We have seen that for the 3D case both the factor p and the factor θ, or equivalently
G and H, can have topological fluctuations. The 4D case is a little simpler, because the
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form invariance condition (1.3) has fixed the factor θ and restricted the factor p = p(τ).
We can write
p = p0 + p˜ , (4.48)
where p0 and p˜ denote the classical background and the topological fluctuations around
the classical background respectively. The 4D gauge field now has the form
Aµ = pU
−1∂µU +Qµ , (4.49)
where p is a slowly varying field around the classical background, and Qµ is a rapidly
varying quantum mode. Again, the analysis here is similar to the 1D antiferromagnetic
spin chain, which will be reviewed in Appendix L.
As we have seen in Section 3.2, the 4D classical solutions include
p0 =
1
2
, p0 =
τ
τ + c1
, p0 =
c2
τ + c2
, p0 = 1 , p0 = 0 , (4.50)
where they correspond to the meron solution, the instanton solution in the regular gauge,
the anti-instanton solution in the singular gauge, the pure gauge solution and the trivial
vacuum solution respectively. For simplicity, we assume that c1 = c2 = c in the following.
In the new variable q ≡ p− 1/2, they read
q0 = 0 , q0 = ± τ − c
2(τ + c)
, q0 = ±1
2
. (4.51)
We can first calculate the topological part of the Lagrangian:
1
4
F aµνF
a
µν =
24
τ2
[
(τp′)2 + p2(p− 1)2]
=
24
τ2
[
1
16
+ (τq′)2 − q
2
2
+ q4
]
. (4.52)
Then we evaluate this expression by inserting
q = q0 + q˜ (4.53)
to take into account the topological fluctuations around the classical background.
For each background with the fixed value p0 or equivalently q0 in the 4D case, the path
integral (4.27) becomes: ∫
Dψ˜ e−Stop
∣∣∣
q0
∫
DQµDbDc e−Squ
∣∣∣
q0
, (4.54)
where the quantum part takes the following general form
Squ
∣∣
q0
=
1
g2
∫
d4xTr
[
− 2Qµ (DνFµν) +QµMµνQν + 2bMghc
− 2[Qµ, Qν ](DµQν)− 1
2
[Qµ, Qν ]
2
]
q0
, (4.55)
and Mµν and Mgh are again defined in Eq. (4.13).
For different backgrounds, the topological parts of the Lagrangian are slightly different.
Let us list them in the following:
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• For the meron solution:
Stop
∣∣
q0=0
=
1
g2
∫
d4x
24
τ2
[
1
16
+ (τ q˜ ′)2 − q˜
2
2
+ q˜ 4
]
. (4.56)
• For the instanton and the anti-instanton solution:
In this case, since the classical solution q0 itself is not constant, the explicit expressions
are relatively complicated, let us leave them in the original form:
Stop
∣∣
q0=± τ−c2(τ+c)
=
1
g2
∫
d4x
24
τ2
[
1
16
+
(
τ(q0 + q˜)
′)2 − (q0 + q˜)2
2
+ (q0 + q˜)
4
]
q0=± τ−c2(τ+c)
.
(4.57)
• For the pure gauge solution and the trivial vacuum solution:
The classical part vanishes completely, i.e., the topological part of the Lagrangian is
purely the topological fluctuations.
Stop
∣∣
q0=± 12
=
1
g2
∫
d4x
24
τ2
[
(τ q˜ ′)2 + q˜ 2(q˜ ± 1)2] . (4.58)
The complete path integral (4.19) should be a sum over all the possible backgrounds listed
above. Similar to the 3D case, for the 4D case we should also consider the measure in the
path integral for different backgrounds, and the details can be found in Appendix I.
4.3 Some Remarks
In this subsection, we make a few remarks about the discussions in this section.
• Finiteness:
We would like to emphasize the finiteness of the topological fluctuations. As we have
seen before, that the background configurations of Yang-Mills fields are constrained
by the topological properties, i.e., they have fixed boundary conditions. It implies
that there cannot be any topological fluctuations at the boundary, which should also
be persistent under gauge transformations, i.e.,
A˜(τ = 0) = A˜(τ =∞) = 0 , (4.59)
δA˜(τ = 0) = δA˜(τ =∞) = 0 . (4.60)
For some integrals we encounter in this paper over τ with topological fluctuations,
they have apparent divergences at τ = 0 or τ = ∞, however, due to the vanishing
topological fluctuations at the boundaries these integrals are in fact finite. For conve-
nience, in Section 5 we will introduce physical cutoffs to explicitly cure the apparent
divergences, but we should keep in mind that the exact theory does not have such
divergences and they are cured by topological boundary conditions automatically.
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• Topological Fluctuations vs Quantum Fluctuations:
In this section we have encountered two types of quantum modes, topological fluc-
tuations A˜ and quantum fluctuations Qµ. In the following, we would like to discuss
their relations and different roles in the path integral.
To demonstrate their relations, we would like to borrow a well-understood exam-
ple from condensed matter physics, the 1D quantum antiferromagnets, which is also
briefly reviewed in Appendix L. In that example, initially there is only one field ~n(j)
describing the spin configurations, and then one can write ~n(j) = ~m(j)+(−1)ja0~l(j),
where ~m(j) is a slowly varying mode and ~l(j) is a rapidly varying mode. It is inter-
esting to study the effective theory consisting of both ~m(j) and ~l(j), or to integrate
out one of them and obtain another effective theory consisting of only one mode.
The topological fluctuations A˜ and the quantum fluctuations Qµ discussed in this
paper are similar to the slowly varying mode ~m and the rapidly varying mode ~l in
the example of the 1D quantum antiferromagnets.
Now let us turn to the discussion about the path integral. In principle, one should
include all the possible configurations in the path integral, however, for most cases
such path integrals cannot be evaluated exactly. The best approximation is to start
from some core in the configuration space, which we know very well, and then allow
fluctuations around these known configurations. Hopefully, one can then probe the
whole configuration space without loss of the relevant physics.
There is a subtlety that one has to pay attention to. The core in the configuration
space that we start from can be a point, while sometimes it can also be a finite-
dimensional or an infinite-dimensional subspace. These two cases are illustrated in
Fig. 6. They are fundamentally the same, but in order to prevent double counting,
one should restrict the fluctuations to the orthogonal space of the core.2
Figure 6. Left: The configuration space with a single point as the core and fluctuations
around it. Right: The configuration space with a subspace as the core and fluctuations
around it.
To study the quantum Yang-Mills theory, there are different choices of the core in
the configuration space: One can choose the space of all the classical solutions as
in the previous literature, or one can choose the space of all the topologically stable
2We would like to thank Felix Gu¨nther for helpful discussions on this issue.
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configurations as in this paper. Therefore, the total space of all the configurations,
that should be taken into account in the path integral, can be expressed as the
following direct sums:
V = Vsol ⊕ V ⊥sol = Vtop ⊕ V ⊥top , (4.61)
where Vsol and Vtop stand for the function space of all the solutions and the function
space of all the topologically stable configurations respectively, and V ⊥sol and V
⊥
top are
the orthogonal spaces of Vsol and Vtop respectively. They have the relations:
Vsol ⊂ Vtop , V ⊥sol ⊃ V ⊥top . (4.62)
Traditionally, one considers the quantum fluctuations around the classical solutions,
hence the quantum fluctuations Qµ should lie in the space V
⊥
sol. In this paper, the
novelty of our approach is that we consider the quantum fluctuations around the
topologically stable configurations including all the classical solutions, therefore, the
quantum fluctuations lie in the space V ⊥top.
In fact, the formalism discussed here is similar to Feynman’s path integral formulation
of the 1-dimensional non-relativistic quantum mechanics, which we briefly review in
Appendix M. In that example, we restrict our discussions to continuous paths without
singularities, so Vtop becomes the space of all the C
1-differentiable paths. It is also
clear that the space of the classical solutions Vsol satisfies
Vsol ⊂ Vtop = VC1 . (4.63)
One can prove [28, 29] that all the continuous but nowhere differentiable paths, i.e.
the paths from Brownian motion (random walk), form a space Vrandom that dominates
the configuration space. This space also satisfies
Vrandom ⊂ V ⊥top . (4.64)
Hence, we obtain for the 1D non-relativistic quantum mechanics
V =
(
Vsol ∪ (VC1\Vsol)
)
⊕
(
Vrandom ∪ · · ·
)
. (4.65)
As we discussed in Appendix M, this decomposition of the configuration space cor-
responds to different limits of the theory. When Vsol dominates, the theory becomes
purely classical. To study the quantum mechanics, one only needs to consider the
paths from Brownian motion (random walk) in the space Vrandom, as R. Feynman did
in his original paper [30]. However, to probe the IR regime of the quantum theory,
both Vsol and VC1\Vsol can be important.
One can try to generalize the path integral of the 1D non-relativistic quantum me-
chanics to other cases such as higher-dimensional relativistic quantum field theory,
for instance the 3D and the 4D quantum Yang-Mills theory, but the derivation and
the proof become more involved. Nevertheless, the decomposition
V =
(
Vsol ∪ (Vtop\Vsol)
)
⊕ V ⊥top (4.66)
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still holds, and the quantum fluctuations Qµ should lie in the space V
⊥
top. For the
1D non-relativistic quantum mechanics, a subspace Vrandom in V
⊥
top dominates the
configuration space and leads to quantum mechanics, however, in general the quan-
tum fluctuations are not always dominated by continuous but nowhere differentiable
functions, because in some cases other configurations in V ⊥top, e.g. rough paths, can
be more important, in order to lead to the canonical quantization condition.3
Similar to the example of Feynman’s path integral, one can also consider different
limits of the more general quantum field theory including the quantum Yang-Mills
theory. In the classical limit, all the quantum modes including all the configurations
in V ⊥top and Vtop\Vsol are suppressed, and Vsol gives us the classical physics in this
limit. In the full quantum case, V ⊥top dominates the configuration space and provides
the relevant physics, which leads to the ordinary perturbative quantum field theory.
To probe the IR regime of the quantum theory, a special limit is relevant, in which
one suppresses most quantum modes while still keeping some lowest quantum modes
in the space Vtop\Vsol, then both Vsol and Vtop\Vsol will be important. The transition
among different limits will become clearer when we discuss the low-energy physics of
the quantum Yang-Mills theory in Section 6.
5 Topological Fluctuations (Approximations)
As discussed in the previous section, in principle we could integrate out the moduli in the
path integral (4.27) to obtain an effective theory of the topological modes and the quantum
modes. However, in practice it is very hard to obtain the exact analytical result. Hence, in
this section we discuss an approximate way of performing the integration over the moduli.
Let us illustrate the basic idea of the approximation that we employ.
As we discussed in Subsection 4.3, the topological fluctuations in fact do not induce
divergences. Hence, it is legitimate to introduce some physical length scales as cutoffs to
cure the apparent divergences. We will discuss in Appendix I that for a careful treatment
one has to distinguish the length scale of the classical background, denoted by `0, and the
averaged length scale of all topological fluctuations, denoted by `top.
We start with the path integral (4.27):
Z =
∑
{A0}
∫
[Jac]A˜DA˜
∫
[Jac]topγi Dγ(i)
∫
DQµDbDc e−S[Acl, A˜, Qµ, b, c, γi] ,
where
S[Acl, A˜, Qµ, b, c, γi] = S0[Acl, Qµ, b, c, γi] + ∆S[Acl, A˜, Qµ, b, c, γi] , (5.1)
and γi denotes translations given by x0 and constant gauge orientations given by ϕ. Hence,
equivalently,
Z =
∑
{A0}
∫
DQµDbDc
∫
[Jac]A˜DA˜
∫
[Jac]topγi d
Dx0 d
3ϕ e−S[A
cl, A˜, Qµ, b, c, γi] . (5.2)
3We would like to thank Jo´zsef Lo¨rinczi for helpful discussions on this issue.
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Since in our Ansatz of the topologically stable Yang-Mills field the spacetime indices
and the gauge indices are mixed, integrating over all the gauge orientations is equivalent
to averaging over all the possible values of the tensor ω, which determines how the indices
are mixed. It can be seen as follows. Let us take the 3D case as an example. As shown in
Eq. (C.2), a constant gauge transformation
Aµ → V −1AµV (5.3)
is equivalent to a rotation of ωa ρ by a matrix U :
ωa ρ → Ua a′ ωa′ ρ , (5.4)
where U is defined by
V −1TaV = Tb U b a . (5.5)
Hence, the integration over all the gauge orientations is equivalent to the integration over
all the values of ω.
Let us define
〈e−S〉ω ≡
∫ √
det g(ϕ)
2pi2
d3ϕe−S , (5.6)
where gαβ(ϕ) is the metric on the group manifold. Then
〈e−S〉ω ≥ e−〈S〉ω . (5.7)
Following the argument by R. Feynman in Ref. [17], we can use e−〈S〉ω to approximate the
original theory, but we would underestimate the free energy, i.e., the approximated free
energy will always be greater than or equal to the true free energy. However, we expect
that at some values of the parameters the bound in the inequality can be saturated. Hence,
in the following we will adopt this approximation and use e−〈S〉ω to analyze the theory.
First, we rewrite Eq. (5.2) as
Z =
∑
{A0}
∫
DQµDbDc
∫
[Jac]A˜DA˜
∫
[Jac]topγi
[Jac]clγi
[Jac]clγi d
Dx0 d
3ϕe−S
∼
∑
{A0}
∫
DQµDbDc
∫
[Jac]topγi
[Jac]clγi
DA˜
∫
[Jac]clx0 d
Dx0
∫
[Jac]clϕ d
3ϕe−S , (5.8)
where we dropped [Jac]A˜ for convenience, because it is a constant (see Appendix I), and
we used the fact that
[Jac]topγi
[Jac]clγi
is independent of x0 and ϕ . (5.9)
We also write
[Jac]clγi = [Jac]
cl
x0 [Jac]
cl
ϕ , (5.10)
which corresponds to the classical measure for the translations and for the gauge orien-
tations respectively, when the topological fluctuations are turned off. In Appendix J and
Appendix K, we show that up to a constant there is
[Jac]clϕ ∼
√
det g(ϕ)
2pi2
(5.11)
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except for the instanton and the anti-instanton solution (see Appendix K), for which we
find that up to a constant
[Jac]clϕ ∼
√
det g(ϕ)
2pi2
ρ3 , (5.12)
where ρ is the size of the (anti-)instanton. For simplicity, we first consider the 3D Wu-
Yang Monopole solution or the 4D meron solution, which does not have the size ρ, and the
general results for other cases with ρ will be listed in the end.
Applying the approximation by R. Feynman [17] to Eq. (5.8), we obtain
Z ∼
∑
{A0}
∫
DQµDbDc
∫
[Jac]topγi
[Jac]clγi
DA˜
∫
[Jac]clx0 d
Dx0
〈
e−S[A
cl, A˜, Qµ, b, c, γi]
〉
ω
≈
∑
{A0}
∫
DQµDbDc
∫
[Jac]topγi
[Jac]clγi
DA˜
∫
[Jac]clx0 d
Dx0 e
−〈S[Acl, A˜, Qµ, b, c, γi]〉ω . (5.13)
The path integral above can be further expressed as (see Eq. (4.23))
Z ≈
∑
{A0}
∫
[Jac]clγi d
Dx0
∫
DQµDbDc e−〈S0〉ω
∫
DA˜ [Jac]
top
γi
[Jac]clγi
e−〈∆S〉ω , (5.14)
where S0 is the part of the action that is independent of the topological fluctuations, while
∆S depends on the topological fluctuations. We can make the following field redefinition:
DA˜ [Jac]
top
γi
[Jac]clγi
= DA˜′ , (5.15)
then effectively the path integral can be written as
Z ≈
∑
{A0}
∫
[Jac]clγi d
Dx0
∫
DQµDbDc e−〈S0[Acl, Qµ, b, c, γi]〉ω
∫
DA˜′ e−〈∆S[Acl, CA˜′, Qµ, b, c, γi]〉ω ,
(5.16)
where the change of variable is equivalent to introducing the factor C, which can be thought
of as the wave function renormalization and depends on the energy scale. In general,
the renormalization factor C may contain infinities, which can be made finite by adding
appropriate counter-terms to cancel the divergence. We will skip the discussion about the
counter-term in this paper, and simply consider the finite part of the factor C.
From now on, we drop the prime of A˜′ for simplicity. More explicitly, the path in-
tegrals that we encounter in this paper have the following general expressions under the
approximation:
• 3D (Wu-Yang monopole, pure gauge):
Z ≈
∑
{A0}
∫
[Jac]clγi d
3x0
∫
DQµDbDc e−〈S0〉ω
∫
DG˜DH˜ e−〈∆S[Acl, CG˜, CH˜,Qµ, b, c, γi]〉ω .
(5.17)
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• 4D (trivial solution, pure gauge, meron):
Z ≈
∑
{A0}
∫
[Jac]clγi d
4x0
∫
DQµDbDc e−〈S0〉ω
∫
Dq˜ e−〈∆S[Acl, Cq˜, Qµ, b, c, γi]〉ω . (5.18)
• 4D (instanton, anti-instanton):
Z ≈
∑
{A0}
∫
[Jac]clρ ρ
3dρ
∫
[Jac]clγi d
4x0
∫
DQµDbDc e−〈S0〉ω
∫
Dq˜ e−〈∆S[Acl, Cq˜, Qµ, b, c, γi, ρ]〉ω ,
(5.19)
where we notice that for the 4D (anti-)instanton background there is one more mod-
ulus ρ in the classical solution q0.
We will see in the following subsections, that using this approximation to get rid of the
moduli of the gauge orientations significantly simplifies the expression of the effective ac-
tion, which makes the relevant physics more transparent.
5.1 3D Case
In this subsection, we discuss the 3D Yang-Mills theory under the approximation (5.13).
Following the discussions above, we would like to compute the averaged action under the
gauge orientations.
Recall that for the 3D Yang-Mills, the full quantum theory is given by the Lagrangian
(4.12):
L = −Tr
(
1
2
FµνFµν + 2Qµ (DνFµν)−QµMµνQν − 2bMghc+ 2[Qµ, Qν ](DµQν) + 1
2
[Qµ, Qν ]
2
)
.
To calculate 〈S〉ω, we make use of the following identities proven in Appendix C.2:
〈ωa µ〉ω = 0 ,
〈ωa (µ ωb ν)〉ω =
1
3
δabδµν , (5.20)
where the bracket (· · · ) denotes the symmetrization of the indices. Since all the gauge
indices can be traced back to either from ωa µ or from Q
a
µ, we can keep track of the gauge
indices to see which identity above is needed when we average over ω. The results are〈
Tr
(
1
2
FµνFµν
)〉
ω
= Tr
(
1
2
FµνFµν
)
, (5.21)
〈2Qµ (DνFµν)〉ω = 0 , (5.22)〈
2[Qµ, Qν ](DµQν)
〉
ω
= 2[Qµ, Qν ](∂µQν) , (5.23)〈1
2
[Qµ, Qν ]
2
〉
ω
=
1
2
[Qµ, Qν ]
2 . (5.24)
For the terms −QµMµνQν and 2bMghc let us recall Eq. (4.13):
Mµν ≡Mµν +DµDν = D2δµν + 2Fµν ,
Mgh ≡ D2 .
– 29 –
Hence,
Tr〈QµMµνQν〉ω = −1
2
〈
Qaµ(DρDρQµ)
a
〉
ω
−
〈
Qaµ [Fµν , Qν ]
a
〉
ω
= −1
2
Qaµ∂ρ∂ρQ
a
µ −
1
2
〈
AbρA
e
ρ
〉
ω
QaµQ
f
µ cef cab
= −1
2
Qaµ∂
2Qaµ −
1
2
QaµQ
b
µ
〈
AaρA
b
ρ
〉
ω
+
1
2
QaµQ
a
µ
〈
AbρA
b
ρ
〉
ω
= −1
2
Qaµ∂
2Qaµ +
1
3
(QaµQ
a
µ)(A
b
νA
b
ν) , (5.25)
where we used
〈
AaρA
b
ρ
〉
ω
= (δab/3)A
c
ρA
c
ρ. Similarly,
Tr
〈
2bMghc
〉
ω
= −ba∂2ca + 2
3
(baca)(AbνA
b
ν) , (5.26)
where
AbνA
b
ν =
2
τ
[(
G0 + CG˜
)2
+
(
H0 + CH˜ − 1
)2]
. (5.27)
Bringing all the terms after the average together, we obtain
〈S〉ω = 1
g2
∫
d3xTr
(
− 1
2
FµνFµν +Qµ∂
2Qµ − 4
3τ
(QµQµ)
[
(G0 + CG˜)2 + (H0 + CH˜ − 1)2
]
+ 2b∂2c− 8
3τ
(bc)
[
(G0 + CG˜)2 + (H0 + CH˜ − 1)2
]
− 2[Qµ, Qν ](∂µQν)− 1
2
[Qµ, Qν ]
2
)
, (5.28)
where the trace is taken over the gauge indices, which the topological fluctuations G˜ and
H˜ do not have.
The effective action above is still relatively complicated. Since the factor C is finite, the
effective action can be simplified in some special limits of C, which correspond to different
corners in the moduli space. In general, we distinguish three cases:
• C  1:
In this case the topological fluctuations are not important. One only needs to consider
the classical backgrounds.
〈S〉ω ≈ 〈S0〉ω
=
1
g2
∫
d3xTr
(
− 1
2
FµνFµν +Qµ∂
2Qµ − 4
3τ
(QµQµ)
[
G20 + (H0 − 1)2
]
+ 2b∂2c
− 8
3τ
(bc)
[
G20 + (H0 − 1)2
]− 2[Qµ, Qν ](∂µQν)− 1
2
[Qµ, Qν ]
2
)
,
(5.29)
where
1
4
F cl,aµν F
cl,a
µν =
{
1
2τ2
for the Wu-Yang monopole;
0 for the trivial and the pure gauge solution.
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We see that in this limit the topological fluctuations are effectively turned off. To
estimate the contributions from the classical background, we can replace
√
τ by the
classical background length scale `cl ≡ `0 in the effective action, as discussed in
Appendix I. Then the quantum fluctuations Qµ and the ghosts acquire masses of the
order ∼ `−10 from the classical background. To carefully calculate the masses, one
needs to properly regularize the divergence due to 1/τ and then sum over all the
classical backgrounds.
• C  1:
In this case the topological fluctuations are important, while the classical backgrounds
can be neglected.
〈S0〉ω ≈ 1
g2
∫
d3xTr
(
Qµ∂
2Qµ + 2b∂
2c− 2[Qµ, Qν ](∂µQν)− 1
2
[Qµ, Qν ]
2
)
≈ −1
g2
∫
d3xTr
(
1
2
GµνGµν + (∂µQµ)
2 − 2b∂2c
)
, (5.30)
where
Gµν = ∂µQν − ∂νQµ + [Qµ, Qν ] , (5.31)
and
〈∆S〉ω ≈ −1
g2
∫
d3xTr
(
1
2
FµνFµν +
4C2
3τ
(QµQµ)
∣∣ψ˜∣∣2 + 8C2
3τ
(bc)
∣∣ψ˜∣∣2) , (5.32)
where
1
4
F aµνF
a
µν ≈ 4C2
∣∣∂τ ψ˜∣∣2 − C2
τ2
∣∣ψ˜∣∣2 + C4
2τ2
∣∣ψ˜∣∣4
=
C2
τ
∣∣∂µψ˜∣∣2 − C2
τ2
∣∣ψ˜∣∣2 + C4
2τ2
∣∣ψ˜∣∣4 , (5.33)
and
ψ˜ = G˜+ iH˜ . (5.34)
To analyze the theory in this case, we have to make a detour of discussion. First, we
would like to emphasize that Eq. (5.33) is well-defined and convergent everywhere.
Though 1/τ and 1/τ2 seem to be divergent at τ = 0, the topological fluctuations
ψ˜, which we assume to be C1-functions in this paper, vanish at τ = 0 due to the
boundary conditions, which will cure the apparent divergence caused by 1/τ or 1/τ2.
ψ˜ now is a function of τ = (x−x0)2, while the quantum mode Qµ(x) is a function of
x that can be coupled to an external source Jµ(x), which makes the calculation very
difficult. Moreover, the topological fluctuations are part of the backgrounds without
the external source, hence they should be translationally invariant for most parts of
the space. Therefore, we would like to make the shift:
ψ˜
(
(x− x0)2
) −→ ψ˜(x2) . (5.35)
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However, the topological fluctuations are constrained by the topological boundary
conditions, therefore, ψ˜ is translationally invariant for all the space except the bound-
aries. Thus, for both before and after the shift (5.35) we can write:∫
d3x
(C2
τ
∣∣∂µψ˜∣∣2 − C2
τ2
∣∣ψ˜∣∣2 + C4
2τ2
∣∣ψ˜∣∣4)
=
(∫
near x0
d3x+
∫
near 0
d3x+
∫
else
d3x
) (C2
τ
∣∣∂µψ˜∣∣2 − C2
τ2
∣∣ψ˜∣∣2 + C4
2τ2
∣∣ψ˜∣∣4) , (5.36)
where the regions near x0 and 0 can be taken to be the spherical regions centered
at x0 and 0 with the radius r
2
0. We would like to emphasize that this relation is
true only inside the path integral, i.e., the integration over the function space of ψ˜
is implied. For simplicity, we drop the integration over ψ˜ in the equation above. All
the following discussions should be understood with an integration over ψ˜ assumed.
Away from the regions near x0 and 0 there is∫
else
d3x
(C2
τ
∣∣∂µψ˜(x− x0)∣∣2 − C2
τ2
∣∣ψ˜(x− x0)∣∣2 + C4
2τ2
∣∣ψ˜(x− x0)∣∣4)
=
∫
else
d3x
(C2
τ
∣∣∂µψ˜(x)∣∣2 − C2
τ2
∣∣ψ˜(x)∣∣2 + C4
2τ2
∣∣ψ˜(x)∣∣4) . (5.37)
Notice that for τ = (x− x0)2 the integrand
C2
τ
∣∣∂µψ˜(x− x0)∣∣2 − C2
τ2
∣∣ψ˜(x− x0)∣∣2 + C4
2τ2
∣∣ψ˜(x− x0)∣∣4 (5.38)
is not divergent at x = 0 and x = x0. Hence, for a very small region r
2
0 → 0, the
integral(∫
near x0
d3x+
∫
near 0
d3x
) (C2
τ
∣∣∂µψ˜(x− x0)∣∣2 − C2
τ2
∣∣ψ˜(x− x0)∣∣2 + C4
2τ2
∣∣ψ˜(x− x0)∣∣4)
(5.39)
is negligible. Similarly, when r20 → 0, the integral∫
near 0
d3x
(C2
τ
∣∣∂µψ˜(x)∣∣2 − C2
τ2
∣∣ψ˜(x)∣∣2 + C4
2τ2
∣∣ψ˜(x)∣∣4) (5.40)
also vanishes. In sum, we have
1
g2
∫
d3x
(C2
τ
∣∣∂µψ˜(x− x0)∣∣2 − C2
τ2
∣∣ψ˜(x− x0)∣∣2 + C4
2τ2
∣∣ψ˜(x− x0)∣∣4)
=
1
g2
∫
d3x
(C2
τ
∣∣∂µψ˜(x)∣∣2 − C2
τ2
∣∣ψ˜(x)∣∣2 + C4
2τ2
∣∣ψ˜(x)∣∣4)
− 1
g2
∫
near x0
d3x
(C2
τ
∣∣∂µψ˜(x)∣∣2 − C2
τ2
∣∣ψ˜(x)∣∣2 + C4
2τ2
∣∣ψ˜(x)∣∣4) , (5.41)
where τ = (x − x0)2. The left-hand side of this equation is finite. The second term
on the right-hand side is divergent and gives the difference of the integral (5.36) near
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x0 before and after the shift (5.35), hence it can be viewed as a counter-term, that
cancels the divergence of the first term on the right-hand side. In this paper, instead
of including the counter-term (i.e. the second term on the right-hand side) explicitly,
we will use the first term on the right-hand side as an effective action with some
physical cutoffs, that regularize the theory. Nevertheless, the final result is finite and
equal to the left-hand side. Because these cutoffs are crucial in the following, we will
discuss them in more detail in Subsection 5.3.
As we have shown, the effective action
1
g2
∫
d3x
(C2
τ
∣∣∂µψ˜(x)∣∣2 − C2
τ2
∣∣ψ˜(x)∣∣2 + C4
2τ2
∣∣ψ˜(x)∣∣4) (5.42)
has divergence, which can be regularized by a UV cutoff `top and an IR cutoff Ltop.
In a weak-field approximation, we have the expansion e−〈S〉ω ≈ 1− 〈S〉ω + · · · , thus
we can perform the integration over x0 directly to 〈S〉ω in this approximation. Then
we have
1
g2
∫
d3x0
V
∫
d3x
(C2
τ
∣∣∂µψ˜(x)∣∣2 − C2
τ2
∣∣ψ˜(x)∣∣2 + C4
2τ2
∣∣ψ˜(x)∣∣4) . (5.43)
The integration over x0 can be done explicitly, which is equivalent to the following
replacements in the limit Ltop  `top:∫
d3x0
V
1
τ
→ 3Ltop
L3
and
∫
d3x0
V
1
τ2
→ 3
L3`top
, (5.44)
where `top is the cutoff at τ = 0, and Ltop is the cutoff at τ =∞, both of which are
due to the topological boundary conditions. L is the radius of the system, which is
of the order of Ltop, but we carefully distinguish them in the paper. In Appendix I,
we give a qualitative explanation that `top < `0 because of the excited topological
fluctuation modes. Defining a dimensionful complex scalar with the unit of mass
φ ≡ C
g
√
3Ltop
L3
ψ˜ , (5.45)
we obtain ∫
d3x
[
(∂µφ)(∂µφ)− µ23Dφφ+ λ3D
(
φφ
)2]
, (5.46)
where
µ23D ≡
1
Ltop `top
, and λ3D ≡ g
2L3
6L2top`top
(5.47)
are two constants that can be fixed by comparing with the experimental results or
the Monte Carlo simulations.
Let us introduce the parametrization:
φ =
ν3D + η(x)√
2
eiγ(x) , (5.48)
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where
ν23D ≡ µ23D/λ3D . (5.49)
We obtain∫
d3x
(
1
2
(∂µη)
2 + µ23Dη
2 + λ3D ν3D η
3 +
λ3D
4
η4 +
1
2
(ν3D + η)
2(∂µγ)
2 − λ3D ν
4
3D
4
)
,
(5.50)
where γ is a Goldstone boson and η acts like a Higgs boson with mass mη =
√
2µ3D.
After neglecting the constant shift λ3D ν
4
3D/4, Eq. (5.32) reads
〈∆S〉ω ≈
∫
d3x
(
1
2
(∂µη)
2 + µ23Dη
2 + λ3D ν3D η
3 +
λ3D
4
η4 +
1
2
(ν3D + η)
2(∂µγ)
2
+
1
3
(QaµQ
a
µ)(ν3D + η)
2 +
2
3
(baca)(ν3D + η)
2
)
, (5.51)
where the gauge field Qµ acquires a mass m
3D
Q =
√
2/3 ν3D. This expression is similar
to the Higgs mechanism in the Lorentz gauge. If one chooses a gauge similar to the
unitary gauge before the averaging over the gauge orientations, we believe that the
Goldstone boson γ can be absorbed into the redefinition of the gauge boson Qµ,
which is the case in the usual Higgs mechanism. Finally, we can extend our result
here to the general case and use
1− 〈∆S〉ω ≈ exp(−〈∆S〉ω) , (5.52)
to rewrite 〈∆S〉ω back to the exponent.
• C ∼ 1:
Both topological fluctuations and classical backgrounds are important. One needs to
calculate for each background and sum over all of them. So we return to the path
integral (5.28) without any simplification. Its explicit form could be very complicated,
and we will not discuss the details in this paper.
5.2 4D Case
Following the same spirit of the 3D case, we can work out the 4D case under the approxi-
mation. Since in the 4D Ansatz (2.12) the ω tensor mixes the gauge group indices and the
spacetime indices of a 3D subspace, the identities (5.20) still hold:
〈ωa i〉ω = 0 ,
〈ωa (i ωb j)〉ω =
1
3
δabδij ,
where the indices i and j run from 1 to 3. Thus, the results of the averaged terms (5.21)
∼ (5.24) remain valid for the 4D case. We only need to calculate −QµMµνQν and 2bMghc,
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where again (4.13):
Mµν ≡Mµν +DµDν = D2δµν + 2Fµν ,
Mgh ≡ D2 .
The same results as the 3D case can also be obtained for the 4D case
Tr〈QµMµνQν〉ω = −1
2
Qaµ∂
2Qaµ +
1
3
(QaµQ
a
µ)(A
b
νA
b
ν) , (5.53)
Tr
〈
2bMghc
〉
ω
= −ba∂2ca + 2
3
(baca)(AbνA
b
ν) , (5.54)
except for the 4D case:
AaνA
a
ν =
12 (q0 + Cq˜ + 12)2
τ
. (5.55)
Hence,
〈S〉ω = 1
g2
∫
d4xTr
(
− 1
2
FµνFµν +Qµ∂
2Qµ − 8
τ
(QµQµ)(q0 + Cq˜ + 1
2
)2 + 2b∂2c
− 16
τ
(bc)(q0 + Cq˜ + 1
2
)2 − 2[Qµ, Qν ](∂µQν)− 1
2
[Qµ, Qν ]
2
)
. (5.56)
Similar to the 3D case, we can also discuss the simplified effective action in different
limits of the factor C:
• C  1:
The topological fluctuations are not important. We only need to consider the classical
backgrounds.
〈S〉ω ≈ 〈S0〉ω
=
1
g2
∫
d4xTr
(
− 1
2
FµνFµν +Qµ∂
2Qµ − 8
τ
(QµQµ)(q0 +
1
2
)2 + 2b∂2c
− 16
τ
(bc)(q0 +
1
2
)2 − 2[Qµ, Qν ](∂µQν)− 1
2
[Qµ, Qν ]
2
)
. (5.57)
Like the corresponding limit in the 3D case, here the topological fluctuations can be
neglected, while the quantum fluctuations and the ghosts become massive due to the
classical backgrounds. The masses are of the order `−10 , where `0 ≡ `cl is the classical
length scale that can approximately replace
√
τ , as discussed in Appendix I.
• C  1:
The topological fluctuations are important, while the classical backgrounds are neg-
ligible.
〈S0〉ω ≈ 1
g2
∫
d3xTr
(
Qµ∂
2Qµ + 2b∂
2c− 2[Qµ, Qν ](∂µQν)− 1
2
[Qµ, Qν ]
2
)
≈ −1
g2
∫
d3xTr
(
1
2
GµνGµν + (∂µQµ)
2 − 2b∂2c
)
, (5.58)
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where
Gµν = ∂µQν − ∂νQµ + [Qµ, Qν ] , (5.59)
and
〈∆S〉ω = −1
g2
∫
d4xTr
(
1
2
FµνFµν +
8C2
τ
(QµQµ)q˜
2 +
16C2
τ
(bc)q˜ 2
)
, (5.60)
where
1
4
F aµνF
a
µν ≈
24C2
τ2
(
τ2(q˜ ′)2 − q˜
2
2
+ C2q˜ 4
)
=
6C2
τ2
(
τ (∂µq˜)
2 − 2q˜ 2 + 4C2q˜ 4
)
. (5.61)
In this limit of the 4D case, the effective theory mimics the Higgs mechanism, i.e.,
the topological fluctuations acquire a vacuum expectation value, which consequently
gives masses to the quantum fluctuations and the ghosts. To clearly demonstrate
it, we follow the same logic and repeat the same steps as in the limit C  1 of the
3D case. Similarly, after the integration over x0 in the weak-field approximation,
the apparent divergences due to the factors τ−1 and τ−2 in the expression above are
regularized by an IR cutoff Ltop and a UV cutoff `top with Ltop  `top, i.e.,
1
4g2
∫
d4x0
V
∫
d4xF aµνF
a
µν
=
1
g2
∫
d4x0
V
∫
d4x
[
6
C2
(x− x0)2 (∂µq˜(x))
2 − 12 C
2
(x− x0)4 q˜(x)
2 + 24
C4
(x− x0)4 q˜(x)
4
]
≈
∫
d4x
12 C2L2top
g2L4
(∂µq˜(x))
2 −
48 C2 log
(
Ltop
`top
)
g2L4
q˜(x)2 +
96 C4 log
(
Ltop
`top
)
g2L4
q˜(x)4
 ,
(5.62)
where L is the radius of the system, and `top can be thought of as the averaged
length scale of the topological fluctuations. Again, the length scale of the topological
fluctuations is smaller than the length scale of the classical background (`top < `0),
because it includes the excited states of the topological fluctuations (see Appendix I
for details). This equation should also be understood as a relation inside a path
integral over the topological fluctuations q˜.
We now define the field
ξ ≡ 2
√
3 CLtop
g L2
q˜ , (5.63)
and then obtain after the integration over x0 in the weak-field approximation:
1
4g2
F aµνF
a
µν = (∂µξ)
2 − µ24Dξ2 + λ4Dξ4 , (5.64)
where
µ24D ≡
4
L2top
log
(
Ltop
`top
)
, and λ4D ≡ 2g
2L4
3L4top
log
(
Ltop
`top
)
(5.65)
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are two constants that can be fixed by comparing with the experiments or the Monte
Carlo simulations.
Let us introduce the parametrization:
ξ =
ν4D + h(x)√
2
, (5.66)
where
ν24D = µ
2
4D/λ4D . (5.67)
Then we obtain
1
4g2
F aµνF
a
µν =
1
2
(∂µh)
2 + µ24Dh
2 + λ4D ν4D h
3 +
λ4D
4
h4 − λ4D
4
ν44D , (5.68)
where h(x) acts like a Higgs boson. Dropping the constant shift λ4Dν
4
4D/4, Eq. (5.60)
reads
〈∆S〉ω =
∫
d4x
(
1
2
(∂µh)
2 + µ24Dh
2 + λ4D ν4D h
3 +
λ4D
4
h4
+
1
3
(QaµQ
a
µ)(ν4D + h)
2 +
2
3
(baca)(ν4D + h)
2
)
, (5.69)
where the scalar has the mass mh =
√
2µ4D and gauge field Qµ acquires a mass
m4DQ =
√
2/3 ν4D.
• C ∼ 1:
Both classical backgrounds and topological fluctuations are important. One needs
to calculate for each background and sum over all the configurations. Hence, in the
scope of this paper the effective action (5.56) cannot be further simplified.
5.3 Cutoffs and Topological Boundary Conditions
We would like to discuss an important issue that we have encountered, which is the cutoffs
that we introduced in Eq. (5.41). As we will show, these cutoffs are naturally embedded in
the Yang-Mills theory due to the topological properties, which means that they are not just
regularizations of the theory, instead they have clear physical meanings and in principle
can be determined rigorously.
We take the 3D case as an example. The 4D case follows the same logic and can be
done in a similar way. We consider part of the path integral containing only the effective
action (5.41), i.e.,∫
d3x0
V
exp
[
− 1
g2
∫
d3x
(C2
τ
∣∣∂µψ˜(x− x0)∣∣2 − C2
τ2
∣∣ψ˜(x− x0)∣∣2 + C4
2τ2
∣∣ψ˜(x− x0)∣∣4)]
=
∫
d3x0
V
exp
[
− 1
g2
∫
d3x
(C2
τ
∣∣∂µψ˜(x)∣∣2 − C2
τ2
∣∣ψ˜(x)∣∣2 + C4
2τ2
∣∣ψ˜(x)∣∣4)
+
1
g2
∫
near x0
d3x
(C2
τ
∣∣∂µψ˜(x)∣∣2 − C2
τ2
∣∣ψ˜(x)∣∣2 + C4
2τ2
∣∣ψ˜(x)∣∣4)] , (5.70)
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where again the integration over the function space of ψ˜ is implied. For simplicity, we
drop the integration over ψ˜ in the equation above. All the following equations should be
understood with an integration over ψ˜ assumed.
As we discussed before, the left-hand side has no divergence due to the topological
boundary conditions, while the two terms in the action on the right-hand side are both
divergent, but the divergences from two terms cancel each other. Therefore, there are three
equivalent ways to analyze this kind of effective theory:
• One can directly analyze the finite theory given by the left-hand side of Eq. (5.70).
However, it has a non-local expression, which makes it difficult to study in the frame-
work of standard quantum field theory.
• One can analyze the theory given by the right-hand side of Eq. (5.70), which should
also be finite. In other words, one can view the two terms in the action on the right-
hand side as an effective action and its counter-term. In practice, this treatment
requires very precise cancellation between two divergent terms, hence it is technically
not very feasible.
• One can analyze only the first term in the action on the right-hand side of Eq. (5.70)
as an effective theory, and introduce some physical cutoffs `top and Ltop for |x− x0|,
which regularize the theory and give us finite results. This is the approach that we
used in this paper.
Comparing to standard quantum field theory, we can find the counterparts of these
treatments. For example, a UV complete theory usually does not have divergence, hence
it can be viewed as the first type above. For most theories that we encounter, they have
divergences and need to be regularized by introducing either counter-terms or cutoffs. In
principle, different treatments should give us the same result. However, in practice for most
theories we know, we are only aware of the part of the effective theory, that corresponds to
the first term on the right-hand side of Eq. (5.70), and we have to construct a counter-term
by hand to cancel the divergence, which is contrary to the case discussed above, where
there is no intrinsic divergence, and the counter-term is known, which is just the second
term on the right-hand side of Eq. (5.70).
The cutoffs `top and Ltop have clear physical meanings, and can be determined precisely.
For a given configuration ψ˜, the effective theory on the left-hand side of Eq. (5.70) can be
evaluated numerically and will give us a finite result, which is formally denoted by ΥL[ψ˜].
The first term in the action on the right-hand side of Eq. (5.70) with cutoffs `top and Ltop
can also be evaluated exactly, which we call ΥR [ψ˜, `top, Ltop]. Therefore, for τ = (x−x0)2
we define
ΥL[ψ˜]
≡
∫
d3x0
V
exp
[
− 1
g2
∫
d3x
(C2
τ
∣∣∂µψ˜(x− x0)∣∣2 − C2
τ2
∣∣ψ˜(x− x0)∣∣2 + C4
2τ2
∣∣ψ˜(x− x0)∣∣4)] ,
(5.71)
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ΥR [ψ˜, `top, Ltop]
≡
∫
d3x0
V
exp
[
− 1
g2
∫
`top<|x−x0|<Ltop
d3x
(C2
τ
∣∣∂µψ˜(x)∣∣2 − C2
τ2
∣∣ψ˜(x)∣∣2 + C4
2τ2
∣∣ψ˜(x)∣∣4)] ,
(5.72)
and we require that
ΥL[ψ˜] = ΥR [ψ˜, `top, Ltop] , (5.73)
which can be viewed as an equation for the cutoffs `top and Ltop. By solving this equation
numerically, one can always fix the values of `top and Ltop. Hence, these cutoffs exist
and can be determined at least numerically. In principle, `top and Ltop depend on the
configuration ψ˜, i.e., they are implicit functionals of ψ˜. Equivalently, they depend on the
energy of the configuration. When we focus on a small range of the energy scale, `top and
Ltop can be approximately viewed as constants.
Under the weak-field approximation, the expressions of ΥL[ψ˜] and ΥR [ψ˜, `top, Ltop]
can be expanded to the leading order, and the integrals can be simplied. Consequently,
under this approximation Eq. (5.73) becomes∫
d3x0
V
∫
d3x
(C2
τ
∣∣∂µψ˜(x− x0)∣∣2 − C2
τ2
∣∣ψ˜(x− x0)∣∣2 + C4
2τ2
∣∣ψ˜(x− x0)∣∣4)
=
∫
d3x0
V
∫
`top<|x−x0|<Ltop
d3x
(C2
τ
∣∣∂µψ˜(x)∣∣2 − C2
τ2
∣∣ψ˜(x)∣∣2 + C4
2τ2
∣∣ψ˜(x)∣∣4)
=
2pi
V
∫ L2top
`2top
√
τdτ
∫
d3x
(C2
τ
∣∣∂µψ˜(x)∣∣2 − C2
τ2
∣∣ψ˜(x)∣∣2 + C4
2τ2
∣∣ψ˜(x)∣∣4) , (5.74)
where we used ∫
d3x0
V
∫
`top<|x−x0|<Ltop
d3x =
2pi
V
∫ L2top
`2top
√
τdτ
∫
d3x . (5.75)
If the gauge theory is defined on a sphere Sn instead of the flat space Rn, we can adopt
the following stereographic projection:
√
τ = R cot
(
θ
2
)
, (5.76)
where θ ∈ [0, pi]. For the cutoffs, we can assume the same physical cutoff on θ near 0 and
pi, i.e.,
Ltop = R cot
(
θ0
2
)
, `top = R cot
(
pi − θ0
2
)
, (5.77)
which leads to
`top Ltop = R
2 , Ltop/`top = cot
2 (θ0/2) . (5.78)
Consequently, the integral over τ becomes an integral over θ:∫ L2top
`2top
√
τdτ =
1
4
R3
∫ pi−θ0
θ0
dθ
sin2(θ)
sin6(θ/2)
. (5.79)
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When the topological fluctuations are turned off, i.e. ψ˜ = 0, Eq. (5.73) is trivially
satisfied. When the topological fluctuations are turned on, i.e. ψ˜ 6= 0, in order for Eq. (5.73)
to be solved, the limit `top → 0 and Ltop →∞ cannot be taken at the same time for a not
always vanishing configuration ψ˜.
As we have seen in this section, the masses acquired by the quantum fluctuation field
and the ghost fields can be expressed in terms of the physical cutoffs `top and Ltop. In the
next section, we will see that the mass gaps of the 3D and the 4D Yang-Mills theory at
semi-classical level are also related to these physical cutoffs. According to our discussions
above, the finite cutoffs `top and Ltop are naturally embedded in the Yang-Mills theory on a
flat space Rn of finite size or on a compact space such as a sphere Sn due to the topological
properties.
6 Analysis of Low-Energy Physics
Based on the discussions in the previous section, we can start addressing the problem of
the Yang-Mills mass gap. The rigorous formulation of the problem and the mathematical
treatment will be presented in the next section.
The logic of this section is following. First, in the IR regime the fast varying mode
Qµ should be less dominant, because it vibrates rapidly and will be suppressed in long
distance. Hence, we can turn off the quantum fluctuations Qµ in the IR regime, and
derive the low-energy effective action due to the topological fluctuations A˜. Since the
most relevant background for the mass gap problem is given by the pure gauge solution
and the trivial vacuum solution, we consider topological fluctuations around these two
solutions. From the asymptotic behavior of the topological fluctuations at semi-classical
level, we find the correlation function between two gauge invariant operators, which decays
exponentially. This effect implies the existence of a massive mediator that cannot propagate
a long distance in the IR regime, hence provides a strong evidence for the existence of the
mass gap in the IR regime of the theory.
6.1 Low-Energy Effective Action
In this subsection, let us first analyze the low-energy effective action of the Yang-Mills
theory.
6.1.1 3D Case
After turning off the quantum fluctuations Qµ, the path integral in 3-dimensions becomes
Z =
∑
{A0}
∫
DΨDΨ
∫
[Jac]topγi
d3x0
V
d3ϕe−S , (6.1)
where the action S is actually the topological part of the action Stop given by the Lagrangian
(4.35):
S =
1
g2
∫
d3x
[
1
2τ2
+ 4(∂τψ)(∂τψ)− 1
τ2
ψψ +
1
2τ2
(ψψ)2
]
, (6.2)
– 40 –
and
ψ = ψ0 + ψ˜ . (6.3)
ψ0 and ψ˜ stand for the classical solutions and the topological fluctuations respectively.
In Eq. (6.1) we work with the exact theory described in Section 4. In principle,
one can also apply the approximation introduced in Section 5, which will not change
the following discussions. Under the approximation, the Jacobian [Jac]topγi in Eq. (6.1) is
replaced by [Jac]clγi , and each topological fluctuation acquires a factor C from the wave
function renormalization. The exact theory described in Section 4 results in a complicated
[Jac]topγi , which is difficult to analyze, while the approximation introduced in Section 5
results in a complicated renormalization factor C, which is also difficult to obtain in general.
As we can see, however, we are interested only in the lowest-lying mode between two gauge
invariant operators at semi-classical level, which simplifies the analysis.
As we have seen in the previous sections, for the lowest topological charges in 3D, ψ0
can be the trivial vacuum solution up to a gauge transformation or the Wu-Yang monopole
solution. For the mass gap problem the trivial vacuum background including the trivial
vacuum solution and the pure gauge solution is the most relevant background, hence in the
following we assume ψ0 to be the trivial vacuum background, which is a constant phase.
We can absorb the constant phase by redefining the topological fluctuations ψ˜, then the
effective action becomes
S =
1
g2
∫
d3x
[
1
τ
∣∣∂µψ˜∣∣2 + 1
2τ2
(
|1 + ψ˜|2 − 1
)2]
(6.4)
with the boundary conditions
ψ˜(τ = 0) = ψ˜(τ =∞) = 0 . (6.5)
To obtain the regularized effective theory, we apply the procedure discussed in Subsec-
tion 5.3, which is to perform the integration over x0 in the weak-field approximation with
some counter-terms or physical cutoffs. After some steps the effective action (6.4) becomes
〈S〉x0 =
1
g2
∫
d3x0
V
∫
d3x
[
1
τ
∣∣∂µψ˜(τ)∣∣2 + 1
2τ2
(
|1 + ψ˜(τ)|2 − 1
)2]
=
1
g2
∫
d3x0
V
∫
d3x
[
1
τ
∣∣∂µψ˜(τ)∣∣2 + 1
2τ2
(
ψ˜†(τ) + ψ˜(τ) + |ψ˜(τ)|2
)2]
=
1
g2
∫
d3x0
V
∫
d3x
[
1
τ
∣∣∂µψ˜(τ˜)∣∣2 + 1
2τ2
(
ψ˜†(τ˜) + ψ˜(τ˜) + |ψ˜(τ˜)|2
)2]
+ (counter-terms)
=
1
g2
∫
d3x0
V
∫
`top<|x−x0|<Ltop
d3x
[
1
τ
∣∣∂µψ˜(τ˜)∣∣2 + 1
2τ2
(
ψ˜†(τ˜) + ψ˜(τ˜) + |ψ˜(τ˜)|2
)2]
=
1
g2
∫ L2top
`2top
2pi
√
τ dτ
V
∫
d3x
[
1
τ
∣∣∂µψ˜(τ˜)∣∣2 + 1
2τ2
(
ψ˜†(τ˜) + ψ˜(τ˜) + |ψ˜(τ˜)|2
)2]
≈ 3Ltop
g2L3
∫
d3x
[
|∂|x|ψ˜(|x|)|2 +m23D(|1 + ψ˜(|x|)|2 − 1)2
]
=
3Ltop
g2L3
∫
d3x
[|∂|x|Ψ(|x|)|2 +m23D(|Ψ(|x|)|2 − 1)2] , (6.6)
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where τ = (x− x0)2, and an effective mass is defined by
m23D ≡
1
2`topLtop
. (6.7)
Since we focus on a small range of energy scales above the trivial vacuum background, the
physical cutoffs `top and Ltop are approximately constant. So is the effective mass m3D.
In the last expression of Eq. (6.6) we defined
Ψ ≡ eiΘ
(
1 + ψ˜
)
, (6.8)
where Θ is a constant phase, and Ψ satisfies the boundary conditions
|Ψ|(|x| = 0) = |Ψ|(|x| =∞) = 1 . (6.9)
We also define a new variable τ˜ ≡ xµxµ = |x|2, which is x0-independent. Consequently,
|∂µΨ(τ˜)|2 = 4τ˜ |∂τ˜Ψ(τ˜)|2 =
∣∣∣∣∣∂Ψ(|x|)∂|x|
∣∣∣∣∣
2
. (6.10)
The relation between different variables is
|x|2 = τ˜ = τ(x0 = 0) . (6.11)
In the following, the topological field Ψ should be understood as Ψ(τ˜) or Ψ(|x|).
As we discussed in Subsection 5.3, the second line of Eq. (6.6) has no intrinsic diver-
gences, and to cure the apparent divergences, we can introduce either counter-terms or
physical cutoffs, which correspond to the third and the fourth line of Eq. (6.6) respectively.
From now on we will always use the approach of physical cutoffs.
Let us adopt the parametrization:
Ψ = |Ψ| eiγ , (6.12)
where γ is not well-defined when Ψ = 0. This parametrization should be understood as
follows. For any interval with Ψ 6= 0, we can use the parametrization above, while to pass
from one interval to another, which are joint by a point with Ψ = 0, we have the freedom
to change the phase without affecting Eq. (6.6). The field equations for |Ψ| and γ are
2 ∆|Ψ| − 2|Ψ|(∂|x|γ)2 − 4m23D (|Ψ|2 − 1)|Ψ| = 0 , (6.13)
2 ∂|x|
(|x|2|Ψ|2 ∂|x|γ) = 0 , (6.14)
where for the 3D Euclidean space
∆|Ψ| = ∂2|x||Ψ|+
2
|x| ∂|x||Ψ| . (6.15)
Eq. (6.14) implies that |x|2|Ψ|2∂|x|γ should be a constant, hence for a nonvanishing Ψ
∂|x|γ =
C
|x|2|Ψ|2 . (6.16)
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If we plug Eq. (6.16) into Eq. (6.13) and use the boundary condition |Ψ| = 1 at |x| = 0 as
well as the fact that |Ψ| is a C1-function, we obtain
C = 0 . (6.17)
Consequently, Eq. (6.13) simplifies to
∂2|x||Ψ|+
2
|x| ∂|x||Ψ| − 2m
2
3D (|Ψ|2 − 1)|Ψ| = 0 . (6.18)
The action (6.6) plays the role of the energy in the 3D Euclidean space, which is always
non-negative. Because we are interested in the lowest states of the IR regime, we should
consider the solutions to the equations (6.18) with the boundary condition (6.9), that have
the lowest energies given by Eq. (6.6).
6.1.2 4D Case
For the 4D case, we can follow the same logic and repeat the same steps in the 3D case.
Again, to probe the IR regime of the 4D quantum Yang-Mills theory, we turn off all the
quantum fluctuations Qµ, while keeping the topological fluctuations A˜. The path integral
then becomes
Z =
∑
{A0}
∫
Dq
∫
[Jac]topγi
d4x0
V
d3ϕe−S , (6.19)
where S is the topological part of the action Stop given by the Lagrangian (4.52):
S = − 1
g2
∫
d4xTr
(
1
2
FµνFµν
)
=
1
g2
∫
d4x
24
τ2
[
1
16
+ (τq′)2 − q
2
2
+ q4
]
=
1
g2
∫
d4x
[
6
τ
(∂µq)
2 +
24
τ2
(
q2 − 1
4
)2]
, (6.20)
and
q = q0 + q˜ . (6.21)
q0 and q˜ denote the classical solutions and the topological fluctuations around these classical
solutions respectively, and in general they are functions of τ = (x− x0)2.
Like in the 3D case, we may integrate over x0 in the weak-field approximation as
discussed in Subsection 5.3 to obtain a regularized effective theory. For the mass gap
problem the trivial vacuum background including the trivial vacuum solution and the pure
gauge solution is the most relevant background, hence in the following we focus on the
trivial vacuum background q0 = ±12 and obtain
q = ±1
2
+ q˜ . (6.22)
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Following the same steps, we obtain
〈S〉x0 =
1
g2
∫
d4x0
V
∫
d4x
6
τ
(∂µq˜(τ))
2 +
24
τ2
((
±1
2
+ q˜(τ)
)2
− 1
4
)2
=
1
g2
∫
d4x0
V
∫
d4x
[
6
τ
(∂µq˜(τ))
2 +
24
τ2
(q˜(τ))2 (q˜(τ)± 1)2
]
=
1
g2
∫
d4x0
V
∫
d4x
[
6
τ
(∂µq˜(τ˜))
2 +
24
τ2
(q˜(τ˜))2 (q˜(τ˜)± 1)2
]
+ (counter-terms)
=
1
g2
∫
d4x0
V
∫
`top<|x−x0|<Ltop
d4x
[
6
τ
(∂µq˜(τ˜))
2 +
24
τ2
(q˜(τ˜))2 (q˜(τ˜)± 1)2
]
=
1
g2
∫ L2top
`2top
pi2 τdτ
V
∫
d4x
[
6
τ
(∂µq˜(τ˜))
2 +
24
τ2
(q˜(τ˜))2 (q˜(τ˜)± 1)2
]
=
12L2top
g2L4
∫
d4x
(∂µq˜(τ˜))2 + 4 log(L2top/`2top)
L2top
((
±1
2
+ q˜(τ˜)
)2
− 1
4
)2
=
12L2top
g2L4
∫
d4x
[(
∂|x|q(|x|)
)2
+ 4m24D
(
q2(|x|)− 1
4
)2]
, (6.23)
where τ = (x − x0)2. The second line of Eq. (6.23) has no intrinsic divergences. To cure
the apparent divergences, there are different approaches, as we discussed in Subsection 5.3,
while the third and the fourth line of Eq. (6.23) correspond to the approach of counter-
terms and the approach of physical cutoffs respectively. In the following, we will always use
the latter one. In the last step, we wrote the effective action again in terms of q = ±12 + q˜.
Also, we have defined
τ˜ ≡ τ(x0 = 0) , m24D ≡
2 log(Ltop/`top)
L2top
. (6.24)
For a small range of energy scales above the trivial vacuum background the physical cutoffs
`top and Ltop are approximately constant. Hence, the effective mass m4D is also approxi-
mately constant.
To find the lowest states in the spectrum, let us first solve the field equation
2 ∆ q − 16m24D q
(
q2 − 1
4
)
= 0 , (6.25)
where for the 4D Euclidean space
∆ q = ∂2|x| q +
3
|x| ∂|x|q . (6.26)
The general boundary conditions for the topological fluctuations are
q˜(|x| = 0) = q˜(|x| =∞) = 0 . (6.27)
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For the trivial vacuum background, in terms of q = ±12 + q˜ these boundary conditions
become
q(|x| = 0) = q(|x| =∞) = ±1
2
. (6.28)
The action (6.23) plays the role of the energy in the 4D Euclidean space, which is always
non-negative. Because we are interested in the lowest states of the IR regime, we should
consider the solutions to Eq. (6.25) with the boundary conditions (6.28), which have the
lowest energies given by Eq. (6.23).
6.2 Massive Mediator
As discussed in Ref. [18], one can consider the two-point correlation function of a gauge
invariant operator. If one can only find massive mediators from the correlation function,
it implies the existence of the mass gap in the theory.
Similary, to find some physical evidences for the existence of the mass gap in the
quantum Yang-Mills theory, we also compute the two-point correlation function of a gauge
invariant operator in the trivial vacuum background. If there is no mass gap, there should
be massless propagators, and we expect a power-law decaying behavior for the correlation
function at large distance. If there is a mass gap, the mediators should all be massive, and
we expect a exponentially decaying behavior for the correlation at large distance.
A natural choice of the gauge invariant operator is
 ≡ 1
4
F aµν F
a
µν , (6.29)
where the field strength Fµν is defined in Eq. (4.2). As discussed in Ref. [18], one can also
choose another gauge invariant operator
˜ ≡ 1
4
FaµνFaµν , (6.30)
where Fµν is the full field strength defined in Eq. (4.1) with quantum fluctuations Qµ
turned on. Both  and ˜ are functions of |x| or τ˜ . As we discussed before, in the IR regime
of the theory we turn off all the quantum fluctuations Qµ, hence we consider the operator
 in the following. We can insert two operators  at ~x = ±~d, i.e. τ˜ = d2, and consider the
two-point correlation function 〈(−~d ) (~d )〉.
6.2.1 3D Case
For the 3D case, the operator  is
 = 4|∂τ˜Ψ|2 + 1
2τ˜2
(|Ψ|2 − 1)2 . (6.31)
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The correlation function 〈(−~d ) (~d )〉 is
〈(−~d ) (~d )〉 = 1
Z
∫
DΨDΨ
∫
[Jac]topγi
d3x0
V
(
4
∣∣∣∂τ˜Ψ~x=−~d∣∣∣2 + 12d4 (∣∣Ψ~x=−~d∣∣2 − 1)2
)
·
(
4
∣∣∣∂τ˜Ψ~x=~d∣∣∣2 + 12d4 (∣∣Ψ~x=~d∣∣2 − 1)2
)
· exp (−S)
=
1
Z
∫
DΨDΨ
∫
[Jac]topγi
d3x0
V
[
4
∣∣∣∂τ˜Ψ∣∣τ˜=d2∣∣∣2 + 12d4 (∣∣Ψ(τ˜ = d2)∣∣2 − 1)2
]2
· exp (−S) , (6.32)
As discussed above, to study the IR regime of the quantum theory we have turned off the
quantum fluctuations Qµ and consider the operator . However, for a full quantumt theory
the action S in Eq. (6.32) in principle is given by Stop + Squ, which still depends on Qµ.
Since the coupling of the topological fluctuations A˜ with the quantum fluctuations Qµ only
introduces higher order corrections to the correlation function 〈(−~d ) (~d )〉, i.e. at 1-loop
or higher order, for the lowest state at the leading order we can replace S in the correlation
function by Stop discussed in Subsection 6.1.1:
〈(−~d ) (~d )〉Lowest State ≈ 1
Z
∫
DΨDΨ [Jac]topγi
[
4
∣∣∣∂τ˜Ψ∣∣τ˜=d2∣∣∣2 + 12d4 (∣∣Ψ(τ˜ = d2)∣∣2 − 1)2
]2
· exp
(
−3Ltop
g2L3
∫
d3x
[|∂|x|Ψ(|x|)|2 +m23D(|Ψ(|x|)|2 − 1)2]) .
(6.33)
The Jacobian [Jac]topγi depends on the topological fluctuations, but is independent of x0.
At semi-classical level, it cancels out in the the correlation function because of the normal-
ization factor 1/Z and does not show up in the final result. Moreover, since the integrand
of the correlation function has no Qµ-dependence, the integral over the gauge orientations
ϕ also drops out in the correlation function.
Now let us consider the correlation function (6.33). In the trivial vacuum background,
i.e. |Ψ| = 1, the correlation function vanishes identically. If we allow some perturbations
around the trivial vacuum background, i.e.,
|Ψ| = 1 + φ , (6.34)
then at the leading order Eq. (6.18) becomes a linear differential equation:
∂2|x|φ+
2
|x| ∂|x|φ− 4m
2
3D φ = 0 . (6.35)
It has the solution
φ(|x|) = C1 e
−2m3D |x|
m3D |x| + C2
e2m3D |x|
m3D |x| , (6.36)
where C1 and C2 are two constants. We also expect that φ should vanish when |x| → ∞,
hence we consider only
φ(|x|) = C1 e
−2m3D |x|
m3D |x| ⇒ |Ψ| ≈ 1 + C1
e−2m3D |x|
m3D |x| . (6.37)
– 46 –
At the semi-classical level, the leading order of the lowest state correlation function for
large d becomes
〈(−~d ) (~d )〉Lowest State ≈ 16C41
(
e−m3D d
d
)8
, (6.38)
which implies the existence of a massive mediator and consequently the mass gap in the 3D
quantum Yang-Mills theory. To figure out the exact value of the mass gap, one should solve
Eq. (6.18) exactly as an energy eigenvalue problem with different boundary conditions, and
the lowest positive energy in the spectrum corresponds to the mass gap.
As discussed before, we only take into account the leading order contributions and
perform the analysis at the semi-classical level. Since we are dealing with a purely bosonic
field theory, there are no mechanisms like fermion loops or supersymmetry that can make
the mass gap diminished. Hence, we expect that the mass gap found at semi-classical level
should retain nonzero, when the full quantum corrections are taken into account.
6.2.2 4D Case
For the 4D case, the gauge invariant operator  has the following expression:
 = 24(∂τ˜q)
2 +
24
τ˜2
(
q2 − 1
4
)2
, (6.39)
The correlation function reads
〈(−~d ) (~d )〉 = 1
Z
∫
Dq
∫
[Jac]topγi
d4x0
V
[
24
(
∂τ˜q
∣∣
~x=−~d
)2
+
24
d4
(
q(~x = −~d)2 − 1
4
)2]
·
[
24
(
∂τ˜q
∣∣
~x=~d
)2
+
24
d4
(
q(~x = ~d)2 − 1
4
)2]
· exp (−S) , (6.40)
where in this case the action S should be the sum of the topological action Stop and the
quantum action Squ.
For the lowest state at the leading order, the action S can be replaced by Stop discussed
in Subsection 6.1.2, and the correlation function is
〈(−~d ) (~d )〉Lowest State ≈ 1
Z
∫
Dq [Jac]topγi
[
24
(
∂τ˜q
∣∣
τ˜=d2
)2
+
24
d4
(
q2(τ˜ = d2)− 1
4
)2]2
· exp
(
−12L
2
top
g2L4
∫
d4x
[(
∂|x|q(|x|)
)2
+ 4m24D
(
q 2(|x|)− 1
4
)2])
.
(6.41)
Again, the Jacobian [Jac]topγi depends on the topological fluctuations, but is independent
of x0. At semi-classical level, it cancels out in the the correlation function because of the
normalization factor 1/Z and does not show up in the final result. Since the integrand of
the correlation function has no Qµ-dependence, the integral over the gauge orientations ϕ
also drops out in the correlation function.
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Like in the 3D case, around the 4D trivial vacuum background q = ±12 we allow some
perturbations:
q = ±1
2
+ ϕ , (6.42)
then at the leading order Eq. (6.25) becomes a linear differential equation:
∂2|x| ϕ+
3
|x| ∂|x| ϕ− 4m
2
4D ϕ = 0 . (6.43)
It has the solution
ϕ(|x|) = C1 K1(2m4D |x|)
m4D |x| + C2
I1(2m4D |x|)
m4D |x| , (6.44)
where C1 and C2 are two constants, while I1 and K1 are the modified Bessel functions
of the first and the second kind respectively. We also expect that ϕ should vanish when
|x| → ∞, hence we consider only
ϕ(|x|) = C1 K1(2m4D |x|)
m4D |x| ⇒ q ≈
1
2
+ C1
K1(2m4D |x|)
m4D |x| . (6.45)
At the semi-classical level, the leading order of the lowest state correlation function for
large d becomes
〈(−~d ) (~d )〉Lowest State ≈ 36C
4
1 pi
2
m24D d
2
(
e−m3D d
d
)8
, (6.46)
which implies the existence of a massive mediator and consequently the mass gap in the 4D
quantum Yang-Mills theory. To figure out the exact value of the mass gap, one should solve
Eq. (6.25) exactly as an energy eigenvalue problem with different boundary conditions, and
the lowest positive energy in the spectrum corresponds to the mass gap.
Therefore, for the 4D case our results also support the existence of the mass gap at
semi-classical level. Although the quantum corrections can change the value, they cannot
make the gap diminished.
6.3 Field Equation and Nonlinear Schro¨dinger Equation
We have seen that for both the 3D and the 4D case, after taking the integration over x0,
the effective action has a similar expression. For 3D case, we can write Eq. (6.6) as
〈S〉x0 =
3Ltop
g2L3
∫
d3x
[(
∂|x||Ψ|
)2
+m23D
(|Ψ|2 − 1)2] . (6.47)
For the 4D case, after redefining q → q/2, Eq. (6.23) reads
〈S〉x0 =
3L2top
g2L4
∫
d4x
[(
∂|x|q
)2
+m24D
(
q2 − 1)2] . (6.48)
If we rescale x as x/L to make it dimensionless, we obtain the following expression for both
the 3D and the 4D case
〈S〉x0 =
3LD−2top
g2L2
∫
|x|≤1
dDx
[(
∂|x|Φ
)2
+m2D
(
Φ2 − 1)2] . (6.49)
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where m2D is also a dimensionless constant, which is defined as
m2D =
{
m23DL
2 , for D = 3 ;
m24DL
2 , for D = 4 .
(6.50)
One can replace m23D and m
2
4D in the expression above with their definitions (6.7) (6.24).
Because of L ≥ Ltop  `top there should be m2D  1 for both D = 3 and D = 4.
The equation of motions from these effective actions are of the same type:
∆u− 2m2u(u2 − 1) = 0 with ∆u = ∂2|x|u+
D − 1
|x| ∂|x|u , (6.51)
which is a time-indepedent defocusing nonlinear Schro¨dinger equation. More precisely,
since we consider Euclidean spaces, there is no time in the system, and all the configurations
should be time-independent. Therefore, our original problem becomes this special kind of
nonlinear Schro¨dinger equation, which has been studied in mathematical literature.
In particular, the defocusing cubic nonlinear Schro¨dinger equation in 3D and 4D
i
∂u
∂t
+ ∆u = (|u|2 − 1)u (6.52)
has been studied in [31–33]. It can be associated with the Ginzburg-Landau energy
H(u) =
∫
RD
dDx
[
1
2
|∇u(x)|2 + 1
4
(|u|2 − 1)2
]
, (6.53)
which is essentially the same as Eq. (6.6) and Eq. (6.23) in our case. The energy space is
defined as
E = {u ∈ H1loc(Rd) : ∇u ∈ L2(RD), |u|2 − 1 ∈ L2(RD)} . (6.54)
For D ≥ 3 one also defines the homogeneous Sobolev space H˙1(RD) as
H˙1(RD) = {u ∈ L2∗(RD) : ∇u ∈ L2(RD)} with 2∗ = 2D
D − 2 . (6.55)
In particular, Ge´rard has proven in Ref. [32] the following theorem:
Theorem For D ≥ 3 the energy space E is described as follows:
E = {u = c(1 + v) : c ∈ S1, v ∈ H˙1(RD), 2 Re(v) + |v|2 ∈ L2(RD)} . (6.56)
As a special case, the solution to the time-independent defocusing nonlinear Schro¨dinger
equation with a cubic interaction should also lie in this solution space. Hence, our treat-
ment in this section of expanding the topological fluctuations around the trivial vacuum
background is consistent with this mathematical theorem.
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7 Mass Gap
In this section, we would like to discuss the long-standing problem of the mass gap in
Yang-Mills theory. According to Ref. [12], the mass gap ∆ of a quantum field theory is
defined in the following way: The Hamiltonian H has no spectrum in the interval (0, ∆)
for some ∆ > 0. The spectrum of such ∆ is the mass m with m < ∞. The mass gap
problem of Yang-Mills theory is formulated as follows [12]:
“Prove that for any compact simple gauge group G, a non-trivial quantum Yang-Mills
theory exists on R4 and has a mass gap ∆ > 0.”
In other words, if we could prove that the lowest energy state other than the trivial
vacuum in the spectrum has the mass m > 0, we would find the mass gap. In Ref. [18], the
author explicitly computed all the states for the (2+1)D Georgi-Glashow model, including
the lowest-lying state and the excited states, of the mediator exchanged between two gauge
invariant operators, and thus not only found the mass gap but also obtained the complete
correlation function between two points. In Subsection 6.2, we considered the mediator
exchanged between two gauge invariant operators, only focusing on the lowest-lying state
at semi-classical level. By knowing the lowest-lying state of the mediator, we still cannot
compute the complete correlation between two points because the excited states could also
be important. However, if the mediator in the lowest-lying state acquires a mass, then the
lowest state in the spectrum has a nonzero energy at semi-classical level, which is a very
strong evidence for the mass gap.
To more rigorously demonstrate the existence of the mass gap, one should directly
analyze the 3D and the 4D effective action, which are given by Eq. (6.6) and Eq. (6.23)
respectively. As we have seen in the previous section, these effective actions lead to the
field equations (6.18) and (6.25) respectively, which are of the same type, i.e. the time-
independent defocusing nonlinear Schro¨dinger equation with a cubic interaction, which is
also known as the time-independent defocusing Gross-Pitaevskii equation. Hence, in our
analysis the mass gap problem of the quantum Yang-Mills theory becomes a mass gap
problem of this type of nonlinear Schro¨dinger equation, which generally in D-dimensional
space is given by
∆u− (|u|2 − 1)u = 0 , (7.1)
where for spherically symmetric configurations
∆u = ∂2|x|u+
D − 1
|x| ∂|x|u , (7.2)
and x takes values in Rn. For the trivial vacuum background, the boundary condition is
given by
lim
|x|→0
|u(x)| = lim
|x|→∞
|u(x)| = 1 . (7.3)
This type of nonlinear Schro¨dinger equation has been studied in the mathematical litera-
ture, for instance, in Refs. [31–33] mentioned in Subsection 6.3.
The mass gap problem of the defocusing Gross-Pitaevskii equation was studied in
Ref. [34–36] and more recently by Bao and Ruan in Ref. [37] numerically and asymptot-
ically, where the fundamental gap, i.e. the gap between the ground state and the first
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excited state, of another kind of nonlinear Schro¨dinger equation(
−1
2
∆ + β|φ|2
)
φ = µφ (7.4)
was investigated under various boundary conditions. Here β is a positive constant, and
µ is the chemical potential. For the mass gap problem, we focus on the trivial vacuum
background, which corresponds to the periodic boundary condition discussed in Ref. [37].
We summarize some relevant results of Ref. [37] for the periodic boundary condition in
Appendix N. To illustrate the other boundary conditions, we present the analytical results
of the 1D problem as a toy model in Appendix O.
As discussed in Appendix N, using Eq. (N.19):
ψ =
√
β
µ
φ ,
we can map Eq. (7.4) to the equation derived in Subsection 6.3:
∆ψ − 2m2D(|ψ|2 − 1)ψ = 0 , (7.5)
and obtain the relation (N.25):
E = µV − 2β
(
1− E˜
µ
)
,
where E is the energy for Eq. (7.5) in our case defined by
E =
∫
Ω
dx
[|∇ψ|2 + µ(|ψ|2 − 1)2] , (7.6)
and V is the finite volume of the system. The energy E˜ and the chemical potential µ for
Eq. (7.4) are defined by Eqs. (N.21) (N.22) as follows:
E˜(φ, β) =
∫
Ω
dx
[
1
2
|∇φ|2 + β
2
|φ|4
]
,
µ(φ, β) = E˜(φ, β) +
β
2
∫
Ω
dx |φ|4 .
The chemical potential µ can also be identified with m2D  1 appearing in the effective
action (6.49), and Ω denotes the finite domain |x| ≤ 1.
Our case corresponds to the limit β  1 in the Ref. [37], which is implied by the
condition µ = m2D  1, as we will see in the following. For the trivial vacuum background,
we know that the ground state is the trivial vacuum background itself with Eg = 0, and
Ref. [37] has shown that for the periodic boundary condition when β  1 the energy E˜1
and the chemical potential µ1 for the first excited state are
E˜1 =
1
2V
β +
8
3L1
√
V
β1/2 +
8
L21
+ o(1) , (7.7)
µ1 =
1
V
β +
4
L1
√
V
β1/2 +
8
L21
+ o(1) , (7.8)
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where L1 is the biggest size of the system. Since the volume V of the domain |x| ≤ 1 is
of the order 1, hence µ1 = m
2
D  1 implies that β  1, which is also consistent with our
assumption.
Therefore, for a large value of L1 Eq. (N.25) leads to at leading order
E =
16
√
V β1/2
3L1
+ o(β)
≈ 16V µ
1/2
1
3L1
=
16V mD
3L1
, (7.9)
where in the last step we used the relation (7.8) when β  1.
Precisely speaking, Ref. [37] considers a system with the rectangular geometry, while
in this paper we focus on the spherically symmetric space, hence the results may differ by
a constant factor. Nevertheless, for general dimension D ≥ 1:
E ∝ V
L1
mD . (7.10)
Remember that this result is expressed in terms of the dimensionless variables after the
rescaling introduced in Subsection 6.3. Hence, V and L1 are two dimensionless constants of
order 1. Combining it with Eq. (6.49), we obtain for D = 3, 4 the effective action evaluated
at the first excited state on the trivial vacuum background up to a constant
〈S〉x0 ∝
LD−2top
g2L2
mD , (7.11)
where mD is given by Eq. (6.50):
m2D =
{
m23DL
2 , for D = 3 ;
m24DL
2 , for D = 4 .
In principle, the coupling g depends on the length scale L. Although in the IR regime the
coupling g can be very large, as long as L is finite, g(L) should also remain finite. From the
result above one can learn that, for a finite L the first excited state on the trivial vacuum
background always has a positive finite action compared to the ground state given by the
trivial vacuum background with zero energy, therefore, the system has a mass gap.
As an estimate, we can make the assumption L ≈ Ltop, and apply the explicit expres-
sions of the effective masses m3D, m4D defined by Eq. (6.7) and Eq. (6.24) respectively.
The results are following:
• For the flat space RD (D = 3, 4) with finite size:
〈S〉x0 ∝
{ 1
g2
1√
Ltop`top
, for 3D ;
1
g2
log
(
Ltop
`top
)
, for 4D .
(7.12)
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• For the sphere SD (D = 3, 4) with a radius R:
〈S〉x0 ∝
{
1
g2R
, for 3D ;
1
g2
log
[
cot
(
θ0
2
)]
, for 4D ,
(7.13)
where θ0 is the physical cutoff on θ discussed in Subsection 5.3.
In this section we relate the mass gap problem of the quantum Yang-Mills theory to
the mass gap problem of two kinds of defocusing cubic nonlinear Schro¨dinger equations,
which are related to each other. As we discussed in Section 6, the quantum corrections may
change the value of the mass gap, but cannot make it vanish. Hence, for the spherically
symmetric configurations at the semi-classical level we can demonstate the existence of the
mass gap of the quantum SU(2) Yang-Mills theory on a flat space RD (D = 3, 4) with
finite size or on a compact space such as a sphere SD (D = 3, 4).
8 Discussions
In this paper, we analyzed the quantum Yang-Mills theory. We have explored some key
ideas that have been overlooked before. These key ideas include the form invariance, the
topological properties and the topological fluctuations. Traditionally, only the solutions
to the field equations have been used as the background configurations. However, we
have emphasized that the topologically stable configurations, which are not solutions but
constrained by the form invariance condition and the topological properties, may also be
used as backgrounds. Such kinds of backgrounds bring more abundant structures into play,
which can provide us with the missing blocks to help resolve the long-standing mass gap
problem in the pure Yang-Mills theory.
Some possible generalizations are being considered, and will be presented in future
papers soon. For example, in this paper we discussed the Yang-Mills theory in the 3D
and the 4D Euclidean spaces, however, to compare with the physics in the real world we
should work in the (3+1)D Minkowski spacetime. It would be more fascinating if some
consequences of this new perspective of Yang-Mills theory could be observed in experiments.
In this paper, for the classical solutions we focus on the spherically symmetric cases, one
can also consider the non-spherically symmetric solutions, e.g. the multi-center solutions.
Moreover, the Yang-Mills theory defined on a curved spacetime, either Riemannian or
Lorentzian, would also be interesting.
As we suggested in the main text, with this new point of view at hand, people should
revisit some old problems and bring new ideas to them, for instance the fine-tuning prob-
lem of standard model. We believe that the framework with the topological fluctuations
will provide an alternative approach to the problem. Also, the notion of the topologi-
cal fluctuations in (3+1)-dimensions will provide new interesting ideas for understanding
the confinement problem of the Yang-Mills theory. We would like to explore this new
perspective in the near future.
Finally, we hope that the new concepts and ideas introduced in this paper can deepen
our understanding of gauge theories and widen our view of general quantum field theories.
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At least, we hope this paper will open up a new way of studying the vacuum structure and
the quantum properties of gauge theories.
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A Convention
In this appendix we summarize some conventions used in the paper. First, the Lie algebra
so(4) has the generators given by
(Mµν)mn ≡ δµmδνn − δµnδνm , (A.1)
which satisfy
[Mµν , Mρσ] = δνρMµσ + δµσMνρ − δµρMνσ − δνσMµρ . (A.2)
We choose a special representation of the generators as follows:
M23 =

0 0 0 0
0 0 1 0
0 −1 0 0
0 0 0 0
 ≡ J1 , M14 =

0 0 0 1
0 0 0 0
0 0 0 0
−1 0 0 0
 ≡ K1 ,
M31 =

0 0 −1 0
0 0 0 0
1 0 0 0
0 0 0 0
 ≡ J2 , M24 =

0 0 0 0
0 0 0 1
0 0 0 0
0 −1 0 0
 ≡ K2 ,
M12 =

0 1 0 0
−1 0 0 0
0 0 0 0
0 0 0 0
 ≡ J3 , M34 =

0 0 0 0
0 0 0 0
0 0 0 1
0 0 −1 0
 ≡ K3 . (A.3)
They satisfy
[Ji, Jj ] = −ijkJk , [Ki, Kj ] = −ijkJk , [Ki, Jj ] = −ijkKk . (A.4)
For convenience, we also define
Mi ≡ 1
2
(Ji +Ki) , Ni ≡ 1
2
(Ji −Ki) , (A.5)
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and their (anti-)commutation relations are
[Mi, Mj ] = −ijkMk , [Ni, Nj ] = −ijkNk , [Mi, Nj ] = 0 , (A.6)
{Mi, Mj} = −1
2
δij , {Ni, Nj} = −1
2
δij . (A.7)
Mi and Ni together form a complete basis of so(4) algebra. We can expand Mµν as
Mµν ≡ ηiµνMi + η¯iµνNi , (A.8)
where η and η¯ are ’t Hooft symbols, which can be expressed as
ηiµν = −tr (MiMµν) = −(Mi)mn(Mµν)nm = 2(Mi)µν = (iµν4 + δiµδν4 − δiνδµ4) ,
η¯iµν = −tr (NiMµν) = −(Ni)mn(Mµν)nm = 2(Ni)µν = (iµν4 − δiµδν4 + δiνδµ4), (A.9)
where we used
tr (MiMj) = −δij , tr (NiNj) = −δij , tr (MiNj) = 0 . (A.10)
Some important properties are
1
2
µνρσηiρσ = ηiµν ,
1
2
µνρση¯iρσ = −η¯iµν . (A.11)
B Proof of Eq. (1.3)
In this appendix, we review a theorem proven in Ref. [38]. The form invariance condition
(1.3) discussed in the text can be proven in the same way.
Theorem: F is a spherically symmetric Yang-Mills field strength on R3+1, if and only if
after a suitable gauge transformation its gauge potential satisfies
b(Ax, dAx) = (aduA) b(x, dx) (B.1)
for each A ∈ SO(3), where uA ∈ G may depend on A and does not depend on x, and b is
the gauge potential.
Proof
As discussed in Ref. [38], the field strength F after a Lorentz transformation A, which
is denoted by FA, can be defined by(
ΦA
)
PAQA
= ΦPQ , (B.2)
where
ΦPQ ≡ P exp
[
−
∫ P
Q
bµ(x) dx
µ
]
(B.3)
is the phase factor with the endpoints P and Q, which is also called the Wilson line. We
choose the so-called central gauge, in which the phase factor for a straight line equals the
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unity I. Hence, the phase factor for a path AB equals the phase factor for the loop OABO,
where the point O is the origin, and OA and BO are straight line segments. For A ∈ SO(3)
and a loop OQPO, where OP and QO are straight line segments, the field strength after
the Lorentz transformation is given by(
ΦA
)
OQAPAO
= ΦOQPO . (B.4)
A (3+1)D Yang-Mills field given by F is called spherically symmetric, if for any space
rotation denoted by A around the fixed point O (the origin) FA is equivalent to F , where
the space rotation in R3+1 is given by A = (ai j) ∈ SO(3):
(x′)i = ai j xj , (x′)0 = x0 . (B.5)
To have a criterion for the equivalence of Yang-Mills fields, let us also quote Theo-
rem 2.1 in Ref. [38] without proving it here. The theorem says that two Yang-Mills fields
are equivalent if and only if their loop phase factors are related by
Φ′l = wΦlw
−1 , (B.6)
where w ∈ G is independent of x and the loop l. Based on this theorem, two Yang-Mills
fields are equivalent if and only if their loop phase factors are related by
Φ′OQAPAO = (aduA)ΦOQAPAO , (B.7)
where uA ∈ G is independent of x.
Because a (3+1)D spherically symmetric Yang-Mills field is equivalent to the original
one after a space rotation, we can combine Eq. (B.4) with Eq. (B.7) to obtain
ΦOQAPAO = (aduA)ΦOQPO . (B.8)
In the central gauge, Eq. (B.8) implies that
ΦQAPA = (aduA)ΦQP , (B.9)
and consequently,
b(Ax, dAx) = (aduA) b(x, dx) , (B.10)
where uA ∈ G does not depend on x.

We call Eq. (B.1) the form invariance relation in the text. Similarly, one can prove
this relation for R3 or R4 under some additional constraints on the factors p and θ in the
Ansatz.
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C Classification of ω
C.1 Form Invariance of 3D Ansatz and Restriction on ω
In this subsection of Appendix C, we discuss the constraints on ωa µ due to the form
invariance condition (1.3):
O−1 µ ν Aν(Ox) = V −1Aµ(x)V .
The left-hand side of Eq. (1.3) equals
(O−1)µ ν Aν(Ox)
= (O−1)µ ν p(τ) exp
[
−Ta ωa αO
α
ρ x
ρ
|x| θ(τ)
]
∂
∂(O−1x)ν
exp
[
Tb ω
b
β
Oβ σ x
σ
|x| θ(τ)
]
= (O−1)µ νp(τ) exp [−Ta ωa αOα ρ nˆρ θ(τ)] ∂
∂(O−1x)ν
exp
[
Tb ω
b
β O
β
σ nˆ
σ θ(τ)
]
= p(τ) exp [−Ta ωa αOα ρ nˆρ θ(τ)] ∂
∂(OO−1x)µ
exp
[
Tb ω
b
β O
β
σ nˆ
σ θ(τ)
]
= p(τ) exp [−Ta ωa αOα ρ nˆρ θ(τ)] ∂
∂xµ
exp
[
Tb ω
b
β O
β
σ nˆ
σ θ(τ)
]
. (C.1)
The right-hand side of Eq. (1.3) equals
V −1AµV
=V −1 p(τ) exp
[
−Taωa ρ x
ρ
|x|θ(τ)
]
∂µexp
[
Tbω
b
σ
xσ
|x|θ(τ)
]
V
=V −1 p(τ) exp
[−Ta nˆ′a θ(τ)] ∂µ exp [Tb nˆ′b θ(τ)]V
=V −1 p(τ)
[
cos
(
−θ
2
)
+ 2(Ta nˆ
′a) sin
(
−θ
2
)]
∂µ
[
cos
(
θ
2
)
+ 2(Tb nˆ
′b) sin
(
θ
2
)]
V
= p(τ)
[
cos
(
−θ
2
)
+ 2(V −1TaV nˆ′a) sin
(
−θ
2
)]
∂µ
[
cos
(
θ
2
)
+ 2(V −1TbV nˆ′b) sin
(
θ
2
)]
= p(τ) exp
[
−(V −1TaV )ωa ρ x
ρ
|x|θ(τ)
]
∂µ exp
[
(V −1TbV )ωb σ
xσ
|x|θ(τ)
]
= p(τ) exp [−(TcU c a)ωa ρ nˆρ θ(τ)] ∂µ exp
[
(TdU
d
b)ω
b
σ nˆ
σ θ(τ)
]
, (C.2)
where
nˆ′a ≡ ωa ρ x
ρ
|x| , (C.3)
and Ua
b denotes the group elements of SO(3). We have applied
V −1TaV = Tc U c a , (C.4)
where U is a constant SO(3) matrix, and V is a constant SU(2) matrix.
By comparing the final expressions of Eq. (C.1) and Eq. (C.2), we see that in order
for Eq. (1.3) to hold, there should be
Tc ω
c
αO
α
ρ nˆ
ρ = Tc U
c
a ω
a
ρ nˆ
ρ , (C.5)
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where both O and U denote the group elements of SO(3). Since the equation above is true
for any SU(2) generator Tc and any vector nˆ
ρ, we obtain
ωO = Uω , (C.6)
where we suppressed the contracted indices. Then we have
OTωTωO = ωTUTUω
⇒ OTωTωO = ωTω . (C.7)
The expression above means that ωTω is invariant under arbitrary SO(3) rotations, and
therefore
ωTω ∝ I , (C.8)
where I is the 3× 3 unit matrix. Let us recall that (see Eq. (2.2))
ψa(x)
|ψ(x)| = ω
a
µ nˆ
µ , (C.9)
which leads to
1 =
ψa(x)
|ψ(x)|
ψa(x)
|ψ(x)| = ω
a
µ nˆ
µ ωa ν nˆ
ν = nˆµ
(
ωTω
)
µν
nˆν . (C.10)
Combining Eq. (C.8) and Eq. (C.10), we obtain
ωTω = I , (C.11)
and thus ω is an O(3) group element. Since our Ansatz (2.4) is isotropic, ω can only depend
on τ .
As we will prove now, ω is in fact a constant O(3) group element. Let us recall
Eq. (C.6):
ωO = Uω ,
which means that for an arbitrary constant SO(3) matrix O there is always a constant
SO(3) matrix U , such that Eq. (C.6) is satisfied globally. We notice that O = U = I
satisfies Eq. (C.6), hence we can consider O and U around the unit matrix. Let us expand
O and U to the leading order
O = I + δλaO Tˆa , U = I + δλ
a
U Tˆa , (C.12)
where Tˆa denote the SO(3) generators in the representation (Tˆa)ij = aij , and δλ
a
O/U are
constants fixed by Eq. (C.6). Plugging Eq. (C.12) back into Eq. (C.6), we obtain
ω
(
δλaOTˆa
)
=
(
δλa
′
U Tˆa′
)
ω. (C.13)
If ω is a function of τ , we have
ω(τ)
(
δλaOTˆa
)
=
(
δλa
′
U Tˆa′
)
ω(τ)
ω(τ + δτ)
(
δλaOTˆa
)
=
(
δλa
′
U Tˆa′
)
ω(τ + δτ) . (C.14)
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We can expand ω(τ + δτ) to the leading order
ω(τ + δτ) = ω(τ)
(
I + δλaωTˆa
)
. (C.15)
Combining everything above, we obtain
ω(τ)
(
δλbωTˆb
)(
δλaOTˆa
)
= ω(τ)
(
δλa
′
O Tˆa′
)(
δλb
′
ω Tˆb′
)
. (C.16)
Since Eq. (C.16) must be valid for an arbitrary δλaO, there should be(
δλbω
)
ω(τ)TˆbTˆa =
(
δλb
′
ω
)
ω(τ)TˆaTˆb′ . (C.17)
Because we suppose that ω is a function of τ , there should be δλbω 6= 0 for at least one
value of b = 1, 2, 3. Without loss of generality, we consider δλ1ω 6= 0, and then obtain
ω(τ)Tˆ1Tˆa = ω(τ)TˆaTˆ1 . (C.18)
Notice that Eq. (C.18) cannot be satisfied for all a = 1, 2, 3. Therefore, ω(τ) does not
depend on τ . In summary, the matrix ω can only have constant entries. Together with
Eq. (C.11), we may conclude that ω is an element of the rotational group O(3) with constant
entries.
If detω = 1, with the definition (
T ′
)
a
≡ Tc ωc a . (C.19)
Eq. (C.5) becomes
T ′aO
a
ρ nˆ
ρ = T ′a (ω
T )a c U
c
a ω
a
ρ nˆ
ρ
⇒ T ′aOa ρ nˆρ = T ′a U ′a ρ nˆρ , (C.20)
where U ′a ρ ≡ (ωT )a c U c a ωa ρ. Therefore, in the new choice of generators {T ′a}, if we
require that
U ′ = O , (C.21)
then Eq. (C.5) and consequently Eq. (1.3) are always true for the 3D Yang-Mills theory.
To see how the gauge transformation parameters and the Lorentz transformation pa-
rameters are related, let us assume that the transformations are given by
O = exp
(
ϕiTˆi
)
and V = exp (αiTi) , (C.22)
where Tˆi and Ti denote the SO(3) and SU(2) generators respectively. Then
Oij =
ϕi ϕj
|ϕ|2 +
(
δij − ϕi ϕj|ϕ|2
)
cos |ϕ|+ sin |ϕ||ϕ| ϕk(Sk)ij
=
ϕi ϕj
|ϕ|2 (1− cos |ϕ|) + δij cos |ϕ|+ sin |ϕ|
ϕk
|ϕ| kij . (C.23)
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Using the parameters introduced in Eq. (C.22) and the relation (C.4), we obtain
U ′ij = −2 Tr
(
TiV
−1TjV
)
= −2 Tr
[
Ti
(
cos
|α|
2
− 2
(
Tm
αm
|α|
)
sin
|α|
2
)
Tj
(
cos
|α|
2
+ 2
(
Tn
αn
|α|
)
sin
|α|
2
)]
=
αi αj
|α|2 (1− cos |α|) + δij cos |α|+ sin |α|
αk
|α| kij , (C.24)
where Tr (TiTj) = −δij/2. We see that when
ϕi = αi , (C.25)
Eq. (C.21) holds automatically. Hence, the gauge transformation parameters can simply
be chosen to equal the Lorentz transformation parameters.
The calculation is similar for detω = −1. Therefore, with an appropriate choice of Ta,
we can use
ω =
 1 0 00 1 0
0 0 1
 or ω =
 1 0 00 1 0
0 0 −1
 . (C.26)
In this paper we assume that detω = 1, hence we choose the first case.
C.2 Average over All Possible ω’s
As we discussed in the main text, a gauge transformation can be equivalently formulated
as a rotation of ω. The integration over all the gauge orientations is equivalent to the
integration over all the values of ω. Since the approximation that we used in Section 5
heavily relies on the average of ω, we prove the following important equality for the average:〈
ω(ϕ)a (µ ω(ϕ)
b
ν)
〉
ϕ
=
1
3
δabδµν , (C.27)
where the bracket (· · · ) denotes the symmetrization of the indices.
Proof
Let us start with
ω(ϕ)a µ = O(ϕ)aa′ωa′µ = O(ϕ)aµ , (C.28)
where O(ϕ) is an SO(3) rotation, and we used ωa′µ = δa′µ. We need to calculate〈
ω(ϕ)a µ ω(ϕ)
b
ν
〉
ϕ
= 〈O(ϕ)aµO(ϕ)bν〉ϕ . (C.29)
Notice that we only have two tensors that are invariant under SO(3) rotations, δij
and ijk. Here there are four indices, and for any tensor with four indices that are SO(3)
invariant there should be
Taµbν = c1δaµδbν + c2δabδµν + c3δaνδµb . (C.30)
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In our case, we have
〈O(ϕ)aµO(ϕ)bν〉ϕ nˆµnˆν = 〈nˆa(ϕ)nˆb(ϕ)〉ϕ =
1
3
δab , (C.31)
where nˆµ = x
µ/|x|, and
Taµbν nˆµnˆν = (c1 + c3)nˆanˆb + c2δab. (C.32)
Therefore,
c1 + c3 = 0 and c2 =
1
3
. (C.33)
Consequently, 〈
ω(ϕ)a (µ ω(ϕ)
b
ν)
〉
ϕ
=
1
3
δabδµν . (C.34)

D 3D Topological Charge
In this appendix, we review the topological properties of the Wess-Zumino term induced
by the Chern-Simons term and the Ansatz to the 3-dimensional Yang-Mills equation. We
mainly follow Appendix A of Ref. [39].
The topological charge density is
B0 =
1
8pi2
(
2
3
p3 − p2
)
ναβ Tr [LνLαLβ] (D.1)
with
Lµ = U
−1∂µU and U ≡ exp
[
i~τ · θˆ(~x) θ(~x)
]
. (D.2)
The winding number is the topological charge given by
B =
∫
d3xB0 , (D.3)
which has integer values, and it can be expressed as an integral over the surfaces around the
singular points. To see it, we can use stereographic projection to embed the 3-dimensional
space into a 4-dimensional space and define a covariant current
B˜µ ≡ 
µναβ
8pi2
Tr [LνLαLβ] , (D.4)
i.e.,
∂µB˜
µ = 0 . (D.5)
Hence,
B0 =
(
2
3
p3 − p2
)
B˜0 . (D.6)
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The integrated conservation law leads to
∂
∂t
∫
d3xB0 =
∫
d3x
(
2
3
p3 − p2
)
∂B˜0
∂t
= −
∫
d3y ∂iB˜
i = −
∑
β
∫
dS˜β
(
nˆβ · ~˜B
)
,
(D.7)
where in the intermediate step we changed the variable(
2
3
p3 − p2
) 1
2
dxi = dyi (i = 1, 2, 3) , (D.8)
which preserves the unit vector nˆβ. As long as the factor
2
3p
3 − p2 remains nonzero,
the measure of the integral is nondegenerate. We will see that except for a few singular
points the classical solutions always lie in 0 < p < 32 for the whole 3-dimensional space,
hence the nondegenerate condition is satisfied. In Eq. (D.7), {β} denotes the set of the
singular points including infinity, where we assume the singular points to be isolated, and
dS˜β = dSβ
(
2/3 p3 − p2) is the surface element around the singular points, on which the
factor p is contant, while nˆβ is a unit vector orthogonal to the surface Sβ. Inserting the
explicit expression
Lµ = U
−1∂µU = exp
[
−i(~σ · θˆ)θ
]
∂µ exp
[
i(~σ · θˆ)θ
]
, (D.9)
and making use of the identities
(~σ · θˆ)(~σ · ∂j θˆ) = i~σ · (θˆ × ∂j θˆ) ,
(~σ · θˆ)(~σ · θˆ) = I , (D.10)
we obtain
B˜i =
3i ijkθ˙
8pi2
Tr
[
sin2θ cos2θ(~σ · θˆ)(~σ · ∂j θˆ)(~σ · ∂kθˆ)
+ sin4θ(~σ · θˆ)(~σ · (θˆ × ∂j θˆ))(~σ · (θˆ × ∂kθˆ))
]
. (D.11)
Choosing an orthogonal comoving coordinate system {eˆk} (k = 1, 2, 3) with eˆ3 = nˆβ, we
can express θˆ as
θˆ = θˆ1 eˆ1 + θˆ2 eˆ2 + θˆ3 eˆ3 . (D.12)
Using the Serret-Frenet relations and the zero torsion condition, we can also compute ∂1θˆ
and ∂2θˆ in this frame:
∂1θˆ = (∂1θˆ1 − κ1θˆ3)eˆ1 + (∂1θˆ2)eˆ2 + (∂1θˆ3 + κ1θˆ1)eˆ3 ,
∂2θˆ = (∂2θˆ1)eˆ1 + (∂2θˆ2 − κ2θˆ3)eˆ2 + (∂2θˆ3 + κ2θˆ3)eˆ3 , (D.13)
where κi’s are the curvature tensions. Applying some vector analysis to Eq. (D.11), one
can simplify Eq. (D.7) as follows:
dB
dt
=
3
pi2
∑
β
∫
dSβ
(
2
3
p3β − p2β
)
θ˙ sin2θ
[
θˆ · (∂1θˆ × ∂2θˆ)
]
, (D.14)
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where pβ is the value of p on the surface around the singular point β. Consequently, the
winding number is
B =
3
2pi2
∑
β
∫
dSβ
(
2
3
p3β − p2β
)(
θ − 1
2
sin2θ
)
β
θˆ · (∂1θˆ × ∂2θˆ) , (D.15)
If the surface around the singular points shrinks to zero, the factors defined on the surface
become constant, so we can put them outside the integral, i.e.
B =
3
2pi2
∑
β
(
2
3
p3β − p2β
)(
θβ − 1
2
sin2θβ
)∫
dSβ θˆ · (∂1θˆ × ∂2θˆ) , (D.16)
where pβ and θβ are the values of p and θ at the boundary of the surface around the
singular point β. Since the winding number B has to be an integer, additional constraints
are imposed on the factors p and θ.
The expression above is valid for arbitrary numbers of singular points. In this paper,
we focus on the spherically symmetric configurations of the Yang-Mills fields, hence we
only consider two singular points at τ = 0 and τ = ∞ in the main text. We would like
to emphasize that due to the opposite boundary orientations at τ = 0 and τ = ∞, the
contribution from the surface integral in Eq. (D.16) differs by a sign for τ = 0 and τ =∞.
E Form Invariance of 4D Ansatz
E.1 Restriction on p and θ
We have seen that for the 3D case the Lorentz transformation acting on the Ansatz is
equivalent to an SU(2) gauge transformation, hence the Ansatz is form invariant. For the
4D case, since SO(4) ∼= SU(2)×SU(2) ∼= SO(3)×SO(3), a Lorentz transformation can be
decomposed into a rotation in the (1, 2, 3)-subspace which is generated by M12, M23 and
M31, and a transformation generated by M14, M24 and M34. One can show as before that
the rotation in the (1, 2, 3)-subspace restricts the matrix ω to be a constant O(3) matrix.
In this paper, we assume that detω = 1, therefore, we fix ω to be a constant SO(3) group
element. Furthermore, we need to consider the transformation generated by M14, M24 and
M34. To maintain the form invariance, this transformation has to have the same expression
as an SU(2) gauge transformation. In this appendix, we will calculate p(τ, x4) and θ(τ, x4)
obeying
(Λ−1) µ ν Aν(Λx) = V −1Aµ(x)V , (E.1)
where Λ is the Lorentz transformation generated by Mi4, and V is an SU(2) gauge trans-
formation.
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A general Lorentz transformation generated by Mi4 is given by
Λ = eϕ14M14+ϕ24M24+ϕ34M34
= eϕ14M1+ϕ24M2+ϕ34M4 e−ϕ14N1−ϕ24 N2−ϕ34N3
= eϕiMi e−ϕjNj (ϕi ≡ ϕi4)
=
[
I cos
( |ϕ|
2
)
+ 2
ϕi
|ϕ|Mi sin
( |ϕ|
2
)] [
I cos
( |ϕ|
2
)
− 2ϕj|ϕ|Nj sin
( |ϕ|
2
)]
= I cos2
( |ϕ|
2
)
+
ϕiMi
|ϕ| sin|ϕ| −
ϕiNi
|ϕ| sin|ϕ| − 4
ϕiϕj
|ϕ|2 MiNj sin
2
( |ϕ|
2
)
, (E.2)
where Mi and Ni are defined in Appendix A. Using the properties of Mi and Ni, we obtain
Λµν =
(
eϕ14M14+ϕ24M24+ϕ34M34
)
µν
= δµν cos
2
( |ϕ|
2
)
+
ϕi
|ϕ| sin|ϕ| (Mi −Ni)µν − 4
ϕiϕj
|ϕ|2 (Mi)µρ (Nj)ρν sin
2
( |ϕ|
2
)
= δµν cos
2
( |ϕ|
2
)
+
ϕi
|ϕ| sin|ϕ| (δiµδν4 − δiνδµ4)− 4
ϕiϕj
|ϕ|2 (Mi)µρ (Nj)ρν sin
2
( |ϕ|
2
)
= δµν +
ϕµ
|ϕ|δν4 sin|ϕ| −
ϕν
|ϕ|δµ4 sin|ϕ| − 2
ϕµϕν
|ϕ|2 sin
2
( |ϕ|
2
)
− 2δµ4δν4 sin2
( |ϕ|
2
)
,
(E.3)
where ϕµ ≡ (ϕi, ϕ4 = 0) and |ϕ| ≡
√
(ϕi)2. More explicitly,
Λij = δij − 2ϕiϕj|ϕ|2 sin
2 |ϕ|
2
,
Λi4 =
ϕi
|ϕ| sin|ϕ| ,
Λ4i = − ϕi|ϕ| sin|ϕ| ,
Λ44 = cos|ϕ| . (E.4)
Now we consider how the components Aaµ transform under the Lorentz transformations.
First, Aµ has the following expression:
Aµ = p
[
cos
(
θ
2
)
− 2(~T · nˆ) sin
(
θ
2
)]
· ∂µ
[
cos
(
θ
2
)
+ 2(~T · nˆ) sin
(
θ
2
)]
= p
[
cos
(
θ
2
)
− 2(~T · nˆ) sin
(
θ
2
)]
·
[
−1
2
sin
(
θ
2
)
(∂µθ) + (~T · nˆ) cos
(
θ
2
)
(∂µθ) + 2Ta(∂µnˆ
a) sin
(
θ
2
)]
, (E.5)
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where nˆa ≡ ωa i xi|x| . Then the components Aaµ are given by
Aaµ = −2 Tr(AµT a)
= −2pTr(T aTb)
[
nˆb(∂µθ) + sinθ (∂µnˆ
b)
]
− 2pTr(T aTbTc)
[
−nˆb nˆcsin θ (∂µθ)− 4nˆb(∂µnˆc) sin2
(
θ
2
)]
= p δab [nˆb(∂µθ) + sin θ(∂µnˆb)] +
1
2
p abc(−4) sin2
(
θ
2
)
nˆb(∂µnˆc)
= p [nˆa(∂µθ) + sin θ(∂µnˆ
a)]− p abc(1− cos θ)nˆb(∂µnˆc) . (E.6)
We have proven that in 3D the Lorentz transformation Λ−1Aµ(Λx) is equivalent to a
gauge transformation. Now we consider Λ−1Aµ(Λx), where Λ denotes a Lorentz transfor-
mation in the 14, 24 and 34 directions. Since our Ansatz has the form
Aµ = p(τ, x4) exp
[
−Taωa i x
i
|x|θ(τ, x4)
]
∂
∂xµ
exp
[
Tb ω
b
j
xj
|x|θ(τ, x4)
]
, (E.7)
under a Lorentz transformation it becomes
Λ−1Aµ(Λx) = p (τ, (Λx)4) exp
[
−Taωa i (Λx)
i
|Λx| θ (τ, (Λx)4)
]
∂
∂xµ
exp
[
Tb ω
b
j
(Λx)j
|Λx| θ (τ, (Λx)4)
]
= p (τ, (Λx)4) exp
[−Ta nˆ′a θ (τ, (Λx)4)] ∂∂xµ exp [Tb nˆ′b θ (τ, (Λx)4)] , (E.8)
where τ ≡ xµxµ, nˆ′a ≡ ωa i (Λx)i|Λx| and |Λx| ≡
√
(Λx)i (Λx)i.
According to Eq. (E.4), (Λx)i and (Λx)4 have the following expressions:
(Λx)i = xi − 2ϕiϕjxj|ϕ|2 sin
2 |ϕ|
2
+
ϕix4
|ϕ| sin|ϕ| ,
(Λx)4 = −ϕixi|ϕ| sin|ϕ|+ cos|ϕ|x4 . (E.9)
Following the same steps, we can derive a similar expression for the components A
′a
µ after
the transformation Λ−1Aµ(Λx):
A
′a
µ = p
′ [nˆ′a(∂µθ′) + sin θ′(∂µnˆ′a)]− p′ abc(1− cos θ′)nˆ′b(∂µnˆ′c) , (E.10)
where θ′ ≡ θ (τ, (Λx)4) and p′ ≡ p (τ, (Λx)4). As we mentioned before, we expect that the
Lorentz transformation Λ−1Aµ(Λx) is equivalent to a gauge transformation, which may
possibly restrict the form of p and θ.
To see how the form invariance restricts the factors p and θ, let us consider a special
case µ = 4. Then Eq. (E.6) becomes
Aaµ=4 = p(τ, x4) nˆa∂4θ . (E.11)
After a gauge transformation, it has the expression
V −1Aaµ=4TaV = p
[
ψaψb
|ψ|2 (1− cos|ψ|) + δab cos|ψ| − abc sin|ψ|
ψc
|ψ|
]
Tbnˆa∂4θ , (E.12)
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where
V = exp (ψa Ta) , (E.13)
and we used Eq. (C.4) and Eq. (C.24). After a Lorentz transformation in the 14, 24 and
34 directions the components A
′a
µ are given by Eq. (E.10):
Λ−1Aaµ=4(Λx)Ta = p
′ [nˆ′a(∂4θ′) + sinθ′(∂4nˆ′a)]Ta − p′ Ta abc ωb i ωc j (1− cosθ′) xi|Λx|
ϕj sin|ϕ|
|ϕ|
|Λx| .
(E.14)
The form invariance requires that the expression (E.12) equals (E.14). By comparing the
terms ∼ abc, one obtains
ψc = ±ωc iϕi , −(1− cosθ′) p
′
|Λx|2 = ±
p
|x|∂4θ . (E.15)
For the special case Λ = 1 the second equation above becomes a differential equation:
− (1− cos θ) 1|x|2 = ±
1
|x|∂4θ
⇒ 1|x| = ±∂4 cot
(
θ
2
)
⇒ cot
(
θ
2
)
= ±x4|x| ± f(|x|) , (E.16)
where f is an arbitrary smooth function. The sign ± in Eq. (E.16) corresponds to the
choice U = exp
(±Ta ωa j nj θ).
The left-hand side of Eq. (E.15) is invariant under Lorentz transformations:
(1− cosθ′) p
′
|Λx|2 = (1− cosθ)
p
|x|2
⇒ 1
1 + cot2
(
θ′
2
) p′|Λx|2 = 11 + cot2 ( θ2) p|x|2 . (E.17)
For our Ansatz Aµ = pU
−1∂µU , let us consider the following gauge transformation:
UAµU
−1 + U∂µU−1 = (1− p)U∂µU−1 . (E.18)
It is easy to show that if pU−1∂µU is form invariant, then (1 − p)U∂µU−1 is also form
invariant. Instead of using the Ansatz Aµ = pU
−1∂µU , if we use Aµ = (1 − p)U∂µU−1,
we obtain
1
1 + cot2
(
θ′
2
) (1− p′)|Λx|2 = 11 + cot2 ( θ2) 1− p|x|2 . (E.19)
Comparing Eq. (E.17) and Eq. (E.19), we can read off
1− p (τ, (Λx)4)
p (τ, (Λx)4)
=
1− p (τ, x4)
p (τ, x4)
. (E.20)
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Thus,
p (τ, (Λx)4) = p (τ, x4)
⇒ p = p(τ) , (E.21)
i.e., the factor p is invariant under Lorentz transformations. It should be expected a priori,
because p appears as a multiplicative factor, which should not transform under Lorentz
transformations when we consider spherically symmetric configurations.
Plugging Eq. (E.16) into Eq. (E.19) with p = p(τ), we obtain
2 (Λx)4 |Λx|f(|Λx|) + |Λx|2f2(|Λx|) = 2x4|x|f(|x|) + |x|2f2(|x|) . (E.22)
Notice that the left-hand side and the right-hand side of Eq. (E.22) is linear in xµ=4, and
therefore cannot be invariant under Lorentz transformations unless
f(|x|) = 0 . (E.23)
Therefore, the form invariance in the 4-dimensional Euclidean space imposes the con-
straints
cot
(
θ
2
)
= ±x4|x| and p = p(τ) . (E.24)
For simplicity, we choose cot (θ/2) = x4/|x| and ωa i = δai. The form invariant Ansatz Aµ
is given by
Aµ = p(τ)
[
x4 − 2 (T axa)√
τ
]
∂µ
[
x4 + 2
(
T bxb
)
√
τ
]
= 2
p(τ)
τ
ηaµνxνT
a , (E.25)
where ηaµν is the ’t Hooft symbol (see Appendix A). To satisfy the form invariance condition
(E.1), the gauge transformation parameters can simply be chosen to equal the Lorentz
transformation parameters according to Eq. (E.15).
E.2 Complete Check
In this subsection, we prove that the Ansatz (E.25) indeed satisfies the form invariance
condition (E.1). First, let us consider
Aaµ T
a = 2
p(τ)
τ
ηaµνxνT
a . (E.26)
The form invariance condition (E.1):
(Λ−1) µ ν Aν(Λx) = V −1Aµ(x)V
in this case is equivalent to
(Λ−1) µµ′ ηaµ′ν′ Λν′ν T a = ηaµν V −1 T a V , (E.27)
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where Λ denotes a 4D Lorentz transformation, and V stands for an SU(2) gauge transfor-
mation. For an SO(4) element,
exp
(
1
2
ϕµνMµν
)
= exp
[
ϕ+i
(Ji +Ki)
2
+ ϕ−i
(Ji −Ki)
2
]
, (E.28)
where
ϕ±i =
1
2
ijk ϕjk ± ϕi4 . (E.29)
Hence, the general form of a 4D Lorentz transformation Λ is given by
Λ = exp
(
1
2
ϕµνMµν
)
= exp
(
ϕ+i Mi
)
exp
(
ϕ−i Ni
)
=
[
cos
( |ϕ+|
2
)
+
2(ϕ+ ·M)
|ϕ+| sin
( |ϕ+|
2
)][
cos
( |ϕ−|
2
)
+
2(ϕ− ·N)
|ϕ−| sin
( |ϕ−|
2
)]
.
(E.30)
The left-hand side of Eq. (E.27) contains
(Λ−1) µµ′ηaµ′ν′Λν′ν = 2(Λ−1) µµ′ (Ma)µ′ν′ Λν′ν , (E.31)
where we used ηaµ′ν′ = 2(Ma)µ′ν′ . Then Λ
−1MaΛ is given by[
cos
( |ϕ+|
2
)
− 2(ϕ
+ ·M)
|ϕ+| sin
( |ϕ+|
2
)]
Ma
[
cos
( |ϕ+|
2
)
+
2(ϕ+ ·M)
|ϕ+| sin
( |ϕ+|
2
)]
= cos2
( |ϕ+|
2
)
Ma +
ϕ+b
|ϕ+| sin
(|ϕ+|) [Ma,Mb]− 2ϕ+b ϕ+c|ϕ+|2 sin2
( |ϕ+|
2
)
(MbMaMc +McMaMb)
= cos2
( |ϕ+|
2
)
Ma − abcϕ
+
b
|ϕ+| sin
(|ϕ+|)Mc + 2ϕ+a (ϕ+ ·M)|ϕ+|2 sin2
( |ϕ+|
2
)
− sin2
( |ϕ+|
2
)
Ma
= Mc
[
cos
(|ϕ+|)(δac − ϕ+a ϕ+c|ϕ+|2
)
+
ϕ+a ϕ
+
c
|ϕ+|2 −
abcϕ
+
b
|ϕ+| sin
(|ϕ+|)] , (E.32)
where we made use of the fact that Mi commute with Ni. Therefore, the left-hand side of
Eq. (E.27) becomes
Λ−1 µµ′ηaµ′ν′Λν′νT a = ηcµν
[
cos
(|ϕ+|)(δac − ϕ+a ϕ+c|ϕ+|2
)
+
ϕ+a ϕ
+
c
|ϕ+|2 −
abcϕ
+
b
|ϕ+| sin
(|ϕ+|)]T a .
(E.33)
The right-hand side of Eq. (E.27) reads
ηaµν V
−1 Ta V = ηcµν Ta Uac . (E.34)
If we choose
V = exp (ψa Ta) , (E.35)
then
Uac = cos (|ψ|)
(
δac − ψaψc|ψ|2
)
+
ψaψc
|ψ|2 −
abcψb
|ψ| sin (|ψ|) . (E.36)
We notice that when
ψa = ϕ
+
a , (E.37)
the equivalent form invariance condition (E.27) is satisfied.
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E.3 An Alternative Approach
In this subsection, we present an alternative approach to construct the Ansatz of the
solution to the 4D Yang-Mills equation. This approach can easily be generalized to higher
dimensions or larger gauge groups and also curved spacetime [40].
Let us start with a 4-dimensional Yang-Mills field with a gauge group SO(4). Before
writing down the Ansatz, we recall some facts from Appendix A. The generators of the Lie
algebra so(4) are given by Eq. (A.1):
(Mµν)mn ≡ δµmδνn − δµnδνm ,
After the redefinition of the generators (A.3):
Ji ≡ 1
2
ijkMjk ; Ki ≡Mi4 (i = 1, 2, 3) ,
we obtain the commutation relations (A.4):
[Ji, Jj ] = −ijkJk , [Ki, Kj ] = −ijkJk , [Ki, Jj ] = −ijkKk .
If we define (A.5):
Mi ≡ 1
2
(Ji +Ki) , Ni ≡ 1
2
(Ji −Ki) ,
then they satisfy (A.6):
[Mi, Mj ] = −ijkMk , [Ni, Nj ] = −ijkNk , [Mi, Nj ] = 0 .
We see that −iMi and −iNi generate two independent SU(2)’s respectively, i.e., SO(4) ∼=
SU(2)× SU(2).
Next, we claim that the following Ansatz for the 4-dimensional Yang-Mills theory with
an SO(4) gauge group [41, 42] is form invariant.
Aµ,ab =
p1(τ)
τ
(Mµν)ab xν +
1
2
p2(τ)
τ
µνρσ (Mρσ)ab xν . (E.38)
In this case, both the Lorentz group and the gauge group are SO(4). The Lorentz group
element with the parameters ϕµν is
Λmn = exp
[
(Mµν)ϕµν
]
mn
, (E.39)
while the gauge group element with the parameters ψµν is
Vab = exp
[
(−Mµν)ψµν
]
ab
. (E.40)
Let us rewrite the form invariance condition Eq. (1.3) as
Vaa′ Λ
−1
µν Aν,a′b′(Λx)V
−1
b′b = Aµ,ab(x) . (E.41)
First,
Λ−1µµ′ Aµ′,ab(Λx) =
p1(τ)
τ
Λ−1µµ′(Mµ′ν′)ab Λν′ν xν +
1
2
p2(τ)
τ
µνρσ Λ
−1
ρρ′(Mρ′σ′)abΛσ′σ xν ,
(E.42)
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where we used
Λµµ′Λνν′Λρρ′Λσσ′µ′ν′ρ′σ′ = µνρσ . (E.43)
A subsequent rigid gauge transformation leads to
Vaa′ Λ
−1
µµ′ (Mµ′ν′)a′b′ Λν′ν V
−1
b′b
=Vaa′ Λ
−1
µµ′ (δµ′a′δν′b′ − δµ′b′δν′a′) Λν′ν V −1b′b
=Vaa′ Λ
−1
µa′ Λb′ν V
−1
b′b − Vaa′ Λ−1µb′ Λa′ν V −1b′b
=Vaa′ Λa′µ Λb′ν Vbb′ − Vaa′ Λb′µ Λa′ν Vbb′
= (V Λ)aµ (V Λ)bν − (V Λ)aν (V Λ)bµ , (E.44)
where
V −1b′b = Vbb′ , Λ
−1
µa′ = Λa′µ . (E.45)
If we choose the parameters in the Lorentz transformation and the gauge transformation
to be
ϕµν = ψµν , (E.46)
then
(V Λ)aµ = δaµ . (E.47)
Therefore, the form invariance condition Eq. (E.41) is satisfied.
According to (A.8):
Mµν ≡ ηiµνMi + η¯iµνNi ,
we can rewrite (E.38) as
Aµ =
p1(τ)
τ
(ηiµνMi + η¯iµνNi) xν +
1
2
p2(τ)
τ
µνρσ (ηiρσMi + η¯iρσNi) xν
=
p1(τ) + p2(τ)
τ
ηiµνMi xν +
p1(τ)− p2(τ)
τ
η¯iµν Ni xν , (E.48)
where we used
1
2
µνρσηiρσ = ηiµν ,
1
2
µνρση¯iρσ = −η¯iµν . (E.49)
Since Mi and Ni form two independent SU(2) groups, we can choose the parameters to
be p1(τ) = p2(τ) = p(τ), such that the Ansatz for the 4D Yang-Mills field with the gauge
group SU(2) is
Aµ,a = 2
p(τ)
τ
ηaµν xν . (E.50)
which is the same as the Ansatz given by Eq. (2.15). One can also solve the Yang-Mills
equation directly using the Ansatz (E.38) with an SO(4) gauge group, and the same solu-
tions presented in Appendix H can be obtained.
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F 4D Topological Charge
In this appendix, we show that for the 4D Yang-Mills theory
k = − 1
16pi2
∫
d4xTr [Fµν(∗Fµν)] (F.1)
is an integer-valued quantity, which can be interpreted as the winding number, and only
the singular points of the intergrand contribute to it. We follow closely Appendix A of
Ref. [43].
First, the integrand in Eq. (F.1) is a total derivative:
Tr [Fµν(∗Fµν)] = 2µνρσ∂µTr
(
Aν∂ρAσ +
2
3
AνAρAσ
)
. (F.2)
Hence, the integral in Eq. (F.1) becomes a surface integral, and only boundaries contribute
to it. For a smooth manifold like R4 or S4, the boundaries can be thought of as the
singularities of the integrand. Supposing that the singluarities are isolated singular points,
one can wrap a surface S3 with radius R → 0 around each of them, and all these small
spheres together form the boundary.
Let us focus on one of the singular points. With our Ansatz Eq. (F.1) becomes
k = − 1
8pi2
∮
S3β
dΩµ 
µνρσ
(
2
3
p3 − p2
)
Tr
[
(U−1∂νU) (U−1∂ρU) (U−1∂σU)
]
, (F.3)
where the surface S3β surrounds the singular point β, and the radius of the sphere can be
taken to be very small. We assume that the function p itself has no singularites, hence,
the factor 23p
3 − p2 has a constant value (23p3 − p2)β in the small sphere and can be
brought outside the integration. We use xµ and ξi(x) (i = 1, 2, 3) to denote the spacetime
coordinates and the group coordinates respectively. Using
Tr
[
(U−1∂νU) (U−1∂ρU) (U−1∂σU)
]
=
∂ξi
∂xν
∂ξj
∂xρ
∂ξk
∂xσ
Tr
[
(U−1∂iU) (U−1∂jU) (U−1∂kU)
]
,
(F.4)
and expressing the volume element as
dΩµ =
1
6
µαβγ dxα dxβ dxγ , (F.5)
we can express the integrand on a surface element of S3β as
dk = − 1
8pi2
ijk
(
2
3
p3 − p2
)
β
Tr
[
(U−1∂iU)(U−1∂jU)(U−1∂kU)
]
d3ξ
= − 1
8pi2
(
2
3
p3 − p2
)
β
(det e) Tr
(
abcTaTbTc
)
d3ξ
=
3
16pi2
(
2
3
p3 − p2
)
β
(det e) d3ξ , (F.6)
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where
U−1∂iU = eai (ξ)Ta , (F.7)
and (det e)d3ξ is the Haar measure on the group manifold. Hence,
k =
∫
dk (F.8)
takes values in Z, which impose additional constraints on the values of p at the boundary.
An explicit calculation shows that for the SU(2) gauge group and the surface S3 at
|x| → ∞ the integral gives
1
16pi2
∫
S3|x|→∞
(det e) d3ξ = 1 . (F.9)
One can use this result to evaluate the winding numbers for other cases. The only point
that one has pay attention to is the orientation of the surface. For instance, the surfaces
around |x| = 0 and around |x| → ∞ have opposite orientations, which will consequently
differ by a sign in the contribution to the winding number.
G 3D Classical Solutions
In Section 3.1, the Ansatz to the 3D Yang-Mills equation reads
Aµ,a = G
(
δµa
|x| −
xµxa
|x|3
)
+ (H − 1) µaixi|x|2 . (G.1)
After simple algebra we obtain
F aµν =
(
xµδνa − xνδµa
|x|3
)(
2τG′
)
+
µνa
|x|2
(
G2 + 2H − 2)
+
xi (xµνai − xνµai)
|x|4
(
2− 2H + 2τH ′ −G2)+ xaxiµνi|x|4 (H − 1)2 , (G.2)
where τ ≡ xµxµ and (· · · )′ ≡ ∂(· · · )/∂τ .
We also have
(DµFµν)
a = ∂µF
a
µν + abcA
b
µF
c
µν
=
xaxν
|x|5
(−G+G3 +GH2 − 2τG′ + 4τHG′ − 4τGH ′ − 4τ2G′′)
+
νaixi
|x|4
(
H −G2H −H3 + 2τH ′ + 4τ2H ′′)
+
δνa
|x|3
(
G−G3 −GH2 + 2τG′ + 4τ2G′′) . (G.3)
The Yang-Mills equation
(DµFµν)
a = 0 (G.4)
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now becomes a system of three independent equations
−G+G3 +GH2 − 2τG′ + 4τHG′ − 4τGH ′ − 4τ2G′′ = 0 , (G.5)
G−G3 −GH2 + 2τG′ + 4τ2G′′ = 0 , (G.6)
H −G2H −H3 + 2τH ′ + 4τ2H ′′ = 0 . (G.7)
To solve this equation system, we first observe that Eq. (G.5) plus Eq. (G.6) leads to
4τHG′ = 4τGH ′ . (G.8)
For G 6= 0 and H 6= 0 the equation above implies that
G = cH , (G.9)
where c is a nonzero constant. Then all three equations become the same:
H − (1 + c2)H3 + 2τH ′ + 4τ2H ′′ = 0 . (G.10)
According to the topological constraints discussed in Appendix D, G and H should have
fixed values at the boundaries (See Table 3), which are τ = 0 and τ =∞ for the spherically
symmetric solutions. We can expand H(τ) in the following way:
H(τ) =
{
aτ=00 +
∑∞
n=1 a
τ=0
n τ
n , for small τ ;
aτ=∞0 +
∑∞
n=1 a
τ=∞
n /τ
n , for large τ .
Plugging the expansions into Eq. (G.10), we obtain at the leading order
aτ=0 ,∞0 = 0 or ±
1√
1 + c2
. (G.11)
For both cases, the higher order terms of the expansion for large value of τ lead to
aτ=∞n = 0 for n ≥ 1 . (G.12)
Hence, for G 6= 0 and H 6= 0 we obtain
H = ± 1√
1 + c2
, G = ± c√
1 + c2
. (G.13)
Since the constant c can be either positive or negative, it is possible to define
H = sin Θ , G = cos Θ , (G.14)
where Θ is a constant. Actually the results above also hold for G 6= 0, H = 0 or G = 0,
H 6= 0, since for both cases the 3D Yang-Mills equation can be reduced to an equation
similar to Eq. (G.10) with c = 0. The case G 6= 0, H = 0 corresponds to Θ = ±pi/2, while
the case G = 0, H 6= 0 corresponds to Θ = 0 or pi. Finally, G = H = 0 is also a solution,
which is in fact the Wu-Yang monopole solution and corresponds to p = 1/2.
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In fact, one can obtain the equations for G and H by varying an action. First,
F aµνF
a
µν =
2
τ2
+
(
4
τ
(∂µG)
2 − 4
τ2
G2 +
2
τ2
G4
)
+
(
4
τ
(∂µH)
2 − 4
τ2
H2 +
2
τ2
H4
)
+
4
τ2
G2H2 ,
(G.15)
and then the action can be defined as
S =
1
4g2
∫
d3 xF aµνF
a
µν . (G.16)
The variation of this action results in
−∂µ
(
8
τ
∂µG
)
− 8
τ2
G+
8
τ2
G3 +
8
τ2
GH2 = 0 ,
−∂µ
(
8
τ
∂µH
)
− 8
τ2
H +
8
τ2
H3 +
8
τ2
HG2 = 0 , (G.17)
which can be simplified to
−4τ2G′′ − 2τG′ −G+G3 +GH2 = 0 ,
−4τ2H ′′ − 2τH ′ −H +H3 +HG2 = 0 . (G.18)
These equations are just Eq. (G.6) and Eq. (G.7).
H 4D Classical Solutions
Similar to the 3D case, we analyze the classical solutions to the 4D Yang-Mills equation in
this appendix. The form invariance condition (1.3) has restricted the 4D Ansatz to be
Aµ,a = 2
p(τ)
τ
ηaµνxν . (H.1)
Again, for the Eulidean case we do not distinguish the upper and lower indices. Then,
consequently
F aµν = 4ηaµν
(
p2
τ
− p
τ
)
+ 4xρ(xµηaνρ − xνηaµρ)
[(p
τ
)′
+
p2
τ2
]
, (H.2)
where the prime denotes the derivative with respect to τ . The Yang-Mills equation now
appears as
(DµFµν)
a = 8
ηaνρxρ
τ2
(−p+ 3p2 − 2p3 + τp′ + τ2p′′) = 0 , (H.3)
and we only need to solve the differential equation
− p+ 3p2 − 2p3 + τp′ + τ2p′′ = 0 . (H.4)
As seen from Table 2, the boundary values of p are fixed by the topological properties.
Hence, we can expand p near the boundaries, which for the spherically symmetric case are
just τ = 0 and τ =∞. The series is given as follows:
p(τ) =
{
aτ=00 +
∑∞
n=1 a
τ=0
n τ
n , for small τ ;
aτ=∞0 +
∑∞
n=1 a
τ=∞
n /τ
n , for large τ .
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Plugging these expressions into Eq. (H.4), at the leading order they both lead to
aτ=0,∞0 = 0 or
1
2
or 1 . (H.5)
Combining the boundary values of a0 at τ = 0 and τ =∞, there are 3×3 = 9 combinations.
However, the topological properties rule out some combinations, for example aτ=00 = 0 and
aτ=∞0 = 1/2. We can easily show that there are only 5 possible boundary values that
respect the topological properties:
1. aτ=00 =
1
2 , a
τ=∞
0 =
1
2 :
We plug the expansion of p for large τ into Eq. (H.4). By requiring that p(τ) is
infinitely differentiable, all the higher order terms should vanish, hence
p = a0 =
1
2
(H.6)
in this case. It corresponds to the 4D meron solution.
2. aτ=00 = 0 , a
τ=∞
0 = 1 :
By plugging the expansion of p for large τ into Eq. (H.4), we obtain
aτ=∞n = (a
τ=∞
1 )
n , (H.7)
which leads to
p(τ) = 1 +
∞∑
n=1
(aτ=∞1 )n
τn
=
τ
τ − aτ=∞1
, (H.8)
which is also consistent with p(τ = 0) = 0 for aτ=∞1 6= 0. If we require that p(τ) is a
smooth function without singularities, then aτ=∞1 should be a real negative constant
in this case.
3. aτ=00 = 1 , a
τ=∞
0 = 1 :
This case can be viewed as the previous case with
aτ=∞1 = 0 . (H.9)
Hence,
aτ=∞n = 0 for n ≥ 1 , (H.10)
and
p(τ) = 1 for 0 ≤ τ ≤ 1 . (H.11)
4. aτ=00 = 1 , a
τ=∞
0 = 0 :
Similarly we obtain
aτ=∞n = (−1)n−1(aτ=∞1 )n . (H.12)
Therefore,
p(τ) =
∞∑
n=1
(−1)n−1 (a
τ=∞
1 )
n
τn
=
aτ=∞1
τ + aτ=∞1
, (H.13)
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which also satisfies the boundary value p(τ = 0) = 1 for aτ=∞1 6= 0. Again, we
require that p(τ) is a smooth function without singularities, then aτ=∞1 should be a
real positive constant in this case.
5. aτ=00 = 0 , a
τ=∞
0 = 0 :
This case can be viewed as the previous case with
aτ=∞1 = 0 . (H.14)
Hence,
aτ=∞n = 0 for n ≥ 1 , (H.15)
and
p(τ) = 0 for 0 ≤ τ ≤ 1 . (H.16)
Interestingly, for each topologically allowed boundary value, there is a corresponding
classical solution. In all, there are five classical solutions as listed in Section 3.2.
Similar to Appendix G, to obtain the equation for p one can define an action
S =
1
4g2
∫
d4 xF aµνF
a
µν , (H.17)
where
1
4
F aµνF
a
µν =
6
τ
(∂µp)
2 +
24
τ2
p2(p− 1)2 . (H.18)
Variation of this action gives us
− ∂µ
(
1
τ
∂µp
)
+
4
τ2
(
p− 3p2 + 2p3) = 0 , (H.19)
which can be simplified to
− τ2p′′ − τp′ + p− 3p2 + 2p3 = 0 . (H.20)
This equation is the same as Eq. (H.4).
I Complete Measure for Pseudo Zero Modes
In this appendix, we discuss how to calculate the path integral measure from pseudo zero
modes in the presence of topological fluctuations.
Let us start with
δAtopµ =
(
∂Atopµ
∂γ(i)
+DµΛ
(i)
)
δγ(i) +
(
∂Atopµ
∂A˜
)
δA˜ , (I.1)
where the translations and gauge orientations γ(i) leave the action invariant, and therefore
their gauges need to be fixed. The topological fluctuations A˜ preserve the topology but
not the action, hence no gauge fixing is needed for A˜. We will denote the first term in the
equation above as δγ(i)A
top
µ .
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The gauge of Atopµ was already fixed, when we considered the topologically stable
Ansatz that satisfies the form invariance condition and the topological properties. δγ(i)A
top
µ
has its own gauge choice, and the only condition is that δγ(i)A
top
µ should not be a gauge
transformation. This condition can be achieved by requiring that δγ(i)A
top
µ is orthogonal
to a gauge transformation, i.e.,∫
dDx (DµΛ) δγ(i)A
top
µ = 0 , (I.2)
which after a partial integration leads to the gauge condition for δγ(i)A
top
µ :
Dµ
(
δγ(i)A
top
µ
)
= 0 , (I.3)
where
Dµ ≡ ∂µ +Atopµ . (I.4)
Let us define
Z(i)µ ≡
∂Atopµ
∂γ(i)
+DµΛ
(i) (I.5)
to be the pseudo zero modes, which will become the zero modes if all the topological
fluctuations are turned off, but generally they are not zero modes ofMµν . We require that
Z
(i)
µ satisfy the gauge condition:
DµZ
(i)
µ = 0 with Dµ ≡ ∂ +Atopµ . (I.6)
Similarly, for the topological fluctuations A˜, one can also define the corresponding pseudo
zero modes:
ZA˜µ ≡
∂Atopµ
∂A˜ , (I.7)
whose explicit forms depend on the dimension, as we will show later in this section. These
pseudo zero modes differ from the previous ones, in the sense that they will vanish identi-
cally when the topological fluctuations are turned off.
To see the relation between the pseudo zero modes and the Jacobian, we rewrite it in
the quantum state language∣∣Atopµ 〉 = Z(1)µ ∣∣∣γ(1)〉⊗ Z(2)µ ∣∣∣γ(2)〉⊗ · · · . (I.8)
If
∣∣γ(i)〉 are properly normalized, the norm of ∣∣∣Atopµ 〉 reads〈
Atopµ |Atopµ
〉
= det
∣∣U ij∣∣ , (I.9)
where
U ij ≡ 〈Z(i)µ
∣∣Z(j)µ 〉 = − 2g2
∫
dDxTr
[
Z(i)µ Z
(j)
µ
]
. (I.10)
If
∣∣γ(i)〉 are orthogonal to each other, then U ij is a diagonal matrix. In this paper, we
adopt the following approximation∣∣Atopµ 〉 ≈√det |U ij | ∣∣∣γ(1)〉⊗ ∣∣∣γ(2)〉⊗ · · · , (I.11)
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where it has the same norm as Eq. (I.8). Hence,
[Jac]γ(i) ≈
√
det |U ij | . (I.12)
We can also apply the same procedure to the topological fluctuations and find the
corresponding measure:
U A˜ ≡ 〈ZA˜µ
∣∣ZA˜µ 〉 . (I.13)
As we will show now, the measure due to the topological fluctuations are constant, and
therefore can be dropped from the path integral.
• 3D case: (
ZG˜
)a
µ
=
(
δµa
|x− x0| −
(x− x0)µ(x− x0)a
|x− x0|3
)
,(
ZH˜
)a
µ
=
µai(x− x0)i
|x− x0|2 (I.14)
⇒ U G˜G˜ = 1
g2
∫
d3x
(
ZG˜
)a
µ
(
ZG˜
)a
µ
=
8piL
g2
, (I.15)
where L is the size of the system. The result is the same for U H˜H˜ . Therefore,
[Jac]A˜ =
8piL
g2
. (I.16)
• 4D case: (
Z p˜
)a
µ
= 2ηaµν
(x− x0)ν
|x− x0|2 (I.17)
⇒ U p˜p˜ = 1
g2
∫
d4x
(
Z p˜
)a
µ
(
Z p˜
)a
µ
=
12pi2L2
g2
, (I.18)
and
[Jac]A˜ =
2
√
3piL
g
. (I.19)
In practice, [Jac]γ(i) is very difficult to compute. Here we take the 4D case as an
example to explain how to do it. Atopµ in 4D reads
Atopµ,a = 2
p
τ
ηaµν (x− x0)ν , (I.20)
where τ = (x− x0)2 and
p = p(τ ; cρ; c1, c2, c3...) . (I.21)
Here p preserves the topological charge, and cρ is the parameter that also leaves the action
invariant, while c1, c2, · · · depend on topological modes and do change the action. The
definition of c1, c2, · · · will be given later in this appendix. Approximately,
p(τ ; cρ; c1, c2, c3...) ≈ p0(τ ; cρ) + p˜(τ, c1, c2, ...) , (I.22)
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where p0 clearly corresponds to the classical solution. For instance,
p0 =
τ
τ + cρ`20
for instanton , p0 =
cρ`
2
0
τ + cρ`20
for anti-instanton , (I.23)
where `0 ≡ `cl is the averaged length scale of the classical background. For convenience,
let us define
ρ2 ≡ cρ`20 . (I.24)
We consider the anti-instanton background as an example to explain how to calculate
[Jac]γ(i) . The results for different pseudo zero modes are listed in the following:
• Translational pseudo zero modes (γ(ν) = xν0):
∂Atopµ
∂xν0
= −∂νAtopµ ,
Λν = 2
Ft
τ
ηaνρxρ ,
Z(ν)µ = 4T
a
(
xµηaνρxρ
[(
Ft
τ
)′
+
pFt
τ2
]
− xνηaµρxρ
[(p
τ
)′
+
pFt
τ2
]
+ ηaµν
[
pFt
τ
− Ft
2τ
− p
2τ
])
,
Uµν =
12pi2
g2
δµν
∫ ∞
0
dτ
1
τ
((
F 2t + p
2
)
+ 2Ftp(Ftp− Ft − p)
− τ
2
[
(Ft − p)2
]′
+ τ2
[(
Ft
′)2 + (p′)2]) , (I.25)
where
Ft = Ft(τ ; cρ; c1, c2, · · · ) , (I.26)
satisfying
− Ft + 2Ftp+ p2 − 2Ftp2 + τFt′ + τ2Ft′′ = 0 . (I.27)
• Gauge orientation pseudo zero modes (γ(α) = ϕα):
∂Atopµ
∂ϕα
|ϕα=0 = δαa[Atopµ , T a] ,
Λα = δαa [Fg − 1]T a,
Zαµ = δαa
(
[∂µFg] δac − FgabcAtopµ,b
)
Tc ,
Uαβ(ϕ) = eα
a(ϕ) eβ
a(ϕ)
4pi2
g2
∫ ∞
0
dτ
(
τ2 [∂τFg]
2 + 2F 2g p
2
)
, (I.28)
where
Fg = Fg(τ ; cρ; c1, c2, · · · ) (I.29)
satisfies
2τ∂τFg + τ
2∂2τFg = 2Fgp
2 , (I.30)
and eα
a(ϕ) is the group vielbein.
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• Dilatational pseudo zero modes (size ρ):
Zρµ =
∂Atopµ
∂ρ
=
(
∂p
∂ρ
)(
2
τ
ηaµν(x− x0)νTa
)
,
Λρ = 0 ,
Uρρ(ϕ) =
12pi2
g2
∫ ∞
0
dτ
(
∂p
∂ρ
)2
. (I.31)
Unlike the other modes, here we have(
∂p
∂ρ
)
=
(
∂p0
∂ρ
)
=
2ρτ
(τ + ρ2)2
(I.32)
⇒ [Jac]topρ = [Jac]clρ =
√
Uρρ =
4pi
g
, (I.33)
which is a constant and hence irrelevant in our discussion.
For all the modes induced by γi, we have
Uij =
(
Uµν
Uαβ(ϕ)
)
, (I.34)
and
[Jac]top
γ(i)
(cρ; c1, c2, · · · ) =
√
detUij (cρ; c1, c2, · · · ) , (I.35)
which clearly depends on topological fluctuations p˜.
To simplify the discussions, we change the variable by performing the following con-
formal transformation:
ζ ≡ 1
2
τ − `20
τ + `20
, (I.36)
such that ∫ ∞
0
dτ −→ `20
∫ 1
2
− 1
2
1(
1
2 − ζ
)2dζ , (I.37)
and
∂
∂τ
−→ 1
`20
(
1
2
− ζ
)2 ∂
∂ζ
. (I.38)
Consequently, we have
Uµν =
8pi2
g2
δµν Ω1(cρ, c1, c2, · · · ) ,
Uαβ(ϕ) = eα
a(ϕ) eβ
a(ϕ)
4pi2
g2
`20 Ω2(cρ, c1, c2, · · · ) , (I.39)
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where
Ω1(cρ, c1, c2, · · · ) ≡ 3
2
∫ 1
2
− 1
2
dζ
((
F 2t + p
2
)
+ 2Ftp(Ftp− Ft − p)(
1
2 − ζ
) (
1
2 + ζ
) − 1
2
∂ζ (Ft − p)2
+
(
1
2
+ ζ
)(
1
2
− ζ
)[
(∂ζp)
2 + (∂ζFt)
2
])
,
Ω2(cρ, c1, c2, · · · ) ≡
∫ 1
2
− 1
2
dζ
[(
1
2
+ ζ
)2(∂Fg
∂ζ
)2
+
2F 2g p
2(
1
2 − ζ
)2
]
, (I.40)
and
p =
cρ
cρ +
1+2ζ
1−2ζ
+ p˜(ζ; c1, c2, · · · ) . (I.41)
Now we can expand p˜ in a Fourier series and define c1, c2, · · · in the following way:
p˜(ζ; c1, c2, · · · ) ≡
∞∑
n=1
cn sin
[
npi
(
1
2
+ ζ
)]
, (I.42)
where c1, c2, · · · are the coefficients of the Fourier series. Plugging the expression above
back to Eq. (I.27) and Eq. (I.30), we can solve for Ft and Fg.
We can combine everything above, then Eq. (I.34) reads:
Uij =
8pi2
g2
(
δµν Ω1(cρ, c1, c2, · · · )
1
2gαβ(ϕ) `
2
0 Ω2(cρ, c1, c2, · · · )
)
, (I.43)
Hence,
[Jac]top
γ(i)
=
√
detUij =
29pi7`30
g7
√
det gαβ(ϕ) (Ω1)
2 (Ω2)
3
2 , (I.44)
and the measure in the path integral is
212 pi10
g8
`30
∫
d4x0
∫
`0d
√
cρ
∫ √
det gαβ(ϕ) d
3ϕ
2pi2
(Ω1)
2 (Ω2)
3
2 , (I.45)
where we have included the dilatational pseudo zero mode.
In the rest of this appendix, we would like to discuss two issues. The first one is the
relation between the discussions in this appendix and the wave function renormalization
used in Section 5. Since the Jacobian depends on the parameters ci and ϕ:
[Jac]top
γ(i)
=
29pi7`30
g7
√
det gαβ(ϕ) [Ω1(cρ, c1, c2, · · · )]2 [Ω2(cρ, c1, c2, · · · )]
3
2 , (I.46)
it is clear from this expression that [Jac]top
γ(i)
may depend on the dilatations and the tolo-
pogical fluctuations, but is independent of x0, and the only part that depends on ϕ is√
det gαβ(ϕ). To get rid of the ϕ-dependence, we notice that
[Jac]top
γ(i)
[Jac]cl
γ(i)
=
[Jac]top
γ(i)
[Jac]cl
γ(i)
(cρ, c1, c2, · · · ) , (I.47)
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is independent of x0 and ϕ, where [Jac]
cl
γ(i)
is the classical measure, which can be under-
stood as the measure when the topological fluctuations are turned off (See Appendix K).
Consequently, we can write the path integral measure as∫
[Jac]top
γ(i)
Dp˜ −→ [Jac]cl
γ(i)
∫ ∞∏
n=1
dcn
[Jac]top
γ(i)
[Jac]cl
γ(i)
(cρ, c1, c2, · · · ) . (I.48)
Then we can define ∫ ∞∏
n=1
dcn
[Jac]top
γ(i)
[Jac]cl
γ(i)
(cρ, c1, c2, · · · ) −→
∫ ∞∏
n=1
dc′n , (I.49)
which is equivalent to the wave function renormalization of the topological fluctuations
used in Section 5: ∫ [Jac]top
γ(i)
[Jac]cl
γ(i)
DA˜ −→
∫
DA˜′ . (I.50)
Another issue is about the length scale. We expand p˜ in Eq. (I.42) as
p˜ =
∞∑
n=1
cn sin
[
npi
(
1
2
+ ζ
)]
.
We will use the first quarter wavelength to define the characteristic length. Suppose that
the phase starts with 0, i.e.,
npi
[
1
2
+
(
ζ|τ=0 = −1
2
)]
= 0 , (I.51)
where we used (I.36):
ζ =
1
2
τ − `20
τ + `20
.
At one quarter wavelength the phase is pi/2, then the first quarter wave ends at ζ =
−1/2 + 1/(2n), because
npi
[
1
2
+
(
−1
2
+
1
2n
)]
=
pi
2
. (I.52)
Hence, we have the corresponding change in τ for the phase change on one quarter wave-
length:
τ
(
ζ = −1
2
+
1
2n
)
=
1
2n− 1`
2
0 . (I.53)
We approximately define the length scale for each mode as
` nscale =
√
1
2n− 1 `0 . (I.54)
As we can see, for n = 1 the length scale is just `0. For n =∞, the length scale is almost
zero, which corresponds to very high energy. Strictly speaking, we need to consider all
the modes and then average over them, but it is difficult in practice. In this paper, we
use a topological length scale `top to effectively describe the average of the length scales√
1/(2n− 1) `0 of all the topological modes. Though the precise relation between `top and
`0 is difficult to obtain, we know that
`top ≤ `0 . (I.55)
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J 3D Measure for Zero Modes
In this appendix, we derive the path integral measure for the zero modes in the 3D Yang-
Mills theory. It can be viewed as a limit of the results for the pseudo zero modes when the
topological fluctuations are turned off. We consider the classical solutions case by case in
the following.
J.1 Wu-Yang Monopole
Aclµ,a = −
µai(x− x0)i
(x− x0)2 . (J.1)
Let us discuss the Jacobians from the zero modes of the translations and the gauge orien-
tations separately.
For the zero modes of the translations:
Z(ν)µ =
∂Aclµ
∂xν0
+DclµΛ
(ν) . (J.2)
If we choose
Λ(ν) = Aclν , (J.3)
then
Z(ν)µ = F
cl
µν , (J.4)
and due to the field equation it automatically satisfies the gauge condition
DclµZ
(ν)
µ = 0 . (J.5)
Hence,
Uνρ = 〈Z(ν)µ
∣∣Z(ρ)µ 〉 = 1g2
∫
d3xF aµνF
a
µρ =
1
g2
∫
d3x
(
δνρ
τ2
− xνxρ
τ3
)
. (J.6)
To regularize this integral, we have to introduce a length scale `0 as the UV cutoff. Then
Uνρ =
4pi
3g2
δνρ
∫ ∞
`20
dτ
1
τ
3
2
= δνρ
8pi
3g2`0
, (J.7)
⇒ [Jac]cltransl =
√
detU =
(
8pi
3g2`0
)3/2
. (J.8)
For the zero modes of the gauge orientations, we notice that
Z(α)µ |ϕ=0 =
∂Aµ
∂ϕα
|ϕ=0 +DµΛ(i) = δαi
(
[Aµ, Ti] +DµΛ
(i)
)
, (J.9)
where
Λ(i) = −Ti + Lji Tj , (J.10)
and
Lji ≡M(τ)
[
(x− x0)i (x− x0)j
|x− x0|2 − δij
]
+N(τ)
ijk(x− x0)k
|x− x0| . (J.11)
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For simplicity, we perform our derivations at ϕα = 0, and then generalize the results to
arbitrary ϕa. First, we obtain
Z(i)µ = D
cl
µLi = D
cl
µ (L
j
iTj) . (J.12)
In order that these zero modes satisfy the gauge condition
DclµZ
(i)
µ = 0 , (J.13)
the factors M and N have to be
M ∼ τ −1±
√
5
4 , N ∼ τ −1±
√
5
4 . (J.14)
With these zero modes, one can compute〈
Z(i)µ
∣∣∣Z(j)µ 〉 = − 2g2
∫
d3xTr
(
Z(i)µ Z
(j)
µ
)
=
1
3g2
δij
∫
d3x
[
8τM ′(τ)2 + 8τN ′(τ)2 +
2
τ
M(τ)2 +
2
τ
N(τ)2
]
=
2pi
3g2
δij
∫ ∞
`20
√
τ dτ
[
8τM ′(τ)2 + 8τN ′(τ)2 +
2
τ
M(τ)2 +
2
τ
N(τ)2
]
. (J.15)
If we choose the solution
M ∼ τ −1−
√
5
4 , N ∼ τ −1−
√
5
4 , (J.16)
then 〈
Z(α)µ
∣∣∣Z(β)µ 〉 ∼ eα i(ϕ) eβ i(ϕ) ( 1`0
)√5
, (J.17)
where we present the result for general ϕ, and eα
i(ϕ) is the group vielbein. Hence, the
gauge orientation zero modes contribute a factor to the Jacobian:
[Jac]clgauge = C |det e(ϕ)|
(
1
`0
) 3
2
√
5
, (J.18)
where C is a constant.
In summary, after a proper redefinition of the constant C, the path integral measure
reads ∫
d3x0
∫
d3ϕ [Jac]cltransl[Jac]
cl
gauge = C
∫
d3x0
∫ |det e(ϕ)| d3ϕ
2pi2
. (J.19)
J.2 Pure Gauge Solution and Trivial Solution
For the trivial solution or the pure gauge solution, there is no zero mode. In order to use
the general formalism to analyze the path integral for the trivial solution and the pure
gauge solution, we define
[Jac]clgauge ≡
|det e(ϕ)|
2pi2
, [Jac]cltransl ≡
1
V
, (J.20)
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where V is the volume, and the normalization condition is∫
d3x0
1
V
∫ |det e(ϕ)| d3ϕ
2pi2
= 1 . (J.21)
Therefore, when we turn off the topological fluctuations, for the trivial solution or the pure
gauge solution we have
Z0 =
∫
[Jac]clγi Dγ(i)
∫
DQµDbDc e−S0
=
∫
d3x0
1
V
∫ |det e(ϕ)| d3ϕ
2pi2
∫
DQµDbDc e−S0
=
∫
DQµDbDc e−S0 , (J.22)
where we used
S0 = S0[A
cl, Qµ, b, c, ] , (J.23)
and Acl denotes the pure gauge solution or the trivial solution.
K 4D Measure for Zero Modes
In this section, we review the path integral measure for the zero modes in the 4D Yang-
Mills theory. It can be viewed as the limit of the results for the pseudo zero modes when
the topological fluctuations are turned off. In this appendix we follow closely Ref. [44],
which is also summarized in Ref. [43].
As we discussed in Section 4, the zero modes are defined as
Z(i)µ ≡
∂Aclµ
∂γ(i)
+DµΛ
(i) , (K.1)
where the gauge transformation DµΛ
(i) is added to make Z
(i)
µ satisfy the gauge condition
DclµZ
(i)
µ = 0 . (K.2)
The norm of the zero mode is
U ij ≡ 〈Z(i)µ
∣∣Z(j)µ 〉 = − 2g2
∫
dDxTr
[
Z(i)µ Z
(j)
µ
]
. (K.3)
Neglecting some subleading terms, the leading contribution to the Jacobian in the path
integral measure is given by
[Jac]cl =
√
detU ij . (K.4)
Let us consider different classical solutions in the following.
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K.1 Anti-Instanton
The anti-instanton solution to the 4D Yang-Mills equation is given by(
Acl
)a
µ
= 2
p0
τ
ηaµν(x− x0)ν , (K.5)
where
p0 =
ρ2
τ + ρ2
. (K.6)
Its zero modes contain the translations, the gauge orientations and the dilatations. Let us
apply the formalism of Appendix I and list the results for each case in the following:
• Translational zero modes (γ(ν) = xν0):
∂Aclµ
∂xν0
= −∂νAclµ ,
Λν = A
cl
ν (Ft = p0) ,
Z(ν)µ = F
cl
µν ,
Uµν =
24pi2
g2
δµν
∫ ∞
0
dτ
1
τ
(
p20 − 2p30 + p40 + τ2(p′0)2
)
=
8pi2
g2
δµν , (K.7)
where we can easily check that the gauge fixing condition DclµZ
(ν)
µ = 0 is satisfied
because of DclµF
cl
µν = 0. We can also check that Eq. (I.27) is satisfied by plugging
Ft = p0 and p = p0 into Eq. (I.27).
• Gauge orientation zero modes (γ(α) = ϕα):
∂Aclµ
∂ϕα
|ϕα=0 = δαa[Aclµ , T a] ,
Λa = δαa [Fg − 1]T a,
Zaµ = δαa
(
[∂µFg] δac − FgabcAclµ,b
)
Tc ,
Uαβ(ϕ) = eα
a(ϕ) eβ
a(ϕ)
4pi2
g2
∫ ∞
0
dτ
(
τ2 [∂τFg]
2 + 2F 2g p
2
)
= eα
a(ϕ) eβ
a(ϕ)
4pi2
g2
ρ2 , (K.8)
where
Fg =
τ
τ + ρ2
(K.9)
satisfying
2τ∂τFg + τ
2∂2τFg = 2Fgp
2
0 , (K.10)
and eα
a(ϕ) is the group vielbein.
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• Dilatational zero modes (size ρ):
Zρµ =
∂Aclµ
∂ρ
=
(
∂p0
∂ρ
)(
2
τ
ηaµν(x− x0)νTa
)
=
2ρτ
(τ + ρ2)2
(
2
τ
ηaµν(x− x0)νTa
)
,
Λρ = 0,
Uρρ(ϕ) =
12pi2
g2
∫ ∞
0
dτ
(
∂p0
∂ρ
)2
=
16pi2
g2
, (K.11)
where (
∂p0
∂ρ
)
=
2ρτ
(τ + ρ2)2
. (K.12)
In summary, for the 4D SU(2) anti-instanton solution we obtain
[Jac]cltransl =
(
8pi2
g2
)2
,
[Jac]clgauge =
√
det gαβ(ϕ)
(
4pi2
g2
) 3
2
ρ3 ,
[Jac]clρ =
4pi
g
, (K.13)
and the measure in the path integral is∫
d4x0
∫
d3ϕ
∫
dρ [Jac]cltransl[Jac]
cl
gauge[Jac]
cl
ρ =
212pi10
g8
∫
d4x0
∫
dρ ρ3
∫ √
det gαβ(ϕ)
2pi2
d3ϕ .
(K.14)
K.2 Meron
The meron solution to the 4D Yang-Mills equation is given by(
Acl
)a
µ
= 2
p0
τ
ηaµν(x− x0)ν , (K.15)
where
p0 =
1
2
. (K.16)
It only has the zero modes of translations and gauge orientations. Again, let us apply the
formalism of Appendix I and list the results for each case in the following:
• Translational zero modes (γ(ν) = xν0):
∂Aclµ
∂xν0
= −∂νAclµ ,
Λν = A
cl
ν (Ft = p0) ,
Z(ν)µ = F
cl
µν ,
Uµν =
24pi2
g2
δµν
∫ ∞
0
dτ
1
τ
(
p20 − 2p30 + p40 + τ2(p′0)2
)
=
3pi2
2g2
δµν
∫ ∞
0
dτ
1
τ
=
3pi2
2g2
δµν ln
(
L
`0
)
, (K.17)
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where we regularized the integral by introducing the classical length scale `0 and the
system size L as cutoffs.
• Gauge orientation zero modes (γ(α) = ϕα):
∂Aclµ
∂ϕα
|ϕα=0 = δαa[Aclµ , T a] ,
Λa = [Fg − 1]T a,
Zaµ =
(
[∂µFg] δac − FgabcAclµ,b
)
Tc ,
Uαβ(ϕ) = eα
a(ϕ) eβ
a(ϕ)
4pi2
g2
∫ ∞
0
dτ
(
τ2 [∂τFg]
2 + 2F 2g p
2
)
∼ eα a(ϕ) eβ a(ϕ)
(
3 +
√
3
2
)
4pi2
g2
∫ ∞
0
dτ
(
1
τ
)1+√3
∼ eα a(ϕ) eβ a(ϕ)
(
3 +
√
3
2
√
3
)
4pi2
g2
(
1
`0
)2√3
, (K.18)
where
Fg ∼
(
1
τ
) 1+√3
2
(K.19)
satisfying
2τ∂τFg + τ
2∂2τFg = 2Fgp
2
0 , (K.20)
and eα
a(ϕ) is the group vielbein. Similarly, the result is regularized by the classical
length scale `0.
In summary, for the 4D SU(2) meron solution we obtain
[Jac]cltransl =
(
8pi2
g2
)2 [
3
16
ln
(
L
`0
)]2
,
[Jac]clgauge = C
√
det gαβ(ϕ)
(
4pi2
g2
) 3
2
[(
3 +
√
3
2
√
3
)(
1
`0
)2√3] 32
, (K.21)
where C is an arbitrary constant. After a proper redefinition of the constant C, the measure
in the path integral reads∫
d4x0
∫
d3ϕ [Jac]cltransl[Jac]
cl
gauge = C
∫
d4x0
∫ √
det gαβ(ϕ) d
3ϕ
2pi2
. (K.22)
K.3 Pure Gauge Solution and Trivial Solution
The discussion here is similar to Appendix J. For the trivial solution or the pure gauge
solution, there is no zero mode. In order to use the general formalism to analyze the path
integral for the trivial solution and the pure gauge solution, we define
[Jac]clgauge ≡
√
det gαβ(ϕ)
2pi2
, [Jac]cltransl ≡
1
V
, (K.23)
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where V is the 4D volume, and the normalization condition is∫
d4x0
1
V
∫ √
det gαβ(ϕ) d
3ϕ
2pi2
= 1 . (K.24)
Therefore, when we turn off the topological fluctuations, for the trivial solution or the pure
gauge solution we have
Z0 =
∫
[Jac]clγi Dγ(i)
∫
DQµDbDc e−S0
=
∫
d3x0
1
V
∫ √
det gαβ(ϕ) d
3ϕ
2pi2
∫
DQµDbDc e−S0
=
∫
DQµDbDc e−S0 , (K.25)
where we used
S0 = S0[A
cl, Qµ, b, c, ] , (K.26)
and Acl denotes the pure gauge solution or the trivial solution.
L An Example of Spin Chain
As an example of separating the slowly varying modes and the rapidly varying modes, in
this appendix we summarize the effective action of 1-dimensional quantum antiferromag-
nets. The discussion follows Ref. [45], and is parallel to the main topic of this paper.
Consider a spin chain with N (N : an even integer) sites with spin-s degrees of freedom
on each site. The real time action for the antiferromagnet is
S[~n] = s
N∑
j=1
SWZ [~n(j)]−
∫ T
0
dx0
N∑
j=1
Js2~n(j, x0) · ~n(j + 1, x0) , (L.1)
where we assume the periodic boundary condition on the spin chain, and SWZ is the Wess-
Zumino term, while x0 and J denote the time variable and the coupling constant. Making
the replacement
~n(j) → (−1)j~n(j) , (L.2)
up to an additive constant one obtains
S[~n] = s
N∑
j=1
(−1)jSWZ [~n(j)]− Js
2
2
∫ T
0
dx0
N∑
j=1
(~n(j, x0)− ~n(j + 1, x0))2 . (L.3)
Next, we split the spin field ~n into a slowly varying mode ~m(j) and a rapidly varying mode
~l(j):
~n(j) = ~m(j) + (−1)ja0~l(j) . (L.4)
The constraints ~n2 = ~m2 = 1 leads to
~m ·~l = 0 . (L.5)
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In the continuum limit, one finds that
lim
a0→0
s
N∑
j=1
(−1)jSWZ [~n(j)] ≈ s
2
∫
d2x ~m · (∂0 ~m× ∂1 ~m) + s
∫
d2x~l · (~m× ∂0 ~m) , (L.6)
lim
a0→0
Js2
2
∫ T
0
dx0
N∑
j=1
(~n(j, x0)− ~n(j + 1, x0))2 ≈ a0Js
2
2
∫
d2x
(
(∂1 ~m)
2 + 4~l2
)
, (L.7)
where a0 is the lattice spacing. Hence, the effective Lagrangian becomes
L(~m,~l) = −2a0Js2~l2 + s~l · (~m× ∂0 ~m)− a0Js
2
2
(∂1 ~m)
2 +
s
2
~m · (∂0 ~m× ∂1 ~m) . (L.8)
Integrating out the rapidly varying mode ~l, we obtain an effective Lagrangian for the slowly
varying mode ~m:
L(~m) = 1
2g
(
1
vs
(∂0 ~m)
2 − vs(∂1 ~m)2
)
+
θ
8pi
µν ~m · (∂µ ~m× ∂ν ~m) , (L.9)
where
g ≡ 2
s
, vs ≡ 2a0Js , θ ≡ 2pis . (L.10)
M Feynman’s Path Integral
We discussed in Subsection 4.3 the difference between classical solutions, topological fluc-
tuations and quantum fluctuations, and how they contribute to the path integral. As a
concrete example, in this appendix we review the famous work by R. Feynman on the
path integral formulation of 1-dimensional non-relativistic quantum mechanics. We follow
closely the original paper [30] by R. Feynman, and then discuss this formalism from some
modern point of view.
For an initial state ψt′ at time t
′ and a final state χt′′ at time t′′ > t′ the transition
amplitude is
〈χt′′ |1|ψt′〉 = lim
→0
∫
· · ·
∫
dx0
A
· · · dxN−1
A
dxN χ
∗(x′′, t′′) eiS/~ ψ(x′, t′) , (M.1)
where x0 ≡ x′, xN ≡ x′′, N = (t′′ − t′)/, and A is a normalization constant. It can be
justified that most of the contributions to Eq. (M.1) comes from the Brownian motion
(random walk) paths between x0 and xN . For a function F of the coordinates xi with
t′ < ti < t′′, the transition element of F between ψ(x′, t′) and χ(x′′, t′′) is
〈χt′′ |F |ψt′〉 = lim
→0
∫
· · ·
∫
dx0
A
· · · dxN−1
A
dxN χ
∗(x′′, t′′)F (x0, x1, · · · , xN )
· exp
[
i
~
N−1∑
i=0
S(xi+1, xi)
]
ψ(x′, t′) . (M.2)
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Therefore, we obtain after a partial integration〈
χt′′
∣∣∣∣ ∂F∂xk
∣∣∣∣ψt′〉 = − i~
〈
χt′′
∣∣∣∣F ∂S∂xk
∣∣∣∣ψt′〉 , (M.3)
or formally, the equivalence for the operators
− ~
i
∂F
∂xk
←→ F ∂S
∂xk
, (M.4)
where
∂S
∂xk
=
∂S(xk+1, xk)
∂xk
+
∂S(xk, xk−1)
∂xk
. (M.5)
Now let us consider a particle of mass m moving in one dimension under a potential
V (x) as an example. In this case,
S(xi+1, xi) =  L
(
xi+1 − xi

, xi+1
)
=
m
2
(
xi+1 − xi

)2
−  V (xi+1) . (M.6)
Hence, for this example Eq. (M.5) becomes
∂S
∂xk
=
∂S(xk+1, xk)
∂xk
+
∂S(xk, xk−1)
∂xk
= −mxk+1 − xk

+m
xk − xk−1

−  V ′(xk) . (M.7)
We should distinguish different cases for the operator F in Eq. (M.4):
• If F does not depend on xk, then Eq. (M.7) simply becomes the Newton’s law.
• If F depends on xk, for example F = xk, then Eq. (M.4) becomes
~
i
←→ m
(
xk+1 − xk

)
xk − xkm
(
xk − xk−1

)
, (M.8)
where we neglect terms of order . In the language of time-ordered operators, the
expression above is equivalent to
p x− x p = ~
i
, (M.9)
which is the commutation relation between the operators x and p in the non-relativistic
quantum mechanics. One can also shift k → k + 1 in the second term on the right-
hand side of Eq. (M.8), which does not change the expression to the zeroth order in
, then Eq. (M.8) reads (
xk+1 − xk

)2
←→ − ~
im
. (M.10)
From this expression one can learn that the “velocity” is of the order
√
~/m, which
diverges as → 0. It implies that the paths are continuous but not differentiable.
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Based on the discussions above, we can decompose the function space of all the possible
paths in the following way:
V = VC1 ⊕ Vrandom ⊕ · · · , (M.11)
where VC1 stands for the space of all the C
1-differentiable paths, while Vrandom denotes
the space of all the Brownian motion (random walk) paths. The space VC1 also includes a
subspace consisting of the paths corresponding to all the classical solutions, which we call
Vsol, i.e.
VC1 ⊃ Vsol . (M.12)
It can be proven [28, 29] that most continuous functions are nowhere differentiable. There-
fore, it really suffices to capture the relevant quantum physics by considering only the
continuous but nowhere differentiable paths, i.e. the paths from Vrandom. As shown in the
original paper by R. Feynman [30] and also demonstrated above in this appendix, taking
into account the paths from Brownian motion (random walk) indeed leads to the canonical
quantization condition of quantum mechanics.
In the classical limit ~→ 0, all the quantum modes including all the paths in Vrandom
and VC1\Vsol are suppressed, hence the paths in Vsol will give us the classical physics in this
limit. On the other hand, when ~ cannot be neglected, Vrandom dominates the configuration
space, and the paths in Vrandom provide the relevant physics in this case, which leads to the
quantum mechanics. However, to probe the IR regime of a quantum theory a special limit
turns out to be relevant, in which one suppresses most quantum modes while still keeps
some lowest quantum modes, then both Vsol and VC1\Vsol will be important.
N Fundamental Gap of the Gross-Pitaevskii Equation
As we have seen in Section 6 and 7, the mass gap problem of the Yang-Mills theory can
be mapped to the mass gap problem of a special kind of defocusing nonlinear Schro¨dinger
equation or defocusing Gross-Pitaevskii equation. The mass gap problem of another related
nonlinear Schro¨dinger equation was recently studied in Ref. [37]. In this appendix, we
summarize some results of Ref. [37], which are relevant to our discussions in Section 7.
In Ref. [37], the authors considered the following dimensionless nonlinear Schro¨dinger
equation in D-dimensions (D = 1, 2, 3):[
−1
2
∆ + V (x) + β|φ(x)|2σ
]
φ(x) = µφ(x) , x ∈ Ω ⊂ RD . (N.1)
The eigenvalue µ is given by
µ(φ) = E˜(φ) +
σβ
σ + 1
∫
Ω
dx |φ(x)|2σ+2 , (N.2)
where E˜(φ) is defined as
E˜(φ) =
∫
Ω
dx
[
1
2
|∇φ(x)|2 + V (x)|φ(x)|2 + β
σ + 1
|φ(x)|2σ+2
]
. (N.3)
Ref. [37] has discussed different boundary conditions, including
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• Periodic boundary condition:
φ(x) is periodic on ∂Ω . (N.4)
• Dirichlet boundary condition:
φ(x)
∣∣
∂Ω
= 0 . (N.5)
• Homogeneous Neumann boundary condition:
∂nφ
∣∣
∂Ω
= 0 . (N.6)
Because in this paper we are mostly interested in the mass gap problem, we would like to
focus on the trivial vacuum background
ψ(|x| = 0) = ψ(|x| =∞) = ±1 , (N.7)
where the relation between ψ and φ will be given later, and this boundary condition for ψ
corresponds to the periodic boundary condition for φ (see Eq. (N.4)).
The authors of Ref. [37] have studied for various boundary conditions the existence of
the fundamental gap in a finite system, i.e. the energy difference between the first excited
state and the ground state. To illustrate different boundary conditions, we will present
the analytical results of the 1D case in Appendix O. For now, let us focus on the periodic
boundary condition and recall a theorem from Ref. [37].
Theorem For the following Gross-Pitaevskii equation:[
−1
2
∆ + V (x) + β|φ(x)|2
]
φ(x) = µφ(x) , x ∈ Ω , φ(x) periodic on ∂Ω . (N.8)
When Ω =
∏D
j=1(0, Lj) (D = 1, 2, 3) satisfying L1 = max{L1, · · · , LD} and V (x) ≡ 0 for
x ∈ Ω, the fundamental gaps δ
E˜
(β) and δµ(β) are increasing functions for β ≥ 0 and they
have the following asymptotics:
δ
E˜
(β) =
{
2pi2
L21
+
A20
4 β + o(β) , 0 ≤ β  1 ,
8A0
3L1
β1/2 + 8
L21
+ o(1) , β  1 ; (N.9)
δµ(β) =
{
2pi2
L21
+
A20
2 β + o(β) , 0 ≤ β  1 ,
4A0
L1
β1/2 + 8
L21
+ o(1) , β  1 , (N.10)
where A0 is related to the volume of the system V :
A0 =
1√∏D
j=1 Lj
=
1√
V
, (N.11)
and for β ≥ 0
δ
E˜
(β) ≡ E˜(φβ1 )− E˜(φβg ) > 0 , δµ(β) ≡ µ(φβ1 )− µ(φβg ) > 0 (N.12)
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are the energy differences between the first excited state and the ground state.
In particular, when β  1 the first excited state is
φβ1 ≈
√
µ1
β
[
1 + tanh
(√
µ1
(
L1
4
− x1
))
− tanh
(√
µ1
(
3L1
4
− x1
))]
, (N.13)
and
µ1(β) = A
2
0 β +
4A0
L1
β1/2 +
8
L21
+ o(1) , (N.14)
E˜1(β) =
A20
2
β +
8A0
3L1
β1/2 +
8
L21
+ o(1) . (N.15)

Although Ref. [37] has only discussed 1-, 2- and 3-dimensions. The same idea can be
applied to 4-dimensions, and similar results hold.
In order to apply the results of Ref. [37] to our case, we have to map Eq. (N.1) from
Ref. [37] with V (x) ≡ 0 and σ = 1 to the equation that we obtained in Section 6:(
−1
2
∆ + β|φ|2
)
φ = µφ (N.16)
⇔ ∆φ− 2β|φ|2φ+ 2µφ = 0 (N.17)
⇔ ∆ψ − 2m2(|ψ|2 − 1)ψ = 0 , (N.18)
where in the last step we set
m2 = µ , ψ =
√
β
µ
φ . (N.19)
Hence, if one can find a solution to Eq. (N.16), there is a corresponding solution to
Eq. (N.18).
We also need to be careful about the boundary conditions. In fact, if we map Eq. (N.13),
which is a solution to Eq. (N.16), into a solution to Eq. (N.18), we find the boundary values
of the new solution satisfy
ψ
∣∣
Boundaries
≈ 1 , (N.20)
where we used m2D  1 and the fact that L1 is of the order of 1 (see Eq. (6.49)). This
boundary condition is exactly the one that we used for the trivial vacuum background in
Section 6 and 7. Hence, the results of Ref. [37] are consistent with our results.
Also, for σ = 1 the definitions of the energy E˜ and the chemical potential µ from
Ref. [37] become
E˜(φ, β) =
∫
Ω
dx
[
1
2
|∇φ|2 + β
2
|φ|4
]
, (N.21)
µ(φ, β) = E˜(φ, β) +
β
2
∫
Ω
dx |φ|4 . (N.22)
They obey the relation
E˜(φ, 2β) = µ(φ, β) ≥ E˜(φ, β) . (N.23)
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In our case, the definition of the energy E is
E =
∫
Ω
dx
[|∇ψ|2 + µ(|ψ|2 − 1)2] . (N.24)
After some steps, one can show that
E = µV − 2β
(
1− E˜
µ
)
. (N.25)
O 1D Nonlinear Schro¨dinger Equation as a Toy Model
We have discussed in Section 6 and 7, that the mass gap problem of the quantum Yang-Mills
theory becomes a mass gap problem of a certain kind of defocusing nonlinear Schro¨dinger
equation with a cubic interaction. For dimensions higher than one, the solutions do not
have analytical expressions, which makes the problem hard to analyze. However, for the
1D case, the analytical solution is known. Although the 1D equation does not have an
origin from the quantum Yang-Mills theory. As a toy model, it still sheds some light on the
higher-dimensional cases. Hence, we analyze the 1D case analytically in this appendix, and
we believe the 1D results should capture the qualitative features of the higher-dimensional
cases of interest, especially the 3D and the 4D cases.
Let us recall the problem that we have seen in the main text. As we discussed in
Subsection 6.3, for a general D-dimensional space up to some overall constant factors the
effective action of the topological fluctuations can be brought into the expression:
S =
∫
dDx
[
(∂µΦ)
2 +m2(Φ2 − 1)2] , (O.1)
where Φ is a real function, and m is a real parameter. In Euclidean space, the action itself
can also be viewed as the energy of the configuration, which is non-negative definite. If we
focus on the spherically symmetric configurations, the effective action above leads to the
equation of motion:
∆Φ− 2m2Φ(Φ2 − 1) = 0 , (O.2)
where
∆Φ = ∂2|x|Φ +
D − 1
|x| ∂|x|Φ . (O.3)
For the 1D case the equation above simplifies to
∂2|x|Φ− 2m2Φ(Φ2 − 1) = 0 , (O.4)
which has some trivial solutions
Φ = ±1 or Φ = 0 . (O.5)
Among them Φ = ±1 have zero energy, and they correspond to the pure gauge solution and
the trivial vacuum solution, while the energy of Φ = 0 is proportional to the volume of the
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system, i.e. divergent before regularization, hence it does not correspond to the vacuum.
As the ground state of the system, Φ = ±1 are more preferable at the low energy.
Now let us discuss the boundary condition for Eq. (O.4). At the boundaries (x = 0, ∞),
Φ should return to the constant values corresponding to the classical solutions discussed
above. Therefore, there are 5 possible boundary conditions for the spherically symmetric
configurations:
1.
Φ(|x| = 0) = 1 , Φ(|x| =∞) = 1 ; (O.6)
2.
Φ(|x| = 0) = −1 , Φ(|x| =∞) = −1 ; (O.7)
3.
Φ(|x| = 0) = 0 , Φ(|x| =∞) = 0 ; (O.8)
4.
Φ(|x| = 0) = −1 , Φ(|x| =∞) = 1 ; (O.9)
5.
Φ(|x| = 0) = 1 , Φ(|x| =∞) = −1 . (O.10)
Here we want to emphasize that, if we use a complex field Ψ instead and rewrite
Eq. (O.1) as
S =
∫
dDx
[ ∣∣∂µΨ∣∣2 +m2 (∣∣Ψ∣∣2 − 1)2 ] , (O.11)
the solutions corresponding to the last two boundary conditions do not show up because
the new effective action for Ψ has a rigid U(1) symmetry, which makes the vacua Ψ = ±1
equivalent.
These boundary conditions also agree with the ones discussed in Ref. [37]. The first
one and the second one correspond to the periodic boundary condition. The third one
corresponds to the Dirichlet boundary condition, while the fourth one and the fifth one
correspond to the homogeneous Neumann boundary condition.
In the following, let us analyze the low-energy spectrum, i.e. the solutions to Eq. (O.4)
with lowest energies, under different boundary conditions (O.6) ∼ (O.10).
• Φ(|x| = 0) = 1 and Φ(|x| =∞) = 1:
For this boundary condition, the lowest energy state, i.e. the ground state, is just
the one of the trivial vacua given by
Φ = 1 , (O.12)
which has zero energy. The first excited state is composed of an anti-kink kink pair,
which has the expression:
Φ = tanh [m (a− |x|)] + tanh [m (|x| − b)] + 1 , (O.13)
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Figure 7. The 1D exact solutions with Φ(|x| = 0) = Φ(|x| = ∞) = 1. Left: The ground
state. Right: The first excited state.
where a m−1 and b− a m−1. The ground state is displayed in Fig. 7 (left), and
the first excited state is in Fig. 7 (right).
The energy of the first excited state is twice of the energy of a kink or an anti-kink,
i.e. 2∆, where ∆ is defined by
∆ =
∫ ∞
−∞
dx
[
(∂xΦ)
2 +m2(Φ2 − 1)2
]
Φ=tanh(mx)
=
8m
3
. (O.14)
One can also consider higher excited states, which correspond to more anti-kink kink
pairs, and their energies are just multiples of the energy of an anti-kink kink pair.
The spectrum with this boundary condition includes {0, 2∆, 4∆, · · · }.
• Φ(|x| = 0) = −1 and Φ(|x| =∞) = −1:
For this boundary condition, the lowest energy state, i.e. the ground state, is another
trivial vacuum given by
Φ = −1 , (O.15)
which has zero energy. The first excited state is composed of a kink anti-kink pair,
which has the expression:
Φ = tanh [m (|x| − a)] + tanh [m (b− |x|)]− 1 , (O.16)
where a m−1 and b− a m−1. The ground state is displayed in Fig. 8 (left), and
the first excited state is in Fig. 8 (right).
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Figure 8. The 1D exact solutions with Φ(|x| = 0) = Φ(|x| = ∞) = −1. Left: The ground
state. Right: The first excited state.
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The energy of the first excited state is 2∆. One can also consider higher excited
states, which correspond to more kink anti-kink pairs, and their energies are just
multiples of the energy of a kink anti-kink pair. The spectrum with this boundary
condition includes {0, 2∆, 4∆, · · · }.
• Φ(|x| = 0) = 0 and Φ(|x| =∞) = 0:
For this boundary condition, as we discussed before, the solution Φ = 0 has divergent
energy before regularization. Instead, the lowest energy state with this boundary
condition is given by
Φ = ±{tanh [m|x|] + tanh [m (|x|∞ − |x|)]− 1} , (O.17)
where |x|∞ → ∞. These configurations corresponds to a half kink at |x| = 0 and
a half anti-kink at |x| = ∞ or vice versa. There are also excited states, which
correspond to inserting more kinks or anti-kinks between |x| = 0 and ∞. One of the
lowest energy states is displayed in Fig. 9 (left), and one of the first excited states is
displayed in Fig. 9 (right).
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Figure 9. The 1D exact solutions with Φ(|x| = 0) = Φ(|x| = ∞) = 0. Left: One of the
lowest energy states. Right: One of the first excited states.
The energy of the lowest energy state with this boundary condition is the same as
a kink or an anti-kink, i.e. ∆. Hence, the spectrum with this boundary condition
includes {∆, 2∆, 3∆, · · · }.
• Φ(|x| = 0) = −1 and Φ(|x| =∞) = 1:
For this boundary condition, the lowest energy state is just a kink solution given by
Φ = tanh [m (|x| − a)] , (O.18)
where a  m−1. The excited states correspond to inserting more kink anti-kink or
anti-kink kink pairs. The lowest energy state is displayed in Fig. 10 (left), and the
first excited states is displayed in Fig. 10 (right).
The energy of the lowest energy state with this boundary condition is ∆. Hence, the
spectrum with this boundary condition includes {∆, 3∆, 5∆, · · · }.
• Φ(|x| = 0) = 1 and Φ(|x| =∞) = −1:
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Figure 10. The 1D exact solutions with Φ(|x| = 0) = −1 and Φ(|x| = ∞) = 1. Left: The
lowest energy state. Right: The first excited state.
For this boundary condition, the lowest energy state is just a kink solution given by
Φ = tanh [m (|x| − a)] , (O.19)
where a  m−1. The excited states correspond to inserting more kink anti-kink or
anti-kink kink pairs. The lowest energy state is displayed in Fig. 11 (left), and the
first excited states is displayed in Fig. 11 (right).
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Figure 11. The 1D exact solutions with Φ(|x| = 0) = 1 and Φ(|x| = ∞) = −1. Left: The
lowest energy state. Right: The first excited state.
The energy of the lowest energy state with this boundary condition is ∆. Hence, the
spectrum with this boundary condition includes {∆, 3∆, 5∆, · · · }.
The complete low-energy spectrum of the theory should be the union of the spectrum
from different boundary conditions, which include
• For Φ(|x| = 0) = Φ(|x| =∞) = ±1:
0, 2∆, 4∆, · · ·
• For Φ(|x| = 0) = Φ(|x| =∞) = 0:
∆, 2∆, 3∆, · · ·
• For Φ(|x| = 0) = −Φ(|x| =∞) = ±1:
∆, 3∆, 5∆, · · ·
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From these results, we can conclude the existence of the mass gap at semi-classical level.
In principle, we can even predict the energy eigenvalues of the excited states and their
multiplicities. Of course, the analysis in this appendix works only for a special kind of
1D defocusing nonlinear Schro¨dinger equation with a cubic interaction, which can only be
qualitatively true for higher dimensions.
Because in this paper we would like to study the existence of the mass gap, the trivial
vacuum background is the most relevant background. For the 3D and the 4D case discussed
in the text, we only focus on the trivial vacuum background, which corresponds to the first
and the second boundary condition in this appendix for the 1D case.
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