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Abstract 
Jimbo, M., Recursive constructions for cyclic BIB designs and their generalizations, Discrete 
Mathematics 116 (1993) 79-95. 
In this paper, recursive constructions for cyclic BIB designs and for BIB designs with more general 
automorphism groups are discussed. First, a brief survey of cyclic BIB designs and l-rotational BIB 
designs is given along with two types of recursive constructions for them. Secondly, it is shown that 
the recursive construction method can be applied to cyclic nested BIB designs. Thirdly, one of these 
recursive constructions is extended to a construction of a BIB design with a sharply transitive 
automorphism group. 
1. Introduction 
Let V be a u-set and 93 be a collection of k-subsets of V. The elements of V and 2 are 
called points (or treatments) and blocks, respectively. A pair (V, ~$3’) is called a balanced 
incomplete block (BIB) design, denoted by B[k, 2; v], if every pair of distinct elements 
of Vis contained in precisely 1. blocks of 98. A BIB design with IV = 1 is called a Steiner 
2-design. 
For a BIB design, the number of blocks containing a given point is constant (= r), 
not depending on the choice of a point. For the parameters of B[k, 2; u] 
vr=bk and J.(u--l)=r(k-1) (1.1) 
hold, where b is the number of blocks in 93. 
A large amount of research has been done on BIB designs from various points of 
view. Among them, one of the most important problems is to determine whether 
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a BIB design exists for parameters satisfying the conditions in (1.1) or not. For this 
problem, various types of direct and recursive constructions have been developed by 
many authors. For constructions and problems on the existence of BIB designs, we 
shall refer the reader to Hall [17] and Beth et al. [4], see also Kageyama [31] and 
Ohmori [38] in this volume. 
Let g be a permutation on I’. A permutation CJ operates naturally on BE$?. If 
9?“= {B”I BEG} = g’, then G is called an automorphism of (V, 99). The set of automor- 
phisms of ( V, B) is called the automorphism group of (V, a). If there is an automor- 
phism 0 of order u=l VI, then the BIB design is said to be cyclic. For a cyclic 
B[k, %; u], the set of points V can be identified with Z,, the residue group of integers 
modulo u. In this case, the design has an automorphism 0: iw+ i + 1 (mod v). 
A B [k, 2; v] is said to be l-rotational if it has an automorphism of order v- 1 with one 
fixed point. The terminology ‘s-rotational’ was first introduced by Phelps and Rosa 
[40] though the notion had been used widely. Note that the idea of ‘s-rotational’ can 
be found in Bose [S]. Here, we shall devote ourselves to the case of s= 1. For a l- 
rotational B [k, 3.; 01, the set of points Vcan be identified with Z,_ 1 u {co}; that is, the 
residue group of integers modulo u- 1 and a fixed point co. 
Cyclic BIB designs and l-rotational BIB designs have been studied because of their 
algebraically simple structure and of their practical usefulness. 
In this paper, recursive constructions of BIB designs with cyclic, l-rotational or 
more general automorphism groups are considered. In Section 2, fundamental prop- 
erties of cyclic and l-rotational BIB designs are listed and a brief survey of them is 
given. In Section 3, two types of available recursive constructions for cyclic or 
l-rotational BIB designs are reviewed. In Section 4, we show that a recursive 
construction method of Section 3 can be applied to cyclic ‘nested’ BIB designs. In 
Section 5, it is shown that a recursive construction for a cyclic BIB design can be 
generalized to that for a BIB design with a sharply transitive automorphism group. In 
Section 6, related problems are listed. 
2. A brief survey of cyclic and l-rotational BIB designs 
Here, fundamental properties of cyclic or l-rotational BIB designs are listed and 
a brief survey for the existence problem of cyclic and l-rotational BIB designs is given. 
For any block B = { bi, . . . , bk} in 99 of a cyclic BIB design, the block orbit containing 
B is the set of distinct blocks 
B+i={bI+i,...,b,+i}(modv) for iEZ,. 
If a block orbit has u blocks, then the block orbit is said to be fuU, otherwise, it is 
called short. Choose an arbitrary block from each block orbit and call it a base block. 
A base block is also referred to as a starter block or an initial block. If a block orbit 
containing a block B is short, then the points in B can be partitioned into cosets of 
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a subgroup of Z,. For example, let u= 15, k= 6, then the block B= (0, 1,5,6,10, ll} 
can be partitioned into cosets of a subgroup of Z15 as follows: 
B={O, 5, lO}u{1,6, ll}, 
and the block orbit containing B consists of 5 blocks, and hence is short. Furthermore, 
in the case of E. = 1, if a block orbit is short, then each block of the orbit is a coset of Z,, 
that is, the orbit contains a block 
(2.1) 
We call the orbit containing the block (2.1) a regular short orbit. When A= 1, a block 
orbit must be full or the regular short orbit. In this case, it can be shown that 
a necessary condition for the existence of a cyclic B[k, 1: u] is that 
u- 1, k (mod k(k- 1)). (2.2) 
A cyclic B[k, 1; u] with u- 1 (mod k(k- 1)) has no short orbit while a cyclic B[k, 1; u] 
with u-k (mod k(k- 1)) has a single regular short orbit. 
A cyclic BIB design is closely related to a ‘difference set’ or a ‘difference family’. Let 
Z, be the group of integers modulo u. A family Y= {S,, . . . . S,} of k-subsets 
S,=(& . . . , si} of Z, is called a dzferencefumily, denoted by D(u, k, A), if among the 
differences s: -s) of Sh for 1 d i, j d k, i #j and h = 1,2, . . . , m, every nonzero element of 
Z, occurs exactly 3. times. A difference family has been referred to by the name ‘initial 
blocks’ (cf. Bose [S]). When a difference family consists of a single k-subset S, S is 
called a difference set. It is well known that we can construct a cyclic B [k, A; u] with no 
short orbit from a difference family. 
A l-rotational B[k, 1; u] has a block 
u-l v-l 
CC&o,-- ~ k-l’2k_1’~~~’ 
whose orbit is short. We call this orbit the regular short orbit for a l-rotational BIB 
design, similar to the case of a cyclic BIB design. A necessary condition for the 
existence of a l-rotational B[k, 1; u] is 
u-k (mod k(k-1)). 
Various methods of construction have been studied for cyclic BIB designs and 
l-rotational BIB designs. Singer [47] showed that the points and hyperplanes of 
a projective geometry over a finite field yield a difference set. Bose [S] presented 
constructions for cyclic B [4, 1; 01’s and B [S, 1; ~1’s. Rao [42,43] derived a method of 
constructing difference families which cyclically generate BIB designs. Some of his 
results were stated without proof. Yamamoto, Fukuda and Hamada [53] also 
established these results. It is well known that the incidence relation between points 
and flats of a finite geometry yields a cyclic BIB design. On the other hand, the 
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incidence relation between points and flats of an affine geometry over a finite field 
produces l-rotational BIB designs. There are several constructions of difference 
families using a finite field (see Bose [S], Lehmer [32], Hall [17], Baumert [2], Wilson 
[49], Hanani [20]). Recently, Furino [lS] extended these results by using rings 
with unity. Colbourn and Mathon [S] gave an excellent survey on cyclic Steiner 
2-designs. 
For k = 3, Peltesohn [39] showed that (2.2) is also sufficient for a cyclic B [3, 1; u] to 
exist except in the case v=9. Colbourn and Colbourn [9] gave a necessary and 
sufficient condition for a cyclic B [3, /1; u] to exist. Phelps and Rosa [40] showed that 
v= 3,9 (mod 24) is necessary and sufficient for the existence of a l-rotational 
B[3, 1; v]. Jimbo and Kuriki [22] obtained a necessary and sufficient condition for 
a l-rotational B[3, /1; v] to exist. 
For k 2 4, the existence problem of a cyclic B [k, 2; v] and a l-rotational B [k, 2; u] is 
not yet solved. Unfortunately, it is also not known whether an asymptotic existence 
result can be found for cyclic BIB and l-rotational BIB designs, similar to Wilson’s 
asymptotic existence theorem for BIB designs ([S&52]). 
3. Recursive constructions of cyclic BIB designs 
In this section, two types of recursive constructions available for cyclic BIB designs 
are surveyed. 
Colbourn and Colbourn [11] showed the following recursive constructions of 
cyclic BIB designs. 
Theorem 3.1. Assume that u is an integer which is relatively prime to (k - l)!. 
(i) Zf there exist a cyclic B [k, 2; v] with no short orbit and a cyclic B [k, 2; u], then 
there exists a cyclic B [ k, 2; uv]. 
(ii) Zf there exist a cyclic B [k, 1; kv] and a cyclic B [k, 1; ku], then there is a cyclic 
B[k, 1; kuv]. 
Theorem 3.1 can be generalized by utilizing the notion of a ‘difference matrix’. 
A t x 1.14 matrix D =(L&) with entries from Z, is called an (u, t, I,)-difirence matrix 
if every element of 2, occurs exactly 2 times among the differences dij-d,j 
(j=l , . . , Au) for any i # 1. The notion of a difference matrix was first introduced by 
Bose and Bush [6]. Later, the notion of a difference matrix was extended to include 
matrices with entries from abelian or non-abelian groups, which will be defined in the 
next section. 
Jungnickel [28] showed that t<llu holds for any (u, t, A)-difference matrix. Com- 
plete difference matrices (that is, r = Au) have been studied under the name generalized 
Hadamard matrices (see Butson [7], Masuyama [34], Shrikhande [45], Jungnickel 
[28], Seberry [44]). The following is an example of a difference matrix. 
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Example 3.1. Let u and t be positive integers such that u is relatively prime to (t - l)!. 
Letdij=q(modu)fori=O,l,..., d- 1, andj=O, 1, . . . . U- 1. Then D=(dij) is a (a, t, l)- 
difference matrix. In particular, if u is a prime, we can take t = u and get a complete 
(u, U, 1)-difference matrix, which is a generalized Hadamard matrix. 
An m x N array with entries from { 0, 1, . . . , s- 1 > is called an orthogonal array, 
denoted by OA(N, m, s, 2), if every ordered pair occurs exactly N/s* times in any two 
distinct rows. A difference matrix can be constructed from a cyclic BIB design and an 
orthogonal array as follows (Jungnickel [28], Jimbo and Kuriki [23]). 
Theorem 3.2. (i) If there exist a cyclic B[k, 1; u] with no short orbit and an OA 
(k*, t + 1, k,2), then there exists a (u, t, A)-di;fSerence matrix. In particular, in the case 
when k is a prime power, if there exists a cyclic B [k, & u] with no short orbit, then there 
exists a (u, k, A)-difirence matrix. 
(ii) Assume that there exists a cyclic B[k, I; u] having only full orbits and regular 
short orbits. Further assume that there exists a (k, t + 1, I”)-diflerence matrix, then there 
exists a (u, t + 1, I)-difirence matrix. In particular, in the case when k is an odd prime, zf 
there exists a cyclic B[k, i; u] having only regular short orbits andfill orbits, then there 
exists a (u, k, I)-dtjerence matrix. 
Jimbo and Kuriki [23] showed the following recursive construction for cyclic BIB 
designs using a difference matrix. 
Theorem 3.3. Assume that there exist: 
(i) a cyclic B[k, A1; v] consisting of ,tt regular short orbits and full orbits, 
(ii) a cyclic B[k, (A1 -cl)&; u], 
(iii) a cyclic B [k, ,LL~*; ku], and, 
(iv) a (u, k, //*)-diflerence matrix, 
then there exists a cyclic B[k, ;1ii2; uu]. In particular, if n=O the design of (iii) is of 
trivial type and it always exists. Furthermore, in this case, the constructed design does 
not have any short orbit, tf the design of (ii) consists of only full orbits. 
As a corollary of Theorems 3.2 and 3.3, we obtain the following by noting the 
fact that a cyclic B[k, 1; v] with v= 1 (mod k(k- 1)) has no short orbit while a 
cyclic B[k, 1; v] with v = k (mod k(k - 1)) has a single regular short orbit as stated in 
Section 2. 
Corollary 3.4. (i) Assume that k is a prime or a prime power and that v= 1 
(mod k(k- 1)). Zf there is a cyclic B[k, 1; v] and a B[k, 1: u], then there exists a cyclic 
B [k, 1; uv]. 
(ii) Assume that k is a prime and that v = k (mod k(k - 1)). If there is a cyclic B [k, 1; V] 
and a cyclic B[k, 1; ku], then there exists a cyclic B [k, 1; uv]. 
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Grannell and Griggs [16] obtained the results very similar to Corollary 3.4. 
Theorem 3.3 will be further generalized in the next theorem. Before that, to illustrate 
the construction, we shall give an example for Theorem 3.3 and Corollary 3.4. 
Example 3.2. Let V=U =7 and k =3. The base block (0, 1,3} (mod 7) generates 
a cyclic B [3,1; 71. And 
o=(dij)= i 
0000000 
0 1 2 3 4 5 6 0246135 1 
is a (7,3,1)-difference matrix. For the base block B= {0,1,3}, we can construct 
7 blocks 
Bi=(O+Vdil, l+Vdiz, 3+Vdi3} 
for i=O, 1, . . . . 6. Thus these 7 base blocks 
&=(0,1,3), B1= {O, 8,17}, &={0,15,31), B3 = {0,22,45}, 
B4 = (0,29, lo}, B5 = (0,36,24}, B6 = (0,43,38 >, 
together with the base block B, = 7 x B = {0,7,21} form a cyclic B[3,1; 493. 
Now, we shall generalize Theorem 3.3 by utilizing the notion of a cyclic ‘group 
divisible design’. 
Let V be a set of v = mn points and 3 = { G1, . . . , G,} be a partition of V, where Gi’s 
are n-sets, called groups. (Beth et al. [4] used the terminology ‘groops’ in order to 
distinguish it from the algebraic ‘groups’.) Let a be a collection of k-subsets (blocks) 
of V. A system (V, ~8, 9) is called a group divisible (CD) design, denoted by 
GD[k, A1, %,; m, n], if the following conditions are satisfied: 
(i) any two points contained in the same group of 9 occur together in exactly 
ii blocks in &?‘, 
(ii) any two points contained in distinct groups of 3 occur together in exactly 
& blocks in g. 
In the case of A1 =A,( =;1), a GD design is a B[k, A; mn]. If a GD design is cyclic, 
then each group Gi must be the subgroup mZ, = { 0, m, 2m, , . . , (n - l)m} of Z,, or its 
coset (see Mukerjee, Jimbo and Kageyama [36]). 
Now, we can state the following theorem. 
Theorem 3.5. Zf there exist: 
(i) a cyclic GD [k, Al, A,; m, n] (A, d I.,) with no short orbit, 
(ii) a (u, k, i)-difference matrix, and, 
(iii) a cyclic GD[k, A(& --Al), A&; n, u], 
then there exists a cyclic B[k, X,; uv]. 
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A sketch of the proof. Let C = (aij) be a (a, k, l-)-difference matrix. For each base block 
B={ br, bZ, . . . . bk} of a cyclic GD[k, 11, &;m, n], construct the following u,? base 
blocks: 
Bj={b,+aijUIi=l, . . ..k} 
forj=1,2,...,ui. Then any points of vZu=(u,2u,...,(u-l)u} do not occur with the 
point 0, every point of mZnu\uZU occurs together with the point 0 exactly U, times 
and every point of Zuv\mZnu occurs together with the point 0 E& times. 
Next, for each base block B = { c1 , c2, . . ..~~}ofacyclicGD[k.~(&~,),M,;n,u], 
let mB=(mc,, mc2, . . . . mck} be a base block of the desired design. Then we can obtain 
a cyclic B [ k, &; uu]. 0 
We can also prove Theorem 3.3 using Theorem 3.5. First, disregard the p 
regular short orbits of the cyclic B[k, I,,; u] of Theorem 3.3. Then we obtain a cyclic 
GD[k, 1i -p, ,I,;u/k, k]. Secondly, multiply each base block B of the cyclic 
B[k, (I1 -p)&; u] by k, and develop it modulo ku. Then a cyclic 
GD[k, (j-r -~)/1~, 0; ku] is obtained. Combining this design and the cyclic 
B[k, &; ku], a cyclic GD[k, (A1 -p)&, ltil&; k, u] can be obtained. Thus Theorem 
3.3 is proved. 
For l-rotational BIB designs, the following theorem was obtained by Jimbo [25]. 
This result can also be proved by Theorem 3.5 in a fashion similar to the proof of 
Theorem 3.3. 
Theorem 3.6. Assume that there exist a l-rotational B[k, 1; u], a l-rotational 
B[k, 1; u(k- l)+ l] and a (u, k, 1)-d;fS 1 erence matrix, then there is a l-rotational 
B[k, 1; u(u- l)+ 11. 
We now describe another type of recursive construction for these designs. First, 
we require a definition. A collection of t k-subsets Di={db,di,...,di_,}, 
O=db<d’, < ... cd:_,, i= 1, . . . , t is called a perfect difference family (PDF) in Z,, 
denoted by PDF(u, k, l), where u=k(k-l)t+ 1, if the tk(k-1)/2 differences di-dj 
(O< j<l<k) cover the set {l, 2, . . . . tk(k- 1)/2}. It has been shown that PDF’s can 
exist only when k is 3,4 or 5 (Bermond, Kotzig and Turgeon [3]). It is obvious that 
a PDF is a special type of difference family D(u, k, l), which is equivalent to a cyclic 
B[k, 1; u] with no short orbit. The following recursive construction for PDF’s is due 
to Mathon [35]. 
Theorem 3.7. If there is a PDF(12t+ 1,4, 1) then the following exist: 
(1) PDF(60t + 13,4, l), 
(2) PDF(84t + 13,4, l), 
(3) PDF(156t+ 13,4, l), 
(4) PDF(228t + 49,4, l), 
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(5) PDF(276t + 61,4, l), 
(6) PDF(300t + 61,4, l), 
(7) PDF(300t + 79,4,1). 
With regard to the construction of PDF’s in Theorem 3.1, we need the following 
notion.LetX’bethem-vector(-r,-r+l,..., -l,O,l,..., r-l,r),m=2r+landlet 
X2 ,..., X”bepermutationsofXl.Then(X’,..., X “) is said to be an additive sequence 
ofpermutations (ASP) of order m and length n if the vector sum of every subsequence 
of consecutive permutations Xi, Xi+ ‘, . . . , Xi+’ for any i and t is again a permutation 
of x’. 
Example 3.3. Let 
X1=(-2, -l,O, 1,2), X2=(0, 1,2, -2, -l), X3=(2, -2, -l,O, l), 
thenX’+X2,X2+X3,X1+X2+X3arepermutationsofX’.Thus(X’,X2,X3)is 
an ASP of order 5 and length 3. 
Now, we shall illustrate the construction of Theorem 3.7 by an example. 
Example 3.4. It is easy to see that (0, a, b, c} = {0,2,5,6} is a PDF(12, 4, 1). For the 
ASP of Example 3.3, let 
(x=x1, /?=x’+x2, y=xl+xZ+x3. 
And let 
Dj=(0,5a+aj, 5b+pj,5c+yj} j=l,..., 5, 
where aj, bj and yj are thej-th elements of a, /? and y, respectively. Then, a direct check 
shows that among the differences 
5ll+Uj, 5b + Pj, 5c+y., 
5(b-a)+(pj-aj), 5(c-a)+(yj-aj), 5(c-b)+(:j-P,) 
forj=l, . . . . 5, each element of { 3,4, . . . ,32} occurs exactly once. Let Do = (0, 1,34,36}, 
then among the differences each of 1,2,33,34,35,36 occur exactly once, whence 
{Do, Dl, ...? D5} forms a PDF(73,4, l), which is an example for the construction of (1) 
of Theorem 3.7. 
Concerning PDF’s with block size 5, Mathon [35] showed the following theorem. 
Theorem 3.8. If there are a PDF(20t + 1, 5,1) and a D(20s+ 1,5, l), then 
a D(20r + 1, 5, 1) exists, where r = 20st + s + t. Furthermore, $a D(20s + 1,5,1) is perfect 
then the constructed D(20r + 1,5,1) is also perfect. 
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4. A recursive construction for a cyclic nested BIB design 
The recursive construction method in Section 3 may be applied for the construction 
of cyclic BIB designs having additional inner properties. Jimbo and Vanstone [26] 
showed that the construction of Theorem 3.5 can be generalized to the case of 
l-rotational ‘resolvable’ or ‘doubly resolvable’ BIB designs. Here, we shall apply the 
construction of Theorem 3.3 to a cyclic ‘nested’ BIB design. 
There are two kinds of definitions of a ‘nested’ BIB design. Preece [41] introduced 
a ‘nested’ BIB design for a statistical application, which can be recognized as a gener- 
alized notion of a ‘resolvable’ BIB design. On the other hand, Federer [12] recommen- 
ded the use of another type of nested designs for a certain statistical application. These 
two notions are similar to each other. 
Firstly, we shall start with the definition of Preece [41]. A triple (V, aI, ild2) is 
called a nested BIB design, denoted by nested (v; kl, II,; kZ, &)-BIB design, if the triple 
has the following properties: 
(i) (V, &?i) is a B[kr, A1; v], 
(ii) (V, B1) is a B [k2, 2,; v], 
(iii) Each block of @i can be partitioned into kl/kz subblocks with k2 elements 
each such that the resulting collection of subblocks coincides with the collection gZ. 
Obviously, kl is divisible by k2. In particular, a resolvable B [k, A; v] is defined to be 
a nested (v; v, b/k; k, A)-BIB design, where b is the number of subblocks of a B [k, 2; v]. 
This definition is essentially the same as the usual one of a resolvable BIB design (see 
for example Hall [ 171, Beth et al. [4], Kageyama [29]), recognizing the large blocks as 
‘resolution classes’. 
Preece [41] gave a list of solutions of nested BIB designs for small values of 
parameters. Home1 and Robinson [21] defined a ‘nested PBIB design’ and gave some 
constructions for nested BIB designs and nested PBIB designs. Nested BIB designs 
are given by Jimbo and Kuriki [24] and Banerjee and Kageyama [l]. 
A nested BIB design (V, &II, 9J2) is said to be cyclic if both of ( V, B1) and (V, g2) 
are cyclic with respect to the same automorphism cs : iti i+ 1 (mod v). 
Here, we shall give examples of cyclic nested BIB designs. 
Example 4.1. For v= 7, let (0, 1, 3; 2,4, 5} be a base block of (l’, Bi), and (0, 1, 3) and 
{2,4, 5} be base blocks of (V, g2), then (V, gl, BZ) is a cyclic nested (7; 6,5; 3,2)- 
BIB design. 
Example 4.2. For v = 3 1, let 
B=(l, 14, 15; 2,28, 30; 4,25, 29; 8, 19,27; 16, 7, 23) 
be a base block of ( V, ~49~) and let 
BO= { 1, 14, 15}, B1 = (2,28,30}, B2 = { 3,25,29}, 
B3 = { 8, 19,271, Bq={16,7,23} 
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be base blocks of (V, 912). Then (I’, 98i, g3,) is a cyclic nested (31; 15,7;3,1)-BIB 
design. 
Nested designs were introduced for statistical applications, but have also been 
studied purely for their combinatorial interest. The nested BIB design in Example 4.2 
is first generated from ‘hyperplanes’ and ‘lines’ of projective geometry PG(4,2). Fuji- 
Hara and Vanstone [13] considered this problem in a projective geometry to produce 
a ‘doubly resolvable’ BIB design. They used the terminology of a ‘r-partition’ instead 
of a nested BIB design (see also Fuji-Hara, Jimbo and Vanstone [14]). 
Here, we shall show a recursive construction of cyclic nested BIB designs. 
Theorem 4.1. Assume that there exists a cyclic nested (u; kl, Al; k2, &)-BIB design with 
no short orbit and that there exists a cyclic nested (u; kl, III,; kZ, &)-BIB design. 
Further assume that there is an (u, kl, A)-diflerence matrix, then there exists a cyclic 
(uu; kl, Ai,; k2, &I,)-BIB design. 
Proof. Let C be a (u, kl, ).)-difference matrix. The difference matrix can be partitioned 
into c=kl/k2 submatrices Ci, . . . . C, of size k2 x ~2, which are (u, k,, A)-difference 
matrices. Let c:: be the (i,j)-th element of Ct. For each base block 
B=(b’:‘, . . . . bi’,‘; b’,2’, . . . . b$ . . . ; bl”, . . . . bf;) = (B”‘; BC2’; . . . ; B”‘) 
of a cyclic nested (v; kl, %,; k2, %2)-BIB design, construct base subblocks 
BSf’=(b’:‘+a’$, . . . . bjfl+afij)for 1= 1, . . . . c andj= 1, . . . . ~2 and let Bj=(B$“; . . . . By)) 
be base blocks of the desired design. And add the base blocks vl?, where B’s are base 
blocks of a cyclic nested (u; k,, l,21; k2, U2)-BIB design. Then it follows that all of 
these base blocks form a cyclic B[k,, M,; UU]. Furthermore, we can verify that, in the 
construction of Theorem 3.5, distinct difference matrices can be applied for each base 
block to obtain base blocks of the desired design. This fact can be shown by tracing 
carefully the proof of Theorem 1 of Jimbo and Kuriki [23]. Thus a cyclic 
B[k,, Z2; UU] can be obtained by applying CI for each B”’ of B. 0 
We shall give an example for the construction of Theorem 4.1. 
Example 4.3. Let u = u = 7 and consider a cyclic nested (7; 6,5; 3,2)-BIB design in 
Example 4.1, which has no short orbit of blocks. Since u is a prime, 
Z= 
‘0 0 0 0 0 0 0 
0123456 
0246135 
0362514 
0415263 
80 5 3 1 6 4 2 
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is a (7, 6, 1)-difference matrix. For the base block B = (0, 1, 3; 2,4, 5}, construct the 
following 7 base blocks: 
Bi={O+vgio, l+Uail,3+uaiz;2+vai3,4+Uai4,5+vois} 
={0+7.O.i, 1+7.1.i,3+7.2.i;2+7.3.i,4+7.4.i,5+7.5.i}, 
for i=O, 1, . . . . 6. And add a base block 
B’=Bxu=(O,7,21;14,28,35}. 
Then, by adding + 1 modulo 49 to these base blocks, we can obtain a cyclic nested 
(49; 6, 5; 3,2)-BIB design. 
Secondly, we shall consider Federer [123’s concept of nested designs. A nest 
(k, A) -+ (k’, A’) is a B [k’, 2’; II] where each block has a distinguished subblock of 
cardinality k( < k’) and these subblocks form a B[k, A; u]. Similar to Preece’s nested 
design, a nest (k, 2) + (k’, A’) is said to be cyclic if both of B [k’, 1’; o] and B[k, 2; u] are 
cyclic with respect to the same automorphism of order u. Longyear [33] gave a survey 
of nesting in the sense of Federer (see also Colbourn and Colbourn [lo], Furino [ 151, 
Stinson [48]). 
Example 4.4. A base block (0, 1, 3, 6) forms a cyclic B[4, 2; 71, and its subblock 
(0, 1, 3) forms a cyclic B[3, 1; 71, which is an example of a cyclic nest (3,l) + (4, 2). 
It is known that a nest (3,1.) + (4, 21.) exists for all /? and all appropriate u. Novak 
[37] conjectured that every cyclic B[3, 1; u] can be nested in a cyclic B[4, 2; u]. 
The following theorem is a direct consequence of Theorem 3.3. 
Theorem 4.2. Zf there exist: 
(i) a cyclic nest (k,, A,) 4 (k,, I.,) with u points having no short orbit, 
(ii) a cyclic nest (k2, X2) + (k,, U1) with u points, and, 
(iii) a (u, kl, A)-difirence matrix, 
then there exists a cyclic nest (k2, 12,) + (k,, U,) with uu points. 
5. A recursive construction of BIB designs with sharply transitive 
automorphism groups 
In this section, the construction method of Section 2 will be generalized for BIB 
designs with sharply transitive automorphism groups. 
The notion of a difference matrix can easily be extended to the case of an abelian or 
non-abelian group. Let G be a group of order U. A t x d matrix D = (dij) with entries 
from G is called an (u, t; 2, G)-difference matrix if, among the elements dikdj<’ 
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(k=l, 2, . ..) un), each element of G occurs exactly 2 times whenever i#j. (In this 
case the name ‘difference matrix’ may not be suitable, since the group G is multi- 
plicative.) 
Now, assume that there is a sharply transitive subgroup G of the automorphism 
group of (V, ~3’); that is, for any two points a, bE V, there is precisely one element gEG 
such that as= b. In this case, we can identify V with the subgroup G, and use the 
notation (G, 9#) instead of ( V, a). When a B [k, 2; v] has a sharply transitive subgroup 
G, we denote it by B[k, 1.; u, G] to specify the group G. 
For (G, a), a collection of blocks S9 can be partitioned into orbits. A block orbit 
containing a block BEG is defined to be a collection { Bg 1 geG}. A block orbit is said 
to be fill if it contains s= 1 G 1 blocks, otherwise short. Here, we shall treat only the 
case when a B [k, 2; II, G] has no short block orbit. 
Jungnickel [27] proved the following theorem. 
Theorem 5.1. Assume that there exist a B[k, 2,; v, G,] with no short orbit, 
a BCk, 4&; u, &I and an (u, k, &, G2)-difirence matrix. Then there is 
a B[k, ,4,i,; uv, G1 @G2], where G1 @Gz is the direct product of groups G1 and GZ. 
The construction method of Theorem 5.1 does not contain the construction of 
cyclic BIB designs as in Theorem 3.3. In fact, by applying Theorem 3.3 to a cyclic 
B [3,1; 73 and a (7,3,1)-difference matrix we can obtain a cyclic B[3,1; 7’1 as in 
Example 3.2. On the other hand, applying Theorem 5.1 to a cyclic B[3, 1; 71 as 
v = u = 7, A1 = A2 = 1 and k = 3, we obtain a B [3,1; 7’, C7 @ C,] which is not cyclic and 
has an abelian automorphism group of order 72, where C, is a cyclic group of order v. 
Now, the following theorem contains both the results of Theorems 3.3 and 5.1 as 
special cases if we restrict ourselves to the case of no short orbit of blocks. 
Theorem 5.2. Under the same assumption as Theorem 5.1, let G be a group such that 
G2 is a normal subgroup of G and that G/G2 E G,. Then there exists a B[k, ill &; uv, G]. 
Proof. Note that we have only to show that the unity of G occurs with every other 
elements of G exactly 2, A2 times. Since G/G2 is isomorphic to G1 , for an element b of 
Gi, we can arbitrarily associate an element (representative) 6 of the residue class of 
G/G2 beforehand. Now, let B =(b,, . . . , bk) be a base block of a B[k, A1; v, G,]. 
And let .Z=(aij) be an (u, k, A2, G,)-difference matrix. For each base block B, 
construct base blocks 
for j= 1, . . ..uL2. where &G is a representative of a residue class corresponding to 
bieG1. Then, in the orbits containing base blocks Bj, the unity 1 occurs together with 
the elements biaijalj’b; 1 for i, I= 1, . . . . k; i#l and j= 1, . . . . uA2. Since every element 
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of Gz occurs exactly A2 times among the elements aija?i 1 ( j = 1, . . . , u&), each element 
of biG,(E,)-’ occurs with the unity 1 exactly I, times. Furthermore, 
holds, since Gz is a normal subgroup of G. Note that the unity of G, occurs with bib; 1 
in the orbit containing a base block B=(bI, . . . . bk) for any i# 1. Thus among the 
elements bibi- ’ for i # 1 and for all base blocks B’s, every element other than the unity 
of Gr occurs exactly A1 times. Hence the unity of G occurs with every element of G\ G2 
exactly A1 & times in the orbits containing the base blocks Bj’s. To these base blocks, 
add any base blocks of a B [k, A1 &; U, G,] as base blocks of the desired design. The 
theorem is proved. 0 
In Theorem 5.2, let Gr = G2 = C7, then we can take G = C, 0 C, and also G = Cb9, 
which corresponds to abelian and cyclic BIB designs of the previous example, 
respectively. 
Furthermore, in Theorem 5.2, even when both of G1 and G2 are abelian, if we can 
take a non-abelian group G satisfying the conditon of Theorem 5.2, then we can 
construct a BIB design having a non-abelian sharply transitive automorphism group. 
As an example, it is known (see Hall [lS]) that there exists a non-abelian group G of 
order p3 for any prime p such that G has a normal subgroup Gz of order p’, which is 
cyclic, and that Gi = G/G2 is a cyclic group of order p. Similarly, it is known that for 
any distinct primes p and q, there exists a non-abelian group G of order p such that 
G has a normal subgroup G2 of order q which is cyclic and that G1 = G/G2 is a cyclic 
group of order p. Hence we can derive the following. 
Corollary 5.3. (i) Zf there is a cyclic B[k, 3,; p] with no short orbit for a prime p, then 
there exists a B[k, A;p3, G], where G is a non-abelian group of order p3. 
(ii) Let p and q be distinct primes. If there are a cyclic B[k, A1;p] with no short orbit 
and a cyclic B[k, &; q], then there exists a cyclic B[k, E,, I&;pq, G], where G is 
a non-abelian group of order pq. 
6. Related unsolved problems 
As was stated in Section 1 the existence problem for a cyclic B[3,& u] was 
completely solved. Thus the smallest unsolved value for block size k is 4. 
Problem 6.1. Does there exist a cyclic B [4,& u]? 
For this problem, Furino [15] recently made a direct construction in a ring with 
unity. Together with the recursive construction, we can show the existence for 
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infinitely many values of v and 2. A great deal remains to be solved. By restricting 
ourselves to the case of A= 1, the problem is restated as follows. 
Problem 6.2. Does there exist a cyclic B[4, 1; V] for every v- 1,4 (mod 12), except 
v= 16,25, 28, which are known not to exist? 
For this problem, Mathon [35] made a list of v for which a cyclic B[4, 1; v] exists. 
In the case of u = 1 (mod 12), Problem 6.2 is equivalent to the following problem, since 
a cyclic B[4, 1; v] does not have short orbits. 
Problem 6.3. Does there exist a D(12t + 1,4, 1) for every t 2 3? 
For l-rotational BIB designs, an analogus problem can be stated. 
Problem 6.4. Does there exist a l-rotational B[4,& v]? In particular, in the case of 
A = 1, does there exist a l-rotational B [4, 1; v] for every v E 4 (mod 12) except u = 28, 
which is known not to exist? 
Though we did not mention resolvable BIB designs in this paper, they are also very 
important from a statistical point of view. Many constructions have been studied (see, 
for example, Hanani [19], Kageyama [29,30], Shrikhande [46], Beth [4]). But if we 
restrict ourselves to the cyclic or l-rotational case, even when k=3, the existence 
problem for cyclic resolvable B[3,& v] and l-rotational resolvable B[3, A; v] is not 
completely solved. 
Problem 6.5. Does there exist a cyclic resolvable B[3,& v] for a given v and A? 
In particular, does there exist a cyclic resolvable B[3, 1; v] for v = 3 (mod 6), 
v#9? 
Problem 6.6. Does there exist a l-rotational resolvable B [3,& v]? In the case of il= 1, 
the necessary condition for the existence of a l-rotational B[3, 1; v] is v = 3,9 (mod 24) 
(see Phelps and Rosa [40]). Does there exist a l-rotational resolvable B[3, 1; o] for 
v = 3,9 (mod 24)? 
As stated in Section 4, it is not known whether a cyclic nest (k2, A,) + (k,, iI) exists 
for every JU and for every possible v. 
Problem 6.7. Does a cyclic nest (k,, &) -+ (k,, A,) exist for every possible 2,) A2 and v? 
In particular, does a cyclic (3,1,) + (4,2A) exist for every 2 and every possible v? 
For the proof of the existence of a cyclic or l-rotational BIB design, the recursive 
constructions given in Section 3 seem to be useful. But the construction is valid only 
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in the case when the initial design B [k, A; v] consists of only full orbits or regular short 
orbits. 
Problem 6.8. Is it possible to make a recursive construction method for a cyclic or 
l-rotational BIB design which possesses non-regular short orbits? 
Wilson [50-521 showed an asymptotic existence theorem for B[k, A; al’s which says 
that there exists a B [k, il; u] if u and A are large enough for fixed k. But for a cyclic or 
l-rotational design, there is no such asymptotic existence theorem. 
Problem 6.9. Is it possible to show an asymptotic existence theorem for a cyclic or 
a l-rotational BIB design like Wilson’s theorem? 
Problem 6.10. Is it possible to show an asymptotic existence theorem for a nested BIB 
design or a cyclic nested BIB design? 
Finally, the following problem comes from a mathematical curiosity: 
Problem 6.11. Does there exist a BIB design with a given sharply transitive auto- 
morphism group? 
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