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a b s t r a c t
Let T ⊂ R be a symmetric bounded time-scale, with a = minT, b = maxT.We consider
the following fourth order boundary value problem
φ(−px∆∇)∆∇(t)+ f (t, x(t)) = 0, t ∈ Tκ2
κ2
,
x(a) = x(b) = 0, x∆∇(σ (a)) = x∆∇(ρ(b)) = 0
for a suitable function p and an increasing homeomorphism and homomorphism φ. By
using the Krasnosel’skii fixed point theorem, we present sufficient conditions for the
existence of at least one or two symmetric positive solutions of the above problem on
time-scales. As applications, two examples are given to illustrate the main results.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
The theory of dynamic equations on times-scaleswas introduced by StefanHilger in this Ph.D. thesis in 1988 [1]. The time-
scales approach, not only unifies differential and difference equations, but also provides accurate information of phenomena
thatmanifest themselves partly in continuous time and partly in discrete time. By using the theory of time-scaleswe can also
study biological, heat transfer, economic, stockmarket and epidemicmodels [2–5]. Hence, the study of dynamic equations on
time-scales is worthwhile and has theoretical and practical values [6–8]. In the past few years, it is found that a considerable
amount of interest and research in this area is rapidly growing.
In this paper, we are concernedwith the existence of symmetric positive solutions of the following fourth order boundary
value problem (FBVP)
φ(−px∆∇)∆∇(t)+ f (t, x(t)) = 0, t ∈ Tκ2
κ2
, (1.1)
x(a) = x(b) = 0, x∆∇(σ (a)) = x∆∇(ρ(b)) = 0 (1.2)
where T is a symmetric time scale, i.e., b− t + a ∈ T for any given t ∈ T and φ : R→ R is an increasing homeomorphism
and homomorphismwith φ(0) = 0. A projection φ : R→ R, which generates the p-Laplacian operator φp(u) = |u|p−2u for
p > 1, is called an increasing homeomorphism and homomorphism if the following conditions are satisfied.
(i) If x ≤ y, then φ(x) ≤ φ(y), for all x, y ∈ R.
(ii) φ is a continuous bijection and its inverse mapping is also continuous.
(iii) φ(xy) = φ(x)φ(y), for all x, y ∈ R.
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Recently, for the existence problems of positive solutions of boundary value problems on time-scales, some authors have
obtainedmany results; for details, see [9–14] and the references therein. However they did not further provide characteristic
of positive solutions, such as symmetry that not only has its theoretical value, such as in studying chemical structures [15].
Motivated by the Refs. [16,17], we consider the FBVP for an increasing homeomorphism and homomorphism (1.1)–(1.2)
on symmetric time scales. By using the symmetric technique and the Krasnosel’skii fixed point theorem, we obtain the
existence of one or two symmetric positive solutions of problem (1.1)–(1.2). As applications, two examples are given to
illustrate our main results. These results are new for the special cases of continuous and discrete equations, as well as in the
symmetric time-scale.
The rest of the paper is organized as follows. In this section, we give some definitions and lemmas. In Section 2, by using
the Krasnosel’skii fixed point theorem, we obtain the existence of one or two symmetric positive solutions of the problem
(1.1)–(1.2) and also we present two examples to illustrate our main results.
We first briefly recall some basic definitions and results concerning time-scales. Further general details can be found
in [6–8].
Let T ⊂ R be a bounded time-scale (a non-empty closed subset of R), with a = min{s ∈ T}, b = max{s ∈ T}. Define
the jump operators σ , ρ : T → T by σ(t) := inf{s ∈ T : s > t}, ρ(t) := sup{s ∈ T : s < t} where, in this definition, we
write inf∅ = a, sup∅ = b so that ρ(a) = a, σ (b) = b. A point t ∈ T is said to be left dense, left scattered, right dense, right
scattered if ρ(t) = t, ρ(t) < t, σ (t) = t, σ (t) > t , respectively. We endow T with the subspace topology inherited from
R.
Now suppose that x : T→ R. Continuity of x is defined in the usual manner, while x is said to be ld-continuous on T if it
is continuous at all left dense points and has finite right sided limits at all right dense points of T. We let Cld(T) denote the
set of ld-continuous functions x : T→ R, and let
∥x∥ := max
t∈T |x(t)|, x ∈ Cld(T).
With this norm Cld is a Banach space.
We assume throughout that ρ2(b) > σ 2(a), where σ 2(t) := σ(σ(t)) and ρ2(t) = ρ(ρ(t)) so that T must contained
at least 6 points. Now define the sets Tκ := T − [a, σ (a)), Tκ := T − (ρ(b), b], Tκκ := T − ([a, σ (a)) ∪ (ρ(b), b]) and
T
κ2
κ2
:= T− ([a, σ 2(a)) ∪ (ρ2(b), b]). These sets are closed, so they are time-scales and we can also define the above spaces
and norms using T
κ
κ
and T
κ2
κ2
instead of T.
A function x : T→ R is delta differentiable at t ∈ Tκ if there exists a number x∆(t)with the following property: for any
ϵ > 0 there exists a δ > 0 such that
s ∈ T and |t − s| < δ ⇒ |x(σ (t))− x(s)− x∆(t)(σ (t)− s)| ≤ ϵ|σ(t)− s|.
If x is delta differentiable at every t ∈ Tκ then x is said to be delta differentiable. Similarly, a function x : T → R is nabla
differentiable at t ∈ Tκ if there exists a number x∇(t) with the following property: for any ϵ > 0 there exists a δ > 0 such
that
s ∈ T and |t − s| < δ ⇒ |x(ρ(t))− x(s)− x∇(t)(ρ(t)− s)| ≤ ϵ|ρ(t)− s|.
If x is nabla differentiable at every t ∈ Tκ then x is said to be nabla differentiable.
A function F : T→ R is called a nabla antiderivative of f : T→ R provided F∇(t) = f (t) holds for all t ∈ Tκ . We then
define the nabla integral of f by t
a
f (s)∇s = F(t)− F(a) for all t ∈ T.
Every ld-continuous function has a nabla antiderivative.
For convenience, we now present some symmetric definitions.
Definition 1.1. A time-scale T is said to be symmetric if for any given t ∈ T, we have b− t + a ∈ T.
Definition 1.2. A function x : T→ R is said to be symmetric on T if for any given t ∈ T, x(t) = x(b− t + a).
Definition 1.3. We say x is a symmetric solution of FBVP (1.1)–(1.2) on T provided x is a solution of FBVP (1.1)–(1.2) and is
symmetric on T.
Throughout this paper, T is a symmetric bounded time-scale with a = minT, b = maxT and we assume that
(H1) p ∈ Cld(T) and p is positive and symmetric on T,
(H2) f : T× [0,∞)→ [0,∞) is ld-continuous, and does not vanish identically, in addition f (., x) is a symmetric function
on T, i.e., f (b− t + a, x) = f (t, x) for all (t, x) ∈ T× [0,∞).
To prove the main results, we will make use of the following lemmas.
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Lemma 1.1. Assume that (H1) holds. Let y ∈ Cld(T) and y(t) ≢ 0. Then the BVP
φ(−px∆∇)(t)− y(t) = 0, t ∈ Tκ
κ
, (1.3)
x(a) = x(b) = 0, (1.4)
has a unique solution
x(t) =
 b
a
G(t, s)
1
p(s)
φ−1(y(s))∇s (1.5)
where
G(t, s) = 1
b− a

(t − a)(b− s), t ≤ s;
(s− a)(b− t), s ≤ t. (1.6)
Proof. First suppose that x ∈ Cld(T) is a solution of (1.3)–(1.4). By integration of both sides of (1.3) from a to t , we have
x∆(t) = x∆(a)−
 t
a
1
p(s)
φ−1(y(s))∇s.
Integrating again, we have
x(t) = x(a)+ x∆(a)(t − a)−
 t
a
(t − s) 1
p(s)
φ−1(y(s))∇s. (1.7)
Letting t = b in (1.7) and using boundary conditions (1.4), we find
x(b) = x∆(a)(b− a)−
 b
a
(b− s) 1
p(s)
φ−1(y(s))∇s = 0
then
x∆(a) = 1
b− a
 b
a
(b− s) 1
p(s)
φ−1(y(s))∇s. (1.8)
Substituting (1.8) to (1.7), we have
x(t) = t − a
b− a
 b
a
(b− s) 1
p(s)
φ−1(y(s))∇s−
 t
a
(t − s) 1
p(s)
φ−1(y(s))∇s
=
 b
a
G(t, s)
1
p(s)
φ−1(y(s))∇s (1.9)
where G(t, s) is defined in (1.6).
Sufficiency, let x be as in (1.7), then taking delta differential of (1.7), we have
x∆(t) = 1
b− a
 b
a
(b− s) 1
p(s)
φ−1(y(s))∇s−
 t
a
1
p(s)
φ−1(y(s))∇s
and after that taking nabla differential, we have
x∆∇(t) = − 1
p(t)
φ−1(y(t)).
Furthermore, taking t = a and t = b, respectively in (1.9), we are able to obtain the boundary value equation of (1.4). This
proof is completed. 
Lemma 1.2. Assume that (H2) holds. Then for x ∈ Cld(T), the BVP
−y∆∇(t) = f (t, x(t)), t ∈ Tκ2
κ2
, (1.10)
y(σ (a)) = y(ρ(b)) = 0, (1.11)
has a unique solution
y(t) =
 ρ(b)
σ (a)
H(t, s)f (t, x(t))∇s (1.12)
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where
H(t, s) = 1
ρ(b)− σ(a)

(t − σ(a))(ρ(b)− s), t ≤ s;
(s− σ(a))(ρ(b)− t), s ≤ t. (1.13)
Proof. It can be proved in a way similar to Lemma 1.1.
Assume that x is a solution of problem (1.1)–(1.2). From Lemma 1.1, we have
x(t) =
 b
a
G(t, s)
1
p(s)
φ−1(y(s))∇s
and then from Lemma 1.2, we have
x(t) =
 b
a
G(t, s)
1
p(s)
φ−1
 ρ(b)
σ (a)
H(s, τ )f (τ , x(τ ))∇τ

∇s. 
Lemma 1.3. For t, s ∈ T, we have G(t, s) ≥ 0 and G(t, s) ≤ G(s, s).
Proof. It is obvious from (1.6). 
Lemma 1.4. For t, s ∈ T κ
κ
, we have H(t, s) ≥ 0 and H(t, s) ≤ H(s, s).
Proof. It is obvious from (1.13). 
Lemma 1.5. Let δ ∈ 0, 12  be a given constant, then
G(t, s) ≥ δ
b− aG(s, s), t ∈ [q1, q2] ∩ T, s ∈ T (1.14)
where q1 := min{t ∈ T : a+ δ ≤ t} and q2 := max{t ∈ T : t ≤ b− δ}.
Proof. For t ≤ s, we get
G(t, s)
G(s, s)
= t − a
s− a ≥
q1 − a
b− a ≥
a+ δ − a
b− a =
δ
b− a .
For s ≤ t , we get
G(t, s)
G(s, s)
= b− t
b− s ≥
b− q2
b− a ≥
b− b+ δ
b− a =
δ
b− a .
Therefore, we have (1.14). 
Lemma 1.6. Let δ ∈ 0, 12  be a given constant, then we have
H(t, s) ≥ δ
ρ(b)− σ(a)H(s, s), t ∈ [q
∗
1, q
∗
2] ∩ T, s ∈ T
κ
κ
(1.15)
where q∗1 := min{t ∈ T : σ(a)+ δ ≤ t} and q∗2 := max{t ∈ T : t ≤ ρ(b)− δ}.
Proof. It can be proved in a way similar to Lemma 1.5. 
Lemma 1.7. Let T be a bounded symmetric time-scale such that a = minT, b = maxT.
Then we have b− σ(a)+ a = ρ(b) and b− ρ(b)+ a = σ(a).
Proof. Since T is a symmetric time-scale, it is obvious. 
Lemma 1.8. For t, s ∈ T, we have G(b− t + a, b− s+ a) = G(t, s).
Proof. For t, s ∈ T by using (1.6), we have
G(b− t + a, b− s+ a) = 1
b− a

(b− t + a− a)(b− b+ s− a), s ≤ t;
(b− s+ a− a)(b− b+ t − a), t ≤ s
= 1
b− a

(s− a)(b− t), s ≤ t;
(t − a)(b− s), t ≤ s
= G(t, s). 
Lemma 1.9. For t, s ∈ Tκ
κ
, we have H(b− t + a, b− s+ a) = H(t, s).
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Proof. By using Lemma 1.7 and (1.13), it can be proved in a way similar to Lemma 1.8.
Now, we let B = Cld(T) then B is a Banach space with ∥x∥ = maxt∈T |x(t)|, and define a cone P ⊂ B by
P = {x ∈ B : x(t) ≥ 0, x∆∇(t) ≤ 0, x(t) is symmetric on T and x(t) ≥ γ ∥x∥}
where γ := δb−aφ−1

δ
ρ(b)−σ(a)

.
Second, we define the integral operator T : P → B by
Tx(t) =
 b
a
G(t, s)
1
p(s)
φ−1
 ρ(b)
σ (a)
H(s, τ )f (τ , x(τ ))∇τ

∇s. (1.16)
So, we have
T∆x(t) = 1
b− a
 t
a
(a− s) 1
p(s)
φ−1
 ρ(b)
σ (a)
H(s, τ )f (τ , x(τ ))∇τ

∇s
+ 1
b− a
 b
t
(b− s) 1
p(s)
φ−1
 ρ(b)
σ (a)
H(s, τ )f (τ , x(τ ))∇τ

∇s,
T∆∇x(t) = − 1
p(t)
φ−1
 ρ(b)
σ (a)
H(t, s)f (s, x(s))∇s

.
Hence, for x ∈ P, Tx(t) ≥ 0 on T and T∆∇x(t) ≤ 0 on Tκ
κ
.
Using that p(t), x(t) and f (t, x(t)) are symmetric on T, we have
Tx(b− t + a) =
 b
a
G(b− t + a, s) 1
p(s)
φ−1
 ρ(b)
σ (a)
H(b− s+ a, τ )f (τ , x(τ ))∇τ

∇s
=
 a
b
G(b− t + a, b− s+ a) 1
p(b− s+ a)φ
−1
 ρ(b)
σ (a)
H(b− s+ a, τ )f (τ , x(τ ))∇τ

∇(b− s+ a)
=
 b
a
G(t, s)
1
p(s)
φ−1
 ρ(b)
σ (a)
H(b− s+ a, τ )f (τ , x(τ ))∇τ

∇s
=
 b
a
G(t, s)
1
p(s)
φ−1
 σ(a)
ρ(b)
H(b− s+ a, b− τ + a)f (b− τ + a, x(b− τ + a))∇(b− τ + a)

∇s
=
 b
a
G(t, s)
1
p(s)
φ−1
 ρ(b)
σ (a)
H(s, τ )f (τ , x(τ ))∇τ

∇s
= Tx(t)
for every t ∈ T. This implies that Tx(t) is symmetric on T. It is easy to verify that Tx(t) ≥ γ ∥Tx∥. So, T : P → P . 
Lemma 1.10. Assume (H1) and (H2) hold. Then x ∈ B is a solution of FBVP (1.1)–(1.2) if and only if x is a fixed point of the
operator T .
Lemma 1.11. Assume (H1) and (H2) hold. Then, the operator T : P → P is completely continuous.
Proof. Suppose that K ⊂ P is a bounded set. LetM > 0 be such that ∥x∥ ≤ M for x ∈ K , we have
|Tx(t)| =
 b
a
G(t, s)
1
p(s)
φ−1
 ρ(b)
σ (a)
H(s, τ )f (τ , x(τ ))∇τ

∇s

≤
 b
a
G(s, s)
1
p(s)
φ−1
 ρ(b)
σ (a)
H(τ , τ )f (τ , x(τ ))∇τ

∇s
≤
 b
a
G(s, s)
1
p(s)
φ−1
 ρ(b)
σ (a)
H(τ , τ )f (τ , x(τ ))∇τ

∇s

φ−1

sup
x∈K , t∈T
f (t, x(t))

for every t ∈ T. This implies that T (K) is bounded. By the Arzela–Ascoli theorem and the Lebesgue dominated convergent
theorem on time-scales, we can easily seen that T is s completely continuous operator. 
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2. Main result
In this section, we consider the existence of one or two positive symmetric solutions of the FBVP (1.1)–(1.2). Let us define
f0 = lim
x→0+
min
t∈[q∗1,q∗2]
f (t, x)
φ(x)
, f0 = lim
x→0+
max
t∈T
f (t, x)
φ(x)
f∞ = lim
x→∞
min
t∈[q∗1,q∗2]
f (t, x)
φ(x)
, f∞ = lim
x→∞maxt∈T
f (t, x)
φ(x)
.
To prove the results, we will use the following theorem which can be found in Krasnosel’skii’s book [18] and in Deimling’s
book [19].
Theorem 2.1 (Guo–Krasnosel’skii Fixed Point Theorem). Let B be a Banach space, P ⊂ B be a cone, and suppose that Ω1 and
Ω2 are open, bounded subsets of P with 0 ∈ Ω1 and Ω1 ⊂ Ω2. Suppose further that T : P ∩ (Ω2 \ Ω1) → P is a completely
continuous operator such that either
(i) ∥Tu∥ ≤ ∥u∥ for u ∈ P ∩ ∂Ω1, ∥Tu∥ ≥ ∥u∥ for u ∈ P ∩ ∂Ω2, or
(ii) ∥Pu∥ ≥ ∥u∥ for u ∈ P ∩ ∂Ω1, ∥Pu∥ ≤ ∥u∥ for u ∈ P ∩ ∂Ω2
holds. Then T has a fixed point in P ∩ (Ω2 \Ω1).
For convenience, we denote
m :=
 b
a
G(s, s)
1
p(s)
φ−1
 ρ(b)
σ (a)
H(τ , τ )∇τ

∇s
M :=
 q∗2
q∗1
G(s, s)
1
p(s)
φ−1
 q∗2
q∗1
H(τ , τ )∇τ

∇s.
Theorem 2.2. Assume that (H1) and (H2) are satisfied. If either f0 = 0, f∞ = ∞ or f0 = ∞, f∞ = 0 holds, then the
FBVP (1.1)–(1.2) has a symmetric positive solution.
Proof. At first, in view of f0 = limx→0+ maxt∈T f (t,x)φ(x) = 0 uniformly on T, we may choose an r1 > 0 such that
f (t, x) ≤ ηφ(x), 0 ≤ x ≤ r1, t ∈ T,
where η < φ
 1
m

. Then ifΩ1 is the ball in B centered at the origin with radius r1 and if x ∈ P ∩ ∂Ω1, then we have
∥Tx∥ = max
t∈T
 b
a
G(t, s)
1
p(s)
φ−1
 ρ(b)
σ (a)
H(s, τ )f (τ , x(τ ))∇τ

∇s
≤
 b
a
G(s, s)
1
p(s)
φ−1
 ρ(b)
σ (a)
H(τ , τ )ηφ(x(τ ))∇τ

∇s
≤
 b
a
G(s, s)
1
p(s)
φ−1
 ρ(b)
σ (a)
H(τ , τ )ηφ(r1)∇τ

∇s
≤ φ−1(η)r1
 b
a
G(s, s)
1
p(s)
φ−1
 ρ(b)
σ (a)
H(τ , τ )∇τ

∇s
≤ φ−1(η)r1m = r1 = ∥x∥,
and so ∥Tx∥ ≤ ∥x∥ for all x ∈ P ∩ ∂Ω1.
Next we use the assumption f∞ = limx→∞mint∈[q∗1,q∗2] f (t,x)φ(x) = ∞ uniformly on [q∗1, q∗2]. There exists an r2 > 0
large enough such that f (t, x(t)) ≥ µφ(x) for t ∈ [q∗1, q∗2], x ≥ r2 where µ ≥ φ([ δb−aφ−1( δρ(b)−σ(a) )M]−1). If we define
Ω2 = {x ∈ B : ∥x∥ < r2}, for t ∈ [q∗1, q∗2] and x ∈ P ∩ ∂Ω2, we have
Tx(t0) =
 b
a
G(t0, s)
1
p(s)
φ−1
 ρ(b)
σ (a)
H(s, τ )f (τ , x(τ ))∇τ

∇s
≥
 q∗2
q∗1
G(t0, s)
1
p(s)
φ−1
 q∗2
q∗1
H(s, τ )f (τ , x(τ ))∇τ

∇s
≥
 q∗2
q∗1
δ
b− aG(s, s)
1
p(s)
φ−1
 q∗2
q∗1
δ
ρ(b)− σ(a)H(τ , τ )f (τ , x(τ ))∇τ

∇s
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≥ δ
b− aφ
−1

δ
ρ(b)− σ(a)
 q∗2
q∗1
G(s, s)
1
p(s)
φ−1
 q∗2
q∗1
H(τ , τ )µφ(x(τ ))∇τ

∇s
≥ δ
b− aφ
−1

δ
ρ(b)− σ(a)

φ−1(µ)r2
 q∗2
q∗1
G(s, s)
1
p(s)
φ−1
 q∗2
q∗1
H(τ , τ )∇τ

∇s
= δ
b− aφ
−1

δ
ρ(b)− σ(a)

φ−1(µ)r2M ≥ r2 = ∥x∥
and so ∥Tx∥ ≥ ∥x∥ for all x ∈ P ∩ ∂Ω2. Consequently, by Part (i) of Theorem 2.1, it follows that T has a fixed point in
P ∩ (Ω2 \Ω1) and this implies that our given FBVP (1.1)–(1.2) has a symmetric positive solution.
Next, let f0 = ∞, f∞ = 0. hold. In view of f0 = limx→0+ mint∈[q∗1,q∗2] f (t,x)φ(x) = ∞, there exists r1 > 0 such that
f (t, x) ≥ ηφ(x),
for t ∈ [q∗1, q∗2], 0 < x ≤ r1, such that η ≥ µwhere µ is given in the first part of the proof. Then for x ∈ P and ∥x∥ = r1, for
t0 ∈ [q∗1, q∗2], we have
Tx(t0) =
 b
a
G(t0, s)
1
p(s)
φ−1
 ρ(b)
σ (a)
H(s, τ )f (τ , x(τ ))∇τ

∇s
≥
 q∗2
q∗1
G(t0, s)
1
p(s)
φ−1
 q∗2
q∗1
H(s, τ )f (τ , x(τ ))∇τ

∇s
≥
 q∗2
q∗1
δ
b− aG(s, s)
1
p(s)
φ−1
 q∗2
q∗1
δ
ρ(b)− σ(a)H(τ , τ )f (τ , x(τ ))∇τ

∇s
≥ δ
b− aφ
−1

δ
ρ(b)− σ(a)
 q∗2
q∗1
G(s, s)
1
p(s)
φ−1
 q∗2
q∗1
H(τ , τ )µφ(x(τ ))∇τ

∇s
≥ δ
b− aφ
−1

δ
ρ(b)− σ(a)

φ−1(µ)r1
 q∗2
q∗1
G(s, s)
1
p(s)
φ−1
 q∗2
q∗1
H(τ , τ )∇τ

∇s
= δ
b− aφ
−1

δ
ρ(b)− σ(a)

φ−1(µ)r1M ≥ r1 = ∥x∥.
Therefore, ifΩ1 ⊂ B is a ball of radius r1 centered at the origin, then for x ∈ P ∩ ∂Ω1, we have ∥Tx∥ ≥ ∥x∥.
Next, since f∞ = limx→∞maxt∈T f (t,x)φ(x) = 0, there exists a r2 > 0 such that
f (t, x) ≤ ηφ(x) for x ≥ r2, t ∈ T (2.17)
where η < φ
 1
m

. We consider two cases.
Case I. Suppose f (t, x) is boundedonT×[0,∞). In this case, there is anN > 0 such that f (t, x) ≤ N , for t ∈ T, x ∈ [0,∞).
In this case, choose r∗2 ≥ max

2r1, φ−1(N)m

. Then for x ∈ P with ∥x∥ = r∗2 , we have for all t ∈ T,
∥Tx∥ = max
t∈T
 b
a
G(t, s)
1
p(s)
φ−1
 ρ(b)
σ (a)
H(s, τ )f (τ , x(τ ))∇τ

∇s
≤ φ−1(N)
 b
a
G(s, s)
1
p(s)
φ−1
 ρ(b)
σ (a)
H(τ , τ )∇τ

∇s
≤ φ−1(N)m ≤ r∗2 = ∥x∥
so that ∥Tx∥ ≤ ∥x∥.
Case II. Assume f (t, x) is unbounded on T× [0,∞). In this case
g(r) := max{f (t, x) : t ∈ T, 0 ≤ φ−1(x) ≤ r} (2.18)
such that limr→∞ g(r) = ∞. Therefore, we can choose r∗2 > max{2r, r2} such that g(r∗2 ) ≥ g(r) for 0 ≤ r ≤ r∗2 . Since
r2 ≤ r∗2 , then from (2.17) and (2.18), we get
f (t, x) ≤ g(r∗2 ) ≤ ηφ(r∗2 ) for t ∈ T, x ∈ [0, r∗2 ]
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and hence, for x ∈ P and ∥x∥ = r2, we have
∥Tx∥ = max
t∈T
 b
a
G(t, s)
1
p(s)
φ−1
 ρ(b)
σ (a)
H(s, τ )f (τ , x(τ ))∇τ

∇s
≤
 b
a
G(s, s)
1
p(s)
φ−1
 ρ(b)
σ (a)
H(τ , τ )ηφ(r∗2 )∇τ

∇s
≤ φ−1(η)r∗2
 b
a
G(s, s)
1
p(s)
φ−1
 ρ(b)
σ (a)
H(τ , τ )∇τ

∇s
= φ−1(η)r∗2m ≤ r∗2m = ∥x∥,
and again we have ∥Tx∥ ≤ ∥x∥ for x ∈ P ∩ ∂Ω2, where Ω2 = {x ∈ B : ∥x∥ ≤ r∗2 } in both cases. It follows from part (ii)
of Theorem 2.1 that T has a fixed point in P ∩ (Ω2 \ Ω1) and this implies that our given FBVP (1.1)–(1.2) has a positive
solution. 
Now we will give the sufficient conditions to have two symmetric positive solutions for FBVP (1.1)–(1.2).
(H3) There exists a constant R1 > 0 such that f (t, x(t)) ≤ φ( R1m ), for x ∈ [0, R1], t ∈ T.
(H4) There exists a constant R2 > 0 such that f (t, x(t)) ≥ φ( R2Mγ ), for x ∈ [γ R2, R2], t ∈ [q∗1, q∗2].
Theorem 2.3. Assume that (H1), (H2) and (H3) are satisfied. If f0 = f∞ = ∞ then the FBVP (1.1)–(1.2) has two symmetric
positive solutions x1 and x2 such that 0 < ∥x1∥ < R1 < ∥x2∥.
Proof. At first, in view of f0 = limx→0+ mint∈[q∗1,q∗2] f (t,x)φ(x) = ∞, there exists an R∗ > 0 such that
f (t, x) ≥ µφ(x),
for t ∈ [q∗1, q∗2], 0 < x ≤ R∗, where µ is chosen so that µ ≥ φ( 1γ 2M ). SetΩ1 = {x ∈ B : ∥x∥ < R∗}. Then for x ∈ P ∩ ∂Ω1
and t0 ∈ [q∗1, q∗2], we have
Tx(t0) =
 b
a
G(t0, s)
1
p(s)
φ−1
 ρ(b)
σ (a)
H(s, τ )f (τ , x(τ ))∇τ

∇s
≥
 q2
q1
G(t0, s)
1
p(s)
φ−1
 q∗2
q∗1
H(s, τ )f (τ , x(τ ))∇τ

∇s
≥
 q2
q1
δ
b− aG(s, s)
1
p(s)
φ−1
 q∗2
q∗1
δ
ρ(b)− σ(a)H(τ , τ )f (τ , x(τ ))∇τ

∇s
≥ δ
b− aφ
−1

δ
ρ(b)− σ(a)
 q∗2
q∗1
G(s, s)
1
p(s)
φ−1
 q∗2
q∗1
H(τ , τ )µφ(x(τ ))∇τ

∇s
≥ δ
b− aφ
−1

δ
ρ(b)− σ(a)

φ−1(µ)γ ∥x∥
 q∗2
q∗1
G(s, s)
1
p(s)
φ−1
 q∗2
q∗1
H(τ , τ )∇τ

∇s
= γ 2φ−1(µ)M∥x∥ ≥ ∥x∥
which implies
∥Tx∥ ≥ ∥x∥ for x ∈ P ∩ ∂Ω1. (2.19)
Next, since f∞ = limx→∞mint∈[q∗1,q∗2] f (t,x)φ(x) = ∞, then for any η ≥ φ( 1γ 2M ), there exists an R∗ > R1 such that f (t, x) ≥ ηφ(x)
for x ≥ R∗. SetΩ2 = {x ∈ B : ∥x∥ < R∗}. For x ∈ P ∩ ∂Ω2 and t0 ∈ [q∗1, q∗2], since x ∈ P, x(t) ≥ γ ∥x∥ = γ R∗, we have
Tx(t0) =
 b
a
G(t0, s)
1
p(s)
φ−1
 ρ(b)
σ (a)
H(s, τ )f (τ , x(τ ))∇τ

∇s
≥
 q2
q1
G(t0, s)
1
p(s)
φ−1
 q∗2
q∗1
H(s, τ )f (τ , x(τ ))∇τ

∇s
≥
 q2
q1
δ
b− aG(s, s)
1
p(s)
φ−1
 q∗2
q∗1
δ
ρ(b)− σ(a)H(τ , τ )f (τ , x(τ ))∇τ

∇s
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≥ δ
b− aφ
−1

δ
ρ(b)− σ(a)
 q∗2
q∗1
G(s, s)
1
p(s)
φ−1
 q∗2
q∗1
H(τ , τ )ηφ(x(τ ))∇τ

∇s
≥ δ
b− aφ
−1

δ
ρ(b)− σ(a)

φ−1(η)γ ∥x∥
 q∗2
q∗1
G(s, s)
1
p(s)
φ−1
 q∗2
q∗1
H(τ , τ )∇τ

∇s
= γ 2φ−1(η)M∥x∥ = ∥x∥
which implies
∥Tx∥ ≥ ∥x∥ for x ∈ P ∩ ∂Ω2. (2.20)
Finally, letΩ3 = {x ∈ B : ∥x∥ < R1}. Then for x ∈ P ∩ ∂Ω3, from (H3), we have
∥Tx∥ = max
t∈T
 b
a
G(t, s)
1
p(s)
φ−1
 ρ(b)
σ (a)
H(s, τ )f (τ , x(τ ))∇τ

∇s
≤
 b
a
G(s, s)
1
p(s)
φ−1
 ρ(b)
σ (a)
H(τ , τ )φ

R1
m

∇τ

∇s
= R1
m
 b
a
G(s, s)
1
p(s)
φ−1
 ρ(b)
σ (a)
H(τ , τ )∇τ

∇s
= R1 = ∥x∥
which implies
∥Tx∥ ≤ ∥x∥ for x ∈ P ∩ ∂Ω3. (2.21)
Since R∗ < R1 < R∗ and from (2.19)–(2.21), it follows from Theorem 2.1 that T has a fixed point x1 in P ∩ (Ω3 \Ω1) and a
fixed point x2 in P ∩ (Ω2 \Ω3). Both are symmetric positive solutions of the FBVP (1.1)–(1.2) and 0 < ∥x1∥ < R1 < ∥x2∥.
The proof is therefore complete. 
Theorem 2.4. Assume that (H1), (H2) and (H4) are satisfied. If f0 = f∞ = 0 then the FBVP (1.1)–(1.2) has two symmetric
positive solutions x1 and x2 such that 0 < ∥x1∥ < R2 < ∥x2∥.
Proof. It can be proved in a way similar to second part of Theorems 2.2 and 2.3. 
Example 2.1. Let T = [1, 43 ] ∪ [ 53 , 2] be a bounded symmetric time-scale. We consider the following problem:
φ(−t2(3− t)2x∆∇)∆∇(t)+ f (t, x(t)) = 0, t ∈ Tκ2
κ2
, (2.22)
x(1) = x(2) = 0, x∆∇(1) = x∆∇(2) = 0 (2.23)
where φ(x) =

x7
1+ x2 , x ≤ 0;
x2, x > 0,
and f (t, x(t)) =

t(3− t)x4(t), (t, x) ∈ [1, 2] × (0, 4];
t(3− t)4x3(t), (t, x) ∈ [1, 2] × [4,∞). .
We notice that a = 1, b = 2, σ (a) = 1, ρ(b) = 2 and p(t) = t2(3− t)2 is symmetric.
Let δ = 13 ∈ (0, 12 ), then q∗1 = min{t ∈ T : 1+ δ ≤ t} = 43 and q∗2 = max{t ∈ T : t ≤ 2− δ} = 53 we have
f0 = lim
x→0+
max
t∈T
f (t, x)
φ(x)
= lim
x→0+
max
t∈T
t(3− t)x4
x2
= lim
x→0+
3
2
(3− 3
2
)x2 = 0
f∞ = lim
x→∞
min
t∈{ 43 , 53 }
f (t, x)
φ(x)
= lim
x→∞
min
t∈{ 43 , 53 }
t(3− t)4x3
x2
= lim
x→∞
20
9
4x = ∞.
Therefore, from Theorem 2.2 the FBVP (2.22)–(2.23) has a symmetric positive solution.
Example 2.2. Let T = {−10,−9, . . . ,−1, 0, 1, . . . , 9, 10} be a bounded symmetric time-scale. We consider the following
problem:
φ

1
t2 + 1x
∆∇
∆∇
(t)+ f (t, x(t)) = 0, t ∈ Tκ2
κ2
, (2.24)
x(−10) = x(10) = 0, x∆∇(−9) = x∆∇(9) = 0 (2.25)
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where φ(x) = |x|− 12 x and
f (t, x(t)) =

(t2 + 1)x 14 (t), (t, x) ∈ [−10, 10] × (0, 16.1016);
(t2 + 1)2.104 + (x(t)− 16.1016)ex(t), (t, x) ∈ [−10, 10] × [16.1016,∞).
We notice that a = −10, b = 10, σ (a) = −9, ρ(b) = 9 and p(t) = 1
t2+1 satisfies the condition p(−t) = p(t) so it is
symmetric on [−10, 10].
Choose δ = 110 ∈ (0, 12 ), then q∗1 = min{t ∈ T : −9+ δ ≤ t} = −8 and q∗2 = max{t ∈ T : t ≤ 9− δ} = 8 and also we
have
f0 = lim
x→0+
min
t∈[q∗1,q∗2]
(t2 + 1) 4√x√
x
= lim
x→0+
min
t∈[−8,8]
(t2 + 1) 4√x√
x
= lim
x→0+
4
√
x√
x
= ∞,
f∞ = lim
x→∞
min
t∈[q∗1,q∗2]
f (t, x)
φ(x)
= lim
x→∞
min
t∈[−8,8]
(t2 + 1)2.104 + (x− 16.1016)ex√
x
= lim
x→∞
2.104 + (x− 16.1016)ex√
x
= ∞.
Furthermore we obtain m ∼= 40 and M ∼= 38. If we choose R1 = 16.1016, then it is straightforward from Theorem 2.3 that
the FBVP (2.24)–(2.25) has two symmetric positive solutions satisfying 0 < ∥x1∥ < 16.1016 < ∥x2∥.
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