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1. Introduction and statement of results
Inspired by the dissertation work of D. Benbourenane [5] and J. Heittokangas [10], research concerning the connection
between the growth of coeﬃcients and that of solutions for complex linear differential equations in the unit disk has been
a topic for many studies recently [6–8,11,12,14]. Rather than concentrating on the growth of coeﬃcients and solutions for
functions, in this paper we consider the interaction between the coeﬃcients and solutions for linear differential equations
and for Riccati differential equations in terms of their asymptotic values as described by the MacLane class. We further
explore this interaction within the context of a meromorphic version of the MacLane class.
The MacLane class A consists of nonconstant analytic functions f with asymptotic values at each point of a dense set
on the unit circle C = {|z| = 1}.
Basic properties of class A can be found in MacLane’s original paper [16]. Studies of the relationship between the
asymptotic values of f and f ′ have been conducted by MacLane [17] and Barth and Rippon [3].
A type of function that easily falls into class A is analytic nonconstant functions of ﬁnite order. The order of a meromor-
phic function f is deﬁned as
ρ( f ) = limsup
r→1
log+ T (r, f )
log 11−r
,
where T (r, f ) is the Nevanlinna characteristic function. We assume familiarity with basic Nevanlinna theory. Class A also
includes some analytic nonconstant functions of inﬁnite order. We provide examples in Section 2.
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f (k) + ak−1(z) f (k−1) + · · · + a1(z) f ′ + a0(z) f = 0 (1)
with coeﬃcients a j(z), j = 0, . . . ,k−1, analytic in the unit disk D . The relationship between coeﬃcients and solutions of (1)
with regard to ﬁnite order of growth has essentially been established in [1,5–7,10–12,14,18,19].
This relationship is well exempliﬁed by a result of Heittokangas involving H-functions.
We say that an analytic function f is an H-function if and only if there exists an α  0 such that
sup
z∈D
(
1− |z|2)α∣∣ f (z)∣∣< ∞.
H-functions are analytic functions of ﬁnite order, so any nonconstant H-function is in class A. Heittokangas’ result
follows.
Theorem 1. (See [10, Theorem 6.1].) The coeﬃcients a0(z), . . . ,ak−1(z) of (1) are H-functions if and only if all solutions of (1) are
analytic and of ﬁnite order of growth in D.
Thus by Theorem 1, if all solutions f of (1) are of ﬁnite order, then all nonconstant coeﬃcients a j(z) are in A. Further,
if all a j(z) are H-functions, then all nonconstant solutions f are in A.
We present a theorem regarding the relationship between coeﬃcients and solutions of (1) which includes functions in
class A of inﬁnite order. The following growth condition of Hornblower is about the best possible statement for growth
related to the MacLane class A.
Theorem 2. (See [13, Theorem 1].) Let f (z) be analytic and nonconstant in D, and let M(r, f ) = sup|z|=r | f (z)|. Suppose that
1∫
0
log+ log+ M(r, f )dr < ∞.
Then f ∈ A.
We obtain the following result involving the Hornblower condition.
Theorem 3.
(i) Suppose all solutions f of (1) satisfy
1∫
0
log+ log+ M(r, f )dr < ∞. (2)
Then for j = 0, . . . ,k − 1, each analytic a j(z) satisﬁes
1∫
0
log+ log+ M(r,a j)dr < ∞.
(ii) Suppose all analytic coeﬃcients a j(z), j = 0, . . . ,k − 1, of (1) satisfy
log+
1∫
0
M(r,a j)dr < ∞. (3)
Then all solutions f of (1) satisfy
1∫
0
log+ log+ M(r, f )dr < ∞.
By Theorem 2, we conclude in Theorem 3(i) that all nonconstant analytic coeﬃcients a j(z) of (1) are in A and in
Theorem 3(ii) that all nonconstant solutions f of (1) are in A.
In [2] Barth explores basic properties of a meromorphic version of class A. We deﬁne the class Am as the set of
nonconstant meromorphic functions which have asymptotic values on a dense subset of the unit circle C . Barth offers the
following conditions to guarantee f ∈ Am .
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N
(
r,
1
f − a
)
= O (1)
for some a ∈ C∪ ∞ and
1∫
0
(1− r)T (r, f )dr < ∞.
Then f ∈ Am.
We present a theorem regarding the interaction between coeﬃcients and solutions for (1) in the context of the growth
conditions of Barth.
Theorem 5.
(i) Suppose a j(z), j = 0, . . . ,k−1, are themeromorphic coeﬃcients of (1) in D, and let W = W ( f1, . . . , fk) represent theWronskian
determinant derived from k linearly independent solutions of (1). Further suppose that all solutions f of (1) aremeromorphic in D,
satisfy
N(r, f ) = O (1)
and
1∫
0
(1− r)T (r, f )dr < ∞, (4)
and that the Wronskian W satisﬁes
N
(
r,
1
W
)
= O (1).
Then for j = 0, . . . ,k − 1, a j(z) satisﬁes
N(r,a j) = O (1)
and
1∫
0
(1− r)T (r,a j)dr < ∞.
(ii) Suppose all meromorphic coeﬃcients a j(z), j = 0, . . . ,k − 1, of (1) satisfy
N(r,a j) = O (1)
and
2π∫
0
r∫
0
∣∣a j(seiθ )∣∣dsdθ = O
(
1
(1− r)α
)
, (5)
for some α, 1 < α < 2 and for any r, 0 < r < 1, and that all solutions f of (1) are meromorphic in D. Then all solutions f of (1)
satisfy
N(r, f ) = O (1)
and
1∫
0
(1− r)T (r, f )dr < ∞.
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further follows in Theorem 5(ii) that all nonconstant meromorphic solutions f of (1) are in Am .
Our interest in Riccati differential equations has arisen from the close connection between Riccati’s differential equation
and the linear ﬁrst-order differential equation as described in [15].
Consider the function
φ(z) = f (n)(z) +
n−1∑
m=0
pm(z) f
(m)(z) + q(z) (6)
where z is in the unit disk D . MacLane has shown [17, Fundamental Lemma] that given certain conditions on the coeﬃcients
pm(z) of (6), the function q(z), and on an arc Γ , the function f has a ﬁnite asymptotic value on Γ . We show that given
a Riccati form of (6), a similar result follows.
Theorem 6. Let G be a domain in the ﬁnite z-plane and let f (z) be analytic in G. Let b = ∞ be a boundary point of G, and let a0(z),
a1(z) and a2(z) be given functions, analytic in some disk 0 = {z: |z − b| < r}. Let Γ : z = ψ(u), 0 u  1, be a continuous curve
such that ψ(1) = b and
Γ − ψ(1) ⊂ G ∩ 0 = G0.
Deﬁne
φ(z) = a0(z) + a1(z) f (z) + a2(z) f 2(z) − f ′(z). (7)
Consider the differential equation
w ′(z) − a1(z)w(z) = a2(z)w2(z) +
(
a0(z) − φ(z)
)
. (8)
Suppose that g(z) is a solution of (8) such that g(z) is differentiable in 0 . If (7) with z ∈ G0 satisﬁes φ(ψ(u)) → λ = ∞ as u ↑ 1,
then f has an asymptotic value on Γ , either ﬁnite or inﬁnite.
Earlier versions of Theorems 3, 5 and 6 appeared in Fowler [9].
2. Examples
Example 1. As noted earlier, nonconstant analytic functions of ﬁnite order are in class A. An example of such a function is
f (z) = exp(1− z)−k for k > 1 and z ∈ D . The function f has order ρ( f ) = k − 1.
Example 2. An example of a function in class A of inﬁnite order that satisﬁes the Hornblower condition (2) is f (z) =
exp(exp(1− z)−k) for 0 < k < 1. That f is a function of inﬁnite order that satisﬁes the Hornblower condition can be easily
computed.
Example 3. Although the Hornblower condition (2) is about the best statement for growth related to class A, there are
some functions in class A of inﬁnite order that do not satisfy the Hornblower condition. One such example can be found in
MacLane [16]. Following [16, Example 6], we set
g(z) = u(z) + iv(z) =
∞∑
n=1
anz
λn
(|z| < 1)
where λn+1/λn  4, an > 0, and
∑
an = ∞. Set f (z) = eg(z) . By [16, Theorem 19] f has the radial limit ∞ on one dense set
of radii and the radial limit 0 on another dense set of radii. It follows that f ∈ A and f satisﬁes
1∫
0
log+ log+
∣∣ f (reiθ )∣∣dr < ∞ (θ ∈ Θ) (9)
where Θ is dense on [0,2π ]. Let μ(r) > 1 be a given function on [0,1) such that μ(r) ↑ ∞. To get
M(r, f ) = eg(r) > μ(r), (10)
choose λn = 4n and an = r−λnn where rn ↑ 1. The rn may be chosen so that logμ(r) < n in 0 r  rn+1 and (10) is a simple
consequence: rn  r  rn+1 implies that
g(r)
n∑
1
1= n > logμ(r).
Thus M(r, f ) may grow arbitrarily fast, and f may not satisfy the Hornblower condition (2).
In [16, Example 4], MacLane gives an example of a function f ∈ A for which (9) is divergent for every θ and such that
M(r, f ) grows arbitrarily rapidly.
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In order to prove Theorem 3(i), we use two lemmas. The ﬁrst is the lemma of the generalized logarithmic derivative.
Lemma 1. (See [10, Lemma 1.1.3].) Let f be meromorphic in D and let k be a positive integer. Then
m
(
r,
f (k)
f
)
= O (log+ T (r, f ))+ O(log 1
1− r
)
possibly outside an exceptional set E ⊂ [0,1), for which ∫E 11−r dr < ∞.
We use Lemma 1 to prove our second lemma.
Lemma 2. If f is analytic in D and satisﬁes
1∫
0
log+ log+ M(r, f )dr < ∞, (11)
then
1∫
0
log+ log+ M
(
r, f (k)
)
dr < ∞
for any integer k 1.
Proof. By Lemma 1 and basic properties of T (r, f ) =m(r, f ), we have
m
(
r, f (k)
)=m(r, f · f (k)
f
)
m(r, f ) +m
(
r,
f (k)
f
)
m(r, f ) + c1 log+m(r, f ) + c2
(
log
1
1− r
)
(12)
for some constants c1 and c2, possibly outside an exceptional set E ⊂ [0,1), for which
∫
E
1
1−r dr < ∞. Note that since∫
E
1
1−r dr < ∞, [a,1) ⊂ E , for any a, 0 a < 1. We use the well-known relationship
T (r, f ) log+ M(r, f ) R + r
R − r T (R, f ) (13)
for 0 < r < R < 1 to continue the proof of the lemma. Set R = r + 1−r2 . Then R+rR−r = 3r+11−r . It follows by (11), (12), (13), our
note above regarding the set E , and basic properties of log+ x, for any integer k 1 that
1∫
0
log+ log+ M
(
r, f (k)
)
dr 
1∫
0
log+ 3r + 1
1− r m
(
r + 1− r
2
, f (k)
)
dr

1∫
0
log+ 3r + 1
1− r dr +
1∫
0
log+m
(
r, f (k)
)
dr

1∫
0
log+ 3r + 1
1− r dr +
1∫
0
log+
(
m(r, f ) + c1 log+m(r, f ) + c2
(
log
1
1− r
))
dr + O (1)

1∫
log+ 3r + 1
1− r dr +
1∫
log+m(r, f )dr +
1∫
log+ log+m(r, f )dr0 0 0
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1∫
0
log+ log 1
1− r dr + O (1)

1∫
0
log+ 3r + 1
1− r dr +
1∫
0
log+ log+ M(r, f )dr +
1∫
0
log+ log+ log+ M(r, f )dr
+
1∫
0
log+ log 1
1− r dr + O (1) < ∞. 
Proof of Theorem 3(i). It is well known that (1) has k linearly independent solutions and that since all coeﬃcients a j(z)
of (1) are analytic in D , all solutions f of (1) are also analytic in D .
We then let f1, . . . , fk represent a solution base of (1) of linearly independent analytic functions in D .
We can represent each coeﬃcient a j in terms of the Wronskian determinant W = W ( f1, . . . , fk). We get
a j(z) = −W j( f1, . . . , fk)(z)
W (z)
,
where j = 0, . . . ,k − 1 and W j( f1, . . . , fk) is a determinant which comes from the Wronskian W ( f1, . . . , fk) by replacing
the row ( f ( j)1 , . . . , f
( j)
k ) by ( f
(k)
1 , . . . , f
(k)
k ).
Then by (2), (13), Lemma 2, and basic properties of log+ x, we have that for j = 0, . . . ,k − 1,
1∫
0
log+ log+ M(r,a j)dr =
1∫
0
log+ log+ M
(
r,−W j
W
)
dr

1∫
0
log+ 3r + 1
1− r m
(
r + 1− r
2
,
W j
W
)
dr

1∫
0
log+ 3r + 1
1− r dr +
1∫
0
log+m
(
r,
W j
W
)
dr

1∫
0
log+m(r,W j)dr +
1∫
0
log+m(r,W )dr + O (1)

1∫
0
log+
k+1∑
p=1
k∑
q=1
bpqm
(
r, f (p−1)q
)
dr +
1∫
0
log+
k+1∑
p=1
k∑
q=1
cpqm
(
r, f (p−1)q
)
dr + O (1)

k+1∑
p=1
k∑
q=1
lpq
1∫
0
log+m
(
r, f (p−1)q
)
dr + O (1)

k+1∑
p=1
k∑
q=1
lpq
1∫
0
log+ log+ M
(
r, f (p−1)q
)
dr + O (1) < ∞,
for some constants bpq , cpq , lpq , p = 1, . . . ,k + 1, q = 1, . . . ,k, and where f (0) = f . 
Proof of Theorem 3(ii). Following Wittich [20] we present (1) as a system of equations:⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
f = f1,
...
f ′j = f j+1,
...
f ′ = −a (z) f − · · · − a (z) f ,
j = 1, . . . ,k − 1,k 0 1 k−1 k
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to prove our theorem.
Lemma 3.∣∣∣∣ ddr ‖y‖
∣∣∣∣
∥∥∥∥dydz
∥∥∥∥=
(
k∑
j=1
∣∣ f ′j∣∣2
) 1
2
.
To prove Lemma 3, one can express the functions f j as f j = u j + iv j and then apply the Cauchy–Schwartz inequality
twice.
Continuing with the proof of Theorem 3(ii), we have that
− f ′k = a0(z) f1 + · · · + ak−1(z) fk = x(z) · y(z)T .
From this we obtain the inequality
k∑
j=1
∣∣ f ′j∣∣2 =
k−1∑
j=1
| f j+1|2 +
∣∣ f ′k∣∣2  ‖y‖2 + ∣∣x · yT ∣∣2.
By the Cauchy–Schwartz inequality we get∣∣x · yT ∣∣2  ‖x‖2‖y‖2.
Then by Lemma 3 we have∣∣∣∣ ddr ‖y‖
∣∣∣∣ ‖y‖
√
1+ ‖x‖2.
Integrating with respect to s we obtain
log‖y‖
r∫
0
√√√√√1+ k−1∑
j=0
∣∣a j(seiθ )∣∣2 ds + O (1)

k−1∑
j=0
r∫
0
∣∣a j(seiθ )∣∣ds + O (1), (14)
which holds for all z, |z| = r. Then since M(r, f ) = max|z|=r | f (z)| = | f (ζ )| for some ζ such that |ζ | = r, we have
logM(r, f ) = log∣∣ f (ζ )∣∣
 log
(∣∣ f (ζ )∣∣2 + ∣∣ f ′(ζ )∣∣2 + · · · + ∣∣ f (k−1)(ζ )∣∣2) 12
= log(∣∣ f1(ζ )∣∣2 + ∣∣ f2(ζ )∣∣2 + · · · + ∣∣ fk(ζ )∣∣2) 12
= log‖y‖z=ζ . (15)
It therefore follows by (3), (14), (15), and basic properties of log+ x that
1∫
0
log+ log+ M(r, f )dr 
1∫
0
log+
∣∣logM(r, f )∣∣dr

1∫
0
log+
∣∣log‖y‖z=ζ ∣∣dr

k−1∑
j=0
1∫
0
log+
r∫
0
∣∣a j(seiθ )∣∣dsdr + O (1)

k−1∑
j=0
1∫
0
log+
r∫
0
M(s,a j)dsdr + O (1) < ∞. 
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To prove Theorem 5(i), we use the following lemma which is implied by the proof of Theorem 1 and the statement of
Corollary 1 in [4].
Lemma 4. Let f be meromorphic in D. If f satisﬁes
1∫
0
(1− r)T (r, f )dr < ∞, (16)
then
1∫
0
(1− r)T (r, f (k))dr < ∞
for any integer k 1.
Proof. By Lemma 1, (12), (16), our note in the proof of Lemma 2 regarding the set E , and properties of m(r, f ), we get
1∫
0
(1− r)T (r, f (k))dr =
1∫
0
(1− r)[N(r, f (k))+m(r, f (k))]dr

1∫
0
(1− r)
[
c1N(r, f ) +m(r, f ) + c2 log+ T (r, f ) + c3
(
log
1
1− r
)]
dr

1∫
0
(1− r)
[
c1T (r, f ) + c2 log+ T (r, f ) + c3
(
log
1
1− r
)]
dr
< ∞
for some constants c1, c2, and c3. 
Proof of Theorem 5(i). It is well-known that a differential equation of the form (1) has k linearly independent solutions.
Since by assumption all solutions f of (1) are meromorphic in D , we let f1, . . . , fk represent a solution base of (1) of
linearly independent meromorphic functions in D .
We can represent each coeﬃcient a j in terms of the Wronskian determinant W = W ( f1, . . . , fk). We get
a j(z) = −W j( f1, . . . , fk)(z)
W (z)
,
where j = 0, . . . ,k − 1, and W j( f1, . . . , fk) is deﬁned as earlier.
By Lemma 4, (4) and properties of T (r, f ), we have
1∫
0
(1− r)T (r,a j)dr =
1∫
0
(1− r)T
(
r,−W j
W
)
dr 
k+1∑
p=1
k∑
q=1
cpq
1∫
0
(1− r)T (r, f (p−1)q )dr + O (1) < ∞
for some constants cpq , p = 1, . . . ,k + 1, q = 1, . . . ,k. Also,
N(r,a j) c1
[
N(r,W j) + N
(
r,
1
W
)]
 c1
[
k+1∑
p=1
k∑
q=1
N
(
r, f (p−1)q
)+ N(r, 1
W
)]
 c2
[
k∑
q=1
N(r, fq) + N
(
r,
1
W
)]
for some constants c1 and c2. Then since N(r, f ) = O (1) for all solutions f of (1) and N(r, 1W ) = O (1), we get
N(r,a j) = O (1). 
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⎪⎪⎪⎪⎪⎪⎩
f = f1,
...
f ′j = f j+1,
...
f ′k = −a0(z) f1 − · · · − ak−1(z) fk,
j = 1, . . . ,k − 1,
and we set y = ( f1, . . . , fk), x = (a0, . . . ,ak−1), and ‖y‖ = (∑kj=1 | f j |2) 12 . Without loss of generality, we can assume that‖y‖r=0 = ∞. Note that N(r, f ) = O (1) since N(r,a j) = O (1) and by the fact that if a solution f has a pole at z = a, then
a j(z) has a pole at z = a. It therefore follows by (5) and (14) that
1∫
0
(1− r)T (r, f )dr =
1∫
0
(1− r)m(r, f )dr +
1∫
0
(1− r)N(r, f )dr

1∫
0
(1− r)
(
1
2π
2π∫
0
log+ ‖y‖dθ
)
dr + O (1)
 1
2π
k−1∑
j=0
1∫
0
(1− r)
( 2π∫
0
r∫
0
∣∣a j(seiθ )∣∣dsdθ
)
dr + O (1) < ∞. 
5. Proof of Theorem 6
Using the substitution
w(z) = g(z) + 1
u
, (17)
(8) is transformed into the ﬁrst-order linear differential equation
u′ + [2g(z)a2(z) + a1(z)]u = −a2(z). (18)
Solving (18), we get
u = −e−
∫ z
ψ(0) j(z)dz
[ z∫
ψ(0)
e j(z)dza2(z)dz + c
]
for some constant c, where the integral is taken along the path Γ : z = ψ(u), 0  u  1, and j(z) = 2g(z)a2(z) + a1(z).
By (17) we get
w(z) = 1
−e−
∫ z
ψ(0) j(t)dt
[∫ z
ψ(0) e
∫ t
ψ(0) j(s)dsa2(t)dt + c
] + g(z).
Since f (z) is also a solution of (8), there is some constant c0 such that
f (z) = 1
−e−
∫ z
ψ(0) j(t)dt
[∫ z
ψ(0) e
∫ t
ψ(0) j(s)dsa2(t)dt + c0
] + g(z).
Since g(z) is differentiable in 0,
lim
z→b
g(z) = g(b) < ∞ (z ∈ Γ ).
Since g(z), a1(z) and a2(z) are all differentiable in 0,
h(z) =
z∫
ψ(0)
j(t)dt
is continuous in 0, where the integral is taken along the path Γ : z = ψ(u), 0 u  1. Thus
lim h(z) = h(b) < ∞ (z ∈ Γ ).
z→b
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k(z) =
z∫
ψ(0)
e
∫ t
ψ(0) j(s)dsa2(t)dt,
where the integral is taken along the path Γ : z = ψ(u), 0 u  1. Then
lim
z→b
k(z) = k(b) < ∞ (z ∈ Γ ).
As long as
lim
z→b
k(z) = −c0,
it follows that
lim
z→b
f (z) = f (b) < ∞ (z ∈ Γ ).
If
lim
z→b
k(z) = −c0,
then
lim
z→b
f (z) = f (b) = ∞ (z ∈ Γ ).
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