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Abstract
We provide a novel tool which may be used to construct new examples of positive maps in matrix
algebras (or, equivalently, entanglement witnesses). It turns out that this can be used to prove positivity
of several well known maps (such as reduction map, generalized reduction, Robertson map, and many
others). Furthermore, we use it to construct a new family of linear maps and prove that they are positive,
indecomposable and (nd)optimal.
1 Introduction
Entanglement is one of the essential features of quantum physics and is fundamental to future quantum
technologies. Therefore, there is a tremendous interest in developing efficient theoretical and experimental
methods to detect entanglement. Linear positive maps in matrix algebras [1, 2] provide a basic tool to
discriminate between separable and entangled states of composed quantum systems [3, 4]. A quantum state
represented by the density operator ρ in S(HA⊗HB) is separable if and only if it can be represented as
ρ =
∑
α
pαρ
(A)
α ⊗ ρ(B)α , (1)
where pα denotes a probability distribution, and ρ
(A)
α and ρ
(B)
α are density operators of subsystems A and
B, respectively. It is clear that separable states define a convex subset in the space of all density operators
in S(HA⊗HB). States which are not separable are called entangled. It is well known that ρ represents a
separable state if and only if [5]
(IA⊗Λ)ρ ≥ 0 , (2)
for all linear positive maps Λ : B(HB)→ B(HA), where IA : B(HA)→ B(HA) denotes an identity map, i.e.,
IA(X) = X for each X ∈ B(HA) and B(H) denotes a C∗-algebra of bounded operators in H. Throughout
the paper all Hilbert spaces are finite dimensional and hence B(H) may be treated as a matrix algebra
MN (C) ≡ MN , where dimH = N . Due to the well known duality [1, 6] between linear maps Φ : B(HB)→
B(HA) and linear operators in HA⊗HB one may equivalently formulate the separability problem in terms
of entanglement witnesses [5, 7]. A Hermitian operator W defined on the tensor product HA⊗HB is called
an entanglement witness if and only if: 1) Tr(Wσsep) ≥ 0 for all separable states σsep, and 2) there exists an
entangled state ρ such that Tr(Wρ) < 0 (one says that ρ is detected by W).
Let Λ : B(HA)→ B(HB) be a positive linear map. One calls Λ k-positive if the map
Ik ⊗Λ : Mk ⊗B(HA) −→Mk ⊗B(HB) (3)
is positive. In the above formula Mk denotes a linear space of k×k complex matrices. A positive map which
is k-positive for each k is called completely positive (CP). Actually, if dimHA = dA and dimHB = dB then
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Λ is CP iff it is d-positive with d = min{dA, dB}. Denoting by Pk a convex cone of k-positive map one has
a natural chain of inclusions
Pd ⊂ Pd−1 ⊂ . . . ⊂ P2 ⊂ P1 ,
where P1 is a convex cone of positive maps and Pd a convex cone of CP maps (d = min{dA, dB}). Recall, that
Λ is co–positive iff Λ ◦ T is positive, where T denotes transposition with respect to a fixed basis. Similarly,
Λ is k-copositive iff Λ ◦ T is k-positive. Denoting by Pk a convex cone of k-copositive map one has a dual
chain of inclusions
Pd ⊂ Pd−1 ⊂ . . . ⊂ P2 ⊂ P1 ,
where P1 and Pd stands for copositive and completely copositive maps, respectively.
For the reader’s convenience, let us recall some basic definitions that we shall use throughout the paper:
Definition 1. A positive map Λ is decomposable if Λ ∈ Pd ∪ Pd, that is,
Λ = Λ1 + Λ2 ◦ T , (4)
where Λ1 and Λ2 are CP and T denotes transposition in a given basis. Maps which are not decomposable
are called indecomposable (or nondecomposable).
Definition 2. A positive map Λ is optimal if and only if for any completely positive map ΦCP , the map
Λ− ΦCP is no longer positive.
Definition 3. A positive map Λ is nd-optimal if and only if for any decomposable map ΦD, the map Λ−ΦD
is no longer positive.
Using the Jamiołkowski isomorphism [6] between operators and linear maps one can extend the properties
derived for positive maps to entanglement witnesses.
Definition 4. An entanglement witness WΛ := (IA⊗Λ)P+A is (in)decomposable, optimal and nd-optimal if
and only if the corresponding positive map Λ is (in)decomposable, optimal and nd-optimal.
In particular one proves the two following interesting results concerning optimal and nd-optimal EW [8].
Theorem 1. Let W be an EW in HA⊗HB. If a set of product vectors ψ⊗φ satisfying
〈ψ⊗φ|W|ψ⊗φ〉 = 0 , (5)
spans HA⊗HB , then W is an optimal EW.
Theorem 2. An entanglement witness W is nd-optimal if and only if both W and WΓ are optimal.
Optimal positive maps (or, equivalently, optimal entanglement witnesses) provide the most efficient tool
to discriminate between separable and entangled states. It is well known that any entangled state may
be detected by some optimal map. In recent years there has been considerable effort in constructing and
analyzing the structure of EWs [9]–[38]. In this paper we provide a novel tool which may be used to construct
new examples of positive maps (entanglement witnesses). It is based on a class of positive matrices discussed
in the next section. We show that it may be used to prove positivity of several well known maps (reduction
map, generalized reduction, Robertson map and many others). Further, we provide a new family of maps
and prove that they are positive, indecomposable, and even both optimal and nd-optimal.
2 A class of positive definite matrices
In this section we provide a class of positive definite matrices that enables one to construct positive maps in
matrix algebras. Let us start by recalling a well–known lemma.
Lemma 1 ([1, 2]). A block matrix M ∈Mn+k
M =
(
A X
X† B
)
, (6)
with A ∈Mn and B ∈Mk together with A ≥ 0 and B > 0, is positive if and only if A ≥ XB−1X†.
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We shall use this result to prove the following
Theorem 3. Let MKN be a matrix in MK·N = MN ⊗MK =: MN (MK) of the following form:
MKN =

(1 − α1)1lK −z12M12 · · · −z1NM1N
−z∗12M †12 (1 − α2)1lK · · · −z2NM2N
...
...
. . .
...
−z∗1NM †1N −z∗2NM †2N · · · (1− αN )1lK
 (7)
with
∑N
i=1 αi = 1 (0 ≤ αi ≤ 1 for i = 1, . . . , N), |zij | ≤ 1, and Mij ∈ MK(C), for 1 ≤ i < j ≤ N such that
MijM
†
ij = αjMii . (8)
If the blocks Mij of the matrix MKN satisfy the following properties:
1. MijM
†
kj = αjMik,
2. Mii ≤ αj1lK ,
then matrix MKN is positive–semidefinite.
Proof. We will perform a proof by induction with respect to the number of blocks N in a matrix MKN . Let
us assume that the MKN−1 matrix is positive. From Theorem 1 we know that to prove positivity of matrix
MKN it is enough to show that the following inequality holds
MKN−1 ≥
αN
1− αNM(z,Mij), (9)
with
M(z,Mij) :=

|z1N |2M11 z1Nz∗2NM12 · · · z1Nz∗N−1,NM1,N−1
z2Nz
∗
1NM
†
12 |z2N |2M22 · · · z2Nz∗N−1,NM2,N−1
...
...
. . .
...
zN−1,Nz
∗
1NM
†
1,N−1 zN−1,Nz
∗
2NM
†
2,N−1 · · · |zN−1,N |2MN−1,N−1
 ≥ 0, (10)
where the last inequality is a natural consequence of the construction. We introduce a normalization proce-
dure for coefficients αi in a following way
α′i =
αi
1− αN , for i = 1, . . . , N − 1, (11)
where
∑N−1
i=1 α
′
i = 1. Applying this normalization for submatrices Mij gives us
M ′ij =
√
α′iα
′
j
αiαj
Mij , for 1 ≤ i < j ≤ N − 1. (12)
To show inequality (9) it is enough to prove that
Mβ ≡

B1 −z′12M ′12 · · · −z′1,N−1M ′1,N−1
−z′∗12(M ′12)† B2 · · · −z′2,N−1M ′2,N−1
...
...
. . .
...
−z′∗1,N−1(M ′1,N−1)† −z′∗2,N−1(M ′2,N−1)† · · · BN
 ≥ 0, (13)
where
Bi = (1− α′i(1− αN ))1lK − |ziN |2αNM ′ii,
z′ij = (1− αN )zij + αNziNz∗jN ,
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with
|z′ij | ≤ (1 − αN )|zij |+ αN |ziNz∗jN | ≤ 1. (14)
A simple calculation shows that
M ′ij(M
′
kj)
† =
α′j
αj
√
α′iα
′
k
αiαk
MijM
†
kj =
α′j
αj
√
α′iα
′
k
αiαk
αjMik = α
′
jM
′
ik. (15)
By replacing k with i in the above formula one gets
M ′ij(M
′
ij)
† = α′jM
′
ii (16)
and, due to the assumption,
M ′ii =
α′i
αi
Mii ≤ α
′
i
αi
αi1lK = α
′
i1lK . (17)
The last inequality implies
Bi ≥ (1− α′i(1− αN ))1lK − |ziN |2αNα′i1lK ≥ (1− α′i)1lK . (18)
As a consequence one finds
Mβ ≥

(1− α′1)1lK −z′12M ′12 · · · −z′1,N−1M ′1,N−1
−z′∗12(M ′12)† (1− α′2)1lK · · · −z′2,N−1M ′2,N−1
...
...
. . .
...
−z′∗1,N−1(M ′1,N−1)† −z′∗2,N−1(M ′2,N−1)† · · · (1− α′N−1)1lK
 =MKN−1. (19)
Since, by assumption, MKN−1 is a positive matrix, we have completed the proof.
3 New proofs of positivity for a series of linear maps
In this section we use Theorem 3 to provide new proofs of positivity for a series of well–known maps. Let
us recall that to prove positivity of a given map Λ : B(HA)→ B(HB) it is enough to show that each rank-1
projector P ∈ B(HA) is mapped via Λ into a positive element in B(HB).
3.1 Generalized Reduction map
Let us start our consideration with a generalized reduction map, RzN : MN →MN , defined by
RzN (eij) =
1
N − 1
{
1lN − eii for i = j,
−zijeij for i < j,
(20)
where eij ∈ MN stands for fixed orthonormal basis and z = {z12,z13, . . . , zN−1,N} denotes a vector of
complex numbers such that |zij | ≤ 1. Note, that if zij = 1, then the above formula reproduces the standard
normalized reduction map
RN (X) = 1
N − 1
(
1lNTr(X)−X
)
. (21)
Let us consider a rank-1 projector PN = |ψ〉〈ψ|, with ψ =
⊕N
i=1
√
αixi, and xi ∈ C, αi ∈ [0, 1],
∑N
i=1 αi = 1.
Without loosing generality we can assume |xi|2 = 1 for all i = 1, . . . , N . Now,
RzN (PN ) =

1− α1 −z12M12 · · · −z1NM1N
−z∗12M †12 1− α2 · · · −z2NM2N
...
...
. . .
...
−z∗1NM †1N −z∗2NM †2N · · · 1− αN
 =M1N , (22)
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with
Mij =
√
αiαjxix
∗
j , for 1 ≤ i < j ≤ N (23)
As we can see |zij | = 1 by definition of RzN and for all off–diagonal blocks of the matrix M1N the following
holds
MijM
†
kj =
(√
αiαjxix
∗
j
) (√
αkαjxkx
∗
j
)†
= αj
√
αiαk |xj |2xix∗k = αjMik (24)
for all 1 ≤ i < j ≤ N , in particular MijM †ij = αjMii, and
Mii =
√
αiαixix
∗
i ≤ αi1l1. (25)
We have shown that conditions (1) and (2) of a Theorem 3 are satisfied for a matrix M1N which proves
positivity of a generalized Reduction map.
3.2 Robertson map
Let us now consider an action of a well-known Robertson map
ΨRob(X) =
1
2
(
1l2TrX22 −[X12 +R2(X21)]
−[X21 +R2(X12)] 1l2TrX11
)
, (26)
where Xij ∈ M2 and R2 stands for a reduction map in M2, on a rank-1 projector P4 = |ψ〉〈ψ|, with
ψ =
√
α1ψ1 ⊕ √α2ψ2 (ψi ∈ C2, αi ∈ [0, 1] for i = 1, 2 and α1 + α2 = 1). Again without loosing generality
we assume 〈ψi|ψi〉 = 1, i = 1, 2. Rewriting the reduction map as R2(X) = σyXTσ†y allows us to represent
ΨRob(P4) as
ΨRob(P4) =
1
2
(
(1− α1)1l2 −M12
−M †12 (1− α2)1l2
)
, (27)
with the off–diagonal blocks of the form
M12 =
√
α1α2
[|ψ1〉〈ψ2|+ σy|ψ∗2〉〈ψ∗1 |σ†y] (28)
and z12 = 1. We want to check whether conditions (1) and (2) of the Theorem 3 are satisfied. Since
for any antisymmetric and unitary matrix U one has 〈ψ|Uψ∗〉 = 0, thus in particular for σy one has
〈ψ1|σyψ∗1〉 = 〈ψ2|σyψ∗2〉 = 0, and as a consequence
M12M
†
12 = α1α2
[|ψ1〉〈ψ1|+ σy |ψ∗1〉〈ψ∗1 |σ†y] = α2M11. (29)
Now, because |ψ1〉 and σy|ψ∗1〉 are two normalized orthonormal vectors, they define an orthonormal decom-
position of an identity matrix and thus
Mii = α1
[|ψ1〉〈ψ1|+ σy |ψ∗1〉〈ψ∗1 |σ†y] = αi1l2 (30)
which completes the proof.
3.3 Generalization of the Robertson map [25]
Let us recall a generalization of the Robertson map to the M4N algebra, given by
Ψ4N(X) =
1
2N
(
1l2NTrX22 −[X12 + UXT21U †)]
−[X21 + UXT12U †)] 1l2NTrX11
)
, (31)
with U ∈ M2N denoting an arbitrary antisymmetric and unitary matrix. Acting with a map Ψ4N on a
projector P4N = |ψ〉〈ψ|, with ψ = √α1ψ1 ⊕√α2ψ2 (ψi ∈ C2N , α1, α2 ∈ [0, 1], α1 + α2 = 1 and 〈ψi|ψi〉 = 1),
leads to
Ψ4N (P4N ) =
1
2N
(
(1− α1)1l2N −M12
−M †12 (1− α2)1l2N
)
, (32)
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with Mij =
√
αiαj
[
|ψi〉〈ψj |+ U (|ψj〉〈ψi|)T U †
]
and zij = 1. Direct calculation shows that
M12M
†
12 = α1α2
[|ψ1〉〈ψ1|+ U |ψ∗1〉〈ψ∗1 |U †] = α2M11 (33)
and
Mii = αi
[
|ψi〉〈ψi|+ U (|ψi〉〈ψi|)T U †
]
≤ αi1l2N . (34)
This is what we sought out to be proved (the last inequality is a consequence of a simple fact that |ψi〉 and
U |ψi〉 are two orthonormal vectors and can be completed to a full orthonormal decompoition of the identity).
3.4 Complex extension of the Robertson map [26]
Both conditions from the Theorem 3 are satisfied by the off–diagonal blocks of a matrix obtained from acting
on a rank-1 projector P2N with a map Ψ2N : M2N →M2N defined as
Ψ2N (X) =
1
2(N − 1)

A1 −z12B12 · · · −z1NB1N
−z∗12B21 A2 · · · −z2NB2N
...
...
. . .
...
−z∗1NBN1 −z∗2NBN2 · · · AN
 , (35)
with
Ai = 1l2 (TrX − TrXii) , for i = 1, . . . , N
Bij = Xij +R2(Xji), for 1 ≤ i < j ≤ N
and |zij | ≤ 1 for 1 ≤ i < j ≤ 2N , that is,
Ψ2N (P2N ) =
1
2(N − 1)

(1− α1)1l2 −z12M12 · · · −z1NM1N
−z∗12M †12 (1− α2)1l2 · · · −z2NM2N
...
...
. . .
...
−z∗1NM †1N −z∗2NM †2N · · · (1− αN )1l2
 , (36)
where P2N = |ψ〉〈ψ| (ψ =
⊕N
i=1
√
αiψi with ψi ∈ C2,
∑N
i=1 αi = 1, αi ∈ [0, 1] and 〈ψi|ψi〉 = 1 for
i = 1, . . . , N) and the off–diagonal blocks are defined as follows:
Mij =
√
αiαj [|ψi〉〈ψj |+R2 (|ψj〉〈ψi|)] . (37)
Indeed, simple calculation leads to
MijM
†
kj = αj
√
αiαk
[|ψi〉〈ψk|+ σy|ψ∗i 〉〈ψ∗k|σ†y] = αjMik. (38)
In particular, MijM
†
ij = αjMii. Also, analogously to Eq. (30), Mii = αi1l2.
4 A new class of maps in MN ⊗M2K
In this section we provide a new class of positive maps in MN ·2K . Any matrix in MN ·2K may represented
as a block N ×N matrix in MN (M2K). Let us define a map Ψ : MN ·2K → MN ·2K in the following way
Ψ(X) =
1
2K(N − 1)

A1 −z12B12 · · · −z1NB1N
−z∗12B21 A2 · · · −z2NB2N
...
...
. . .
...
−z∗1NBN1 −z∗2NBN2 · · · AN
 ,
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with
Ai = 1l2K (TrX − TrXii) , i = 1, . . . , N
Bij = Xij + UX
T
jiU
†, 1 ≤ i < j ≤ N
with U ∈M2K denoting an arbitrary unitary and antisymmetric matrix and |zij | ≤ 1.
4.1 Positivity
Proposition 1. Ψ defines a positive map
Proof. The first problem we want to tackle is positivity of a map Ψ. Let us consider a rank-1 projector
P = |ψ〉〈ψ|, where ψ ∈ CN ·2K denotes an arbitrary vector. Since CN ·2K = ⊕Ni=1C2K , we can represent ψ
as follows
|ψ〉 =
N⊕
i=1
√
αi|ψi〉, (39)
with ψi ∈ C2K , αi ∈ [0, 1] for i = 1, . . . , N and
∑N
i=1 αi = 1. In addition, for simplicity, we can assume that
〈ψi|ψi〉 = 1 for i = 1, . . . , N , and then
Ψ(P ) =
1
2K(N − 1)

(1− α1)1l2K −z12M12 · · · −z1NM1N
−z∗12M21 (1− α2)1l2K · · · −z2NM2N
...
...
. . .
...
−z∗1NMN1 −z∗2NMN2 · · · (1− αN )1l2K
 , (40)
with
Mij =
√
αiαj
[
|ψi〉〈ψj |+ U |ψ∗i 〉〈ψ∗j |U †
]
. (41)
We want to check whether all conditions from Theorem 3 are satisfied. Taking into account that U is an
unitary and antisymmetric matrix one has 〈ψi|Uψ∗i 〉 = 〈ψ∗i U †|ψi〉 = 0, and thus direct calculation leads to
MijM
†
ik = αj
√
αiαk
[
|ψi〉〈ψk|+ U |ψ∗i 〉〈ψ∗k|U †
]
= αjMik. (42)
By replacing k with j one gets MijM
†
ij = αjMii. Moreover, since vectors |ψi〉 and U |ψ∗i 〉 are mutually
orthogonal and normalized, one gets
Mii = αi
[
|ψi〉〈ψi|+ U
(
|ψi〉〈ψi|
)T
U †
]
≤ αi1l2K . (43)
Therefore we have proved that Ψ(P ) is positive–semidefinite, which completes the proof.
4.2 Indecomposibility
In order to prove that a given map is indecomposable it is enough to find an entangled PPT state ρ such
that Tr(Wρ) < 0. Let WΨ be an EW corresponding to a positive map Ψ
WΨ = 1
d
d∑
i,j=1
eij ⊗Wij , (44)
whereWij = Ψ(eij) and, to simplify notation, we denote d := N ·2K. Let us consider a following construction
for the state ρ:
ρ =
1
2k + 1
d∑
i,j=1
eij ⊗ ρij , (45)
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where the diagonal blocks of a state ρ are given by
ρii =
1ld
d
− (2K(N − 1)− 1)Wii for i = 1, . . . , d, (46)
and for the off-diagonal blocks one has
1. if 0 < |i− j| < 2K, then ρij = Od,
2. if |i− j| = 2Kℓ, where ℓ = 1, . . . , (N − 1), then for each ℓ and i = 1, . . . , 2K(N − ℓ) one has
ρi,i+2Kℓ = −Wi,i+2K·ℓ , (47)
3. if |i− j| > 2K, with |i− j| 6= 2Kℓ, then
ρij = e˜ij =
zij
(2K)2N(N − 1) eij , (48)
where {eij}di,j=1 stands for an orthonormal basis in Md.
One proves
Proposition 2. ρ ≥ 0 and ρΓ ≥ 0, i.e. ρ represents a PPT state.
Proposition 3. If |zij | = 1, then a map Ψ is indecomposible.
Proof. We will show that Tr (WΨρ) =
∑d
i,j=1 Tr (Wijρji) < 0. One has
Tr (WΨρ) = 1N
 ∑
|i−j|=2K·ℓ
Tr (Wijρji) +
∑
0<|i−j|<2K
Tr (Wijρji) +
∑
|i−j|>2K
Tr (Wijρji)
 . (49)
The first sum consists of N terms, the second sum has 2K − 1 terms, and the last one – (2K − 1)(N − 1)
terms. Straightforward algebra leads to∑
|i−j|=2K·ℓ
Tr (Wijρji) =
2(K − 1)
(2K)3N(N − 1) ,∑
0<|i−j|<2K
Tr (Wijρji) = 0,
∑
|i−j|>2K
Tr (Wijρji) = − (2K − 1)
(2K)3N(N − 1) ,
and, as a consequence,
Tr (WΨρ) = − 1
(2K + 1)(2K)3N(N − 1) < 0, (50)
which completes to prove.
4.3 Optimality
In a previous section we have shown that if |zij | = 1 for all 1 ≤ i < j < d, then the map Ψ is non-
decomposable. It turns out that the same condition is necessary and sufficient for optimality.
Proposition 4. Ψ is an optimal map if and only if |zij | = 1 for all 1 ≤ i < j ≤ N .
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Proof. To show that |zmn| = 1 is a necessary condition for optimality we may apply the same argument as
in [26]. To show that |zmn| = 1, that is, zmn = eıαmn , [we introduced ı as an imaginary unit] is a sufficient
condition it is enough to consider a set of vectors ΓΨ defined as follows
ΓΨ = {ek⊗ ek, ϕmn⊗ϕmn, φmn⊗ φ˜mn ; for k = 1, . . . , 2N and 1 ≤ m < n ≤ d}, (51)
where
ϕmn := em + e
−ıαmn
2 en, φmn := em + ıe
−ıαmn
2 en, φ˜mn := em − ıe−ı
αmn
2 en (52)
It is easy to check that elements of a set Γ are linearly independent. Direct calculation shows that for each
ψl⊗ ψ˜l ∈ ΓΨ the following holds:
〈ψl⊗ ψ˜l|WΨ|ψl⊗ ψ˜l〉 = 0 , (53)
which proves the theorem.
4.4 Nd-optimality
Proposition 5. Ψ defines a family of nd-optimal maps.
Proof. According to Theorem 2 to show that W is nd-optimal it is enough to show, that both W and WΓ
are optimal entanglement witnesses. In Proposition 4 we have proved thatWΨ is optimal. Now we will show
that WΓΨ is an optimal EW as well. Let us consider the following transformation:
(1ld⊗V )WΨ(1ld⊗V †) =
d∑
i,j=1
eij ⊗VΨ(eij)V †, (54)
where V := 1lN ⊗U †. The action of Ψ on basis elements {eij}di,j=1 is given by
Ψ(eij) =
1
2K · (N − 1)

(1lN − e(N)pp )⊗ 1l2KTr
(
e
(2K)
rs
)
, if q = p
−zij
[
e
(N)
pq ⊗ e(2K)rs + e(N)qp ⊗U
(
e
(2K)
rs
)T
U †
]
, if q 6= p
(55)
where we introduced vectors ei, ej ∈ Cd = CN ⊗C2K via the following rule{
ei = e
(N)
p ⊗ e(2K)r
ej = e
(N)
q ⊗ e(2K)s
,
that is, each i ∈ {1, . . . , d = N · 2K} defines a pair (p, r) with p ∈ {1, . . . , N} and r ∈ {1, . . . , 2K}. It is easy
to check, that:
VΨ(eij)V
† =
1
2K · (N − 1)(1lN − e
(N)
pp )⊗ 1l2KTr
(
e(2K)rs
)
, (56)
for q = p and
VΨ(eij)V
† =
−zij
2K · (N − 1)
[
e(N)qp ⊗
(
U †e(2K)rs U
)T
+ e(N)pq ⊗ e(2K)rs
]T
(57)
otherwise. Since U is an unitary and antisymmetric matrix, one has(
U †ersU
)T
= UT eTrsU
∗ = −UeTrsU∗ = UeTrsU † (58)
and, as a consequence, one gets VΨ(eij)V † = (Ψ(eij))
T . This shows that
(1ld⊗V )W(1ld⊗V †) =WΓ. (59)
9
Since for all ψl ⊗ ψ˜l ∈ ΓΨ, where ΓΨ is defined as (51), one has
〈ψl ⊗ V †ψ˜l|WΓΨ|V ψl ⊗ ψ˜l〉 = 〈ψl ⊗ ψ˜l|WΨ|ψl ⊗ ψ˜l〉 = 0. (60)
Direct calculations shows that vectors {V ψl⊗ ψ˜l; l = 1, . . . , d2} are linearly independent. This completes the
proof.
5 Conclusions
We provided a new tool which may be used to construct new examples of positive maps (entanglement
witnesses) in finite dimensional matrix algebras. Interestingly, it allows to present a universal proof of
positivity of several well known maps (reduction map, generalized reduction, Robertson map and many
others). Finally, it is shown that our method enables one to construct a new family of linear maps and
prove that they are positive, indecomposable and even optimal. It should be stressed that this constructions
provides linear maps Ψ : Md →Md only for d = 2N . It would be interesting to find an analogous method if
d is odd. For example it would be desirable to provide an appropriate construction generalizing well known
Choi map ΨChoi : M3 →M3 which was proved to be indecomposable and extremal. In a forthcoming paper
we plan to report recent progress in this direction.
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