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Abstract
The introduction of the Kinect sensors has provided access to range data in a considerably
low price. The dramatic increase in the availability of RGB-D images has opened a new
research field that tries to find ways to take advantage of this joint information. The
applications in which such data are used are limitless and there is a high demand for new
algorithms and methods that can be efficiently performed on the point cloud provided
by these sensors.
In this research we propose a novel and unique method for the 3D reconstruction of
an indoor scene using a single RGB-D image. The first step is to extract the main layout
of the scene including the floor, the walls and their intersections. Then, the objects of the
scene are isolated and an oriented bounding box, using RANSAC, is fitted to each object.
Combining the two previous steps, the three-dimensional interpretation of the scene is
obtained. The proposed method was tested according to ground-truth data and was com-
pared with state-of-the-art algorithms. This work is comparable, if not more accurate, to
the most recent state-of-the-art approaches and provides robust results invariantly to the
viewpoint of the camera and the orientation of the objects. The method in this research
was applied to various scenes, including scenes with strong occlusion, and it was able to
provide a meaningful interpretation of the scene even for considerably difficult cases.
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1 Introduction
1.1 Problem statement
1.1.1 3D reconstruction using Kinect sensors
The 3D reconstruction of a scene using a single RGB-D image is an ill-posed problem.
This is because of the lack of information about the shape and position of different objects
due to the single viewpoint and the occlusion between the objects in the scene. Moreover,
the Kinect sensors have two main limitations that need to be taken into consideration.
The first one is that the quality of the RGB image is significantly poor in terms of both
resolution and chromatic information. The second and more important limitation is that
the error in the depth measurement is not linear throughout the whole range of the
sensor. Therefore, various assumptions have to be made in order the 3D representation
of the objects to become feasible. The challenging nature of this problem is what makes
it interesting since one should propose a model according to which the shapes of the
objects will be reconstructed.
The lack of information is not present in the methods using multiple RGB-D images
since the missing information in each image can be compensated from a different view-
point. This is one of the reasons that this case has been sufficiently studied [4–6]. How-
ever, being able to interpret a scene using a single RGB-D image can be useful in nu-
merous applications since it does not require as an input a big amount of data. Thus, it
is of great significance to be able to reconstruct the three dimensional information of a
scene even when it is not possible to have more than a single image. Furthermore, the
research outcome of the single image case can be potentially applied to or at least inspire
new methods for the multiple RGB-D images problem. Finally, it is essential to be able to
solve robustly and efficiently the single image problem in order to be able to apply it to
videos in real-time.
1.1.2 Kinect Sensor
Since the input in this work is a single RGB-D image captured by a Kinect sensor, an
examination of its attributes and limitations is essential. In Fig. 1 the Kinect sensor is
presented. The basic principle of this device is that it has an IR laser emitter which emits
a known noisy IR pattern to the scene at 830 nm (Fig. 2). Note that the bright dots in
this pattern are due to imperfect filtering. The IR sensor captures the light coming from
the scene and according to any disturbances from the known pseudorandom pattern
the depth of surfaces in the scene is computed. In other words, the depth sensing in
the Kinect sensor is estimated through disparity. This separates the Kinect sensor from
the Time of Flight (ToF) cameras. The depth that is provided by Kinect is not in polar
coordinates, as in ToF cameras, but in Cartesian coordinates as it can be seen in Fig. 3.
The resolution of the IR sensor is 1200×960 pixels at 30 Hz. However, the images are
downsampled by the hardware to 640×480 since the USB cannot transmit this amount
of data together with the RGB image. The available field of view of the depth sensor
is 57o horizontally, 43o vertically and 70o diagonally. The nominal operational range
is limited between 0.8 meters and 3.5 meters. The sensor is actually a MT9M001 by
1
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Figure 1: The Kinect sensor.
Figure 2: The IR pattern of the emitter. [1]
Micron, which is a monochrome camera with an active imaging array of 1280×1024
pixels. This means that the image is resized even before the downsampling. The nominal
depth resolution at a distance of 2 meters is 1 cm. The RGB sensor has two available
modes. The more common is providing images of 640×512 pixels at 30 Hz, which is
reduced to 640×480 in order to match the depth sensor. However, there is the option for
high-resolution which provides images of 1280×1024 pixels at 15 fps. One problem of
the RGB sensor of Kinect when it comes to computer vision applications is the fact that
this camera performs as a “black box”. It has many different algorithms implemented
that limit the standardization and the control on the data. The sensor is provided with
features such as white balance, black reference, color saturation, flicker avoidance and
defect correction. The Bayer pattern that this sensor is using is RG, GB.
There are three available drivers for the Kinect sensor, the official Microsoft SDK [7]
released by Microsoft, the OpenNI [8] released by a community in which the producer
of Kinect, PrimeSense [9], is a basic member and the OpenKinect [10] released by an
open-source community. The first two drivers use the calibration parameters that are
provided by the factory and are stored in the firmware of each camera. The third one
2
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Figure 3: Depth estimation in Kinect. [2]
provides uncalibrated data. Moreover, Microsoft SDK provides linearized depth values
in the range between 0.8 and 4 meters since it considers that the depth of the Kinect
is reliable only in that range. OpenNI provides, as well, linearized depth values in mm
but in the range between 0.5 and approximately 10 meters. OpenKinect provides raw
values of integers in an 11-bit form for distances up to approximately 9 meters. It should
be noted that Microsoft SDK is only supported in Windows 7 while the other drivers are
open-source and cross-platform. In Fig. 4, the depth values that are returned from the
three different drivers in relation to the actual distances are demonstrated.
As can be seen in Fig. 4 the integer bit values that are returned from the OpenKinect
driver have to be linearized in order to correspond to actual millimeters since in the raw
values every bit has a distinct raw value. Moreover, the raw data of kinect correspond to
disparity values since Kinect sensor is a disparity measuring device. For this purpose, one
should perform a depth calibration for each single Kinect sensor since there are small
differences in between different devices. On the other hand, there is a formula [11] that
is widely used in the OpenKinect community which linearizes the raw disparity values:
depth(mm) = 123.6 ∗ tan
(
raw bits
2842.5
+ 1.1863
)
(1.1)
Something that is very important about the Kinect sensor is that the depth resolution
is not constant and it highly depends on the distance. In Fig. 5 this dependence is demon-
strated. Note that for the OpenKinect driver the resolution seems to be constant since in
the figure the raw bit values are plotted. After these values are corresponded to actual
depth values the resolution of this driver is similar to the resolution of the other two.
The dramatic increase of the depth resolution to increasing distances is a significant
limitation of the sensor in computer vision applications. Therefore, the lack of reliability
of the sensor in long distances should be always considered in demanding applications.
For example, the resolution in 8 meters is approximately 20 centimetres, which is signif-
icantly high.
In Figs 6a and 6b the images of the RGB and the depth sensor for the same scene can
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Figure 4: The Kinect depth values in relation to the actual distances in mm. [2]
Figure 5: The resolution of Kinect in relation to the actual distance in mm. [2]
be seen. In this case the images are already aligned according to the factory calibration
using the OpenNI driver. Note that in the depth image different levels of grey have been
assigned to different depth values for the visualization.
4
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(a) RGB image (b) Depth image
Figure 6: An indoor scene captured by Kinect using OpenNI
For the case of the OpenKinect driver, calibration is needed in order the two images to
be aligned. In this research different calibration procedures were applied and they were
compared, according to the results of the final 3D reconstruction that they provided,
using ground truth data.
1.2 Solution Proposed
1.2.1 Overview of the proposed method
A new and unique method for 3D reconstruction of indoor scenes is proposed. This ap-
proach combines the three following steps:
• extract the layout of the scene
• segment the objects in the image
• fit a bounding box to each object
Moreover, the final 3D reconstruction was evaluated according to ground truth data
and different calibration methods were compared. Finally, the proposed method was
compared to the most recent state-of-the-art approach that could be related with the one
in this report.
1.2.2 Main Contribution
The main contribution of this research can be summarized in the following bullets:
• A novel and unique 3D reconstruction method has been introduced that is able to
offer a meaningful 3D representation of an indoor scene using a single RGB-D image.
It is invariant to the viewing position and it is robust even in scenes with strong clutter
and occlusion.
• A new database of RGB-D images with ground truth data was built in order to eval-
uate the reconstruction. Moreover, an additional database with RGB-D images of in-
door scenes and multiple objects was created for the purposes of this study.
• A newmethod for fitting cuboids on objects in RGB-D images is proposed. In addition,
a new merging procedure was produced for segmenting the objects in the scene.
5
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• The comparison of popular calibration methods for Kinect according to the final 3D
reconstruction. Such comparisons are very useful for the computer vision community
since the performance of each method can be tested in real applications.
The rest of this report is organized as follows. In Chapter 2 the literature of relative
work on range images and RGB-D data is presented. The calibration of Kinect sensor
using different methods is explained in Chapter 3. The proposed method in this study is
described in detail in Chapter 4. Later, in Chapter 5, the results obtained by this research
are demonstrated. Further, in Chapter 6, the acquisition of the ground truth database
is presented. The evaluation of the 3D reconstruction and the comparison with state-of-
the-art algorithms follows in Chapter 7. Finally, Chapter 8 summarizes the contribution
of this study to the current literature, proceeds with the discussion on the outcomes of
the proposed method and outlines the future work that could be beneficial.
6
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2 Related Work
The two last decades a great number of different methods has been introduced for ex-
tracting information from point clouds that are provided by a range sensor. Moreover,
the release of the Kinect sensors has triggered a significant amount of research that takes
as input RGB-D images. The availability of such low-cost 3D sensing hardware increased
the demand for efficient point cloud processing and 3D representation in computer vi-
sion, robotics, machine intelligence and various other fields. The related research to the
problem examined in this report can be separated in two different components. The first
component is the extraction of the main layout of the scene while the second one is the
3D representation of the objects in the scene. Additionally, a summary of the available
methods for 3D reconstruction using a single image in the literature is following and the
previous work on calibrating the Kinect sensor is concluding this chapter.
2.1 Layout of an indoor scene
Various approaches have been followed in computer vision for recovering the spatial
layout of a scene. Moreover, many of them are based on the Manhattan World assumption
[12], according to which an indoor scene is defined by three mutually orthogonal vectors.
One popular method to address this problem is the estimation of the vanishing points in
the image. A vanishing point (VP) is defined as the point of intersection of parallel lines in
the world. The three orthogonal vectors of the Manhattan World can be easily calculated
from the three vanishing points and the reference point of the camera. Each vector of
the Manhattan World is the vector that joints the reference point of the camera with one
of the VPs. This approach is usually performed in a single image (monocular image).
The majority of these methods in order to compute the VPs of the scene are based on
detecting line segments in the image [13–16]. The last two and most recent methods are
outlined in the following paragraph.
Mirzaei and Roumeliotis [15] developed a method for analytically estimating the op-
timal vanishing points in a Manhattan world using as an input a set of lines from a
calibrated image. In this work the problem was formulated as a least-square problem of
the multivariate polynomial system formed by the optimality conditions. The system is
solved analytically and the global minimum can be computed. This global minimum is
the optimal estimate of the orthogonal vanishing points. Moreover, they applied the same
optimal estimator with a RANSAC-based classifier which generates orthogonal vanishing
points candidates from triplets of lines and classifies lines to parallel and mutually or-
thogonal groups. Another method that provides the optimal estimate of the orthogonal
vanishing points was introduced by Bazin et al. [16]. In order to estimate the vanishing
points from a set of lines of a calibrated image, they developed a procedure that maxi-
mizes the number of clustered lines in a globally optimal way. The orthogonality of the
vanishing points is inherent in their method. The maximization problem over the rotation
search space is solved using Interval Analysis theory and a branch and bound algorithm.
Some of the proposals go one step further and after defining the three vanishing
points they try to estimate the 3D bounding box of the room, which will provide the
7
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layout of the room. In [17], the bounding box is not defined by finding the wall-floor
boundary but takes into account the occlusion that is usually present in cluttered scenes.
Thus, the room space is modeled by a parametric 3D bounding box and according to an
iterative procedure clutter is localized and the box is refitted. For this purpose, a struc-
tured learning algorithm is used that tunes the parameters to achieve error minimization.
Schwing and Urtasun [18] proposed a method that provides the exact solution of the 3D
layout of an indoor scene using a single RGB image. Their approach was based in Markov
random field, where for every face of the layout different image features are counted by
potentials. They introduced an iterative branch and bound approach that splits the la-
bel space in terms of candidate sets of 3D layouts. An extended version of this method
is presented in [19] and states a significant improvement over performance and time
consumption compared to the state-of-the-art algorithms.
The main problem of all the aforementioned work is that it requires as a pre-step
the extraction of line segments in the images. This step is not trivial for all the cases.
Moreover, the methods that calculate the 3D bounding box of the room assume that the
vanishing points have been precisely estimated. Additionally, the probability of failing
to provide a meaningful layout of the scene is still high for complex scenes. It should
be noted that in this report the input data is a single RGB-D image. Therefore, many of
the above limitations can be overcome by using the information not only from the RGB
image but also from the depth image.
In literature, there are recent works that are performed on a single RGB-D image
[20, 21]. Taylor and Cowley [20] developed a method that parses the scene in salient
surfaces using a single RGB-D image. Applying a fast color segmentation procedure that
implements hashing of an attribute vector (only the HSV space was used) the authors
divide the color image in different areas and for the corresponding points of each area
in the point cloud they estimate a planar area using a RANSAC-based technique. The
drawback of this work is that no constraints in terms of orthonormality, which is required
in Manhattan Worlds, are applied to the planar surfaces. In [21], Taylor and Cowley
presented a method for parsing the Manhattan structure of an indoor scene using a single
RGB-D image. Their work is similar with previous studies in parsing indoor scenes [22–
24] but it takes advantage of the input RGB-D data. They were able to successfully extract
all the main walls of an indoor scene. The first step of recovering the floor plane was
formulated as an optimal labeling problem that was solved using dynamic programming.
A set of candidate walls was found and their extent in the image was delimited. This
method has the great advantage that does not only estimate a 3D box layout of the scene
but also, by dividing the image into intervals, is able to extract the wall layout of the
scene. This means all the walls that are present in the scene and their intersections.
Therefore, this approach is well aligned to the problem that is examined in this report.
Hence, the procedure that is followed for the extraction of the layout of the scene in this
research is based on [21].
2.2 3D representation of objects
Apart from estimating the layout of an indoor scene, a significant amount of research has
been done in estimating surfaces and objects from RGB-D images. One categorization
of the literature could be according to the method they are based on. Thus, there are
methods that are based on RANSAC [25, 26], methods that are based on 3D Hough
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transform [27] and methods that are based on region growing [28–30]. Richtsfeld et
al. [26] introduced a method for detecting unknown 3D objects in complex scenes using
a single RGB-D image. Their work was based on fitting patches on the point cloud using
planes (RANSAC) and NURBS. A graph was constructed with the relationships of the
patches and performing graph cut the object hypotheses were segmented from the scene.
The energy relations between the patches were obtained by user annotated learning data.
Thus, even though this method is able to segment successfully different planar or more
complex objects in a cluttered scene, it requires learning data from the user in order to
merge the patches that belong to the same object. The learning data highly depend on
the scene and the nature of objects in the scene.
The methods that are based on region growing are segmenting the objects by the
exploitation of the image-like data structure. In [28], neighbouring points in the point
cloud are connected to a mesh-like structure. The segmentation of the point cloud is
achieved by merging connected patches that seem to be part of the same planar surface.
Cupec et al. [29] instead of working with planar surfaces, they tried to segment an image
obtained by Kinect into convex surfaces. In their work, a Delaunay triangulation on the
range image is performed and, according to the 2.5D triangular mesh obtained, a point
is added to a region depending on point’s maximum distance to all the triangles. This
method provides promising results for cases that one needs to segment many different
small convex objects on a single surface. However, in an indoor complex scene with many
different objects it suffers from over-segmentation. Holz and Behnke [30] proposed a
method for segmenting different surfaces in a RGB-D image. This is a similar method with
[28] but it computes all the local surface normals in advance and then is averaging them
in order to estimate the plane’s normal. Their approach was aimed to be fast in order to
be applicable in domestic robots but its performance is comparable with other state-of-
the-art methods. They were able to reconstruct not only planar surfaces but also different
geometric primitives such us spheres and cylinders. However, since this approach was
intended for surface segmentation, it does not segment an image into objects. Instead, it
segments an object into different surfaces.
Despite the research that has been already held in the field, the segmentation of a
point cloud to different objects is an open issue since there is no robust method that is
able to segment each object in a point cloud in a cluttered scene. Moreover, many of the
proposed methods are applied to dense point clouds that are obtained by laser scanners
and cannot be applied to Kinect data. Therefore, in this research we propose a novel
method for merging planar surfaces that tries to merge different patches that belong to
the same object.
Two very recent methods that need to be highlighted are the ones proposed in [3,31].
Both of them have a similar approach with the one followed in this study, concerning the
fact that they try to fit cuboids to separate objects in the scene using a single RGB-D
image. Xiao and Jiang [3] are first computing the surface normals of all the points in the
point-cloud. Then, by defining super-pixels according to color and surface normals, they
separate the image into different planar regions. For every two perpendicular neighbour-
ing regions, they compute a cuboid according to a RANSAC-based method. Finally, they
maintain only the cuboids that fulfil their criteria according their size, image coverage
and occlusion. They formulated the problem of defining the cuboids as a linear mixed
integer problem and solved the optimization by a brunch and bound technique. Even
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though this approach has the same final goal with the method proposed in this report,
which is to fit cuboids to objects in the scene, they do not perform a segmentation of the
objects in the beginning but they try to fit cuboids on the whole point-cloud. Moreover,
this approach is encouraging cuboids to be fitted for cases that there is a salient cuboid
in the scene but does not describe the whole scene using cuboids. In [31], they deal with
every single object in the scene separately. In other words, they try to fit a cuboid in
every object in the scene. Moreover, instead of only using a RANSAC-based method in
order to define a cuboid for every object, they investigated different constraints that have
to be applied to the cuboids, such as occlusion, stability and supporting relations. They
followed a 3D reasoning approach in order to adapt to the way that humans perceive
a 3D scene. The main limitation of their approach is that the objects in the scene are
already segmented manually. This is a very strong constraint since it makes the method
applicable only in pre-labeled images.
2.3 3D scene reconstruction
To our knowledge, even though there are various methods in the literature for 3D re-
construction of a scene using a single RGB image [32–34], there is only one method
for the 3D reconstruction of a scene using a single RGB-D image [35]. This ill-posed
problem is still an open issue and needs to be studied more exhaustively. In the case of
an RGB-D image there is significantly more information available than a in single color
image and it has to be treated specially. Moreover, it is a unique opportunity in order to
make a full 3D reconstruction with fewer assumptions since there is depth information.
Obviously, different assumptions still need to be made since the depth information is not
complete and there are many hidden areas. Neverova [35] proposed a method for 3D
scene reconstruction of an indoor scene under the Manhattan World assumption. The
goal is identical with the one in this report. In [35], they first extract the three vectors of
the Manhattan World using a vanishing point detection algorithm based on line-fitting.
This process is followed by an optimization step in order to orthogonalize the vectors
properly. Secondly, they perform a segmentation in the image that separates the scene
into different planar patches. According to the previous segmentation, similar patches
are grouped and the voxel-based occupancy grid is constructed. The final representation
is taking into consideration occlusion and hole-filling.
This approach even though in some cases provides promising results has two sig-
nificant limitations. The first one is that it only reconstructs objects that are parallel or
perpendicular to the three main orientations of the Manhattan World. This is because the
planar patches that are assigned to different areas in the image are computed according
to the projection of this area to the three orientations of the Manhattan World. Thus, all
the patches assigned have one of the three orientations of the world. The second main
limitation is that this method is composed by many different thresholding procedures
that have to been tuned specifically for each image. Thus, a general model that could be
applied to various real scenes was not achieved.
In order to overcome the two previous limitations, the proposed method in this study
was designed under a completely different approach. The main advantages of the new
method is that it can represent objects in any possible orientation and the fact that it can
be applied in various scenes with different objects and clutter.
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2.4 Geometric Calibration
An accurate calibration of the Kinect sensor is crucial for several computer vision applica-
tions. Thus, there has been a variety of methods proposed in the literature that introduce
different models for calibrating the Kinect sensor.
In [1], the proposed calibration is performed by using the RGBDemo toolbox [36],
which is very popular in the OpenKinect community. The calibration model followed in
this toolbox is a combination of the Kinect inverse disparity measurement model [37]
and the OpenCV camera calibration model [38]. It was one of the first attempts to cali-
brate the Kinect sensor and is still one of the most widely used. The same procedure was
followed in [39], where it was implemented for the ROS community. However, there was
a slight improvement regarding the existing shift between the IR and the depth image.
Herrera et al. [40] proposed a different calibration model in which the OpenCV calibra-
tion is replaced by the Bouguet’s calibration toolbox [41]. Moreover, they introduced a
spatially varying offset that decays for increasing disparity values and is applied directly
to the distorted disparity values. Another method that can be used for the Kinect cal-
ibration is by using the MIP toolbox [42], which was built for calibration of multiple
cameras but it also includes the option of calibrating Kinect cameras. The model used in
this toolbox is the one described in [43] and since it was designed for ToF cameras the
depth of the Kinect should be transformed from Cartesian to polar coordinates. Smisek
et al. [44] developed a method that combines attributes from previous approaches and
includes an extra learning procedure. More precisely, they used the camera models and
the calibration in [41], the relationship between the inverse disparity of Kinect and real
depth values in [37] and the correction for the shift between the depth and IR image
in [39]. Additionally, they added corrections that were trained on examples of calibra-
tion boards. Finally, they compared different calibration models using a 3D object that
was composed by five plane targets in different positions as a reference. The results of
this comparison state that even though there is a improvement concerning the method
in [36], this approach is not performing better than OpenNI [8]. This is the main prob-
lem of the different calibration procedures that are available in the literature. In the best
case they perform similar to the calibration that is provided by the factory (and read by
the firmware) but not better. On the other hand, an accurate calibration is essential for
many computer vision applications. Thus, a new calibration method which will be able
to compensate all the uniformities and distortions of the Kinect sensor is highly needed.
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3 Calibrating the Kinect
One of the objectives of this research was to built a database with RGB-D images of
indoor scenes for which the ground truth data would be available. The acquisition of
this database is described in detail in Chapter 6. In order the RGB-D images to be ob-
tained, one should decide the driver of the Kinect that will be used and, additionally,
the geometric calibration procedure that will be followed since the RGB and the depth
images have to be aligned. Until the time this report was being written, there was no
clear advantage of one calibration method against the others. Hence, the database was
built according to various drivers and calibration methods. Moreover, the final objective
of this study (the 3D reconstruction) provided an ideal opportunity for comparing the
used calibration methods according to ground truth 3D data.
The drivers that were used were the OpenNI [8] and the OpenKinect [10]. The reason
that these two drivers were selected is that the first one is using the calibration provided
by the factory while the second one provides raw data. Thus, according to the raw data
different calibration procedures can be followed. Moreover, both these drivers work in al-
most the same range of depth and thus they make the comparison feasible. The Microsoft
SDK [7] was not used as it returns depth values only up to 4 meters.
For the calibration, the RGBDemo toolbox [36] and the MIP processing toolbox [42]
were used. The first one is very popular in the computer vision community while the
second one has not be tested so far in the literature against the first one. These two
calibration procedures estimate the parameters of the model described in [38] and it is
outlined in Section 3.1.
The rest of this chapter is organized as follows. After the aforementioned description
of the model used for the calibration, the procedure that was followed in this research
is presented in Section 3.2. Finally, samples of the results achieved for the different cali-
brations are included in Section 3.3.
3.1 The Calibration Model
The model examined in this report is based on the simple pinhole camera model (Fig
7) and additionally includes the radial and the tangential distortions of the lenses. The
equations that define the relationship between a 3D point in the world space coordinates
(X,Y,Z) and a point on the image plane (u,v) in pixels are:
xy
z

 = R

XY
Z

+ t (3.1)
x ′ = x/z (3.2)
y ′ = y/z (3.3)
x ′′ = x ′(1+ k1r
2 + k2r
4 + k3r
6) + 2p1x
′y ′ + p2(r
2 + 2x ′2) (3.4)
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y ′′ = y ′(1+ k1r
2 + k2r
4 + k3r
6) + p1(r
2 + 2y ′2) + 2p2x
′y ′ (3.5)
where r2 = x ′2 + y ′2 (3.6)
u = fx ∗ x
′′ + cx (3.7)
v = fy ∗ y
′′ + cy (3.8)
The parameters in the above equations can be categorized in intrinsic and extrin-
sic parameters. The intrinsic parameters are different for each sensor and describe the
behaviour of each sensor. They do not depend on the scene view (as long as the focal
length is fixed). The extrinsic parameters depend on the scene view and describe either
the movement of the sensor according to the scene (in case we have a moving sensor) or
in the case of the Kinect they describe the relationship between the two sensors. A list of
these parameters is the following:
Intrinsic Parameters
• fx, fy - the focal lengths in pixels related units
• (cx, cy) - the principal point on the image plane (close to the center)
• k1, k2, k3 - the radial distortion coefficients
• p1, p2 - the tangential distortion coefficients
Extrinsic Parameters
• R - the rotation matrix between the two sensors
• t - the translation matrix between the two sensors
Figure 7: The pinhole model. [1]
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3.2 Calibration Procedure
For both calibration methods, a common calibration target (chessboard) of A4 size, as the
one shown in Fig. 8, was used. This is the provided calibration target in [36]. The calibra-
tion using a chessboard is based on locating the corners of the squares of the chessboard
in both sensors and use them as the reference points to estimate the parameters. The size
of the square and the number of squares, vertically and horizontally, in the chessboard
need to be provided in the calibration procedure. Thus, many different chessboards with
various sizes and number of squares can be used as the calibration target. The reason
that the one in Fig. 8 was selected in here is because its size is convenient for moving it
around the Kinect sensor. During the calibration procedure the following principles were
followed:
• The sensor is set to the mode of capturing the RGB image, the depth image and also
the IR image. It is not possible to acquire the depth and the IR image simultaneously
since they are captured by the same sensor (IR sensor). Thus, it is important that
the calibrating target and the sensor will be steady for the small delay between the
acquisition of these two images.
• For both calibration procedures, 40 images of the chessboard in different positions
and orientations were captured in order to average errors in the estimation of the
parameters. All the images that were captured in this step can be seen in Fig. 11
• The chessboard has to cover the whole area of the image and especially the corners
of the image. Moreover, the chessboard has to be as close as possible to the sensor
in order to cover large image area. This is required in order the estimation of the
intrinsic parameters and, especially, the distortion parameters to be more accurate.
• When the calibration target is very close to the sensor, the IR emitter is better to be
blocked. Nevertheless, there is no depth provided for distances lower than 0.4 meters.
The reason for this is to obtain IR images that will not have the sharp dots of the IR
pattern and, thus, the recognition of the corners of the chessboard would be easier.
The IR light to the scene can be provided through a halogen lamp or another lamp
that has sufficient emission in the infra-red spectrum. In the calibration performed in
this study, additional halogen lamps were used to illuminate the chessboard, for all
the images.
In the calibration performed in this research there was no depth calibration con-
sidered. This was because the depth calibration provided by the RGBDemo or the MIP
toolbox is not accurate enough. The problem behind this is that in order to obtain a good
depth calibration many images of the calibration target are needed in various positions
covering all the range of depth values. However, the more images included in the cal-
ibration procedure that are not very close to the sensor the worse is the estimation of
the intrinsic parameters of the sensors. Thus, this study was focused on the stereo cal-
ibration that they provide using the RGB image and the IR image. A sample of the 40
images obtained for each method can be seen in Fig. 9. It can be observed in Fig. 9b
that the dot pattern is still present in the IR image. This is because the IR sensor was not
blocked throughout the whole procedure. However, using the external halogen lamp the
amount of dots on the chessboard was sufficiently reduced in an extent that the accurate
recognition of the corners of the chessboard was not influenced.
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Figure 8: The calibration target.
(a) RGB image (b) IR image
Figure 9: One of the 40 images used in the calibration.
(a) RGB image (b) IR image
Figure 10: The extracted corners for the images in Fig. 9
3.3 Results
The software [36] calibrates the camera according to the corresponding corners of the
chessboard in the two images performing stereo calibration. The extracted corners that
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Figure 11: The different positions and orientations of the chessboard that were used for
the calibration.
were returned by the software and they were used for estimating the parameters can be
seen in Fig. 10.
The procedure followed in MIP toolbox [42] is identical. The only difference that
should be noted is that in MIP, due to the model that is used there, the radial distortion
parameters of 3rd degree (k3) are considered negligible and are set to zero. In the follow-
ing window the parameters estimated by RGBDemo for one of the four Kinect cameras
used in this study are presented. Note that the values are rounded for clarity but in the
computations more decimals were used.
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rgb_intrinsics : !!opencv−matrix
rows : 3
cols : 3
dt : d
data : [ 530.7 , 0 , 316 ,
0 , 527.8 , 257 ,
0 , 0 , 1 ]
rgb_distortion : !!opencv−matrix
rows : 1
cols : 5
dt : d
data : [ 0.214 , −0.604 , 0.001 , −0.003 , 0.549 ]
depth_intrinsics : !!opencv−matrix
rows : 3
cols : 3
dt : d
data : [ 592 , 0 , 322.3 ,
0 , 587.6 , 247.9 ,
0 , 0 , 1 ]
depth_distortion : !!opencv−matrix
rows : 1
cols : 5
dt : d
data : [ −0.089 , 0.394 , 0.001 , 0.002 , −0.477 ]
R : !!opencv−matrix
rows : 3
cols : 3
dt : d
data : [ 0.998 , 0.008 ,−0.2 ,
−0.07 , 0.999 , −0.00 ,
0.02 , 0.002 , 0.9.998 ]
T : !!opencv−matrix
rows : 3
cols : 1
dt : d
data : [ 0.026 , −0.001 , 0.001 ]
rgb_size : !!opencv−matrix
rows : 1
cols : 2
dt : i
data : [ 640 , 480 ]
raw_rgb_size : !!opencv−matrix
rows : 1
cols : 2
dt : i
data : [ 640 , 480 ]
depth_size : !!opencv−matrix
rows : 1
cols : 2
dt : i
data : [ 640 , 480 ]
raw_depth_size : !!opencv−matrix
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rows : 1
cols : 2
dt : i
data : [ 640 , 480 ]
depth_base_and_offset : !!opencv−matrix
rows : 1
cols : 2
dt : f
data : [ 0.085 , 1088.03 ]
In Fig. 12 the calibration offered by the factory is compared with the calibrations
computed by the RGBDemo and MIP toolbox. Note, that the red pixels correspond to the
depth pixels that are projected on the RGB image. They are marked with read only for
the purpose of this visualization. A good calibration should provide the same boundaries
for the objects in a way that their edges would be identical. As can be seen, there are
noticeable differences between the different calibrations especially in the borders of the
images. Note that in Fig. 12a there are not depth values below 0.8 meters since it is
provided by the OpenNI driver.
In order to provide a more objective comparison than the visual for the different cali-
bration methods, a comparison between the 3D reconstruction they provide and ground
truth data is available in Chapter 7. In [44], a comparison of different calibration meth-
ods using a 3D object composed by five flat targets is used. However, in this study instead
of selecting a 3D target in different distances, a more complex set-up is considered in or-
der to perform a comparison in a real case scenario.
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(a) OpenNI calibration
(b) RGBDemo calibration
(c) MIP calibration
Figure 12: Different calibration results for the same image.
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4 Proposed Method
In order the ill-posed problem of 3D reconstructing an indoor scene using a single RGB-D
image to be addressed, a new method that will try to exploit all the information that is
present in a RGB-D image is needed. The basic schematic of the proposed method in this
report can be seen in Fig. 13. It can be separated in three different components. The first
stage is to define the scene. This implies to extract the floor, all the walls of the room and
their intersections. The second stage is to segment all the objects in the scene and fit a
cuboid to each one separately. Finally, in stage 3 the results of the two previous stages
are combined in order to visualize the 3D model of the room. Important different steps
of the proposed method are presented in Fig. 14 through the example of Fig. 6.
Figure 13: The schematic of the proposed method.
Figure 14: Step-by-step the proposed method for the image in Fig. 6.
In this chapter, the procedure followed in Stage I is described in Section 4.1. The
subcomponents of Stage II are demonstrated in Section 4.2 and an example of the Stage
III is included in Section 4.3.
4.1 Define the Scene
4.1.1 The Manhattan World
The layout of the scene that is extracted in the first stage is based on the Manhattan World
assumption [12]. According to this assumption there are three mutually orthonormal vec-
tors that define the space. All the surfaces that belong to the space are perpendicular or
parallel to these vectors. This representation was selected and, moreover, it is frequently
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used in computer vision applications since it usually holds in man-made environments.
For instance, in a common living room or a bedroom the walls, normally, are parallel or
perpendicular to each other and to the floor. In Fig. 15, there is a demonstration of a
simple scene that can be represented under the Manhattan world assumption.
Figure 15: A basic indoor scene in Manhattan World.
4.1.2 Extracting the layout of the scene
The majority of the methods that are proposed in the literature for extracting the layout
of an indoor scene can be separated in the two following approaches. Some of them
[13–16] are only trying to extract the three principal vectors of the Manhattan World
that best describe the scene through vanishing points detection. Others [17–19], have an
additional step of defining a 3D bounding box that includes all the walls present in the
scene. However, in order an indoor scene to be fully represented in three dimensions,
none of the aforementioned methods is sufficient. What is useful, is to be able to extract
all the walls and their intersections that are present in the room. This is not a trivial task
concerning the fact that there are intersections and parts of the walls that are not present
in the image due to the point of view and occlusion.
In this research, in order to address the problem discussed in the previous paragraph,
the method used was based on [21] since the aim is identical. In [21], Taylor and Cowley
introduced a very interesting method that is able to parse the Manhattan structure of an
indoor scene using a single RGB-D image. Moreover, it is an efficient method that is able
to parse a complex scene in less than 6 seconds. The code is available online. However,
modifications and improvements of their work were needed in order their method to
be successfully applied in the problem studied in this research. All the improvements
and modifications that were made will be stated in the following steps that describe this
method.
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Segmenting the image into small regions
The first step of the work in [21] is to perform an edge detection on the RGB image using
the Canny-edge detector [45]. The edge-detection is applied to the intensity image that
is computed by the RGB image. In this research, it was tested whether it would be better
to apply it to the whole RGB image in order to take advantage of the chromatic infor-
mation, as well. However, there was no improvement in the result since the chromatic
information of the Kinect RGB sensor is relatively poor and thus it is better to work with
the intensity image. Additionally, this step is not very critical for the performance of the
method. Once the edges of the image have been detected, they are used as the input
points to a 2D Delaunay triangulation [46]. This process results in splitting the image
in many small regions. In [21], in order to merge the areas that are part of the same
uniform region in the initial RGB image they used an agglomerative merging procedure
that repeatedly merges the two adjacent regions with the lowest normalized boundary
cost. As the merging cost it was used the CIELAB [47] color-difference between the mean
colors of two regions. The threshold of the color difference under which no merging was
done was set to 0.4. What is not correct in this procedure is that the information of the
light source under which the indoor scene was captured is unknown. On the other hand,
in CIELAB the light source needs to be known in order the L*a*b* values of a color to be
meaningful. In [21], even though in the paper is mentioned that they use the HSV [48]
and not the CIELAB space, in their implementation they use the CIELAB color space.
More precisely, the implementation of this part was done in MATLAB using the makec-
form [49] function and no information about the light source was provided. Hence, the
function uses by default the "icc" light source which is 16-bit fractional approximation
of the D50 illuminant. However, it should be noted that the merging procedure in [21]
was efficiently implemented using a heap data structure and the entire segmentation can
be held in 0.1 seconds. In this study, it was tested whether a merging procedure in a
different color space could be performed. The HSV space was tested as the most suit-
able for this case since no light source information is needed. However, the results were
comparable with the CIELAB space and no improvement could be clearly seen. As it was
mentioned before, the chromaticity of the Kinect sensor is poor and thus it cannot be
exploited properly. Furthermore, the step of merging similar regions in terms of color
does not have a significant influence on the final results since the regions are split and
merged again later. The final result of the procedure that has been described so far for
the RGB-D image of Fig. 6 can be seen in Fig. 16.
Fitting planes with RANSAC to each region
The purpose of the pre-processing steps above is to segment the image in small uniform
areas while still maintaining the edges of objects. This segmentation speeds up the pro-
cedure of fitting planes using RANSAC [50] to the point cloud of each segmented region.
As point cloud is defined the set of all the pixels in the RGB-D image in three-dimensional
coordinates. Using the same model that it was used in Chapter 3 for the geometric cal-
ibration, instead of projecting a 3D point of the 3D real world on the image plane, the
equations can be reversed and each pixel of the image plane can be projected back to
the 3D world. In this research, the image plane of the RGB image was selected as the
reference and the corresponding depth values were projected on this image plane. Note,
that in the case of Kinect the depth values are measured in Cartesian coordinates and,
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Figure 16: The result after merging the regions according to their mean color.
thus, they do not need to be transformed. This was demonstrated in Fig. 3. Hence, they
are used directly as the Z coordinate of the XYZ coordinates of the real 3D world. In Fig.
17 the point cloud of the scene in Fig. 6 can be observed.
Figure 17: The point cloud of the of the Fig. 6 in the 3D real world.
In the point cloud that is produced, it is easy to observe why the 3D reconstruction
using a single RGB-D image is an ill-posed problem. The holes behind objects in the point
cloud demonstrate the information that is missing and it cannot be reproduced. There-
fore, assumptions about the shape of the objects have to be made. Moreover, at this point,
it should be mentioned the improvement that was achieved in this research concerning
the fact that the calibration parameters have to be defined in order to transform the pix-
els of the image plane back to the 3D world. Especially, the distortion coefficients are
important for objects that are captured at the borders of the image. In [21], since the
calibration parameters of the camera were not computed, they considered that there is
no distortion present and that the central point of the image plane is the middle point.
Additionally, the focal length was set to 525 as it is computed in [39] and it is used in
various computer vision applications. However, for the purposes of this study, it was es-
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sential to include the full geometric calibration model in order the different calibration
methods to be tested later.
Now, in order to return to the next step of defining the layout of the indoor scene, one
can observe that following the procedure that it was described above for the point-cloud,
it is easy to compute the corresponding point cloud of each segmented region in the RGB
image. Then, a 3D plane is fitted using RANSAC to the extracted point-cloud. A plane in
the 3D world space can be given by the following equation:
nxX+ nyY + nzZ = c (4.1)
where [nx, ny, nz] is a surface normal of the plane and c is a scalar.
The RANSAC [50] method is an iterative method which is widely used in order to
estimate the parameters of a mathematical model that best describes a dataset which
contains outliers. The main advantage of RANSAC is that is insensitive to the presence of
outliers in the dataset. The disadvantage of the method is that is non-deterministic and
provides a reasonable estimation with a certain probability. However, as the amount of
iterations increases, the probability also increases.
An example of fitting a 3D plane to a point cloud is following in order to provide the
reader an idea about the problems and the variations that will be described later. The
mathematical model in this RANSAC method is the plane equation in Eq. 4.1. First, it
selects randomly 3 points of the point cloud and calculates the plane defined by these
points. The inliers of this plane are calculated according to their Euclidean distance from
the plane. Points with a distance lower than a threshold will be the inliers of the plane.
The previous step is repeated for the number of iterations that has to be specified. The
plane that provides the highest number of inliers and the inliers of this plane will be
the output of the RANSAC method. As a final step, it is better to re-calculate the plane
according to the inliers using a least-square method instead of maintaining the plane that
was produced by 3 random points. The final result is more accurate if all the inliers are
considered.
The problem with the depth data provided by the Kinect sensor is that the depth
resolution is not the same for the whole range of depth, as it can be seen in Fig. 5. Thus,
in order to define a threshold for the maximum distance between a point and a plane,
for which the point will be considered as an inlier, the resolution of the depth has to
be taken into consideration. For example, if the threshold is fixed globally at 10 mm,
then points that belong to a plane and are at a 2 meters distance from the sensor will be
considered as inliers while points that belong to the same plane but are 8 meters away
from the sensor will be considered as outliers. In [21], in order to address this problem
they proposed that instead of fitting the plane to the 3D real world, to fit the plane using
the disparity of Kinect instead of the depth values. This has to do with the fact that since
Kinect is a disparity measuring device it measures first the disparity which is the inverse
of the depth (1/Z) and using this value it computes the depth value. Thus, they divided
by the depth the Eq. 4.1 in order to obtain:
nx
X
Z
+ ny
Y
Z
+ nz = c
1
Z
(4.2)
where
X
Z
= u,
Y
Z
= v and
1
Z
= w and [u, v] are the normalized image coordinates.
The logic behind this is based on the fact that the raw integer data provided by Kinect
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are disparity measurements. The linearization of these disparity values in order to repre-
sent depth values in mm is performed using a equation that usually has the below form:
depth[mm] =
1
a+ b ∗ raw_bits
(4.3)
where a and b are scalars. Note that Eq. 4.3 is similar to the Eq. 1.1 that is used in this
study but the second one provides a better linearization of the raw disparity values.
The above transformation though is not the main reason for the depth dependence
in the depth resolution. The main reason is the way that the raw disparity integers are
assigned to different areas of depth as can be seen in Fig. 4. Hence, in [21] the above
formulation does not solve the aforementioned problem since if the depth values are
simply inverted the depth resolution dependence is still present in the model and the
results are very similar to the ones obtained using the Eq. 4.1. An actual solution that
would deal with the uncertainty in the depth values would be to define a threshold that
would change according to Z. The threshold should be formulated as the depth resolution
in Fig. 5.
In this research, the varying threshold was computed through fitting a second degree
polynomial to the depth resolution values that are marked with red in Fig. 18. The depth
values and the threshold values in the figure are given in mm. The computed polynomial
was:
thresh(d) = 3.3 ∗ 10−6x2 − 2 ∗ 10−3x+ 0.7143 (4.4)
Figure 18: The computed varying threshold.
The procedure at this step for fitting a plane with RANSAC is identical with the afore-
mentioned example of RANSAC. The threshold for the distance between an inlier and
the plane was calculated by the polynomial in Eq. 4.4. However, the minimum value of
threshold was set to 10 mm since if it is too low it can confuse the RANSAC method and
not find enough inliers. The number of maximum trials for the RANSAC was set to 40.
Additionally, as a final criterion whether a plane defines well the region, it was tested if
the final number of inliers is above 90 per cent of the total points in that region. More-
over, in case a plane had more than 10 percent of outliers a second plane was fitted to
them recursively. Finally, in order a plane to be assigned to a region, the points of the
region and the inliers of the computed plane should be more than a minimum value that
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was set to 20. For smaller regions the result is not reliable. The final result of fitting a
plane to each one of the segmented regions in Fig. 16 can be seen in Fig. 19. For the
purpose of the visualization, a random color was assigned to each plane.
Figure 19: The result after fitting a plane to each segmented region in Fig. 16.
Merging different planar regions
The grouping of different regions that was done before applying RANSAC is important
since it provides almost planar regions and only a few iterations in RANSAC are needed
in order to find the plane that describes satisfactory the region. This was the reason that
the RANSAC iterations were set to the low value of 40. In order to extract big planar
segments that would potentially be walls or floor, which is the main goal of the cur-
rent procedure, different planar regions with similar surface normals have to be merged.
In [21], a greedy approach was followed in order to merge regions with similar surface
normals. Moreover, in order to avoid parallel planes that have a similar normal to be
merged, it was tested whether the inliers of the merged plane were 90 per cent of the to-
tal points. The similarity of the surface normals was computed by taking the dot product
of their unit surface normals. The equation for the dot product of two surface normals a
and b is given in Eq. 4.5.
a · b =| a || b | cos(θ) (4.5)
where | a | and | b | are the magnitudes of the vectors and θ is the angle between them.
As can be seen by the above equation the dot product is dependent on the magnitude
of each surface normal. Thus, one should compute the dot product between the unit
surface normals 4.7. Since two parallel normals have a zero angle, the threshold for the
merging procedure was set to cos(25o).
The greedy merging procedure in [21] that simply checks iteratively every region with
respect to the rest is considerably efficient and it was not improved further. The result
after merging the similar planes in Fig. 19 is presented in Fig. 20.
Define the floor and the walls
The first step after extracting all the big planar surfaces in the RGB-D image is to define
which one is the floor. This is done under the assumption, which usually holds, that the
vertical direction of the image is roughly related to the gravity vector. In the implemen-
tation in [21] in order to define the floor in the scene the criterion was which one is
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Figure 20: The result after fitting a plane to each segmented region in Fig. 19.
the biggest plane that has a pitch limit to the vertical lower than 20 degrees and a roll
limit to the vertical lower than 10 degrees. This criterion does not provide the correct
floor plane in many cases such as when the sensor has higher pitch values. In this study,
the floor was defined as the plane that its surface normal forms an angle lower than 20
degrees with the vertical and has the minimum height. Moreover, for terms of robustness
it was required that is relatively big, so a threshold of 20000 points was required for the
floor plane.
Once the floor is defined the next step is to define which big planar segments in the
image are potentially walls. The criterion is to search for big planes that are approxi-
mately perpendicular to the floor. As perpendicular were considered the planes with a
surface normal that was forming an angle between 80 and 90 degrees with the surface
normal of the floor. The threshold for the minimum points of a plane required to define a
wall was set to 1000 points. Each wall in the image defines a possible Manhattan World
for the scene. The three orthonormal vectors of this world are the surface normal of the
floor y^, the surface normal of the wall x^ and their cross product z^. This can be formulated
as a rotation matrix Rcw = [x^ y^ z^] which rotates the data provided by the Kinect sensor
from the camera coordinates to the Manhattan World coordinates. As it was proposed
in [21], the wall that provides the best rectilinear structure for the scene is selected by
calculating how many of the other planar surfaces in the scene are aligned with one of
the principal axes of this world. The threshold according to which a planar surface was
considered as aligned with one of the cardinal axes of the world was 30 degrees angle
between their surface normals. This threshold might seem quite loose but for some cases
it is required in order to assure that there will be a Manhattan World selected according
to a wall. In Fig. 21, the planar surfaces that are aligned with one of the principal axes of
the selected Manhattan World are presented. The planar surfaces that are aligned with
the floor are marked with blue, the ones that are aligned with the wall are marked with
green and the ones that are aligned with the remaining axis are marked with red.
After the Manhattan World is defined, the next step is to select which planar surfaces
are walls and wall segments in the scene. As it is discussed in [21], the difference between
a wall and a wall segment is that the first one is an infinite plane while the second one
has specific boundaries. Thus, a wall might be composed by different wall segments. For
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Figure 21: The planar surfaces that are aligned with one of the principal axes of the
selected Manhattan World.
instance, in the case of a room where there is a part of a wall followed by a door from
floor to ceiling and then the wall continues. This is the same wall but is composed by two
wall segments. As walls are defined the planar regions that are aligned with one of the
principal axes of the Manhattan World, are relatively big, have many points at the top
of the image indicating clipping and their highest point is relatively high with respect to
the floor.
Solve the parsing problem
The last step of the procedure which is to extract the wall layout of the scene will not be
described in detail since the one proposed by Taylor and Cowley [21] was not modified
in this study. In their work, they divide the image in intervals according to the structure
introduced by Lee et al. [22]. Then in each interval a wall segment is assigned solving
efficiently this labelling problem using dynamic programming. The final result of the
extracted layout of the scene can be seen in Fig. 22. Additionally, it is visualized in 3D in
Fig. 23.
Figure 22: The extracted layout of the scene in Fig. 6.
29
3D Reconstruction Using Depth Sensors
Figure 23: The extracted layout of the scene in Fig. 6 in 3D.
4.2 Fitting a bounding box to every object
The process of fitting a bounding box to each one of the objects in the scene can be sep-
arated in two distinct parts. The first part is to segment each object in the scene and the
second one is to fit a bounding box to it. In this research, new methods were developed
for the two aforementioned parts and are described in the following Subsections 4.2.1
and 4.2.2.
4.2.1 Segment the objects in the scene
After extracting the wall layout of the scene as it was explained in Section 4.1, it is
already known which one of the planar regions in the image correspond to a wall or
the floor in the scene. Thus, by excluding these planar regions from the image, the only
planar regions that are left are corresponding to objects. The result of excluding the walls
and the floor from the image in Fig. 20 can be seen in Fig. 24.
Figure 24: Excluding the walls and floor from Fig. 20.
The problem now is that there are different planar segments that belong to the same
object. Thus, a new method is required in order to merge the different planar regions that
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belong to a single object. It should be noted that in the planar regions that are left from
the previous procedure, planar surfaces that belong to the same plane will be under the
same label. This is because in the previous section we were looking for walls. Thus, a wall
could be composed by two different segments that would be labelled together. Now, this
is a problem since, in order to define objects, the different planar surfaces that compose
an object should be connected. In order to address this problem, a pre-processing step is
added, in which all the labels that do not define a single connected area in the image are
split in discrete connected areas and are relabelled.
The merging method, which is introduced in this research, is based on the fact that
when there are two neighbouring planar surfaces that belong to the same object they
have similar depth values in their common edge due to continuity. On the other hand,
when they belong to different objects the difference is significantly higher. Hence, in
order to merge two different planar surfaces, the first step is to calculate their common
edge. This is achieved by calculating the edges of each planar surface using a Canny edge
detector and then define the pixels that are present in both edges. In order to assure that
there will be a common edge between two neighbouring planar surfaces, the labels in
the Fig. 24 are slightly eroded and dilated using a small disk as the structural element
for this morphological operation. The first erosion is applied so that tiny regions in the
image will not be dilated significantly and add noise in the image. The result is shown in
Fig. 25.
Figure 25: The labels of the planar surfaces in Fig. 24 dilated.
After defining the common edge between two planar surfaces, there are three criteria
according to which they will be merged:
• the similarity in depth values
• the angle between their surface normals
• the size of each surface
For the first criterion, in order to evaluate the similarity in the depth values, an area of
each surface close to the common edge is selected and the mean depth value of this area
is computed. The area of each surface close to the common edge is selected by dilating
the common edge and obtaining the section with the planar surface. A visualization of
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this is given in Fig. 26.
Figure 26: The common edge between two surfaces and their corresponding areas.
Since this study is focused on cuboids, the second criterion is necessary in order to
promote cuboids to be merged. Thus, the planar surfaces that should be merged need to
be either parallel or perpendicular to each other. For example, in the case there is a box
connected to another box, if only the depth similarity is taken into consideration, the two
boxes will be merged together. This is because the depth will be similar in the common
edge of all surface. On the other hand, by only allowing perpendicular or parallel planar
surfaces to be merged each box will be segmented separately as will be seen in more
complex results later.
The final criterion about the size of the planar surfaces is required in order to help
objects that do not have big planar surfaces to be merged together. For instance, in case
there is a spherical object, it will be composed by many small planar patches that all of
them have to been merged together. Hence, planar surfaces that have a number of points
lower than a threshold are always merged despite their surface normal orientation. This
is demonstrated in Fig. 27.
As can be seen in Fig. 27 small planar regions that are parts of convex objects need
to be merged. Note, the merging result for the case of the trash bin or the case of the
back of the chair. Moreover, merging very small regions helps eliminating the noise they
introduce in the image since they are merged with the big objects to which the belong.
The description of this merging method is ended by the result of this procedure in
the image that is used as the demonstration example in this report. Thus, in Fig. 28 is
presented the result of the merging method applied to Fig. 26.
4.2.2 Fitting a box to each object
The aim of this method is to represent each object that was segmented in the previous
step by a cuboid. The reason for this selection of representation is that, first of all, it
guarantees a precise model for many cuboids that exist in real scenes. Many salient
man-made objects are cuboids. For instance, a bookshelf, a bed, a drawer are common
shapes in a room. Secondly, since there are many different objects in the scene that
have complex shapes, a cuboid can provide a naive representation of their volume and
their position in the scene. The problem discussed here has been studied for many years.
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(a) Input image (b) Before merging
(c) After merging
Figure 27: An example of merging objects that are not cuboids.
Figure 28: The result after merging the planar patches in Fig. 28.
Freeman [51] introduced an algorithm for finding the minimum-area enclosing rectangle
of a convex polygon in linear time. Following a similar approach in three dimensions
O’Rourke [52] proposed a cubic-time algorithm to find the minimum-volume enclosing
box of a 3D point set. Even though his method is able to find the exact solution of the
minimum volume oriented box, its high complexity is an important obstacle for computer
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vision applications. Thus, many different approaches [53–55] have been proposed in the
literature that try to find an approximation of the bounding box in order to reduce the
complexity.
However, the bounding box problem in the aforementioned research is significantly
different from the one studied here due to the input data. The reason for this is the nature
of the Kinect/range sensors and the depth data they provide. This noticeable difference
is demonstrated in Fig. 29 and it is also discussed in [31].
Figure 29: The bounding box problem working with depth sensors.
The Kinect sensor and in general the range sensors provide data about the surfaces of
the objects. On the other hand, the proposals in the literature about finding the minimum
volume bounding box are based on 3D data that are spread in the whole volume of the
object. Thus, the aim in this study is not to find the bounding box with the minimum
volume but the one that has the highest number of points on its faces.
Therefore, a new RANSAC-based method for fitting cuboids to range data is proposed.
The fundamental concept of this idea is that once the object is segmented in the image,
a 3D plane can be fitted to its corresponding point cloud. This plane will be representing
the biggest planar surface of the object. Then, neglecting the inliers of the first plane a
second plane can be fitted to the remaining point cloud, which will correspond to the
second biggest planar surface of the object. The third orientation of the cuboid can be
calculated as the cross-product of the two previous orientations.
The procedure of fitting a plane to the point cloud is described below. The equation
describing a plane that was used is the following.
αX+ βY + γZ = δ (4.6)
As can be easily observed, the above equation is identical with 4.1. A surface normal
of this plane is n = [α β γ]. However, it is not unique since if Eq. 4.6 is multiplied by
a scalar the new surface normal will have the same orientation but different magnitude.
Thus, it is better to normalize the surface normal in order to obtain the one which is a
unit vector. This is easily done by:
n^ =
n
| n |
(4.7)
where n^ is the unit vector and | n | is the magnitude of the surface normal. The unit
surface normal is important especially when two surface normals are compared since the
magnitude influences the result.
As it has been already discussed in Section 4.1, the RANSAC method selects random
points from the dataset, calculates the model defined by this random subset and evaluates
how many points of the whole dataset or inliers of the computed model. This procedure
is repeated for a specified number of iterations and the model with the most inliers is
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returned. In order to define a plane only 3 points are enough. The plane defined by 3
points p1, p2, p3 is given by the equation:
n = (p2 − p1)× (p3 − p1) (4.8)
where n is the surface normal that defines the plane.
However, it was found through experimentation that it is more robust if instead of se-
lecting only 3 points, 5 points are selected. This is because, by selecting more points, the
plane is better defined and the errors in each point are averaged. On the other hand, by
selecting more points, the probability of selecting an outlier in the subset that defines the
model is increasing. Hence, it might be impossible in the number of iterations specified,
a sufficient plane to be returned. Thus, in this research the number of points was set to
5 but this parameter can be tuned according to the needs of each application. A plane
using 5 points [p1, p2, p3, p4, p5] ∈ R
3 is defined by performing a least-square fit to the
points according to Eq. 4.6. For this purpose, the following constraint matrix A ∈ R5×4
is built.
A =


p1 1
p2 1
p3 1
p4 1
p5 1

 (4.9)
Calculating the eigenvalues and the corresponding eigenvectors using eigenvalue de-
composition of the auto-correlation matrix Σ = [ATA], the eigenvector of the highest
eigenvalue provides the parameters [α,β, γ, δ] of the Eq. 4.6.
Moreover, when selecting a random subset from the point cloud it has to be assured
that this subset is able to define the model. In the case of the 3D plane, a random subset
that would not be sufficient to describe the model is the one with co-linear points. It
is quite trivial to check whether 3 points are co-linear by calculating the cross product
(p2 − p1) × (p3 − p1). In case it is zero, the three points are co-linear. However, in the
range data of the Kinect sensor there is noise present which makes the probability of
selecting 3 co-linear points considerably low.
Once a plane has been estimated according to a subset, it has to be checked how
many are the inliers of this plane from the whole set. This is computed by calculating
the distance of each point in the point-cloud to the estimated plane. The equation that
provides the perpendicular distance d between a point p ∈ R3 and a plane which is
defined by a unit surface normal n^ and a point x ∈ R3 is the following:
d =| (p− x) · n^ | (4.10)
which is the absolute value of the dot product between the vector that merges the two
points and the surface normal of the plane. The threshold for the maximum distance
according to which a point is consider as an inlier was calculated according to Fig. 18.
The minimum value though for this varying threshold was set to 20 mm in order to
provide robust results for objects that are close to the sensor.
The calculation of the above distance between a point and a plane was implemented
using loop-free programming, which is very efficient, since there might be more than
10.000 points that have to be checked. In general in this study, whenever it was required
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to iterate over an amount of points in the point cloud, the implementation was done
using matrix multiplications instead of iterative loops for each point, in order to achieve
the optimal performance.
The final output of the RANSAC method is the estimated plane and the inliers of this
plane. This plane is calculated by performing least square fit to all of its inliers. Removing
those inliers from the point cloud, the second plane is computed. The visualization of
fitting two planes to the corresponding point cloud of an object can be seen in Fig. 30.
The points of the point cloud are marked with red. The first plane is marked with green
and the second one with blue.
Figure 30: Fitting two planes to the point cloud of an object.
Once the 3 orthonormal planes of the cuboid have been defined by the above proce-
dure, the boundaries of these infinite planes have to be calculated. For this purpose, it is
better to rotate the inliers of the fitted planes from the camera world coordinates to the
3D space specified by the cuboid. This 3× 3 rotation matrix is composed by the three or-
thonormal surface normals of the cuboid. It is equivalent to defining a Manhattan World
space for each cuboid. The reason for this rotation is not only that it makes easier the
definition of the vertices of the cuboids but mostly because this is the suitable space for
defining rectangular patches since now the points of the point cloud are aligned with one
of the principal axes. The result of this rotation is shown in Fig. 31. Now, the inliers of
the first plane are marked with green and the inliers of the second plane are marked with
blue. The blue dots correspond to the computed vertices of the cuboid. Computing the
vertices is a trivial task since the first two vertices can be obtained by calculating the in-
tersection of the two fitted planes and the rest according to the mimimum and maximum
values of the inliers of each plane. Including the maximum and the minimum inliers is
important because for cases that due to occlusion a part of the object is missing, even a
single point is able to give as the correct dimensions of the object. This can be observed
in Fig. 31 in the green region, where there are points of the object missing but this does
not influence the fitting of the cuboid.
As soon as the 8 vertices of the cuboid have been calculated, they can be rotated
back to the camera world coordinates and the faces of the cuboid can be represented by
corresponding patches. The final computed cuboid can be seen in Fig. 32. The original
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Figure 31: The point cloud of an object rotated to the 3D space defined by the cuboid.
points of the point cloud are marked with red. As one can observe, the fitted cuboid is
well estimated.
Figure 32: The final fitted cuboid in the camera world coordinates.
Refinement of the method
The aforementioned procedure has one strong limitation. It performs well only for objects
that are cuboids. For other shapes of objects it does not guarantee that the second plane
can be successfully estimated and, moreover, that will correspond to an orientation that
describes sufficiently the object. For instance, in case the object is almost planar, the
majority of the points will be considered inliers of the first plane. Hence, there will be
not enough points left in the point cloud in order the second plane to be defined well.
In order to overcome this obstacle, the previous method was improved so that it can
provide a meaningful representation for different types of objects.
This new approach is based on the fact that in case an object is not a cuboid, an
oriented bounding box that describes well its volume should be provided. Defining the
three orthonormal orientations that best describe the object without searching exhaus-
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tively all the possible combinations is not an easy task. However, the proposed method
takes advantage of the nature of the point cloud and is able to find a good representation
of the object even faster than the previous approach of two planes.
The first step of the new approach is the same as before. A plane is fitted to the
point cloud. The orientation of this plane provides the first axis of the cuboid and this
orientation describes well the object since it maximizes the amount of inliers. Now, it
is known that the second plane is perpendicular to the first one but there is an infinite
number of planes that are perpendicular to a specific plane. In some cases, it is not
possible to fit a second plane to the remaining points in the point cloud. However, since
it is known that the plane is perpendicular to the first one, only its orientation is needed.
For this purpose, all the remaining points of the point cloud are projected on the first
plane and a line using RANSAC is fitted to the projected points. The orientation of this
line will provide the orientation of the second plane. This is visualized in Fig. 33. The
inliers of the first plane are marked with green. The remaining points of the point cloud
are marked with red and their projection on the first plane is marked with blue. As can be
seen in this figure, in the case the object has the shape of the cuboid, the method is still
able to define well the second plane. The third plane is still defined by the cross product
of the first two perpendicular planes.
Figure 33: The improved approach of defining a cuboid by projecting the remaining
points on the first plane.
In the proposed method, for fitting a line based on RANSAC, two different points are
selected randomly from the dataset. The orientation of the line that has the endpoints p1
and p2 can be defined by the vector n = p2 − p1. The distance d from a point p3 to the
line can be given by the equation:
d =|| (p1 − p3) − ((p1 − p3) · n)n || (4.11)
The vector (p1 − p3) is the vector from the point p3 to the first point of the line
and (p1 − p3) · n) is its projected length on the line. Then, vector ((p1 − p3) · n)n is
the projection of (p1 − p3) on the line and the final (p1 − p3) − ((p1 − p3) · n)n is the
component of (p1 − p3) perpendicular to the line. Again, this implementation was done
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using loop-free programming in order to reduce the time complexity.
The performance of the proposed method for fitting cuboids to real objects can be
seen in Fig. 34, where one cuboid has been fitted for each one of the segmented objects
in Fig. 28. The vertices and edges of each cuboid have been projected on the image plane
in order to demonstrate how well they describe the real objects in the image.
Figure 34: The result of fitting cuboids to each segmented object in Fig. 28.
As it is shown is Fig. 34, the proposed version is able to provide a corresponding
cuboid not only for objects that have the shape of a cuboid but also even for the parts of
the chair that are almost planar and slightly curved regions.
4.2.2.1 Evaluation of the estimated cuboid
It should be noted that since RANSAC is a non-deterministic method and there can be
variations according to each time is performed there was a final criterion introduced
in the previous method in order to decide about the estimated cuboid. In cases where
a salient cuboid has been segmented the variations are negligible but in cases of more
complex objects the variations can be significant. Therefore, in the proposed implemen-
tation the cuboid fitting step is repeated for number of times for each object and the
selected cuboid is selected according to the following criterion. There are many different
ways to evaluate how well a cuboid represents the corresponding cloud. One of them
would be to select the cuboid with the minimum volume. However, as it was explained
and it can be seen in Fig. 29 this is not the best criterion for the point clouds provided
by range sensors. In the case studied in this report, the desired cuboid should have the
highest number of points close to the surface. Therefore, in an ideal cuboid its two faces
according to which the cuboid was defined should be covered completed by points in the
point cloud. A visualization of this can be done according to the Fig. 31. If the inliers of
each plane are projected to their corresponding face of the cuboid, ideally, they should
cover the whole face. Because of occlusion, though, this is not always the case even for
well defined cuboids. However, it can provide a criterion, as it was also discussed in [3].
The inliers of the first plane are projected on the first plane and their convex hull is
computed. The same procedure is followed for the inliers of the second plane. The area
specified by the convex hull is the coverage area of the inliers on the face of the cuboid:
ratio =
areac1 + areac2
areaf1 + areaf2
(4.12)
39
3D Reconstruction Using Depth Sensors
where areac1 and areac2 are the areas defined by the convex hull of the projected inliers
for the first and second plane, accordingly. Similarly, areaf1 and areaf2 are the areas of
the corresponding faces of the cuboid. For an ideal cuboid this ratio is 1. Cuboids with
ratio lower than 0.6 are not kept in the final reconstruction. In this study, the RANSAC
fitting method was performed 10 times and the cuboid with the highest ratio was the
final selection for the object.
4.3 Visualize the 3D scene
Once the scene layout has been reconstructed and a cuboid has been fitted to each seg-
mented object in the scene, the final visualization of the total 3D reconstruction can be
easily obtained. Since the room layout is defined in the Manhattan World according to
the rotation matrix that was estimated in Section 4.1, the cuboids have also to be rotated
to this world coordinates in order to be visualized together with the room. The multipli-
cation of the vertices of each cuboid in the camera world coordinates with the inverse of
the rotation matrix of the Manhattan World provides the coordinates of the vertices in
the Manhattan World.
In Fig. 35, the 3D reconstruction of the entire scene for the RGB-D image in Fig. 6 can
be observed.
Figure 35: The 3D reconstruction of the entire indoor scene in Fig. 6.
More results of different and more complex scenes will be provided in Chapter 5.
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5 Experiments-Results
In this chapter an extensive demonstration of the results obtained by the proposed
method is offered. The method was tested in various real indoor scenes with different
viewpoints, occlusion, clutter and shapes of objects that were captured for the purposes
of this research. The chapter is separated in two sections. The implementation of the
proposed method is provided in Section 5.1 and the obtained results are presented in
Section 5.2.
5.1 Implementation
The implementation of the introduced method was done mainly in MATLAB. A few parts
of the Stage I were implemented in C and imported in MATLAB since the provided code
in [21] was already a mixture of these two programming languages.
For a complete 3D reconstruction of an indoor scene the implemented algorithm re-
quires approximately 30 seconds for most of the scenes in the results of Section 5.2 and
less than 2 minutes for a significantly complex scene as the ones shown in Section 7.2 in
a DualCore 2.1GHz machine. The time for each step of the proposed method depends on
the context of the scene but as an average the Stage I requires only 5-7 seconds (quite
stable for different scenes) while the merging and the box fitting procedures are more
time consuming. Thus, the definition of the layout of the scene takes, usually, around
10% of the overall time of the method, the merging procedure around 50% and the
cuboid fitting 40%.
The merging procedure described in Section 4.2.1 appears a high complexity con-
cerning the fact that each labelled region is merged with another region according to
some criteria about their common edge. In case for each region all the other regions in
the image are tested, the overall complexity of the algorithm is O(n3). This is because
the merging procedure is an iterative process where after each pass through the regions,
the merging process is repeated until there are no new regions merged. Thus, for the
worst-case scenario were in each pass only one region is merged, the algorithm has to
perform T(n) = T(n− 1)+n2 operations. This yields a complexity of O(n3). The hidden
constant, though, in this complexity is lower than the complete O(n3) case since in each
step many different regions are merged but is still high. On the other hand, this is an
important problem for complex scenes were there is a significant amount of different
labels. Hence, in the implementation used in this study, instead of using the exhaustive
approach only neighbouring regions in a neighbourhood of 5 pixels were tested. This
was achieved using image indexing, by computing the co-occurrence matrix in the la-
belled image of different planar regions. For scenes with only a few planar regions, the
computational cost of the co-occurrence matrix can be higher than the exhaustive search
but still the running times are comparable. In complex scenes the use of image indexing
is significantly decreasing the running time up to 30%. The computation of the edges
of each initial planar region and subsequently of each new merged region is the main
reason for the time needed in the merging procedure.
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Despite the fact that this study is dealing with point-clouds composed by a signifi-
cant number of 3D points, the partition of the point-cloud in small regions of interest
is reducing the complexity of the proposed method. Moreover, as it was stated in Sec-
tion 4.2.2 whenever a calculation is performed in all of the points of a sub-region in the
point-cloud, the implementation was done using matrix multiplications in MATLAB in a
loop-free approach that guarantees optimality in terms of running time.
However, even though during the implementation there was an effort to reduce the
complexity of the code, the proposed method could be implemented and optimized in a
different programming language providing significantly lower running times. However,
this was beyond the purposes of this study.
All the parameters used in this study were tuned globally and are presented in Tables 1
and 2. For a specific scene, further tuning of the parameters could produce more accurate
results as the parameters depend on the context of the scene. However, the aim of this
research was to propose a global method and through experimentation in a big amount
of scenes the proposed parameters provide satisfactory results for most cases.
Extracting the layout of the scene
Parameter Value
Threshold of Canny edge detector 0.04
Sigma of Canny edge detector 2
Threshold of merging region according to color 0.4
Minimum points to fit a plane 20
Number of RANSAC trials 40
Minimum value of the varying threshold in Fig. 18 10 mm
Inlier ratio in order to merge planes 0.9
Outlier ratio in order to recursively refit a plane 0.1
Similarity of surface normals according to their dot product cos(25o)
Minimum number of points in floor plane 20000
Threshold for the angle between the floor normal and the vertical cos(20o)
Minimum ceiling height 2 m
Threshold for defining perpendicular planes (dot product) cos(80o)
Threshold for a surface normal to be aligned with Manh. World cos(30o)
Minimum points of a wall segment 2000
Minimum points of a wall 1000
Table 1: Values used for the parameters in the implementation for Stage I
5.2 Results
For a first visual evaluation of the robustness of this study an extensive presentation
of the results obtained in this research are demonstrated in the current section. All the
images were captured for the purposes of this research using the OpenNI driver.
The results for different scenes are shown in Figures 36 to 41 in an increasing order
of difficulty in terms of objects shapes and clutter. The first column of the images corre-
sponds to the estimated cuboids projected on the input RGB image and the second to the
3D visualization of the scene.
The first scenes (Fig. 36) are composed by objects that are isolated and have approx-
imately the shape of a cuboid. Note, though, that the chair is not a trivial case since it
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Merging planar surfaces to objects
Parameter Value
Minimum points of a single planar surface 20
Threshold of Canny edge detector 0.04
Sigma of Canny edge detector 2
Depth threshold for merging surfaces 50 mm
Threshold for merging perpendicular planes cos(20o)
Threshold for merging parallel planes cos(84o)
Maximum number of points for merging a surface apriori 600
Fitting a cuboid to each object
Parameter Value
Minimum value of the varying threshold in Fig. 18 20 mm
Number of RANSAC trials for a plane 100
Number of random points for defining a plane in RANSAC 5
Number of RANSAC trials for a line 100
Number of iterations of fitting a cuboid to each object 10
Minimum number of points in order to fit an object 250
Minimum ratio of Eq. 4.12 in order to keep a cuboid 0.6
Table 2: Values used for the parameters in the implementation for Stage II
is formed by two thin surfaces with not negligible curvature. In the scenes of Fig. 37,
shapes with more complex shapes such as the trash bin and the lamp are introduced. In
Figs. 38 and 39, the method was tested against scenes with strong clutter and occlusion.
Additionally, the proposed method does not require the presence of the layout of the
room in the scene in order to proceed. This is shown in Fig. 40 were the objects are on
top of a single surface. In this case, where no room is identified in the scene, the method
eliminates the biggest planar surface and then proceeds with the remaining objects. Fi-
nally, in Fig. 41, the results for scenes with human presence and real environments are
presented. Note that in the last scene of this figure the cuboids are not fitted to all of
the tables since the depth sensor did not provide depth values for these areas due to
specularities and shadows. Even for the extreme cases of Fig. 41, the method is able to
segment complex objects in subcomponents and fit cuboids to them.
However, despite the robust results of the proposed method in the majority of the
scenes, there are cases where it fails to provide an accurate 3D reconstruction of the
scene, as can be seen in Fig. 42. The main reason for this, is the failure in the object
segmentation or the identification of the room layout. For instance, in case two different
objects that are in contact are merged together, the result will usually not represent none
of them. This is the case for the third and fourth scene in Fig. 42. More precisely, in
the third scene of this figure, one side of the yellow box of the right has been merged
with the object on its left, since they are in contact and in this viewpoint there is depth
information missing for the top surface of the yellow object. Similarly the beige object is
merged with the one on top of it. In the fourth scene the two merged objects are again
very close and they are falsely merged together since their main surfaces are parallel.
Moreover, in case a part of a wall in the scene is not identified correctly, it will remain
in the merging procedure and might lead to incorrect merging of surfaces. This can be
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seen in the first and the second scene of Fig. 42 where the top surface of the object in
the corner has been merged with a part of the wall, which was not identified completely.
As can be observed in all scenes of Fig. 42, there is inaccurate information about the
depth in the walls due to the extreme viewpoints. Note, that the depth information is
not available for the boarders of the RGB image because of their different viewpoints. In
general, in scenes with strong clutter and occlusion segmenting the different objects is a
very demanding process that highly depends on the context of the scene.
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Figure 36: Results of the proposed method on different real indoor scenes with various
almost cuboid shaped objects.
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Figure 37: Results of the proposed method on different real indoor scenes with cuboid
shaped and more complex objects.
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Figure 38: Results of the proposed method on different real indoor scenes with complex
objects and clutter.
47
3D Reconstruction Using Depth Sensors
Figure 39: Results of the proposed method on different real indoor scenes with strong
clutter and occlusion.
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Figure 40: Results of the proposed method on different scenes with objects on a single
surface.
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Figure 41: Results of the proposed method on different real indoor scenes with human
presence and strong clutter and occlusion.
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Figure 42: Results of the method for scenes that it failed to provide a correct
reconstruction due to problems in merging the different planar regions.
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6 Acquisition of the Database
In order to test the performance of the proposed method in this research, a ground truth
reference was required. Hence, a new database with ground truth data was built for
this purpose. However, this database can be used for numerous applications that are
working with RGB-D data. The database is composed by 4 different scenes and each
scene was captured by 10 different viewpoints. Moreover, the images were captured by
both the OpenNI and the OpenKinect driver. Therefore, one can use the calibration that
is provided from the factory and is already read by OpenNI or work with the raw data
provided by OpenKinect and perform a specific calibration.
The 3D model of the four different scenes is presented in Fig. 43. In the first three
scenes there is the same cuboid object in different orientations. In the first scene it is
aligned to the walls of the room. In the second and the third scene it is oriented in differ-
ent angles. Scene 4 is more complex and is composed by 3 different cuboid objects. All of
them have distinct dimensions and orientations. The purpose behind the selected scenes
is that the database was built to evaluate the accuracy of the proposed method against
different orientations and viewpoints. Thus, in more complex scenes with higher number
of cuboids, it would not be possible to capture 10 relatively different viewpoints without
occluding one or more objects. Moreover, the reason that this database was limited in
(a) Scene 1 (b) Scene 2
(c) Scene 3 (d) Scene 4
Figure 43: The four scenes composing the database.
cuboid objects is that they serve better the final goal of this study, which is to evaluate
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the 3D reconstruction of the proposed method. In case of a more complex object it is
difficult to evaluate the performance of the method. This is because there is no specific
number of points that is able to describe sufficiently the object. On the other hand, a
cuboid can be completely specified by its 8 vertices. The RGB images of the different
viewpoints for the four scenes in the database are presented in Figures 44 to 47. Note
that there is no control on the exposure time in Kinect sensor since it is automatically
selected. This can be seen in Fig. 46, where some images are darker. However, this is not
a problem for the proposed method.
Figure 44: Different viewpoints of Scene 1.
Figure 45: Different viewpoints of Scene 2.
Figure 46: Different viewpoints of Scene 3.
The measured distances of the vertices of the cuboid objects in each scene are pro-
vided in Tables 3 to 6. The vertex points are defined by their three dimensional coordi-
nates [X, Y, Z] in mm, where Y is the dimension of the height and the X,Z are defined
in Fig. 48. As the point of reference, was selected the point of intersection of the three
planes of the room. Note that in the captured scenes there is one more cuboid object at
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Figure 47: Different viewpoints of Scene 4.
the corner of the room. In this study, it was not taken into account since in some images
it is occluded by the other objects in the scene. This is why it was not mentioned before.
However, since it is present in the images and in other applications it might be useful to
be used, the ground truth data of this object are presented in Table 7.
Figure 48: Coordinate system of the database.
Scene 1
Vertex X(mm) Y(mm) Z(mm)
1 761 57 1080
2 761 558 1080
3 763 57 1499
4 763 558 1499
5 1322 57 1493
6 1322 558 1493
7 1325 57 1075
8 1325 558 1075
Table 3: Measured distances for Scene 1
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Scene 2
Vertex X(mm) Y(mm) Z(mm)
1 981 57 955
2 981 558 955
3 702 57 1270
4 702 558 1270
5 1122 57 1636
6 1122 558 1636
7 1399 57 1322
8 1399 558 1322
Table 4: Measured distances for Scene 2
Scene 3
Vertex X(mm) Y(mm) Z(mm)
1 723 57 1314
2 723 558 1314
3 1080 57 1613
4 1080 558 1613
5 1483 57 1225
6 1483 558 1225
7 1195 57 924
8 1195 558 924
Table 5: Measured distances for Scene 3
Scene 4
Object Object 1 Object 2
Vertex X(mm) Y(mm) Z(mm) X(mm) Y(mm) Z(mm)
1 438 57 1283 1161 51 1375
2 438 558 1283 1161 716 1375
3 294 57 1823 1273 51 1756
4 294 558 1823 1273 716 1756
5 697 57 1925 1658 51 1644
6 697 558 1925 1658 716 1644
7 838 57 1383 1548 51 1263
8 838 558 1383 1548 716 1263
Object Object 3
Vertex X(mm) Y(mm) Z(mm)
1 1326 270 627
2 1326 787 627
3 1938 270 1143
4 1938 787 1143
5 2201 270 825
6 2201 787 825
7 1579 270 323
8 1579 787 323
Table 6: Measured distances for Scene 4
56
3D Reconstruction Using Depth Sensors
Background object in all scenes
Vertex X(mm) Y(mm) Z(mm)
1 0 0 0
2 0 850 0
3 0 0 610
4 0 850 610
5 909 0 610
6 909 850 610
7 909 0 0
8 909 850 0
Table 7: Measured distances for the object in the background
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7 Evaluation
A first visual evaluation of the method can be done observing the results in Chapter 5.
However, the final objective of this study was to provide a more objective evaluation.
There is no standard procedure to achieve this since there are no available metrics for
this kind of 3D scene reconstruction. Moreover, due to the lack of other 3D reconstruction
methods for indoor scenes using a single RGB-D image, a different approach had to be
followed.
The evaluation of the proposed method can be separated in the two parts that are
presented in Sections 7.1 and 7.2. The first one is the evaluation of the method accord-
ing to ground truth data in order to examine the accuracy and the robustness of the
method against different viewpoints. Additionally, it offers the opportunity to compare
the different calibration procedures that were used in this study. The second part of the
evaluation was done comparing the obtained results with the results obtained by Jiang
and Xiao [3]. The reason for selecting their work for the comparison is that even though
is not providing the full 3D reconstruction of the scene, has a similar approach with the
proposed method in this research. The similarity comes from the fact that it also tries
to fit cuboids in a single RGB-D image. Additionally, their proposal is a state-of-the-art
algorithm that offers a challenging and valuable comparison.
7.1 Testing with ground truth data
The database with ground truth data that was presented in Chapter 6 was used for this
evaluation. In order to test how accurate is the proposed method and how robust it
is against different viewpoints, the following process was followed. The vertices of the
estimated cuboid were compared to the vertices of the cuboid with known coordinates.
The Euclidean distance for each pair of vertices was computed and averaged over the
8 vertices of a cuboid. This was repeated for all the 10 viewpoints. The mean value
(µ) and the standard deviation in percentage (σ (%) =
σ
µ
100 %) of the results for the
10 viewpoints are presented in Table 8. In addition, in this table one can observe the
results that are obtained using different calibration parameters. With red are marked the
minimum values in each row.
Since RANSAC method is a non-deterministic method and the result varies each time
the algorithm is run, this variation in the result had to be evaluated. For this purpose, the
first viewpoint of each scene in the ground truth database was used and the proposed
method was applied for 10 times. The mean value (µ) and the standard deviation in
percentage (σ (%)) of the results for the 10 repetitions on the same viewpoint are pre-
sented in Table 9. Again, the procedure was repeated for the three different calibration
parameters.
What is more important in the results presented here is not the mean value (µ) but
the standard deviation (σ (%)). The reason for this is that the mean value most likely
corresponds to errors in the measurements. Even though the distances were measured
really carefully with a laser telemeter, it is difficult to define precisely single points in a
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Inter-difference for the 10 viewpoints
Calibration Openni RGBDemo MIP
µ (mm) σ (%) µ (mm) σ (%) µ (mm) σ (%)
Scene 1 40 44.2 37 16.7 49 30.3
Scene 2 35 21.1 64 20.7 90 34.4
Scene 3 44 38.4 49 14.6 67 15
Scene 4, Obj. 1 68 27.3 53 31.8 75 9.1
Scene 4, Obj. 2 72 42.5 53 21.1 113 76
Scene 4, Obj. 3 62 34.7 49 27.2 116 22.9
Table 8: Mean value (µ) and standard deviation (σ (%)) between measured and
estimated vertices for the 10 viewpoints.
Intra-difference for a single viewpoint
Calibration Openni RGBDemo MIP
µ (mm) σ (%) µ (mm) σ (%) µ (mm) σ (%)
Scene 1 52 3.2 30 2.4 53 2.7
Scene 2 23 7.9 45 7.7 53 7.8
Scene 3 21 7 32 3.6 62 2.8
Scene 4, Obj. 1 55 3.9 53 24.2 78 5.5
Scene 4, Obj. 2 60 2.5 59 1.9 72 1.7
Scene 4, Obj. 3 42 4 36 13.8 102 8.5
Table 9: Mean value (µ) and standard deviation (σ (%)) between measured and
estimated vertices for a single viewpoint over 10 iterations.
real environment. Furthermore, the walls in the room were not perfectly perpendicular,
as it is common in reality. On the other hand, the standard deviation provides a more
clear view of the oscillation in the result across different viewpoints or repetitions of the
method and is a very good measure of precision.
As can be seen in Table 8, the standard deviation in percentage yields a maximum
variation of approximately 20 mm (if the percentage of σ (%) is transformed back to ab-
solute number). This number is relatively low concerning the depth resolution of Kinect
sensor at that distance, which is around 40 mm. This is one of the advantages of the
RANSAC-based proposed method that is able to average errors in measurements and dis-
card outliers in the dataset. Thus, the proposed method appears to be sufficiently robust
against different viewpoints. Of course, the difference in the viewpoint should be inside
some limits that will guarantee that enough information about the object will be pro-
vided in order the estimation of the bounding cuboid to be feasible. The limitation for
this is that at least two faces of the object should be visible.
Furthermore, in Table 9 the standard deviations are considerably low and state a
maximum variation of the result less than 4 mm (if the percentage of σ(%) is transformed
back to absolute number). This outcome is impressive and outlines that the proposed
method despite its non-deterministic nature is able to provide an approximately stable
result for a well-defined cuboid object. It should be noted here that the high value of
standard deviation for the second object in the third scene has to do with the shape of
the object. It was a drawer with wheels that were not measured in the ground truth.
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The minimum height was computed according to the lowest end of its planar surface
without the wheels. However, since the wheels were emerging from the planar surface of
the object in some of the viewpoints they were merged with the rest of the object and in
others not. This was the reason that produced this higher number in standard deviation.
Similar is the case for the third object since its lowest end (yellow surface) was not the
same for all the perimeter.
Concerning the different calibration procedures that were tested, there is no clear
winner. However, it is obvious that the MIP calibration is performing significantly worse
than the rest. In some cases RGBDemo shows lower standard deviations but overall
through the experimentation in this study OpenNI was able to provide more robust re-
sults. This was expected since the RGBDemo and other calibration procedures proposed
in the literature state to perform almost as good as the factory calibration. On the other
hand as can be seen in Table 8 for the fourth scene, the RGBDemo performs better for
varying viewpoints in this case. This yields the necessity of estimating well and consider-
ing the distortion parameters that affect the borders of the image. Remember that in this
scene the objects are located close to the edges of the image. It should be also noted at
this point that obtaining correct calibration parameters using RGBDemo or MIP toolbox
is not a trivial task. The amount of images as well as the context of the images included
in the calibration procedure have a dramatic effect on the result. In this study the com-
parison was done according to the best calibration parameters that were provided by the
aforementioned methods.
7.2 Comparing with the state-of-the-art
Jiang and Xiao [3] introduced a method that matches cuboids in single RGB-D images.
In order to evaluate visually their method they used the NYU Kinect dataset [56] which
offers a variety of indoor environments. Even though that their purpose was not the
complete 3D reconstruction of the scene, is the closest related approach to the proposed
method in this report, to our knowledge. This reason combined with the fact that is a
high quality method that outperforms other approaches that match cuboids in 2D images,
makes it a perfect candidate for the visual evaluation of the method proposed in here.
In Figures 50 to 53 the comparison of the results obtained in [3] (first column) and
in the proposed method (second column) are presented. Note that since the method in
this report was designed for scenes were the floor and the walls of the room are visible,
the comparison is mostly focused on these images. More results of the proposed method
on random images from NYU Kinect dataset can be seen in Fig. 54.
As can be seen in the results, the proposed method can interpret highly complex
indoor scenes composed by a variety of different objects. What is more important is
that for the majority of the scenes it is comparable, if not more accurate, to the state-
of-the-art method in [3]. It should be noted that the approach followed in this report
aims on complete 3D scene reconstruction of the scene. Thus, it tries to fit a cuboid
for every single segmented region in the image. This results in some estimated cuboids
that do not correspond to a cuboid region in the image. On the other hand the method
proposed by Jiang and Xiao is especially tuned in order to estimate cuboids in a RGB-
D image that correspond to cuboid regions of the point cloud. Despite this inherent
disadvantage of the proposed method in this study, it is still able to provide a better
interpretation of the scene and fit cuboids more robustly. The reason for this, is that it
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tries to interpret the context in the scene and represent it using cuboids. For example, in
the first three scenes in Fig. 50, the method in [3] fits cuboids that do not correspond to
any object in the image. On the other hand, the method proposed in this study is able to
describe the objects more accurately (note the cuboids for the bed in the first scene or the
pool table in the second). This is because the proposed method tries to locate an object
and describe it by a cuboid instead of trying to fit cuboids to the scene. In addittion, it
achieves a sufficient 3D representation of the scene as it can be seen in Fig. 49, where
the 3D representations of the aforementioned scenes and other random are provided.
This is important since a method that only fits, even perfectly, a number of cuboids to an
image does not necessarily mean that provides significant information about the scene.
For example, in the first scene in Fig. 50, the method in [3] does not fit any cuboid to
the objects on the bottom-left part. It tries to maintain only the cuboids that describe
very well a region and loses a lot of information in the image. Finally, in terms of time
complexity the proposed method in this report is able to construct the 3D model of the
scene, including the layout of the room, in the same if not less running time than in [3].
Figure 49: Results of the proposed method in NYU Kinect dataset and the corresponding
3D reconstructions
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Figure 50: Comparison of results obtained in [3] (first column) and the proposed
method in this report (second column).
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Figure 51: Comparison of results obtained in [3] (first column) and the proposed
method in this report (second column).
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Figure 52: Comparison of results obtained in [3] (first column) and the proposed
method in this report (second column).
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Figure 53: Comparison of results obtained in [3] (first column) and the proposed
method in this report (second column).
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Figure 54: More results of the proposed method on random images from NYC Kinect
dataset
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8 Conclusion
In this last chapter, the main achievements and conclusions of the present research are
summarized. Furthermore, the contribution of this study is outlined. Finally, the limita-
tions of the proposed method and the future work are discussed.
Objective
The initial objective of this study can be synopsized in the following bullets:
• Propose a method for 3D reconstruction of an indoor scene using a single RGB-D
image. The method should be general and able to provide a meaningful interpretation
of the scene.
• Evaluate the accuracy of the proposed method according to ground truth data and
build a database of such data.
• Compare different calibration procedures that have been proposed for Kinect sensors.
Contribution
According to the outcome of this research the main contribution of the present report is
stated below:
• A novel and unique method for 3D reconstruction of an indoor scene using a single
RGB-D image was introduced. The fundamental idea of this proposal is to first identify
the layout of the room and then isolate each object in the scene and fit a cuboid on it.
• A newmerging procedure in order to segment objects in RGB-D images and a RANSAC-
based method for fitting cuboids on them were proposed.
• The work in [21] was improved in order to provide more robust results in different
scenes. In addition, the problem with the varying depth resolution of Kinect sensor
was addressed properly.
• A comparison of different calibration procedures for the Kinect sensor based on the
3D reconstruction they were able to provide.
• The acquisition of a database of RGB-D images with ground truth data that can be
used in different applications.
• A new dataset of RGB-D images of indoor scenes with various objects that were used
in the evaluation of this study.
Conclusions
Through the experimentation and the comparisons that were held in this research the
various conclusions were extracted. The most significant are summarized in the following
paragraphs.
First of all, according to the visual comparison with the cuboid fitting method in [3],
the proposed method is comparable, if not more accurate, to the state-of-the-art research
in the field, for the majority of the tested images. Furthermore, it is able to provide a
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better three-dimensional interpretation if the scene since it is not limited in fitting only
some cuboids in the scene.
As can be seen in the big amount of RGB-D images that were acquired for this purpose,
the proposed method can be globally tuned and applied to various real scenes providing
robust results . Although it performs better with objects that have the shape of a cuboid,
it is still able to identify and represent complex objects in the scene by interpreting their
shape and position in the scene.
The robustness and accuracy of the present work was tested with ground truth data
against varying viewpoints and it was found that the method is sufficiently robust with
an average variation of around 20 mm. Moreover, its RANSAC-based approach provides
errors significantly lower than the depth resolution of the Kinect sensor since it is able
to average over errors in the depth values and discard outliers. Additionally, since it is a
non-deterministic method its repeatability was examined. As the results yield, the error
between different outputs for the same image is around 4 mm. This error is negligible
for the majority of applications.
Finally, the comparison of the different calibration procedures did not have a clear
winner but overall the calibration provided by the factory and was used by the OpenNI
driver provided the most accurate results. The MIP calibration toolbox had the worst
performance while the RGBDemo was able to provide the best results in some cases,
especially when there were objects in the boarders of the image. This implies that the
distortion parameters, which mostly affect the boarders of the image, are important and
should be taken into consideration in demanding computer vision applications. Thus,
the proposal of a new calibration model that will compensate for the different sources of
errors in the Kinect sensor is necessary.
Limitations
Despite the robust and accurate results of the proposed method in a significant amount
of input scenes, as every method it has its limitations:
• In order to perform sufficiently it requires that the floor and at least one wall of the
room are visible in order to identify the layout of the scene. Otherwise, it requires
that different objects are on top of a single planar surfaces as can be seen in Fig. 40.
• In scenes with strong clutter and occlusion some planar surfaces might be merged
even though they do not correspond to the same object.
• It can only provide a cuboid as the 3D representation of an object.
Future Work
The present work might not be the final step of the 3D reconstruction of indoor scenes
using a single RGB-D image but is certainly an important step towards this goal. In order
to go further and most of the limitations of the method to be overcome, the following
future work is planned to be considered in the near future.
First of all, the merging procedure in order to be able to isolate all the complex objects
will be expanded. Including additional segmentation techniques that are used for RGB-D
images could be beneficial for this purpose.
More constraints will be applied in the cuboid fitting procedure taking into account
occlusion, stability and possible orientations between the estimated cuboids. This could
boost the performance of the method since it would shift many insufficiently estimated
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cuboids towards a better estimation.
So far, the chromatic information of the RGB image has not been excessively used in
this research. The reson for this is the low quality RGB sensor of the current Kinect sensor
that is providing very poor chromatic information, where color artifacts are dominating
small regions. However with the new Kinect sensor that was very recently announced
[57] this will be feasible.
More importantly, instead of only using cuboids as the 3D model for objects different
common shapes such as spheres, cylinders, tori and ellipsoids should be included. The
final decision about the shape for a single object could be provided by a selection model.
Finally, it would be possible to reconstruct objects that are not in a closed shape by
including a subtraction procedure of primitive volumes. This process could reconstruct
numerous different shapes.
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