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Abstract
Gottesman, Kitaev and Preskill have proposed a scheme to encode a qubit in a harmonic
oscillator [8], which is called the GKP code. It is designed to be resistant to small shift
errors contained in momentum and position quadratures. Thus there’s some intrinsic
fault tolerance of the GKP code.
In this thesis,we propose a method to utilize all the information contained in the
continuous shifts, not just simply map a GKP-encoded qubit to a normal qubit. This
method enables us to do maximum-likelihood decisions and thus increase fault-tolerance
of the GKP code. This thesis shows that the continuous nature of the GKP code is quite
useful for quantum error correction.
i
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Chapter 1
Introduction
At the beginning of the twenty-first century, Gottesman, Kitaev and Preskill proposed
a code called the GKP code, which encodes a qubit into a harmonic oscillator [8]. The
GKP code is designed to be resistant to small shifts in momentum and position quadra-
tures of a harmonic oscillator because of its continuous nature. Apart from the intrinsic
fault-tolerance, Clifford gates and error correction on the GKP encoded qubits can be
constructed using linear optical elements only, and universal quantum computation re-
quires photon counting in addition. These features make the GKP code a promising
encoding scheme in experiments.
Often, people simply map it back to a qubit with an average error rate, which means
that some information has been neglected. Gottesman et al. [8] proposed an error cor-
rection scheme similar to the Steane method of quantum error correction [15], which
efficiently corrects small shift errors with some error rate. For repeated Steane error
corrections, Glancy and Knill found a
√
pi
6
error bound [6]. However, these averaged rates
are not very interesting, because there’s nothing different from a normal qubit.
Thus in this thesis, we try to take the neglected information into account, we call it
the GKP error information. With this information, decoding of various stabilizer codes
concatenated with the GKP code is also analyzed. And the most significant result in
this thesis is for the toric code, its error threshold can be achieved with much nosier
GKP-encoded qubits.
The thesis is structured as follows: Chap. 2 can be regarded as the definition of the
GKP code, including its encoding scheme and an analysis of its internal shift errors due
to finite squeezing. Chap. 3 reviews how to use the GKP code in quantum computation:
Clifford gates with only linear optical elements and non-symplectic gates via photon
counting. The Steane error correction scheme and how nicely it fits within the framework
of cluster states are also discussed. In Chap. 4, we start to take the neglected GKP error
information into account, with which the decoding schemes of various stabilizer codes
concatenated with the GKP code are modified. Finally, Chap. 5 summarizes the results
of this thesis and discusses possible future work.
1

Chapter 2
Theoretical Background
This chapter introduces the theoretical foundations of the GKP code. Sec. 2.1 introduces
how to encode a qubit into a harmonic oscillator. Sec. 2.2 introduces the concept of
approximate GKP code with finite squeezing, which is still useful since the GKP code is
designed to be protected against small shift errors. In Sec. 2.3, we use a handy tool called
the shifted code states to analyze the probability distributions of the internal errors due to
finite squeezing. It will be shown that the distributions can be approximated by Gaussian
distributions when code states are squeezed enough. Sec. 2.4 considers stochastic shift
errors from an error channel named ”Gaussian Shift Error Channel”. This section also
compares stochastic errors with coherent errors due to finite squeezing.
2.1 Ideal GKP Code States
In this section, we discuss the encoding scheme of the GKP code introduced by Gottesman
et al. [8]. It encodes a state of a finite dimensional quantum system in an infinite-
dimensional system, i.e. encoding a qubit into a harmonic oscillator.
For clarity, we first introduce some basic notations which will be used later. For a
harmonic oscillator, the position and momentum operators are defined as:
qˆ =
1√
2
(aˆ+ aˆ†),
pˆ =
i√
2
(aˆ− aˆ†),
(2.1)
where aˆ and aˆ† are creation and annihilation operators. They satisfy the canonical com-
mutation relation:
[qˆ, pˆ] = i. (2.2)
Their eigenstates are called quadrature states, which are defined as |q〉 and |p〉:
qˆ |q〉 = q |q〉 ,
pˆ |p〉 = p |p〉 , (2.3)
where q, p are arbitrary real numbers. And they are connected by the Fourier transfor-
mation relation:
|q〉 =
∫
dp√
2pi
eipq |p〉 . (2.4)
3
Since the shifts in both quadratures are continuous, any specific shifts u, v in the qˆ and
the pˆ quadratures can be written as displacement operators:
|q + u〉 = e−iupˆ |q〉 ,
|p+ v〉 = e+ivqˆ |p〉 , (2.5)
where u, v are arbitrary real numbers. Expand the displacement operators in Taylor series
and use the commutation relation in Eq. (2.2), one can easily check the above relations.
2.1.1 Encoding a Qubit into a Harmonic oscillator
In order to introduce the GKP code, we first denote two displacement operators with
displacement 2
√
pi as:
Sˆq = e
−i2√pipˆ, Sˆp = ei2
√
piqˆ. (2.6)
With the Baker-Campell-Hausdorff formula that eAeB = eBeAe[A,B], it’s easy to check
that the two displacement operators commute to each other:
[Sˆq, Sˆp] = 0.
Thus we call Sˆq and Sˆp as stabilizer operators because we can find simultaneous eigen-
states of them. It’s clear that both momentum p and position q of a simultaneous eigen-
state are sharply determined, i.e.
q, p = 0 mod
√
pi = n
√
pi, n ∈ Z.
This subspace stabilized by the stabilizer operators is two-dimensional. To see this, we
define the logical |0¯〉 and |1¯〉 expanded in the quadrature states |q〉 as:
|0¯〉 =
∑
n
δ(q − 2n√pi) |q〉 =
∑
n
∣∣q = 2n√pi〉 ,
|1¯〉 =
∑
n
δ(q − (2n+ 1)√pi) |q〉 =
∑
n
∣∣q = (2n+ 1)√pi〉 . (2.7)
It’s easy to see that |0¯〉 and |1¯〉 are connected by a displacement operator with displace-
ment
√
pi, we define this displacement operator as the logical X operator:
X = e−i
√
pipˆ.
It’s easy to check that X commutes with the stabilizer operators and X
2
= Sˆq. Symmet-
rically, logical |+〉 and logical |−〉 are defined as:
|+¯〉 =
∑
n
δ(p− 2n√pi) |p〉 =
∑
n
∣∣p = 2n√pi〉 ,
|−¯〉 =
∑
n
δ(p− (2n+ 1)√pi) |p〉 =
∑
n
∣∣p = (2n+ 1)√pi〉 , (2.8)
and the corresponding logical operator is defined as:
Z = e+i
√
piqˆ = Sˆ
1
2
p .
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Armed with the Fourier transformation relation in Eq. (2.4) and the Poisson summation
rule
∞∑
n=−∞
δ(x− nT ) =
∞∑
n=−∞
1
T
ei2pi
k
T
x, it’s easy to check that:
|0¯〉 =
∑
n
δ(q − 2n√pi) |q〉 =
∫
dp√
2pi
∑
n
eip2n
√
pi |p〉
=
1√
2
∑
n
δ(p− n√pi) |p〉
=
1√
2
(|+〉+ |−〉).
(2.9)
Similarly we can also transform other states:
|1¯〉 = 1√
2
(|+〉+ |−〉) ∝
∑
n
(−1)nδ(p− n√pi) |p〉
|+¯〉 = 1√
2
(|+〉+ |−〉) ∝
∑
n
δ(q − n√pi) |q〉
|−¯〉 = 1√
2
(|+〉+ |−〉) ∝
∑
n
(−1)nδ(q − n√pi) |q〉 .
Thus the ideal GKP code is defined and a qubit is encoded into a harmonic oscillator.
Here the quadrature qˆ and the quadrature pˆ are symmetric, but it’s not necessary to
be like this, one can find a more general definition [8] of the GKP code in the paper of
Gottesman et al.
2.1.2 Resistance to Small Shift Errors
The GKP code is designed to be resistant to small shift errors, small shift errors can
be detected and then be corrected. Imagine we prepared an arbitrary ideal GKP state∣∣ψ〉 = α ∣∣0〉 + β ∣∣1〉, which is stabilized by Sˆq with eigenvalue +1. However, if this state
is subjected to some small shift error u in the qˆ quadrature, the eigenvalue of Sˆq will no
longer be exactly +1 (the analysis for shift error in the pˆ quadrature and Sˆp would be
the same):
Sqˆe
−iupˆ ∣∣ψ¯〉 = ei2√piqˆe−iupˆ ∣∣ψ¯〉 = e−iupˆei2√piqˆe2√piu[qˆ,pˆ] ∣∣ψ¯〉
= ei2
√
piue−iupˆ
∣∣ψ¯〉
where we use the Baker-Campell-Hausdorff formula that eAeB = eBeAe[A,B]. Thus the
eigenvalue has a phase 2
√
piu, we can obtain some information about it since we assume
small error. If we could do good estimation of this phase, we can just shift the code state
back and thus correct the error.
We can measure the phase by applying a controlled Sˆq on the qubit, see Fig. 2.1. This
controlled Sˆq gate consists of two CNOT gate controlled by the ancilla prepared in |+〉.
After measuring the ancilla in the basis {|+〉 , |−〉}, we can obtain information about the
phase that is because the CNOT gate moves the shift error in the qˆ quadrature from the
data qubit
∣∣∣ψ˜〉 to the ancilla, see details in Sec. 3.1.2.
But the phase estimation protocol uses bare physical qubits to control the displace-
ment and requires many rounds of measurements, which makes it not fault-tolerant for
5
∣∣∣ψ˜〉 Sˆq
|+〉 • Measure
Figure 2.1: Circuit of Controlled-Sˆq gate. where
∣∣∣ψ˜〉 is an ideal GKP code state subjected to
shift error in the qˆ quadrature. The controlled-Sˆq consists of two CNOT gates, it is controlled
by the ancilla qubit in state |+〉. Measure the ancilla qubit in basis {|+〉 , |−〉}.
Figure 2.2: Blue lines represent the absolute value of the wave functions |Ψ(q)|2 of approximate
code states in the qˆ quadrature with ∆ = 0.2. Left figure is for the approximate state
∣∣0˜〉. Right
one is for the approximate state
∣∣1˜〉. The dashed orange line is the Gaussian envelope.
quantum error correction [16] [19]. On the other hand, if we have access to GKP-encoded
ancilla qubits, we do Steane error correction instead (See details in Sec. 3.3 and Sec. 4.1),
which requires only one CNOT gate. More importantly, Steane error correction is fault-
tolerant for quantum error correction, see details in Sec. 3.3.1.
2.2 Finitely Squeezed States
Strictly speaking, the code words defined in Sec. 2.1 are not physical. These ideal states
are not normalizable and infinite squeezing requires infinite energy. However, the GKP
code is designed to be protected from small shift errors as discussed in Sec. 2.1.2, thus
some small spreads in both quadratures are allowed.
It’s natural to replace δ functions in ideal states by normalized Gaussian functions with
variance ∆. In order to make it symmetric in both quadratures, these Gaussian functions
are weighted by a Gaussian envelope [8]. The wave functions of these approximate code
states are defined as (up to normalization):
∣∣0˜〉 ∝ ∞∑
s=−∞
∫ ∞
−∞
e−
∆2
2
(2s)2pie−
1
2∆2
(q−2s√pi)2 |q〉 dq,
∣∣1˜〉 ∝ ∞∑
s=−∞
∫ ∞
−∞
e−
∆2
2
(2s+1)2pie−
1
2∆2
(q−(2s+1)√pi)2 |q〉 dq.
(2.10)
The absolute value of the wave functions of
∣∣0˜〉 and ∣∣1˜〉 in the qˆ quadrature are shown in
Fig. 2.2, where ∆ = 0.2. Similarly we have
∣∣+˜〉 and ∣∣−˜〉 expanded in the pˆ quadrature
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written as: ∣∣+˜〉 ∝ ∞∑
s=−∞
∫ ∞
−∞
e−
∆2
2
(2s)2pie−
1
2∆2
(p−2s√pi)2 |p〉 dp,
∣∣−˜〉 ∝ ∞∑
s=−∞
∫ ∞
−∞
e−
∆2
2
(2s+1)2pie−
1
2∆2
(p−(2s+1)√pi)2 |p〉 dp.
(2.11)
Similarly With the Fourier transformation relation in Eq. (2.4) and the Poisson sum-
mation rule (a)−1/2
∑∞
s=−∞ e
−pis2/ae2ipitb =
∑∞
m=−∞ e
−pia(m−b)2 [16], it’s easy to check that
these states have the correct form in the conjugate quadratures, here we take
∣∣0˜〉 for
example: ∣∣0˜〉 = ∞∑
s=−∞
∫ ∞
−∞
e−
∆2
2
(2s)2pie−
1
2∆2
(q−2s√pi)2 |q〉 dq
=
∞∑
s=−∞
∫ ∞
−∞
e−
∆2
2
(2s)2pie−
1
2∆2
(q−2s√pi)2 dq
∫
dp√
2pi
eipq |p〉
=
∆√
2
e−
p2∆2
2 ·
∞∫
−∞
e−
1
2∆2
(q−2s∆2√pi−i∆2p)2 dq
︸ ︷︷ ︸
Gaussian Integral
·
√
2
∆
∞∑
s=−∞
e−
2pis2
∆2 e
2ipi∆2 p√
pi
︸ ︷︷ ︸
Poisson Summation
∝
∞∑
s=−∞
∫ ∞
−∞
e−
∆2
2
s2pie−
1
2∆2
(p−s√pi)2 |p〉 dp
where we take the approximation that p ≈ s√pi in the last step. For an arbitrary encoded
qubit state
∣∣∣Ψ˜〉, we can write it as an ideal state ∣∣Ψ¯〉 subjected to shift errors (up to
normalization and phase factors):∣∣∣Ψ˜〉 ∝ ∫ ∞
−∞
∫ ∞
−∞
e
− 1
2
(
u2
∆2
)
e−iupˆ+ivqˆ
∣∣Ψ¯〉 du dv, (2.12)
As seen in Eq. (2.12), approximate code states
∣∣0˜〉 and ∣∣1˜〉 are only approximately or-
thogonal, even with perfect measurements of the qubit, it is still possible to obtain logical
errors. However, as discussed in Sec. 2.1.2, GKP code states subjected to small shift er-
rors is still useful, and it will be shown that the Steane error correction is fault-tolerant,
see Sec. 3.3.1.
Similar to the ideal code states, the wave functions of the approximate code states re-
main symmetric with respect to 0 in both quadratures, and when the squeezing parameter
goes to zero, the approximate code states are reduced back to ideal states.
2.3 Internal Shift Errors due to Finite Squeezing
The GKP code is designed to be resistant to small shift errors, thus the finitely squeezed
GKP code is still useful. In this section we use a practical tool, the shifted code states [6],
to analyze the probability distributions of the shift errors in the momentum and the
position quadratures. It will be shown that for highly squeezed GKP code states, the
probability distributions in both quadratures are independent Gaussian distributions,
and the variance is related to the squeezing parameter ∆.
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2.3.1 Shifted Code States in Two Quadratures
For simplicity we assume that the approximate code is squeezed enough, the shift error
u in the qˆ quadrature and v in the pˆ quadrature are localized enough that |u|, |v| ≤ √pi.
The original definition of the shifted code states is [6]:
|u, v〉 = 1
4
√
pi
e−ivqˆe−iupˆ |0¯〉 , (2.13)
In Eq. (2.7) and Eq. (2.9), we see that
∣∣0〉 is a superposition of delta functions in the
qˆ and also the pˆ quadratures. Any neighboring peaks in the qˆ quadrature differ by a
shift equal to 2
√
pi, while there’s only
√
pi in the pˆ quadrature. Thus according to this
periodicity, the u, v are restricted that:
u ∈ [−√pi,√pi], v ∈ [−√pi/2,√pi/2].
It’s easy to check that the shifted code states are orthogonal:
〈u, v|u′, v′〉 = 1√
pi
∑
s,s′
ei(v(2s
√
pi+u)−v′(2s′√pi+u′)) 〈2s√pi + u|2s′√pi + u′〉︸ ︷︷ ︸
δs,s′δ(u−u′)
=
1√
pi
eiu(v−v
′)
∑
s
eis2
√
pi(v−v′)δ(u− u′)
= δ(v − v′)δ(u− u′),
where δ(x) = 1
2pi
∑
s e
isx and δ(ax) = 1|a|δ(x). On the other hand, the shifted code
states can represent an arbitrary state shifted from
∣∣0〉 and ∣∣1〉, thus we can expand an
arbitrary state
∣∣∣φ˜〉 in the shifted code states, which means that the shifted code states
form a complete basis [6] [19].
However, there’s a problem when we want to use |u, v〉 to analyze the shift error in
the pˆ quadrature. For arbitrary two states |u, v1〉 and |u, v2〉, where |v1 − v2| =
√
pi, it’s
completely impossible to tell the difference between them (up to some phase factors):
|u, v1〉 =
∣∣u, v2 ±√pi〉q = 14√pie−iv2qˆe±i√piqˆe−iupˆ |0¯〉 = |u, v2〉 ,
which means that we cannot use |u, v〉 defined above to analyze the shift error in the pˆ
quadrature where the error is not restricted in [−√pi/2,√pi/2]. Since we can use it to
analyze the shift error in the qˆ quadrature, we redefine it as the shifted code states in the
qˆ quadrature with subscript q as:
|u, v〉q = |u, v〉 . (2.14)
In order to analyze the shift error in the pˆ quadrature, it’s natural to replace the
∣∣0〉 by
|+〉, thus the so-called shifted code states in the pˆ quadrature is defined as:
|u, v〉p =
1
4
√
pi
e−ivqˆe−iupˆ |+¯〉 ,
u ∈ [−√pi/2,√pi/2],
v ∈ [−√pi,√pi].
(2.15)
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In conclusion, we use |u, v〉p to analyze the shift error in the pˆ quadrature and |u, v〉q in
the qˆ quadrature, given that all shift errors are in the range [−√pi,√pi].
The above analysis explains why the periodicity of u, v for the original definition
is asymmetric. The shifted code states are non-physical states just like the ideal code
states. But a physical state can be expressed as a superposition of shifted code states. In
next section, we introduce how to use the shifted code states to analyze the probability
distributions of the shift errors.
2.3.2 Approximate Internal Shift Error Probability
Distributions
As discussed above, the shifted code states form a complete orthonormal basis, an arbi-
trary state |Φ〉 can be expanded in this basis:
|Φ〉 =
√
pi∫
−√pi
du
√
pi
2∫
−
√
pi
2
dv〈u, v|Φ〉 · |u, v〉 , (2.16)
where we use |u, v〉 = |u, v〉q to get the probability distribution of shift error u in the
qˆ quadrature, the analysis with |u, v〉p for shift error in the pˆ quadrature would be the
same.
Since the shifted code states are defined to represent each a specific error in the qˆ
quadrature and the pˆ quadrature respectively. Thus the probability distribution of these
errors for some state |Φ〉 is simply given by:
P (u, v) = P (u, v|Φ) = |〈u, v|Φ〉|2.
This distribution can be used to analyze the logical error rate of an arbitrary GKP code
state, which is the main reason why Glancy and Knill introduced the shifted code states.
Here we first set |Φ〉 = ∣∣0˜〉 :
P (u, v) =|〈u, v|0˜〉|2
=
2
pi
∑
t,t′
∑
s,s′
eiv(2t−2t
′)
√
pie−2pi∆
2(s2+s′2)e−(u+(2t
′−2s′)√pi)2/(2∆2)e−(u+(2t−2s)
√
pi)
2
/(2∆2)
=
2
pi
∑
t,t′
∑
s,s′
eiv(2t−2t
′)
√
pie−2pi∆
2(s2+s′2)e−
u2
∆2 e−
2(t+t′−s−s′)√pi
∆2 e−
2((t−s)2+(t′−s′)2)pi
∆2 ,
we assume e−
2pi
∆2  1, i.e. ∆  √2pi ≈ 2.5. Thus for small squeezing parameter ∆, it’s
safe to keep only the terms with t = s and t′ = s′, since the terms with t 6= s or t′ 6= s′
goes to 0:
P (u, v) ≈ 2
pi
∑
s,s′
eiv(2s−2s
′)
√
pie−2pi∆
2(s2+s′2)e−
u2
∆2
=
[
2∆√
pi
∑
s,s′
eiv(2s−2s
′)
√
pie−2pi∆
2(s2+s′2)
]
︸ ︷︷ ︸
only depends on v
1
∆√
2
· √2pie
− u2
2
(
∆√
2
)2
︸ ︷︷ ︸
Gaussian only dependes on u
(2.17)
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Note that P (u, v) is now separated into two parts, one part only depends on u and the
other only depends on v. Clearly the probability distributions of u and v are independent
when ∆ is small. One could simply integrate out v over [−√pi/2,√pi/2] to get the
probability distribution of u:
P (u) =
∫ √pi
2
−
√
pi
2
dvP (u, v)
=
∑
s,s′
∫ √pi
2
−
√
pi
2
dveiv(2s−2s
′)
√
pi
︸ ︷︷ ︸√
piδs,s′
[
2∆√
pi
e−2pi∆
2(s2+s′2)
]
1
∆√
2
· √2pie
− u2
2
(
∆√
2
)2
︸ ︷︷ ︸
Gaussian
=
[
2∆
∑
s
e−4pi∆
2s2
]
︸ ︷︷ ︸
a constant
1
∆√
2
· √2pie
− u2
2
(
∆√
2
)2
︸ ︷︷ ︸
Gaussian
.
with ∆ . 0.4, it’s easy to check that the constant 2∆
∑
s e
−4pi∆2s2 → 1. Now we proved
that u satisfy a Gaussian distribution with variance ∆/
√
2:
u ∼ N
(
0,
∆√
2
)
. (2.18)
The state can be written as |Φ〉 = α ∣∣0˜〉+ β ∣∣1˜〉, |〈u, v|0˜〉|2 is the same as |〈u, v|1˜〉|2 up to
a shift of
√
pi in the qˆ quadrature, see Fig.(2.3). Considering that the ideal state
∣∣1〉 itself
contains a logical shift equal to
√
pi in the qˆ quadrature, the shift error u of an arbitrary
state |Φ〉 just satisfies this Gaussian distribution as in Eq. (2.18).
For the probability distribution of the shift error v in the pˆ quadrature, we expand a
state as |Φ〉 = α ∣∣+˜〉+β ∣∣−˜〉 and use the shifted code states |u, v〉p to do the same analysis,
it’s easy to find that v also satisfies the same Gaussian distribution as in Eq. (2.18). Here
u, v can be approximated as independent Gaussian variables because we assumed that
the squeezing parameter ∆ is small enough.
2.4 Gaussian Shift Error Channel
As in Eq. (2.12), an approximate GKP code state
∣∣∣ψ˜〉 can be written as a coherent
superposition (up to phase factors):∣∣∣ψ˜〉 = ∫ du dv√PuPve−iupˆ+ivqˆ ∣∣ψ〉
where
∣∣ψ〉 is the ideal state and Pu, Pv are probability densities of u, v. The error channel
transforms an ideal state to an approximate state can be represented by a superoperator
E :
ρ→ E(ρ) =
∫
dα dα′P(α, α′)D(α)ρD†(α′) (2.19)
where α = u − iv and P(α, α′) = √PuPvPu′Pv′ . Note that D(α) is the displacement
operator that:
D(α) = exp(αaˆ† − α∗aˆ),
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Figure 2.3: Probability density of approximate code states’ shift errors with the squeezing
parameter ∆ = 0.25, using the shifted code states in the qˆ quadrature |u, v〉q. Where u, v
are the shift errors in the qˆ quadrature and the pˆ quadrature respectively. Left one is for
approximate state
∣∣0˜〉. The right one is for approximate state ∣∣1˜〉. The probability distribution
is periodic with respect to u ∈ [−√pi,√pi] and v ∈ [−√pi/2,√pi/2], so only one peak in that
range is shown here.
and it’s easy to check that D(α) = exp(−iupˆ+ ivqˆ). Using a generalized Pauli Twirling
Approximation as shown in Sec.(2.4.1), a special case of ’Pauli Channel’ where only
diagonal terms of P (α, α′) are left :
ρ→ E(ρ) =
∫
dudvPuPvD(u, v)ρD
†(u, v). (2.20)
In this thesis, we set the probability densities as Gaussian distributions with variance
σ, i.e. Pu = Pσ(u) and Pv = Pσ(v). And we call this channel as the ’Gaussian Shift Error
Channel’. The effect of this channel is that position q and momentum p are displaced by
independent Gaussian variables u, v respectively (up to phase factors):
q → q + u p→ p+ v
2.4.1 Generalized Pauli Twirling Approximation
First we consider the original Pauli Twirling Approximation of a single qubit [9]. The
time evolution of a density matrix ρ represented by some superoperator E ′ is set to be:
ρ→ E ′(ρ) =
4∑
n,m=1
χm,nBmρB
†
n (2.21)
where χ is a positive Hermitian matrix and Bm is an element of the Pauli group P =
{I,X, Y, Z}. Twirling this channel with any possible tensor product of the Pauli group
P , written as Bk. We can get a new quantum channel (K is the number of possible tensor
products):
ρ→ E¯ ′(ρ) = 1
K
K∑
k=1
B†kE(BkρB†k)Bk
=
4∑
n=1
PnBnρB
†
n
(2.22)
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where the cross-terms in Eq.(2.21) has been eliminated and Pn is a probability density.
Similarly for the superoperator E in Eq.(2.19), we do the Pauli Twirling Approximation
with displacement operators D(β) with β an arbitrary complex number:
E¯(ρ) = 1N
∫
dβD†(β)E (D(β)ρD†(β))D(β) (2.23)
where N is the normalization factor that 1N
∫
dβ = 1. It’s easy to check that this gives
us exactly the ’Pauli Channel’ in Eq.(2.20). However, we cannot really apply the dis-
placement operators with β →∞, we thus need to localize β around 0 with a probability
distribution:
1
γpi
∫
dβe−
|β|2
γ = 1 (2.24)
Similarly, we have the new channel after twirling:
E¯(ρ) = 1
γpi
∫
dβe−
|β|2
γ D†(β)E (D(β)ρD†(β))D(β) (2.25)
With the identity D(α)D(β) = e(αβ
∗−βα∗)/2D(α + β), we have the twirled channel as:
E¯(ρ) =
∫
dα
∫
dα′P (α, α′)D(α)ρD†(α′) · 1
γpi
∫
dβe−
|β|2
γ e[(αβ
∗−βα∗)−(α′β∗−βα′∗)]︸ ︷︷ ︸
e−γ|α−α′|2
(2.26)
=
∫
dαD(α)ρ
∫
dα′P (α, α′)D†(α′)e−γ|α−α
′|, (2.27)
assume that γ is large enough:
γ  max( 1|α− α′|2 ), (2.28)
then the terms with α 6= α′ becomes negligible and only the diagonal terms are left (up
to normalization):
E¯(ρ) ∝
∫
dαP (α)D(α)ρD†(α), (2.29)
where P (α) = P (α, α) is the diagonal term. This is exactly the ”Pauli Channel” in
Eq. (2.20). Note that when γ → ∞, the probability distribution in Eq. (2.24) becomes
a uniform distribution, and the twirling operation is reduced back to the unphysical one
in Eq. (2.23).
2.4.2 Comparing Two Kinds of Shift Errors
Here we compare the error from the Gaussian shift error channel with the internal error
due to finite squeezing. First we prepare a qubit in a finitely squeezed state
∣∣∣ψ˜〉 and
assume the errors in both quadrature satisfy a Gaussian distribution with variance σ:∣∣∣ψ˜〉 = ∫ du dv√Pσ(u)Pσ(v) · e−iupˆeivqˆ ∣∣ψ〉 , (2.30)
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where
∣∣∣ψ˜〉 is a superposition of ideal states subjected to shift errors. On the other hand,
we prepare another qubit in the ideal state
∣∣ψ〉 and then let it go through the Gaussian
shift error channel as in Eq. (2.20) with the same variance σ. The state of this qubit is
a mixed state, described by a density matrix ρ˜:
ρ˜ =
∫
du dvPσ(u)Pσ(v) · e−iupˆe+ivqˆ
∣∣ψ〉 〈ψ∣∣ e+iupˆe−ivqˆ. (2.31)
The above two states are different, i.e. one is in pure state and the other is in mixed
state. But if the shift errors are measured perfectly, we actually cannot tell the difference
between them. After perfectly measuring the values of u, v, we will find both qubits are
in state |ψout〉 subjected to some shift errors u0, v0:
|ψout〉 = e−iu0pˆeiv0qˆ |ψ〉 , (2.32)
with the same probability density P (u0, v0) = Pσ(u0)Pσ(v0). Obviously, we cannot tell
the difference between these two qubits after measuring shift errors, if we only have the
information of the measurement outcomes u0, v0.
However, the above two qubits would be in different states after noisy measurements.
Eq. (2.30) is an example of coherent shift error, and Eq. (2.31) is an example of stochastic
shift error. Following in this thesis we assume ideal qubits subjected to stochastic shift
errors, and we expect the coherent shift error would produce similar effects, which needs
to be analyzed further.
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Chapter 3
Quantum Computation with GKP Code
States
This chapter is about some basic applications of GKP code states in quantum computa-
tion. Section 3.1 is about the effects of Clifford gates acting on GKP code states, which
correspond to symplectic operations, i.e. linear transformations of the quadratures of
an oscillator, preserving the canonical commutation relations. Also in this section we
examine the error propagations through these gates. Sec. 3.2 is about realizing universal
quantum computation utilizing photon counting, where Clifford gates are simple to im-
plement because they only involve linear optical elements [8]. In Section 3.3, a quantum
error correction protocol named Steane error correction is introduced, which enables us
to efficiently correct the shift errors preventing them from accumulating. The last Section
3.4 is about GKP code states in continuous variable cluster states and measurement-based
quantum computation (MBQ).
3.1 Clifford Gates of GKP code states
The group of Clifford gates (CNOT, phase and Hadamard gates) is an important subgroup
of gates. In general, the Clifford group of a system of N qubits is the group of unitary
transformations that, acting by conjugation, takes tensor products of Pauli operators to
tensor products of Pauli operators [8]:
CNOT : X1 → X1X2 Z1 → Z1
X2 → X2 Z2 → Z1Z2
Hadamard H : X → Z Z → X
Phase S : X → iXZ Z → Z
where the subscripts 1,2 correspond to the control and target qubit of the CNOT gate re-
spectively. From the Gottesman-Knill theorem [13], we know that quantum computation
involving only the Clifford gates and Pauli operators can be efficiently simulated by classi-
cal computation, so the Clifford group is not enough for universal quantum computation.
This will be examined later in Section 3.2.
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e−iu1pˆ1eiv1qˆ1
∣∣ψ〉 • e−iu1pˆ1ei(v1−v2)qˆ1 ∣∣ψ〉
e−iu2pˆ2eiv2qˆ2 |+〉 e−i(u2+u1)pˆ2eiv2qˆ2 |+〉
Figure 3.1: Circuit of the CNOT gate, where
∣∣ψ〉 represents an arbitrary ideal GKP code state.
The logical CNOT gate moves the shift error u1 of
∣∣ψ〉 to |+〉, and moves the shift error v2 in
the opposite direction.
3.1.1 Action on the GKP Code States
Now we first take a look at Clifford Gates acting on GKP code states. In general for a
system consisted of N oscillators, the tensor products of displacement operators can be
expressed in terms of the canonical quadratures qˆi and pˆi as:
Uαβ = exp
[
i
√
2pi
(
N∑
i=1
αipˆi + βiqˆi
)]
,
where the αi and βi are real numbers. A special case for a single GKP code encoded into
an oscillator, the logical Pauli operators are :
X¯ = ei
√
pipˆ, Z¯ = ei
√
piqˆ.
For GKP encoded qubits, all Clifford gates must be symplectic operations which are
linear transformations of the p’s and q’s that preserve the canonical commutation rela-
tions [pˆ, qˆ], acting by conjugation. And it’s easy to determine the symplectic operations
corresponding to the Clifford gates as shown below [8]:
CNOT : qˆ1 → qˆ1 pˆ1 → pˆ1 + pˆ2
qˆ2 → qˆ2 − qˆ1 pˆ2 → pˆ2
Hadamard H : qˆ → pˆ pˆ→ −qˆ
Phase S : qˆ → qˆ pˆ→ pˆ− qˆ
For the GKP code states, the group generated by Clifford gates is a subgroup that is
”easy” to implement, since these gates only requires linear optical elements (phase shifts
and beam splitters) along with elements that can ”squeeze” an oscillator [8] [6].
3.1.2 Error Propagation
Considering that Clifford gates on GKP code states are linear transformations of the qˆ
quadrature and the pˆ quadrature, these gates can move shift errors from one qubit to
another or from one quadrature to another. Here we examine the error propagations of
Clifford gates and take the CNOT gate as an example.
Assume the control qubit is in ideal state
∣∣ψ1〉 and target qubit is in ideal state∣∣ψ2〉, subjected to shift errors u1, u2 in the qˆ quadrature and v1,v2 in the pˆ quadrature
respectively (up to phase factors):
|ψin〉 ∝ ei(u1pˆ1+u2pˆ2)ei(v1qˆ1+v2qˆ2)
∣∣ψ¯1, ψ¯2〉 .
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Recall that CNOT (Cx) transforms pˆ1 → pˆ1 + pˆ2 and qˆ2 → qˆ2− qˆ1, then the effect of this
circuit in Fig(3.1) is (up to some phase factors):
Cx : |ψin〉 → Cxei(u1pˆ1+u2pˆ2)ei(v1qˆ1+v2qˆ2)C†x · Cx
∣∣ψ¯1, ψ¯2〉
∝ ei[u1(pˆ1+pˆ2)+u2pˆ2])ei[v1qˆ1+v2(qˆ2−qˆ1)] · Cx
∣∣ψ¯1, ψ¯2〉
∝ ei[u1pˆ1+(v1−v2)qˆ1]ei[(u2+u1)pˆ2+v2qˆ2] · Cx
∣∣ψ¯1〉 ∣∣ψ¯2〉 .
It’s clear that the CNOT gate moves control qubit’s shift error u1 in the qˆ quadrature to
the target qubit. It also propagates the shift error v2 in the pˆ quadrature from target to
control qubit.
For simplicity, we demonstrate the effect of the error propagation with the target
qubit in ideal state |+〉 subjected to shift error u2, v2 as shown in Fig. 3.1, .
3.2 Universal Quantum Computation
The Clifford gates discussed above in Sec. 3.1 are not enough for universal quantum com-
putation [13]. To complete a set of gates to achieve universal quantum computation, an
additional gate is needed, for example the pi/8 gate. Such a gate requires non-symplectic
operations. Here we first use Hadamard eigenstates to realize the pi/8 gate, and then use
photon counting to prepare such an eigenstate proposed by Gottesman et al. [8].
3.2.1 The pi/8 Gate using Hadamard Eigenstate
Assume that we already prepared a qubit in the Hadamard eigenstate corresponding to
eigenvalue +1:
|ΨH=1〉 = cos(pi/8) |0〉+ sin(pi/8) |1〉 .
Apply the symplectic transformation:
H · S−1 = 1√
2
(
1 1
1 −1
)
·
(
1 0
0 −i
)
=
1√
2
(
1 −i
1 i
)
.
We can thus obtain a so called pi/8 phase state:∣∣Ψpi/8〉 = 1√
2
(e−ipi/8 |0〉+ eipi/8 |1〉).
This phase state enables us to perform a non-symplectic gate:
T =
(
e−ipi/8 0
0 eipi/8
)
.
T is the pi/8 phase gate, and the state
∣∣Ψpi/8〉 can be written as applying T gate on state
|+〉: ∣∣Ψpi/8〉 = T |+〉
Then we can utilize the gate teleportation circuit to teleport T gate from the pi/8 phase
state to an arbitrary qubit state |φ〉 [8] [13], which completes the set of gates that realizes
universal quantum computation. The circuit for gate teleportation is shown in Fig. 3.2.
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|φ〉 • S T |φ〉
T |+〉 Measure
Figure 3.2: Circuit for gate teleportation. The data qubit is in an arbitrary state |φ〉. The
ancilla qubit is in state
∣∣Φpi/8〉 = T |+〉. Measure the ancilla in the basis |0〉 , |1〉, and apply a
conditional phase gate S on the data qubit. The output qubit is in state T |φ〉 up to some phase
factors.
3.2.2 Photon Number Modulo Four
In order to see the relation between photon counting and the Hadamard eigenstate, we
first write the Hamiltonian H of the oscillator as:
H = ~ω(aˆ†aˆ+ 1
2
), (3.1)
where ~ is the reduced Plank constant and ω a real constant. The time evolution operator
with time t is thus (up to phase factors):
U(t) = e−
i
~Ht = e−iωtaˆ
†aˆ. (3.2)
The effect of this time evolution operator on qˆ and pˆ can be written as:
qˆ → U †(t)qˆU(t) ∝ aˆe−iωt + aˆ†eiωt,
pˆ→ U †(t)pˆU(t) ∝ aˆe−iωt − aˆ†eiωt. (3.3)
It’s clear, when the evolution time t = pi
2ω
, the effect of Eq. (3.3) is just the Hadamard
gate that H†qˆH → pˆ and H†pˆH → −qˆ, see Sec. 3.1. Thus the Hadamard gate represents
a quarter cycle of the time evolution [8]:
H : exp
(
i
pi
2
aˆ†aˆ
)
,
where the phase is simply the photon number modulo four, thus the +1 eigenstate of
Hadamard gate is a state with photon number equal to 0 mod 4.
In the quadrature plane of the GKP code, all code words are invariant under a pi
rotation ( qˆ → −qˆ, pˆ→ −pˆ), which is easy to check from the definition of the code words
in Eq. (2.7) and Eq. (2.8). Note that the pi rotation is exactly a time evolution operator
with t = pi
ω
, check it in Eq. (3.3). Thus an arbitrary GKP code state with arbitrary
photon number n should be an eigenstate of the operator U(t = pi/ω):
U(t = pi/ω) |n〉 = einpi |n〉 = |n〉 .
It’s clear that the photon number n can only be even to satisfy the equation above. This
restriction of photon number gives us some fault-tolerance measuring it.
3.2.3 Preparing a Hadamard Eigenstate
In the non-demolition protocol of photon counting proposed by Gottesman et al. [8], the
photon number of an encoded state is measured repeatedly. First, we couple the oscillator
to an atom with a chosen perturbation:
H′ = ~ω′aˆ†aˆσz,
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e−iu1pˆ1
∣∣ψ¯〉 • exp(iqcorpˆ1) e+iv1qˆ1 ∣∣ψ¯〉 exp(ipcorqˆ1)
e−iu2pˆ2 |+¯〉 qout e+iv2qˆ2 |0¯〉 • pout
Figure 3.3: Circuits of the Steane error correction scheme. The left circuit corrects shift
errors in the qˆ quadrature and right one in the pˆ quadrature. The logical CNOT moves the
shift errors as discussed in Sec. 3.1.2. We have incoming shift errors u1, v1 ∈ [−
√
pi/2,
√
pi/2].
And ancilla qubits |+¯〉 , |0¯〉 have shift error u2, v2 ∈ [−
√
pi/2,
√
pi/2]. After the CNOT gate,
we measure the ancillas in q, p quadratures respectively and get the homodyne measurement
outcomes qout = u1 + u2 + n1
√
pi and pout = −v1 + v2 + n2
√
pi with n1, n2 arbitrary integers.
Then we calculate qcor = qout mod
√
pi ∈ [−√pi/2,√pi/2] and apply the correction operators,
which is the same for pcor.
where σz |0〉a = − |0〉a with |0〉a the atomic ground state, σz |1〉a = |1〉a with |1〉a the
excited state |1〉a. By turning on the coupling for a time t = pi4ω′ , the executed unitary
operator is a time evolution operator with t = pi/(4ω′):
U(t =
pi
4ω′
) = exp[−i(pi/4)aˆ†aˆσz].
Then the coupled system 1√
2
(|0〉a + |1〉a) |n〉 evolves as:
1√
2
(|0〉a + |1〉a) |n〉 → U(t =
pi
4ω′
) · 1√
2
(|0〉a + |1〉a) |n〉
=
1√
2
(einpi/4 |0〉a + e−inpi/4 |1〉a) |n〉
=
1√
2
einpi/4 · (|0〉a + e−inpi/2 |1〉a) · |n〉 .
As discussed in Sec. 3.2.2, the photon number can only be 0or2 mod 4. If n = 0
mod 4, the atomic state will be left in state 1√
2
(|0〉a + |1〉a), otherwise in state 1√2(|0〉a −
|1〉a). Thus by measuring the atomic state in the basis (|0〉a ± |1〉a)/
√
2, we read out the
value of the photon number modulo four of the GKP code state, also we know that we
have prepared the qubit in a Hadamard eigenstate with a known eigenvalue.
Note that this measurement is non-demolition, which can be repeated to improve
reliability. Repeating measurements can increase the fidelity of a Hadamard eigenstate
nicely.
3.3 Steane Error Correction Scheme
Steane error correction corrects small shifts in position or momentum quadratures fault-
tolerantly [8] [15] [16]. Its circuit involves CNOT gates (or beam splitters [16] [6]) and
homodyne measurements. We first consider Steane error correction in the qˆ quadrature,
the left one in Fig. 3.3. The analysis of the pˆ quadrature is completely the same, since
we assume two quadratures are symmetric and shift errors in them are independent.
We assume that the input state has shift error u1 and the ancilla is in state |+¯〉
subjected to shift error u2. Up to normalization, the initial state of the combined system
of an input qubit and an ancilla qubit is:
e−iu1pˆ1e−iu2pˆ2
∣∣ψ¯〉 |+¯〉 . (3.4)
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The circuit to correct shifts in the qˆ quadrature is shown in Fig. 3.3. We already discussed
how the CNOT gate moves the shift errors in Sec. 3.1.2, it’s easy to check that the CNOT
gate maps the combined system to a new state:
e−iu1pˆ1e−iu2pˆ2
∣∣ψ〉
1
|+〉2 → e−iu1pˆ1e−i(u1+u2)pˆ2
∣∣ψ〉
1
|+〉2 , (3.5)
where the subscript 1,2 represent control and target qubit of the CNOT gate respectively.
With the definition of ideal GKP code states as in Eq. (2.7), we can write the output
state as:
=
∑
s,s′∈Z
α
∣∣q1 = 2s√pi + u〉 ∣∣q2 = (2s+ s′)√pi + u〉
+ β
∣∣q1 = (2s+ 1)√pi + u〉 ∣∣q2 = (2s+ 1 + s′)√pi + u〉
=
∑
n0,n1∈Z
(
α
∣∣q1 = 2n0√pi + u1〉+ β ∣∣q1 = (2n0 + 1)√pi + u1〉 ) ∣∣q2 = n1√pi + u1 + u2〉 ,
(3.6)
where we write
∣∣ψ¯〉 = α |0¯〉+ β |1¯〉 with |α|2 + |β|2 = 1.
The measurement of the ancilla can only produce qout = u1 + u2 + n1
√
pi, n1 ∈ Z.
Such a measurement reveals no information about α or β, thus does not destroy the input
state. Then we calculate qcor = qout mod
√
pi ∈ [−√pi/2,√pi/2] and apply the correction
operator exp(iqcorpˆ), the input qubit
∣∣ψ¯〉 is now in state (neglecting some phase factors):∑
s∈Z
(
α
∣∣q1 = 2s√pi − u2 − n1√pi〉+ β ∣∣q1 = (2s+ 1)√pi − u2 − n1√pi〉 )
= ein1
√
pipˆeiu2pˆ
∣∣ψ¯〉 ,
that is, according to the measurement outcome the code states are shifted to the nearest
integer multiple of
√
pi plus a small shift error u2 from the ancilla. Note that e
in1
√
pi is a
logical X¯ operator when n1 is odd and otherwise an identity operator, see Sec. 2.1. Also
the analysis in the pˆ quadrature is the same, where the CNOT gate is inverted, and an
ancilla initially prepared in |0¯〉 is measured in the pˆ quadrature at the end, see Fig. 3.3.
For Steane error correction in the qˆ quadrature, the whole effect on the data qubit’s
shift errors is (up to possible logical shifts in both quadratures):
u1 → −u2, v1 → v1 − v2, (3.7)
with success condition |u1 + u2| <
√
pi
2
. In the pˆ quadrature, the effect is :
u1 → u1 + u2, v1 → v2, (3.8)
with success condition |v2 − v1| <
√
pi
2
. Where u, v are shift errors in the qˆ and the
pˆ quadratures respectively. Subscript 1,2 represents data qubit and ancilla qubit. Note
that a minus sign doesn’t matter, because for an arbitrary Gaussian variable u with mean
value zero, u and −u have completely the same probability distribution.
3.3.1 Steane Error Correction is Fault-Tolerant
For repeated Steane error corrections are applied, Glancy and Knill [6] found an error
threshold equal to
√
pi/6, under which there’s always no logical error. We first do Steane
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error correction in the qˆ quadrature as the left circuit in Fig. 3.3, followed by Steane
error correction in the pˆ quadrature as the right one in Fig. 3.3. We call the procedure
described above as a round of correction and repeat it.
It is assumed that data qubit contains shift error u1 and v1 and an ancilla subjected
to shift error u2, v2. Since the effect of Steane error correction is shown in Eq. (3.7) and
Eq. (3.8), thus after Steane error correction in the qˆ quadrature, we have:
u1, v1 → −u2, v1 − v2,
with success condition |u1 + u2| <
√
pi/2. In the following correction in the pˆ quadrature
with an ancilla subjected to shift error u3, v3:
−u2, v1 − v2 → −u2 + u3, v3,
with success condition | − v1 + v2 + v3| <
√
pi/2. Thus the first round of error correction
is complete, the qubit will be left with shift error −u2 + u3 and v3 in the qˆ and the pˆ
quadratures respectively. In the second round, the correction in the qˆ quadrature, with
an ancilla subjected to shift error u4, v4, transforms the errors as:
−u2 + u3, v3 → −u4, v3 − v4,
the success condition is | − u2 + u3 + u4| <
√
pi/2. In the second correction in the pˆ
quadrature with an ancilla subjected to shift error u5, v5, we have:
−u4, v3 − v4 → −u4 + u5, v5,
with success condition | − v3 + v4 + v5| <
√
pi/2. If we repeat the correction procedure
described above, each time the qubit has error inherited from one ancilla in the quadrature
that was just corrected, and errors from two ancillas in the other quadrature that will be
corrected next.
Thus the magnitude of the three shift errors should always be smaller thatn
√
pi/2 in
order to ensure that correction always succeeds. For a single error from data or ancilla
qubit, the error threshold threshold of it is exactly
√
pi/6. Under this threshold there
will never be an undetectable logical error, which shows that Steane error correction is
fault-tolerant, as we mentioned in Sec. 2.1.2
3.3.2 Steane Error Correction with 1-Bit Teleportation
Now we consider a slightly different error correction scheme, which utilizes 1-bit telepor-
tation [20] as shown in Fig. 3.4). The circuits are quite similar to the circuit of Steane
Error correction, but the CNOT gate is inverted and the homodyne measurement is on
the input qubit instead.
We first consider correction in the qˆ quadrature, i.e the left circuit in Fig.(3.4). The
input state of the combined system is the same as in Eq.(3.4), here we write |+¯〉 =
1√
2
(|0¯〉+ |1¯〉) (neglecting the normalization and phase factors):∑
s,s′∈Z
(
α
∣∣q1 = 2s√pi + u1 + u2〉+ β ∣∣q1 = (2s+ 1)√pi + u1 + u2〉 ) ∣∣q2 = 2s′√pi + u2〉
+
∑
s,s′∈Z
(
α
∣∣q1 = (2s+ 1)√pi + u1 + u2〉+ β ∣∣q1 = 2s√pi + u1 + u2〉 ) ∣∣q2 = (2s′ + 1)√pi + u2〉
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e−iu1pˆ1
∣∣ψ¯〉 qout e−iv1qˆ1 ∣∣ψ¯〉 • pout
e−iu2pˆ2 |+¯〉 • e−iv2qˆ2 |0¯〉
Figure 3.4: Circuits for Steane error corrections via 1-bit teleportation. Left circuit corrects
errors in the qˆ quadrature. After the CNOT gate we measure the data qubit in the qˆ quadrature
with outcome qout = u1 + u2 + n
√
pi, n ∈ Z. Based on qout, we need to decide the state of data
qubit after measurement, i.e. whether qout is closer to an even multiple of
√
pi or closer to an
odd multiple. If it’s in |0〉, the ancilla will be left in state ∣∣ψ¯〉 or with shift error u2 and v1 + v2,
otherwise there would be a logical error. The analysis for the left circuit which corrects errors
in the pˆ quadrature is the same.
we rewrite the state as:∑
s,s′∈Z
( ∣∣q1 = 2s√pi + u1 + u2〉 (α ∣∣q2 = 2s′√pi + u2〉+ β ∣∣q2 = (2s′ + 1)√pi + u2〉)
+
∣∣q1 = (2s+ 1)√pi + u1 + u2〉 (β ∣∣q2 = 2s′√pi + u2〉+ α ∣∣q2 = (2s′ + 1)√pi + u2〉) )
which can still be simplified to be written as:∑
s∈Z
( ∣∣q1 = 2s√pi + u1 + u2〉 e−iu2pˆ2 ∣∣ψ¯〉+ ∣∣q1 = (2s+ 1)√pi + u1 + u2〉 e−iu2pˆ2X¯ ∣∣ψ¯〉 ).
It’s obvious that the measurement of the input qubit in the qˆ quadrature produces
the measurement outcome qout = n
√
pi + u1 + u2, n ∈ Z. The next step is to decide
the parity of n. If n is even, then the ancilla is left in the state
∣∣ψ¯〉 with shift error u2.
Otherwise the output ancilla contains a logical X¯ error with n odd. Once we make the
correct decision, the logical error won’t be a serious problem, we can just keep track of
and correct it anytime we want [17]. But with a wrong decision about the parity, we will
keep an incorrect record of the Pauli frame.
It’s easy to see that the success condition is the same as that of Steane Error Cor-
rection: |u1 + u2| ≤
√
pi/2. This scheme has the same effect as the original Steane Error
Correction: the input shift error is replaced by the ancillas’ shift errors, and contain
logical errors with conditional error rates depending on the measurement outcomes.
3.4 Measurement-Based Quantum Computation
with GKP Code
The GKP code fits nicely with fault-tolerant measurement-based quantum computation.
By concatenating and using ancilla-based error correction, fault-tolerant measurement-
based quantum computation of theoretically indefinite length is possible with finitely
squeezed cluster states [12] [11].
A typical two-dimensional cluster state can be shown as in Fig. 3.5. In order to
prepare a cluster state, we initialize each qubit into state |+〉 ( eigenstate of pˆ for GKP
code states) and perform CPHASE gates between every pair of neighboring qubits. Since
CPHASE gates on different pairs of qubits commute to each other, thus we can apply
these gates in parallel. Note that a cluster state is a highly entangled state, which is the
source of its ability to perform quantum computation. It’s easy to check that the cluster
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Figure 3.5: A two-dimensional cluster state. Blank nodes means qubits in state |+〉, the lines
connecting qubits represent CPHASE gates.
state is a stabilizer code stabilized by [14]:
K(a) = σ(a)x
⊗
b∈nghb(a)
σ(b)z ,
where nghb(a) are all the qubits connected with qubit a by CPHASE gates. A cluster
state is completely specified by the eigenvalues of K(a) acting on the cluster state. In
order to do quantum computation with a prepared cluster state, we measure qubits in
chosen basis to realize desired quantum gates [14].
Here we concatenate a cluster state with the GKP code, replacing each node by
a GKP-encoded qubit prepared in pˆ squeezed state, i.e eigenstate of pˆ. For such a
continuous variable cluster state, any single-mode Gaussian unitary can be implemented
on a linear CV cluster state consisting of four nodes, measuring node j in the quadrature
{pˆ + mj qˆ}4j=1 [12]. A quantum gate G corresponds to a specific measurement vectors
defined as m(G) = (m1,m2,m3,m4). Note that the CNOT gate requires a two dimensional
cluster state, see details in the paper of Menicucci [12].
3.4.1 Steane Error Correction with Cluster States
Here we introduce how to do Steane Error corrections with cluster state concatenated
with the GKP code [11], and it will be natural to see the connection between them. Recall
that:
• = •
H • H
Thus the circuit of Steane error correction in the qˆ quadrature is equivalent to (neglecting
the correction operator in Fig. 3.3):
|φ〉 •
|+〉 qout
=
|φ〉 •
H |+〉 • pout
where measurement in the qˆ quadrature after a Hadamard gate is equivalent to a measure-
ment in pˆ quadrature. Thus it’s easy to see that this circuit is just two qubits connected
by a CPHASE gate and measure the ancilla qubit prepared in state |0〉 = H |+〉 in the pˆ
quadrature. Similarly, Steane error correction in the pˆ quadrature is equivalent to:
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|φ〉 • H • H†
|0〉 • pout
|0〉 • pout
Figure 3.6: Circuit of quantum error correction consists of Steane error corrections in two
quadratures. This circuit is equivalent to that in Fig. 3.3 up to correction operators. All three
qubits are connected by CPHASE gates, and Hadamard gates is quite easy to be implemented
through cluster state. It’s quite obvious to notice that Steane error correction fits nicely within
the cluster state formalism.
Figure 3.7: The blank node represents a pˆ-squeezed vacuum state, i.e. |+〉 state. All links are
CPHASE gate Cˆz = e
iqˆ⊗qˆ. After measuring each of the three marked qubits in the pˆ quadrature,
the blank node is left in state |φ〉 with both quadratures corrected, up to a Hadamard.
|φ〉
|0〉 • pout
=
H |φ〉 • H
|0〉 • pout
Similarly, there are also two qubits connected by a CPHASE gate. Neglecting the
displacement operators, the whole circuit of Steane error correction is now written in
Fig. 3.6.
In order to apply a Hadamard gate on the input qubit |ψ〉, we use a CPHASE gate
to teleport the input state into the ancilla with a Hadamard gate applied:
|φ〉 • pout
|+〉 •
we write the data qubit in state |φ〉 = a |0〉+ b |1〉 with |a|2 + |b|2 = 1. It’s easy to check
that the CPHASE gate transforms the initial state |φ〉 |+〉 into:
|φ〉 |+〉 = (a |0〉+ b |1〉) |+〉
→ 1√
2
|+〉 (a |+〉+ b |−〉 )+ 1√
2
|−〉 (a |+〉 − b |−〉 )
when the measurement outcome on input qubit |φ〉 produces eigenvalue +1, the qubit
collapses into state |+〉 and the ancilla was left in state H |φ〉 = a |+〉+ b |−〉. Otherwise
there’s an additional logical Z error on the ancilla. Since we always know whether there’s
a logical error, we can just correct the ancilla into state H |φ〉. Then we can use a
CPHASE gate to connect this output ancilla with another fresh ancilla prepared in |0〉
and thus realize Steane error correction in the pˆ quadrature. Up to Hadamard gates
and outcome-dependent displacements, the whole circuit can be recognized as a standard
continuous variable cluster state as in Fig. 3.7.
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Chapter 4
Quantum Error Correction with
continuous information
In this chapter, the continuous nature of the GKP code is taken into account. In Steane
error correction, continuous shift errors mean that the homodyne measurement can give
us more than just binary values. It will be clear that this observation can increase the
fault-tolerance of the GKP code.
Section 4.1 is a further analysis of Steane error correction scheme. Based on the
continuous measurement outcomes, the shift errors of the output qubits are not simply
replaced by those of ancillas. Also the output qubits would have conditional error rates
depending on the measurement outcomes.
In Section 4.2, we propose a modified version of Steane error correction scheme with
two measurements. Since the measurement outcomes are continuous, it’s natural to try
multiple measurements and correct the errors based on all these measurements instead
of only the first one. There’s indeed some improvement, but unfortunately it’s nearly
negligible for the error model in this thesis.
Section 4.3 concatenates the three-qubit bit flip code with the GKP code. As analyzed
in Section 4.1, instead of only an average error rate, the underlying GKP encoded qubits
now have varying error rates after Steane error correction, which enables us to do a
maximum-likelihood decision instead of always choosing the cases of one-bit flip error.
In Section 4.4, the toric code is concatenated with the GKP code. Similarly the
conditional error rates after Steane error correction can be used to modify the decoding
scheme, thus achieve the error threshold with much noisier GKP code states. Section
4.4 is a short introduction of the toric code and its decoding scheme based on minimum-
weight matching algorithm. Section 4.4.1 assumes that only data are noisy, while the
ancillas used in Steane error correction are perfect. With our proposed method, we can
use much noisier GKP encoded qubits ( average error rate around 14%) to achieve the
error threshold (10.3%). In Section 4.4.2, all qubits are noisy, which makes the syndrome
measurements also noisy, and we propose a scheme to correct the defects conditionally
before decoding the toric code.
Sec. 4.5 is a short discussion about Maximum-Likelihood decoding, which incorporates
the continuous information naturally. Finally, Section 4.6 is a summary of the whole
chapter.
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4.1 Further Analysis of Steane Error Correction
Finitely squeezed GKP code states are composed of Gaussians weighted by a Gaussian
envelope as discussed in Sec. 2.1.1 [8]. Zero variance means that Guassians goes back
to delta functions, i.e. finitely squeezed states go back to ideal states. One can find the
representation of finitely squeezed state
∣∣0〉 in Eq. (2.10).
In the following analysis we consider ideal GKP code states subjected to independent
stochastic Gaussian shift errors in both quadratures, i.e. errors from the Gaussian shift
error channel in Sec. 2.4 . For simplicity we write a GKP code state subjected to Gaussian
shifts as (up to phase factors):
|ψ, u, v〉 = e−iupˆe−ivqˆ ∣∣ψ〉 ,
where
∣∣ψ〉 represents an arbitrary ideal GKP code state. u, v are independent Gaussian
variables with variance σ, i.e. Pσ(u) =
1√
2piσ2
e−
u2
2σ2 . We only consider the shifts in the
qˆ quadrature, and the analysis in the pˆ quadrature is the same, so the state would be
simplified as:
|ψ, u〉 = e−iupˆ ∣∣ψ〉 ,
In Sec. 3.3, we have already considered the success rate of Steane error correc-
tion [16] [6]. But what we obtained is only an average rate, because what we do is
simply mapping the GKP code to a normal qubit. However, with different values of the
homodyne measurement outcomes qout, the situations should be different. In this section,
we take this additional information into account, it will be clear that the logical error
rates depend on the measurement outcomes.
4.1.1 Conditional Output Errors
After Steane error correction in the qˆ quadrature as shown in Fig. 4.1, the shift error has
been replaced by the ancilla’s shift error u2 plus a possible X error. But the measure-
ment gives us more information about u1 and u2, thus we should update the probability
distributions of them according to the Bayes’ theorem.
Once we make the measurement and get the outcome qout, which means that u1 +u2 =
qout + n
√
pi, n ∈ Z. From Bayes’ theorem P (A|B) = P (B|A)P (A)
P (B)
, we can calculate the
conditional probability distribution of u1 with respect to the measurement outcome qout:
P
(
u1|u1 + u2 = qout + n
√
pi
)
=
P(u1 + u2 = qout + n
√
pi|u1)P (u1)
P (u1 + u2 = qout + n
√
pi)
=
P (u2 = qout + n
√
pi − u1)P (u1)
P (u1 + u2 = qout + n
√
pi)
.
(4.1)
First, we know that u1 and u2 are independent Gaussian variables with variance σ1 and
σ2 respectively. Then u1 +u2 is also a Gaussian variable with variance
√
σ21 + σ
2
2. Taking
these probability distributions into the Eq.(4.1), we get:
P
(
u1|u1 + u2 = qout + n
√
pi
)
=
1
σ2
√
2pi
e
− (u1−q
′−l·√pi)2
2σ22
1
σ1
√
2pi
e
− u
2
1
2σ21
1√
σ21+σ
2
2
√
2pi
e
− (qout+n
√
pi)2
2(σ21+σ22)
=
1
σ
√
2pi
e−
(u1−uc)2
2σ2
(4.2)
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|ψ, u1〉 •
u1
exp(iqcorpˆ) |ψ, u1 − qcor〉
|+, u2〉
u1 + u2
qout
Figure 4.1: Circuit of Steane error correction for shift errors in q quadrature. The logical
CNOT gate moves the shift error u1 of |ψ, u1〉 to the ancilla qubit, which leads to the homodyne
measurement outcome qout = u1 + u2 + n
√
pi, n ∈ Z. With qcor = qout mod
√
pi in the range
[−
√
pi
2 ,
√
pi
2 ], the correction operator exp (iqcorpˆ1) is then applied.
where σ2 =
σ21σ
2
2
σ21+σ
2
2
and uc =
σ21
σ21+σ
2
2
(qout + n
√
pi). So after the measurement, u1 now
satisfies a Gaussian distribution with variance σ and mean value uc. The probability
distribution of u2 is quite similar and we write them as:
u1 ∼ N ( σ
2
1
σ21 + σ
2
2
(qout + n
√
pi), σ)
u2 ∼ N ( σ
2
2
σ21 + σ
2
2
(qout + n
√
pi), σ)
(4.3)
where N (x, y) represents a Gaussian distribution with mean value x and variance y. It’s
easy to see that u1 obtains an additional mean value uc =
σ21
σ21+σ
2
2
(qout + n
√
pi) and the
variance σ is less than σ1.
Since we have updated the probability distributions of u1, u2 after the homodyne
measurement, we cannot simply apply the correction operation as before as in Fig. 3.3.
Considering that the exact value of n is unknown, we can only correct the part
σ21
σ21+σ
2
2
qout
in the qˆ quadrature. Then it’s equivalent to say that the output qubit is left with a
Gaussian shift error u1 ∈ N (0, σ) plus an additional constant shift error σ
2
1
σ21+σ
2
2
n
√
pi.
Strictly speaking, the constant shift error
σ21
σ21+σ
2
2
n
√
pi is not an integer multiple of
√
pi,
but it is always very close to a logical shift or a stabilizer, since we always assume that
input data qubits are much noisier than the ancilla qubit, i.e σ2  σ1.
For simplicity, in the following analysis we assume the limit that σ2
σ1
→ 0, and neglect
the changes on the probability densities of u1 and u2. The analysis above is then reduced
back to the original analysis of Steane error correction, i.e input shift error will be replaced
by that of ancilla qubit after the correction step, and there’s a logical error with some
probability.
4.1.2 Conditional Error Rates
The circuit to correct shifts in the qˆ quadrature is shown in Fig. 4.1. As discussed in
Eq. (3.5), the CNOT gate has the action:
|ψ, u1〉1 |+, u2〉2 → |ψ, u1〉1 |+, u1 + u2〉2 .
It’s easy to see from Eq. (3.6) that qout should satisfy the relation:
qout − u1 − u2 = n
√
pi, n ∈ Z, (4.4)
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which represents the tooth of the comb that one measures. Thus the probability density
of qout is:
P(qout|u1, u2) = 1N
∑
n∈Z
δ(qout − u1 − u2 − n
√
pi), (4.5)
where N is the normalization factor.
The correction qcor is defined as qcor = qout mod
√
pi in the range [−
√
pi
2
,
√
pi
2
] which,
in case of u2 = 0, would shift the input codeword plus error back to a codeword. If one
finds a large qout this could be due to large shifts, but it could also be due to just hitting
a farther tooth in the comb (all teeth are equally likely). However, it is clear that if the
found value for qcor lies at the boundary of its interval, one is less certain about whether
one has applied the right correction. We can also evaluate the logical X error probability
given qout.
Assume that the data qubit and the ancilla qubit have shifts according to the Gaussian
distribution Pσ1(u1) and Pσ2(u2). We have the probability density of qout:
P(qout) =
∫
du1
∫
du2Pσ2(u2)Pσ1(u1)P(qout|u1, u2)
=
1
N
∑
n∈Z
∫
du1Pσ1(u1)Pσ2(qout − u1 − n
√
pi) (4.6)
where in principle
∫
dqoutP(qout) = 1.
When is the procedure succesful? When |u1 + u2 − 2k
√
pi| < √pi/2 for some integer
k (that is, the shifts add up to a stabilizer shift plus less than half a logical shift),
then the correction operator eiqcor·pˆ1 will leave at most a remaining u2 error. When
|u1 + u2 − 2k
√
pi| < √pi/2 we write that u1, u2 ∈ Isuccces. Further, We can write the
conditional probability density of u1, u2 with respect to qout as:
P(u1, u2|qout) = P(qout|u1, u2)Pσ1(u1)Pσ2(u2)P(qout) . (4.7)
so that
P(succ|qout) =
∫
Isuccess
du2du1P(u1, u2|qout) (4.8)
and the average success probability is:
P(succ) =
∫
Isuccess
du2du1Pσ1(u1)Pσ2(u2). (4.9)
Obviously the success region Isucess and the value of qout only depend on the value of
u1+u2, we switch the integration over the variable w = u1+u2 for convenience. According
to the summation rule of independent Gaussian variables, w is a Gaussian variable with
variance σ =
√
σ21 + σ
2
2. Isuccess corresponds to the constraint |w− 2k
√
pi| < √pi/2. Then
we can write P(u1, u2|qout) with a different integration variable as:
P(w|qout) = Pσ(w)
∑
n∈Z δ(qout − w − n
√
pi)∑
n∈Z Pσ(qout − n
√
pi)
. (4.10)
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So that:
P(succ|qout) =
∫
Isuccess
dwP(w|qout)
=
1∑
n∈Z Pσ(qout − n
√
pi)
∫
Isuccess
dwPσ(w)
∑
n∈Z
δ(qout − w − n
√
pi)
=
∑
n∈Z Pσ(qout − n
√
pi)fsucces(n, qout).∑
n∈Z Pσ(qout − n
√
pi)
.
(4.11)
where fsucces(n, qout) = 1 when qout − n
√
pi is at most
√
pi/2 away from an even multiple
of
√
pi and otherwise 0. We note that the right hand side of the expression only depends
on qout− n
√
pi and similarly P(qout) is the same for any qout plus multiple integers of
√
pi.
Hence we may restrict ourselves to considering a qout ∈ [−
√
pi/2,
√
pi/2), which is the qcor
defined ealier. This means that due to fsuccess the numerator on the r.h.s. of. Eq.(4.11)
is restricted to even n, then the conditional success probability given qout can be written
as :
P(succ|qout) =
∑
n∈Z Pσ(qout − 2n
√
pi)∑
n∈Z Pσ(qout − n
√
pi)
. (4.12)
Assume that σ is small enoug, i.e. |w| = |u1 + u2| ≤ 2k+12
√
pi, with k a positive
integer. Since now qout has been restricted in the range [−
√
pi/2,
√
pi/2], then we can
make an approximation:
P(qout) =
∫
dw1Pσ(w)P(qout|w)
=
1
N
∑
n∈Z
∫
dw1Pσ(w)δ(qout − w − n
√
pi)
≈ 1Nk
∑
|n|≤k
Pσ(qout − n
√
pi).‘
(4.13)
where Nk is simply determined by the normalization of P(qout) over qout given that |w| ≤
2k+1
2
√
pi. Similarly, the success probability conditioned on qout is approximately:
P(succ|qout) ≈
∑
|2n|≤k Pσ(qout − 2n
√
pi)∑
|n|≤k Pσ(qout − n
√
pi)
. (4.14)
Post-Selection Based on Conditional Error Rates
Assume that the qubits are squeezed enough and shift errors are localized around 0, we
set k = 1 so that |w1| ≤ 32
√
pi in Eq. (4.14). The conditional success rate can be written
as:
P(succ|qout) ≈ Pσ(qout)
Pσ(qout −
√
pi) + Pσ(qout) + Pσ(qout +
√
pi)
.
Since P(succ|qout) is symmetric with respect to qout = 0, we restrict qout ∈ [0,
√
pi/2], then
it’s easy to check that P(succ|qout) is monotonically decreasing, see Fig. 4.2.
Thus we’re able to do a post-selection of qubits after Steane error correction. We can
throw away any qubit i with qout,i > qsel where qsel is the selection criteria (an arbitrary
number in the range [0,
√
pi/2]), then with certainty the conditional success rates of the
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Figure 4.2: Conditional success probability with respect to measurement outcome, with the
variance of the shift error σ = 0.6. The x axis is the value of the homodyne measurement
outcome qout , the y axis is the conditional success probability P(succ|qout), which is a monoton-
ically decreasing function with respect to qout in range [0,
√
pi/2]. Note that P(succ|qout) reaches
its maximum when qout = 0, which is around 0.975.
qubits remained are at least P(succ|qsel). For the case in Fig. 4.2 with σ = 0.6, the
maximum success rate in principle we can achieve is P(succ|qsel = 0) ≈ 0.975, comparing
to the average success rate without post-selection which is only 0.86.
Although his post-selection procedure is not practical for quantum computation, yet
we can use it to lower the logical error rate while preparing a GKP-encoded qubit. For
example, Fukui et. al use this post-selection procedure to prepare cluster state [10].
Variance of Conditional Error Rates
As in Eq. (4.14), the conditional success rate is a function of the measurement outcome
qout ∈ [−
√
pi/2,
√
pi/2]. Since this conditional success rate is itself a random variable
satisfying a known probability distribution P(qout) in Eq. (4.13), there’s also a variance
of it, which we denote it as σrate :
σ2rate =
∫ √pi/2
−√pi/2
dqout · (P(succ|qout)− P(succ))2 · P(qout)
As shown in figure 4.3, σrate is finite when the variance of input shift error σ is around
0.5, which is non-trivial considering that σrate = 0 with only an average error rate. This
plot also fits our intuition: when σ, the variance of the input shift error, approaches zero,
there’s definitely no variance of the conditional error rate. When σ approaches infinity,
the probability distribution of the shift error will become a uniform random distribution
over [−∞,∞], then it will become completely random whether a measurement outcome
qout is closer to an even or an odd multiple of
√
pi, which also means σrate = 0 since the
conditional probability is just a constant equal to 1
2
.
This non-trivial σrate shows that the conditional success probability varies significantly.
Thus some qubits are more likely to contain logical errors, which gives us a bias to modify
our error correction and enables us to do maximum-likelihood decoding later in this thesis.
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Figure 4.3: σrate is the variance of output error rates after Steane error corrections. σ is the
variance of the input qubits’ shift errors
4.2 Steane Error Correction with Multiple
Measurements
In last section, we see that the conditional error rates of Steane error correction depend
on the homodyne measurement outcomes. The conditional success rate P(succ|qout) is
monotonically decreasing with respect to qout ∈ [0,
√
pi/2]. Then it’s natural to wonder
whether we could do more homodyne measurements to decrease the logical error rates.
For example when we get qout =
√
pi/2, it’s completely impossible to know which
direction should we shift the state back, the correction will have half the probability to
fail. Yet it might be possible to do another measurement before really shifting it back,
and decide how we correct the error according to the information of two measurements.
Following this basic idea, we propose a modified version of Steane error correction:
after two homodyne measurements, we decide how to correct the errors. Unfortunately
for the error model in this thesis, it will be shown that double measurements in one Steane
error correction only decrease the logical error rate trivially. Even worse, our proposed
scheme introduces additional shift errors in the conjugate quadrature, given noisy ancilla
qubits.
4.2.1 Double measurements in One Steane Error Correction
First we do Steane error correction without really applying the correction operator, then
the output qubit is in state |ψ, u0 + u2, v0 + v1〉, and from Eq.(4.4) the homodyne mea-
surement outcome qout,1 then is:
qout,1 = u0 + u1 + n1
√
pi = w1 + n1
√
pi (4.15)
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|ψ, u0, v0〉 •
|ψ, u0 + u2, v0 + v1〉 • |ψ, u0 + u2 + u4, v0 + v1 + v3〉
|+, u1, v1〉 qout,1
|0, u2, v2〉 • pout,1
|+, u3, v3〉 qout,2
|0, u4, v4〉 • pout,2
Figure 4.4: Circuit of the modified Steane error correction scheme without the correction
steps. u0 satisfy the Gaussian distribution Pσ1(u0) with variance σ1. u1, u2, u3, u4 satisfy the
Gaussian distribution Pσ2(u) (Here we only focus on shift errors in the qˆ quadrature). In order
to prevent accumulating of shift errors, the measurements in the qˆ and the pˆ quadratures should
be symmetric. Then this model is equivalent that we have noisy measurements, and after each
measurement, there’s some errors introduced. In principle this circuit could be easily generalized
to more measurements.
where w1 = u0 + u1 with n1 ∈ Z. From Eq.(4.5), the probability distribution of qout,1
conditioned on w1 is:
P(qout,1|w1) = P(qout,1|u0, u1) = 1N
∑
n1∈Z
δ(qout − u0 − u1 − n1
√
pi)
=
1
N
∑
n1∈Z
δ(qout − w1 − n1
√
pi).
(4.16)
Then we can calculate the probability distribution of qout,1:
P(qout,1) =
∫
du0
∫
du1Pσ1 , (u0)Pσ2(u1)P(qout|u0, u1) (4.17)
when |u0 +u1−2k
√
pi| < √pi/2 for some integer k (that is, the shifts add up to a stabilizer
shift plus less than half a logical shift), then the correction operator e−iqcor·pˆ1 will leave at
most a remaining u2 error. When |u0 +u1−2k
√
pi| < √pi/2 we write that u0, u1 ∈ Isuccces.
Further, We can write
P(u0, u1|qout) = P(qout|u1, u2)Pσ1(u1)Pσ2(u2)P(qout) . (4.18)
so that
P(succ|qout,1) =
∫
Isuccess
du0du1P(u0, u1|qout,1) (4.19)
Given the measurement outcome qout,1, we know the conditional success probability if
we really apply the correction operator of the Steane error correction. But we might be
very unlucky to have |qout,1| ≈ 2k+12
√
pi with some integer k, which will give us a very low
success probability because we’re not confident whether we can correct the data qubit in
the right direction. Then it’s natural to think whether we can do an additional Steane
error correction to increase the success probability. As shown in the circuit of Fig. 4.5,
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we measure in the qˆ quadrature once again to get qout,2 with conditional probability
distribution with respect to w2 = u0 + u2 + u3:
P(qout,2|w2) = 1N
∑
n2∈Z
δ(qout − u0 − u2 − u3 − n2
√
pi)
=
1
N
∑
n2∈Z
δ(qout − w2 − n2
√
pi).
(4.20)
Now the output qubit is in state |ψ, u0 + u2 + u4, v0 + v1 + v3〉, if now we apply the
correction operator with qout,2, then apart from a possible logical X error, the shift error
in the qˆ quadrature of the data qubit will be replaced by the sum of two ancillas’ shift error
u4 − u3 and we get output qubit in state |ψ, u4 − u3, v0 + v1 + v3〉. If we can determine
the value of w2 = u0 +u2 +u3 correctly, then the whole correction procedure will succeed.
So now we want to calculate the probability distribution P(w2|qout,1, qout,2) of w2 given
the values of qout,1 and qout,2:
P(qout,1, qout,2|w1, w2) = 1N 2
∑
n1∈Z
∑
n2∈Z
δ(qout,1 − w1 − n1
√
pi)δ(qout,2 − w2 − n2
√
pi). (4.21)
The probability distribution of obtaining w1 and w2 is :
P(w1, w2) =
∫
du0Pσ1(u0)
3∏
i=1
∫
duiPσ2(ui)δ(w1 − u0 − u1)δ(w2 − u0 − u2 − u3)
= N e−
σ21
4σ22(2σ
2
2+3σ
2
1)
[2(w1−w2)2+6w21+3w22],
(4.22)
where two Gaussian integrations give us two constants, which are absorbed into the
normalization factor N . Now we can get the conditional probability distributions of
w1, w2 given qout,1 and qout,2:
P(w1, w2|qout,1, qout,2) = P(qout,1, qout,2|w1, w2)P (w1, w2)P(qout,1, qout,2)
= N
∑
n1∈Z
∑
n2∈Z
δ(qout,1 − w1 − n1
√
pi)δ(qout,2 − w2 − n2
√
pi)e
− σ
2
1
4σ22(2σ
2
2+3σ
2
1)
[2(w1−w2)2+6w21+3w22]
= N e−
σ21
4σ22(2σ
2
2+3σ
2
1)
[2(qout,1−qout,2−(n1−n2)√pi)2+6(qout,1−n1√pi)2+3(qout,2−n2√pi)2]
(4.23)
where the denominator P(qout,1, qout,2) is a constant for specific qout,1, qout,2 and it is ab-
sorbed by the normalization factor N . Since the P(w1, w2|qout,1, qout,2) is determined by
n1, n2:
P(n1, n2|qout,1, qout,2) = P(w1, w2|qout,1, qout,2) (4.24)
We note that the right hand side of the Eq.(4.23) only depends on qout,1 − n1
√
pi and
qout,2 − n2
√
pi, similarly P(n1, n2|qout,1, qout,2) is the same for any qout,1 and qout,2 plus an
integer multiple of
√
pi. Hence we may restrict ourselves to considering qout,1, qout,2 ∈
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[−√pi/2,√pi/2). While considering small shift errors that |w1|, |w2| ≤ 2k+12
√
pi with k
some interger, it’s restricted that n1, n2 = 0,±1,±2, · · · ± k given that:
qout,1 = u0 + u1 + n1
√
pi = w1 + n1
√
pi
qout,2 = u0 + u2 + u3 + n2
√
pi = w2 + n2
√
pi
(4.25)
Since we will apply a correction operator according to qout,2, it’s easy to see that when
n2 is even, the output qubit is only left with a small shift error u4 − u3 if we apply
the correction operator eiqout,2pˆ, otherwise the correction fails because there will be an
additional logical error. So what we need to do is to determine whether n2 is even or odd
and we don’t care about the value of n1. Hence we define two quantities here:
P1 =
∑
|2n|≤k
∑
|n1|≤k
P(n1, n2 = 2n|qout,1, qout,2),
P2 =
∑
|2n+1|≤k
∑
|n1|≤k
P(n1, n2 = 2n+ 1|qout,1, qout,2).
When P1 ≥ P2 we say that n2 is even, an then we apply a correction operator eiqout,2pˆ,
otherwise we say n2 is odd and apply the correction operator e
i(qout,2+
√
pi)pˆ.
Numerical Simulation
In our simulation, we consider small shift errors in the approximation |w1|, |w2| ≤ 2k+12
√
pi,
where we take k = 1. Then it’s restricted that n1, n2 = 0,±1. And we fix the value of
qout,1 in the range [0,
√
pi/2], since qout,1 is symmetric in the range[−
√
pi/2,
√
pi/2).
u0 and u1 are independent Gaussian variables with variance σ1 and σ2 respectively,
and u0 +u1 = qout,1 +n1
√
pi. From Eq.4.3 we get the conditional probability distributions
of u0 and u1 after the measurement:
u0 ∼ N ( σ
2
1
σ21 + σ
2
2
(qout + n1
√
pi), σ) (4.26)
u1 ∼ N ( σ
2
2
σ21 + σ
2
2
(qout + n1
√
pi), σ) (4.27)
where σ2 =
σ21σ
2
2
σ21+σ
2
2
. Note that u0 and u1 are now not independent, but it’s not important
because we don’t care about u1 at all since it will never appear again.
Given a fixed value of qout,1, we can calculate the conditional probabilities of n1 =
−1, 0,+1 respectively. Then for each round of simulation, we determine the number of
n1 according to its conditional probability distribution. And then randomly choose the
value of u0 according to the probability distribution in Eq.(4.26). Since u2, u3 are also
independent Gaussian variables with variance σ2, we randomly choose the values of them.
Then we get value of w2 = u0 + u1 + u2, which leads to the value of qout,2 = w2 mod
√
pi
in the range [−√pi/2,√pi/2).
Given qout,1 and qout,2, we can calculate P1 and P2 to determine whether n2 is even or
odd. Finally we count how many times we succeed and then get the average logical error
rate with double measurements and fixed qout,1.
For each qout,1 ∈ [0,
√
pi
2
), we can calculate the average error rate with a second measure-
men, which is the red dashed line in the Fig. 4.5. The conditional error rate P(succ|qout,1)
with only one measurement is represented by the blue dashed line in Figure.(4.5).
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Figure 4.5: The x axis is the first measurement outcome qout,1, the y axis is the logical error
rate. The blue dashed line represents the conditional error rate P(X|qout,1) depending on qout,1.
With this fixed qout,1, the red dashed line represents the average logical error rate if we do a
second measurement. It’s clear that only when the first measurement outcome is quite close to√
pi
2 , the second measurement can decrease the logical error rate.
Discussion
As shown in Fig. 4.5, the red dashed line is below the blue one when qout,1 is quite close
to
√
pi
2
. It gets worse when qout,1 is small. Thus we need to decide whether we do the
second measurement according to the qout,1, making sure that the second measurement
always decrease the logical error rate.
However, considering that the probability to get qout,1 close to
√
pi
2
is very small, which
means that it’s not likely for a second measurement to make things better. We can
estimate an upper bound of the improvement of error rate averaged over all qout,1. In
the case that σ1 = 0.6, σ2 = 0.2, here we do the second measurement only when qout,1 is
approximately larger than 0.4
√
pi with probability of about 5%, where the decrease can
be optimistically estimated as a constant 5%. Then the total decrease of the error rate
averaged over qout,1 ∈ [0,
√
pi/2] is less than 5% × 5% = 0.25%, which is unfortunately
negligible at all.
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4.3 Three-Qubit Bit-Flip Code with the GKP Code
The three qubit bit flip code is a very simple code that encodes a logical qubit into three
physical ones and can detect and correct a single bit flip error [13] [5]. In this section, we
concatenate the three-qubit bit flip code with the GKP code and try to use the GKP error
information (the conditional error rates) to do a maximum-likelihood decoding. Define
the encoded qubit as:
|0¯〉 = |0〉 |0〉 |0〉 ,
|1¯〉 = |1〉 |1〉 |1〉 .
While measuring the physical qubits would destroy the state of the system, it is possible
to measure the parity between any two of them as the parity between two physical qubits
contains no information about the logical state of the system. A nice feature of these
parity measurements is that they discretize the set of possible errors. Let:∣∣0˜〉 = (√1− pE |0〉+√pE |1〉 ) |0〉 |0〉 .
The parity check Z1Z2 projects this state onto the code state |0¯〉 = |0〉 |0〉 |0〉 for the result
+1 (with probability (1 − pE)) and onto the “error state”
∣∣0˜〉 = |1〉 |0〉 |0〉 for the result
−1 (where pE is the average error rate for the three qubits). In the next step, the qubit
that got flipped is determined with a second parity check Z2Z3 and the error is corrected
by applying an appropriate Pauli gate. The operators Z1Z2 and Z2Z3 are the stabilizers
of this code.
Note that this code only corrects bit flips, but not phase flips. However, the correction
of phase flips is completely analogous in the |+〉 , |−〉 basis, using X1X2 and X2X3 as
parity measurements.
4.3.1 Concatenation of the repetition code with the GKP
Code
For simplicity, we assume that all underlying GKP-encoded qubits are prepared perfectly.
After two CNOT gates to encode the repetition code, they go through a Gaussian shift
error channel(GSC) and obtains independent gaussian shift errors in the qˆ quadrature
with variance σ, see Fig. 4.6. After Steane error correction with perfect ancillas, we know
a conditional error rate for each GKP-encoded qubit. These rates are written as p1, p2, p3.
It’s easy to see that now we’re able to make a maximum-likelihood decision between
one bit flip error and double bit flip errors, write the probability for these two cases as
P1,P2. The syndrome, Z1Z2 = −1 and Z2Z3 = +1 , for example, corresponds to two
cases: (1) only the first qubit has a bit flip error; (2) only the first qubit has no error.
We write the corresponding probabilities as:
P1 = p1 · (1− p2) · (1− p3),
P2 = (1− p1) · p2 · p3.
With only an average error rate, we will always find that P1 > P2 since we only consider
small error rates. But with the GKP error information, p1, p2, p3 are differentiated and
it’s possible that P1 < P2. Thus we’re able to make a maximum-likelihood decision about
the errors. The whole circuit is shown in Fig.(4.6).
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|ψ〉 • •
GSC
QEC •
Bit F lips|0〉 QEC • •
|0〉 QEC •
|0〉 M1 •
|0〉 M2 •
Figure 4.6: Circuit of three-qubit bit flip code [13] [5] concatenated with GKP codes. It’s
assumed that all GKP encoded qubits are prepared perfectly. After two CNOT gates to encode
the repetition code, each qubit goes through a Gaussian shift error channel(GSC) and obtain
independent gaussian shift errors in the qˆ quadrature with variance σ, then we do Steane error
correction with ideal ancillas. Finally we measure the stabilizer checks of the bit flip code and
apply the correcting operations(bit flips) according to the measurement outcomes M1,M2 in
the qˆ quadrature, they corresponds to Z1Z2 and Z2Z3 respectively.
Numerical Simulation
We use Monte Carlo method to do the simulation. First we assign each qubit with
an independent Gaussian shift error with variance σ, and then simulate Steane error
correction to get the conditional error rates for all the qubits, see Eq.(4.14).
We also know which qubits have bit flip errors, which leads to the syndrome M1,M2.
With the conditional error rates, we can calculate the probabilities P1,P2 of two cases
fitting the syndrome. Finally we make a maximum-likelihood decision to choose the case
with larger P.
The numerical results in Fig.(4.7) shows that our proposed scheme can decrease the
logical error rate non-trivially when the input shift errors are noisy enough, i.e variance
σ larger than 0.4. There’s a similar scheme of three-qubit bit-flip code concatenated
with the GKP code proposed by Fukui et al. [5], in which they didn’t use Steane error
correction.
4.4 Concatenation of the toric Code with the GKP
Code
The toric code is defined as a square lattice with periodic boundary condition [17]. In
this section, we consider an L×L two-dimensional toric code, which could be regarded as
a torus, i.e. the right most edges are identified with the leftmost edges, and upper edges
with lower edges. Each edge on the lattice is associated with a qubit and it is stabilized
by plaquette operator Bz =
∏
j Zj and start operator Ax =
∏
j Xj as shown in Fig. 4.8.
The error correction of two-dimensional toric code is a well-studied problem, including
its decoding scheme as well as the error threshold [2]. In this section, we concatenate the
toric code with the GKP code and try to use the GKP error information into account.
It will be clear that we can achieve the error threshold with less squeezed GKP states.
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Figure 4.7: The logical error rates of correcting three-qubit bit-flip code with or without using
the conditional error rates of the underlying GKP-encoded qubits. Red dashed line represents
correcting with the conditional error rates. The blue dashed line represents correcting with only
the average error rate. When the variance σ of the input shift error is large enough (≥ 0.4), the
logical error rates can be decreased a little bit.
Decoding the Toric Code
The error model we consider here is that qubits on each edge go through an error channel
and get bit/phase flip errors with a constant probability p0 independently , and the bit flip
error is assumed to be independent from the phase flip errors. With possible bit/phase
flip errors on the qubits, some stabilizers may produce −1 as outcome, such a stabilizer
is called a defect.
Given a set of defects, we find paths with minimum sum of lengths to pair them up
and bit/phase flip all the qubits on these paths, then these defects would disappear and
the Toric code is again stabilized. But there’s possibility to have a logical error which
commutes with the stabilizers and is thus undetectable, see the logical errors X and Z
in Fig. 4.8. The process described above is the well-known minimum-weight perfect-
matching algorithm [2]. For the Toric code with only bit/phase flip errors on the data
qubits, the theoretical error threshold is about 10.3% [2] [7], which means that under this
threshold we could reach arbitrarily low logical error rate as we increase the size of the
toric code.
Next we concatenate the toric code with the GKP code, replacing each qubit on the
edge by a GKP-encoded qubit. Then we use the GKP error information of each qubit
to modify the decoding process above, it will be shown that we can achieve the error
threshold with noisier GKP code states.
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Figure 4.8: Two dimensional toric code. Where Ax is the X check, it consists of four X operator
acting on four qubits. Bz is the Z check, it consists of four Z operator acting on four qubits. Xi
and Zj are logical operators of the toric code, it’s easy to check they commute both stabilizers,
thus they are undetectable errors. Xi and Zj don’t commute with each other.(i, j = 1, 2 )
4.4.1 Only Data Qubits are Noisy
In this section, we assume that all GKP-encoded data qubits and ancilla qubits are
prepared perfectly, but data qubits will go through the Gaussian shift error channel (see
Sec. 2.4), and obtain Gaussian shifts.
Before decoding the toric code, we first apply Steane error correction on all underlying
GKP-encoded qubits. The shift error u1 of a data qubit is assumed to be Gaussian with
variance σ1 and u2 of ancilla qubit is set to be 0 in Eq. (4.13)) and Eq. (4.8)). With the
approximation |u1| ≤ 2k+12
√
pi, we have:
P(qout) =
∫
du1Pσ1(u1)P(qout|u1) ≈
1
Nk
∑
|n|≤k
Pσ1(qout − n
√
pi) (4.28a)
P(succ|qout) =
∫
Isuccess
du1P(u1|qout) ≈
∑
|2n|≤k Pσ1(qout − 2n
√
pi)∑
|n|≤k Pσ1(qout − n
√
pi)
(4.28b)
After Steane error correction, we do the syndrome measurements, i.e. the plaquette
operator Bz =
∏
j Zj as in Fig. 4.8. The circuit of this operator is in Fig. 4.9). The data
qubits in the circuit are all perfect GKP states after Steane error corrections with perfect
ancillas. Of course they also contain possible logical X errors with known conditional
error rates, see Sec. 3.3. It’s easy to check that the effect of this circuit is :
4∏
i=1
∣∣ψi〉 · ∣∣0〉→ (1 +∏4i=1 Zi2 ) ∣∣ψ〉 · ∣∣0〉+ (1−
∏4
i=1 Zi
2
)
∣∣ψ〉 · ∣∣1〉 , (4.29)
where
∣∣ψ〉 = ∏4i=1 ∣∣ψi〉 and Zi is a logical operator Z that acts on qubit i. If the
measurement outcome implies that ancilla stays in state |0〉, the four qubits are stabilized
by this plaquette operator. Otherwise this stabilizer produces eigenvalue -1, and gives us
a defect.
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∣∣ψ1〉 •∣∣ψ2〉 •∣∣ψ3〉 •∣∣ψ4〉 •∣∣0〉 qout
Figure 4.9: Circuit of stabilizer check Bz =
∏
j Zj . All the data qubits can only have possible
logical X errors, and ancilla is also ideal in this circuit, so the homodyne measurement outcome
qout can only be n
√
pi, n ∈ Z.
Toric Code Decoding with Message Passing
Instead of only an average logical success probability P(succ) of the Steane error correction
applied on the underlying GKP codes, one knows the conditional success probabilities
depending on the measurement outcomes qout. These conditional success probabilities for
each qubit can be used in the minimum-weight-matching decoding process.
A path connecting any pair of defects in the toric code can be represented as a subset
of qubits (or edges), and the probability for a subset S in which all qubits have logical
errors equals (here we write P(X|qout,i) = 1− P(succ|qout,i) ):
PS =
∏
i/∈S
(
1− P(X|qout,i)
)∏
j∈S
P(X|qout,j) = P0
∏
j∈S
Rj (4.30)
where Rj =
P(X|qout,j)
1−P(X|qout,j) and P0 is the probability for no error on any underlying qubits
of the toric code. For each pair of defects, now we need to find the path with largest PS
instead of the path with shortest length.
And considering that P0 is the same for different subsets, the maximal PS means
maximal PS/P0 =
∏
j∈S Rj, then we take a log function of it :
log (
PS
P0
) = log(
∏
j∈S
Rj) =
∑
j∈S
log(Rj) = −
∑
j∈S
wj (4.31)
where wj = − log(Rj) = log(1−P (X|qout,j)P (X|qout,j) ). We assign each edge of the toric code with a
weight equals to wj, and then use the Dijkstra’s algorithm for weighted graphs to find
the path with largest log (PS
P0
), which corresponds to maximum PS.
All the detected defects form a Graph G. For each pair of defects, we assign the
maximum PS obtained above as the weight on the edge connecting them in G [2]. Then
the minimum-weight-matching (Blossm) algorithm is run on G to pair them up, thus
determines which syndromes are matched. The Dijkstra’s algorithm for weighted graph
and minimum-weight matching (Blossom) algorithm are provided by a python library
called networkx.
Numerical Simulation
To numerically simulate the decoding process, we randomly choose a shift error according
to the Gaussian distribution with variance σ1, resulting in a qout,i for each qubit i. We
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Figure 4.10: Threshold comparison between decoding with or without continuous information.
On the left, the simulation only takes the average error rate into account, and we achieve the
error threshold between σ ≈ 0.54 and σ ≈ 0.55 corresponding to P(X) ≈ 10% and P(X) ≈
10.7%. The threshold fits nicely with the theoretical threshold of the toric code, 10.3% [2]. On
the right, the simulation takes the GKP error information (conditional error rates) into account,
and the threshold is achieved with much noisier GKP states, where σ ≈ 0.6 (P (X) ≈ 14%).
”dim” in the legends means dimension of the 2-dimensional square toric code
imagine applying Steane error correction so that qubits in the toric code undergo an
effective X error model with P(X|qout,i) = 1− P(succ|qout,i) for qubit i, with the average
error rate P(X). We thus draw qubit errors for individual qubits from P (X|qout,i). We
decode the toric code for these errors and repeat the process of drawing qout and drawing
a qubit error to average over the variation of error rates.
For each variance σ there is an average X error rate P(X) = 1 − P(succ.) of a data
qubit, see Eq.(4.9). And the numerical results of the simulation is shown in Fig.4.10.
The left side is the simulation with only the average error rate, the right side uses the
conditional error rates.
With only an average error rate, each edge of the toric code is assigned with a constant
weight, and the error threshold occurs between σ = 0.54 (P (X) ≈ 10%) and σ = 0.55
P (X) ≈ 10.7%). It fits nicely to the theoretical error threshold 10.3% [2]. Using the
GKP error information, each edge containing a qubit is assigned with a conditional error
rate depending on qout, then we can achieve the error threshold with an average error
rate P(X) ≈ 14% (σ ≈ 0.6).
Though there’s some inaccuracy in our simulation, the numerical results are already
good enough to show that passing the conditional error rates to the minimum-weight
matching decoder could tolerate much noisier GKP-encoded qubits. Furthermore, we
can also calculate a conditional logical error rate of the toric code and use it in the next
level of concatenation.
4.4.2 Ancilla Qubits are Also Noisy
In this section, we assume that perfect data qubits and ancilla qubits all go through the
Gaussian shift error channel. Shift error ud of data qubits and ua of ancilla qubits are
Gaussian variable with variance σ1 and σ2 respectively. For Steane error correction now
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|ψ1, u1〉 •
u1
|ψ2, u2〉 •
u2
|ψ3, u3〉 •
u3
|ψ4, u4〉 •
u4
|0, u5〉
ut
qout
Figure 4.11: Circuit of stabilizer check Bz =
∏
j Zj . Where ut =
∑5
i=1 ui and its probability
distribution is Pσt(ut) with σt =
√
5σ22, because all the data qubits and the ancilla qubit contain
a Gaussian shift error ui with the same variance σ2. Also all the data qubits have an possible
logical X error. Then the homodyne measurement outcome qout = ut + n
√
pi, n ∈ Z. Note that
qout later will also be restricted that |qout| ≤
√
pi/2.
we have:
P(qout) =
∫
dwPσ(w)P(qout|w) ≈ 1Nk
∑
|n|≤k
Pσ(qout − w − n
√
pi), (4.32a)
P(succ|qout) =
∫
Isuccess
dwP(w|qout) ≈
∑
|2n|≤k Pσ(qout − 2n
√
pi)∑
|n|≤k Pσ(qout − n
√
pi)
, (4.32b)
where w = ua + ud is a Gaussian variable with variance σ =
√
σ21 + σ
2
2 and it’s also
approximated that |w| ≤ 2k+1
2
√
pi and restricted that |qout| ≤
√
pi/2. With j = 0, 1, the
output state after correction is :
|ψout〉 = |ψ, ud − qcor〉 = exp (−i(ud − qcor) · pˆ1)
∣∣ψ〉 = eiua·pˆXj ∣∣ψ〉 . (4.33)
Note that qcor = ua + ud mod
√
pi ∈ [−√pi,√pi], thus j equals 0 or 1.
It’s easy to see after the Steane error corrections, the shift error of the data qubit is
replaced by ancilla’s shift ua with a possible logical X error. After corrections we apply
the syndrome measurements, the circuit of Bz =
∏
j Zj is shown in Fig. 4.11 and the
effect of this circuit is:
|ψ, u〉 · |0, u5〉 → (1 +
∏4
i=1 Zi
2
) |ψ, u〉 · |0, ut〉+ (1−
∏4
i=1 Zi
2
) |ψ, u〉 · |1, ut〉 (4.34)
where |ψ, u〉 = ∏4i=1 |ψi, ui〉 and ut = ∑5i=1 ui is the ancilla qubit’s total shift error after
the CNOT gates. Given the homodyne measurement outcome qout = ut + n
√
pi, we need
to determine whether integer n is even or odd. When n is even, the ancilla is measured
to be in state |0, ut〉, which means Bz produces an eigenvalue nearly +1. Otherwise the
eigenvalue is nearly −1 and we have a defect.
It’s easy to see that we can make a right decision about n to get a correct syndrome
only when ut is closer to an even multiple of
√
pi, i.e. |ut − 2m
√
pi| < √pi/2 for some
integer m, which means the same successful region Isuccess as the Steane error correction
discussed in Sec. 4.1.2.
In order to deal with noisy syndrome measurements, we normally do multiple syn-
drome measurements [4] [2]. For a d × d toric code, we do syndrome measurements d
times, then it’s equivalent to decode a 3-dimensional(d× d× d) toric code, and the error
threshold is about 3% when the qubit error rate is equal to the syndrome fail rate [2].
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Now things are different, here the noisiness of syndrome measurements comes from
noisy ancilla qubits, which is determined by ut =
∑5
i=1 ui. Multiple syndrome measure-
ments cannot give us too much information, because multiple measurements can only
eliminate the effect of u5 at most, we always have the noisiness of data qubits’ remaining
shift errors, i.e.
∑4
i=1 ui. Even worse the syndrome measurements will introduce shift
error in the conjugate quadratrue (in practice we also need to deal with shift errors in
the pˆ quadrature), so we need to find another way to reduce the syndrome measurement
error rate.
Fortunately, similar to the Steane error correction, the error rates of syndrome mea-
surements also depend on the measurement outcome, which gives us a bias to achieve the
goal, correcting the defects further before decoding the toric code.
Correcting the Defects Conditionally
Without loss of generality, in the following analysis we consider the case that σ1 = 2σ2,
i.e. σt = σ. Thus we have ut =
∑5
i=1 ui and w = ua + ud satisfy the same Gaussian
distribution. Then it’s easy to check that the syndrome measurements and Steane error
corrections have completely the same average error rate P(X), also the same function of
the conditional error rate P(X|qout).
Hence for each vertex, we use Pi with i = 1, 2, 3, 4 to denote the conditional X rates
of four involved Steane error corrections, and Psyn as the conditional fail rate of the
syndrome measurement. With the five conditional error rates for each vertex, it’s natural
to think that some syndrome measurements are more likely to fail , and then we might
be able to pick out and correct corresponding defects.
Provided ideal syndrome measurements that Psyn = 0, a stabilizer is detected as a
defect only when one or three qubits contain errors, and the corresponding probability
is:
Pdefect =
4∑
i=1
(
(1− Pi) ·
∏
i 6=j
Pj + Pi ·
∏
i 6=j
(1− Pj)
)
. (4.35)
Now we consider noisy syndrome measurements with Psyn > 0. Pdefect · (1 − Psyn) is
probability that a defect’s syndrome measurement succeeds and (1− Pdefect) · Psyn is the
probability that a non-defect is detected to be a defect, i.e its syndrome measurement
fails.
The success rate of a syndrome measurement with eigenvalue −1 is:
Psucc =
Pdefect · (1− Psyn)
Pdefect · (1− Psyn) + (1− Pdefect) · Psyn . (4.36)
With the average error rate P (X) (remembering that Steane error correction and syn-
drome measurement have the same average error rate), it’s quite straightforward to cal-
culate the average success rate of the syndrome measurements with eigenvalue −1, we
write it as P¯succ and it should satisfy:
P¯succ = lim
N→∞
1
N
N∑
i=1
Psucc,i,
where N is the total number of vertices with eigenvalue −1, Psucc,i is the conditional
success rate of the ith syndrome measurement with eigenvalue −1. The ratio of these
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Figure 4.12: The correcting process with σ1 = 2σ2 = 0.4, σ =
√
σ21 + σ
2
2 ≈ 0.44 and the
average error rate P (X) ≈ 4.75%. The x axis is the the rate Pc used as a criteria to decide
whether a syndrome measurement is correct or not. Syndrome measurements will tell us that
some vertices are defect, and the y axis is the ratio R of the successful syndrome measurements,
without the proposed correcting process it is around 80% represented by the blue line and
reaches the maximum when Pc is around 0.5.
defects with correct syndrome measurements is the average success rate written as:
R = P¯succ (4.37)
Note that we only consider syndrome measurements with eigenvalue −1, because the the
success rate of eigenvalue +1 is nearly 100% due to our assumption of small shift errors.
Of course, we’re not satisfy with this ratio and want to increase it using the conditional
error rates at hand. Based on the conditional success rate Psucc as in Eq. (4.36), we
propose a correcting process, which picks out part of vertices with large conditional
success rate Psucc,i, and regards the measurement outcomes of the rest as +1 in the
following decoding process.
In the correcting process, we calculate the conditional success rate Psucc,i for each
vertex i with eigenvalue −1, and choose Pc as a criteria to decide whether Psucc,i is large
or small. Specifically, we compare Psucc,i with Pc : if Psucc,i > Pc we say its syndrome
measurement succeeds and it’s indeed a defect, otherwise we correct this vertex to be a
non-defect with eigenvalue +1.
In order to maximize the ratio R, we do simulations over 0 ≤ Pc ≤ 1 and then pick
the optimum pc.
Numerical Simulation
In the numerical simulation, we set σ1 = 2σ2 = 0.4 so that σ =
√
σ21 + σ
2
2 ≈ 0.44. The
average error rate P (X) ≈ 4.75%, with which it’s easy to calculate the ratio of defects
with correct syndrome measurements, i.e. R = P¯succ ≈ 80%, which is represented by the
blue line as showed in Fig.(4.12). The correcting process described above can increase
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the ratio as the red line in Fig. 4.12. Obviously Pc ≈ 0.5 is the optimum Pc to achieve
the maximum R ≈ 90% in our simulation.
Note that R = 90% corresponds to average error rate P (X) ≈ 2% if there’s no such
correcting process. 2% means smaller variance of the shift error, i.e. σ ≈ 0.38 < 0.44,
thus the requirement of the noisiness of GKP code is relaxed.
4.5 Beyond Minimum-Weight Matching
The decoding processes described above are all based on Minimum-weight perfect match-
ing (MWM) algorithm. Even though we have used the continuous information to propose
a modified version of it, this algorithm is itself not very good due to some intrinsic draw-
backs [1]
4.5.1 Drawbacks of MWM
In one word, the MWM decoder finds minimum-weight X¯ or Z¯ errors consistent with
the observed syndromes and thus correct the errors. But this method is itself not good
enough. First of all, minimum-weight matching does not mean minimum weight error, as
shown in Fig. 4.13, error A and B as well as C have the same syndromes, it’s completely
impossible to distinguish between them. As in Sec. 4.4.1, with the varying error rates
due to the continuous information, we’re able to distinguish between them and thus
ameliorate this drawback in some sense.
As shown in Fig. 4.13, error B, C only differ a stabilizer, they should be regarded as
equivalent. Thus we should compare probability of error A with the sum of probabilities
of error B and C, i.e. comparing Pr(A) with Pr(B) + Pr(C). However, MWM can only
compare Pr(A) with Pr(B), or Pr(A) with Pr(B), which makes it easy to leave us a
logical error. This problem of equivalence is considered in maximum-likelihood decoding
algorithm.
4.5.2 Maximum-Likelihood Decoder
Considering these drawbacks, Dennis et al [3] [1] introduced the Maximum-Likelihood
Decoding (MLD) process. This decoder is based on a basic idea that any two operators
that only differ a stabilizer is completely the same, i.e. actions on any encoded states are
completely the same.
First we write S as the group of stabilizer of the Toric Code. And X¯, Z¯ are the logical
errors. Thus all the operators acting on the Toric code are divided into four equivalent
classes: S, X¯S, Z¯S, X¯Z¯S, which means for any operator g1, g2 if they belong to the same
class, for example X¯S. Then we can choose either g1 or g2 as the actual error correct
the Toric code. Using MLD, we fix some canonical error E that fits the syndromes
we observe, thus all the errors that fit the same syndromes are now divided into four
equivalent classes:
ES, EX¯S, EZ¯S, EX¯Z¯S
For any group G of these four classes, the probability of this group is defined as:
P(G) =
∑
g∈G
P (g)
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Figure 4.13: Decoding process of Minimum-Weight Perfect Matching (MWM). Error A,B,C
produces the same syndromes, which fits with the actual error. MWM cannot tell the difference
between them ( continuous information can ameliorate this), and it’s neither unable to account
the equivalence of error B and C. Thus MWM is itself very likely to produce errors.
where P (g) is the probability that error g occurs, where g can be regarded as a subset of
all the qubits in which qubits contain errors. From Eq. (4.30), it can be written as:
P (g) =
∏
i
(
1− P (X|qout,i)
)∏
j∈g
P (X|qout,j) = P0
∏
j∈g
Rj (4.38)
where Rj = P(X|qout,j)/
(
1 − P(X|qout,j)
)
and P0 is the probability for no error. We
decide that the errors fitting the observed syndromes belong to the equivalent class G
with largest P(G), and we choose any operator g ∈ G to be the error and correct the
toric code with respect to it.
Note that in Eq. (4.38), we’ve already used the conditional error rates P(X|qout,i)
of the GKP-encoded qubits, instead of only an average error rate as in the original
proposal [3] [1]. The GKP error information thus fits nicely with the Maximum-Likelihood
Decoder, using the conditional error rates to calculate the probabilities of the equivalent
classes. Furthermore, this GKP error information can naturally be utilized in various
decoding methods, like a Neural Decoder for Topological Codes [18].
4.6 Discussion
In this chapter, we have taken the GKP error information into account. The quantum
error correction protocol called Steane error correction is analyzed very carefully (see
Sec. 4.1) and we proposed a modified version of it. (Sec. 4.2. Also we examined two
error correction code concatenated with GKP code states ( Sec. 4.3 and Sec. 4.4). The
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numerical results shows that the GKP error information really relaxes the requirement
of squeezing the GKP code.
As discussed in Sec. 4.1.2, based on the value of the homodyne measurement outcomes,
it is possible to recognize qubits that are more likely to have logical errors. Following
in Sec. 4.2 we try to do multiple measurements in one Steane error correction, although
the improvement is unfortunately negligible, but it at least give us some confidence to
explore more in this direction.
Concatenating the three-qubit bit-flip code with GKP code states makes it possible
to do maximum-likelihood decoding, if we take the GKP error information into account.
In the data-only error model, the error threshold of the 2-dimensional toric code equals
to 10.3%. For GKP-encoded qubits with stochastic Gaussian shift errors, this threshold
corresponds to standard deviation σ ≈ 0.535. However with our proposed decoding
scheme, we can achieve this threshold with noisier GKP states with variance σ ≈ 0.6, i.e.
average error rate approximately 14%. Note that the proposed decoding method also fits
naturally with the Maximum-Likelihood decoding as in Sec. 4.5.
Further, various kinds of error correcting codes can be concatenated with the GKP
code, for example the C4/C6 code discussed by Fukai et al [5]. The information contained
in the continuous shifts of the GKP code is taken into account, thus they improve the
fault tolerance of the Bell measurements on which the C4/C6 code is based.
ρ→ (1− p)ρ+pxXρX + pyY ρY + pzZρZ
p = px + py + pz
px = pz
η =
py
px + pz
Bias η →∞, only Y error.
If gcd(j, k) = 1, then
j × k surface code is equivalent to a classical repetition code.
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Chapter 5
Conclusion and Outlook
The continuous nature of the GKP code proves to be quite useful in quantum error cor-
rection, increasing fault tolerance of the GKP code. The basic idea of this thesis is quite
simple: in error correction of GKP-encoded qubits, measurements in either quadrature
collapse the qubits into different states, which depend on the measurement outcomes.
This observation obviously gives us a bias to determine which qubits are more likely to
contain errors.
Following this basic idea in Chap. 4, we analyzed the conditional error rate of a
qubit undergoing Steane error correction, to find that the error rate depends on the
homodyne measurement outcome. This fact leads to many interesting results, where the
most significant one is for the toric code. The conditional error rates of underlying GKP-
encoded qubits can be used to modify the minimum-weight perfect-matching (MWM)
of the toric code, achieving the error threshold with much noisier GKP code states. In
some sense, our modified MWM is a special version of the maximum-likelihood decoding
(MLD) algorithm, picking out the path with maximum probability instead of the one
with shortest length. Note that this proposed method of using the GKP error information
can be directly generalized into various error correcting codes via message passing. For
example, the conditional error rates can be naturally implemented in MLD as discussed
in Sec. 4.5, and it remains to be answered how much we can improve MLD with the
conditional error rates.
We mentioned a post-selection procedure of Steane error correction in Sec. 4.4.2. It
can not be used in quantum computation, but it should be useful in off-line preparation
of the GKP-encoded qubits. It remains an open question whether this procedure can be
incorporated in magic-state distillation for example.
In Sec. 3.4 we discussed how Steane error correction fits nicely with cluster states.
Menicucci [12] also analyzed the error bound of cluster states concatenated with GKP
code. However, Menicucci didn’t consider the conditional error rates and also forget that
the measurements of cluster states are also noisy. Thus we need a further error analysis
of the cluster states concatenated with the GKP code. It also remains an open question
to explore: how to incorporate GKP error information into the framework of continuous
variable measurement-based quantum computation.
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