ABSTRACT. We show that for any extreme curve in a 3-manifold M , there exist a canonical mean convex hull containing all least area disks spanning the curve. Similar result is true for asymptotic case in H 3 such that for any asymptotic curve
INTRODUCTION
We study the Plateau problem for extreme curves in a Riemannian 3-manifold. The existence of least area disks for any simple closed curve in a Riemannian manifold was proved by Morrey half a century ago. The regularity properties and number of solutions questions have been studied in the following decades. On the other hand, for extreme curves, this problem has many interesting properties. Meeks-Yau, Hass-Scott and Fanghua Lin have studied the Plateau problem in mean convex domains, and proved many important features of these least area disks, [MY1] , [HS] , [Li] .
In this paper, we will concentrate on the same problem. We improve and reformulate some known results in a natural way, and try to clarify the picture with a simplified proof by using the techniques of [MY1] and [HS] . Moreover, we will extend these properties to asymptotic Plateau problem in H 3 . On the other hand, we prove a new generic uniqueness result for extreme curves in R 3 by using some topological techniques and analytical results of [TT] . Now, we list the main results of the paper. First, we show existence of a canonical object called mean convex hull for any extreme curve.
Theorem 3.2.
Let Ω be a mean convex domain in a 3-manifold M and Γ ⊂ ∂Ω be a simple closed curve. Then either there exist a unique least area disk Σ in Ω with ∂Σ = Γ, or there exist a canonical mean convex hull N in Ω such that ∂N = Σ + ∪ Σ − where Σ ± are uniquely defined extremal least area disks in Ω with ∂Σ ± = Γ. Moreover, all least area disks Σ ′ ⊂ Ω spanning Γ are contained in N.
By extending the techniques of the above theorem to asymptotic Plateau problem in H 3 , we got the following result.
Theorem 4.5. Let Γ ⊂ S 2 ∞ (H 3 ) be a simple closed curve. Then either there exist a unique minimal plane Σ with ∂ ∞ Σ = Γ, or there exist a canonical mean convex hull N ⊂ H 3 such that all minimal planes Σ ′ with ∂ ∞ Σ ′ = Γ are contained in N.
By applying the above theorem to the limit set of a quasi-Fuchsian hyperbolic 3-manifold, we got the following corollary.
Corollary 4.6. Let M be a quasi-Fuchsian hyperbolic 3-manifold. Then either there exist a unique minimal surface homotopy equivalent to M or there exist a canonical mean convex core N ⊂ M containing all minimal surfaces homotopy equivalent to M.
Finally, we have a generic uniqueness result for extreme curves in R 3 .
Theorem 5.10. Let Ω be a C 3 -smooth mean convex domain in R 3 , and A = {α ∈ C 3 (S 1 , ∂Ω) | α embedding}. Then there exist an open dense subset A ′ ⊂ A in C 3 topology, such that for any Γ ∈ A ′ , there exist a unique least area disk with boundary Γ.
The organization of the paper is as follows. In Section 2, we will give basic definitions and results which will be used throughout the paper. In Section 3, canonical mean convex hull results will be proved for extreme curves. In section 4, we will extend these to the asymptotic curves for H 3 . In Section 5, we will prove a generic uniqueness result for the extreme curves in R 3 . Finally, we will have some remarks on the results in Section 6.
1.1. Acknowledgements: I would like to thank Bill Meeks, Yair Minsky, and Peter Li for very helpful conversations.
PRELIMINARIES
In this section, we will overview the basic definitions and results which we use in the following sections. Definition 2.1. A minimal disk (plane) is a disk (plane) such that the mean curvature is 0 at every point. A least area disk is a disk which has the smallest area among the disks with same boundary. A least area disk is minimal, but the converse is not true in general as minimal disks are just "locally" area minimizing. A least area plane is a plane such that any subdisk in the plane is a least area disk. Definition 2.2. Let Ω be a compact submanifold of a Riemannian 3-manifold M. Then Ω is a mean convex domain if the following conditions hold.
• ∂Ω is piecewise smooth.
• Each smooth subsurface of ∂Ω has nonnegative curvature with respect to inward normal. • In the singular curves of ∂Ω, the angle between the neighboring surfaces is less than π (inward direction).
Definition 2.3. Γ ⊂ M is an extreme curve if it is a curve in the boundary of a mean convex domain in M.
Remark 2.1. The above definition for extreme curves are different from the usual definition. We will abuse the name for our purposes. This definition is more general than the definition in the literature, which says an extreme curve is a curve in the boundary of a convex domain .
Definition 2.4. The sequence {Σ i } of embedded surfaces in a Riemannian manifold M converges to the surface Σ if • Σ contains all the limit points of the sequence {Σ i }, i.e. Σ = {x = lim i→∞ x i | x i ∈ S i and {x i } convergent in M} • Given x ∈ Σ and x i ∈ Σ i as above. Then there exist embeddings f : D 2 → Σ, and f i : D 2 → Σ i with f (0) = x, and f i (0) = x i such that f i converges to f in C ∞ topology. Now, we can state the main facts which we use in the first part. 
MEAN CONVEX HULLS
In this section, we will show that for any simple closed extreme curve in a Riemannian 3-manifold, there exist a canonical neighborhood which is mean convex or there exist a unique least area disk spanning the curve. The idea is simple. Let Γ ⊂ ∂Ω be an extreme curve, and Γ ± i ⊂ ∂Ω be two sequences converging to Γ from different sides. Then the induced sequences of least area disks Σ ± i ⊂ Ω with ∂Σ ± i = Γ ± i limits to the two least area disks Σ + and Σ − with Σ ± = Γ. These least area disks will be a barrier for the other least area disks with same boundary, and they will define a canonical neighborhood N with ∂N = Σ + ∪ Γ ∪ Σ − , which we will call the mean convex hull of Γ.
The combination of the above two lemmas gives us the following lemma, which is the main tool of this part. Proof: Γ ⊂ ∂Ω is a simple closed extreme curve, and Ω is the mean convex domain in a 3-manifold M. Take a small neighborhood A of Γ in ∂Ω, which will be a thin annulus with Γ is the core. Γ separates the annulus A into two parts, say A + and A − by giving a local orientation. Define a sequence of pairwise disjoint simple closed curves Γ Proof: Γ ⊂ ∂Ω is a simple closed extreme curve, and Ω is the mean convex domain in a 3-manifold M. Let Σ + and Σ − be the extremal least area disks for Γ from Lemma 3.1. Let N ⊂ M be the region between Σ
Assume on the contrary. Since all least area disks are disjoint by Lemma 2.1,
But by the choice of the sequence, Γ + k ∩ Γ = ∅. So, by Lemma 2.1, the least area disks Σ + k and Σ ′ must be disjoint. This is a contradiction. Similarly, Σ ′ cannot be "below"
This means there exist a unique least area disk spanning Γ.
Remark 3.1. In Lemma 3.1, and Theorem 3.2, the canonical least area disks, and mean convex hull for Γ ⊂ ∂Ω are depending also on the mean convex domain Ω. This is because, even though Γ is in the boundary of mean convex domain Ω, it does not mean that any least area disk in M spanning Γ must be in Ω.
We call the region N assigned to Γ as mean convex hull. The reason for this N ⊂ Ω is itself a mean convex domain. The importance of this object is that it is canonically defined and uniquely determined by Γ and Ω. One can think of this object as a pseudo-convex hull living in Ω and in the convex hull of Γ.
If you want the canonical least area disks Σ ± , and mean convex hull N for Γ to be independent from the mean convex domain Ω, you need to make sure that all least area disks spanning Γ are in the mean convex domain. One condition to guarantee that is that Γ has convex hull property and the convex hull of Γ is in Ω. If Ω is convex domain, this is automatic. In other words, If Ω is convex domain (i.e. Γ is an extreme curve in the usual sense), than the defined mean convex hull, and extremal least area disks are independent of Ω, depends only on Γ. Moreover, all least area disks in M spanning Γ are in the mean convex hull, i.e. between the extremal least area disks.
Also, a similar result was obtained by Brian White by using geometric measure theory methods in [Wh] .
MEAN CONVEX HULLS IN HYPERBOLIC SPACE
Now, we are going to generalize the above results to the least area planes in hyperbolic space. Our aim in this section to show the existence of canonical mean convex hulls for a simple closed curve in S 2 ∞ (H 3 ). The technique is basically same. To prove this, we need analogies of the lemmas in Section 2. Proof: Assume that Σ 1 ∩ Σ 2 = ∅. Since asymptotic boundaries Γ 1 , and Γ 2 are disjoint, the intersection cannot contain an infinite line. So, the intersection between Σ 1 and Σ 2 must contain a simple closed curve γ. Now, γ bounds two least area disks 
This defines a sequence of least area planes {Σ + i }. Now, by using Lemma 4.2, we get a collection of least area planes Σ + with
As in the proof of Lemma 3.1, we claim that the collection Σ + consists of only one least area plane. But this time, we do not know that if two least area planes have same asymptotic boundary, then they they are disjoint, as in the compact domain case (Lemma 2.1). We only know that if two least area planes have disjoint asymptotic boundary, then they are disjoint by Lemma 4.3.
Assume that there are two least area planes Σ Remark 4.1. This lemma shows that for any given simple closed curve Γ in S 2 ∞ (H 3 ), we can get two canonical least area planes Σ ± Γ (which might be same). Moreover, these least area planes are disjoint from any other least area plane with asymptotic boundary Γ. Because of this reason, we call these canonical least area planes Σ ± Γ as untouchable least area planes. Also, the region between them is a canonical mean convex hull of Γ, which captures all least area planes in H 3 spanning Γ. Proof: Let Γ ⊂ S 2 ∞ (H 3 ) be a simple closed curve and let X Γ = {P ⊂ H 3 | ∂ ∞ P = Γ, P is a minimal plane}. By [An1] , we know that for any P ∈ X Γ , P is in the convex hull of its asymptotic boundary, i.e. P ⊂ CH(Γ).
Also, name the complement of
− is defined similarly. Now, let ∆ + = i ∆ + i , and ∆ − is defined similarly. Now, ∆ ± are nonempty as all minimal planes stays in convex hull of Γ. Also, ∆ ± are canonical and mean convex as boundaries coming from minimal planes. Now, as in Lemma 4.4, we will define extremal least area planes in ∆ + . Now, the crucial point here is that they are no more least area planes in H 3 , but least area planes in ∆ + . As in the proof of Lemma 4.4, we will start with two sequences of simple closed curves converging to Γ from different sides. Define sequences of pairwise disjoint simple closed curves {Γ [MY2] , there exist least area disks in the mean convex domain ∆ + spanning the extremal simple closed curves in the sequence. Then by taking a limit of the sequence of these least area disks, we will get a least area plane in ∆ + as in [Ga] . Note that this least area plane is not a least area plane of H 3 , but least area plane of ∆ + . Now, as in Lemma 4.4, we will take the limit of least area planes Σ + i , and we get uniquely defined limit least area plane Σ + in ∆ + by Lemma 4.4. Similarly, construct the least area plane Σ − in ∆ − . Note that even though Σ ± are canonical least area planes in ∆ ± , they might not have least area property in the whole H 3 . Now, let Σ + and Σ − be the canonical planes for Γ as above, and let N ⊂ H 3 be the region between Σ + and Σ − , i.e. ∂N = Σ + ∪Σ − . We claim that for any minimal plane P i ∈ X Γ , P i ⊂ N. Indeed, this is clear by construction.
, then it is "below" ∆ + , and so it is "below" Σ + . Similarly P i is "above" ∆ − and so it is above Σ − . This implies that P i ⊂ N.
For any minimal plane with ∂ ∞ P = Γ, Σ is contained in N. So, P = Σ + = Σ − . This means there exist a unique minimal plane P ⊂ H 3 spanning Γ ⊂ S 2 ∞ (H 3 ). Moreover, this unique minimal plane is also least area by existence of least area planes by [An2] . Proof: We will use the notation of Theorem 4.5. Since M is quasiFuchsian, its limit set is a simple closed curve, say Γ ⊂ S 2 ∞ (H 3 ). By Theorem 4.5, we have a canonical mean convex hull N ⊂ H 3 with ∂ ∞ N = Γ. Since N is only depending on Γ, in order to get the canonical mean convex core, all we need to show that N is invariant under covering transformation. So, if we can show that the planes ∂ N = Σ ± are invariant under covering transformations, then we are done.
Let G ≃ π 1 (M) be the covering transformations of M. Then for any α ∈ G, α induces a homeomorphism on S 2 ∞ (H 3 ) and α(Γ) = Γ. Since Σ + is the limit of the sequence {Σ Now, we claim that if S ⊂ M is a minimal surface homotopy equivalent to M, then S is contained in our canonical mean convex core N. Since S is homotopy equivalent to M, it is π 1 -injective surface in M and its universal cover F ⊂ H 3 is a minimal plane such that ∂ ∞ F = Γ. Then, Theorem 4.5 implies that F ⊂ N. So if we take the projection of both, we get F ⊂ N.
In the case, N = Σ + = Σ − , N will be a least area surface, which is homotopy equivalent to M. Since any minimal surface homotopy equivalent to M contained in N, this implies there exist a unique minimal surface homotopy equivalent to M. Moreover, this unique minimal surface is indeed least area by existence of least area planes by [An2] .
Remark 4.3. The mean convex core lives in the convex core of M. This is because all minimal planes Σ with ∂ ∞ Σ = Γ, Σ is contained in the convex hull of Γ, say CH(Γ) (smallest convex subset of H 3 with asymptotic boundary Γ ⊂ S 2 ∞ (H 3 )). Then the mean convex hull is in the convex hull, N ⊂ CH(Γ), which implies mean convex core is in the convex core of M, since the convex core of M is the projection of CH(Γ).
GENERIC UNIQUENESS
In this section, we will give a generic uniqueness result for least area disks spanning an extreme curve. In other words, we will show that a generic curve on the boundary of a mean convex domain bounds a unique least area disk. Similar result for least area planes in H 3 has been proved in [Co3] . Let Ω be a C 3 -smooth mean convex domain in R 3 . We need to define the following spaces.
) minimal and f | ∂D 2 ∈ A} Now, we will quote Tomi and Tromba's results from [TT] on the structure of these spaces. They consider a minimal map f :
Then, any minimal disk spanning α(S 1 ) ⊂ ∂Ω, will correspond to a point in the slice {α} × D corresponding to a conformal harmonic map. They define a conformality operator k : A × D → C 2 (S 1 ) such that the kernel of this map will be the conformal maps. So, by abusing the above notation, define M := ker(k) ⊂ A × D, the space of minimal disks with boundary in ∂Ω.
In [TT] , Tomi and Tromba proved that the second component of the derivative of conformality operator,
is almost an isomorphism, which is a Fredholm map of index 0. Then by using basic linear algebra they show that the projection maps
This means the restriction map from minimal maps to their boundary parametrizations is almost an isomorphism. Now, in our case, A is different from Tomi and Tromba's setting. But, if one look at the Tomi and Tromba's proof, everything happens in the second component of A × D, and they get the "almost isomorphism" between D and image of k. So, by simple modifications of these proofs would give the following desired result for our purposes. To see the modifications in detail, one can look at [Co2] , and [Co3] . The second lemma which we use is the classical inverse function theorem for Banach manifolds, [La] .
Lemma 5.2. (Inverse Function Theorem) Let M and N be Banach manifolds, and let
The last ingredient is the generalization of Sard's theorem to infinite dimensional spaces [Sm] . From now on, we will call the regular values of the Fredholm map Π 1 | M as generic curve. Now, we can establish the main analytical tool for our generic uniqueness result.
Lemma 5.4. Let α ∈ A be a generic curve. Then for any
Proof: By Lemma 5.1, the map Π 1 | M : M → A is Fredholm of index 0. Let α ∈ A be a generic curve and Σ ∈ Π −1 1 (α) ⊂ M. Since α is regular value, DΠ 1 (Σ) : T Σ M → T α A is surjective, i.e. dim(coker(DΠ 1 )) = 0. Moreover, we know that Π 1 is Fredholm of index 0. This implies dim(ker(DΠ 1 )) = dim(coker(DΠ 1 )) = 0, and so DΠ 1 is isomorphism at the point Σ ∈ M. By the Inverse Function Theorem, there exist a neighborhood of Σ which Π 1 maps homeomorphically onto a neighborhood of α ∈ A. Now, our aim is to construct a foliated neighborhood for any least area disk spanning a given generic curve (regular value of the Fredholm map) in A. Moreover, we will show that the leaves of this foliation are embedded least area disks with pairwise disjoint boundary. By using this, we will show that uniqueness of the least area disk spanning the generic curve.
We will abuse the notation by using interchangeably the map Γ : S 1 → ∂Ω with its image Γ(S 1 ). Similarly same is true for Σ : D 2 → Ω and its image Σ(D 2 ). Let Γ 0 ∈ A be a generic curve, and let Σ 0 ∈ π −1 1 (Γ 0 ) ⊂ M be a least area disk whose existence guaranteed by [MY1] . Then by Lemma 5.4, there is a neighborhood of Σ 0 ∈ U ⊂ M homeomorphic to the neighborhood Γ 0 ∈ V ⊂ A.
Let Γ : [−ǫ, ǫ] → V be a path such that Γ(0) = Γ 0 and for any t, t ′ ∈ [−ǫ, ǫ], Γ t ∩ Γ t ′ = ∅. In other words, {Γ t } foliates a neighborhood of Γ 0 in ∂Ω. Let Σ t ∈ U be the preimage of Γ t under the local homeomorphism.
Lemma 5.5. {Σ t } is a foliation of a neighborhood of Σ 0 in Ω by embedded least area disks.
Proof: We will prove the lemma in three steps.
Claim 1: For any s ∈ [−ǫ, ǫ], Σ s is an embedded disk. Proof: Since Σ 0 is a least area disk, by Lemma 2.1, Σ 0 is an embedded disk. Now, {Σ t } is continuous family of minimal disks. We cannot apply the Lemma 2.1 to these disks, since the lemma is true for least area disks, while our disks are only minimal.
Let s 0 = inf {s ∈ (0, ǫ] | Σ s is not embedded}. But, since {Σ t } is continuous family of disks, and this can only happen when Σ s 0 has tangential self intersection (locally lying on on side). But this contradicts to maximum principle for minimal surfaces. So for all s ∈ [0, ǫ], Σ s is embedded. Similarly, this is true for s ∈ [−ǫ, 0], and the result follows.
Claim 2: {Σ t } is a foliation, i.e. for any t, t
Proof: Assume on the contrary that there exist t 1 < t 2 such that Σ t 1 ∩ Σ t 2 = ∅. First, since the boundaries Γ t 1 and Γ t 2 are disjoint, the intersection cannot contain a line segment. So the intersection must be a collection of closed curves. We will show that in this situation, there must be a tangential intersection between two disks, and this will contradict to the maximum principle for minimal surfaces.
If Σ t 2 does not intersect all the minimal disks
Then, since {Σ t } is continuous family of minimal disks, it is clear that Σ t 2 must intersect Σ s 0 tangentially, and lie in one side of Σ s 0 . But this contradicts to maximum principle for minimal surfaces.
So, let's assume Σ t 2 intersects all minimal disks Σ s for s ∈ [−ǫ, t 2 ]. Let s 0 = sup{s ∈ [−ǫ, +ǫ] | Σ −ǫ ∩ Σ s = ∅}. If s 0 > −ǫ, then this would imply a tangential intersection as above, which is a contradiction. Otherwise, the supremum is −ǫ, which implies for any t > −ǫ, Σ t intersects Σ −ǫ . In particular, this implies Σ 0 ∩ Σ −ǫ = ∅. Now, Σ −ǫ separates Ω, and defines a mean convex domain. But, Γ 0 is in the boundary of this new mean convex domain, and the least area disk Σ 0 must be embedded inside of this mean convex domain by Lemma 2.1. So, Σ 0 cannot intersect Σ −ǫ . This is a contradiction, and the result follows.
Claim 3: For any
Since the boundaries are minimal disks, [Σ −ǫ , Σ ǫ ] is a mean convex region. Let γ ⊂ Σ s be a simple closed curve. By [MY1] , there exist a least area embedded disk D spanning γ in the mean convex domain [Σ −ǫ , Σ ǫ ]. If D is not in Σ s , it must intersect other leaves nontrivially. Then {Σ t } ∩ D induce a singular 1-dimensional foliation F on D. The singularities of the foliation are isolated as {Σ t } and D are minimal disks. Since Euler characteristic of the disk is 1, by Poincare-Hopf index formula there must be a positive index singularity implying tangential (lying on one side) intersection of D with some leave Σ s . But this contradicts to maximum principle for minimal surfaces. Since ǫ was chosen arbitrarily at the beginning, one can start with suitable ǫ ′ > ǫ. The whole proof will go through, and this shows that for any s ∈ [−ǫ, ǫ], Σ s is a least area disk.
Existence of such a foliated neighborhood for a least area disk, implies uniqueness.
Lemma 5.6. Σ 0 is the unique least area disk with boundary Γ 0 .
Proof: Let Σ ′ be another least area disk with boundary Γ 0 . If Σ 0 = Σ ′ then Σ ′ must intersect a leave in the foliated neighborhood of Σ 0 , say Σ s . But, since ∂Σ s = Γ s is disjoint from ∂Σ ′ = Γ 0 , Lemma 2.1 implies that the least area disks Σ s and Σ ′ are disjoint. This is a contradiction.
So, we have proved the following theorem:
Theorem 5.7. Let Γ ∈ A be a generic curve as described above. Then there exist a unique least area disk Σ ⊂ Ω with ∂Σ = Γ.
Remark 5.1. This theorem does not say that there exist a unique minimal disk spanning a given generic curve. In the proof of Lemma 5.5, we essentially use the disk Σ 0 being least area.
So far we have proved the uniqueness of least area disks for a subset A ⊂ A, where A − A is a set of first category. In the following subsection, we will show that this is true for a more general class of curves, i.e. an open dense subset of A.
5.1. Open dense set of curves. Now, we will show that any regular curve has an open neighborhood such that the uniqueness result holds for any curve in this neighborhood.
Let Γ 0 ∈ A be a regular curve, and let Σ 0 ∈ π −1 1 (Γ 0 ) ⊂ M be the unique least area disk spanning Γ 0 . Let U ⊂ M be the neighborhood of Σ 0 homeomorphic to the neighborhood V ⊂ A of Γ 0 as above. We will show that Γ 0 has a smaller open neighborhood V ′ ⊂ V such that for any Γ ∈ V ′ , there exist unique least area disk in Ω with ∂Σ = Γ.
First we will show that the curves disjoint from Γ 0 in the open neighborhood also bounds a unique least area disk in Ω.
Lemma 5.8. Let β ∈ V with β ∩ Γ 0 = ∅. Then there exist a unique least area disk spanning β.
Proof:
Since β ∈ V is disjoint from Γ 0 , we can find a path Γ : (−ǫ, ǫ) → V , such that {Γ t } foliates a neighborhood of Γ 0 in ∂Ω, and β is one of the leaves, i.e. β = Γ s for some s ∈ (−ǫ, ǫ). Then the proofs of the previous section implies that Σ β = Σ s and {Σ t } also gives a foliation of a neighborhood of Σ β by least area disks. Then proof of Lemma 5.6 implies that Σ β is the unique least area disk spanning β. Now, if we can show same result for the curves in V intersecting Γ 0 , then we are done. Unfortunately, we cannot do that, but we will bypass this by going to a smaller neighborhood. . By Lemma 5.5, we know that {Γ t } induces {Σ t } family of embedded least area disks spanning {Γ t }. Moreover, these least area disks are unique with the given boundary, and leaves of the foliation in the neighborhood of Σ 0 . Now, consider the preimage of the path Γ ′ under the homeomorphism π 1 | U : U → V . This will give us a path Σ ′ ⊂ U ⊂ M, which is a continuous family of minimal disks, say {Σ ′ t }. We claim that this is also a family of embedded least area disks inducing a foliated neighborhood of Σ ′ 0 . By previous paragraphs, we know that Σ ǫ and the Σ −ǫ are the unique least area uniqueness result, and says that if you have a mean convex domain with C 3 -smooth boundary in R 3 , then simple closed curves in the boundary generically bounds a unique least area disk in R 3 .
