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Abstract
Recognizing the need for companies and organizations to retain employees, one of the
topics given very little attention in the research is non-attendance in face-to-face
training. This study presents findings from the analysis of archival data from a 2013
employee education survey. Exploratory factor analyses were conducted on two sets of
data exploring barriers to participation in employee-development education classes.
Extrinsic factors were identified as ‘more important things take priority’ and
‘circumstances beyond the employee’s control’. Intrinsic factors were identified as
‘personal motivation challenges’. These factors emerged as potential reasons for nonparticipation or no-show behavior in employee education courses. Possible
explanations for the results are discussed and recommendations for future research are
presented.
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Chapter 1
Introduction
Once an employee is hired and trained, it is important to the organization to
keep or retain that employee (Martin & Kaufman, 2013; Ulrich, 1998). Replacing
employees is very expensive, both from a financial perspective and from an
organization’s cultural perspective (Boltax, 2011; Davies, 2001). Naude and McCabe
(2005) indicate that when employees leave an organization, they take with them the
knowledge and skills that have been acquired through training and experience.
Some of the factors that help to increase retention include friendly and
supportive staff and management, job satisfaction, and opportunities for employees to
participate in training and development (Martin & Kaufman, 2013; Messmer, 2006;
Naude & McCabe, 2005). Organizations with satisfied and engaged employees achieve
better financial results and are more likely to retain their employees than companies
that have dissatisfied employees who are not involved and who lack enthusiasm (Little
& Little, 2006).
Organizational commitment and job satisfaction have been shown to be the main
attitudes related to employee retention (Horn & Kinicki, 2005; Larson, 2000; Mueller,
Boyer, Price, & Iverson, 1994). Martin and Kaufman (2013) described how an
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employee’s commitment to an organization was an important factor in reducing desire
to leave. Organizational commitment is a psychological link between the employee and
the organization that makes it less likely that the employee will leave voluntarily (Allen
& Meyer, 1996; Meyer & Allen, 1991). When employees believe that the organization is
committed to their well-being and supports them, they will be more satisfied with their
jobs (Mahal, 2012; Upenieks, 2003) and when they experience job satisfaction, they are
more likely to remain with the organization (Mueller et al., 1994).
Training and career development have a significant positive connection with
intention to stay (Chew & Chan, 2008; MacDonald, 2002). Davies (2001) believes that
providing opportunities for development to employees shows an investment by
management that will result in an increased desire to stay. According to Messmer
(2006), continuous learning is one of the main features that affect an employee’s desire
to remain in a job. Consequently, organizations must make a considerable commitment
to training and development.
In 2013, organizations spent $1,208 per employee (on average) for training and
development (Miller, 2014). However, this average contains considerable variance
based on the size of the organization. Smaller organizations spend much more than the
average on their employees ($1,888 each) while larger employers spend respectively less
($838) per employee (Miller, 2014). These costs can be attributed to the cost averaging
of the expense for development and maintenance of training which is less per employee
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than in smaller organizations. Employees spent an average of 31.5 hours on learning
during the year (Miller, 2014). While spending less per employee, larger organizations
provide more learning hours. Consequently, larger organizations were able to provide
more training and development for the same dollars (Miller, 2014). Healthcare and
pharmaceutical organizations spend on average $1,392 on training per individual
(Miller, 2014).
Goldstein and Ford (2002) describe training as a systematic approach to learning
designed to improve performance at the individual, team, and organizational levels.
From a work perspective, training is designed to contribute to greater productivity
(Yeuk-Mui Tam, 2014), a fuller employment experience (O’Connell & Byrne, 2012), and
economic benefit to both the organization and the employee (Maurer & Rafuse, 2001;
O’Connell & Byrne, 2012). Hubbard (2005) differentiates between mandatory training
(training that must be completed to maintain employment) and non-mandatory training
(to improve job skills, personal development skills, and career development). Whether
mandatory or non-mandatory, participation is essential for successful training
(Hubbard, 2005). Building excitement and enthusiasm is a key to ensuring participation
(Lee, 2013).
Learning Management Systems (LMS) use computer technology to provide, track
and report on all components of training within an organization (Woodhill, 2007). The
Learning Management System software is used to deliver online training, employee
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registration, and automate record keeping (Bhatia, 2014). Woodhill (2007) describes
how an LMS can be tied to Human Resource employee systems where the systems can
share contact and employee data and information. The Department of Veterans Affairs
uses an LMS called Talent Management System (TMS) to catalog, register, schedule,
provide, and record training for its 330,000 employees around the world (VALU, 2013).
Employee Attendance
Attendance is an issue with any type of training/appointment participation
scenario, and is multifactorial rather than the result of a single decision (Lacy, Paulman,
Reuter, & Lovejoy, 2004). Reservations and appointments are, in general, problematic
because of uncertainty regarding the honoring of reservations and/or appointments by
customers (Kimes, 2011). In the healthcare field, non-attendance can be tied to
increased costs of healthcare services (Sawyer, Zalan, & Bond, 2002; Schmalzried &
Liszak, 2012). Non-attendance occurs in all age groups and in various social, cultural
and ethnic groups (Hardy, O’Brien, & Furlong, 2001). Hardy et al. (2001) continue by
saying that non-attendance affects all specialties and is not restricted to any particular
sector of healthcare.
Reducing non-attendance could improve clinic utilization, the efficiency of
clinicians’ time, and ultimately, improve effectiveness and financial profit (Schmalzried
& Liszak, 2012). Methods of reducing non-attendance or no-show behavior include
distributing appointment and clinic information prior to the appointment (Hardy et al.,
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2001), using telephone and written reminders (Garuda, Javalgi, & Talluri, 1998), and
charging for missed appointments (Schmalzried & Liszak, 2012). Likewise, Lee (2013)
suggests creating a positive marketing plan to generate interest in employee courses.
Similarly, restaurants and airlines have found that reminders and credit card
guarantees reduced the no-show rate (Kimes, 2011).
Statement of the Problem
Employee retention rates influence the overall health of an organization
(Waldman & Arora, 2004). Replacing employees is very expensive (Boltax, 2011).
Those costs are more extensive than just financial, as competitive position and internal
motivation and performance often suffers (Davies, 2001). It has been shown that when
an employee feels valued by an organization, organizational commitment is developed
(Fitz-ens, 1997; Martin & Kaufman, 2013; Naude & McCabe, 2005).
Training, and availability of training, is an important factor in the development
of organizational commitment (Messmer, 2006). When employees experience job
satisfaction, often enhanced by an organization’s support of training and development,
they develop loyalty to the company (Chew & Chan, 2008). This loyalty converts to
stronger organizational commitment and a reduction in desire to leave (Larson, 2000).
However, the opportunity to engage in training is not enough. Employees must
attend classes to gain the full benefit to themselves, to their work team, and to their
organization. When no-show rates are high, as well as cancellation/rescheduling rates,
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considerable time, energy and expense are required for support personnel to track
down the employees, perform the rescheduling, and maintaining proper records and
paperwork (Hubbard, 2005).
There is very little research found addressing the reasons for no-show behavior
in general and in no-show behavior for employee training in particular. Therefore, this
study is designed to address questions about the reasons why employees do not show
up for scheduled training.
Research Questions
Research questions define the objectives of the study and why the study should
be conducted (Janesick, 2000). Employee experiences are being investigated to
understand employees’ insights concerning training in the workplace and reasons for
their no-show behavior. The following questions will guide the inquiry related to this
issue:
RQ1. What structural and attitudinal barriers exist that impede VA employees’
participation in scheduled employee training programs?
RQ2. What supervisor issues impact VA employees’ willingness to attend
scheduled employee training programs?
RQ3. What supervisor issues impact VA employees’ ability to attend scheduled
employee training programs?
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Conceptual Assumptions
There are a number of reasonable assumptions that will provide a basis for this
study. There are two main variables at work in these situations: the employee and the
supervisor. They each contribute in different ways to the eventual no-show behavior.
People have a desire to learn new things when they evaluate those things as worthwhile
and benefiting themselves. While many employees may believe there is some value in
training and development, employees do not make a connection between successful
completion of that training and their ultimate job satisfaction. Additionally, employees
seem to be complacent with regards to the impact of participating vs. not participating,
or being a no-show, for training for which they have registered. This attitude is
probably exacerbated by the fact that training is offered to VA employees at no charge
(i.e., the training is not free, but the VA pays for the employee to participate in the
training and/or development activity). Providing training at no charge also contributes
to a lack of commitment and prioritization on the part of the employee because there is
no financial investment to be lost in the case of last minute cancellation or nonattendance. Employees are not motivated to prioritize training activities within their
daily lives as they can be easily distracted with other activities that may supersede the
already-scheduled training.
Supervisors also serve a role in the process and contribute to the employee noshow behavior. Supervisors often question the value of training and developmental
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activities for their staff. Consequently, this leads to a lack of commitment on the
supervisor’s part and impacts the employee by delaying or withholding supervisory
approval or retracting permission at the last minute, requiring the employee to work
and being unable to attend the scheduled training. Supervisors and employees do not
communicate sufficiently during the registration, supervisor approval, and attendance
processes. Supervisors may register employees for training without ever telling them,
which leads to non-attendance of the employee because of poor communication
channels.
The assumptions that help define the scope of the study are summarized here:
•

People have a desire to learn new things, however,

•

Employees do not make a connection between training activities and job
satisfaction

•

Employees do not believe there is any impact from their decision to attend or not
attend training

•

Providing training at no charge to employees makes the training seem less
important and, with no personal financial investment, the employee has
“nothing to lose” by not attending

•

Employees do not prioritize training in their personal lives

•

Supervisors lack commitment to the value of training and the needs of their staff

•

Supervisors and employees demonstrate poor communication skills as related to
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training and development issues such as scheduling and prioritizing the
activities.
Conceptual Framework
Given the assumptions in the previous section, a number of factors emerge that
may impact no-show behavior. Figure 1 presents a visual representation of the
relationships of those factors.

Figure 1. Process of registering, acquiring approvals (if necessary), and factors related to eventual
attendance or no-show behavior of face-to-face courses at James A. Haley VA Hospital.

There are three main stages that must be passed to determine if an employee
attends the training or becomes a no-show. Those three stages are registration,
supervisory support, and employee commitment/motivation.

9

Registration
For employee training at James A. Haley VA Hospital, the process always begins
with course registration in the Talent Management System (TMS). The most common
starting point for an employee who wants to learn new things for personal or
occupational reasons is to register for a course. The process is easy and all employees
undergo training on the use of TMS and there are TMS Administrators in every
department to provide assistance to employees who have problems. Most courses
offered on TMS are online courses that can be completed through TMS whenever the
employee desires within a flexible structure. The online courses are outside the scope of
this study, however, and will not be discussed further. This study only pertains to
instructor-let courses that must be attended based on scheduled availability.
A second method of registration is available for supervisors to register their staff
directly into TMS. When this occurs, communication is critical to inform the employee
that they have been signed up for the course. Therefore, in this case, the process moves
to the communication phase of the supervisory support stage.
Supervisory Support
All instructor-led courses fall into one of two categories: supervisor approval
required or supervisor approval not required. If no supervisor approval is required, the
process moves directly to the third stage, employee commitment/motivation. If
supervisory approval is required, several supervisory factors emerge. If the supervisor
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does not exhibit commitment to the training and support of the employee’s desire to
complete the training, the employee will not be granted the required approval. In best
practices, the employee will withdraw from the course and will not be expected to
attend. However, if the denial is not communicated to the employee, the employee will
become a no-show. When the supervisor understands the value for the employee to
complete the course, they are motivated to approve the course registration, and the
process moves to the communication phase.
Before leaving the supervisory support stage, employees and supervisors need to
communicate with each other about the course. There must be agreement on the time
that will be required away from typical work duties, and the expectations of everyone
involved. If that communication does not occur, the employee is most likely going to
become a no-show for the course.
Employee Commitment/Motivation
With one exception that will be discussed shortly, the final stage leaves the
attendance decision in the hands of the employee. At this point, it is exclusively
dependent upon the employee’s level of commitment and motivation whether
attendance occurs. The employee may suffer a conflict of priorities if another desirable
activity intersects or overlaps with the schedule of the course. Since there has been no
financial investment in the course, there is “nothing to lose” for the employee who
chooses not to attend the training. Closely related to the employee’s commitment is the
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employee’s motivation. McGregor (1960) theorizes that motivation is either
extrinsically established (Theory X) or intrinsically established (Theory Y). This
theoretical perspective of motivation may help as we try to determine more specifically
the motivational and commitment factors involved in employee decisions to attend or
not attend developmental courses for which they are registered.
There are additional factors that are beyond the employee’s control that may
come into play at the very latest phase of employee commitment/motivation. There are
situations when, at the last minute, supervisors may elect to withdraw their approval
for attending the course. Perhaps departmental demands require the employee to
report for typical work duties on a day when training is scheduled. Or perhaps, an
employee’s car broke down and attendance is not possible. These are examples of
factors, uncontrollable for the employee, that still constitute no-show behavior even
when the employee is committed and motivated to attend.
Scope and Delimitation of the Study
Archival data from a Veterans’ Administration study will be analyzed to identify
common themes, ideas, and recommendations for understanding VA employee noshow behavior. While the population experiences some unique characteristics, the
results should offer insight into other, large scale medical facilities as well as university
settings.
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Definition of Terms
To explore employee engagement, establishing and clarifying unique terms is
necessary. Clear definitions for the terms commitment, employee engagement,
satisfaction, and trust are essential to the current study. These and other key terms are
defined below.
Job Satisfaction: Satisfaction is a state of the employee’s fulfillment with the work
experience. Satisfaction is a feeling of value created from the perceptual
evaluation of whether one’s job meets one’s needs and expectations (Coomber &
Barriball, 2007).
LMS: An abbreviation for Learning Management System, it is a general term for a
sophisticated computer software application that can track and report on all
components of training within an organization (Woodill, 2007).
Organizational commitment: An organizational relationship that determines an
employee’s willingness to remain with the company based on the psychological
condition and circumstances of the employee (Bamberg, Akroyd, & Moore,
2008).
Retention: Retention refers to keeping workers in the company and avoiding constant
turnover (Fernandez, 2007). Losing workers who possess organizational
knowledge of systems, technology, and effective customer practices, produces
negative influences on the organization (Ramlall, 2004).
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SAS: ‘Statistical Analysis System’ is a software suite developed by SAS Institute for
advanced analytics, multivariate analyses, business intelligence, data
management, and predictive analytics. SAS is a software package used by
researchers to analyze quantitative data.
Survey Monkey: One of the most popular and well-known web-based survey tools
available, Survey Monkey is a user-friendly online survey tool that collects and
tabulates data and provides some basic statistical analyses of the results (Massat,
McKay, & Moses, 2009; Phillips, 2015).
TMS: Talent Management System – the official online Learning Management System
(LMS) for 330,000 Veterans’ Administration employees around the world to
catalog, register, schedule, provide, and record employee required and
developmental training (VALU, 2013).
Training: A systematic approach to learning and development intended to improve
individual, team, and organizational effectiveness (Goldstein & Ford, 2002).
VA: Veterans’ Administration
VINCI: VA Informatics and Computing Infrastructure. VINCI is a Veterans’
Administration research tool providing data storage and access for VA research.
It consists of high performance servers and large, high speed data storage.
VINCI also provides access to data analysis software tools such as NVivo and
SAS (VINCI, 2011).
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Chapter Summary
Introduced in chapter 1 was a discussion of employee retention and how
expensive it is for organizations, both financially and culturally. Research has shown
that the development of organizational commitment can lead to job satisfaction that
mitigates the negative impact of losing employees. Training and development
activities are positively related to retention and tend to be available through computer
technology in the form of Learning Management Systems. The problem was identified
and described and research questions were delineated. No-show behaviors appear to
be a barrier to effective training programs and prior research has not addressed this
issue. A three-stage conceptual framework was discussed and graphically presented.
Finally, the scope of the study was clarified and a list of terms was defined.
Presented in Chapter 2 is a literature review providing the foundation of the
study. Non-attendance in training will be shown as a potentially important factor in the
goal of creating organizational commitment and retaining employees.
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Chapter 2
Chapter Organization
Chapter 2 provides a Literature Review of relevant research to establish the value
of this study. Retention has been shown to be very important within an organization
due to the costs associated with hiring and training new employees to replace the ones
lost voluntarily or by termination. It has been shown that increasing an employee’s
organizational commitment can positively impact job satisfaction and, consequently,
increase the likelihood of an employee remaining with the organization. Training, often
provided through computer technology, is an important factor to employees staying
with a company. Research from other industries suggests that there are ways to deal
with non-attendance although data is lacking in the training research regarding this
issue.
Literature Review
Retention
Retention programs can be defined as the initiatives taken by management to
keep employees from leaving the organization (Cascio, 2003). Retention is not the
opposite or inverse of turnover, despite a general tendency to view it as such in the
literature (Waldman & Arora, 2004). Retention of employees is important to the health
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of an organization (Ulrich, 1998). Waldman and Arora (2004) claim that retaining
employees is crucial to sound financial and clinical results.
Martin and Kaufman (2013) explain that voluntary turnover of valued employees
is a concern of managers and administrators due to the financial costs of replacing those
employees and the lost productivity of good employees. Voluntary turnover is
different than involuntary turnover in that it is based upon the employee’s deliberate
decision to separate from an organization (Martin & Kaufman, 2013). Healthcare
environments, in particular, can be directly affected by shortages in health personnel.
Personnel shortages can result in a reduction of health care access as well as an increase
on the stress levels of current providers (Robinson, Jagim, & Ray, 2004). Not enough
qualified workers may even result in the use of under qualified personnel to fill needed
roles.
Losing employees is very expensive (Boltax, 2011). The cost of replacing a
valued employee can amount to double their annual salary or more (Davies, 2001).
Ramlall (2004) furthers that position by suggesting that, taking into account both direct
and indirect costs of losing an employee, it costs at least 1 year’s pay (and benefits).
That cost can increase dramatically when other financial implications are considered.
Waldman, Kelly, Arora, and Smith (2010) reported on a medical center case study
where turnover costs represented an expenditure of about 5 percent of the annual
operating budget. Davies (2001) says that losing an employee can damage a company’s
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competitive position by creating internal tension, not to mention the potential
implications of having a previous employee take critical company knowledge to a
competitor. When a staff member leaves an organization, the knowledge, skills and
experience that the person has brought to the organization and gained are lost (Boltax,
2011; Naude & McCabe, 2005).
Ramlall (2004) suggests that a demonstrated lack of an organization’s or
supervisor’s commitment to the employee’s long-term training and development results
in a lack of commitment from employees, which could contribute to a lack of desire to
remain with the organization. The simple fact that the company shows an interest in its
people helps foster retention (Fitz-ens, 1997). Fitz-ens says that companies that invest in
employee support programs have lower turnover rates. According to MacDonald
(2002), the three things employees are most concerned with are that organizations have
a reward system for top performers tied to realistic performance expectations, have
opportunities for career planning and advancement, and provide adequate training
programs.
Research has shown that an employee’s commitment to an organization and
his/her job satisfaction are important factors to improving employee retention and
reducing intent to quit (Martin & Kaufman, 2013). Naude and McCabe (2005) describe
four factors mentioned most often regarding retention: 1) friendly and supportive staff,
2) supportive and effective management, 3) job satisfaction, and 4) staff development
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and opportunities for new challenges. According to Messmer (2006), retention depends
largely on four key drivers of job satisfaction: compensation and benefits, work
environment, career development and advancement and work/life balance. Messmer
(2006) explains that for many workers, the opportunity to participate in continuous
learning carries a strong impact in their decision to remain in a job. Consequently,
many employers are recognizing that impact and are putting more emphasis on career
development activities and boosting training allowances and reimbursement amounts
for continuing professional education (Martin & Kaufman, 2013). For some businesses,
pay raises, promotions and bonuses are tied to achievement of learning milestones,
such as certification training or specific coursework germane to the current position
(Messmer, 2006). Messmer (2006) emphasizes the value and impact of managerial
support for training and development opportunities within a comprehensive package
of support for professional needs and career aspirations of individual employees.
Organizational Commitment
Martin and Kaufman (2013) summarize extensive retention research by
describing intent to quit as the best predictor of turnover behavior because it is highly
correlated to both job satisfaction and commitment to an organization. Horn and
Kinicki (2001) reported commitment and job satisfaction as the main attitudinal
variables researched that have a significant relationship to retention. Research has
shown that low levels of job satisfaction can have negative effect on the way employees

19

perform their duties and their overall performance in the workplace (Boltax, 2011).
Dessler (1999) explains that organizational commitment has many favorable outcomes.
Committed employees have better attendance records, work harder at their job,
perform better, and experience longer tenure than those with weak commitment
(Dessler, 1999). Larsen (2000) stated that when employees are highly satisfied with their
jobs, they will remain with the organization. Mueller et al. (1994) point out that when
employees experience both job satisfaction and organizational commitment, “the bond
with the organization will be strengthened and will result in greater cooperation and a
reduced likelihood of quitting” (p. 182).
Organizational commitment is an internal feeling, belief, or set of intentions that
enhances employees’ desire to remain with an organization because they want to stay,
need to stay, or feel obligated to stay (Meyer & Allen, 1991). Organizational
commitment can be defined generally as a psychological link between the employee
and his or her organization that makes it less likely that the employee will voluntarily
leave the organization (Allen & Meyer, 1996).
Organizational commitment refers to an employee’s loyalty to the organization,
willingness to exert effort on behalf of the organization, degree of goal and value
congruency with the organization, and a desire to maintain membership (Mahal, 2012).
Affective commitment refers to identification with, involvement in, and emotional
attachment to the organization (Allen & Meyer, 1996). Thus, employees with strong
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affective commitment remain with the organization because they want to do so.
Affective commitment is correlated with those work experiences in an organization that
make the employee feel psychologically comfortable (e.g., approachable managers,
equitable treatment of employees) and with characteristics of the organization that
enhance the employee’s sense of competence (e.g., feedback) (Allen & Meyer, 1996).
Affective commitment has consistently been related to turnover intention regardless of
the measure used in different studies (Martin & Kaufman, 2013).
Research has suggested that two aspects of the work environment - social
support and situational constraints - influence employees’ attitudes and participation in
development activities (Noe & Wilk, 1993). Through communicating to employees that
development activities are valuable experiences and helping employees to develop their
skills, managers and peers can have a positive influence on employees’ learning
attitudes, their perceptions regarding the benefits that can be obtained from
participation in development activities and their understanding of skill strengths and
weaknesses (Leibowitz, Kaye, & Farren, 1986).
Studies have shown that the congruence between employee and organizational
perceptions of development needs influences satisfaction, commitment behavior, beliefs
regarding career success and motivation to learn. Development opportunities include
courses, workshops, seminars and assignments that influence personal and professional
growth (London, 1989). Employees have a stronger commitment to their organizations
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when they perceive that their organizations are committed to their wellbeing (Mahal,
2012). The way employees feel about the firm is an important part of commitment
(Ulrich, 1998). When employees perceive that their supervisors empower them, provide
relevant information and training, and evaluate and reward them fairly, they are likely
to remain loyal and committed to their supervisors (Chew & Chan, 2008; Mahal, 2012).
Engaging employees’ emotional energy can result in organizational commitment
(Ulrich, 1998). Upenieks (2003) argues that improving opportunity, information and
resources through training and development could empower staff and improve job
satisfaction.
Job satisfaction is a positive emotional state that results from a perception of a
successful job situation (Mueller et al., 1994). Mueller et al. (1994) disagree with the
perspective that organizational commitment is the key to retention, but rather that it is
job satisfaction that is the mediating variable. Goldstein (2003) points out that when
employees are satisfied, customers are also satisfied and this enhances organizational
performance.
Martin and Kaufman (2013) recommend that because low job satisfaction is a
strong predictor of intent to quit, organizations should seek to improve job satisfaction
of employees in the organization by giving attention to human resource practices such
as training and development. Studies have shown that training and development affect
job attitudes, and when the training needs of employees are met, it is more likely that
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employees will stay in the organization (Chew & Chan, 2008). Davies (2001) explains
that talented employees are much more likely to stay with an organization if they
believe that management invests in employees in other ways besides salary. One of
these ways, according to Davies, is providing development opportunities that enhance
their skills.
Training
Boltax’s (2011) study concluded that two of the most important reasons people
want to stay with an organization are for the potential opportunity for career growth
and participation in learning and development. Continuous investment in the
development of skills and knowledge of existing workers contributes to improvements
in employee performance and raised organizational productivity, which in turn, results
in higher wages for the employees (Watanabe, 2010). Organizations need to create
strategies that embrace employee development programs as a means for driving
organizational performance (Goldstein, 2003). Organizations are investing considerable
amounts of money on employee training and development (Hameed & Waheed, 2011).
As of 2006, U.S. organizations spent more than $126 billion annually on employee
training and development (Paradise, 2007). In 2013, organizations spent $1,208 per
employee (on average) for training and development (Miller, 2014). However, this
average contains variance based on the size of the organization. Smaller organizations
spend much more than the average on their employees ($1,888 each) while larger
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employers spend respectively less ($838) per employee (Miller, 2014). These costs can
be attributed to the cost averaging of the expense for development and maintenance of
training which is less per employee in larger organizations than in smaller
organizations. Employees spent an average of 31.5 hours on learning during the year
(Miller, 2014). While spending less per employee, larger organizations have the inverse
relationship with learning hours. Therefore, larger organizations were able to provide
more training and development for the same dollars (Miller, 2014). Healthcare and
pharmaceutical organizations spend on average $1,392 on training per individual.
Training refers to a systematic approach to learning and development to improve
individual, team, and organizational effectiveness (Goldstein & Ford, 2002). Nonmandatory training refers to continuous learning or voluntary training taking place
throughout adult life (Renaud, Lakhdari, & Morin, 2004). Participation in workplace
training provides clear benefits for individuals and teams, organizations, and society
(Goldstein & Ford, 2002). Training courses should support the organization’s strategic
direction, and organizational goals should be reflected in training objectives
(Tannenbaum & Yukl, 1992). Chew and Chan (2008) identified training and career
development among a number of issues that were important to permanent employees.
Bassi and Van Buren (1999) explained how training results in higher performance as
measured by sales, overall profitability, and the quality of products and services
provided.
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Employee development activities are critical for organizations to demonstrate
adaptability and to compete in aggressive environments (Nadler & Nadler, 1990).
Research has shown an interest in the importance of education and training in
furthering the goals of a fuller employment experience and economic benefit to the
organization (Maurer & Rafuse, 2001; O’Connell & Byrne, 2012). Work-related training
can contribute to a workforce economy with greater productivity (Yeuk-Mui Tam,
2014). O’Connell and Byrne (2012) indicate that individual workers undertake training,
and employers invest in training, based on their estimates of expected future returns on
those investments. It has been shown (O’Connell & Byrne, 2012) that employees who
received training were paid about 10% more than those who had not received training.
Learning departments are responsible for providing training that addresses a
wide variety of topics and needs (Miller, 2014). Within the workplace environment,
training typically falls into one of two categories: mandatory and non-mandatory.
Mandatory training would be considered any training that a person must complete to
maintain employment with the company (Hubbard, 2005). Hubbard (2005) explains
that these courses might consist of security and safety policy training, administrative
policies like leave and sick time and benefit enrollment, or other organization pertinent
information. Another reason for training to be mandatory according to Hubbard (2005)
is to prevent legal action against the organization or company. Finally, some courses of
training might be mandatory “just because top management said that they would be”
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(Hubbard, 2005, p. 100). This is not to suggest that courses are assigned on the whim of
management but rather there may be valid reasons to make courses mandatory, such as
union concerns, communication skills, interviewing skills, or how to properly conduct a
performance appraisal (Hubbard, 2005).
Participation in training is paramount to its success. While mandatory training
may achieve compliance simply because it is required, participant enthusiasm is likely
to be minimal if any at all (Hubbard, 2005). Renaud et al. (2004) described some of the
determining factors related to employee participation in non-mandatory training. Their
study was broken down into two major groupings: socio-demographic characteristics
and employment-related characteristics. Looking at the socio-demographic factors, their
findings suggest that employees most likely to participate in training are younger men
and women with lesser-advanced educations. From an employment-related
perspective, those employees who had been on the job for less time were more likely to
take advantage of non-mandatory training, as were managers more likely than nonmanagers to be able to participate.
Learning Management Systems
Learning and development activities can be quite diverse, in form as well as
content (Maurer & Rafuse, 2001). One professional development tool that is supposed
to improve retention and build organizational commitment is a Learning Management
System (LMS) (Castellano, 2014). An LMS is a sophisticated computer software
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application that can track and report on all components of training within an
organization (Woodill, 2007). These components may consist of the results of classroom
training, online-based training or blended learning, which is a combination of
classroom and online course information presentation. Bhatia (2014) describes an LMS
as a software application that is used to administer, document, track, and report on the
delivery of courses, primarily in the e-learning domain. Corporate Talent and
Development departments use LMS software to deliver online training and automate
record keeping and the employee registration process.
First generation Learning Management Systems functioned as tracking systems
that managed trainee contact information and training results and evolved into a
scheduling and training manager (Bhatia, 2014). Over time, the LMS was expanded so
that it could monitor and report compliance and regulatory requirements for
competency and certification (Masie, 2014). Woodill (2007) describes how Learning
Management Systems now encompass many additional features, such as messaging
capabilities, course catalogs, registration facilities, communications tools,
questionnaires, and evaluation instruments. Online courses are typically accessed,
launched, and completed through the LMS. As Learning Management Systems have
developed and progressed, they are often tied to Human Resource employee systems
where the systems can share contact and employee data and information (Woodhill,
2007).
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The Department of Veterans Affairs uses an LMS called Talent Management
System (TMS). The VA TMS is an advanced online training and employee development
system that allows VA employees to search for training courses and register for them.
The system serves as the official system of record for all training and development
activities for its 330,000 employees around the world (VALU, 2013).
Non-attendance
Hand in hand with employee participation in training is the issue of attendance.
After completing database searches using terms such as no-show and non-attendance
coupled with terms including training, employee training, workplace training,
classroom training, etc., no prior research was found that addresses the case where an
employee registers for face-to-face classroom training and does not attend the
scheduled class. Hubbard (2005) explains that, in the case of mandatory employee
training, there will be no participant enthusiasm and, consequently, will demonstrate a
high no-show rate.
Some research has been published discussing non-attendance in other scenarios,
such as medical appointments and restaurants. Reservations and appointments are
subject to problems because of the uncertainty of customers honoring their reservation
or appointment (Kimes, 2011).
Non-attendance at clinic appointments is a barrier to the delivery of effective
health care, reduces the efficiency of clinicians and, as a result, indirectly contributes to
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increased costs to the health care system (Sawyer et al., 2002). The process of making
and keeping clinic appointments is multifactorial rather than the result of a single
decision (Lacy et al., 2004). Non-attendance at outpatient appointments (also described
as appointment failures or failure to attend, ‘no shows’, and broken appointments) is an
important obstacle to providing effective and efficient healthcare. Clinic nonattendance is an issue that affects all clinical services to varying extents. Clinic
reminders, a popular strategy to reduce non-attendance including both telephone
(personal and computer-generated) and written reminders, have been shown to
significantly increase attendance rates in adults (Garuda j., 1998). In one study, patients
who did not receive a reminder were three times more likely not to attend than those
who were reminded. The majority of the reminder group (77%) reported telephone
calls to be helpful, while 81% of the control group reported that reminders would be
helpful in prompting attendance (Garuda et al., 1998).
Failure of patients to keep scheduled medical appointments (commonly referred
to as no-shows) is costly and results in under-utilized clinic capacity (Schmalzried &
Liszak, 2012). No-show rates above 20% are considered high. Schmalzried and Liszak
(2012) explain how various approaches have been used to lower no-show rates
including changing behavior through education, sanctions, incentives, overbooking,
and reminders. The most popular approaches have been reminder calls or mailings.
Overbooking has actually been associated with increased waiting time resulting in even
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higher no-show rates. Prior to 2004, Community Health Services, a migrant health
center in Ohio, experienced annual no-show rates as high as 36%. Schmalzried and
Liszak (2012) described a solution used in this case to reduce the no-show problem.
They were able to reduce the number of no-shows from approximately 36% to 11-13%
in 5 years. Their approach was a combination of progressive patient education that
focused on improving patients’ perception and understanding of the healthcare system
and the importance of an efficient scheduling process.
Outpatient non-attendance is a common source of inefficiency in healthcare
provisions, wasting time and resources and potentially lengthening outpatient waiting
times. Non-attendance occurs in all age groups and in people from various different
social, cultural, and ethnic backgrounds; it affects all specialties and does not seem to be
restricted to a particular healthcare sector (Hardy et al., 2001). Overall, providing an
information pack of pre-appointment information was associated with a significant
reduction in non-attendance. In new patients who were given information before their
appointment (with or without phone call), 4.6% (15/325) did not turn up compared with
15% (201/1336) of those who had received neither a pack nor phone call (p< 0.0001). Of
the new patients who received both an information pack and phone call, 1.4% (2/147)
did not attend compared with 7.3% (13/178) who received information but no phone
call (p< 0.01) (Hardy et al., 2001). Reducing non-attendance offers an opportunity to
make better use of healthcare resources and to reduce waiting times (Schmalzried &
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Liszak, 2012). This study shows that fully informing patients about their appointment
dramatically reduced outpatient non-attendance. Non-attendance rates of 15-19% may
be reduced to about 7% by sending patients information. Moreover, a further reduction
in non-attendance to about 1% may be achieved by following up information with a
telephone call one week before the patient's appointment. Livianos-Aldana, VilaGomez, Rojo-Moreno, and Luengo-Lopez (1999) found that the shorter the time interval
between the appointment reminder letter and the appointment, the lower the nonattendance rate.
Research on restaurant reservations is fairly limited (Kimes, 2011). Kimes (2011)
describes some of the ways restaurants attempt to reduce no-show issues with
reservations including using reminder calls and more aggressive measures such as
requiring a credit card guarantee. Restaurants and airlines have found that using credit
card guarantees helps reduce the no-show rate, but may adversely affect customer
satisfaction (Kimes, 2011).
Lee (2013) suggests creating a marketing campaign to increase attendance for
training programs. Building an e-mail campaign can create excitement by telling
participants what they are going to get out of the training. A good way to build
enthusiasm is with testimonials from those who previously attended (Lee, 2013).
Using email reminders, not just calendar invites, with the “what’s in it for me”
aspect can maintain the excitement and desire to attend (Lee, 2013). Also, giving pre-
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work helps maintain motivation and creates additional “buy-in” commitment to
attending. Using computer technology as a mode of training has exploded in the past
20 years. Using computer-aided instruction allows for individualized instruction with
the advantages of self-pacing by the trainees, interactive experience, immediate
feedback, and continuous monitoring and assessment of the learning (Tannenbaum &
Yukl, 1992).
Chapter Summary
In Chapter 2, pertinent literature was reviewed to establish the background and
value of the present study. The importance of employee retention was shown as well as
its relationship to organizational commitment and, ultimately, job satisfaction. A
valuable component of creating that job satisfaction is the availability of training and
development. Much of that training is being conducted through computer technology
and the use of Learning Management Systems. The literature review demonstrates a
void in the research of studies trying to explain the reasons why employees sign up for
face-to-face training and then do not attend.
Chapter 3 will describe and discuss the methods to be used in this study. It is a
qualitative study utilizing an online survey. The participants will be described as well
as the analytical methods used for each part.
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Chapter 3
Chapter Organization
Chapter 3 provides a description of the methods used with this study. The study
is a quantitative study using an online survey. Archival data were analyzed using the
computer software package SAS 9.4 via the VA Informatics and Computing
Infrastructure (VINCI), a secure, online research platform through the Veterans’
Administration.
Methods
This study used archival data collected at the James A. Haley Veterans’ Hospital
during early 2013. The data were collected as part of a preliminary study exploring the
barriers and facilitators to employee development courses in an effort to decrease noshows. All data have been stored securely on VA password-protected network
computers. No identifying information was collected thereby resulting in anonymous
data. The data were securely transferred to VA Informatics and Computing
Infrastructure (VINCI) where they were analyzed as described in the data analysis
section.
The data source for the study was employees of the James A. Haley Veterans’
Hospital. Volunteers, contractors, interns, and trainees were excluded from the study.
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The excluded groups are not required to complete the same training requirements as
employees. The excluded groups are not even able to register for most training and
would therefore not be able to provide the kinds of insights that are desired from this
study. At the time of the study, there were approximately 5,000 people employed at the
Tampa VA Hospital. The gender distribution consisted of approximately 60% female
and 40% male and Table 1 shows the approximate distribution of employees by age
(James A. Haley, 2010).
Table 1
Approximate employee distribution percentage by age group
Age
< 30
30 – 39
Percentage
7.9%
17.6%
Note: age ranges shown in years

40 - 49
27.7%

50 - 59
33.4%

> 60
13.4%

Of this population, the sample consisted of approximately 428 employees that
took the online survey. This study focused on facets related to non-attendance behavior
gleaned from these data.
Research Design
Quantitative analyses were applied to the results of survey data collected by
another researcher during the preliminary study. During the data analysis, a
quantitative, descriptive survey exploration took place which focused on the
characteristics gleaned from a survey instrument created by Dr. Stephanie Hoffman, the
Designated Learning Officer at the Tampa VA Hospital, and Katherine Price, a Public
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Health masters student. Subject matter experts had reviewed the survey items to
ensure face and content validity. Descriptive statistics were analyzed using SAS 9.4
through VINCI. VINCI is a Veterans’ Administration research tool providing regulated
data storage and access for VA research. It provides access to high performance servers
located in Austin, TX and large, high speed data storage. VINCI also provides access to
data analysis software tools such as SAS (VINCI, 2011).
The Survey Data
Survey
The use of surveys is extremely advantageous in healthcare (Phillips, 2015).
Web-based survey tools are popular because they provide a quick and flexible way of
obtaining the opinions and views of a large group of participants (Phillips, 2015). It is a
low-cost option since there are very few, if any, costs associated. Online surveys are a
useful tool for policy and/or program development and evaluation (Massat et al., 2009).
The online survey instrument was created locally based on exploring employee
perceptions of the reasons for attending or not attending developmental courses. The
survey consisted of 63 questions using a 5-point Likert-type scale to determine varying
degrees of agreement or disagreement with statements designed to identify reasons for
taking or not taking employee development courses (see Appendix B). Some of the
questions were revised as a result of the focus group participants’ comments and
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suggestions. The questions were reviewed by subject matter experts for content validity
and clarity.
The survey was accessed through the online survey engine, Survey Monkey.
Survey Monkey is one of the most popular and well-known web-based survey tools
available (Phillips, 2015). It is a user-friendly online survey tool that collects and
tabulates data and provides some basic statistical breakdown of the results (Massat et
al., 2009). The survey was completely anonymous. A facility-wide email went to all
employees with a brief description of the purpose and process of completing the
survey.
Phillips (2015) describes the value of using rating scales, such as the Likert-type
scale, because it provides a gauge of the respondent’s strength of feeling to a particular
question or topic. Likert-type scales are commonly used in social sciences to provide a
range of responses to a given question (Croasmun & Ostrom, 2011). Typically, Likerttype scales utilize five categories of response, although there is some debate whether it
should be seven categories (Jamieson, 2004).
Participants
It is very important that the sample size of the survey is as large as possible in
order to provide the statistical power sufficient to draw general conclusions about the
opinions of the survey participants (Phillips, 2015). The participants for the anonymous
survey were drawn from the employee pool at the Tampa VA Hospital. People who
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work at the hospital but are not considered employees (i.e. interns, volunteers,
contractors, etc.) were excluded from the pool because they are not required to complete
the same training as employees. This excluded group does not have ready access to the
VA TMS and are not able to participate in selecting or completing training.
A broadcast announcement was sent to all employees through the hospital
Outlook email system with a brief description of the study and instructions to use the
anonymous, online survey tool (Survey Monkey). Informed consent was performed via
a radial button within Survey Monkey that included instructions that participants were
able to stop the survey and/or cease participation at any time. They were also assured
of total anonymity and that questions were to be answered voluntarily and questions
could be answered or not answered as the participant saw fit. A total of 428 people
took all or a portion of the survey.
Quantitative Analysis of Survey Data
SAS 9.4 was used to descriptively analyze the survey data. SAS can be used as a
powerful statistics software package, but it can also be used as a data base management
system and a high level programming language (Cody & Smith, 2006). Ward (2013)
provided a rationale for using SAS because of its comprehensive statistical analyses and
its value when processing and manipulating large data sets. Each item in the survey
was analyzed for central tendency and variability. The goal of the study was to identify
underlying factors that elicit no-show behavior in employee development courses. An
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exploratory factor analysis was performed on the 63 question survey data to identify
those factors.
The survey was initially designed to explore both facilitators and barriers to
attendance so some of the questions were irrelevant for the current study. The
conceptualization for the initial instrument was broken down into four main concepts:
personal issues, motivation issues, supervisor/co-worker support, and potential
incentives. Questions were created based on departmental knowledge about the
educational training available, the population being sought, and the learning
environment present at the time of the survey. Additional experts in these areas
contributed to the design and clarification of the test items. It was anticipated that the
factor analysis would present a highly correlated cluster of questions related to the
facilitation of course attendance which would be easy to discard. Within the questions
designed to identify variables related to non-attendance, the factor analysis would
reduce the potential variables to identify the underlying factors leading to no-show
behavior. The number of factors to be retained was determined by applying Kaiser’s
criterion and selecting factors with an eigenvalue of at least 1 (Kaiser, 1960). A scree test
was also considered to determine any impact on the number of factors (Yong & Pearce,
2013).
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Chapter Summary
This chapter presented the methods used to explore the factors leading to noshow behavior by VA employees for VA training and development classes. The study
was a quantitative analysis of an online survey that was taken on Survey Monkey.
Details about participants, instruments, and methods of analysis were described. The
outcomes of the analyses are important to healthcare and corporate training officers and
potentially provide some generalizable findings to university administrations in terms
of improving attendance at courses.
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Chapter 4
Chapter Organization
Chapter 4 provides a description of the results of the data analysis. Archival
data were analyzed using the computer software package SAS 9.4 via the VA
Informatics and Computing Infrastructure (VINCI), a secure, online research platform
through the Veterans’ Administration.
Quantitative Data
Description
The quantitative data presented for analysis consisted of the results of an online
survey conducted via Survey Monkey in early 2013. The construction of the survey
included a verification of consent to participate, a question to determine if participant
had even registered for an employee development course in the prior two years, 63
questions utilizing a Likert-type scale with five choices (Strongly Disagree, Disagree,
Neutral, Agree, and Strongly Agree), two open-ended questions regarding employee
development, three open-ended questions intended to accumulate demographic
information about length of employment at the facility, the service (department) of
employment, and age (see Appendix B). Finally, two questions to identify gender
(male/female) and supervisor status (yes/no) were included. All sections of the survey
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included a statement regarding the voluntary nature of participation and the ability to
stop at any time.
Table 2 illustrates the beginning sample size. An offer to participate was sent out
to nearly 5,000 employees through the hospital email system with instructions on how
to participate in the online survey. 428 employees logged into the online survey and
answered at least one question. Section 1 of the survey was a question to confirm
consent by participants to be included in the research. Each participant answered either
“Yes, I am consenting to take the survey” or “No, I will not complete the survey (the
survey will end with this selection)”. 408 (95.3%) of the respondents gave consent to
continue and 20 (4.7%) did not give consent and were not allowed to continue with the
survey.
Table 2
Beginning Sample Size
Sample

Participants

Percentage

Participants signing on to survey

428

100%

No Consent

-20

-4.7%

No Questions Answered

-77

-18.0%

Final Sample

331

77.3%
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An additional 77 (18.0%) participants answered no questions on the survey even
though accepting the informed consent. This results in a final sample of 331 (77.3%)
employees participating in the study.
The Section 2 of the survey was a question to determine whether a participant
had “registered for a live course at James A. Haley VA (one you either attended or not)
within the last 2 years.” 204 participants (61.6%) indicated that they had registered for a
course (regardless of whether they actually attended or not) and 127 participants
(38.4%) indicated they had not registered for a course. Section 3 consisted of 52
questions preempted with the instructions to “Think about the course you registered for
within the past 2 years” and “read the question and mark your answer” according to a
Likert-type scale of agreement (Strongly Disagree, Disagree, Neutral, Agree, and
Strongly Agree). Because 127 participants had not registered for a course within the
past 2 years, those participants did not answer those 52 questions. Section 4 of the
survey consisted of 11 questions, numbered 53-63, preceded with the instructions to
“think about why you weren’t able to register for certain courses within the past 2
years” and “read the question and mark your answer” according to a Likert-type scale
of agreement. A decision was made to break the data set into two independent studies
and the data from Section 3 were analyzed separately from the data in Section 4.
Section 5 consisted of two open-ended questions that were potentially analyzable
as qualitative data, but were not included (see Chapter 3). Finally, Section 6 consisted
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of demographic information about the participants. Three open-ended questions
inquiring about length of employment at the hospital, the service where the participant
was employed, and age of participant. The open-ended responses for length of
employment and age of participant were manually converted to quantitative ranges for
analysis. The open-ended question about service (department) of employment had so
many unrelated answers and missing values that the item was not used for analysis.
The last two questions were gender and supervisor status, each with two possible
answers (male/female for gender and yes/no for supervisor status).
Missing data can be a problem for data analysis with survey data (Pampaka,
Hutcheson, & Williams, 2016; Bennett, 2001). Montiel-Overall (2006) explains that the
analysis of survey data without accounting for missing data potentially creates serious
over- or underestimation of population parameters within the study. According to
Allison (2000), there are three types of missing data that can occur: MCAR (missing
completely at random), MAR (missing at random), and MNAR (missing not at
random). The missing data in this study appears to be MCAR (i.e. non-responses are
not due to items on the survey, but to something unrelated to the survey) because the
number of missing responses is low and is randomly distributed among subjects and
variables.
One common practice for dealing with missing values, and the default approach
by statistical software such as SAS and SPSS, is called list-wise deletion (or case-wise
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deletion) and calls researchers to ignore the entire case when any item value is missing.
This runs the danger of eliminating too much data at the expense of a small number of
missing values. Imputation is a statistical technique that substitutes approximated
values for missing values so standard analysis techniques may be employed. One
common imputation method is mean imputation, whereby a missing value is replaced
with the calculated mean of the non-missing values for the item. As more sophisticated
methods of imputation have been developed, mean imputation is used with caution
because it results in reduced variance and potential reduction of inter-item correlations.
Multiple imputation has become one of the standard imputation methods
because of its robust nature of creating substitute values and its ease in calculating with
statistical software. Multiple imputation creates multiple possible data sets and
averages the estimates and variances to create new data sets to be used. It was
disappointing to learn that the SAS 9.4 software that was available to be used through
VINCI (VA Informatics and Computing Infrastructure) does not have the license
required to conduct multiple imputations. Schafer (1999) explained that list-wise
deletion strategies are a reasonable approach if the discarded cases form a relatively
small portion of the dataset. Therefore, in this study, because there were only a few
cases of missing data, list-wise deletion was employed as the superior method to mean
imputation.
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Survey Section 3 Analysis
The purpose of this study is to identify factors contributing to non-attendance in
employee development courses. To that end, a factor analysis was planned for the 52
questions identified in Section 3 of the survey. Based on the sample size, 52 questions
are too many questions (variables) to do a valid factor analysis. Streiner (1994) suggests
a minimal sample size for a principal component analysis of the larger of 100
participants or 5 times the number of variables included in the analysis, whichever is
larger. Floyd and Mueller (1995) believe the sample size should be at least 10 times the
number of variables being analyzed when doing factor analysis. Working backwards,
with a sample size of 204, the number of questions should be limited to approximately
20. The original survey was created to explore both barriers and facilitators to employee
education. 32 of the questions could be eliminated by hypothetically appending the
phrase “and so I didn’t go to class” to each question and determining applicability as a
question about barriers or facilitators. Appendix B contains the complete list of 52
questions. Table 3 shows the item level descriptive statistics for the 20 questions used
for the initial analysis.
An exploratory factor analysis is used to reduce the number of obtained
responses into the underlying factors that are responsible for the covariance of the data.
The factor analysis determines the number of constructs measured by the survey
questions as well as the nature of those constructs. An exploratory factor analysis,
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while very similar to a principal component analysis, is used instead because the
exploratory factor analysis will identify the number and nature of latent factors that are
responsible for covariation in a dataset (O’Rourke & Hatcher, 2013).
The goal for factor analysis is to determine the number of meaningful factors that
account for the largest amounts of the variance. The first part of this process is
determining how many factors are meaningful. This is accomplished by considering
four options for factor significance. The first and most common is the Kaiser-Guttman
criterion, also known as the “Eignevalue-one” criterion. Using this criterion, any
component with an eigenvalue of 1.0 or above is retained. This is not sufficient on its
own in exploratory factor analysis (it may be used as such in principal component
analysis), though it is still a good first step. The second option is looking for a breaking
point in the scree plot. The factors that appear after the break are considered
unimportant and can, therefore, be ignored. The third option is retaining a factor if it
accounts for a certain proportion of the dataset variance that would be considered to be
significant. Finally, the interpretability criterion option applies four conditions that,
when all are met, provide for more confidence in the factor relevance. The four
conditions to satisfy the interpretability criterion are shown in Table 4.
An exploratory factor analysis with Varimax rotation was performed in SAS 9.4
on the responses to the 20 questions, and the correlation matrix is shown in Appendix
C. Table 5 shows the Eigenvalues of the correlation matrix. Application of the Kaiser-
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Table 3
Descriptive Statistics of Section 3 Questions
Variable

N

Mean

SD

Q1

203

1.45

0.90

Q2

203

1.57

0.91

Q4

204

2.37

1.36

Q5

204

1.55

0.96

Q7

203

1.59

0.95

Q8

203

1.47

0.79

Q10

204

1.55

0.86

Q11

203

1.54

0.85

Q14

203

1.61

0.96

Q15

204

1.73

0.90

Q16

204

3.14

1.31

Q17

204

1.99

1.03

Q18

204

1.67

0.80

Q22

204

1.66

0.84

Q23

204

2.45

1.28

Q24

204

1.92

1.16

Q25

204

2.47

1.38

Q26

204

2.01

1.27

Q27

204

2.12

1.32

Q28

203

1.82

1.07

(Question)

on the responses to the 20 questions, and the correlation matrix is shown in Appendix
C. Table 5 shows the Eigenvalues of the correlation matrix. Application of the Kaiser-
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Table 4
Interpretability Criterion
Condition Description
1

Are there at least three variables with significant loadings on each retained
factor?

2

Do the variables that load on a given factor share some meaning?

3

Do the variables that load on different factors seem to be measuring
different constructs?

4

Does the rotated factor pattern demonstrate “simple structure”?

Note: Interpretability criterion based on recommendations from O’Rourke and Hatcher
(2013)

Guttman criterion suggests the meaningfulness of three factors, which is supported by
the Scree Plot (Figure 2).
Table 6 contains the factor pattern following Varimax rotation. Loadings were
analyzed and a question was said to load on a given factor if the factor loading value
was .40 or greater for that factor. Two questions (q4 and q5) had no significant loadings
to either factor and five questions (q1, q7, q14, q15, and q22) displayed significant
loadings to two factors. As recommended by O’Rourke and Hatcher (2013), all seven
questions were rejected and the factor analysis was performed again using only 13
questions.
The correlation matrix for the final factor analysis is shown in Appendix D. The
Eigenvalues are shown in Table 7 and the scree plot is shown in Figure 3. These results
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Table 5
Eigenvalues of Initial Correlation Matrix from Section 3
Factor

Eigenvalue

Difference

Proportion

Cumulative

1

7.71

6.24

0.70

.70

2

1.47

0.28

0.13

.84

3

1.19

0.52

0.11

.94

4

0.67

0.29

0.06

1.01

5

0.38

0.13

0.03

1.04

6

0.25

0.09

0.02

1.06

7

0.16

0.03

0.01

1.08

8

0.13

0.04

0.01

1.09

9

0.09

0.03

0.01

1.10

10

0.06

0.05

0.01

1.10

11

0.01

0.02

0.00

1.10

12

-0.02

0.03

-0.00

1.10

13

-0.05

0.04

-0.00

1.10

14

-0.09

0.01

-0.01

1.10

15

-0.10

0.03

-0.01

1.09

16

-0.13

0.03

-0.01

1.07

17

-0.17

0.02

-0.02

1.05

18

-0.19

0.01

-0.02

1.04

19

-0.20

0.01

-0.02

1.02

20

-0.21

-0.02

1.00

Note: Three factors indicated by Kaiser-Guttman criterion (Eigenvalues > 1.00)
indicate three meaningful factors. The rotated factor pattern is shown in Table 8 and
demonstrates each question significantly loading on only one factor.
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Figure 2. Scree plot of Eigenvalues for initial factor analysis for Section 3. Eigenvalues level out at Factor
4, indicating three meaningful factors. Factors above 9 show no significance and were omitted for clarity.

To determine the interpretability criteria, four rules are applied to the results. Tables 9 11 show the questions as they are matched with their significantly loaded factor. Each of
the three retained factors has at least three questions with significant loading so the first
rule of interpretability criterion has been met. Since each question loads onto only one
of the factors, “simple structure” has been demonstrated.
The variables associated with each factor share some conceptual meaning. Factor
1 can be summarized and interpreted that ‘more important things interfered with one’s
ability to attend training’, Factor 2 can be interpreted to represent ‘circumstances
beyond the employee’s control interfered’, and Factor 3 can be described as a ‘lack of
personal motivation to attend training’. Since these variables also differ from each other
in constructs, the results satisfy the interpretability criteria. The three factors
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Table 6
Initial Rotated Factor Pattern for Section 3
Question

Factor 1

Factor 2

Factor 3

Q1

.40

.17

.42

Q2

.26

.25

.49

Q4

.20

.30

.29

Q5

.32

.27

.37

Q7

.54

.43

.31

Q8

.77

.22

.15

Q10

.85

.14

.19

Q11

.80

.13

.23

Q14

.54

.41

.09

Q15

.43

.19

.55

Q16

-.02

-.00

.56

Q17

.25

.13

.71

Q18

.37

.31

.67

Q22

.46

.24

.51

Q23

.02

.26

.51

Q24

.24

.64

.31

Q25

.08

.70

.12

Q26

.13

.76

.22

Q27

.23

.80

.14

Q28

.32

.68

.19

Note: Rotation Method: Varimax. Factor loadings > .40 are boldfaced.
were calculated for each participant and Table 12 shows the descriptive statistics for
each factor. It was determined from a repeated measures ANOVA that there is a
significant difference among the means of the three factors (F = 54.40, p < .0001).
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Table 7
Eigenvalues of Final Correlation Matrix from Section 3
Factor

Eigenvalue

Difference

Proportion

Cumulative

1

5.02

3.69

.71

.71

2

1.33

0.21

.19

.90

3

1.12

0.90

.16

1.05

4

0.22

0.08

.03

1.08

5

0.14

0.08

.02

1.10

6

0.06

0.07

.01

1.11

7

-0.02

0.03

-.00

1.11

8

-0.04

0.05

-.01

1.10

9

-0.09

0.03

-.01

1.09

10

-0.12

0.02

-.02

1.07

11

-0.14

0.03

-.02

1.05

12

-0.17

0.04

-.02

1.03

13

-0.21

-.03

1.00

Note: Three factors indicated by Kaiser-Guttman criterion (Eigenvalues > 1.00)

Pairwise comparisons show that Factor 2 is significantly smaller than Factor 1 and
Factor 3 which are not significantly different from each other. Cohen (1977, 1992)
describes small, medium, and large mean differences (what he calls ‘d’) as .2, .5, and .8
respectively. Cohen’s d shows the effect size for the difference between the means of
Factor 1 and Factor 2 to be .61 (medium) and the effect size for the difference between
the means of Factor 2 and Factor 3 to be .85 (large).

52

Cronbach’s Alpha was calculated for the variables identified with each factor to
determine the degree to which the questions are measuring the same underlying
concepts. Table 13 shows the Cronbach’s Coefficient Alpha for the three retained
factors. All three factors show relatively high internal consistency with coefficients
above .70.

Figure 3. Scree plot of Eigenvalues for final factor analysis for Section 3. Eigenvalues level out at Factor 4,
indicating three meaningful factors. Factors above 9 show no significance and were omitted for clarity.

Other Section 3 Analyses
While identifying the factors is the purpose of this study, additional analyses are
possible because of the availability of limited demographic information. The means for
men and women were compared for each factor using a t-test to determine differences
between the genders and the results are shown in Tables 14 - 16.
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Table 8
Final Rotated Factor Pattern for Section 3
Question

Factor 1

Factor 2

Factor 3

Q2

.26

.26

.42

Q8

.24

.73

.16

Q10

.19

.87

.14

Q11

.18

.83

.18

Q16

.01

.01

.55

Q17

.11

.22

.76

Q18

.30

.32

.68

Q23

.26

.05

.53

Q24

.64

.21

.29

Q25

.71

.08

.09

Q26

.78

.13

.19

Q27

.81

.22

.12

Q28

.69

.28

.17

Note: Rotation Method: Varimax. Factor loadings > .40 are boldface.
Table 9
Factor 1 – More Important Things Interfered with Participation
Number

Question

Q24

I had more important things to do with my time, so I couldn’t make it to class

Q25

My supervisor needed me to work on the day I was scheduled for class

Q26

I stopped in at work before class and couldn’t break away, although I had intended
to go

Q27

I couldn’t finish the class because of work responsibilities

Q28

A professional crisis prevented me from going to class
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Table 10
Factor 2 – Circumstances Beyond Employee Control Interfered with Participation
Number

Question

Q8

I was on leave and didn’t make it to class

Q10

A personal emergency came up so I couldn’t go to class

Q11

I was ill on the day I was scheduled for class

Table 11
Factor 3 – Lack of Personal Motivation Interfered with Participation
Number

Question

Q2

I couldn’t find the classroom

Q16

The class was not going to help me get a promotion

Q17

The class was not going to help me in my current job

Q18

Even though I signed up, the classes really aren’t important to me

Q23

There was no incentive for me to go

Table 12
Descriptive Statistics for Three Factors for Section 3
Variable

N

Mean

SD

More important things interfered with
participation

203

2.06

1.01

Circumstances beyond employee control
interfered with participation

202

1.52

0.75

Lack of personal motivation interfered with
participation

203

2.16

0.76
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Table 13
Cronbach’s Alpha for Three Factors Associated with Section 3
Factor

Cronbach’s Alpha

More important things interfered
with participation

0.878

Circumstances beyond employee
control interfered with
participation

0.897

Lack of personal motivation
interfered with participation

0.746

Note: Internal consistency is considered adequate if coefficient >= 0.70

Table 14
Factor 1 – More Important Things Interfered with Participation
Gender

N

Mean

Male

39

2.08

0.94

Female

144

2.06

1.02

SD

Pooled t-test

t Value

p < 0.05?

0.13

0.90

Table 15
Factor 2 – Circumstances Beyond Employee Control Interfered With Participation
Gender

N

Mean

Male

40

1.52

0.72

Female

143

1.53

0.79

Pooled t-test

SD

t Value

p < 0.05?

-0.11

0.92
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Table 16
Factor 3 – Lack Of Personal Motivation To Interfered With Participation
Gender

N

Mean

Male

40

2.07

0.77

Female

143

2.14

0.74

SD

Pooled t-test

t Value

p < 0.05?

-0.38

0.71

The results show no significant difference within any of the factors based on
gender of the employee.
The means for employees who identified themselves as supervisors were
compared to the means for employees who were not supervisors for each factor using a
t-test to determine the differences and the results are shown in Tables 17 -19.
The results show no significant difference within any of the factors based on
supervisor status.

Table 17
Factor 1 – More Important Things Interfered With Participation
Supervisor
Status

N

Mean

Standard
Deviation

Yes

37

2.31

1.15

No

150

2.02

0.97

Pooled t-test

t Value

p < 0.05?

1.58

0.12
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Table 18
Factor 2 – Circumstances Beyond Employee Control Interfered With Participation
Supervisor
Status

N

Mean

Standard
Deviation

Yes

37

1.71

0.88

No

150

1.48

0.74

t Value

p < 0.05?

1.63

0.10

t Value

p < 0.05?

0.32

0.75

Pooled t-test
Table 19
Factor 3 – Lack Of Personal Motivation Interferes With Participation
Supervisor
Status

N

Mean

Standard
Deviation

Yes

37

2.16

0.87

No

150

2.12

0.72

Pooled t-test

Participants were provided an open-ended question to indicate their age.
Answers ranged from a number (to indicate years) to a variety of unusable responses,
such as “old enough” and “none of your business”. Unusable answers were considered
missing values and numeric values were manually converted to an age range. Table 20
shows the frequencies and percentages for each of the six age ranges.
In order to compare the means for each group, an ANOVA was performed in
SAS using the GLM Procedure to account for unbalanced groups. The results are shown
in Table 21.
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Table 20
Participant Categorization Based On Age Range
Age Range

Conversion
Value

Frequenc
y

Percent

Cum
Frequency

Cum
Percent

20 - 29 years old

20

9

5.33

9

5.33

30 - 39 years old

30

27

15.98

36

21.30

40 - 49 years old

40

47

27.81

83

49.11

50 - 59 years old

50

69

40.83

152

89.94

60 - 69 years old

60

16

9.47

168

99.41

70 years old and older

70

1

0.59

169

100.00

Missing Data

35

Table 21
Results Of ANOVA For Three Factors Based On Age Range Groupings
Variable

F Value

p < .05?

F1

1.29

0.271

F2

1.74

0.129

F3

0.86

0.510

The results show no significant difference within any of the factors based on the
age of the employee participant.
Participants were provided an open-ended question to indicate the length of time
they had been employed at James A Haley Veterans’ Hospital. Answers were mostly
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numerical although often included clarifiers such as “months” or “years”. Numeric
Table 22
Participant Categorization Based On Range Of Employment Years At VA Hospital
Employment Range (in
years)

Conversion
Value

Frequency

%

Cum
Freq

Cum
Percent

0-2

2

20

10.58

20

10.58

3-5

5

57

30.16

77

40.74

6 - 10

10

52

27.51

129

68.25

11 - 20

20

39

20.63

168

88.89

21 or more

21

21

11.11

189

100.00

Missing Data

15

values and answers that could clearly be converted to numeric responses were
manually converted to a range of years. Table 22 shows the frequencies and percentages
for each of the six groupings.
In order to compare the means for each group, an ANOVA was performed in
SAS using the GLM Procedure to account for unbalanced groups. The results are shown
in Table 23.
The results show no significant difference within any of the factors based on
length of employment at the hospital.
Survey Section 4 Analysis
The purpose of this study is to identify factors contributing to non-attendance in
employee development courses. To that end, a factor analysis was planned for the 11
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Table 23
Results Of ANOVA For Three Factors Based On Years of Employment at VA Hospital
Variable

Mean

F Value

p < .05?

F1

2.078

0.55

0.699

F2

1.520

1.47

0.213

F3

2.139

1.98

0.099

questions identified in Section 4 of the survey. Appendix B contains the complete list of
11 questions. Table 24 shows the item level descriptive statistics for the 11 questions
used for the initial analysis.
An exploratory factor analysis with Varimax rotation was performed in SAS 9.4
on the responses to the 11 questions, and the correlation matrix is shown in Appendix
E. Table 25 shows the Eigenvalues of the initial correlation matrix. Application of the
Kaiser-Guttman criterion suggests the meaningfulness of two factors, which is
supported by the Scree Plot (Figure 4).
Table 26 contains the factor pattern following Varimax rotation. Loadings were
analyzed and a question was said to load on a given factor if the factor loading value
was .40 or greater for that factor. One question (Q62) displayed significant loadings to
two factors. As recommended by O’Rourke and Hatcher (2013), that question was
rejected and the factor analysis was performed again using only 10 questions.
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Table 24
Descriptive Statistics of Section 4 Questions
Variable (Question)

N

Mean

Q53

321

1.98

1.02

Q54

321

2.30

1.20

Q55

321

2.18

0.96

Q56

321

2.15

0.93

Q57

321

1.20

0.97

Q58

321

2.32

1.16

Q59

321

2.52

1.21

Q60

321

2.45

1.08

Q61

321

2.69

1.21

Q62

321

2.45

1.07

Q63

321

2.68

1.22

SD

The correlation matrix for the final factor analysis is shown in Appendix F. The
Eigenvalues are shown in Table 27 and the scree plot is shown in Figure 5. These
results indicate two meaningful factors. The rotated factor pattern is shown in Table 28
and demonstrates each question significantly loading on only one factor.
To determine the interpretability criteria, four rules are applied to the results.
Tables 29 - 30 show the questions as they are matched with their significantly loaded
factor. Each of the three retained factors has at least three questions with significant
loading so the first rule of interpretability criterion has been met. Since each question
loads onto only one of the factors, “simple structure” has been demonstrated.
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Table 25
Eigenvalues of Initial Correlation Matrix from Section 4
Factor

Eigenvalue

Difference

Proportion

Cumulative

1

4.58

3.55

.82

.82

2

1.03

0.52

.18

1.00

3

0.51

0.34

.09

1.09

4

0.16

0.10

.03

1.12

5

0.06

0.08

.01

1.13

6

-0.02

0.08

-.00

1.13

7

-0.10

0.02

-.02

1.11

8

-0.11

0.04

-.02

1.09

9

-0.15

0.03

-.03

1.07

10

-0.18

0.01

-.03

1.03

11

-0.19

-.03

1.00

Note: Two factors indicated by Kaiser-Guttman criterion (Eigenvalues > 1.00

Figure 4. Scree plot of Eigenvalues for initial factor analysis for Section 4. Eigenvalues level out at Factor
3, indicating two meaningful factors.
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The variables associated with each factor share some conceptual meaning. Factor
1 can be summarized and interpreted ‘extrinsic issues interfered’ and Factor 2 can be
interpreted to represent interference by ‘intrinsic issues’. Since these variables also
differ from each other in constructs, the results satisfy the interpretability criteria. The
two factors were calculated for each participant and Table 31 shows the descriptive
statistics for each factor.

Table 26
Initial Rotated Factor Pattern for Section 4
Question
Q53
Q54
Q55
Q56
Q57
Q58
Q59
Q60
Q61
Q62
Q63

Factor 1
0.49
0.29
0.31
0.23
0.21
0.51
0.50
0.62
0.69
0.62
0.79

Factor 2
0.19
0.49
0.78
0.86
0.79
0.17
0.27
0.22
0.22
0.43
0.17

Note: Rotation Method: Varimax. Factor loadings >.40 are boldface.
Cronbach’s Alpha was calculated for the variables identified with each factor to
determine the degree to which the questions are measuring the same underlying
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Table 27
Eigenvalues of Final Correlation Matrix From Section 4
Factor

Eigenvalue

Difference

Proportion

Cumulative

1

4.01

3.02

.83

.83

2

1.00

0.61

.21

1.03

3

0.39

0.30

.08

1.11

4

0.09

0.03

.18

1.13

5

0.05

0.11

.01

1.14

6

-0.06

0.06

-.02

1.13

7

-0.12

0.00

-.02

1.11

8

-0.12

0.07

-.02

1.08

9

-0.19

0.02

-.04

1.04

10

-0.21

-.04

1.00

Note: Two factors indicated by Kaiser-Guttman criterion (Eigenvalues > 1.00)

Figure 5. Scree plot of Eigenvalues for final factor analysis for Section 4. Eigenvalues level out at Factor 3,
indicating two meaningful factors.
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concepts. Table 32 shows the Cronbach’s Coefficient Alpha for the two retained factors.
Both factors show relatively high internal consistency with coefficients above .70.

Table 28
Final Rotated Factor Pattern for Section 4
Question
Q53
Q54
Q55
Q56
Q57
Q58
Q59
Q60
Q61
Q63

Factor 1
0.51
0.31
0.30
0.23
0.21
0.55
0.54
0.63
0.62
0.78

Factor 2
0.19
0.49
0.78
0.86
0.79
0.17
0.28
0.22
0.23
0.17

Note: Rotation Method: Varimax. Factor loadings > .40 are boldface.
Table 29
Factor 1 – Extrinsic Issues Interfered with Participation
Number

Question

Q53

I didn’t know that the facility offered employee development classes

Q58

My supervisor wouldn’t approve me to attend

Q59

My co-workers get mad at me when I’m not at work because there is no one
to cover

Q60

I thought I couldn’t get into the course

Q61

Advertising of courses is inadequate

Q63

No one communicates to me about possible courses
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Table 30
Factor 2 – Intrinsic Issues Interfered with participation
Number

Question

Q54

I felt too burned out to attend classes

Q55

Prior classes were not helpful

Q56

In prior classes the instructors were not good so I did not want to go again

Q57

The material did not meet my needs

Table 31
Descriptive Statistics for Two Factors
Variable

N

Mean

Extrinsic issues interfered with
participation

321

2.41

0.82

Intrinsic issues interfered with
participation

321

2.21

0.85

SD

Table 32
Cronbach’s Alpha for Two Factors Associated with Section 4
Factor

Cronbach’s Alpha

Extrinsic issues interfered with participation

0.805

Intrinsic issues interfered with participation

0.848

Note: Internal consistency is considered adequate if coefficient ≥ 0.70
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Other Section 4 Analyses
While identifying the factors is the purpose of this study, additional analyses are
possible because of the availability of limited demographic information. The means for
men and women were compared for each factor using a t-test to determine differences
between the genders and the results are shown in Tables 33 - 34.
Table 33
Factor 1 – Extrinsic Issues Interfered with Participation
Gender

N

Mean

Male

83

2.61

.83

Female

219

2.32

.82

SD

Pooled t-test

t Value

p < 0.05?

2.77

0.006

Both factors show significant differences between the genders at p < 0.05.
Cohen’s d was calculated to determine effect size. Cohen (1977, 1992) describes small,

Table 34
Factor 2 – Intrinsic issues interfered with participation
Gender

N

Mean

Male

83

1.36

.83

Female

219

2.11

.84

Pooled t-test

SD

t Value

p < 0.05?

2.26

.025
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medium, and large mean differences (what he calls ‘d’) as .2, .5, and .8 respectively.
Cohen’s d for Factor 1 was .36 and Cohen’s d for Factor 2 was .29. Both calculations fall
in the small to medium effect size with Factor 1 having a slightly higher effect size than
Factor 2. The means for employees who identified themselves as supervisors were
compared to the means for employees who were not supervisors for each factor using a
t-test to determine differences between the two and the results are shown in Tables 35 36.
Factor 1 showed significant differences between participants who were
supervisors and those that were not (p < 0.05), but Factor 2 did not show any
significance. Cohen’s d was calculated to determine effect size. Cohen’s d for Factor 1
was 0.79. This calculation falls very near the .8 scale and indicates a large effect size for
Factor 1 (Extrinsic issues) with regard to supervisor status.
Participants were provided an open-ended question to indicate their age.
Answers ranged from a number (to indicate years) to a variety of unusable responses,
Table 35
Factor 1 – Extrinsic Issues Interfered with Participation
Supervisor
Status

N

Mean

Yes

45

1.88

0.63

No

265

2.50

0.82

Satterthwaite
t-test

SD

t Value

p < 0.05?

-5.87

< .001
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such as “old enough” and “none of your business”. Unusable answers were considered
missing values and numeric values were manually converted to an age range. Table 37
Table 36
Factor 2 – Intrinsic Issues Interfered with Participation
Supervisor
Status

N

Mean

Yes

45

1.97

0.78

No

265

2.24

0.85

SD

Pooled t-test

t Value

p < 0.05?

-1.95

0.052

shows the frequencies and percentages for each of the six age ranges.
In order to compare the means for each group, an ANOVA was performed in
SAS using the GLM Procedure to account for unbalanced groups. The results are shown
Table 37
Participant Categorization Based on Age Range
Age Range

Conversion
Value

Frequency

%

Cum
Frequency

Cum
Percent

20 - 29 years old

20

12

4.36

12

4.36

30 - 39 years old

30

44

16.00

56

20.36

40 - 49 years old

40

76

27.64

132

48.00

50 - 59 years old

50

108

39.27

240

87.27

60 - 69 years old

60

32

11.64

272

98.91

70 years old and older

70

3

1.09

275

100.00

Missing Data

46
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Table 38
Results of ANOVA for Two Factors Based on Age Range Groupings
Variable

F Value

p < .05?

F1

0.22

0.952

F2

0.66

0.651

in Table 38.
The results show no significant difference within any of the factors based on the
age of the employee participant.
Participants were provided an open-ended question to indicate the length of time
they had been employed at James A Haley Veterans’ Hospital. Answers were mostly
numerical although often included clarifiers such as “months” or “years”. Numeric
values and answers that could clearly be converted to numeric responses were
manually converted to a range of years. Table 39 shows the frequencies and percentages
for each of the five groupings.
In order to compare the means for each group, an ANOVA was performed in
SAS using the GLM Procedure to account for unbalanced groups. The results are shown
in Table 40.
The results show no significant difference within any of the factors based on
length of employment at the hospital.
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Table 39
Participant Categorization Based on Range of Employment Years at VA Hospital
Employment
Range

Conversion
Value

Frequency

%

Cum
Frequency

Cum
Percent

0–2

2

47

15.26

47

15.26

3–5

5

82

26.62

129

41.88

6 – 10

10

82

26.62

211

68.51

11 – 20

20

68

22.08

279

90.58

21 or more

21

29

9.42

308

100.00

Missing Data

13

Note: Employment range shown in years

Table 40
Results of ANOVA for Two Factors Based on Years of Employment at VA Hospital
Variable

Mean

F Value

p < .05?

F1

2.41

1.24

0.294

F2

2.20

0.85

0.492

Chapter Summary
Statistical results are shown for two independent question sets from the online
survey. The first question set was based on a sample of employees that had registered
for a live course within the prior two years. The results of an exploratory factor analysis
indicated the presence of three factors. The three factors were identified as ‘more

72

important things interfered with participation’, ‘circumstances beyond employee
control interfered with participation’, and ‘lack of personal motivation interfered with
participation’. Comparison of means in age, supervisor status, gender, and length of
employment groups showed no significant differences.
The second question set specifically explored reasons that prevented employees
from registering for a course. The results of an exploratory factor analysis indicated the
presence of two factors. The two factors were ‘extrinsic issues interfered with
participation’ and ‘intrinsic issues interfered with participation’. Comparison of means
for age and years of employment showed no significant differences. Comparison of the
means by gender showed females agreed more with intrinsic issues interfering and
males agreed more with extrinsic issues interfering. Means for both males and females
were below neutral which indicated more disagreement than agreement and the effect
sizes were between small and medium. Supervisor status was only significant related
to extrinsic issues where supervisors disagreed more than non-supervisors that extrinsic
issues interfered with participation.

73

Chapter 5
Chapter Organization
Chapter 5 provides a discussion of the results of the data analysis. It is broken
into four sections: What factors emerge from the quantitative data analysis of the survey
data and the application of the findings to the research questions will be reviewed.
Finally, conclusions and recommendations for future research will be addressed.
What Factors Emerge from the Quantitative Data?
The quantitative data for this study were divided and treated as two separate
studies. Although the online survey instrument was created to elicit information from
VA Hospital employees about the barriers and facilitators to employee development
training, the instructions created a situation where only partial participation was
recorded by a significant number of employees. The directions for the first 52 questions
stated, “Think about the course you registered for within the past 2 years.” This
instruction resulted in 118 (37%) participants skipping the entire 52 questions.
However, those participants completed the final 11 questions along with the other 203
employees who had taken a course in the last two years resulting in a sample size of 321
for the final 11 survey questions. By analyzing the two samples independently,
additional factors are identified.
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The First 52 Questions
Questions 1 - 52 were designed to identify barriers and facilitators to employee
development courses. Each question was reviewed to determine if it was asking for a
person’s perspective on barriers or facilitators to participation in the employee courses.
The 32 questions deemed to pertain to facilitation were removed from further analysis
for two reasons. It was determined as part of the exploratory factor analysis that there
were too many questions to produce valid results. Reducing the number of questions
was a logical process because the exclusive focus of this research is the barriers to
participation and, therefore, questions regarding facilitation were unnecessary. By
eliminating the facilitation questions, 20 questions remained which allowed for the
validity of the results (following the recommendation of Floyd and Mueller (1995) of at
least 10 participants for each variable/question).
A review of the descriptive statistics for the 20 questions shows the question with
the most agreement is Q16 (“The class was not going to help me get a promotion”) (m =
3.14; SD = 1.31). While this mean score is only slightly above neutral, it suggests that
employees understand that promotion is not related to participation in education
classes, but, based on the emphasis of the response, may also suggest a desire for that to
be the case. There were two questions with the most disagreement; Q1 – “I didn’t
preregister for the class somebody else signed me up and didn’t tell me” (m = 1.45; SD =
0.90) and Q8 “I was on leave and didn’t make it to class” (m = 1.47; SD = 0.78). These
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relatively strong indications of disagreement recognize that these are not descriptors of
common behaviors (i.e. employees do not see these as barriers to employee
development).
Following the initial factor analysis using the multiple techniques to determine
factor identification as outlined by O’Rourke and Hatcher (2013), seven of the 20
questions were eliminated and another factor analysis was performed on the 13
remaining questions. It was determined that three meaningful factors existed and the
questions loading to each factor were explored. The questions loading to Factor 1 are
summarized with the hypothetical statement, “There were more important things to do
than attending class.” The statements included reference to personal time as well as
professional responsibilities. The questions loading to Factor 2 are summarized with
the hypothetical statement, “Issues beyond my control kept me from class.” The
statements were all related to illness or emergency that interfered with ability to go to
classes. The questions loading to Factor 3 are summarized with the hypothetical
statement, “There is not enough benefit or incentive for me to attend class.” These
statements all seemed to be connected to the notion of a lack of professional
advancement connection with educational classes. Cronbach’s Alpha was calculated for
each of the factors and showed relatively high internal consistency within each factor
with coefficients of .878, .897, and .746 respectively.
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The original conceptualization for the design of the questions (as described in
Chapter 3) divided the questions into four categories. It is interesting to compare the
factor definitions that were uncovered with the original conceptualizations. Factor 1
was summarized as “There were more important things to do than attending class” as
activities pertain to personal and professional responsibilities. The five questions that
make up factor 1 all come from the section of questions conceptualized as
“Supervisor/Co-worker”. Factor 2 was summarized as “Issues beyond my control kept
me from class” and the three questions that make up Factor 2 all come from the section
of questions conceptualized as “Personal Issues”. Finally, Factor 3 was summarized as
“There is not enough benefit or incentive for me to attend class” while four of the five
questions that make up Factor 3 come from the section of questions conceptualized as
“Motivation Issues”. Clearly, the designers of the survey instrument were on the right
track as they created the questions.
One advantage of this study is the availability of some demographic data
providing an opportunity for additional information revelation. While this information
is not part of the scope of the original study, it provides more clarity to the factors
identified and provides a better foundation for future research. The demographic
information available in the survey includes participant gender, supervisor status, age,
years of employment at the hospital, and department where participant works. The
demographic data were not without problems, however. The use of open-ended
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questions made interpretation more difficult and created potential interpretation errors.
The open-ended question about department where worked, for example, elicited 96
unique responses (33% of 294 total responses). Consequently, that question was not
included in any further analysis and points to the importance of using data ranges
when designing survey questions regarding demographics for future researchers.
The means for men and women were compared for all three factors. The
differences in the means were negligible and no significance was found by calculation
of a series of t-tests. It is interesting to note that the mean scores for each factor were
close to 2.00 (the score assigned to “Disagree” on the survey). This can be interpreted
that both men and women disagree that any of the factors identified are barriers to
education.
The means for employees who identified themselves as supervisors were
compared to those who were not supervisors for all three factors. The differences in the
means for all three factors were small and no significance was found by calculation of a
series of t-tests. It is interesting (though not significant) to note that the mean score for
supervisors was slightly higher than the mean score for non-supervisors in every factor.
Once again, the mean scores for each factor clustered around 2.00 (the score assigned to
“Disagree” on the survey). Supervisory employees do not seem to feel more
empowered when it comes to their ability to control outside factors, perhaps by the size
of the employee force and the environmental culture.
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Even though the age variable was presented to employees as an open-ended
question, the data were generally clear and able to be manually assigned into age
groups for the purpose of statistical analysis. The majority of the employees
responding to the survey (68.6%) were in the age range of 40-59 years old which is fairly
consistent with the population breakdown of all hospital employees (approximately
61.1%) showing reasonable representation. After calculating an ANOVA for unbalanced
groups to compare the means of each age group, no significance was found.
In the same way that age was manually converted to age groups for analysis,
years at the hospital were manually converted over to a range of years grid and then
analyzed using an ANOVA for unbalanced groups to compare the means of each
group. No significance was found among the means of each.
None of the tests for significance show differences between the factors or within
the demographic groups. Interestingly, none of the group means for each factor and
none of the means for the demographic groups gender, age, supervisor status, nor years
of employment were 3.0 (the numeric equivalent of neutral) or above. While the means
are below the neutral rating, the range of answers included all possible options
(strongly disagree, disagree, neutral, agree, strongly agree). It is most likely that
employees are apathetic or disengaged about attending employee education classes
whereby their answers are more a reflection of a lack of agreement than an expression
of disagreement. This instrument did not attempt to identify or quantify that potential
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factor (employee disengagement), but it might be a valuable consideration for future
research in this area.
Questions 53-63
Questions 53 - 63 were conceptually designed to identify barriers to employee
development courses. These questions specifically presented statements reflecting
possible reasons for not being able to register for a course within the past 2 years, and
asked participants to respond a degree of agreement. A review of the descriptive
statistics for the 11 questions shows the questions with the most agreement are Q61
“Advertising of courses is inadequate” (m = 2.69; SD = 1.21) and Q63 “No one
communicates to me about possible courses” (m = 2.68; SD = 1.22). As the highest
means, they are still below neutral (3.00) suggesting participants don’t agree that these
are issues involved with not registering for a course, but not enough to rule it out. The
question with the most disagreement was Q57 – “The material did not meet my needs”
(m = 1.20; SD = 0.97). From a planning perspective, this suggests that employees believe
the material DOES meet their needs, which ought to provide the education office with
important information that might help in future advertising of courses.
Following the initial factor analysis using the multiple techniques to determine
factor identification as outlined by O’Rourke and Hatcher (2013), one of the 11
questions was eliminated and another factor analysis was performed on the 10
remaining questions. It was determined that two meaningful factors existed and the
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questions loading to each factor were explored. The questions loading to Factor 1 all
relate to extrinsic issues, such as “my supervisor wouldn’t approve me to attend” or “I
thought I couldn’t get into the course”. In short, the concept of someone else’s fault
permeates Factor 1. The questions loading to Factor 2 all relate to intrinsic issues, such
as “I felt too burned out to attend classes”. Cronbach’s Alpha was calculated for each of
the factors and showed relatively high internal consistency within each factor with
Cronbach’s alpha coefficients of .805 and .848 respectively.
The demographic data described in the previous section provides an opportunity
for additional information synthesis. While this information is not part of the scope of
the original study, it can provide more clarity to the factors identified and provide a
better foundation for future research. The demographic information available in the
survey includes participant gender, supervisor status, age, years of employment at the
hospital, and department where participant works. The use of open-ended questions for
some of these questions made interpretation more difficult and created potential errors
in interpretation. The open-ended question about department where worked presented
the same problems as the previous section and was not included in these analyses.
The means for men and women were compared for both factors. For Factor 1
(extrinsic issues), the difference in the means of the factors seemed small but was found
to be significant by calculation of a t-test (m1-m2 = 0.29, t = 2.77, p = .006). The effect size
is in the small to medium range (Cohen’s d = .36). For Factor 2 (intrinsic issues), the
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difference in the means of the factors was also found to be significant by calculation of a
t-test (m1-m2 = 0.75, t = 2.26, p = .025). The effect size is in the small to medium range
(Cohen’s d = .29). In Factor 1, the male mean is significantly higher than the female
mean, and in Factor 2, the female mean is significantly higher than the male mean. This
should lead to a conclusion that males view reasons for not participating in educational
training as more of an extrinsic issue, while females view these reasons as more
intrinsic. Another way to interpret this is males think it’s someone else’s ‘fault’ that
they don’t participate while females may internalize the reasons and ‘take the blame’.
However, the means for both genders on both factors is below 3.00, which is neutral.
So, while in varying degrees, all employees disagree that these factors are identifying
the reasons for non-participation.
The means for employees who identified themselves as supervisors were
compared to those who were not supervisors for both factors. For Factor 1, the
difference in the means of the factors was found to be significant by calculation of a ttest (m1-m2 = 0.62, t = -5.87, p < .001). The effect size is in the large range (Cohen’s d =
.79). Supervisors disagreed more than non-supervisors that extrinsic issues, those not in
control of the employee, were responsible for not being able to register for education
courses. Again, with both means below 3.00, it is difficult to suggest that Factor 1 could
be identified as being responsible for the difference. The differences in the means for
Factor 2 were not significant as determined by calculation of a t-test.
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Even though the age variable was presented to employees as an open-ended
question, the data were generally clear and able to be manually assigned into age
groups for the purpose of statistical analysis. After calculating an ANOVA for
unbalanced groups to compare the means of each age group, no significance was found.
In the same way that age was manually converted to age groups for analysis,
years at the hospital were manually converted over to a range of years grid and then
analyzed using an ANOVA for unbalanced groups to compare the means of each
group. No significance was found among the means of each. It is interesting that
neither age nor years of employment (often related to age) had significant differences
between the different ranges. It was expected that the employees’ age and years of
employment would generate different perspectives at different levels on the necessity,
opportunity, availability, and/or value of employee education. Further research is
needed to determine if differences really exist, probably through the use of a redesigned
survey instrument.
Application of the Findings to the Research Questions
The following questions were the guide for this inquiry:
RQ1. What structural and attitudinal barriers exist that impede VA employees’
participation in scheduled employee-training programs?
RQ2. What supervisor issues impact VA employees’ willingness to attend
scheduled employee training programs?
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RQ3. What supervisor issues impact VA employees’ ability to attend scheduled
employee training programs?
The research questions were developed based on some very basic guidelines
from the expected content of focus group interviews and online survey questions. The
research questions were developed with a conceptual framework in place and a desire
to gain insight into issues related to barriers to employee development education
courses. It was hoped that the four focus groups had engaged in extensive, fruitful,
data rich discussions that could be reduced into meaningful themes and that those
themes would provide answers to our research questions.
Through two separate factor analyses of the survey data, five factors were
identified that could shed some light on RQ1. The two factors from Section 4 could
divide the employees into two broad categories; those who were impacted by extrinsic
issues (influenced by outside forces), and those impacted by intrinsic issues (influenced
by internal issues). The questions answered by those employees were targeted by
design to find out why they could not register for a class. It is unfortunate that, based
on the archival data available, neither factor seems to be significantly more important
than the other, or even important enough to elicit an average rating with more
agreement than neutral.
The three factors from Section 3 may have provided more insight. The three
identified factors from Section 3 are ‘something was more important’, ‘circumstances
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beyond employee control’, and ‘lack of personal motivation’. The first two factors are
somewhat similar to the ‘extrinsic issues’ factor from Section 4, and the final factor is
similar to the ‘intrinsic issues’ factor from Section 4. In each case, however, the labels
provide more explicit descriptors, and, consequently, more usable terminology. These
three factors identify attitudinal barriers to employee education that may be the basis
for remediation and departmental planning.
RQ2 and RQ3 both refer to supervisor issues. It was expected that supervisor
issues would play a major role in employee willingness and ability to attend training
programs. However, only one question of the 20 questions analyzed is Section 3 were
related to supervisors (Q25; My supervisor needed me to work on the day I was
scheduled for class.). That question was one of the most agreed upon questions (M =
2.47, SD = 1.38). Only one other question produced a higher mean score (Q16; The class
was not going to help me get a promotion) (M = 3.14, SD = 1.31). While there is no
direct reference in the question to a supervisor, it is certainly reasonable to consider the
employee was thinking about supervisor issues when answering a question about
promotion possibilities. This data suggests potential relevance and the need for more
focused research related to the issue of supervisory impact on the willingness and
ability of employees to attend training.
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Conclusions
This study contains many limitations. Using archival data often results in
frustration due to the many limitations of using archival data. Its rare for a study to be
an exact match to one’s research agenda because the original study investigator had
different aims, objectives, and sampling strategy (Turiano, 2014). It should be noted
that the original study had very different goals and objectives than this study. It was an
attempt to identify a wide variety of factors within one survey instrument. It was well
designed for its original purpose, but presented limitations as archival data for the
current study.
The survey was designed with a conceptual framework that was too broad and
consisted of too many questions for the current study. The survey was an attempt to
determine barriers and facilitators to employee education, but within that framework, it
also tried to explore reasons for non-registration of courses, non-attendance to preregistered courses (no-show behavior), and attitudes toward employee education in
general. The test designers further tried to identify constructs such as personal issues,
motivational issues, and supervisor issues within the conceptualization. It seems clear
that the original researchers were trying to achieve the maximum number of variables
from one survey and designed a very comprehensive instrument that allowed for the
exploration of many different constructs at one time. This speaks again to the challenge
with archival data where the intent of current research does not exactly match the goals
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of the original researchers. If exploring only barriers to education opportunities, as in
this study, it would be better to design a future study by looking at a more focused
conceptualization of constructs. There is considerable literature available regarding
survey and question design and validation and this literature should be investigated as
a new survey instrument is created (Dolnicar, Grun, & Yanamandram, 2013).
An interesting topic for future research is that of incentives. Section 3, Factor 3
was summarized by the notion of a lack of personal motivation or incentives.
Incentives can take on many different forms, and determining the form most desirable
might inform the Education Office of potential strategies to improving the participation
in employee education. For example, Q16 (The class was not going to help me get a
promotion.) and Q17 (The class was not going to help me in my current job.) are
examples of potential incentives to which employees responded. Other industries, such
as hotels and airlines, have created points/reward systems to encourage future business
and loyalty to their brands (Kimes, 2011). An analysis of the cost breakdown for
different course offerings could provide a basis for understanding potential incentives
and other opportunities to encourage participation. Q35-52 were specifically designed
and constructed to elicit comments about incentives. These questions were eliminated
from analysis because the wording specifically referred to facilitation, which is outside
the scope of this study. However, these questions and the associated data might
provide a foundation for exploring this construct.
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Recommendations for Future Research
Despite many limitations, this study has created an excellent starting point for
future research. The topic of employee education, especially from the perspective of
attendance and participation, is lacking in the literature. This study identifies potential
factors involved in the issue, and presents a variety of parameters to be explored.
The value of this study, or one like it in the future is to gain insight into
employee education program improvement possibilities and strategies. The use of
focus groups in conjunction with highly focused survey information will provide data
that will inform stakeholders within the Education Office and hospital leadership of the
direction needed to improve the developmental and educational stature of the entire
employee base.
The factors identified in this study provide the basis for generalization to other
VA hospitals, to other large hospitals and health-care facilities, and also to larger, nonhealth-care facilities such as Fortune 500 companies. Any environment where the loss
of employees is expensive (Boltax, 2011) and the retention of employees can be
impacted by the availability of training programs (MacDonald, 2002) can benefit from
learning ways to improve their employee training programs.
Future research designed to build upon and further clarify the factors identified
in this study will benefit the research by reducing or eliminating some of the identified
limitations of this study. Specifically, designing more specific and focused survey
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instruments utilizing psychometrics for question validity and more targeted focus
groups will create stronger results in more research based on this study.
There are many potential topics to be explored that have been identified in this
study. These was significance in some of the results based on gender, there are
potential issues with supervisors impact on employee training behavior, and the
implications of employee disengagement all suggest individual studies in the areas of
employee participation in training. Further, a deeper investigation into postregistration no-show behavior would follow naturally, as would examining the benefits
of incentives and reward programs to encourage participation. Initially, it is
recommended to conduct two separate studies; a preliminary study to further explore
the barriers to employee education (either reluctance to participate or motivation to
follow through) followed by a study (based on those findings) exploring the incentives
that do or could encourage participation.
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Appendix A
Survey Monkey Survey
Section 1.
The Informed Consent to Participate in Research: Social and Behavioral Research
IRB Study # 11475 You were sent a copy of the informed consent through your VA
outlook account. This survey is completely voluntary. You may stop the survey at any
time. Taking the survey implies consent. The survey should take no more than 20
minutes of your time.
Yes, I am consenting to take the survey
No, I will not complete the survey (please do not complete the survey)

Section 2.
Have you registered for a live course at James A. Haley VA (one you either
attended or not) within the last 2 years? This includes computer classes, Franklin Covey
classes, clinical conferences, etc.
Yes or No

Section 3.
This survey is completely voluntary. You may stop the survey at any time. Think about
the course you registered for within the past 2 years. Then please read the question and
mark your answer by whether you Strongly Disagree, Disagree, Neutral (neither agree,
nor disagree), Agree, or Strongly Agree.
1. I didn’t preregister for the class—somebody else signed me up and didn’t tell me
100

2. I couldn’t find the classroom
3. The class was held in a convenient location for me
4. The class was scheduled at an inconvenient time
5. I didn't have transportation to the class
6. I did withdraw from the class, but my name still appeared on the roster
7. I was running late so I couldn’t get to class
8. I was on leave and didn’t make it to class
9. Even though I was on leave I made a point of coming to the class
10. A personal emergency came up so I couldn’t go to class
11. I was ill on the day I was scheduled for class
12. It was easy to register for the class
13. It was easy to attend the class
14. I forgot about the class
15. The class looked good to me when I preregistered, but on the day it didn’t appeal to
me
16. The class was not going to help me get a promotion
17. The class was not going to help me in my current job
18. Even though I signed up, the classes really aren’t important to me
19. The material looked interesting
20. I’ve always wanted to learn the class content
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21. I was happy for the opportunity to take this class
22. I heard through the grapevine that the class wasn’t any good
23. There was no incentive for me to go
24. I had more important things to do with my time, so I couldn’t make it to class
25. My supervisor needed me to work on the day I was scheduled for class
26. I stopped in at work before class and couldn’t break away, although I had intended
to go
27. I couldn’t finish the class because of work responsibilities
28. A professional crisis prevented me from going to class
29. My supervisor cares about my development
30. My supervisor encouraged me to take this class
31. My coworkers don’t mind if I take classes
32. My coworkers recommended the class
33. I heard the classes were very good
34. I thought I would get a promotion if I took classes
35. My current technical skills would be improved if I took classes
36. I thought I might network with interesting people from other departments in the
facility
37. The class would help me qualify for future leadership training programs
38. I expected the class would help me learn skills for my current job
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39. I expected the class would help me learn skills for a future job
40. I was looking forward to a day off work if I took classes
41. My communication skills would be improved if I took classes
42. I would learn how to manage my time better if I took classes
43. I would have better conflict management skills if I took classes
44. My team would function more effectively if I took classes
45. I would be viewed as having greater potential if I took classes
46. My supervisor would treat me better if I took classes
47. My coworkers would respect me more if I took classes
48. I would have better leadership skills if I took classes
49. I would have better self-discipline if I took classes
50. I would have more confidence in my abilities if I took classes
51. I could improve work processes if I took classes
52. I would be better at my job because I took classes
Section 4.
Think about why you weren't able to register for certain courses within the past 2
years. Then please read the question and mark your answer by whether you Strongly
Disagree, Disagree, Neutral (neither agree, nor disagree), Agree, or Strongly Agree. This
survey is completely voluntary. You may stop the survey at any time.
53. I didn’t know that the facility offered employee development classes
54. I felt too burned out to attend classes
55. Prior classes were not helpful
103

56. In prior classes the Instructors were not good so I did not want to go again
57. The material did not meet my needs
58. My supervisor wouldn’t approve me to attend
59. My co-workers get mad at me when I’m not at work because there is no one to cover
60. I thought I couldn’t get into the course
61. Advertising of courses is inadequate
62. Course descriptions aren't available so I don't know if the courses would meet my
needs
63. No one communicates to me about possible courses

Section 5.
Are there any additional comments you have about educational development courses?
(Open Ended Response)

What does educational development mean to you?
(Open Ended Response)

Section 6.
How many years have you been working at James A Haley VA?
(Open Ended Response)
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What service do you work for?
(Open Ended Response)

What is your age (in years)?
(Open Ended Response)

What is your gender?
Male or Female

Are you a supervisor?
Yes or No
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Appendix B
Correlation Matrix from Initial Factor Analysis from Section 3
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Appendix C
Correlation Matrix from Final Factor Analysis from Section 3
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Appendix D
Correlation Matrix from Initial Factor Analysis from Section 4
Correlation Matrix from Initial Factor Analysis from Section 4
Q53

Q54

Q55

Q56

Q57

Q58

Q59

Q60

Q61

Q62

Q53

1.00

Q54

0.19

1.00

Q55

0.35

0.51

1.00

Q56

0.30

0.49

0.77

1.00

Q57

0.25

0.42

0.67

0.78

1.00

Q58

0.27

0.28

0.26

0.25

0.26

1.00

Q59

0.23

0.37

0.35

0.34

0.35

0.52

1.00

Q60

0.41

0.35

0.35

0.32

0.29

0.39

0.45

1.00

Q61

0.34

0.29

0.40

0.36

0.30

0.26

0.32

0.43

1.00

Q62

0.35

0.34

0.53

0.52

0.51

0.28

0.35

0.47

0.68

1.00

Q63
0.51
0.27
0.37
0.33
0.31
0.43
0.40
Note: All correlations rounded to two decimal places

0.50

0.65

0.59

Q63

1.00
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Appendix E
Correlation Matrix from Final Factor Analysis from Section 4
Correlation Matrix from Final Factor Analysis from Section 4
Q53
Q53
Q54
Q55
Q56
Q57
Q58
Q59
Q60
Q61
Q63

1.00
0.19
0.35
0.30
0.25
0.27
0.23
0.41
0.34
0.51

Q54
1.00
0.51
0.49
0.42
0.28
0.37
0.35
0.29
0.28

Q55

1.00
0.77
0.67
0.26
0.35
0.35
0.40
0.38

Q56

1.00
0.78
0.25
0.34
0.32
0.36
0.33

Q57

1.00
0.26
0.35
0.29
0.30
0.31

Q58

1.00
0.52
0.39
0.26
0.43

Q59

1.00
0.45
0.32
0.40

Q60

1.00
0.43
0.50

Q61

1.00
0.65

Q63

1.00

Note: All correlations rounded to two decimal places
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