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THE HEAT OPERATOR OF A TRANSVERSALLY ELLIPTIC
OPERATOR
MASAHIRO MORIMOTO
Abstract. Let G be a connected compact Lie group. We study the heat operator of a
transversally elliptic operator. After we review the spectral properties of a transversally
elliptic operator, we define the character, that is a distribution on G generalizing the trace
of the heat operator to the G-equivariant case. The main theorem of this paper gives the
estimate of fα(t), which essentially determines the convergence of the character.
Introduction
In [2], M. F. Atiyah extended the index theory of elliptic operators to that of transversally
elliptic ones. These are G-invariant differential operators on a compact G-manifold which
is elliptic in a direction normal to G-orbits, where G is a compact Lie group. Although
the kernel of a transversally elliptic operator A is not finite dimensional like that of elliptic
ones, it turns out that the character of the representation on Ker (A) is well-defined as a
distribution on G. Then the index of A is defined by ind(A) := ch[Ker (A)] − ch[Ker (A∗)].
An explicit index formula is given in [2] for torus acting with only finite isotropy groups.
After that, M. A. Shubin investigated in [7] the spectral properties of a transversally elliptic
operator A and showed the existence of orthonormal basis consisting of its eigenfunctions.
Moreover he extended the result about the distributinal character in the Atiyah’s work: the
character of the induced representation on each eigenspace Vλ := Ker (A−λ id ) is well-defined
as a distribution on G.
In this paper we study, by using Shubin’s results above, the following formal series con-
sisting of distributions on G: ∑
λ
e−tλch(Vλ), (1)
called the character of e−tA. Notice that if G = {e}, then A is elliptic and (1) is∑
λ
e−tλ dim(Vλ). (2)
This is the trace of the heat operator e−tA, which is known as an important tool for studying
geometry and topology [6]. The purpose of this paper is to investigate the convergence of
(1). To do that, we give a survey of Shubin’s paper [7] in the first three sections of this paper.
After that, we formulate and investigate the series (1) in section 4. The results of this paper
are stated in Proposition 4.4 and Theorem 4.5. The former is in a simple but a nontrivial
case, and the latter is in a general case.
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2 M. MORIMOTO
1. Review of the spectral properties of an elliptic operator
Throughout this paper manifolds are assumed to be of class C∞ and without boundary,
unless mentioned otherwise.
Let E be a complex vector bundle of rank r over a manifold M . We denote by C∞(E) the
set of smooth sections of E. A linear map P : C∞(E)→ C∞(E) is called a linear differential
operator of order l ∈ Z≥0 if it is locally written by∑
0≤[α]≤l
aαD
α.
Here Dα := (−i)[α]∏ni=1 ∂αixi and aα is an End(Cr)-valued smooth function on the local chart
(U, xi) in M for each multi-index α = (α1, · · · , αn) ∈ (Z≥0)n. The principal symbol σ(P ) of
P is an element of End (pi∗E) locally defined by
σ(P )ξ =
∑
[α]=l
aα(p)
n∏
i=1
ξαii , ξ = (ξ1, · · · , ξn) ∈ T ∗pM,
where pi : T ∗M → M is the cotangent bundle. An equivalent definition is that σ(P )ξ is the
coefficient of ul in the operator
e−iufPeiuf : C∞(E)→ C∞(E), (3)
where f ∈ C∞(M) such that dfp = ξ. A linear differential operator P is said to be elliptic if
its principal symbol σ(P ) is invertible on T ∗M\0.
Now we suppose that M is compact and oriented. We choose and fix a Riemannian metric
on M and a Hermitian metric on E. The induced metric 〈 · , · 〉L2 on C∞(E) is given by
〈ϕ, ψ〉L2 =
∫
M
〈ϕ(p), ψ(p)〉EpdM(p), ϕ, ψ ∈ C∞(E),
where dM is the volume form on M induced by its metric and orientation. A linear differential
operator P is called nonnegative if
〈Pϕ, ϕ〉L2 ≥ 0, ϕ ∈ C∞(E),
and formally self-adjoint if
〈Pϕ, ψ〉L2 = 〈ϕ, Pψ〉L2 , ϕ, ψ ∈ C∞(E).
We say λ ∈ C to be an eigenvalue of a linear differential operator P if there is ϕ ∈
C∞(E)\{0} such that Pϕ = λϕ. Then the corresponding eigenspace is Vλ := {ϕ ∈
C∞(E) | Pϕ = λϕ}. The following are the spectral properties of an elliptic operator. Details
for (i), (ii), (iii) are in [8], p.254. For (iv), see [3], p.169 or [6], Theorem 8.16.
Lemma 1.1. Let E be a Hermitian vector bundle over an oriented compact Riemannian
manifold M , and P : C∞(E) → C∞(E) be a formally self-adjoint elliptic operator of order
2m. We assume that P is nonnegative and its principal symbol σ(P ) is positive definite on
the unit cotangent bundle T ∗1M . Then
(i) P has eigenvalues 0 ≤ λ1 < λ2 < · · · tending to infinity ,
(ii) each eigenspace Vλk has finite dimension,
(iii) there is an orthonormal basis {ψj}j∈N of L2(E) consisting of eigenfunctions of P ,
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(iv) the Weyl’s asymptotic formula holds:
N(t) :=
∑
λ≤t
dimVλ ∼ C1 t n2m , t→∞, (4)
where n = dimM and C1 > 0 is given by a certain integral over the unit cotangent
bundle involving the symbol of P .
Let P be an elliptic operator in Lemma 1.1 and {ψj}j∈N be the orthonormal basis of L2(E)
consisting of eigenfunctions of P . For each j, the corresponding eigenvalue is denoted by λ̂j
throughout this paper. By Lemma 1.1 (i) and (ii), we can reorder {ψj}j∈N so that
0 ≤ λ̂1 ≤ λ̂2 ≤ · · · ≤ λ̂j ≤ · · · .
With respect to {λ̂j}j∈N, we have the following asymptotic formula.
Corollary 1.2.
λ̂j ∼ C2 j 2mn , j →∞ (5)
Proof. If we put t = λ̂j in (4), we have
j ∼ C1 λ̂j
n
2m , j →∞
Since λ̂j ≥ 0, if we put C2 := C−
2m
n
1 then we have (5), as asserted. 
2. The character of an infinite dimensional representation of a compact
Lie group
Let G be a compact Lie group and H be a separable complex Hilbert space. A group
homomorphism pi : G→ GLC(H) is said to be a strongly continuous unitary representation
of G on H, or a representation of G for short, if for each g ∈ G the corresponding operator
pi(g) is unitary and the map G → H, g 7→ pi(g)v is continuous for each v ∈ H. We denote
such a representation briefly by (pi,H) or pi. If dimH <∞, its character is a smooth function
on G defined by g 7→ trpi(g). Two representations (pi,H) and (pi′, H ′) are equivalent if there
exists a unitary operator from H to H ′ compatible with the G-actions. A representation
(pi,H) is said to be irreducible if there is no nontrivial closed subspace of H invariant under
G. We write Ĝ for the set of equivalence classes of irreducible representations of G. It is
known that each irreducible representation of G is finite dimensional and the set Ĝ is at most
countable. The following is a well-known lemma by Schur. For a proof, for example, see [5],
Theorem 1.42.
Lemma 2.1 (Schur’s lemma). For (τ, L), (τ ′, L′) ∈ Ĝ,
Hom G(L,L
′) =
{
0 ((τ, L) 6∼= (τ ′, L′))
C ((τ, L) ∼= (τ ′, L′)) . (6)
Let (pi,H) be a representation of G. For each (τ, L) ∈ Ĝ, we set
n(τ,L) := dim[ Hom G(L,H)], H(τ,L) :=
∑
Φ∈HomG(L,H)
Image(Φ).
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Here the summation denotes the sum vector space in H and the overline is the completion.
n(τ,L) is called the multiplicity of (τ, L) and H(τ,L) is the (τ, L)-component in H. If dimH <
∞, it follows from Lemma 2.1 that we can write
H(τ,L) ∼= L⊕ · · · ⊕ L︸ ︷︷ ︸
n(τ,L) copies
. (7)
Let C(G) denote the set of continuous functions on G. For each (τ, L) ∈ Ĝ, we define a
map Ψ(τ,L) : L⊗ L∗ → C(G) by
[Ψ(τ,L)(v ⊗ λ)]g := λ(τ(g−1)v), v ∈ L, λ ∈ L∗,
and set Ψ :=
⊕
(τ,L) Ψ(τ,L). Notice that then the image Ψ(τ,L)(L ⊗ L∗) is generated by the
matrix elements of (τ, L). The following Peter-Weyl theorem states that the space spanned
by matrix elements of all irreducible representations is dense in C(G). For a proof, we refer
the reader to [8], p257.
Theorem 2.2 (Peter-Weyl). The space Ψ
(⊕
(τ,L)∈Ĝ L⊗ L∗
)
is dense in C(G) with respect
to the uniform norm.
Let dg be a normalized Haar measure on G. We define the Hermitian inner product on
C(G) by
(u, v)L2 =
∫
G
u(g)v(g)dg, u, v ∈ C(G)
and denote its completion by L2(G). The following orthogonality relation is well-known. For
a proof, for instance, see [5], Theorem 3.33.
Lemma 2.3 (Schur’s orthogonality relations). Let (τ, L), (τ ′, L′) ∈ Ĝ. For each u, v ∈ L
and u′, v′ ∈ L′,
(〈pi(g)u, v〉L, 〈pi′(g)u′, v′〉L′)L2 =
{
0 ((τ, L) 6∼= (τ ′, L′))
〈u,u′〉〈v,v′〉
dimL
((τ, L) ∼= (τ ′, L′)) . (8)
The regular representation of G is an action of G×G on L2(G) given by
[(g, h) · ϕ](x) = ϕ(g−1xh), g, h, x ∈ G, ϕ ∈ L2(G).
We will also consider the left regular representation of G, an action of G on L2(G) defined
by
[g · ϕ](x) = ϕ(g−1x).
The following is a consequence of Theorem 2.2, which gives the decomposition of the regular
representation into the irreducible ones.
Corollary 2.4. A map
Ψ˜ :
⊕
(τ,L)∈Ĝ
L⊗ L∗ −→ L2(G),
defined by Ψ˜ :=
⊕
(τ,L)∈Ĝ
√
dimL Ψ(τ,L) is a G×G-equivariant unitary operator.
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Proof. It is easy to check that Ψ˜ is G×G-equivariant and isometry with respect to the induced
G×G-action and metric on ⊕(τ,L)∈Ĝ L⊗L∗. For surjectiveness, consider the L2-completion
of Ψ˜(
⊕
(τ,L)∈Ĝ L ⊗ L∗). It follows from the uniform completeness in Theorem 2.2 that it is
also complete with respect to the L2-norm. Therefore Ψ˜ is a unitary operator commuting
with the G×G-action. 
Now we set
C(G)Ad := {f ∈ C(G) | f(g−1xg) = f(x), ∀g ∈ G}.
An element in C(G)Ad is called a class function on G. Applying Theorem 2.2 to class
functions, we have the following.
Corollary 2.5. The set of characters of irreducible representations {χτ}τ∈Ĝ is dense in
C(G)Ad with the uniform norm.
For each τ ∈ Ĝ, the orthogonal projection Pτ onto the τ -component Hτ is given by
Pτ (v) := (dim τ)
∫
G
χτ (g)pi(g)v dg, v ∈ H, (9)
which is G-equivariant ([5], Theorem 4.18). Another consequence of Theoremt 2.2 is the
following. This enables us to decompose each representation into the irreducible ones.
Corollary 2.6. Let (pi,H) be a representation of G. Then H can be decomposed into τ -
component Hτ in H:
H =
⊕
τ∈Ĝ
Hτ .
Proof. We follow the proof of [5], Theorem 4.18 (iii). Suppose that v ∈ H is orthogonal to
Hτ for each τ ∈ Ĝ, and let us show that v = 0. First we set
f(x) :=
∫
G
〈pi(x)pi(g)v, pi(g)v〉Hdg.
Note that then f ∈ C(G)Ad and f(e) = 〈v, v〉H . Now for each τ ∈ Ĝ
(f, χτ )L2 =
∫
G
(∫
G
〈pi(x)pi(g)v, pi(g)v〉Hdg
)
χτ (x)dx
=
∫
G
(∫
G
〈χτ (x)pi(x)pi(g)v, pi(g)v〉Hdx
)
dg
= (dim τ)−1
∫
G
〈Pτ (pi(g)v), pi(g)v〉Hdg
= (dim τ)−1
∫
G
〈pi(g)Pτv, pi(g)v〉Hdg = (dim τ)−1〈Pτv, v〉H = 0,
where Pτ is a projection (9). By the completeness in Corollary 2.5, we have f = 0. Therefore
v = 0, as claimed. 
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Now we suppose that G is connected, and choose an orientation of G and a bi-invariant
Riemannian metric on G. The corresponding Laplace-Beltrami operator on C∞(G) is denoted
by ∆. Note that it can be written by {X1, ...Xd} ⊂ g, an orthonormal basis of the Lie algebra,
in the form
∆ = −
d∑
j=1
X2j .
Lemma 2.7. For each (τ, L) ∈ Ĝ, there exists an eigenvalue λτ of ∆ such that
Ψ˜(L⊗ L∗) ⊂ Vλτ ,
where Ψ˜ is an operator in Corollary 2.4 and Vλτ is the corresponding eigenspace of ∆.
Proof. Since the metric onG is bi-invariant, ∆ commutes with both left and right translations.
Therefore it commutes with the regular representation of G. Since L⊗L∗ is irreducible with
respect to the G × G-action, it follows from Lemma 2.1 that there is λτ ∈ C such that
∆|Ψ˜(L⊗L∗) = λτ id . Hence we have Ψ˜(L⊗ L∗) ⊂ Vλτ . 
Remark 2.8. The left regular representation induces a G-action on L⊗L∗ via Ψ˜. Choosing
a basis of L, we have a G-isomorphism
L⊗ L∗ → L⊕ · · · ⊕ L︸ ︷︷ ︸
dimL∗ copies
.
Via this isomorphism, we can consider the operator ∆|Ψ˜(L)(= λτ id Ψ˜(L)). This operator will
be reconsidered in a proof of Lemma 3.5.
Notation 2.9. We write Ĝ = {(τα, Lα)}α∈N so that λ˜1 ≤ λ˜2 ≤ · · · ≤ λ˜α ≤ · · · , where λ˜α is
the eigenvalue of ∆ corresponding to the irreducible representation (τα, Lα). The reason why
we do not use λα but λ˜α is to distinguish them with the eigenvalues of ∆ taken into account
of their multiplicities, i.e. λ1 < λ2 < · · · < λα < · · · . For each (τα, Lα), we write dα and χα
for its dimension and character, respectively.
If we consider the basis {ψj}j∈N of L2(G) consisting of eigenfunction of ∆ as in Corol-
lary 1.2, we denote for each ψj the corresponding eigenvalue by λ̂j. This notation is used
throughout this paper. Be careful not to confuse λα, λ˜α and λ̂α.
Proposition 2.10. The series
∞∑
α=1
d2α
(1 + λ˜α)s
converges if and only if s > d/2.
Proof. Let λ̂1 ≤ λ̂2 ≤ · · · ≤ λ̂k ≤ · · · be the eigenvalue of ∆ not taken into account of their
multiplicities. Then we have
∞∑
α=1
d2α
(1 + λ˜α)s
=
∞∑
k=1
1
(1 + λ̂k)s
.
By the asymptotic formula (5), we have
∞∑
k=1
1
(1 + λ̂k)s
= C
∞∑
k=1
1
(1 + k2/d)s
= C ′
∞∑
k=1
1
(1 + k)2s/d
.
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Therefore
∞∑
α=1
d2α
(1 + λ˜α)s
converges if and only if s > d/2, as claimed. 
Throughout this paper we write D′(G) for the set of distributions on G. If u ∈ D′(G),
then u is a continuous linear functional on C∞(G) and for each ϕ ∈ C∞(G) we denote the
corresponding value by 〈u, ϕ〉D′(G). A canonical embedding L1(G) ↪→ D′(G) is given by
〈f, ϕ〉D′(G) =
∫
G
f(g)ϕ(g)dg, f ∈ L1(G), ϕ ∈ C∞(G).
Let (pi,H) be a representation of G. Note that we do not assume that dimH is finite.
Now let us consider the existance of its character in the distributional sense. To do this, we
first consider the map pi : C∞(G)→ B(H) defined by
pi(ϕ) =
∫
G
ϕ(g)pi(g)dg, ϕ ∈ C∞(G), (10)
where B(H) denotes the set of bounded operators on H. Observe that if dimH <∞, then
tr [pi(ϕ)] =
∫
trpi(g)ϕ(g)dg =
∫
χ(g)ϕ(g)dg = 〈χ, ϕ〉D′(G), (11)
where χ ∈ C∞(G) ⊂ D′(G) is the character of (pi,H). The definition of a distributional
character is based on this formula.
Theorem 2.11. Let pi : G→ GLC(H) be a representation of G. For each α ∈ N, we denote
by nα the multiplicity of the irreducible representation (τα, Lα) in H. Then the following
conditions are equivalent:
(i) pi(ϕ) is trace-class for each ϕ ∈ C∞(G),
(ii) pi(ϕ) is trace-class for each ϕ ∈ C∞(G) and the functional ϕ 7→ tr [pi(ϕ)] is contin-
uous on C∞(G). Hence it defines a distribution χ ∈ D′(G) such that tr [pi(ϕ)] =
〈χ, ϕ〉D′(G),
(iii) nα <∞ for each α ∈ N and the series
∞∑
α=1
nαχα (12)
converges weakly to a distribution χ ∈ D′(G), where χα is the character of (τα, Lα),
(iv) there is an s ∈ R such that
∞∑
α=1
n2α
(1 + λ˜α)s
<∞, (13)
where λ˜α is the eigenvalue of the Laplacian ∆ corresponding to (τα, Lα),
(v) there are s ∈ R and C > 0 such that
nα ≤ C(1 + λ˜α)s.
Moreover, the distributions χ defined in (ii) and (iii) are identical.
Definition 2.12. If a representation (pi,H) satisfies one of the conditions in Theorem 2.11,
we say (pi,H) has a distributional character and denote the distribution χ by ch(H).
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Proof of Theorem 2.11. We follow the proof of Theorem 1.1 in [7]. First we assume (i) and
prove (iii). We decompose
H =
⊕
α∈N
Hα, (14)
where Hα is the (τα, Lα)-component in H. If we assume that nα = ∞ for some α, we can
reach a contradiction as follows. Let {λ(ϕ)j}dαj=1 be the eigenvalues of pi(ϕ)|Lα . If we regard
them as the eigenvalues of pi(ϕ)|Hα , then all the multiplicities are infinity. Since pi(ϕ) is
trace-class, which cannot possess infinitely many identical nonzero eigenvalues, λ(ϕ)j must
be zero for all j and ϕ . This contradicts the fact that pi(g) is unitary for all g ∈ G. Hence
we can conclude that nα is finite for each α. Next we consider the convergence of the series
(12). Since nα is finite, we can write
Hα = Lα ⊕ · · · ⊕ Lα︸ ︷︷ ︸
nα copies
for each α. Therefore we have
tr [pi(ϕ)|Hα ] =
∫
G
ϕ(g) tr [pi(g)|Hα ] dg =
∫
G
nαχα(g)ϕ(g)dg = nα〈χα, ϕ〉D′(G)
for each ϕ ∈ C∞(G) and α. This shows
∞∑
α=1
∣∣nα〈χα, ϕ〉D′(G)∣∣ = ∞∑
α=1
| tr [pi(ϕ)|Hα ]| .
Here the right term is finite by the assumption that pi(ϕ) is trace-class. This shows the weak
convergence of the series (12) in D′(G) and hence (iii) is proved.
Next we prove the equivalence of (iii), (iv) and (v). The fact that (iv) and (v) are equivalent
immediately follows from Proposition 2.10. We now check the equivalence of (iii) and (iv).
Suppose (iii) and set
SN =
N∑
α=1
nαχα.
First we show that {SN}N∈N is bounded in L2−s(G) for some large s. To do this, it suffices
to prove that in the case G = Tn, the n-dimensional torus, for then we can generalize the
results by using a partition of unity on G. Since SN converges weakly in D′(G), it is weakly
bounded, i.e., for each ϕ ∈ C∞(G),
sup
N
|〈SN , ϕ〉D′(G)| <∞.
If we consider SN as the bounded linear functional on L
2(G), it follows from the uniform
boundedness principle that there exists a constant C > 0 such that
sup
N
‖SN‖ ≤ C,
where ‖ · ‖ denotes the operator norm. Thus the Fourier coefficients of SN are all bounded
by C, which is independent of N . This shows the boundedness of ‖SN‖−s for large s, as
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asserted. Furthermore, since the operator (1 + ∆)−s/2 is an isometry from L2−s(G) to L
2(G),
the boundedness of SN in L
2
−s(G) is equivalent to the boundedness of
(1 + ∆)−s/2SN =
N∑
α=1
nα
(1 + λ˜α)s/2
χα
in L2(G). Moreover, since the system {χα}∞α=1 is orthonormal, this is equivalent to the
condition that
sup
N
N∑
α=1
n2α
(1 + λ˜α)s
<∞,
which is same to (13). Therefore, we have shown that (iii) implies (iv). Conversely if we
suppose (iv), then the following series converges in L2(G):
∞∑
α=1
nα
(1 + λ˜α)s/2
χα.
Applying the operator (1 + ∆)s/2 to this, the series (12) converges in D′(G). Therefore (iv)
is proved and hence (iii), (iv), (v) are equivalent.
We next suppose (i) and prove (ii). Recall that we have already verified that (i) implies
(iii). Moreover, using the decomposition (14), it follows from the assumption (i) that
tr [pi(ϕ)] =
∞∑
α=1
tr [pi(ϕ)]|Hα =
∞∑
α=1
nα〈χ, ϕ〉D′(G) = 〈χ, ϕ〉D′(G),
where
χ =
∞∑
α=1
nαχα.
Therefore the functional ϕ 7→ tr [pi(ϕ)] coincides with the distribution χ ∈ D′(G) in (iii).
This shows that (i) implies (ii), as claimed. Consequently, (i) and (ii) are equivalent.
Finally, we prove that (iii) implies (i). From now on, ‖A‖, ‖A‖1 = tr
√
A∗A, and ‖A‖2 =
[ tr (A∗A)]1/2 denote respectively the operator, trace, and Hilbert-Schmidt norm on H, where
A is an operator on H. Recall that the following relation holds between them:
‖A‖ ≤ ‖A‖2 ≤ ‖A‖1 ≤ d‖A‖, d = dimH. (15)
To show (i), it suffices to prove that ‖pi(ϕ)‖1 is finite for each ϕ ∈ C∞(G). In view of the
decomposition (14) we can write
‖pi(ϕ)‖1 =
∞∑
α=1
‖pi(ϕ)|Hα‖1. (16)
By the inequality (15), we have
‖pi(ϕ)|Hα‖1 ≤ dαnα‖pi(ϕ)|Hα‖. (17)
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Using the inequality (15) again, we have
‖pi(ϕ)|Hα‖ = ‖pi(ϕ)|Lα‖ ≤ ‖pi(ϕ)|Lα‖2 =
√√√√ dα∑
i,j=1
|piαij(ϕ)|2, (18)
where {piαij(ϕ)}dαi,j=1 are the matrix elements of the operator pi(ϕ) in Lα. Notice that using
the matrix element piαij(g) of the representation (τα, Lα), we can write
piαij(ϕ) =
∫
G
ϕ(g)piαij(g)dg. (19)
By Lemma 2.7, we have∫
G
ϕ(g)piαij(g)dg = (1 + λ˜α)
−t
∫
G
ϕ(g)[(1 + ∆)tpiαij(g)]dg
Integrating by parts, we have
(1 + λ˜α)
−t
∫
G
ϕ(g)[(1 + ∆)tpiαij(g)]dg = (1 + λ˜α)
−t
∫
G
[(1 + ∆)tϕ(g)]piαij(g)dg
Therefore, we have
|piαij(ϕ)|2 =
1
(1 + λ˜α)2t
∣∣∣∣∫
G
[(1 + ∆)tϕ(g)]piαij(g)dg
∣∣∣∣2
=
1
(1 + λ˜α)2t
∣∣((1 + ∆)tϕ, piαij)L2∣∣2
By the Cauchy-Schwarz inequality, we have
1
(1 + λ˜α)2t
∣∣((1 + ∆)tϕ, piαij)L2∣∣2 ≤ 1
(1 + λ˜α)2t
‖(1 + ∆)tϕ‖2L2 ‖piαij‖2L2 .
Since ϕ ∈ C∞(G), ‖(1 + ∆)tϕ‖2L2 is finite for each ϕ. Moreover by Lemma 2.3, we have
‖piαij‖2L2(G) ≤ d−1α . Consequently,
|piαij(ϕ)|2 ≤
Cϕ,t
dα(1 + λ˜α)2t
,
where Cϕ,t ≥ 0 is a constant depend only on ϕ and t. Using this estimate and (18), we have
‖pi(ϕ)|Hα‖2 ≤
Cϕ,t dα
(1 + λ˜α)2t
.
By (16) and (17), we have
‖pi(ϕ)‖1 ≤
√
Cϕ,t
∞∑
α=1
nαd
3/2
α
(1 + λ˜α)t
.
Moreover, it follows from Proposition 2.10 that if l > d/4,
dα ≤ const (1 + λ˜α)l.
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Hence if we choose t0 so that t0 > 3d/8, it follows from the Cauchy-Schwarz inequality that
‖pi(ϕ)‖21 ≤ C ′ϕ,t
[ ∞∑
α=1
nα
(1 + λ˜α)
(t− 3
2
t0)
]2
≤ C ′ϕ,t
[ ∞∑
α=1
n2α
(1 + λ˜α)s
][ ∞∑
α=1
1
(1 + λ˜α)
2(t− 3
2
t0)−s
]
≤ C ′′ϕ,t
∞∑
α=1
1
(1 + λ˜α)
2(t− 3
2
t0)−s
,
where s ∈ R a constant in (iv), which is equivalent to the assumption (iii). If we choose t so
that 2(t − 3
2
t0) − s > d/2, it follows from Proposition 2.10 that the last term in the above
inequalities converges. Hence ‖pi(ϕ)‖1 is finite for each ϕ ∈ C∞(G), as asserted. 
3. Spectral properties of a transversally elliptic operator
Let G be a compact Lie group. A G-manifold is a manifold with a smooth G-action on it.
A vector bundle over a G-manifold is called a G-vector bundle if it is a G-manifold such that
the action is compatible with the action on the base space and is linear on each fiber.
Let E be a G-vector bundle over an oriented compact G-manifold M . We can choose a
G-invariant Riemannian metric on M and a G-invariant Hermitian metric on E, which we
fix throughout this paper. Let C∞(E) be the space of differentiable sections of E with the
L2-metric
〈ϕ, ψ〉L2 =
∫
M
〈ϕ(p), ψ(p)〉EpdM(p), ϕ, ψ ∈ C∞(E)
and denote its completion by L2(E). If we set
[g · ϕ](p) = g[ϕ(g−1p)], g ∈ G, ϕ ∈ C∞(E), p ∈M,
then G acts on C∞(E) from left unitarily.
We denote by g the Lie algebra of G. For each X ∈ g, the induced differential operator
X̂ : C∞(E)→ C∞(E) is given by
[X̂ϕ]p =
d
dt
∣∣∣∣
t=0
(exp tX · ϕ)p, p ∈M, ϕ ∈ C∞(E).
If E is a trivial line bundle M×C, then the induced differential operator on C∞(E) = C∞(M)
is denoted by X˜, called the associated vector field. We set
T ∗GM := {v ∈ T ∗M |v(X˜pi(v)) = 0 for each X ∈ g}.
Definition 3.1. A linear differential operator A : C∞(E) → C∞(E) is called transversally
elliptic if it satisfies the following two conditions:
(i) A is invariant under the G-action on C∞(E),
(ii) the principal symbol σ(A) is invertible on T ∗GM\0.
Example 3.2. If G is finite or G acts trivially on M , then a transversally elliptic operators
are the G-invariant elliptic ones. However, in the case of a transitive action, all G-invariant
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operators are transversally elliptic. If G = S1 acts on M = T2 in the first variable, then
transversally elliptic operators are the following:∑
k+l≤m
akl(y)
∂k+l
∂xk∂yl
,
where akl ∈ C∞(S1) and m is an order of the operator.
Remark 3.3. Let A be a transversally elliptic operator.
(i) An eigenspace of A can be infinite dimensional. For example, consider the operator
A = − ∂2
∂y2
on T2 with the S1-action in the example above. If λA is an eigenvalue of
A, then its eigenspace is L2(S1)⊗WλA, where WλA is that of the Laplacian on S1.
(ii) The eigenvalues of A can be dense in R. For instance, consider the operator A =
1
i
( ∂
∂x
−√2 ∂
∂y
) on T2 with the S1-action above. Then its spectrum is {ξ1−
√
2ξ2 | ξ1, ξ2 ∈
Z}, which is dense in R.
Comparing with Lemma 1.1, the spectral properties of a transversally elliptic operator are
different from those of elliptic operators. However, there are common properties between
them, which we will see in Corollary 3.8.
From now on, we suppose that G is connected, and choose an orientation of G and a
bi-invariant Riemannian metric on G. Let {X1, · · · , Xd} be an orthonormal basis in g and
we define a linear differential operator ∆G : C
∞(E)→ C∞(E) by
∆G = −
d∑
j=1
X̂2j .
Lemma 3.4. (i) The principal symbol of ∆G is
σ(∆G)ξ =
d∑
j=1
[ξ(X˜j)]
2, ξ ∈ T ∗pM.
(ii) ∆G is nonnegative and formally self-adjoint.
Proof. We follow the proof of Lemma 2.2 in [7]. (i) We first calculate σ(X̂j)ξ for each ξ ∈ T ∗pM
using the the operator (3). Set gt := exp tX. For each ϕ ∈ C∞(E), p ∈ M and f ∈ C∞(M)
satisfying dfp = ξ, we have
[e−iuf(p)(X̂jeiufϕ)]p = e−iuf(p)
d
dt
∣∣∣∣
t=0
gt[e
iuf(g−1t p)ϕ(g−1t p)]
= e−iuf(p)
d
dt
∣∣∣∣
t=0
eiuf(g
−1
t p) gt[ϕ(g
−1
t p)]
= iu [X˜jf ]p[ϕ(p)] + r
= iu[(df)p(X˜j)][ϕ(p)] + r = iu[ξ(X˜j)][ϕ(p)] + r,
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where r is the term not containing u. This shows σ(X̂j)ξ = iξ(X˜j). Therefore we have
σ(∆G)ξ = σ
(
−
d∑
j=1
X̂j
2
)
ξ
= −
d∑
j=1
σ(X̂j)
2
ξ = −
d∑
j=1
[iξ(X˜j)]
2 =
d∑
j=1
[ξ(X˜j)]
2.
(ii) It follows from integration by parts that the operator iX̂j is formally self-adjoint. This
shows that ∆G =
∑
j(iX̂j)
2 is also formally self-adjoint and nonnegative. 
Lemma 3.5. Let V be a finite dimensional G-invariant subspace in C∞(E) such that the
representation on V is equivalent to some (τα, Lα) ∈ Ĝ. Then ∆G|V = λ˜α id V , where λ˜α is
an eigenvalue of the Laplacian ∆ : C∞(G) → C∞(G) corresponding to (τα, Lα) (see Section
2, Notation 2.9).
Proof. Let τ˜ : g → glC(V ) be a g-representation given by X 7→ X̂. This representation
is extended to that of the universal enveloping algebra U(g). Then ∆G|V is by definition
identical to the endomorphism −∑di=1 τ˜(Xi). On the other hand, consider the differential of
the representation (τα, Lα):
dτα : g→ glC(Lα).
Since dτα(X) =
d
dt
∣∣
t=0
[τα(exp tX)] for each X ∈ g ([8], 3.36), τ˜ and dτα are equivalent as a
g-representation. Moreover, recall the map ∆|Ψ(Lα)(= λ˜α id Lα), considered in Remark 2.8.
If we denote by ρ˜ : U(g) → glC(Ψ(Lα)) the U(g)-representation induced by the directional
derivative on G, then ∆|Ψ(Lα) is identical to −
∑d
i=1 ρ˜(Xi). Since ρ˜ and dτα are equivalent as
g-representation, consequently we have ∆G|V = λ˜α id V . 
Lemma 3.6. Let A : C∞(E) → C∞(E) be a formally self-adjoint transversally elliptic
operator of order m > 0. Then
P := A2 + (∆G)
m (20)
is an elliptic operator satisfying the assumption in Lemma 1.1 : formally self-adjoint, non-
negative, and its principal symbol σ(P ) is positive definite on the unit cotangent bundle T ∗1M .
Proof. We follow the proof of Theorem 2.1 in [7]. By Lemma 3.4, it is apparent that P is
formally self-adjoint and nonnegative. Let us check the positive definiteness of σ(P ) on T ∗1M .
If ξ ∈ T ∗1M ∩ T ∗GM , it follows from Lemma 3.4 (i) that σ(P )ξ = 0. Since σ(A)ξ is invertible,
σ(A)2ξ is positive definite. Therefore σ(P )ξ = σ(A)
2
ξ + σ(∆G)
m
ξ is invertible. On the other
hand, suppose that ξ ∈ T ∗1M\T ∗GM . Then σ(A)2ξ is nonnegative and σ(∆G)m is positive
definite, which show the positive definiteness of σ(P )ξ. Hence σ(P ) is positive definite on
T ∗1M . 
Theorem 3.7. Let A : C∞(E) → C∞(E) be a formally self-adjoint transversally elliptic
operator of order m > 0 and P be the elliptic operator (20). Then there is an orthonormal
basis {ψj}j∈N in L2(E) consisting of joint eigenfunctions of A, ∆G, P .
Corollary 3.8. Let A : C∞(E) → C∞(E) be a formally self-adjoint transversally elliptic
operator of order m > 0. Then there is an orthonormal basis {ψj}j∈N consisting of its joint
eigenfunctions.
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Proof of Theorem 3.7. We follow the proof of Theorem 2.1 in [7]. Since P satisfies the as-
sumption in Lemma 1.1, we can consider the following decomposition:
L2(E) =
⊕
λP
VλP ,
where VλP is the finite dimensional eigenspace of P . Since A is G-invariant, it commutes
with ∆G and P . This shows that VλP is A-invariant and we can decompose each VλP by the
eigenspace of A|VλP , which we denote by WλA :
VλP =
⊕
λA
WλA .
Similarly, we can also decompose WλA by UλG , the eigenspaces of ∆G|WλA :
WλA =
⊕
λG
UλG .
Choosing an orthonormal basis of each UλG and putting together them, we have the desired
basis. 
Remark 3.9. Let {ψj}j∈N be the basis in Theorem 3.7 and λ̂A,j, λ̂G,j, λ̂P,j be the correspond-
ing eigenvalues of A, ∆G, P , respectively. Then the following relation holds:
λ̂P,j = λ̂A,j
2
+ λ̂G,j
m
, j ∈ N. (21)
Remark 3.10. In the proof of Theorem 3.7, it follows from G-invariance of A, ∆G, P that
UλG is also G-invariant and so we can decompose it into the irreducible representations:
UλG =
⊕
α∈N
[UλG ]α,
Choosing an orthonormal basis of each [UλG ]α and putting together them, we have an or-
thonormal basis {ψα,j}α,j in L2(E) consisting of joint eigenfunctions of A, ∆G, P such that
{ψα,j}j is a basis of the (τα, Lα)-component [L2(E)]α for each α ∈ N.
Lemma 3.11. Suppose that a formally self-adjoint transversally elliptic operator A : C∞(E)→
C∞(E) of order m > 0 is given. Then ∆G|[L2(E)]α = λ˜α id .
Proof. We use the notation in the proof of Theorem 3.7 and Remark 3.10. It immediately
follows from Lemma 3.5 that ∆G|[UλG ]α = λ˜α id . Since
[L2(E)]α =
⊕
λG,λA,λP
[UλG ]α,
we have ∆G|[L2(E)]α = λ˜α id , as asserted. 
Remark 3.12. Let {ψα,j}α,j be the basis considered in Remark 3.10, and λ̂A,α,j, λ̂G,α,j, λ̂P,α,j
denote the corresponding eigenvalues of A, ∆G, P . By Lemma 3.11, λ̂G,α,j = λ˜α for all j ∈ N
and so it follows from (21) that
λ̂P,α,j = λ̂A,α,j
2
+ λ˜α
m
, α, j ∈ N (22)
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Now we investigate each eigenspace of a transversally elliptic operator as aG-representation
space; recall that G acts on it unitarily from left.
Theorem 3.13. Let A : C∞(E) → C∞(E) be a formally self-adjoint transversally elliptic
operator of order m > 0. Then the for each µ ≥ 0, a direct sum of the eigenspaces⊕
−µ≤λA≤µ
VλA (23)
has a distributional character ch(
⊕
−µ≤λA≤µ VλA), which belongs to the Sobolev space L
2
−k(G)
where k > n+ d.
Proof of Theorem 3.13. We follow the proof of Theorem 2.2 in [7]. Let nα =
nα(
⊕
−µ≤λA≤µ VλA) be the multiplicity of the space (23). By Theorem 2.11, it suffices to
prove that nα is finite for each α and estimated by
nα ≤ C(1 + λ˜α)s
for some s ∈ R and C > 0. Let us decompose the space (23) into the irreducible representa-
tions: ⊕
−µ≤λA≤µ
VλA =
⊕
α∈N
Hα,
where Hα is the (τα, Lα)-component. Let {ψα,j}j be an orthonormal basis in Hα consisting
of joint eigenfunctions of A, ∆G, P (see Remark 3.10). For each ψα,j, we denote the corre-
sponding eigenvalues of A, ∆G, P by λ̂A,α,j, λ̂G,α,j, λ̂P,α,j, respectively. By the assumption
and (22), we have
λ̂P,α,j = λ̂A,α,j
2
+ λ˜α
m ≤ µ2 + λ˜α
m
(24)
for each j and α. Therefore we have
Hα ⊂
⊕
λP≤µ2+λ˜α
m
VλP . (25)
Since the right term in (25) is finite dimensional, so is Hα, which shows that nα < ∞.
Comparing the dimension in (25), we have
dαnα ≤
∑
λP≤µ2+λ˜α
m
dimVλP . (26)
By the asymptotic formula (4) in Lemma 1.1,
dαnα ≤ C3(µ2 + λ˜α
m
)
n
2m ≤ C4(1 + λ˜α)n2 . (27)
Since dα ≥ 1, we have
nα ≤ C4(1 + λ˜α)n2 ,
which shows that
⊕
−µ≤λA≤µ VλA has a distributional character ch(
⊕
−µ≤λA≤µ VλA), as claimed.
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Next, we estimate the smoothness in the sense of Sobolev. Using Theorem 2.11, we first
expand ch
(⊕
−µ≤λA≤µ VλA
)
into the irreducible representations:
ch
( ⊕
−µ≤λA≤µ
VλA
)
=
∞∑
α=1
nαχα.
Therefore,
(1 + ∆)−tch
( ⊕
−µ≤λA≤µ
VλA
)
=
∞∑
α=1
nαχα
(1 + λ˜α)t
. (28)
Note that since (τα, Lα) is unitary, the inequality |χα(g)| ≤ dα holds for all g. Hence the
series in (28) has the majorant:
∞∑
α=1
nαdα
(1 + λ˜α)t
for t > 0. By (27), we have
∞∑
α=1
nαdα
(1 + λ˜α)t
≤ C4
∞∑
α=1
1
(1 + λ˜α)
t−n
2
.
By Proposition 2.10, the right term in the above inequality converges for t − n
2
> d
2
. Hence
if 2t < n+ d, we can write
f(g) =
∞∑
α=1
nαχα
(1 + λ˜α)t
∈ C(G)(⊂ L2(G)),
since the series in the right term converges uniformly. Therefore if k > n+ d, we have
ch
( ⊕
−µ≤λA≤µ
VλA
)
= (1 + ∆)tf ∈ L2−k(G)
as claimed. 
The following can be proved in the same way.
Corollary 3.14. For each eigenvalue λA, the corresponding eigenspace VλA has a distribu-
tional character ch(VλA), which belongs to the Sobolev space L
2
−k(G) where k > n+ d.
4. The heat operator of a transversally elliptic operator
Let M be an oriented compact Riemannian manifold and ∆M be the Laplace-Beltrami
operator acting on C∞(E), where E = Λ∗(T ∗M) is the exterior bundle of M . Recall that
the heat operator e−t∆M : L2(E)→ L2(E) of ∆M is defined by
e−t∆M (s) =
∑
λ
e−tλsλ,
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where λ is an eigenvalue of ∆M and s =
∑
λ sλ is an L
2-section of E expanded by the
eigenfunctions of ∆M . It is known that its trace is given by∑
λ
e−tλ dimVλ, (29)
where Vλ is the eigenspace of ∆M . This and its asymptotic expansion is known as an impor-
tant tool for studying geometry and topology [6].
From now on, as in Section 2 and 3, let G be an oriented connected compact Lie group
with a bi-invariant Riemannian metric. Let also E be a complex G-bundle over an oriented
compact G-manifold M with G-invariant metrics. By Corollary 3.8, we can generalize the
above definition to transversally elliptic operators.
Definition 4.1. Let A be a nonnegative formally self-adjoint transversally elliptic operator
of order m > 0. We define its heat operator e−tA : L2(E)→ L2(E) by
e−tA(s) =
∑
λA
e−tλAsλA ,
where λA is an eigenvalue of A and s =
∑
λA
sλA is an L
2-section of E expanded by the
eigenfunctions of A.
The purpose of this paper is to define and investigate the character, that is a distribution
on G generalizing the trace of the heat operator to the G-equivariant case. Roughly speaking,
the character is ∑
λA
e−tλAch(VλA), (30)
where ch(VλA) is a distributional character considered in Corollary 3.14. Notice that the
classical case (29) is covered by G = {e} since {e}-transversally elliptic operators are elliptic
ones and then ch(VλA) = dimVλA . First problem to be considered is the well-definedness of
(30). As we mentioned in Remark 3.3, the spectrum of a transversally elliptic operator can
be dense on R so we have to determine the order of the summation (30) in a natural way. We
solve this by representation theory. By Corollary 2.6, we have the following decomposition:
L2(E) =
⊕
α∈N
[L2(E)]α,
where [L2(E)]α denotes the (τα, Lα)-component in L
2(E). Let {ψα,j}α,j be an orthonormal
basis in L2(E) consisting of joint eigenfunctions of A, ∆G, P such that {ψα,j}j is an or-
thonormal basis in [L2(E)]α for each α (see Remark 3.10). For each ψα,j, we denote the
corresponding eigenvalues by λ̂A,α,j, λ̂G,α,j, λ̂P,α,j. Recall that the following relation holds
(see Remark 3.12):
λ̂P,α,j = λ̂A,α,j
2
+ λ̂G,α,j
m
= λ̂A,α,j
2
+ λ˜α
m
, (31)
where λ˜α is an eigenvalue of the Laplacian ∆ : C
∞(G)→ C∞(G) corresponding to (τα, Lα) ∈
Ĝ. This identity implies, by discreteness of {λ̂P,α,j}j, the set {λ̂A,α,j}j is also discrete and we
can assume that
λ̂A,α,1 ≤ λ̂A,α,2 ≤ ....
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Moreover, let also {λA,α,k}k be the eigenvalues taken into account of their multiplicities, i.e.,
λA,α,1 < λA,α,2 < ....
We put
WλA,α,k = {ϕ ∈ C∞(E)|Aϕ = λA,α,k ϕ, ϕ ∈ Hα}.
Notice that WλA,α,k is finite dimensional since if ϕ ∈ WλA,α,k then Pϕ = (λ2A,α,k + λ˜α
m
)ϕ.
Definition 4.2. Suppose that the series
∞∑
α=1
∞∑
k=1
e−tλA,α,k ch
(
WλA,α,k
)
(32)
converges weakly to a distribution on G, where ch
(
WλA,α,k
)
denotes the character of a rep-
resentation in the finite dimensional space WλA,α,k . We say this to be the character of e
−tA
and denote by ch(e−tA).
We put
fα(t) =
∞∑
k=1
e−tλA,α,k nα(WλA,α,k) (∈ [0,∞]), (33)
where nα(WλA,α,k) denotes the multiplicity of (τα, Lα) ∈ Ĝ in WλA,α,k . Then the following
proposition states when the series (32) converges weakly in D′(G).
Proposition 4.3. Suppose that fα(t) converges for each α and t > 0, and there is a constant
C(t) which depends only on t such that
fα(t) ≤ C(t)(1 + λ˜α)s. (34)
Then the series (32) converges weakly in D′(G).
Proof. If we decompose ch
(
WλA,α,k
)
into the irreducible representation, the series (32) can
be written as
∞∑
α=1
∞∑
k=1
e−tλA,α,k ch
(
WλA,α,k
)
=
∞∑
α=1
∞∑
k=1
e−tλA,α,k nα(WλA,α,k)χα (35)
=
∞∑
α=1
fα(t)χα. (36)
By Theorem 2.11 (v) and the assumption (34), the series (32) converges weakly in D′(G), as
claimed. 
Proposition 4.4. Suppose that there exists an oriented compact Riemannian manifold N , a
Hermitian vector bundle F over N , and an elliptic operator PN : C
∞(F )→ C∞(F ) satisfying
the assumption in Lemma 1.1 such that
M = G×N, E = (G× C) F, A = id ⊗ PN ,
where G acts on M by
g · (h, q) = (gh, q), g ∈ G, (h, q) ∈ G×N,
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and trivially on F . Then for t > 0 the character of e−tA converges weakly in D′(G) and
belongs to L2−k(G) for k > d.
Proof. If we denote by 0 ≤ λPN ,1 < λPN ,2 < ... the eigenvalues of PN , then
λPN ,k = λA,α,k (37)
for all k and α. Moreover, since by Corollary 2.4 we can write
Hα = (Lα ⊗ L∗α)⊗ L2(F ),
the following relation holds:
WλA,α,k = (Lα ⊗ L∗α)⊗ VλPN ,k = [(dimL∗α)Lα]⊗ VλPN ,k (38)
Therefore, we have
nα(WλA,α,k) = (dimL
∗
α) · (dimVλPN ,k) = dα(dimVλPN ,k) (39)
Hence by (37) and (39), we have
fα(t) =
∞∑
k=1
e−tλA,α,k nα(WλA,α,k) = dα
∞∑
k=1
e−tλPN ,k (dimVλPN ,k)
≤ dα
∞∑
k=1
e−tλPN ,k
k∑
l=1
dimVλPN ,l ≤ dα
∞∑
k=1
e−tλ̂PN ,k
k∑
l=1
dimVλPN ,l
By the asymptotic formula (4) and (5), there are constant C > 0 and C ′(t) > 0 such that
fα(t) ≤ Cdα
∞∑
k=1
e−tk
2m
n k
n
2m = Cdα
∞∑
k=1
e−tk
2m
n [k
2m
n ](
n2
4m2
)
≤ Cdα
∞∑
k=1
e−tk
2m
n [k
2m
n ](n
2) ≤ Cdα
∫ ∞
1
e−txxn
2
dx = C ′(t)dα.
This shows, by Proposition 4.3, the series (32) converges weakly in D′(G) to a distribution
for t > 0, which we denote by ch(e−tA).
We now investigate the smoothness of ch(e−tA) in the sense of Sobolev. By the above
calculation,
(1 + ∆)−sch(e−tA) = C ′(t)
∞∑
α=1
dα
(1 + λ˜α)s
χα. (40)
By Proposition 2.10, the series
∞∑
α=1
∥∥∥∥∥ dα(1 + λ˜α)sχα
∥∥∥∥∥
C(G)
=
∞∑
α=1
d2α
(1 + λ˜α)s
(41)
converges for s > d
2
. This shows that (40) is continuous for s > d
2
. Hence we can conclude
that ch(e−tA) ∈ L2−k(G) for k > d. 
Now we state the main result of this paper, which describes the properties of fα(t).
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Theorem 4.5. Let A : C∞(E)→ C∞(E) be a nonnegative formally self-adjoint transversally
elliptic operator of order m > 0. Then
(i) fα(t) is finite for each α ∈ N and t > 0. More precisely, for each α and ε > 0, there
is a constant C5(α, ε) > 0 depending only on G, A, α, ε such that for all α and t > ε
fα(t) ≤ C5(α, ε) + Cm1
n! (1 + λ˜α
m
)2m
(t− ε)n e
tλ˜α
m/2
, (42)
where n = dimM and C1 is a constant in the Weyl’s formula (4).
(ii) fα(t) is smooth with respect to the parameter t > 0.
Remark 4.6. Since the conclusion in Theorem 4.5 does not satisfy the assumptions in Propo-
sition 4.3, we can not state that the heat operator of a nonnegative formally self-adjoint
transversally elliptic operator A has the character ch(e−tA) in general.
To prove Theorem 4.5, we first prove the following four lemmas.
Lemma 4.7.
nα(WλA,α,k)dα ≤ C3(λA,α,k2 + λ˜α
m
)
2m
n , (43)
where C3 is a constant in (27).
Proof. As in section 3, we set VλA := {ϕ ∈ C∞(E) | Aϕ = λAϕ}. Since then
WλA,α,k ⊂
⊕
−λA,α,k≤λA≤λA,α,k
VλA ,
we have
nα
(
WλA,α,k
)
dα ≤ nα
 ⊕
−λA,α,k≤λA≤λA,α,k
VλA
 dα.
By the inequality (27) in the previous section, we have (43), as claimed. 
Lemma 4.8. Let {ψk}k∈N be an orthonormal basis of L2(E) consisting of eigenfunctions of
P and we denote the corresponding eigenvalues by λ̂P,1 ≤ λ̂P,2 ≤ · · · ≤ λ̂P,k ≤ · · · . Then for
each α and k, the following inequality holds:
λA,α,k ≥
{√
λ̂P,k −
√
λ˜α
m
(λ̂P,k ≥ λ˜α
m
)
0 (otherwise).
Proof. Since
λ̂P,α,k ≥ λ̂P,k (44)
for all k ∈ N, it follows from (31) and (44) that
λ̂A,α,k
2
= λ̂P,α,k − λ˜α
m ≥ λ̂P,k − λ˜α
m
for each k and α. Since λ̂A,α,k is nonnegative, we have
λA,α,k ≥ λ̂A,α,k ≥
{√
λ̂P,k − λ˜α
m ≥
√
λ̂P,k −
√
λ˜α
m
(λ̂P,k ≥ λ˜α
m
)
0 (otherwise),
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as claimed. 
Lemma 4.9. For each ε > 0, define Lε := e
4m
ε . Then x4m < eεx for all x > Lε.
Proof. Since x > Lε(> 1), we have log x >
4m
ε
. Then it follows from the fact log x <
√
x that
log x
x
<
1
log x
<
ε
4m
.
Therefore log x < ε
4m
x, which is equivalent to x4m < eεx. 
Lemma 4.10. For each α and ε > 0 we define
Kα,ε := min
{
k
∣∣∣∣ √λ̂P,k >√λ˜αm + Lε} .
If k ≥ Kα,ε, then (i) λ̂P,k ≥ λ˜α
m
and (ii) λA,α,k > Lε.
Proof. (i) Since
√
λ̂P,k >
√
λ˜α
m
+ Lε >
√
λ˜α
m
, we have λ̂P,k ≥ λ˜α
m
.
(ii) By Lemma 4.8 and (i), we have λA,α,k ≥
√
λ̂P,k −
√
λ˜α
m
> Lε. 
Proof of Theorem 4.5. (i) Using the inequality (43), we have
fα(t) =
∞∑
k=1
e−tλA,α,k nα(WλA,α,k)
≤
∑
k<Kα,ε
e−tλA,α,k nα(WλA,α,k) +
∑
Kα,ε≤k
e−tλA,α,k nα(WλA,α,k)
≤ C5(α, ε) +
∑
Kα,ε≤k
e−tλA,α,k (λA,α,k
2 + λ˜α
m
)
2m
n ,
where C5(α, ε) :=
∑
k<Kα,ε
nα(WλA,α,k). By Lemma 4.10 (ii) we have
1 < Lε < λA,α,k ≤ λ2A,α,k + λ˜α
m
for all k ≥ Kα,ε. Therefore∑
Kα,ε≤k
e−tλA,α,k (λA,α,k
2 + λ˜α
m
)
2m
n ≤
∑
Kα,ε≤k
e−tλA,α,k (λA,α,k
2 + λ˜α
m
)2m
=
∑
Kα,ε≤k
e−tλA,α,k
2m∑
r=0
(
2m
r
)
(λA,α,k
2)r(λ˜α
m
)2m−r
≤
∑
Kα,ε≤k
λA,α,k
4me−tλA,α,k
2m∑
r=0
(
2m
r
)
(λ˜α
m
)2m−r
= (1 + λ˜α
m
)2m
∑
Kα,ε≤k
e−tλA,α,k (λA,α,k)4m
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By Lemma 4.10 (ii) and Lemma 4.9, we have∑
Kα,ε≤k
e−tλA,α,k(λA,α,k)4m ≤
∑
Kα,ε≤k
e−tλA,α,keελA,α,k =
∑
Kα,ε≤k
e−(t−ε)λA,α,k ,
By Lemma 4.8 and Lemma 4.10 (ii), we have
∑
Kα,ε≤k
e−(t−ε)λA,α,k ≤
∑
Kα,ε≤k
e
−(t−ε)
(√
λ̂P,k−
√
λ˜α
m
)
= e(t−ε)λ˜α
m/2 ∑
Kα,ε≤k
e−(t−ε)
√
λ̂P,k
≤ etλ˜α
m/2 ∑
Kα,ε≤k
e−(t−ε)
√
λ̂P,k ≤ etλ˜α
m/2
∞∑
k=1
e−(t−ε)
√
λ̂P,k .
Moreover, by the asymptotic formula (5), we have
∞∑
k=1
e−(t−ε)
√
λ̂P,k ≤
∞∑
k=1
e−
√
C2(t−ε)km/n ≤
∞∑
k=1
e−
√
C2(t−ε)k1/n ≤
∫ ∞
0
e−
√
C2(t−ε)x1/ndx,
If we put l = x1/n, then we have∫ ∞
0
e−
√
C2(t−ε)x1/ndx =
∫ ∞
0
e−
√
C2(t−ε)l dx
dl
dl
= n
∫ ∞
0
ln−1 e−
√
C2(t−ε)l dl
=
{
n!
(
√
C2)n(t−ε)n (t > ε)
∞ (t ≤ ε)
Hence if t > ε, we have
fα(t) ≤ C5(α, ε) + n!(1 + λ˜α
m
)2m
(
√
C2)n(t− ε)n
etλ˜α
m/2
.
for each α, and ε > 0. Since C2 = C
− 2m
n
1 (see Corollary 1.2), we have (42), as claimed.
(ii) To show that fα(t) is smooth on (0,∞), it suffices to prove that fα(t) is smooth on
[a, b] for each 0 < a < b <∞. First we put
gα,k(t) = e
−tλA,α,k nα(WλA,α,k)
so that fα(t) =
∑
k gα,k(t) and denote by
g
(l)
α,k(t) = (−λA,α,k)le−tλA,α,k nα(WλA,α,k)
its l-th derivative with respect to parameter t for each l ∈ N. Then we have
∞∑
k=1
sup
a≤t≤b
|g(l)α,k(t)| =
∞∑
k=1
|g(l)α,k(a)| =
∞∑
k=1
(λA,α,k)
l e−aλA,α,k nα(WλA,α,k) (45)
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By (43), we have
∞∑
k=1
(λA,α,k)
l e−aλA,α,k nα(WλA,α,k) ≤ C3
∞∑
k=1
(λA,α,k)
le−aλA,α,k(λA,α,k
2 + λ˜α
m
)
2m
n
≤ C3
∞∑
k=1
(λA,α,k)
le−aλA,α,k(1 + λA,α,k
2 + λ˜α
m
)
2m
n
≤ C3
∞∑
k=1
(λA,α,k)
le−aλA,α,k(1 + λA,α,k
2 + λ˜α
m
)2m
≤ C ′(α)
∞∑
k=1
e−aλA,α,k (λA,α,k)
4m+l. (46)
In view of the proof of Theorem 4.5 (i), the series (46) converges. Hence the series∑
k
g
(l)
α,k(t)
converges uniformly on [a, b] for each 0 < a < b < ∞ and l ∈ N. Thus fα(t) is smooth on
(0,∞). 
References
[1] M. F. Atiyah, I. M. Singer, The Index of Elliptic Operators: I, The Annals of Mathematics, Second
Series, Vol. 87, No. 3 (1968), 484 - 530.
[2] M. F. Atiyah, Elliptic Operators and Compact Groups, Lecture Notes in Math., vol. 401, Springer-Verlag,
Berlin-Heidelberg-New York (1974).
[3] J. Bru¨ning, E. Heintze, Representations of Compact Lie Groups and Elliptic Operators, Invent. Math.,
50, No. 2, (1979), 169 - 203.
[4] J. Bru¨ning, E. Heintze, The Asymptotic Expansion of Minakshisundaram-Pleijel in the Equivariant Case,
Duke Mathematical Journal, Vol. 51, No. 4 (1984), 959 - 980.
[5] T. Kobayashi, T. Oshima, Lie Groups and Representation Theory [in Japanese], Iwanami Shoten Pub-
lishers, (2005).
[6] J. Roe, Elliptic Operators, Topology and Asymptotic Methods, second edition, Chapman Hall/CRC
Research, (1998).
[7] M. A. Shubin, Spectral Properties and the Spectrum Distribution Function of a Transversally Elliptic
Operator, Plenum Publishing Corporation, (1986), 406 - 422.
[8] F. W. Warner, Foundations of Differentiable Manifolds and Lie Groups, Graduate Texts in Mathematics
94, Springer-Verlag New York, (1971).
(M. Morimoto) Department of Mathematics, Faculty of Science, Osaka City University
E-mail address: d17sa001@uv.osaka-cu.ac.jp
