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Abstract. Optical tweezers manipulate microscopic particles using foci of light
beams. Their performance is therefore limited by diffraction. Using computer
simulations of a model system, we investigate the application of superresolution
holography for two-dimensional (2D) light shaping in optical tweezers, which
can beat the diffraction limit. We use the direct-search and Gerchberg algorithms
to shape the center of a light beam into one or two bright spots; we do
not constrain the remainder of the beam. We demonstrate that superresolution
algorithms can significantly improve the normalized stiffness of an optical trap
and the minimum separation at which neighboring traps can be resolved. We
also test if such algorithms can be used interactively, as is desirable in optical
tweezers.
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1. Introduction
Superresolution—shaping a signal to have features with a (spatial or temporal) frequency that
is higher than what would be expected to be possible according to the frequency spectrum—
works by leaving one part of the signal unconstrained, which in turn allows the other part to be
controlled more tightly. Berry [1] illustrates that part of a frequency-bandwidth-limited signal
can be shaped arbitrarily by explaining how to construct a signal whose bandwidth is a mere
1 Hz but that nevertheless reproduces Beethoven’s ninth symphony exactly. Locally, the signal
contains frequency components not contained in the signal as a whole. These new frequency
components are called superoscillations.
In optics, superoscillations appear close to a beam focus [2], in a speckle pattern [3] and at
the core of an optical vortex [4]. It is possible to engineer superoscillations; computer algorithms
that calculate hologram patterns that shape light beyond the diffraction limit have been known
for several decades (e.g. [5, 6]); new algorithms are still being developed (e.g. [7]–[9]).
Quantum-mechanical wave functions have been specifically constructed to have pronounced
superoscillations [10].
An obvious area of application for superoscillations is microscopy. Much work has gone
into minimizing the (bright or dark) spot size of a light beam for use in microscopy [11],
two-photon polymerization [12], and for the manipulation of molecules [13], for example by
manipulating the distribution of polarization near the focus. The three-dimensional (3D) shape
of the focus of a light beam is also important in optical tweezers, which trap and manipulate
microscopic particles at the focus [14]. Manipulation of the polarization near the focus could
also be applied to optical tweezers, but to the best of our knowledge this has never been done
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3and we do not investigate it here. One particular type of superresolution that recently has been
applied to optical tweezers [15] uses the fact that materials with a negative refractive index can
in principle perform perfect imaging, including even an amplification of evanescent waves [16].
This is not related to superresolution holography and is also not investigated here.
Superresolution holography has been suggested as potentially useful when applied to
optical tweezers [17]–[19], but an application to optical tweezers has never been investigated
in any detail. In this paper, we investigate whether superresolution holography could be useful
in optical tweezers. We use a model system with a relatively small number of SLM pixels, and
restrict ourselves to superresolution light shaping in one plane. Within this plane, we shape
the beam only in an ‘area of interest’, which can then be shaped to smaller detail than the
diffraction limit would suggest. We characterize 2D light distributions that can be achieved by
two different superresolution algorithms in terms of quantities important for optical tweezers,
namely minimum distance between two neighboring traps (‘trap resolution’) and trap stiffness.
We use spatial-frequency constraints typical for holographic optical tweezers [20], and our
implementations of the superresolution algorithms reflect the importance of the power in an
optical trap by controlling the fraction of the overall power being shaped. We also investigate
whether such algorithms are suitable for interactive use on a computer with modest computing
power.
The paper is organized as follows. In section 2, we briefly review optical tweezers and
the quantities of interest in optical micro-manipulation. With an application to optical tweezers
in mind, section 3 outlines the ideas behind superresolution holography. The superresolution
algorithms we have implemented, tailored to optical tweezers, are outlined in section 4.
Section 5 describes the relationship between the fraction of power being shaped—the parameter
we use to characterize the level of superresolution—and the trap depth. Section 6 describes
benchmark values for trap resolution and relative stiffness. Sections 7 and 8, respectively,
describe the improvements in relative trap stiffness and resolution we achieved with our
algorithms. Section 9 investigates 3D superresolution. Section 10 tests the generality of the
results gained from our model system. Section 11 discusses the suitability of superresolution
algorithms for interactive use, before we conclude and discuss possible future work in
section 12.
2. Optical tweezers
Optical tweezers [21, 22] use a tightly focused laser beam to trap microscopic dielectric objects,
for example blood cells, at the laser beam’s focus. Over the last few years, the use of computer-
controlled phase holograms in the form of spatial light modulators (SLMs) has revolutionized
the field: SLMs can do everything holograms can do, that is they can split up a light beam
into multiple foci at arbitrary 3D positions and control the properties (such as brightness and
shape) of each individual focus (i.e. trap). Most importantly, they can do all of this under real-
time computer control at interactive speeds [20]. Figure 1 shows a simplified layout of typical
holographic optical tweezers.
Some of the quantities important in optical tweezers are trap depth, stiffness and trap
resolution. In the case of complete darkness surrounding the trap (i.e. the focus), trap depth is
simply proportional to the intensity at the focus. We measure here the inverse of trap resolution,
namely the minimum separation between two side-by-side traps such that the traps are still
resolvable according to the Rayleigh criterion [23].
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Figure 1. Layout of typical holographic optical tweezers. The beam from a laser
is expanded before it hits a SLM. For simplicity, the SLM is drawn here as
working in transmission, although most SLMs used in optical tweezers work in
reflection. The first lens behind the SLM acts like a Fourier lens (focal length
f ): it Fourier-transforms the field in the SLM plane, which is placed in the
Fourier lens’s front focal plane, into its back focal plane—the Fourier plane. The
remaining optics (lens(es) and a microscope objective) image the Fourier plane
into the trapping plane.
Trap stiffness [24] requires a slightly longer discussion. A high stiffness, that is the ability
to hold objects as still as possible, is important for precision measurements. It describes the
‘spring constant’ of the trap—the variation in the restoring force with distance from the trap
center. In the limit of infinitely small particles, the trap stiffness is simply the 2nd derivative of
intensity at the peak. The stiffness of a trap scales with intensity, and it depends on the shape
of the peak: a narrow peak has a higher stiffness than a wide peak of the same peak intensity.
We find (see section 8) that our superresolution-holography algorithms reduce a trap’s peak
intensity more than they decrease its width, so they can only reduce the stiffness of a trap from
that achieved using non-superresolution holography. If, however, the absolute stiffness is less
important than the shape of the trap, for example when a trap must be stiff without being too
bright, superresolution holography can help. We characterise a trap’s shape in terms of the ratio
of the trap’s stiffness and peak intensity, which we call its relative stiffness.
In the following, we investigate the trade-off between trap depth on the one hand and
trap resolution and relative stiffness on the other hand. This complements earlier work on
the precision with which optical traps can be steered holographically [25]. Such work is
becoming increasingly important as optical tweezers are inching towards sub-micron, i.e. nano,
manipulation.
3. Superresolution for optical tweezers
We approach superresolution in optical tweezers by first considering a familiar trade-off
between power and trap resolution. The laser used in optical tweezers (figure 1) usually outputs
a Gaussian beam; the size, w, of this Gaussian as it illuminates the SLM (of side length s—
see figure 2) is important. One common way is to illuminate the SLM with a fairly narrow
beam. The advantage of this is that essentially all the power in the beam hits the SLM. The
disadvantage is that very little power passes through the edges of the SLM, which correspond to
high spatial frequencies in the Fourier plane. Another way to illuminate the SLM is with a fairly
wide beam. The advantage of that technique is that the edges of the SLM are fully utilized; the
disadvantage is that a large fraction of the power is lost as it never hits the SLM. Full use of
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Figure 2. Geometry and illumination of a SLM by a Gaussian beam and of the
area of interest in the Fourier plane. As the Gaussian beam hits the SLM it is of
width w. Within the Fourier plane, we are interested here only in the field in a
circular area A. The power in the beam that does not hit the SLM is lost, as is the
power of the beam outside the area of interest. Our simulations are for a square
SLM of side length s; the diameter of A is a. In the Fourier plane, the grid of data
points represents a square of side length L. We use the Cartesian coordinates
(ξ, ψ) in the SLM plane, and (x, y, z) in and around the Fourier plane.
high-spatial frequencies means better shaping and therefore greater stiffness and trap resolution,
so wasting more light (by having a larger Gaussian) means better shaping of the light that is not
wasted.
There is a similar trade-off in the trapping plane (see figure 2): losing more light by having
a larger fraction of the light outside an ‘area of interest’, A, means better shaping of the light in
A. Here, we ask what trap separations (section 7) and relative stiffnesses (stiffness divided by
trap intensity; section 8) can be achieved as a function of the fraction p of power in the beam
behind the SLM that passes through the area of interest, A.
It is perhaps worth at this point discussing a few possible choices for the area of interest,
A. It can be chosen arbitrarily, depending on application and algorithm, but perhaps the most
straightforward choice is to restrict trapping to a finite area and set A to this area plus a small
margin around it. As explained in the following section, this is essentially what we chose to do
in our model system, where a small disc-shaped area (see figure 4) covers all trap positions
we require for the demonstrations in this paper. Another interesting choice for the area of
interest is the sum of discs, one around each trap position. These discs could be chosen to be
only just big enough to prevent trapped particles from interacting with the light surrounding A.
Alternatively, the discs could be chosen to be so big that—for a defined limited trapping area—
the disc around each trap also includes all other trap positions. As discussed in section 11, a
pre-calculated hologram for a single superresolved trap could then be combined with standard
tweezers algorithms to create arrangements of superresolved traps.
We also briefly investigate the effect of the size of the illumination beam in the SLM plane
by running our relative-stiffness simulations with two illuminations: a narrow Gaussian with a
waist size w = 0.4s (where s is the side length of the SLM—see figure 2) and a wide Gaussian
New Journal of Physics 10 (2008) 023015 (http://www.njp.org/)
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of the intensity in the center). The former is chosen such that most of the power in the Gaussian
beam—≈98%—hits the SLM, at the expense of not much light hitting the corners of the SLM;
the latter is chosen to illuminate the entire SLM, at the expense of only a small fraction of the
power—≈3.4%—hitting the SLM.
4. Algorithms
We have implemented two tweezers-specific superresolution algorithms: a variation of the
direct-search (DS) algorithm [26] with superresolution, and the Gerchberg algorithm [5]. The
former finds better holograms, the latter is faster.
Both algorithms are iterative and find a phase distribution, φS(ξi , ψ j), in the SLM plane,
S; this phase distribution is the phase-hologram pattern that can then be displayed on the SLM.
Under illumination with a given intensity distribution IS(ξi , ψ j) (and plane phase), this produces
an intensity distribution in the Fourier plane, F , that approximates a target intensity distribution
IF(xk, yl) in the area of interest, A. Both algorithms control the ‘superresolution strength’ with
the parameter P, which specifies the target fraction of the beam power in A. (Note that P does
not measure superresolution, but controls it. How much superresolution the algorithms achieve
is measured later, in sections 7 and 8.)
Our implementations of both algorithms are written in LabVIEW [27]. They represent
transverse beam cross-sections on a grid of 64× 64 complex numbers. In the SLM plane, the
central 15× 15 numbers represent the SLM pixels. The remaining elements in the 64× 64 array
representing the SLM plane are all zero; this zero-padding in the SLM plane increases the model
resolution in its Fourier plane—the trapping plane—by a factor 64/15= 4.3. This, in turn,
means that we can resolve features in the trapping plane that are up to 4.3 times smaller than
the structure that corresponds to the plane waves with the largest transverse-spatial-frequency
difference beating together, which is the 4-corner-pixel benchmark derived in section 6. In the
trapping plane the area of interest, A, is a circular area of diameter 16 elements.
The number of SLM pixels in our model system is very small: whereas a typical SLM
has of the order of 1000× 1000 pixels, it is represented here by 15× 15 pixels. On the other
hand, the number of pixels is larger than the number of electrodes of many deformable mirrors;
in [28], for example, the number of electrodes is 37. We chose the pixel number to be small
compared to typical SLM-pixel-numbers for convenience, namely to speed up our calculations.
More specifically, we perform our simulations for a model system with a pixel number that is big
enough to allow nontrivial intensity shaping (two bright spots), but small enough to calculate
the number of holograms required to calculate the results within a few days. We believe that
the improvement factors we achieve in our model system are indicative of those that could be
achieved in holographic optical tweezers (see section 10).
Our model can be translated into physical dimensions as follows. Because of the properties
of the fast Fourier transform, which we use to transform between the planes, the wavelength
λ of the light, the focal length f of the Fourier lens, the side length L of the square area in
the Fourier plane represented by the 64× 64 grid of complex numbers, and the center-to-center
separation between neighboring elements in the SLM plane, 1, which is also the SLM’s pixel
pitch, are related through the equation
λ/L = sin(tan−1(1/ f )) , (1)
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1L ≈ λ f, (2)
for 1 f . For example, for an SLM with a pixel pitch of 1= 10µm, a wavelength
λ= 633 nm, and a represented square of side length L = 1 mm, this corresponds to a Fourier
lens of focal length f ≈16 mm.
4.1. DS algorithm
The DS algorithm [26] repeatedly makes a random change to a hologram pattern, evaluates
whether or not it represents an improvement, and accordingly keeps or discards it. In our
implementation of the DS algorithm, the hologram pattern—the SLM pixels—consists of the
15× 15 elements representing the SLM; the random change to the hologram pattern consists
of randomizing the phase of a randomly chosen pixel; and the evaluation of the hologram
comprises calculating the corresponding field in the Fourier plane and evaluating the similarity
of the intensity distribution in the area of interest to the target intensity distribution. The details
of the (n + 1)th iteration of the algorithm are given below.
The phase distribution in the SLM plane returned by the previous (nth) iteration is
φ
(n)
S (ξi , ψ j), where ξi and ψ j (i, j = 1, . . . , 15) are the coordinates of the SLM pixels. (If n = 0,
i.e. this is the first iteration, we arbitrarily set φ(0)S (ξi , ψ j)= ϕi, j , where ϕi, j is the azimuthal
angle associated with coordinate (ξi , ψ j).) The algorithm picks a random SLM pixel and sets
its phase to a random value between 0 and 2pi , resulting in the altered phase distribution
φ
(n)
S,test(ξi , ψ j). This altered phase distribution is then combined with the illumination intensity
distribution across the SLM, IS(ξi , ψ j), to give the complex field there, namely u(n)S (ξi , ψ j)=
(IS(ξi , ψ j))1/2exp(iφ(n)S,test(ξi , ψ j)).
This field is then zero-padded to 64× 64 complex numbers to represent a larger area in the
SLM plane, and fast-Fourier-transformed to give the corresponding field in the Fourier plane,
u
(n)
F (xk, yl), where xk and yl (k, l = 1, . . . , 64) are the coordinates of the points represented in
the Fourier plane. The algorithm then calculates an ‘error’ that is associated with this field.
As we are only interested in the intensity distribution corresponding to u(n)F , I
(n)
F (xk, yl)=
|u(n)F (xk, yl)|2, we define the error as the squares of the differences between I (n)F (xk, yl) and
the target intensity distribution, I tF(xk, yl), summed over all elements in the area of interest, A:
(n)test =
∑
(xk ,yl )∈A
(
I (n)F (xk, yl)− I tF(xk, yl)
)2
. (3)
Note that the target intensity distribution in A is scaled such that a fraction P of the power of the
beam is in A, i.e.∑
(xk ,yl )∈A
I tF(xk, yl)= P
∑
(xk ,yl )
IF(xk, yl). (4)
Setting the parameter P to 1 turns the algorithm into a standard, no superresolution, algorithm;
the closer P is set to zero, the stronger the superresolution effect the algorithm produces. If the
intensity in A takes on exactly the target shape, and if the power in A is P times the total power
in the beam, then (n)test = 0. The more different I (n)F is from I tF , the greater the value of (n)test.
If an iteration reduces the error, i.e. if (n+1)test < (n), the altered phase distribution and
resulting error are kept, otherwise they are discarded.
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minimum. We stop the algorithm after the error has remained constant for approximately 1000
iterations. This could easily be automated, but in our case, the operator determines when this
point is reached by observing our program’s error output.
4.2. Gerchberg algorithm
In the hope that it would enable interactive use, we have also implemented the Gerchberg
algorithm [5], a variation of the well-known Gerchberg–Saxton algorithm [29], for use in optical
tweezers. In this section, we briefly outline the Gerchberg–Saxton algorithm, describe how it
is modified to become the Gerchberg algorithm, and then describe our implementation of the
Gerchberg algorithm.
The Gerchberg–Saxton algorithm can be outlined as follows. Like before, the field is
of interest in two planes, in our case the SLM plane and its Fourier plane. The intensity
distributions in both planes are given: in the case of the SLM plane the intensity distribution
is that of the illuminating laser beam, in the case of the Fourier plane it is the target intensity
distribution. The Gerchberg–Saxton algorithm starts off with an arbitrary field in plane 1,
replaces the intensity distribution with the one given for that plane (while not altering the phase
distribution), calculates from this plane-1 field the corresponding field in plane 2, replaces the
intensity distribution there with the appropriate given one, calculates from this altered plane-2
field the corresponding plane-1 field, replaces the intensity distribution with the given one again,
etc. It can be shown [30] that the intensity distribution in the Fourier plane before replacement
converges towards an approximation of the target intensity distribution. The phase distribution
in the SLM plane therefore converges towards a useful phase-hologram pattern.
The Gerchberg algorithm is very similar to the Gerchberg–Saxton algorithm. The only
difference is that each iteration does not replace the intensity distribution across the whole of
plane 2, but only in a part of it, in our case the area of interest.
The details of our implementation of the Gerchberg algorithm are as follows. Like the
DS algorithm, the Gerchberg algorithm starts with the phase distribution in the SLM plane
calculated by the previous iteration (or, in the case of the 1st iteration, with an arbitrary phase
distribution); for the (n + 1)th iteration, which we discuss here, the initial phase distribution
is φ(n)S (ξi , ψ j). The algorithm combines this phase distribution with the intensity distribution
in the same plane, IS(ξi , ψ j), to calculate the complex field there, namely u(n)S (ξi , ψ j)=
(IS(ξi , ψ j))1/2exp(iφ(n)S (ξi , ψ j)). This field is then discrete-Fourier-transformed to give the
corresponding field in the Fourier plane. The algorithm retains the phase of the field in the whole
plane, and the intensity outside the area A. For the intensity distribution in A it substitutes the
target intensity distribution, IF(xk, yl), to construct a new Fourier-plane field u(n+1)F (xk, yl). In
our tweezers-specific implementation of the Gerchberg algorithm, we scale the target intensity
distribution in A such that it contains a given fraction P of the power in the entire plane F .
The resulting field plane F is then inverse-Fourier-transformed to get the corresponding field in
plane S, of which only the phase, φ(n+1)S (ξk, ψl), is retained. The process of replacement of the
intensity distribution with that of the illumination laser, Fourier transform, replacement of the
intensity distribution in the area of interest with the target one, and inverse Fourier transform
is repeated until the process converges. Our program tests for convergence by comparing the
separation between traps or relative stiffness for the latest iteration and 10 000 iterations ago; if
the values are the same to within 0.01%, the program considers the algorithm to have converged.
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Figure 3. Relationship between trap intensity and power fraction in the area of
interest. The graphs show the trap intensity, I , normalized with respect to Imax,
the highest intensity we found for any value of p, as a function of p; (a) shows
a linear–linear plot, (b) a log–log plot (base 10), which is very sensitive to small
deviations from linearity for smaller values. The solid squares represent data
points calculated using the DS algorithm, the empty squares with the Gerchberg
algorithm; the smaller squares used narrow-Gaussian (w = 0.4s) illumination,
the larger squares (gray in the case of filled-in squares) used wide-Gaussian
(w = 4s) illumination. (No narrow-Gaussian-illumination Gerchberg-algorithm
data were calculated.)
If N is the number of iterations after which this is the case, φ(N )S (ξ, ψ) is the phase-hologram
pattern found by the algorithm.
5. Trap depth and power fraction in area of interest
As described in sections 3 and 4, we deliberately do not attempt to shape the beam in part of the
Fourier plane, thereby gaining trap resolution in the area in which we do shape the beam—the
area of interest. Once the area of interest has been selected, we control the fraction of the power
in the beam to lie within the area of interest by setting the target fraction of the beam power in
the area of interest, P. Note that in the target-plane intensity distributions IF(xk, yl) produced
by our algorithms, the fraction p of power that lies in the area of interest, A, where
p =
∑
(xk ,yl )∈A IF(xk, yl)∑
xk ,yl IF(xk, yl)
(5)
can be significantly different from the target power fraction, P. We use this actual power fraction
in A as a measure of ‘inverse superresolution strength’.
The aim of this section is to demonstrate that, at least in all the examples we studied,
the fraction of power in the area of interest, p, is roughly proportional to the intensity of the
shaped peaks, and therefore approximately to the depth of the corresponding traps. (The latter
approximation is exact for the case of peaks surrounded by complete darkness.)
Figure 3 shows the relationship between p and peak intensity for the DS and Gerchberg
algorithms shaping the beam in the area of interest into a single peak, and using both narrow-
and wide-Gaussian illumination. The figure demonstrates that this relationship is approximately
linear in all cases we studied. We therefore believe that the values for the fraction of the power
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Table 1. Benchmark values for relative stiffness, Sxy , and closest peak-to-peak
separation, d, that can be achieved with standard holography. The fraction of the
power in the area of interest, p, is also shown.
Illumination intensity Sxy (elements−2) d (elements) p
Narrow Gaussian 0.24 – 0.99
Wide Gaussian 0.33 – 0.91
Uniform 0.33 – 0.90
4 corner pixels 0.80 4.6 0.048
in the area of interest, p, in all the graphs in this paper can also be interpreted as approximate
relative peak intensity and consequently trap depth.
6. Benchmark values for trap resolution and relative stiffness
In this section, we calculate values for peak-to-peak separation and relative stiffness that
can be achieved without running superresolution algorithms. These values will later serve as
benchmarks for assessing the performance of our superresolution algorithms.
Perhaps the simplest benchmarks for the relative stiffness are the values that result from
uniform phase across the SLM, as this is how a trap at the focus would be created in standard,
non-superresolution and holography algorithms. The first three rows of table 1 show the values
of the relative stiffness, Sxy , resulting from uniform phase across the SLM for illumination with
a narrow Gaussian (widthw = 0.4s, where s is the side length of the SLM—see figure 2), a wide
Gaussian (w = 4s), and uniform intensity. It can be seen that the wide-Gaussian illumination,
which, together with the narrow-Gaussian illumination, we will use as standard illumination
throughout this paper, is very similar to uniform-intensity illumination.
The previous benchmarks were all for relative stiffness, as they correspond to light
distributions consisting essentially of one peak. The simplest way to create multiple peaks in 1D
is to beat two spatial frequencies together; to achieve the closest spacing of the peaks, the spatial
frequencies should be as far apart as possible. We do just this in both the x- and y-directions:
by illuminating the SLM’s four corner pixels (equal brightness) and leaving all other elements
dark we create in the SLM’s Fourier plane a rectangular 2D array of peaks. A quick calculation
reveals that, as neighboring corner pixels are separated by 14 elements in the x- or y-direction
(the side length of the SLM in our model system is 15 elements), the corresponding number of
peaks across the 64× 64 elements of the discrete Fourier transform (DFT) is 14, so the peak-
to-peak separation is (64/14)= 4.6 elements. Reassuringly, this is also the value found by our
algorithm, shown in the fourth row of table 1, which also shows the relative stiffness of the
peaks in this pattern to be very high.
It is worth noting two points about the corner-pixel illumination benchmark. Firstly, corner-
pixel illumination can be seen as some form of superresolution shaping of one or two peaks as
it does not actually create just the desired one or two peaks, but a whole array. This array
spreads outside the area of interest, so the corresponding value of p is very low compared to
the other benchmarks (right-hand column in table 1). Secondly, in order to compare like with
like when measuring our superresolution algorithms against this benchmark, it should be taken
New Journal of Physics 10 (2008) 023015 (http://www.njp.org/)
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Figure 4. Example of superresolution. (a) Target intensity distribution in the area
of interest, A; (b) gray-scale representation (0= black, 2pi = white) of the phase
hologram returned by the DS algorithm; (c) corresponding intensity distribution
in the Fourier plane; (d) cross-section along the x-axis with fitted parabolas. The
area of interest, A, is indicated by a red circle in (a) and (c). The intensity in (c)
is saturated to make the peaks in A visible. This example was calculated using
the DS algorithm for an illuminating-Gaussian-width of w = 4s, a target power
fraction in A of P = 0.001, and a spacing of the bright elements in the target
intensity distribution of D = 4 elements. The resulting actual fraction of the
power in A was p ≈0.0026, the actual peak separation was d = 4.722 elements.
into account that the power in the four corner pixels forms only a fraction of the power in our
standard illuminations: if it was created from the narrow-Gaussian illumination (for example
by putting a phase gradient across all other pixels such that the light gets focused to a point
outside the area of interest, which would be a pattern that could be found by our superresolution
algorithms), only a fraction pc,1 = 0.000 54 of the illumination light hits the four corner pixels; if
it was created from the wide-Gaussian illumination, the fraction of the power in the four corner
pixels is pc,2 = 0.017. The fraction of the power that hits the four corner pixels and also gets
diffracted into the area of interest is therefore the product of the corresponding value of pc and
the value of p = 0.048 from table 1, which gives p = 0.000 026 (log10(p)=−4.6) for narrow-
Gaussian illumination and p = 0.000 82 (log10(p)=−3.1) for wide-Gaussian illumination.
7. Trap resolution
One limitation of optical tweezers, which is becoming increasingly important as micro-
manipulation movestowards smaller scales, is their trap resolution: how close to each other can
optical traps be positioned? We consider here the simplest case of two optical traps separated in
the x-direction.
The simplest light distribution for achieving this consists of two bright foci at the target
trapping positions, surrounded by complete darkness. Our target intensity distribution in the
area of interest consists therefore of two bright elements (of equal brightness), separated by a
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distance D, and surrounded by darkness. Figure 4(a) shows an example of such a target intensity
distribution.
Figures 4(b) and (c), respectively, show the hologram found by the DS algorithm for the
above example and the corresponding intensity distribution in the Fourier plane, calculated for
a specific target fraction of the power in the area of interest of P = 0.001 and illumination of
the SLM with a Gaussian of width w = 4s.
In order to establish the actual separation between the traps in the resulting intensity
distribution—and whether or not they are actually resolvable—we evaluate this intensity
distribution numerically. As discussed in section 4, zero-padding in the SLM plane by a factor
of 64/15≈4.3 has already increased the resolution with which the field in the trapping plane
is represented by a factor of 4.3 beyond that required to detect the 4-corner-pixel benchmark
value (section 6), and also well beyond any structure size we detect later in this section. We fit
parabolas to the center trough and the peaks on either side of the trough by fitting a quadratic
function to the three data points closest to the trough or peak (figure 4(d)); the horizontal and
vertical positions of the vertices of these parabolas allow us to establish with greater precision
and accuracy the peak separation, d, and the intensities at the bottom of the trough, Itrough, and
at the top of the smaller of the peaks, Ipeak,min. We use the peak and trough positions to establish
whether or not the two traps are resolvable according to the Rayleigh criterion, that is whether
or not they satisfy the equation [23]
Itrough 6
8
pi 2
Ipeak,min ≈ 0.81Ipeak,min, (6)
as the intensity cross-section in figure 4(d) clearly does. We also calculate p, the actual fraction
of power in the area of interest, A, using equation (5); for the intensity distribution shown in
figure 4(c), this fraction is p ≈0.26%.
Figure 5 shows the separations d between resolvable traps calculated by the DS algorithm,
plotted as a function of the logarithm of the actual power in the area of interest, p. Note that the
graph contains a relatively small number of data points due to our choice of plotting only those
data points (out of many more we calculate) that correspond to a ratio of Itrough/Ipeak,min between
0.8 and 8/pi2 ≈0.811.
The trap separations in figure 5 are plotted as a fraction of the separation achieved by
switching off superresolution, that is by running the algorithm with a target fraction of beam
power in the area of interest of P = 1; this separation is dmax = 4.0 pixels. Note that this value
is already well below the four-corner-pixel benchmark value of 4.6 pixels (section 6). The other
data points are even lower: the minimum separation we achieved—d = 3.0 pixels for a power
ratio p = 0.036—is about 65% of the four-corner-pixel benchmark value. Note however that
this is not comparing like with like: the trough intensity separating the peaks in the four-corner-
pixel benchmark drops to zero, while the superresolved intensity distributions corresponding to
the data points shown in figure 5 are selected such that the trough intensity only drops to≈81%.
For this reason, we do not plot the separations as a fraction of the four-corner-pixel benchmark
value, but as a fraction of the separation achieved without superresolution, dmax. Our minimum
separation of d = 3.0 pixels is 75% of dmax, which is a significantly reduced peak separation.
The straight line fitted to the data points in figure 5 gives a rough idea of the cost at which a
reduction of the peak separation comes: it has a slope of≈0.18, which means that a reduction of
the power in A from 100 to 10%—i.e., directing 90% of the power out of the area of interest—
reduces the separation between resolvable traps by merely ≈18% of the original separation.
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Figure 5. Resolvable peak separation as a function of the logarithm (base 10) of
the actual fraction of the power ratio in the area of interest, p. The data points
shown here represent light distributions only just resolvable according to the
Rayleigh criterion: the ratio of the trough intensity to the intensity of the darker
peak is between 0.8 and 8/pi2. The resolvable peak separation is shown relative
to that closest to p = 1, dmax = 4.0 pixels, and is therefore an indication for
the factor by which the separation between two traps can be reduced through
superresolution. The leftmost data point corresponds to a separation d = 3.0
pixels and a power ratio p = 0.036. The dashed line is a linear fit to the DS
data. The data are calculated for illumination of the SLM with a wide (w = 4s)
Gaussian.
8. Relative trap stiffness
In this section, we investigate the increase in the relative trap stiffness by using our
superresolution algorithms. We chose a target intensity distribution consisting of one bright
element surrounded by elements of zero brightness. (As an alternative, in the DS algorithm we
could have chosen to optimize the relative trap stiffness directly.)
In order to evaluate the relative stiffness corresponding to a peak in the Fourier plane, we fit
parabolas to the x and y intensity cross-sections through the peak. The stiffnesses in the x- and
y-directions, sx and sy , are proportional to the second derivative at the vertex of the parabolas
fitted to the x and y intensity cross-sections, respectively. We define the relative trap stiffnesses,
Sx and Sy , as the corresponding stiffness divided by the intensity at the vertex. In the intensity
distributions generated by our algorithms, these two stiffnesses are generally very similar, which
is why we study only their average, Sxy = (Sx + Sy)/2.
Figure 6 shows plots of Sxy as a function of p, the fraction of the beam power in A, for
both algorithms and two illuminations. This clearly shows that superresolution holography can
significantly increase the relative transverse stiffness of an optical trap. The increase is greatest
in the DS algorithm for illumination of the SLM with a small Gaussian; sacrificing 90% of
power in A (i.e. log10(p)=−1), for example, improves Sxy by a factor ≈1.7 compared to the
value achieved with the DS algorithm run with p = 1 (no superresolution), and by a factor≈1.9
compared to the uniform-phase benchmark value.
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Figure 6. Relative transverse stiffness, Sxy , as a function of the actual fraction
of the power in the area of interest, p. Sxy is plotted for illumination of the
SLM with a wide (w = 4s) Gaussian (a) and a narrow (w = 0.4s) Gaussian
(b). In each case, it was calculated using two superresolution algorithms, the
DS algorithm (solid squares) and Gerchberg algorithm (empty squares). Insets
indicate examples of the resulting peak shape by plotting a normalized intensity
cross-section through the peak; the intensity range between 0 and the peak
intensity is shown. (c) Shows the ratio of Sxy corresponding to different fractions
of the power in A to the value achieved for uniform-phase illumination. Again,
this is an indication for the ratio by which the relative stiffness can be increased
using superresolution. As always, large squares indicate wide-Gaussian (w = 4s)
illumination, small squares indicate narrow-Gaussian (w = 0.4s) illumination.
9. z-trapping properties
We have so far been concerned with shaping the light in one transverse plane (z = 0) only.
The result was one or more small foci in a disc of darkness, which in turn is surrounded by
brightness. Here we discuss briefly the trapping properties of such light fields in the direction
perpendicular to the trapping plane, z.
When moving out of the z = 0 plane, the small foci will diffract very quickly, which
suggests that the z-trapping properties of such fields are very good. On the other hand, the
brightness surrounding the central dark disc might diffract into the center very quickly, spoiling
New Journal of Physics 10 (2008) 023015 (http://www.njp.org/)
15
A
x
y
z
y
x
y
z
y
a b
c d
Figure 7. Intensity cross-sections in the xy- (left; i.e. (a) and (c)) and yz-
planes (right; (b) and (d)) of a focus created without (top; (a) and (b))
and with (bottom; (c) and (d)) superresolution. xy cross-sections represent
1 mm× 1 mm area, yz cross-sections show an area of 1 mm× 10 mm area
(compressed in the z-direction). The non-superresolution beam is the flat-phase
benchmark beam (section 6). The superresolved beam was calculated with the
DS algorithm with p = 0.029 (the target power fraction was P = 0.01). Both
were calculated for narrow-Gaussian (w = 0.4s) illumination. Propagation of
both beams was calculated for λ= 633 nm and L = 1mm. The normalized
stiffnesses corresponding to the four frames are Sxy = 0.24 (a); Sxy = 0.52 (c),
a 2.2-fold increase with respect to (a); Sz = 0.000 048 (b); and Sz = 0.000 69 (d),
a 14-fold increase compared to (b).
the z-trapping properties. It is not obvious which of the two mechanisms dominates, and
therefore what the z-trapping properties of our shaped light fields are.
We restrict ourselves here to demonstrating that it is possible to create situations in which
the former mechanism dominates, corresponding to good z-trapping properties. This is also
backed up by a recent investigation into the lifetime of superoscillations in quantum-mechanical
wave functions [31]. We calculate the z-dependence of a specific light field. The light field we
chose to investigate was the single peak calculated with the DS algorithm for illumination with
a narrow-Gaussian-beam (w = 0.4s) and a power ratio in the area of interest of p = 0.029.
To calculate the z evolution of the field we had to make a choice of λ and L; we chose
λ= 633 nm and L = 1 mm. Figure 7 shows the resulting intensity both in the xy (transverse)
plane (figure 7(c)) and in the yz (longitudinal) plane (figure 7(d)). It can clearly be seen that the
central intensity peak is surrounded by darkness not just in the xy-plane, but also in the yz-plane.
Figure 7 also shows the corresponding intensity cross-sections of the narrow-Gaussian,
flat-phase, benchmark beam (figures 7(a) and (b)). Comparison confirms that the focus of the
superresolved beam is narrower in the xy-plane, and that it is significantly narrower in the
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Figure 8. Modifications to the model system to test for dependence on model
resolution and number of SLM pixels. The figure shows the relative size
of the representation of the SLM plane (black square; left column) and the
trapping plane (white square; right column) in the array of complex numbers
that represents the light beam’s complex field in three cases: (a) standard case;
(b) double model resolution in SLM plane; and (c) double model resolution in
trapping plane. In the model, the fields in the SLM plane and the trapping plane
are related through a DFT. The red square in the center of the represented SLM-
plane area indicates the SLM; the red circle in the center of the trapping-plane
area indicates the area of interest. The dimensions of the 2D array representing
the entire area is written in black (64× 64 in (a); 128× 128 in (b) and (c)), the
size of the part of the array representing the SLM and area of interest, A, is
written in red.
yz-plane. This is reflected in the 2.2-fold and dramatic 14-fold increases in the relative trap
stiffnesses in the transverse (xy) and longitudinal (z) directions, respectively.
10. Are results from the model system indicative of the performance of systems
with more SLM pixels?
As described in section 4, our model system uses a very small number of SLM pixels. To test
the sensitivity of our results to the number of SLM pixels—and therefore to establish whether
or not the results from our model system are indicative of the performance of high-resolution-
SLM systems—we re-calculate some of the results with the number of SLM pixels doubled in
each direction. This corresponds to a doubling of the model resolution in the SLM plane. We
also re-calculated some of the results with the model resolution in the trapping plane doubled.
Figure 8 summarizes the standard model system and the two modifications.
New Journal of Physics 10 (2008) 023015 (http://www.njp.org/)
17
log10(p)
S S m
a
x
–2 –1 0
1.0
1.5
2.0
Figure 9. Improvements in the relative stiffness relative to the non-
superresolution relative stiffness for a number of model resolutions, plotted as
a function of p. Large squares correspond to the same physical area of interest
represented in different resolutions: standard model resolution (red); double
model resolution in the SLM plane (green); double model resolution in trapping
plane (blue). Triangles correspond to a larger area of interest (represented using
double model resolution in the SLM plane and standard model resolution in
the trapping plane). All curves were calculated for wide-Gaussian (w = 4s)
illumination.
Figure 9 shows the improvement factors of the relative stiffness versus log10(p), calculated
for the three cases outlined above. The graphs demonstrate that over the range of model
resolutions we tested, the improvement factors relative to the non-superresolution values are
independent of model resolution, but are dependent on other parameters, specifically SLM
illumination and size of area of interest.
11. Are superresolution algorithms sufficiently fast for interactive use?
On our computer (Intel Pentium M processor, 2 GHz), the DS algorithm typically converges
within 4 min, having completed of order 105 iterations, and the Gerchberg algorithm converges
typically within 2 min, having completed of order 104 iterations. In a real optical-tweezers set-
up, the number of SLM pixels would be significantly higher, as SLMs typically have of the
order of 1000× 1000 pixels, and like in our simulations this would have to be zero-padded so
that the algorithm represents the trapping plane at a higher model resolution so as to be able
to simulate any superresolution effects. This would increase the convergence time further. We
therefore suspect that neither of our algorithms is suitable for interactive use, not even when
implemented in a faster programming language.
There are a number of ways of using iterative hologram-calculation algorithms in optical
tweezers. Perhaps the most obvious way is to run the algorithm for the latest target arrangement
of trap positions/characteristics until it has converged, and then display the resulting hologram
on the SLM. Both algorithms are clearly too slow to be used interactively in this way.
There are other ways to use these algorithms in optical tweezers; these might be suitable
for interactive use in optical tweezers, but we do not investigate them here. One example is
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displaying on the SLM the hologram resulting from each iteration (or each i th iteration, where i
is chosen to achieve a suitable update rate), which works well for the (non-superresolution)
Gerchberg–Saxton algorithm and variations thereof [32]. Another example is using a pre-
calculated hologram for a single, on-axis, high-relative-stiffness trap surrounded by a dark disc
or sphere (which could be calculated with a straightforward extension of our DS algorithm,
whereby the area/volume of interest includes the trap and the surrounding dark disc/sphere) as
the kernel in the Curtis–Koss–Grier algorithm [20] to create multiple traps with high relative
stiffness. Note that the latter would work only if each trap lies in the shifted dark discs/spheres
around every other trap. If it does work, it might well turn out to be a fast general superresolution
algorithm.
12. Conclusions and future work
Here, we have started to investigate theoretically the application of superresolution holography
to optical tweezers. We have found that in our scaled-down model system, this can improve
optical tweezers in a number of ways: it can improve the relative stiffness of individual traps, and
it can make it possible to bring neighboring traps closer together while maintaining the identities
of the individual traps. Unfortunately, these improvements come at the cost of a significant loss
of trap depth.
We tried to make our results as useful as possible by formulating them in terms of
improvement factors over benchmark values. However, these improvement factors are not
universal: they do, for example, depend significantly on the intensity profile of the beam
illuminating the SLM (see figure 6(c)) and on the size of the area of interest (section 10). The
dependence on illumination and area of interest needs to be investigated in more detail, as does
the lack of dependence on model resolution and number of SLM pixels, tested here only for a
few examples over a small range.
Our algorithms in their simplest form are not fast enough to be used interactively in optical
tweezers with moderate computing power, but they might form part of other algorithms, which
we are planning to explore.
We are considering testing our predictions experimentally. We will need to overcome a
number of difficulties, including aberrations in the optics, most likely the SLM, which will
decrease the trap resolution, and light from the bright, and un-interesting, part of the beam
being scattered into the interesting, but dark, part. We hope that it will be possible to overcome
the latter problem, certainly in samples that inherently scatter little light. In order to overcome
the former problem, we will be able to draw on expertise in our research group for correcting
for such aberrations [33].
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