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РЕФЕРАТ
Квалiфiкацiйна робота мiстить: 52 стор., 6 рисункiв, 3 таблицi, 30
джерел.
Наразi для надiйного зберiгання паролiв проводиться їх обробка за
спецiальними схемами. У роботi було розглянуто вимоги до захисту схем
гешування паролiв. Також було зосереджено увагу на схемах гешування
паролiв, що стали фiналiстами конкурсу «Password Hashing Competition»,
проведено їх порiвняльний аналiз за певними критерiями та визначено
схеми, придатнi для впровадження в них геш-функцiї «Купина».
Метою роботи є порiвняльний аналiз сучасних схем гешування
паролiв та їх адаптацiя пiд нацiональнi криптографiчнi стандарти, що
дозволить використовувати сучаснi схеми парольного гешування у
засобах криптографiчного захисту, призначених для державних органiв
України.
Об’єктом дослiдження є криптографiчнi процеси у системах захисту
iнформацiї.
Предметом дослiдження є схеми гешування паролiв та методи їх
аналiзу.
У результатi роботи було запропоновано схеми гешування паролiв,
що використовують у якостi криптографiчного примiтиву геш-функцiю
«Купина», яка є нацiональним стандартом криптографiчного захисту
iнформацiї в Українi.
ПАРОЛЬ, ГЕШУВАННЯ ПАРОЛIВ, СХЕМА ГЕШУВАННЯ
ПАРОЛIВ, ГЕШ-ФУНКЦIЯ «КУПИНА», ДСТУ 7564:2014, PASSWORD
HASHING COMPETITION, ARGON2, CATENA
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ABSTRACT
Thesis consists of 52 pages, 6 illustrations, 3 tables, 30 literature sources.
At present, passwords are processed by special schemes for secure storage.
The requirements for protecting of password hashing schemes were considered
in this paper. Also, attention was focused on password hashing schemes that
became the finalists of the Password Hashing Competition, their comparative
analysis according to certain criteria was carried out and the schemes suitable
for implementation in them of the Kupyna hash function were defined.
The aim of the work is comparative analysis of modern password
hashing schemes and their adaptation to the national cryptographic
standards, which will allow using of modern password hashing schemes in the
means of cryptographic protection that intended for state bodies of Ukraine.
The object of the study is the cryptographic processes in the systems of
information protection.
The subject of the study is the password hashing schemes and methods
of their analysis.
As a result of the work, there were proposed password hashing schemes
that use the Kupyna hash function as a cryptographic primitive, which is the
national standard of cryptographic protection of information in Ukraine.
PASSWORD, PASSWORD HASHING, PASSWORD HASHING
SCHEMES, KUPYNA HASH FUNCTION, DSTU 7564: 2014, PASSWORD
HASHING COMPETITION, ARGON2, CATENA
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ВСТУП
Актуальнiсть дослiдження. Найбiльш розповсюдженим
способом для перевiрки справжностi користувачiв при доступi до
комп’ютерних систем та Iнтернет-сервiсiв є однофакторна автентифiкацiя,
що вимагає вiд користувача пред’явлення секретної фрази, тобто паролю.
У зв’язку з цим постає проблема надiйного зберiгання паролiв
користувачiв на серверi автентифiкацiї задля унеможливлення отримання
зловмисником доступу до чужого облiкового запису.
Досягання у розробцi апаратних та програмних засобiв збiльшили
можливостi здiйснення атак на вiдомi широко застосовнi схеми гешування
паролiв, що спричинило необхiднiсть розробки нових. Саме через це в
2013 роцi мiжнародною криптографiчною спiльнотою було оголошено
конкурс «Password Hashing Competition» [1], у результатi якого було
визначено новi схеми гешування паролiв, що мають якiснi криптографiчнi
властивостi та ефективно реалiзуються на сучасних платформах. Однак
наразi вiдсутнi схеми парольного гешування, якi б ґрунтувалися на
нацiональних стандартах криптографiчного захисту iнформацiї, зокрема,
геш-функцiї «Купина», що описана у ДСТУ 7564:2014 «Iнформацiйнi
технологiї. Криптографiчний захист iнформацiї. Функцiя гешування» [2],
i, вiдповiдно, могли б використовуватися для захисту даних на
нацiональному рiвнi.
Метою дослiдження є порiвняльний аналiз сучасних схем
гешування паролiв та їх адаптацiя пiд нацiональнi криптографiчнi
стандарти, що дозволить використовувати сучаснi схеми парольного
гешування у засобах криптографiчного захисту, призначених для
державних органiв України. Для досягнення мети необхiдно вирiшити
такi завдання:
1) провести огляд опублiкованих джерел за темою дослiдження;
2) ознайомитися з криптографiчними властивостями, якi повинна
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мати схема гешування паролiв з огляду на розвиток сучасних методiв
криптоаналiзу; розглянути конструкцiю схем-фiналiстiв конкурсу
«Password Hashing Competition»;
3) сформулювати критерiї для порiвняння схем гешування паролiв,
порiвняти схеми за цими критерiями та визначити схеми, придатнi для
впровадження геш-функцiї «Купина»;
4) сформулювати алгоритм роботи схем гешування паролiв iз
зазначеною геш-функцiєю та провести первинну оцiнку надiйностi
одержаних схем.
Об’єктом дослiдження є криптографiчнi процеси у системах захисту
iнформацiї.
Предметом дослiдження є схеми гешування паролiв та методи їх
аналiзу.
При розв’язаннi поставлених завдань використовувались такi методи
дослiдження: методи системного аналiзу та системного пiдходу, дискретної
математики, математичного та комп’ютерного моделювання.
Наукова новизна отриманих результатiв полягає в тому, що
вперше запропоновано схеми гешування паролiв, що використовують у
якостi криптографiчного примiтиву геш-функцiю «Купина», що є
нацiональним стандартом криптографiчного захисту iнформацiї України.
Практичне значення результатiв полягає в можливостi
використання модифiкованих схем гешування паролiв для захисту
iнформацiї на нацiональному рiвнi, оскiльки цi схеми включають
геш-функцiю, що визначена нацiональним стандартом ДСТУ 7564:2014
«Iнформацiйнi технологiї. Криптографiчний захист iнформацiї. Функцiя
гешування».
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1 СХЕМИ ГЕШУВАННЯ ПАРОЛIВ: СТАН РОЗВИТКУ
Парольна автентифiкацiя є найбiльш розповсюдженим способом
перевiрки справжностi користувачiв в комп’ютерних системах. Вона
полягає у введеннi користувачем секретної фрази, що вiдповiдає його
iдентифiкатору. Зазначена iнформацiя порiвнюється з еталонним
паролем, що зберiгається у спецiальнiй базi даних, у результатi чого
приймається рiшення про особистiсть користувача та надання доступу до
iнформацiйних ресурсiв. Така автентифiкацiя вирiзняється своєю
простотою та звичнiстю, проте має суттєвi недолiки через уразливiсть
методiв обробки паролiв для їх зберiгання.
В даному роздiлi буде розглянуто метод гешування паролiв, що
використовується для посилення надiйностi зберiгання iнформацiї
пов’язаної з користувачем, а також результати в розробцi таких методiв
на теперiшнiй час.
1.1 Гешування як метод захисту паролiв
Пароль є пам’ятним секретом користувача, що складається з
декiлькох друкованих символiв. Одним iз способiв для його безпечного
зберiгання є пiдходи з використанням криптографiчної геш-функцiї.
Таким чином, пiсля встановлення користувачем паролю для свого
облiкового запису, пароль обробляється геш-функцiєю i надалi
зберiгається в системi не як вiдкритий текст, а як геш. З кожним разом,
коли користувач бажає отримати доступ до сервiсу, вiн вводить пароль,
зазначенi данi гешуються та порiвнюється зi збереженим значенням, у
результатi чого робиться висновок про надання доступу користувачу.
Як вiдомо, криптографiчно безпечнi геш-функцiї практично
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неможливо iнвертувати, так що компрометацiя бази даних користувачiв
не призведе до безпосереднього розкриття користувацьких даних. Однак
зловмисник може здiйснювати вiдомi криптографiчнi атаки для
знаходження паролю. Тодi вiн може отримати доступ до облiкового
запису подiбно до його законного власника.
Найбiльш розповсюдженим є використання користувацьких секретiв
довжиною вiсiм символiв – 8 байт в кодуваннi ASCII. Проте часто такi
паролi мають низьку ентропiю, через що вони можуть бути з легкiстю
вгаданi зловмисником методом повного перебору. Саме використання
геш-функцiї, що, як вiдомо, перетворює вхiд довiльної довжини на вихiд
фiксованої довжини, наприклад, в 32 або 64 байти, вже сповiльнює атаку.
Також з метою захисту вiд вичерпного пошуку використовується технiка
key stretching [3], яка передбачає багаторазове застосування геш-функцiї.
Так, якщо 𝑋 — пароль з 𝜇 бiт ентропiї, а 𝐻 — криптографiчна
геш-функцiя, то супротивник, який знає геш пароля 𝑌1 = 𝐻(𝑋), може
розраховувати на пошук 𝑋, випробовуючи близько 2𝜇−1 кандидатiв. Щоб
уповiльнити зловмисника в 2𝛿 рази, необхiдно стiльки ж раз застосувати
геш-функцiю, тобто обчислити 𝑌𝑖 = 𝐻(𝑌𝑖−1) для 𝑖 ∈ {2, . . . , 2𝛿}, а потiм
використовувати 𝑌2𝛿 як остаточний геш пароля. Це змушує супротивника
викликати геш-функцiю 2𝛿+𝜇, а не 2𝜇 разiв, але також збiльшує час
обчислення гешу i для користувача. Однак в такий спосiб можна лише
сповiльнити роботу зловмисника, а не зовсiм унеможливити атаку
вичерпного пошуку.
Також зловмисник може спробувати здiйснити атаку компромiсу
«час-пам’ять» [4], наприклад, з використанням райдужних таблиць [5]. У
такому випадку вiн попередньо обчислює можливi значення геш-функцiї
та зберiгає результати у таблицi пошуку. Таким чином, основна частина
роботи виконується лише один раз пiд час створення таблицi. Кожна
наступна атака вимагає лише пошуку по таблицi, а не iтеративного
обчислення геш-функцiї.
Окрiм можливiсть здiйснення описаних атак, постає також iнша
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проблема: якщо декiлька користувачiв встановлюють однаковий пароль,
результати гешування також будуть однаковими, а тому при визначеннi
зловмисником паролю до одного облiкового запису, вразливими стають
облiковi данi всiх користувачiв. Так само, якщо один користувач
використовує один i той самий секрет для доступу до багатьох облiкових
записiв, розкриття одного з них викличе стурбованiсть щодо безпека
iнших. Для запобiгання цього використовується параметр сiль — рядок
даних, який зазвичай складається з 8 випадкових байтiв. Пiд час
створення нового облiкового запису генерується випадкова сiль, яка
разом з парольною фразою подається на вхiд функцiї гешування. Таким
чином, однаковий секрет має рiзнi гешi для рiзних облiкових записiв, що
запобiгає збiгу гешiв, створених за тiєю самою секретною фразою.
Сiль зберiгається разом з гешем таємницi як вiдкритий текст.
Операцiя автентифiкацiї аналiзує сiль та пароль процедури входу та
порiвнює результат iз збереженим гешовим значенням пароля для
перевiрки справжностi користувача. На рисунку 1.1 наведена графiчно
розглянута схема обробки паролiв.
Рисунок 1.1 – Схема обробки паролiв з використання солi [6]
Таким чином, використання солi додає певний ступiнь унiкальностi
кожному окремому гешу пароля, запобiгає вiдповiдностi iдентичним
паролям однакових гешiв, уповiльнює виконання атак повного перебору, а
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також унеможливлює атаки за попередньо обчисленою таблицею пошуку,
оскiльки її наявнiсть робить попереднi обчислення просто позбавленими
сенсу.
Через вiдсутнiсть повнiстю захищеної геш-функцiї, обробка паролю
для його подальшого зберiгання лише геш-функцiєю не є достатньою.
Тому були запропонованi спецiальнi схеми гешування паролiв, такi як
PBKDF2 [7], Bcrypt [8] та Scrypt [9].
Однак прогрес в розробцi спецiалiзованих апаратних засобiв та
паралельних обчисленнях дозволив здiйснювати атаки, якi долають
захист цих схем. Нападники, що використовують графiчнi процесори
(ГП), програмованi логiчнi iнтегральнi схеми (ПЛIС) та iнтегральнi схеми
спецiального призначення (IССП), мають значнi можливостi для
розкриття iнформацiї користувача, випробовуючи багато кандидатiв в
паролi паралельно. Схеми PBKDF2 та Bcrypt є вразливими до таких
атак. Задля протидiї їм було розроблено обчислювально складнi за
пам’яттю схеми гешування паролiв. Такою є схема Scrypt, але, на жаль,
вона уразлива до iнших вiдомих атак, пов’язаних зi спостереженням за
пам’яттю [10].
1.2 Вимоги безпеки до схем гешування паролiв
Технологiчнi досягнення та широка доступнiсть потужних
апаратних засобiв разом з програмним забезпеченням для зламу роблять
можливим розкриття гешiв паролiв з параметром сiль i без нього.
Рiшення цiєї проблеми зводиться до уповiльнення зловмисника при
здiйсненнi розрахункiв. Загальноприйнятою технiкою для досягнення
цього є багаторазове застосування геш-функцiї до паролю. Однак
використання спецiалiзованих апаратних засобiв, наприклад, ГП, ПЛIС,
IССП, тощо, робить можливим злам обмежених швидкiстю роботи
центрального процесора (ЦП) гешiв для добре укомплектованого
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зловмисника. Для вирiшення цiєї проблеми були введенi геш-функцiї з
обмеженням за пам’яттю, тому будь-яка сучасна схема гешування паролiв
має бути обмежена за цими двома параметрами. Також iснують й iншi
вимоги до схем, якi повиннi бути врахованi на етапi розробки.
Наведемо список основних бажаних властивостей захисту схем
гешування паролiв, ґрунтуючись на типах атак, з якими вони можуть
стикнутися [11]:
– Криптографiчна безпека. Схема повинна бути криптографiчно
захищеною та повинна володiти наступними властивостями:
1) стiйкiсть до пошуку прообразу;
2) стiйкiсть до пошуку другого прообразу;
3) стiйкiсть до колiзiй.
Крiм того, слiд уникати iнших криптографiчних уразливостей таких, як
тi, що мiстяться в деяких конструкцiях Меркле-Дамгара, наприклад,
уразливiсть до атак розширення довжини, частковi колiзiї повiдомлень,
тощо.
– Захист вiд таблиць пошуку / атак компромiсу «час-пам’ять».
Схема повинна бути сконструйована так, щоб атаки компромiсу
«час-пам’ять», якi дозволяють створювати попередньо обчисленi таблицi
пошуку, такi як райдужнi таблицi, були неможливi.
– Захист вiд ЦП-оптимiзованих зловмисникiв. Схема повинна
бути ЦП-важкою, тобто повинна вимагати значних обсягiв обробки
процесором так, щоб її роботу не можна було оптимiзувати за допомогою
програмних чи апаратних засобiв. Тому такi оптимiзованi для злому
(багатоядернi) процесори повиннi пропонувати лише мiнiмальнi
покращення швидкостi обчислень нiж тi, що призначенi для захисту
паролю.
– Захист вiд апаратно-оптимiзованих зловмисникiв. Схема
повинна бути обчислювально складною за пам’яттю, тобто для
обчислення вона повинна вимагати значних обсягiв оперативної пам’ятi
так, щоб її роботу не можна було оптимiзувати, наприклад,
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використовуючи атаки компромiсу «час-пам’ять». Такi оптимiзованi для
зламу реалiзацiї на IССП, ПЛIС та ГП повиннi забезпечувати лише
мiнiмальнi удосконалення нiж тi, що призначенi для захисту пароля.
– Захист вiд атак за побiчними каналами. При розробцi схеми
гешування паролiв потрiбно зосередити увагу на безпецi вiд такого типу
атак за побiчними каналами, як cache-timing атаки [12] з урахуванням
iснування таких атак на вiдому схему Scrypt [9]. Також необхiдно
забезпечити захист вiд Garbage-Collector атак (GCA) [13]. GCA в
застосуваннi до схем гешування паролiв є прикладом атаки «витоку
пам’ятi». Цi атаки складаються зi сценарiю, де зловмисник має доступ до
внутрiшньої пам’ятi машини жертви пiд час або пiсля закiнчення роботи
схеми гешування, або в якийсь момент, коли сам пароль залишається в
пам’ятi. Обидва типи атак використовують спостереження за пам’яттю,
щоб знайти деяке (промiжне або залишкове) значення 𝑦, отримане як
результат функцiї 𝐹 при поданнi на вхiд пароля 𝑝, де для тестування
кандидатiв пароля 𝑝′, використовуючи 𝐹 , потрiбно докласти значно
менше зусиль порiвняно з оригiнальною схемою гешування, що зменшує
загальну безпеку.
Таким чином, при розробцi безпечної схеми гешування паролiв
необхiдно обов’язково врахувати перерахованi вище вимоги.
Надалi в роботi зосереджується увага на усiх з описаних вище
пунктах, окрiм пункту про захист вiд ЦП-оптимiзованих зловмисникiв,
оскiльки аналiз цiєї властивостi вимагає програмної реалiзацiї на
спецiалiзованих апаратних засобах, що тягне за собою великi матерiальнi
витрати, яких, на жаль, автор роботи не має.
Далi розглянемо детально атаки компромiсу «час-пам’ять», оскiльки
вони простi в здiйсненнi при зберiганнi пароля у виглядi гешу, а також
дозволяють зловмиснику визначити секрет користувача з мiнiмальними
витратами часу, але з використанням великих обсягiв пам’ятi.
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1.3 Огляд атак компромiсу «час-пам’ять»
Криптоаналiтичнi атаки, що базуються на вичерпному пошуку,
потребують великої обчислювальної потужностi або багато часу для
здiйснення. Коли така ж атака повинна виконуватися декiлька разiв,
можливо, можна буде виконати вичерпний пошук заздалегiдь i зберегти
всi результати в пам’ятi. Пiсля того, як цi попереднi обчислення буде
зроблено, атака може бути здiйснена практично миттєво. На жаль, цей
метод недоцiльний через великий обсяг необхiдної пам’ятi.
У 1980 роцi Мартiн Геллман описав криптоаналiтичний компромiс
«час-пам’ять» [4], що дозволяє обмiнювати кiлькiсть використовуваної
пам’ятi на час здiйснення атаки. Так, для криптосистеми, що має 𝑁
ключiв, цей метод може вiдновити ключ за 𝑁 2/3 операцiй,
використовуючи 𝑁 2/3 слiв пам’ятi. Типовим застосуванням методу є
вiдновлення ключа при вiдомих вiдкритому та шифрованому текстах.
Однак метод може бути застосований й у галузi гешування паролiв.
Багато популярних операцiйних систем генерують гешi паролiв шляхом
шифрування фiксованого вiдкритого тексту з паролем користувача в
якостi ключа i зберiгають результату як геш пароля. Якщо схема
гешування паролiв погано розроблена, вiдкритий текст та метод
шифрування будуть однаковими для всiх паролiв. У цьому випадку гешi
паролiв можна обчислити заздалегiдь, що вiдповiдає компромiсу
«час-пам’ять».
Варто зазначити, що компромiс «час-пам’ять» є iмовiрнiсним
методом. Успiх не гарантується, а коефiцiєнт успiшностi залежить вiд
часу та пам’ятi, що видiляються для криптоаналiзу.
Розглянемо детальнiше метод, що був запропонований Геллманом.
Нехай 𝑃0 — фiксований вiдкритий текст 𝐶0 – вiдповiдний
шифрований текст, метод намагається знайти ключ 𝑘 ∈ 𝑁 , який
використовувався для шифрування вiдкритого тексту за допомогою
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шифру 𝑆. Отже, маємо:
𝐶0 = 𝑆𝑘(𝑃0).
Надалi заздалегiдь генеруються всi можливi шифротексти шляхом
шифрування вiдкритого тексту на всiх 𝑁 ключах. Шифротексти
утворюють ланцюги, причому в пам’ятi зберiгаються лише перший i
останнiй елементи ланцюга. Збереження лише першого i останнього
елементу ланцюга — операцiя, яка реалiзує компромiс — економiю пам’ятi
за рахунок часу криптоаналiзу. Ланцюги утворюються за допомогою
функцiї редукцiї 𝑅, яка створює ключ iз шифротексту, оскiльки
шифротекст довший за ключ. Послiдовно застосовуючи шифр 𝑆 та
функцiю редукцiї 𝑅, створюються ланцюги змiнних ключiв i шифрованих
текстiв:
𝑘𝑖
𝑆𝑘𝑖(𝑃0)−→ 𝐶𝑖 𝑅(𝐶𝑖)−→ 𝑘𝑖+1.
Послiдовнiсть 𝑅(𝑆𝑘(𝑃0)), позначена через 𝑓(𝑘), генерує ключ iз
ключа, що призводить до формування ланцюгiв ключiв:
𝑘𝑖
𝑓−→ 𝑘𝑖+1 𝑓−→ 𝑘𝑖+2 → . . . .
Таким чином, створено 𝑚 ланцюгiв довжини 𝑡, i їх перший i
останнiй елементи зберiгаються в таблицi. Для певного шифротексту 𝐶
можна спробувати з’ясувати, чи використовується ключ для генерацiї 𝐶,
серед тих, що використовуються для створення таблицi. Для цього
генерується ланцюг ключiв, починаючи з 𝑅(𝐶), довжини 𝑡. Якщо 𝐶
дiйсно був отриманий за допомогою ключа, який використовувався при
створеннi таблицi, згодом буде отримано ключ, який вiдповiдає
останньому ключовому елементу вiдповiдного ланцюга. Цей останнiй
ключ був збережений у пам’ятi разом з першим ключем ланцюга.
Використовуючи перший ключ ланцюга, можна вiдновити весь ланцюг, i
зокрема ключ, який йде безпосередньо перед 𝑅(𝐶). Цей ключ є ключем,
який використовувався для генерацiї 𝐶, i є шуканим ключем.
На жаль, є шанс, що ланцюги, якi починаються з рiзних ключiв,
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стикаються та зливаються. Це пов’язано з тим, що функцiя 𝑅 довiльним
чином переводить простiр шифротекстiв у простiр ключiв. Чим бiльша
таблиця, тим вища ймовiрнiсть того, що новий ланцюг зiллється з одним
iз попереднiх. Кожне злиття зменшує кiлькiсть окремих ключiв, якi
насправдi охопленi таблицею. Ймовiрнiсть знайти ключ, використовуючи
таблицю з 𝑚 рядкiв та 𝑡 ключiв, є наступною:
𝑃𝑡𝑎𝑏𝑙𝑒 ≥ 1
𝑁
𝑚∑︁
𝑖=1
𝑡−1∑︁
𝑗=0
(︂
1− 𝑖𝑡
𝑁
)︂𝑗+1
.
Ефективнiсть однiєї таблицi зменшується зi збiльшенням її розмiру.
Щоб отримати високу ймовiрнiсть успiху, краще створити кiлька таблиць,
використовуючи рiзну функцiю редукцiї для кожної таблицi. Ланцюжки
рiзних таблиць можуть зiткнутися, але не зливатимуться, оскiльки в рiзних
таблицях використовуються рiзнi функцiї редукцiї. Ймовiрнiсть успiху при
використаннi 𝑙 таблиць визначається формулою:
𝑃𝑠𝑢𝑐𝑐𝑒𝑠𝑠 ≥ 1−
⎛⎝1− 1
𝑁
𝑚∑︁
𝑖=1
𝑡−1∑︁
𝑗=0
(︂
1− 𝑖𝑡
𝑁
)︂𝑗+1⎞⎠𝑙.
Пiд час пошуку ключа в таблицi, пошук вiдповiдної кiнцевої точки
не означає, що ключ знаходиться в таблицi. Дiйсно, ключ може бути
частиною ланцюга, який має одну кiнцеву точку, але не знаходиться в
таблицi. У цьому випадку генерацiя ланцюга зi збереженої вiдправної
точки не дає ключ, що називається помилковою тривогою. Помилки
також виникають, коли ключ знаходиться в ланцюгу, який є частиною
таблицi, але зливається з iншими ланцюгами таблицi. У цьому випадку
декiлька вихiдних точок вiдповiдають однiй i тiй же кiнцевiй точцi, i,
можливо, доведеться створювати декiлька ланцюгiв, допоки ключ не буде
остаточно знайдено.
До 1982 року Райвестом було запропоновано [14] використовувати
видiленi точки як кiнцевi точки для ланцюгiв. Видiленi точки — це точки,
для яких справедливий простий критерiй, наприклад, першi десять бiтiв
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ключа дорiвнюють нулю. Усi кiнцевi точки, що зберiгаються в пам’ятi, є
видiленими. При отриманнi першого шифротексту, створюється ланцюжок
ключiв допоки не знайдеться видiлена точка, i тiльки тодi буде виконано
пошук її в пам’ять. Такий спосiб дiї значно зменшує кiлькiсть пошукiв в
пам’ятi.
Iснує три параметри, якi можна зкорегувати у компромiсi
«час-пам’ять»: довжина ланцюгiв 𝑡, кiлькiсть ланцюгiв на таблицю 𝑚 та
кiлькiсть створених таблиць 𝑙.
Цi параметри можна регулювати, щоб задовольнити межам пам’ятi
𝑀 , часу криптоаналiзу 𝑇 i успiху 𝑃𝑠𝑢𝑐𝑐𝑒𝑠𝑠. Межа ймовiрностi успiху
подана рiвнянням вище. Обмеження на пам’ять визначається кiлькiстю
ланцюгiв на таблицю 𝑚, кiлькiстю таблиць 𝑙 i кiлькiстю пам’ятi 𝑚0,
необхiдною для зберiгання вихiдної та кiнцевої точки. Обмеження на час
𝑇 визначається середньою довжиною ланцюгiв 𝑡, кiлькiстю таблиць 𝑙 i
швидкiстю 1𝑡0 , за якої вiдкритий текст може бути зашифрований. Цi
обмеження пов’язанi з найгiршим випадком, коли потрiбно виконувати
пошук за всiма таблицями, але в даному випадку не враховується час,
витрачений на помилковi тривоги. Таким чином, маємо:
𝑀 = 𝑚× 𝑙 ×𝑚0 𝑇 = 𝑡× 𝑙 × 𝑡0.
Основним обмеженням описаної схеми є той факт, що коли двi
ланцюги стикаються в однiй таблицi, вони зливаються. Тому Фiлiпом
Йошлiном було запропоновано [5] новий тип ланцюгiв, якi можуть
зiткнутися в межах однiєї таблицi без об’єднання. Цi ланцюги отримали
назву райдужнi. Вони використовують послiдовну функцiю редукцiї для
кожної точки ланцюга. Вони починаються з функцiї редукцiї 1 i
закiнчуються функцiєю редукцiї 𝑡 − 1. Таким чином, якщо два ланцюги
стикаються, вони зливаються тiльки тодi, коли зiткнення виявляється в
однiй i тiй же позицiї в обох ланцюгах. Якщо зiткнення не з’являється в
тiй же позицiї, обидва ланцюги будуть продовжуватись, використовуючи
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iншу функцiю редукцiї, i, таким чином, не зiллються у майбутньому.
Якщо вiдбувається зiткнення ланцюгiв довжини 𝑡, то ймовiрнiсть їх
злиття, таким чином, становить лише 1𝑡 . Ймовiрнiсть успiху в межах
одної таблицi розмiру 𝑚× 𝑡 визначається як:
𝑃𝑡𝑎𝑏𝑙𝑒 = 1−
𝑡∏︁
𝑖−1
(︁
1− 𝑚𝑖
𝑁
)︁
,
де 𝑚1 = 𝑚 та 𝑚𝑛+1 = 𝑁
(︀
1− 𝑒−𝑚𝑛𝑁 )︀.
Знаходження ключа по райдужнiй таблицi вiдбувається наступним
чином. Спочатку застосовується 𝑅𝑛−1 до шифротексту та шукається
результат серед кiнцевих точок таблицi. Якщо кiнцеву точку буде
знайдено, ланцюжок перебудовується, використовуючи вiдповiдну
вiдправну точку. Якщо кiнцеву точку не знайдемо, необхiдно знайти її,
застосовуючи 𝑅𝑛−2, 𝑓𝑛−1, щоб побачити, чи знаходиться ключ у другому
останньому стовпцi таблицi. Потiм застосовуються 𝑅𝑛−3, 𝑓𝑛−2, 𝑓𝑛−1 i так
далi. Тож загальна кiлькiсть розрахункiв, яку необхiдно зробити, складає
𝑡(𝑡−1)
2 . Це вдвiчi менше, нiж у класичному методi. Дiйсно, потрiбнi
провести 𝑡2 обчислень для пошуку вiдповiдних 𝑡 таблиць розмiру
𝑚× 𝑡 [5].
Таким чином, атаки компромiсу «час-пам’ять» дозволяють
зловмиснику виконати пошук користувацької парольної фрази, що
зберiгається у виглядi гешу, за малу кiлькiсть часу, але при цьому
використовуючи великий обсяг пам’ятi. Однак застосування атаки стає
неможливим, якщо при гешуваннi до паролю додається параметр сiль,
оскiльки така ситуацiя вимагає великого обсягу попереднiх обчислень i,
вiдповiдно, пам’ятi для їх зберiгання, що робить застосування даного
методу криптоаналiзу недоцiльним.
Далi розглянемо обчислювально складнi за за пам’яттю функцiї, якi
своїм розвитком зробили вагомий внесок у концепцiю розробки схем
гешування паролiв.
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1.4 Обчислювально складнi за пам’яттю функцiї
Iдеальна функцiя гешування паролiв повинна висувати зловмиснику
тi ж самi вимоги для свого обчислення, що й необхiднi для законного
пiдрахунку функцiї на серверi автентифiкацiї. Використання тiльки
криптографiчної геш-функцiї для обробки паролiв зазнає невдачi в цьому
вiдношеннi: обчислення гешу на x86-центральному процесорi загального
призначення, який буде використовуватися сервером автентифiкацiї, у
бiльшостi випадкiв вимагає набагато бiльше енергiї, нiж обчислення
геш-функцiї на обладнаннi спецiального призначення, наприклад, IССП,
яке використовуватиме зловмисник. У зв’язку з цим з’явилися схеми, такi
як PBKDF2 [7] та Bcrypt [8], де певний блок обчислень повторюється
багато разiв, щоб хоч таким способом уповiльнити розрахунки
зловмисника. Однак з часом нападники iммiгрували на новi архiтектури,
що дозволили швидко виконувати обчислення, якi майже не вимагають
пам’ятi, але вони вiдчули труднощi при роботi з великою кiлькiстю
пам’ятi. Так з’явилася необхiднiсть в розробцi обчислювально складних
за пам’яттю функцiй. Для свого обчислення вони потребують великої
кiлькостi пам’ятi i накладають обчислювальнi штрафи, якщо
використовується менше пам’ятi. Такi функцiї покликанi закрити розрив
продуктивностi мiж атакуючим i захисником.
Дизайн обчислювально складних за пам’яттю функцiї виявився
серйозною проблемою. З початку 80-х рокiв було вiдомо, що багато
криптографiчних проблем, якi, здавалося б, потребують великих обсягiв
пам’ятi, фактично дозволяють компромiс «час-пам’ять» [4], де противник
може обмiнювати пам’ять на час i виконувати свою роботу на швидкому
обладнаннi з меншою кiлькiстю пам’ятi. У застосуваннi до схем
гешування паролiв це означає, що злам паролiв все ще може бути
реалiзований на спецiальному обладнаннi навiть за певних додаткових
витрат.
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Обчислювально складнi за пам’яттю функцiї стали важливим
iнструментом при розробцi схем гешування паролiв, оскiльки їх
неможливо ефективно обчислювати використовуючи спецiалiзованi
апаратнi засоби. Вперше такi функцiї були описанi Колiном
Персивалем [9] у виглядi алгоритму Scrypt. З тих пiр вони отримали
зростаюче схвалення в криптографiчнiй спiльнотi. Їх було запропоновано
для гешування паролiв для використання у зберiганнi облiкових даних на
серверi входу та як функцiї виведення ключа у криптографiї на основi
пароля, i наразi вони все частiше використовуються з цими цiлями.
Персивалем було дано наступне визначення обчислювально складної
за пам’яттю функцiї.
Нехай 𝑔 позначає коефiцiєнт вартостi пам’ятi. Обчислювально
складна за пам’яттю функцiя 𝑓 — це функцiя, що може бути обчислена
на машинi з довiльним доступом до пам’ятi, використовуючи простiр 𝑆(𝑔)
i 𝑇 (𝑔) операцiй, де 𝑆(𝑔) ∈ Ω(𝑇 (𝑔)1−𝛼) для всiх 𝛼 > 0.
Таким чином, обчислювально складний за пам’яттю алгоритм — це
алгоритм, який асимптотично використовує практично стiльки пам’ятi,
скiльки вiн використовує операцiї. Також його можна розглядати як
алгоритм, який наближається до використання максимально можливого
обсягу пам’ятi для певної кiлькостi операцiй.
Вимога щодо обсягу пам’ятi приблизно пропорцiйного кiлькостi
виконуваних операцiй необхiдна для досягнення мети створення дорогих
апаратних реалiзацiй, залишаючись в межах ресурсiв, доступних для
впровадження програмного забезпечення [9].
Однак при використаннi таких функцiї для гешування паролiв вони
повиннi вимагати використання фiксованої кiлькостi пам’ятi пiд час
проведення розрахункiв. При використаннi меншої, нiж цiєї заздалегiдь
заданої та фiксованої кiлькостi пам’ятi, пiдрахунок повинен займати
значно бiльше часу, бажано, щоб вiн зростав експоненцiйно [15].
Обчислювально складнi за пам’яттю функцiї загалом можна
роздiлити на двi категорiї в залежностi вiд способу доступу до пам’ятi:
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залежний та незалежний вiд даних.
Пiд залежним вiд даних доступом до пам’ятi розумiють залежнiсть
вiд таких вхiдних даних схеми гешування паролiв, як пароль та сiль.
Такий пiдхiд не дозволяє зловмиснику вибрати та попередньо обчислити
вiдсутнi данi. Супротивник визначає, що вiн повинен перерахувати, лише
тодi, коли елемент потрiбен. Однак такi схеми вразливi до атак за
побiчними каналами, i, вiдповiдно, тимчасова iнформацiя дозволяє значно
швидше знайти пароль.
При незалежному вiд даних доступi адреси пам’ятi можуть бути
розрахованi супротивником заздалегiдь. Цей тип схем уразливий до атак
компромiсу «час-пам’ять», оскiльки противник може попередньо
обчислити вiдсутнiй блок даних до потрiбного часу [16].
Таким чином, властивiсть схеми гешування паролiв бути
обчислювально складною за пам’яттю є однiєю з ключових, тому
бiльшiсть схем, що були запропонованi для гешування паролiв протягом
декiлькох минулих рокiв, мають цю властивiсть.
1.5 Конкурс «Password Hashing Competition»
Через мале розмаїття доступних рiшень для гешування паролiв, в
2013 роцi мiжнародною криптографiчною спiльнотою було оголошено
конкурс «Password Hashing Competition» (PHC) [1]. Метою цього
конкурсу було визначення нових ефективних та безпечних схем
гешування паролiв, що стануть придатними для широкого використання.
Спочатку було запропоновано 24 безпечнi схеми гешування паролiв,
огляд яких представлений в [13]. Дев’ять з них в наступному раундi у 2014
роцi були додатково вивченi з точки зору безпеки, простоти, ефективностi
та додаткових функцiй, якi вони надають. У 2015 роцi на основi бiльш
точного аналiзу безпеки та оцiнки ефективностi було оголошено переможця
та ще чотири фiналiсти, що отримали особливе визнання.
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Всi схеми є загальнодоступними без патентних обмежень. Для роботи
вони вимагають зазначення принаймнi наступних параметрiв:
– пароль, зазвичай будь-якого розмiру вiд 0 до 128 байт незалежно
вiд кодування;
– значення солi, зазвичай розмiром 16 байт;
– довжина виходу, зазвичай 32 байти;
– один або декiлька параметрiв для налаштування витрат часу
(𝑡_𝑐𝑜𝑠𝑡) та/або витрат пам’ятi (𝑚_𝑐𝑜𝑠𝑡).
Основнi властивостi безпеки, якими повиннi володiти сучаснi схеми
гешування паролiв, були описанi у пiдроздiлi 1.2.
У фiнал конкурсу «Password Hashing Competition» вийшли такi
схеми: Argon2 [16], Catena [17], Lyra2 [18], Makwa [19] та Yescrypt [20]. За
винятком MAKWA, всi iншi фiналiсти є обчислювально складними за
пам’яттю схемами. Переможцем конкурсу була оголошена схема Argon2,
iншi ж 4 схеми отримали особливе визнання завдяки своїм особливостям
дизайну та характеристикам. Конкурс дозволив поглибити знання в сферi
гешування паролiв та пiдвищив тенденцiю щодо використання
обчислювально складних за пам’яттю функцiй [10].
До конструкцiї схеми гешування паролiв зазвичай входить певна
геш-функцiя. Розглянемо детально структуру геш-функцiю «Купина» з
метою її подальшого впровадження у вiдомi схеми гешування паролiв для
використання модифiкованих схем з метою захисту iнформацiї на
нацiональному рiвнi.
1.6 Геш-функцiя «Купина» i її структурнi особливостi
Купина є криптографiчною геш-функцiєю, що визначена
нацiональним стандартом ДСТУ 7564:2014 «Iнформацiйнi технологiї.
Криптографiчний захист iнформацiї. Функцiя гешування» [2].
Майже двадцять рокiв Україна у якостi основної криптографiчної
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геш-функцiї використовувала мiждержавний стандарт ГОСТ 34.311-95
(росiйський ГОСТ Р 34.11-94 [21]). Однак у 2008 роцi стали вiдомi
теоретичнi криптоаналiтичнi атаки [22], що унеможливило його подальше
використання, попри все ж забезпечення практичної стiйкостi. До того ж
ГОСТ 34.311-95 не вiдповiдає сучасним вимогам з точки зору швидкодiї
реалiзацiї на сучасних програмних платформах загального призначення.
На замiну застарiлого стандарту розроблена геш-функцiя «Купина», що
була введена у дiю у 2015 роцi, i наразi широко використовується для
забезпечення криптографiчного захисту на нацiональному рiвнi.
Купина — це iтеративна геш-функцiя, заснована на дизайнi
Меркле-Дамгора. Вона використовує функцiю стиснення Девiса-Мейєра,
що побудована на основi конструкцiї блокового шифру Iвена-Мансура.
Функцiя стиснення Купини за структурою є
пiдстановлювально-перестановочною мережею, яка вiдповiдає стратегiї
дизайну AES. Результатом роботи геш-функцiї є бiтова послiдовнiсть вiд
8 до 512 бiт. Основними режимами роботи функцiї гешування,
рекомендованими до застосування, є «Купина-256», «Купина-384» i
«Купина-512».
Розглянемо основнi характеристики конструкцiї геш-функцiї
«Купина».
На вхiд функцiї гешування подається повiдомлення 𝑀 як бiтова
послiдовнiсть довжини 𝑁 . Далi повiдомлення завжди доповнюється за
певними правила до довжини, що кратна розмiру блоку, та подiляється
на блоки 𝑚1, 𝑚2, . . . , 𝑚𝑘 довжиною 𝑙 бiт кожен, де 𝑙 визначається
вiдповiдно до розмiру геш-значення 𝑛, 𝑛 ∈ {8 · 𝑠 | 𝑠 = 1, 2, . . . , 64}:
𝑙 =
⎧⎪⎨⎪⎩512 для 8 6 𝑛 6 256,1024 для 256 < 𝑛 6 512.
Максимальна довжина повiдомлення, що може бути оброблено, становить
(296 − 1) бiт.
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Обчислення геш-значення вiдбувається за такою iтеративною
процедурою:
ℎ0 = 𝐼𝑉 ,
ℎ𝑣 = 𝑇
⊕
𝑙 (ℎ𝑣−1 ⊕𝑚𝑣)⊕ 𝑇+𝑙 (𝑚𝑣)⊕ ℎ𝑣−1, 𝑣 = 1, 2, . . . , 𝑘,
𝐻(𝐼𝑉 , 𝑀) = 𝑅𝑙,𝑛(𝑇⊕𝑙 (ℎ𝑘)⊕ ℎ𝑘),
де 𝐼𝑉 — вектор iнiцiалiзацiї довжиною 𝑙 бiт, 𝑇⊕𝑙 , 𝑇
+
𝑙 — бiєктивнi
перетворення, що виконують вiдображення вхiдного блоку довжиною 𝑙
бiт у вихiдний такої самої довжини, 𝑅𝑙,𝑛(𝑥) — функцiя, що повертає 𝑛
старших бiт з вхiдного блоку 𝑥 довжиною 𝑙 бiт (𝑛 < 1), де результат
записується в молодшi 𝑛 бiт обчисленого значення. На рисунку 1.2
наведена структурна схема геш-функцiї «Купина» у загальному виглядi.
Рисунок 1.2 – Загальна структурна схема геш-функцiї «Купина» [23]
Як видно, функцiя стиснення 𝐹 використовує двi перестановки 𝑇⊕𝑙
та 𝑇+𝑙 та обчислюється наступним чином:
𝐹 (𝑚, ℎ) = 𝑇⊕𝑙 (ℎ⊕𝑚)⊕ 𝑇+𝑙 (𝑚)⊕ ℎ.
Тодi на 𝑘-му кроцi ℎ𝑘 = 𝐹 (𝑚𝑘, ℎ𝑘−1), причому ℎ0 = 𝐼𝑉 . Графiчне
представлення структури функцiї стиснення наведено на рисунку 1.3.
Додатковi вiдомостi щодо структури геш-функцiї можна знайти в [2].
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Рисунок 1.3 – Структура функцiї стиснення геш-функцiї «Купина» [24]
Висновки до роздiлу 1
Пароль є секретною фразою користувача, що використовується для
його автентифiкацiї та отримання доступу до сервiсу. Вiн вимагає
надiйного методу обробки та зберiгання зi сторони серверу автентифiкацiї
для унеможливлення розсекречення та, вiдповiдно, незаконного доступу
до облiкового запису користувача. Тому для забезпечення безпечного
зберiгання секретної фрази користувача на серверi її стали обробляти
криптографiчними геш-функцiями та зберiгати у подальшому не як
вiдкритий текст, а як геш.
Через вiдсутнiсть повнiстю криптографiчно безпечної геш-функцiї,
було розроблено цiлi схеми для гешування паролiв. Однак з часом
зловмисники стали ще бiльше технiчно оптимiзованi, тому широко
розповсюдженi схеми виявилися уразливими до рiзного роду атак, що
суттєво збiльшило ризики їх подальшого використання та пiдштовхнуло
до розвитку в розробцi обчислювально складних за пам’яттю функцiй.
Згодом було сформульовано бажанi властивостi безпеки схем гешування
паролiв, та з 2013 по 2015 роки мiжнародною криптографiчною
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спiльнотою було проведено конкурс «Password Hashing Competition» з
метою визначення нових ефективних та безпечних схеми, що стануть
придатними для широкого використання.
Зазвичай до структури схем гешування паролiв входить певна
геш-функцiя. Зокрема, можна розглянути питання впровадження
геш-функцiї «Купина», що описана ДСТУ 7564:2014 «Iнформацiйнi
технологiї. Криптографiчний захист iнформацiї. Функцiя гешування», у
схеми гешування паролiв, що є фiналiстами конкурсу PHC, з метою
розробки схеми придатної для захисту iнформацiї в межах нашої країни.
Наступний роздiл присвячено дослiдженню цього питання.
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2 ПОРIВНЯЛЬНИЙ АНАЛIЗ ФIНАЛIСТIВ КОНКУРСУ
«PASSWORD HASHING COMPETITION»
У даному роздiлi буде розглянуто структуру кожної зi
схем-фiналiстiв конкурсу «Password Hashing Competition», буде
сформульовано критерiї для порiвняння цих схем, виконано порiвняння
схем за критерiями та визначено, якi зi схем придатнi для впровадження
геш-функцiї «Купина». Наприкiнцi роздiлу буде наведено алгоритм
роботи нових схем.
2.1 Порiвняння схем-фiналiстiв конкурсу PHC
Розглянемо докладно конструкцiю та особливостi схеми гешуванная
паролiв — переможця конкурсу — Argon2 [16], а також схем, що отримали
особливе визнання — Catena [17], Lyra2 [18], MAKWA [19] та Yescrypt [20].
2.1.1 Критерiї порiвняння схем
Сформулюємо критерiї для порiвняння виходячи з вимог, що наразi
висуваються до сучасних схем гешування паролiв.
Як було зазначено у попередньому роздiлi, пароль обов’язково
повинен оброблятися з додаванням випадкового значення солi для
надання певного ступеню унiкальностi результуючому гешу, а також
схема повинна вимагати зазначення витрат часу та/або витрат пам’ятi
для виконання обчислень для забезпечення стiйкостi проти добре
оптимiзованого зловмисника. Тому першим критерiєм для порiвняння
схем є вхiднi та вихiднi данi, якi вони пiдтримують.
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Для розумiння того, яким чином можливо впровадити геш-функцiю
«Купина» у данi схеми, необхiдно визначити, якi криптопримiтивi та
перетворення використовуються схемами. Тому необхiдно порiвняти
схеми за їх складовими елементами.
Також особливу увагу слiд звернути на безпеку даних схем, а саме
чи мають схеми бажанi властивостi безпеки, якi було описано у пiдроздiлi
1.2. Варто зазначити, що властивiсть схеми буде крипотографiчно
безпечною забезпечується використанням у нiй криптографiчно стiйких
перетворень, без використання яких розробка схеми не має сенсу. Також
варто додати, що при порiвняннi схем пункт про їх захист вiд
ЦП-оптимiзованих зловмисникiв буде опущено за причиною, визначеною
ранiше. Таким чином, ще одним критерiєм для порiвняння є властивостi
безпеки схем.
Отже, надалi будемо порiвнювати схеми за трьома визначеними вище
критерiями.
2.1.2 Вiдповiднiсть схем парольного гешування
сформульованим критерiям порiвняння
Спочатку видiлимо основнi особливостi даних схем.
Argon2 є вдосконаленою версiєю схеми Argon [25], що брала участь
у першому етапi конкурсу. У схемi втiленi останнi досягнення в дизайнi
обчислювально складних за пам’яттю функцiї. Argon2 має два варiанти
роботи з рiзним способом доступу до пам’ятi — Argon2d та Argon2i.
Перший варiант схеми використовує залежний вiд даних доступ, i вiн
швидший. Другий використовує незалежний вiд даних доступ до пам’ятi,
також вiн повiльнiший, оскiльки виконує бiльше проходiв по пам’ятi для
захисту вiд атак компромiсу. Для гешування паролiв розробниками
рекомендовано використовувати варiант Argon2i. Схема Argon2 була
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сконструйована з метою максимiзацiї вартостi вичерпного пошуку на не
x86 архiтектурах так, щоб використання спецiалiзованих IССП не давало
значних переваг перед здiйсненням вичерпного пошуку на машинi
захисника.
На вiдмiну вiд Argon2, Catena [17] має простий та елегантний дизайн
на основi графiв. Iснує два варiанти схеми з рiзним вибором внутрiшньої
функцiї, що пiдтримують незалежний вiд вхiдних даних (паролю) спосiб
доступу до пам’ятi. Потiк даних в варiантi Catena-Butterfly базується на
наборi iз так званих «double-butterfly»-графiв, а в Catena-Dragonfly на так
званих «bit-reversal»-графах.
Lyra2 [18] — це схема гешування паролiв, що ґрунтується на
криптографiчних губках. Lyra2 є вдосконаленням варiантом алгоритму
Lyra [26], що забезпечує ще бiльш високий рiвень захисту вiд атак рiзного
роду та подолання деяких обмежень цiєї схеми. Конструкцiя Lyra2 є
простою i строго послiдовною, унеможливлюючи розпаралелювання для
запобiгання здiйснення паралельних атак. Особливою версiєю схеми є
Lyra2𝑝, що дає можливiсть обробки багатоядерних процесiв для
захисника, збiльшуючи витрати атакуючого.
Схема гешування паролiв MAKWA [19] вирiзняється тим, що її
робота базується на пiднесеннi до квадрату за модулем, що є числом
Блюма. Алгоритм працює на великих числах подiбних до тих, що
використовуються в криптосистемi RSA. Безпечнiсть схеми залежить вiд
засекреченостi дiльникiв модуля, оскiльки наявнiсть iнформацiї про них
пришвидшує роботу зловмисника.
Yescrypt [20] є оптимiзованою версiєю алгоритму Scrypt [9] з
покращеним рiвнем захисту. Вона успадковує вiд свого попередника
бiльшу частину структури. За своєю суттю Yescrypt є сiмейством
функцiй, кожна з яких активується комбiнацiєю прапорiв.
Таким чином, кожна з цих схем має свою особливу конструкцiю та
особливостi, що вiдрiзняють її вiд iнших, i саме завдяки цьому наведенi
схеми привернули до себе увагу на конкурсi та отримали особливе
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визнання. Представимо основнi особливостi розглянутих схем у виглядi
таблицi 2.1.
Таблиця 2.1 – Основнi особливостi схем-фiналiстiв конкурсу PHC
Схема Ґрунтується на Варiанти схеми
Argon2 Iтеративна структура
обчислення загального
виду
Argon2d
Argon2i
Catena Графи Catena-Butterfly
Catena-Dragonfly
Lyra2 Схема губки Lyra2
Lyra2𝑝
MAKWA Пiднесення до квадрату за
модулем
MAKWA
Yescrypt Алгоритм Scrypt Yescrypt
Кожна зi схем гешування паролiв може обробляти вхiднi данi
визначеного розмiру, а також вимагає зазначення параметрiв, необхiдних
для своєї роботи та виробляє вихiдне значення певного розмiру. Опишемо
цю iнформацiю для кожної зi схем.
Характеристика вхiдних та вихiдних даних схеми Argon2.
– Первиннi входи:
– пароль 𝑃 довжиною вiд 0 до 232 − 1 байт;
– сiль 𝑆 довжиною вiд 8 до 232 − 1 байт (рекоменд. 16 байт).
– Параметри:
– ступiнь паралелiзму 𝑝 — цiле число вiд 1 до 224 − 1;
– довжина тегу 𝜏 — цiле число байт вiд 4 до 232 − 1;
– розмiр пам’ятi 𝑚 — цiле число кiлобайт вiд 8𝑝 до 232 − 1;
– кiлькiсть iтерацiй 𝑡 — цiле число вiд 1 до 232 − 1;
– номер версiї 𝑣 — один байт 0𝑥13;
– секретне значення 𝐾 довжиною вiд 0 до 232 − 1 байт;
– асоцiйованi данi 𝑋 довжиною вiд 0 до 232 − 1 байт;
– тип Argon2 𝑦 — 0 для Argon2d, 1 для Argon2i.
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– Результат: тег 𝜏 розмiром вiд 4 до 232 − 1 байт.
Характеристика вхiдних та вихiдних даних Catena.
– Первиннi входи:
– пароль 𝑝𝑤𝑑 довжиною вiд 0 до 128 байт;
– сiль 𝑠 — випадкове значення довжиною 16 байт.
– Параметри:
– вимоги до пам’ятi 𝑔𝑎𝑟𝑙𝑖𝑐 𝑔 (𝑔𝑙𝑜𝑤, 𝑔ℎ𝑖𝑔ℎ𝑡);
– кiлькiсть секретних бiтiв солi 𝑝𝑎𝑝𝑒𝑟 𝑝;
– параметр безпеки 𝜆 функцiї 𝐹 ;
– режим роботи 𝑑 — дорiвнює 0 для гешування паролiв;
– параметр 𝑡, що обчислюється певним чином;
– загальнодоступний вхiд 𝛾 — наприклад, сiль;
– довжина 𝑚 виходу схеми;
– асоцiйованi данi 𝐴𝐷 (необов’язково);
– секретний ключ 𝐾 (необов’язково).
– Результат: 𝑥 розмiром 32 байти, але не обмежений цим значенням.
Характеристика вхiдних та вихiдних даних Lyra2.
– Первиннi входи:
– пароль 𝑝𝑤𝑑 довiльного розмiру;
– сiль 𝑠𝑎𝑙𝑡 довiльного розмiру.
– Параметри:
– розмiр блоку губки 𝑏 — кiлькiсть бiт;
– кiлькiсть бiтiв 𝜔 для здiйснення обертання;
– витрати часу 𝑇 — кiлькостi iтерацiй, 𝑇 > 1;
– кiлькiсть рядкiв у матрицi пам’ятi 𝑅 — додатне цiле число;
– кiлькiсть стовпцiв у матрицi пам’ятi 𝐶 — додатне цiле число;
– довжина гешу 𝑘 — цiле число бiт.
– Результат: 𝐾 розмiром 𝑘 байт.
Характеристика вхiдних та вихiдних даних MAKWA.
– Первиннi входи:
– пароль 𝜋 довжиною 𝑢 в байтах, 𝑢 ≤ 255 та 𝑢 ≤ 𝑘 − 32;
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– сiль 𝜎 довжиною принаймнi 16 байт.
– Параметри:
– число Блюма 𝑝;
– число Блюма 𝑞;
– довжина модулю 𝑘 — цiле число байт вiд 160 до 256;
– модуль 𝑛 — добуток чисел 𝑝 та 𝑞 довжиною 𝑘 байт;
– довжина;
– робоча степiнь 𝑤 — невiд’ємне цiле число.
– Результат: 𝜏 розмiром до 256 байт.
Характеристика вхiдних та вихiдних даних Yescrypt.
– Первиннi входи:
– пароль 𝑃 довiльного розмiру;
– сiль 𝑆 довiльного розмiру.
– Параметри:
– витрати ЦП/пам’ятi 𝑁 — цiле число;
– довжина ℎ𝐿𝑒𝑛 виходу перетворення 𝑃𝑅𝐹 — число байт;
– довжина 𝑀𝐹𝐿𝑒𝑛 блоку функцiї 𝑀𝐹 – число байт;
– довжина 𝑑𝑘𝐿𝑒𝑛 результату — додатне цiле ≤ (232 − 1)ℎ𝐿𝑒𝑛;
– ступiнь паралелiзму 𝑝 — додатне цiле ≤ (232 − 1)ℎ𝐿𝑒𝑛/𝑀𝐹𝐿𝑒𝑛;
– контроль часу обчислення 𝑡 — 32-бiтове число;
– кiлькiсть поточних оновлень, виконаних до гешування, 𝑔;
– флаг 𝑓𝑙𝑎𝑔 — YESCRYPT_RW або YESCRYPT_WORM.
– Результат: 𝐷𝐾 розмiром 𝑑𝑘𝐿𝑒𝑛 байтiв.
Метою видiлення характеристик даних схем-фiналiстiв конкурсу
PHC було групування параметрiв схем гешування паролiв задля
порiвняння схем, а також для зручностi при впровадженнi схем в ту чи
iншу систему.
З наведеної iнформацiї очевидно, що кожна зi схем вимагає
зазначення певних необхiдних саме для своєї конструкцiї параметрiв.
Спiльним для цих схем є те, що для них всiх первинними входами є
пароль та сiль, а також вони вимагають вказання хоча б одного
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параметру для налаштування вимог до часу або простору для здiйсненнi
обчислень.
Надалi розглянемо структуру даних схем та зазначимо основнi
складовi елементи, якi входять до конструкцiй схем, у таблицi 2.2.
Таблиця 2.2 – Складовi елементи схем-фiналiстiв конкурсу PHC
Схема Основна
геш-функцiя
Додатковi перетворення
Argon2 Blake2b Геш-функцiя 𝐻 ′ змiнної довжини на основi
Blake2b;
функцiя стиснення 𝐺, що базується на
внутрiшнiй перестановцi Blake2b;
простий ГПВЧ — функцiя 𝐺 у режимi
лiчильника.
Catena Blake2b Геш-функцiя 𝐻 ′ — Blake2b-1;
функцiя Г — SaltMix;
функцiя 𝐹 — (𝑔,𝜆)-Double-Butterfly
гешування (𝐷𝐵𝐻𝑔𝜆) або (𝑔,𝜆)-Bit-Reversal
гешування (𝐵𝑅𝐻𝑔𝜆);
функцiя 𝑓𝑙𝑎𝑝, що включає у себе функцiї Г
та 𝐹 ;
функцiї 𝐻𝑓𝑖𝑟𝑠𝑡 та 𝐻𝑖𝑛𝑖𝑡;
ГВЧ — функцiя 𝑥𝑜𝑟𝑠ℎ𝑖𝑓𝑡1024𝑠𝑡𝑎𝑟.
Lyra2 — Функцiя губки 𝑓 — функцiя стиснення
Blake2b з iнтеграцiєю множення у її функцiю
𝐺 — функцiю 𝐺 BlaMka.
MAKWA SHA-256 HMAC_DRBG з SHA-256;
пiднесення до квадрату за модулем 𝑛.
Yescrypt SHA-256 алгоритм ROMix;
алгоритм SMix з HMAC-SHA256;
алгоритм pwxform;
алгоритм BlockMix_pwxform з Salsa20/2;
алгоритм 𝑃𝐵𝐾𝐷𝐹2𝐻𝑀𝐴𝐶−𝑆𝐻𝐴256.
З наведеної таблицi видно, що до конструкцiї майже всiх схем входить
певна геш-функцiя, однак необхiдно вiдмiтити наступне:
– у Argon2 геш-функцiя Blake2b є окремим кроком схеми, приймає
участь у здiйсненнi одного з додаткових перетворень;
– у Catena основна геш-функцiя, якою є також Blake2b, є як окремим
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кроком схеми, так i використовується у складi перетворень функцiї 𝑓𝑙𝑎𝑝;
– у схемi Lyra2 використовується лише модифiкована функцiя
стиснення геш-функцiї Blake2b;
– схема MAKWA використовує геш-функцiю SHA-256 лише як
частину пiдрахунку HMAC;
– алгоритм Yescrypt використовує SHA-256 для пiдрахунку HMAC.
Перейдемо до порiвняння схем за їх властивостями безпеки.
Базуючись на вивченнi iснуючих публiкацiй щодо аналiзу
криптографiчної безпеки даних схем, зазначимо вiдповiдi на наступнi
запитання:
– чи є схема обчислювально складною за пам’яттю?
– чи захищена схема вiд атак компромiсу «час-пам’ять»?
– чи захищена схема вiд атак за побiчними каналами?
та порiвняємо схеми за наявнiстю цих властивостей.
Обчислювальна складнiсть за пам’яттю:
– Argon2 є обчислювально складною за пам’яттю, у її розробникiв
було на метi розробити схему саме з такою властивiстю;
– в Catena цi властивiсть забезпечується використанням спецiально
визначеної функцiї 𝐹 ;
– Lyra2 має простий дизайн та у той же час пiдтримує концепцiю
обчислюваної складностi за пам’яттю;
– схема MAKWA не має даної властивостi, оскiльки своїми
розробниками вона не була сконструйована, щоб бути обчислювально
складною за пам’яттю;
– Yescrypt, як було зазначено ранiше, є удосконаленим варiантом
схеми Scrypt, тому вона наслiдувала властивiсть бути обчислювально
складною за пам’яттю.
Захист вiд атак компромiсу «час-пам’ять»:
– схема Argon2 забезпечує стiйкiсть проти таких атак шляхом
використання залежного вiд даних доступу до пам’ятi в варiантi схеми
Argon2d та виконання декiлькох проходiв по пам’ятi в Argon2i;
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– у обох варiантах схеми Catena використовується функцiя SaltMix
з випадковим способом доступу до пам’ятi, що базується на вiдкритому
входi, що i призводить до ускладнення реалiзацiї компромiсу;
– для Lyra2 вiдомо, що вартiсть обробки атак з меншою кiлькiстю
пам’ятi, нiж визначається алгоритмом, зростає набагато швидше, нiж
квадратично, перешкоджаючи здiйсненню компромiсу «час-пам’ять»;
– iнформацiя щодо аналiзу захисту MAKWA вiд атак такого типу
вiдсутня;
– в Yescrypt встановлений прапор YESCRYPT_RW перешкоджає
здiйсненню атак «час-пам’ять».
Захист вiд атак за побiчними каналами:
– варiант схеми Argon2 Argon2d використання залежного вiд даних
доступу до пам’ятi уразливий до таких атак, а Argon2d — нi;
– обидва варiанти схеми Catena використовують незалежний вiд
вхiдних даних доступ до пам’ятi, тому вони стiйкi до даного типу атак;
– пароль та внутрiшнiй стан схеми Lyra2 в процесi роботи
перезаписується, що унеможливлює здiйснення таких атак;
– стiйкiсть схеми MAKWA проти атак за побiчними каналами її
розробниками наразi не проаналiзована, однак з [13] вiдомо, що ця схема
є стiйкою до Garbage-Collector атак (GCA), оскiльки початковий або
гешований пароль використовується двiчi для iнiцiалiзацiї внутрiшнього
стану схеми, який потiм обробляється шляхом пiднесення до квадрату за
модулем 𝑛.
– Yescrypt забезпечує стiйкiсть проти GCA атак тiльки за певних
вимог, що вiдомо з [13].
Представимо вiдповiдi на запитання у виглядi таблицi 2.3.
Будемо використовувати наступнi позначення:
– «X» — схема має дану властивiсть;
– «X*» — схема частково має дану властивiсть;
– «—» — схема не має даної властивостi;
– «*» — немає даних.
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Таблиця 2.3 – Властивостi безпеки схем-фiналiстiв конкурсу PHC
Схема Обчислювально
складна за
пам’яттю схема
Захист вiд атак
компромiсу
«час-пам’ять»
Захист вiд атак
за побiчними
каналами
Argon2
Argon2d X X X
Argon2i X X —
Catena
Catena-B. X X X
Catena-D. X X X
Lyra2 X X X
MAKWA — * X*
Yescrypt X X* X*
Таким чином, провiвши детальний огляд структури схем гешування
паролiв — фiналiстiв конкурсу «Password Hashing Competition», для
розв’язання задачi впровадження у цi схеми геш-функцiї «Купина», що
визначена ДСТУ 7564:2014 «Iнформацiйнi технологiї. Криптографiчний
захист iнформацiї. Функцiя гешування» [2], найбiльш придатними для
цього є Argon2 та Catena. Цi схеми добре проаналiзованi, мають якiснi
криптографiчнi властивостi, що вiдповiдають вимогам до сучасних схем
гешування паролiв, а також, вiдповiдно до рекомендацiй розробникiв,
замiна основної геш-функцiї у цих схемах допускається. Iншi схеми
гешування паролiв не були обранi, оскiльки:
– конструкцiя схеми Lyra2 заснована на новiтнiх пiдходах, якi ще
не достатньо дослiдженi, тому вiддається перевага бiльш консервативним
пiдходам;
– MAKWA не є обчислювально складною за пам’яттю функцiєю, що
є дуже важливою на даний момент властивiстю для схеми гешування
паролiв;
– в Yescrypt геш-функцiя є складовою частиною внутрiшнiх
алгоритмiв, тому її замiна буде вимагати перепроведення аналiзу
стiйкостi всiєї схеми.
Перейдемо до впровадження геш-функцiї «Купина» у обранi схеми.
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2.2 Схеми парольного гешування на основi геш-функцiї
«Купина»
В обох схема будемо виконувати замiну геш-функцiї Blake2b на
геш-функцiю «Купина». Оскiльки Blake2b [27] виробляє геш розмiром 64
байти, тому для її замiни доречно обрати геш-функцiю «Купина-512».
Надалi в текстi пiд «Купина» будемо розумiти «Купина-512». Основна
вiдмiннiсть цих функцiй полягає в структурi раундового перетворення.
Раундова функцiя Blake2b виконує обробку блоку даних, використовуючи
такi операцiї, як додавання за модулем 264, циклiчний зсув праворуч та
XOR. У функцiї гешування «Купина» до вхiдних даних застосовуються
бiєктивнi перетворення 𝑇⊕𝑙 та 𝑇
+
𝑙 , кожне з яких реалiзоване у виглядi
iтеративного застосування низки функцiй, що обробляють вхiдний
аргумент як матрицю визначеного розмiру, що мiстить елементи поля
𝐺𝐹 (28). Бiльш детально структурнi особливостi геш-функцiї «Купина»
описано в пiдроздiлi 1.6, а також в [2]. Додаткову iнформацiю про
структуру Blake2b можна отримати з [27].
2.2.1 Модифiкацiя схеми Argon2
Оскiльки в схемi гешування паролiв Argon2 функцiя стиснення 𝐺
базується на внутрiшнiй перестановцi геш-функцiї Blake2b, тому
визначимо, чи можна у схемi й її замiнити на функцiю стиснення 𝐹
геш-функцiї «Купина».
Функцiя 𝐺 Argon2 працює з двома 1024-байтовi блоки та виробляє
1024-байтовий результат. У своїй конструкцiї вона використовує раундову
функцiю 𝒫 Blake2b. Спочатку обчислюється 𝑅 = 𝑋 ⊕ 𝑌 . Потiм 𝑅
представляється як матриця розмiру 8 × 8 iз 16-байтових значень
𝑅0, 𝑅1, . . . , 𝑅63. Далi застосовується перестановка 𝒫 спочатку по рядкам,
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а потiм по стовпцям, у результатi чого одержується 𝑍. 𝒫 у свою чергу
представляється як матриця 4 × 4 64-бiтових значень, до елементiв
(𝑎, 𝑏, 𝑐, 𝑑) якої застосовується функцiя 𝐺′, що складається з таких
операцiй:
– додавання за модулем 264;
– циклiчний зсув праворуч;
– урiзання до найменших значущих бiтiв;
– додавання за модулем 2;
– множення за модулем 264, що є єдиною вiдмiннiстю вiд
оригiнального дизайну Blake2.
На наступному кроцi додаючи 𝑍 до 𝑅 за модулем 2 отримаємо
результат роботи функцiї стиснення. Загалом робота 𝐺 описується
наступним чином:
𝐺 : (𝑋,𝑌 ) → 𝑅 = 𝑋 ⊕ 𝑌 𝒫−→ 𝑄 𝒫−→ 𝑍 → 𝑍 ⊕𝑅.
Детальна iнформацiя щодо обчислення функцiї 𝐺 наведена в [16].
На вiдмiну вiд описаної вище функцiї 𝐺, функцiю стиснення 𝐹
геш-функцiї «Купина-512» може працювати з двома 1024-бiтовими
блоками 𝑋 та 𝑌 . В загальному робота функцiї стиснення 𝐹 описується
наступним чином:
𝐹 (𝑋, 𝑌 ) = 𝑇⊕𝑙 (𝑌 ⊕𝑋)⊕ 𝑇+𝑙 (𝑋)⊕ 𝑌.
За схемою Argon2 функцiя стиснення працює з двома 1024-байтовими
блоками, тому внесемо деякi змiни у її структуру функцiї 𝐹 .
Нехай 𝐹 отримує на вхiд два 1024-байтовi блоки 𝑋 та 𝑌 , як цього
вимагає схема Argon2. Далi для здiйснення бiєктивних перетворень 𝑇⊕𝑙 та
𝑇+𝑙 представимо кожен блок даних у виглядi 𝑋 = 𝑥1 ‖ 𝑥2 ‖ · · · ‖ 𝑥8 та
𝑌 = 𝑦1 ‖ 𝑦2 ‖ · · · ‖ 𝑦8. Тодi нехай результат роботи функцiї визначається
як 𝑍 = 𝑧1 ‖ 𝑧2 ‖ · · · ‖ 𝑧8, а 𝑧𝑖 обчислюється як 𝑧𝑖 = 𝐹 (𝑥𝑖 ⊕ 𝑦𝑖−1, 𝑦𝑖),
причому 𝑦0 = 𝑦8. Виконання обчислення таким способом дозволить
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обробляти функцiї 𝐹 блоки по 1024-байти, зробить обчислення
залежними мiж собою та не потребуватиме великих обсягiв пам’ятi для
зберiгання даних.
На рисунку 2.1 наведемо графiчне представлення принципу роботи
описаних функцiй.
Рисунок 2.1 – Функцiї стиснення, що використовуються в: (a) схемi
Argon2 [28], (б) геш-функцiї «Купина»
Модифiкована пiд роботу схеми Argon2 функцiя 𝐹 має хорошi
криптографiчнi властивостi, оскiльки у своїй конструкцiї вона має лiнiйнi
та нелiнiйнi перетворення. Однак у порiвняннi з 𝐺, функцiя 𝐹 є
повiльнiшою, оскiльки перетворення 𝑇⊕𝑙 та 𝑇
+
𝑙 вимагають значного часу
для здiйснення через роботу з елементами поля 𝐺𝐹 (28).
В специфiкацiї Argon2 розробниками зазначено, що вони
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дозволяють вибрати iншу функцiю стиснення 𝐺 та геш-функцiю 𝐻.
Отже, в схемi Argon2 замiнимо геш-функцiю Blake2b та функцiю
стиснення 𝐺 на геш-функцiю «Купина» та її функцiю стиснення 𝐹
вiдповiдно. Зробивши цi змiни, отримаємо нову схему, яку через її
структурнi особливостi назвемо ArgoKupyna.
В загальному процес роботи нової схеми складається з наступних
крокiв:
1) iнiцiалiзацiя вхiдних параметрiв;
2) обробка вхiдних даних геш-функцiєю «Купина»;
3) заповнення пам’ятi з використанням функцiї стиснення 𝐹 геш-
функцiї «Купина»;
4) пiдрахунок вихiдного значення, тегу 𝜏 , з використанням
геш-функцiї «Купина».
Розглянемо кожен крок схеми докладнiше.
На першому кроцi для роботи схеми необхiдно зазначити вхiднi данi,
що було перелiчено у пiдроздiлi 2.1.2.
На другому кроцi виконується обробка вхiдних даних разом з їх
довжинами за допомогою геш-функцiї «Купина», процедуру пiдрахунку
результату якої було наведено у пiдроздiлi 1.6. У результатi отримуємо
значення 𝐻0.
На третьому кроцi здiйснюється заповнення пам’ятi, що складається
з 𝑚′ = ⌊𝑚4𝑝⌋ · 4𝑝 1024-байтових блокiв та органiзована як матриця 𝑀 [𝑖][𝑗]
з 𝑝 рядкiв та 𝑞 = 𝑚′/𝑝 стовпцiв. Блок, який виробляється при проходi 𝑡,
позначається як 𝑀 𝑡[𝑖][𝑗], 𝑡 > 0. Блоки обчислюються наступним чином:
𝑀 1[𝑖][0] = 𝐻 ′(𝐻0|| 0⏟ ⏞ 
4 байти
|| 𝑖⏟ ⏞ 
4 байти
), 0 ≤ 𝑖 < 𝑝;
𝑀 1[𝑖][1] = 𝐻 ′(𝐻0|| 1⏟ ⏞ 
4 байти
|| 𝑖⏟ ⏞ 
4 байти
), 0 ≤ 𝑖 < 𝑝;
𝑀 1[𝑖][𝑗] = 𝐹 (𝑀 1[𝑖][𝑗 − 1], 𝑀 1[𝑖′][𝑗′]), 0 ≤ 𝑖 < 𝑝, 2 ≤ 𝑗 < 𝑞,
де iндекси блоку [𝑖′][𝑗′] визначаються по-рiзному для Argon2d та Argon2i, 𝐹
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— функцiя стиснення геш-функцiї «Купина», що була описана вище, а𝐻 ′ —
геш-функцiя змiнної довжини, яка будується визначеним чином на основi
зазначеної геш-функцiї. Оскiльки було обрано геш-функцiю «Купина-512»,
тобто максимальний розмiр виходу, що пiдтримується складає 64 байти, що
вiдповiдає Blake2b, то визначення геш-функцiї 𝐻 ′ в ArgoKupyna вiдповiдає
Argon2.
Якщо 𝑡 > 1, процедура повторюється, але новий блок додається за
модулем 2 до старого, а не перезаписується:
𝑀 𝑡[𝑖][0] = 𝐹 (𝑀 𝑡−1[𝑖][𝑞 − 1],𝑀 [𝑖′][𝑗′])⊕𝑀 𝑡−1[𝑖][0];
𝑀 𝑡[𝑖][𝑗] = 𝐹 (𝑀 𝑡[𝑖][𝑗 − 1],𝑀 [𝑖′][𝑗′])⊕𝑀 𝑡−1[𝑖][𝑗].
Тут блок 𝑀 [𝑖′][𝑗′] може бути або 𝑀 𝑡[𝑖′][𝑗′] для 𝑗′ < 𝑗 або 𝑀 𝑡−1[𝑖′][𝑗′] для
𝑗 > 𝑗′.
Щоб зробити можливим паралельне обчислення блокiв, матриця
пам’ятi роздiляється на долi 𝑆 = 4. На перетинi долi та смуги
розташовується сегмент довжини 𝑞/𝑆. Сегменти одної долi обчислюються
паралельно, i вони не можуть посилатися один на одного, але можуть
посилатися на сегменти з iнших долей. Обчислення iндексiв вiдбувається
наступним чином. У Argon2d обираються першi 32 бiти блоку 𝑀 [𝑖][𝑗 − 1] i
позначається це значення як 𝐽1. Наступнi 32 бiти 𝑀 [𝑖][𝑗 − 1]
позначаються як 𝐽2. У Argon2i запускається 𝐹 2 — два раунди функцiї
стиснення 𝐹 — у режимi лiчильника, де перший вхiд повнiстю
складається з нулiв, а другий визначається певним чином. Кожен запуск
𝐹 2 дає 128 64-бiтових значень 𝐽1||𝐽2. Далi за визначеними правилами
вiдбувається вiдображення 𝐽1 та 𝐽2 в iндекс блоку для посилання.
На четвертому кроцi застосуванням 𝐻 ′ до 𝑀final, що є результатом
додавання за модулем 2 елементiв матрицi з останнього стовпця пiсля
виконання 𝑇 iтерацiй по заповненню пам’ятi, отримуємо Тег 𝜏 , що є
результатом роботи схеми:
𝐻 ′(𝑀final)→ Тег 𝜏 .
43
Графiчне представлення процесу роботи ArgoKupyna вiдповiдає
Argon2 та наведено на рисунку 2.2.
Рисунок 2.2 – Один прохiд схеми Argon2 з 𝑝 смугами та 4 долями [29]
Додатковi вiдомостi щодо виконання обчислень за схемою Argon2
наведено в [16].
Перейдемо до впровадження геш-функцiї «Купина» у схему
гешування паролiв Catena.
2.2.2 Модифiкацiя схеми Catena
В специфiкацiї схеми Catena розробниками зазначено, що вони
дозволяють змiнювати 𝐻, 𝐻 ′ на будь-якi пiдходящi. Отже, в схемi Catena
будемо використовувати геш-функцiю «Купина» замiсть Blake2b.
Зробивши такi змiни, отримаємо нову схему, яку через її структурнi
особливостi назвемо CatenaKupyna.
Процес роботи нової схеми складається описується наступними
кроками:
1) iнiцiалiзацiя вхiдних параметрiв;
2) обробка вхiдних даних геш-функцiєю «Купина»;
44
3) обробка даних функцiєю 𝑓𝑙𝑎𝑝;
4) пiдрахунок вихiдного значення шляхом обробка даних послiдовно
функцiєю 𝑓𝑙𝑎𝑝, геш-функцiєю «Купина» та функцiєю 𝑡𝑟𝑢𝑛𝑐𝑎𝑡𝑒 в циклi.
Розглянемо докладнiше кожен крок схеми.
Спочатку треба зазначити всi параметри, необхiднi для роботи.
Параметр 𝑡 є мультибайтовим значенням, що визначається наступним
чином:
𝑡← 𝐻(𝑉 ) ‖ 𝑑 ‖ 𝜆 ‖ 𝑚 ‖ |𝑠| ‖ 𝐻(𝐴𝐷),
де 𝐻(𝑉 ) — 𝑛-бiтове геш-значення iдентифiкатора версiї, причому для
Catena-Dragonfly 𝑉 визначається, як "Dragonfly", а для
Catena-Butterfly — "Butterfly".
На наступному кроцi, використовуючи геш-функцiю «Купина»,
обчислюється значення 𝑥 як:
𝑥← 𝐻(𝑡 ‖ 𝑝𝑤𝑑 ‖ 𝑠).
Процедуру пiдрахунку результату геш-функцiєю було описано у
пiдроздiлi 1.6.
На третьому кроцi роботи схеми отримане ранiше значення 𝑥 разом
з двома iншими параметрами поступає на вхiд функцiї 𝑓𝑙𝑎𝑝, у результатi
чого 𝑥 оновлюється, тобто:
𝑥← 𝑓𝑙𝑎𝑝(⌈𝑔𝑙𝑜𝑤/2⌉, 𝑥, 𝛾)
На останньому кроцi схеми органiзується цикл по 𝑔, вiд 𝑔𝑙𝑜𝑤 до 𝑔ℎ𝑖𝑔ℎ,
де отримане на минулому кроцi значення 𝑥 оновлюється послiдовно за
допомогою функцiй 𝑓𝑙𝑎𝑝, «Купина» та 𝑡𝑟𝑢𝑛𝑐𝑎𝑡𝑒 з певними вхiдними
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параметрами наступним чином:
𝑥← 𝑓𝑙𝑎𝑝(𝑔, 𝑥 ‖ 0*, 𝛾),
𝑥← 𝐻(𝑔 ‖ 𝑥),
𝑥← 𝑡𝑟𝑢𝑛𝑐𝑎𝑡𝑒(𝑥, 𝑚),
де в функцiї 𝑓𝑙𝑎𝑝 𝑥 доповнюється нулями так, щоб 𝑥 ‖ 0* вiдповiдало
довжинi виходу геш-функцiї, а функцiя 𝑡𝑟𝑢𝑛𝑐𝑎𝑡𝑒(𝑥, 𝑚) виводить 𝑚
найменших значущих байтiв 𝑥.
У свою чергу функцiя 𝑓𝑙𝑎𝑝, що отримує на вхiд 𝑔, 𝑥 та 𝛾,
обчислюється наступним чином:
(𝑣−2, 𝑣−1)← 𝐻𝑖𝑛𝑖𝑡(𝑥);
для 𝑖 = 0, . . . , 2𝑔 − 1 : 𝑣𝑖 ← 𝐻 ′(𝑣𝑖−1 ‖ 𝑣𝑖−2);
𝑣 ← Г(𝑔, 𝑣, 𝛾);
𝑥← 𝐹 (𝑣).
Геш-функцiя 𝐻𝑖𝑛𝑖𝑡, що використовується у здiйсненнi обчислень
функцiєю 𝑓𝑙𝑎𝑝, перетворює вхiдне значення 𝑥 довжиною 𝑛-бiт на два
𝑘-бiтових значення 𝑣−2, 𝑣−1 наступним чином:
𝑙 = 2 · 𝑘/𝑛;
для 𝑖 = 0, . . . , 𝑙 − 1 : 𝑤𝑖 ← 𝐻(𝑖 ‖ 𝑥);
𝑣−1 ← (𝑤0, . . . , 𝑤𝑙/2−1);
𝑣−2 ← (𝑤𝑙/2, . . . , 𝑤𝑙−1),
де 𝑘 є довжиною виходу 𝐻 ′ в бiтах.
Як було зазначено ранiше, в схемi Catena у якостi 𝐻
використовується геш-функцiя Blake2b, а у якостi 𝐻 ′ визначено
Blake2b-1, що складається з одного раунду Blake2b, включаючи фiнальне
перетворення. Бiльш детальна iнформацiя щодо структури цих функцiї
наведена в [17]. Таким чином, з наведеного випливає, що в схемi
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гешування CatenaKupyna нiщо не заперечує у якостi 𝐻 ′ використовувати
подiбно скорочену версiю геш-функцiї «Купина».
В алгоритмi 𝑓𝑙𝑎𝑝 схеми Catena функцiя 𝐹 визначається вiдповiдно
до версiї схеми. Так, для Catena-Dragonfly 𝐹 є 𝐵𝑅𝐻𝑔𝜆, а для
Catena-Butterfly — 𝐷𝐵𝐻𝑔𝜆. Обидвi функцiї для свого обчислення
використовують геш-функцiї 𝐻𝑓𝑖𝑟𝑠𝑡 та 𝐻 ′. Функцiя 𝐻𝑓𝑖𝑟𝑠𝑡 приймає в якостi
вхiдних даних два 𝑘-бiтових слова 𝑣𝛼 i 𝑣𝛽 i обчислює 𝑟0 довжиною 𝑘-бiт,
що складається з 𝑙 псевдовипадкових рiзних мiж собою значень
𝑤0, . . . , 𝑤𝑙−1. Функцiя 𝐻𝑓𝑖𝑟𝑠𝑡 у своїх обчисленнях використовує основну
геш-функцiю Balke2b, яку замiняємо на геш-функцiю «Купина».
Функцiя ж Г для обох варiантiв схеми Catena визначається
однаково. Перенесемо це i на схему CatenaKupyna. Метою застосування
функцiї Г є оновлення стану масиву 𝑣, отримуючи доступ до його
елементiв залежним вiд солi чином. В алгоритмi роботи схеми Г
представляється функцiєю 𝑆𝑎𝑙𝑡𝑀𝑖𝑥, що для свого обчислення
використовує геш-функцiї 𝐻, 𝐻 ′ та функцiю 𝑥𝑜𝑟𝑠ℎ𝑖𝑓𝑡1024𝑠𝑡𝑎𝑟(𝑟, 𝑝), яка
виступає у якостi генератора випадкових чисел.
Додатковi вiдомостi щодо обчислення функцiй 𝐹 та Г наведено в [17].
Таким чином, замiна основної геш-функцiї Blake2b схеми Catena на
геш-функцiю «Купина» не змiнює основну iдею дизайну схеми з
використанням функцiї 𝑓𝑙𝑎𝑝, що наведена на рисунку 2.3.
Рисунок 2.3 – Загальний вигляд дизайну схеми гешування паролiв
Catena, що використовує функцiю 𝑓𝑙𝑎𝑝 [30]
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Висновки до роздiлу 2
Виконавши огляд структури схем-фiналiстiв конкурсу «Password
Hashing Competition» та порiвнявши схеми за визначеними критерiями
було визначено, що найбiльш придатними для впровадження геш-функцiї
«Купина» є схеми Argon2 i Catena, оскiльки вони мають якiснi
криптографiчнi властивостi та геш-функцiя у них є окремим замiняймим
модулем, тому її замiну буде можливо легко виконати зi збереженням
iснуючих властивостей безпеки схем.
В обох схемах було виконано замiну основної геш-функцiї Blake2b на
геш-функцiю «Купина-512», однак в Argon2 також було замiнено функцiю
стиснення 𝐺 на геш-функцiю «Купина-512» та її модифiковану для роботи
зi 1024-байтовими блоками функцiю стиснення 𝐹 .
У результатi було отримано схеми гешування паролiв ArgoKupyna
та CatenaKupyna та наприкiнцi роздiлу сформульовано алгоритм роботи
кожної з отриманих схем.
Обидвi новi схеми зберiгають криптографiчнi властивостi
початкових схем, оскiльки було замiнено один криптографiчний примiтив
з якiсними криптографiчними властивостями на такий же самий. Однак
вiдмiннiсть в них полягає у швидкостi роботи, оскiльки бiєктивнi
перетворення геш-функцiї «Купина» потребують значного часу для
виконання, тому ця функцiя не може забезпечити подiбну Blake2b
швидкiсть роботи, але це зовсiм не впливає на криптографiчнi
властивостi схеми парольного гешування.
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ВИСНОВКИ
У ходi даної роботи було проведено аналiз опублiкованих джерел за
темою гешування паролiв. Через вiдсутнiсть повнiстю безпечної
геш-функцiї пропонується використовувати спецiальнi схеми для
гешування паролiв. Визначено, що найбiльше використання отримали
такi схеми як PBKDF2, Scrypt та Bcrypt. Однак з часом вони виявилися
уразливими до рiзного роду атак, що суттєво збiльшило ризики їх
подальшого використання. Тому було проведено ознайомлення з
бажаними властивостями безпеки схем гешування паролiв, що
сформульованi вiдповiдно до атак, iснуючих та потенцiйних. Як
виявилося, через мале розмаїття доступних схем у 2013 роцi мiжнародною
криптографiчною спiльнотою було оголошено конкурс «Password Hashing
Competition». Метою конкурсу було визначення нових ефективних та
безпечних схеми, що стануть придатними для широкого використання. У
процесi роботи було розглянуто конструкцiї схем-фiналiстiв цього
конкурсу. Визначено, що до їх структури входить певна геш-функцiя,
тому було проведено порiвняння цих схем за можливiстю впровадження у
них геш-функцiї «Купина», що описана у ДСТУ 7564:2014 «Iнформацiйнi
технологiї. Криптографiчний захист iнформацiї. Функцiя гешування»
задля розробки нових схем, що стануть придатними для захисту
iнформацiї на державному рiвнi. Було визначено, що такими схемами є
Argon2 та Catena. Замiнивши в них деякi перетворення, отримано новi
схеми ArgoKupyna та CatenaKupyna зi збереженими криптографiчними
властивостями схем-попередникiв та описано їх алгоритм роботи.
Результати даної роботи можуть використовуватись для гешування
паролiв у засобах криптографiчного захисту, призначених для державних
органiв України.
Подальшi дослiдження можуть бути спрямованi на розробку нових
схем гешування паролiв та методiв їх аналiзу.
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