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Introduction
In general, robots do simple and dangerous jobs in place of people. For instance, they are engaged in simple assembly processes in manufacturing plants, exploration of the deep sea, and dismantling explosives. It has been expected that the number of application areas of robots could be increased with the remote control of robots. Especially, humanoid robot based on remote control has wide range of applications such as entertainment and surveillance. Flexible mobility and intelligence are very much required for such robotics applications.
Even though many studies all around the world have been done to let biped humanoids have flexible mobility and intelligence, intelligence of humanoids are still very too low to do smart jobs. It will not be possible soon for humanoid to get smart enough to think or decide by himself/herself.
Necessities to control biped humanoids by human are increasing. Then, a humancontrolled biped robot can work for humans in places difficult for human to access such as disaster areas. The human-controlled biped robot would be intelligent enough to do smart jobs because it is controlled by human's intelligence. Even though this type of robot is attractive, there are insufficient research up to this point.
Traditional control method uses remote controllers, named RC, based on RF technology. Since N. Tesla demonstrated the first radio-controlled boat in 1898 and R. Goertz demonstrated a bilateral manipulator in 1954 [1] , remotely operated robots have been widely designed. Teleoperation for a robot is controlled from a secure distance by a human operator, and at the same time, the robot should avoid acceleration [11, 12] . Ude et al. has used a magnetic marking systems for the measurement of joint angles [13] . A small inertial sensor system has also been used to measure lower body segment orientations [14] . R. Chalodhorn et al. have said that direct use of motion capture data is more likely to be flexible and intuitive than programming control, though it is kinetically unstable [17] . As another instance, both a real-time 3D human motion capture system using force sensors and a hand tracking device can be used for full-body motion reconstruction [15] .
Even though there are different types of sensor systems to trace motion or joint angles for the human operator, they are not a direct method which needs some calculations from indirect measurements, nor a real time method. Direct use of motion capture data is more likely to be flexible and intuitive than programming control, though it is kinetically unstable [18] .
In this paper, the method that allows for the combined control scheme with the imitation control and autonomous control for a humanoid robot via Internet is presented. Our approach does not use any prior analytical or mathematical robot modeling (e.g. forward or inverse kinematics). All the way from the human operator with encoders to the humanoid joints, many server motors and encoders are connected with single communication path for the imitation control. The concept for autonomous control is added to let the robot stabilize by utilization of tracing the CoP (center of pressure) and controlling the ankle of the robot's support foot prior to impact in real time. Thread programming technology is introduced to enhance the control and operation speed up, and explained how to operate joints. In the past, experiments are designed and done to show that the combined control scheme using imitation and autonomous control can be used to control a humanoid in real time with the help of the fast thread programming technology.
Design of Internet-Based Imitation and Autonomous Control Scheme
Proposed control scheme is to use both imitation and autonomous control for teleoperation of robot. The purpose of this research is finally to develop a robot like the avatar that could be moved depending on operator's motion and intent. Imitation control and autonomous control are well known control scheme for a robot so far. Imitation control has advantages that gesture generation for robot control can be accomplished quite fast. However, the imitation control scheme has limitations which can only be applied on flat surface walking. Autonomous robot means that they can perform desired tasks in unstructured environments without continuous human guidance.
The proposed imitation control system consists of several components such as joints motion generator, motion sending controller, motion receiving controller, robot motion controller, and a robot as shown in Figure 1 . Here, the joint data from human operator is acquired with the joint motion generator and transferred to the motion receiving controller through the motion sending controller through internet, and the motion receiving controller transfers the operator joint angles to the robot motion controller.
Figure 1. Proposed Robot Control Scheme Using Imitation and Autonomous Control
The joint motion generator that can capture joint values is built with encoders as shown in Figure 2 and the motion sending controller is made by Windows programming software on a PC as shown in Figure 3 . The motion receiving controller and robot motion controller are built on separate two ARM processors and has imitation and autonomous functions to operate the humanoid robot's joints. All the way from encoders attached to the human operator to the humanoid joints is connected with single communication path. Daisy chained communication path is introduced, which includes all the components in series.
Figure 2. Joint Motion Generator Figure 3. Sample of Motion Sending Controller
Even though there have been some studies concerning imitation control, most of have not yet been applied to actual robot walking. Only virtual robots in cyberspace have yet been able to imitate an operator's motions well. The main problem of the imitation control is that the walking stability of a robot is not guaranteed because the joint angles of the robots are generated by the human operator. Unseen trajectory data can cause instability in robot's walking gait. Imitation control could be used for the more-difficult components of a task, leaving the rest to autonomous control, or as a fallback option if autonomy fails.
Implementation of Thread-Based Motion Receiving Controller
In this section, a motion receiving controller and a robot controller are discussed. The operator's gait and walking patterns are transmitted to the motion receiving controller via internet. As for the robot motion controller, data for walking trajectory are transmitted to the robot's actuator controllers. As shown in Figure 4 , the motion receiving controller do jobs to communicate with the motion sending controller based on client and server. Here the motion sending controller serves as a client and the motion receiving controller as a server. The client and the server communicate to transfer joint angles based on a well-designed communication protocol. The motion sending controller is programmed based on Winsock programming and the motion receiving controller programmed on Linux socket programming.
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Figure 4. Imitation Control System for a Bipedal Robot
Besides the transfer of motion data, another function of the motion receiving controller is to stabilize the gesture of the robot. The robot motion controller is only to activate each server motor depending on the input command from the motion receiving controller. For this task, the motion receiving controller needs to do some signal processing before sending the motion data. This is a challenging issue to overcome the postural instability caused by dynamics of robots.
From the view of robot kinematics, both forward and inverse kinematic s olutions are generally required to control a robot via teleoperation. Traditional approaches to humanoid teleoperation use explicit forward kinematic modeling of both the robot slave and master device to provide mapping between human motion capture data and robot actuator commands. Forward kinematics modeling involves calculating the position and orientation of the end-effector in a three dimensional space given the joint angles (e.g. calculating the position of the hand in XYZ space based upon the values of the shoulder, elbow, and wrist joints). This is easily solved using the geometry of the robot which is specified in the DH parameters.
Conversely, inverse kinematics refers to the use of the kinematics equations of a robot to determine the joint angles given the desired position and orientation of the end-effector. Often, multiple solutions exist for the robot's inverse kinematic calculation if multiple configurations of the robot's joints can result in the same end-effector position. One approach to solving inverse kinematics is through trigonometry, while another is to use Jacobian matrix-based iterative approaches [23] . Both approaches are laborious and changes in robotic hardware require new analysis and kinematic calculations. Another approach to achieve the teleoperation of a humanoid robot such that is able to execute simple tasks is to use a closed -form inverse kinematics and a feedback controller with the HUBO 2 + platform, which was done as a DARPA project in 2013. The solution to this inverse problem involves solving for the joint angles given a desired position and orientation while accounting for singularities, joint limits, and feasible workspace issues [24] . Recently, the reliability and safety research of the submarine robot is also evaluated for control effectiveness about feeding mechanism and the discharge gap detection circuits [25] .
Modeling and solving kinematics problems can be laborious, hardware specific, and sometimes computationally expensive. As for traditional imitation control, inverse kinematics problems have to be solved. In this paper, there is no need to solve inverse kinematic problems to find out the joint angles of each of arm and leg. Most robot joint angles are determined from the imitation control except ankle joints. Basically the motion receiving controller needs to do data processing very fast. Figure 5 describes the hardware architecture and Figure 6 the software architecture for the motion receiving controller. The receiving motion controller is implemented on ARM processor which is available commercially. For the controller, the software stacks is shown in Figure 6 . There are communication protocols TCP/IP stack and USB driver. The developed application program based on Linux has a function to exchange between TCP/IP stack and USB for the serial connection to the robot motion controller. Thread programming technology [26] is introduced for fast data delivery and saving resources. Technically, a thread is defined as an independent stream of instructions that can be scheduled to run as such by the operating system. To a software developer, the concept of a procedure that runs independently from its main program may be a good concept for a thread. When compared to the cost of creating and managing a process, a thread can be created with much less operating system overhead. Managing threads requires fewer system resources than managing processes. "Joining" with pthread_join() is used to accomplish synchronization between threads. Figure.7 shows the developed motion receiving controller with thread programming. 
Experiments and Results
We have explored how to use the combined controlling scheme of imitation and autonomous with foot sensors and allow an operator to command gaits without worrying about kinematics, leaving those tasks to the humanoid robot. For autonomy, foot sensors have been planned to provide walking stability. The key benefits of our approach are that it provides flexibility and intelligence.
We have tested the walking motions with an actual robot on a flat surface. Experiments have been done with the bipedal robot of a total of 17 servomotor joints in its body. It has 17 DOFs (Degree of Freedom) including vertical vibration (pitch), rotation (yaw), and horizontal vibration (roll) DOF. The 17 DOFs of the bipedal robot are 10 for its legs, 6 for its arms, and 1 for its waist. ROBOTIS's Dynamixel AX-12A servomotors are used for the joints. The experimental results demonstrate that the humanoid robot can successfully imitate a series of human walking motions. The operator lets the robot move or stop as he wishes. However, the movement is very slow due to being unstable. A static walking algorithm based on CoP was utilized to perform a few scenarios to learn how well the robot imitates the operator.
In order to show the possibility of controlling a robot in real time, the CoP and pressure values for the foot sensors are measured and controlling of the ankle joints is done within 0.5 [sec] . Before the robot falls down, it is possible to establish a stable gait through control of the ankle joint servomotors. CoP values on a foot sensor can be traced to control the target robot's gait through the ankle joint of the supporting leg. 
Conclusions
A human-controlled, humanoid robot that employs imitation control would be intelligent enough to perform difficult jobs because it is controlled by human's intelligence. Because this type of imitation-controlled robot with mobility and intelligence is attractive, there is an increasing amount of research in this area.
Robot walking by using imitation control approach is very useful and convenient because generation of gait and trajectory data for the robot can be produced easily. However, the joint angles generated by the operator's motions are not predictive and cause instability for the postural gait of the robot. For instance, when a foot stands with one leg, the angle of the ankle servomotor is controlled until the robot establishes a stable gait.
With the proposed combination control scheme of imitation and autonomous control, the robot walking is done stably without the use of any a prior analytical or mathematical modeling. Characteristics of the imitation control should be improved by further research. To improve robot walking speed, research for the application of dynamic walking is underway.
Ideally such a system would allow individual users to quickly and easily tailor their chosen movements and gestures for accurate and intuitive control of any robotic system. Our work can make progress towards applications in hazardous rescue or construction.
