Most existing image denoising approaches assumed the noise to be homogeneous white Gaussian distributed with known intensity. However, in real noisy images, the noise models are usually unknown beforehand and can be much more complex. This paper addresses this problem and proposes a novel blind image denoising algorithm to recover the clean image from noisy one with the unknown noise model. To model the empirical noise of an image, our method introduces the mixture of Gaussian distribution, which is flexible enough to approximate different continuous distributions. The problem of blind image denoising is reformulated as a learning problem. The procedure is to first build a two-layer structural model for noisy patches and consider the clean ones as latent variable. To control the complexity of the noisy patch model, this work proposes a novel Bayesian nonparametric prior called "Dependent Dirichlet Process Tree" to build the model. Then, this study derives a variational inference algorithm to estimate model parameters and recover clean patches. We apply our method on synthesis and real noisy images with different noise models. Comparing with previous approaches, ours achieves better performance. The experimental results indicate the efficiency of the proposed algorithm to cope with practical image denoising tasks.
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Index Terms-Image denoising, Bayesian nonparametrics, noise modeling, dependent Dirichlet process, variational inference, patch modeling Ç 1 INTRODUCTION I MAGE denoising is a fundamental problem which has been studied for decades in the area of computer vision and image processing [1] , [2] , [3] , [4] , [5] , [6] , [7] , [8] . Most of the previous approaches were developed under the assumption that the noise follows homogeneous white Gaussian distribution with fixed, known standard deviation s. However, the noise models of real images can be much more complex rather than one-parameter homogeneous white Gaussian noise. As stated by Tsin [9] , in real images, the noise can be introduced by multiple different sources (e.g., capturing instruments, data transmission media, image quantization and discrete source of radiation). The noise types can neither be Gaussian nor homogeneous especially when the series and band of the capture device, its setting (ISO, aperture, shutter speed), as well as the image acquiring environment are unknown [10] , [11] , [12] . As a result, the statistics of the noise can be signal, frequency, scale and spatial dependent. Thus, for practical use, image denoising algorithms must be flexible enough to efficiently cope with complex noise, even when the noise model is not provided. Such problem is defined as the "blind image denoising".
Portilla [10] , [13] proposed a generalized version of the BLS-GSM denoising method [14] . This approach relaxed the assumption that image noise is homogeneous white Gaussian distributed, by adopting a zero-mean correlated Gaussian model to estimate the noise for each wavelet subband. Liu et al. [11] proposed a segmentation-based algorithm for JPEG image blind denoising to cope with intensity-dependent noise. The method first segmented an input image into small piecewise areas; then introduced a so-called "noise level function" (NLF) to model the relation between the gray level of a pixel and its noise level. A Gaussian conditional random field is constructed for denoising. Recently, Lebrun [12] introduced a new approach called "multiscale noise clinic" with the state-of-the-art performance. It is an adaption of the NL-Bayes [4] . Similar to [13] and [10] , this method introduced a zero-mean correlated Gaussian noise model for each group of similar patches and estimated the covariance matrix of noise for each group with the noise estimation algorithm in [15] .
All these above algorithms made good efforts in investigating the relation between signal and noise. However, one common assumption they rely on is that the noise on certain group of patches or pixels within an image is homogeneous Gaussian distributed when the patches share certain features (e.g., similar pixel intensity [11] , similar patches in transform domain [10] , [13] or feature domain [12] ). These methods proposed different schemes to group patches or pixels in different domains from the noisy image. Then the noise is eliminated with the conjunction of a thorough noise estimation method for each group followed by an adapted denoising method. These methods achieved good performance, but the researchers also suggested that their noise models may still be inflexible for noise on real images as the empirical image noise can be more complex [9] , [11] , [12] . To cope with real noisy images, the following issues must be considered as well:
The noise on real images can be frequency, intensity, scale and spatiality dependent. The dependency relation between noise and the image is not fixed and can be very complex to be well modeled. Even the dependency relation between noise and signal were known, resulting in the patches (or pixels) being well grouped, the underlying noise model within each group may not be well estimated by Gaussian distribution (e.g., the true noise model can be non-Gaussian and even multi-model in real cases). The noise model of these existing algorithms may still not be flexible enough to model the dependency between noise and signal for real noisy images. Fig. 1 shows an example of the denoising result of [12] on an old photo of David Hilbert (downloaded from his Wikipedia profile 1 ). The algorithm in [12] can eliminate some but not complete noise because of the loss of generality of its noise model.
We consider the blind image denoising from a new perspective. Instead of investigating the complex relation between noise and different image features, we directly model the empirical noise of an image with a multi-modal and non-Gaussian distribution which is flexible enough to cover a wide varieties of image noise models. A natural selection of such distributions is the mixture of Gaussian distribution (MoG) which is not only a universal approximator to all continuous distributions, but also a fundamental multi-modal model for heterogeneous data [16] , [17] , [18] . To recover the clean image, we formulate the blind image denoising as a learning problem to estimate noisy patch model with complex noise (MoG). We treat the clean image patches as latent variables (or missing data) and estimate them when the model is learned. Motivated by the facts that clean natural image patches are well modeled by the Mixture of Gaussian distribution [19] , [20] and lie in local subspaces [21] , [22] , we introduce a low-rank Gaussian mixture model for the modeling of the underlying clean image patches. A two-layer structural mixture model for observed noisy patches is derived accordingly.
To infer the free parameters within this model (e.g., the number of components of the MoG for noise and clean patch model, the rank of each Gaussian component), this study introduces Bayesian nonparametric techniques for model construction. We propose a novel nonparametric model called "Dependent Dirichlet Process Tree" as a prior for the structural mixture model. We derive a novel nonparametric structural mixture model and approximate the full posterior distribution of the model with variational inference. Fig. 1 shows an example of the denoising result of our method comparing with [12] . The proposed approach efficiently eliminates the complex noise on the real image and well-preserve the detailed features.
To summarize, the contribution of this work is five-fold as follows:
1. We introduce MoG to model the complex noise on real images, which is a new attempt in the area of image denoising. 2. We formulate the blind image denoising in a new framework: first, build model for noisy patches and treat clean ones as latent variables; second, estimate the parameters of the model as well as the latent variables to recover the clean patches. 3. We propose a novel dependent nonparametric prior called "Dependent Dirichlet Process Tree" and use this prior to build nonparametric Bayesian model for noisy patches. 4. We develop a variational Bayesian algorithm to infer the proposed model to estimate the model as well as the latent clean patches for practical image denoising problems. 5. We conduct extensive experiments on both synthetic and real noisy images with our method. The experimental results show that the proposed noise model is efficient for empirical noise on real-world images and the proposed method can cope with empirical image denoising tasks for real noisy images with the best performance. The remainder of the paper is organized as follows: Section 2 introduces the background of Dirichlet process which is used to build the nonparametric model for blind image denoising. Section 3 introduces our novel framework for blind image denoising. Section 3.1 derives an elegant nonparametric prior and Section 3.2 applies it to build a Bayesian nonparametric model for blind image denoising. Section 4 presents the derivation of posterior inference algorithms to learn the clean patches from noisy observations. Section 5 conducts extensive experiments of our method compared with related works. Section 6 provides the discussion of this study and future work.
DIRICHLET PROCESS
The Dirichlet Process [23] specifies a distribution over the space of probability measures on a measurable space (V, B), i.e., each draw of a Dirichlet Process is also a distribution. It is parameterized by the concentration parameter a and base measurement H. Let G be a sample drawn from DP ða; HÞ, Ferguson [23] proved that, for all fB 1 ; . . . ; B k g of V with B i 2 B, ðGðB 1 Þ; . . . ; GðB k ÞÞ $ DirichletðaHðB 1 Þ; . . . ; aHðB k ÞÞ:
G is potentially infinite dimensional and almost sure discrete even when H is non-atomic [24] , [25] . As DP can 1. https://en.wikipedia.org/wiki/David_Hilbert generate discrete distributions on continuous parameter spaces, it is widely used as a prior for mixture models which is a linear superposition of component distributions [26] . The basic form of a Dirichlet process mixture model is
Given such representation, data x 1 ; . . . ; x N are considered to be drawn from distribution F with parameter u 1 ; . . . ; u N . The parameters are drawn from the distribution G. With a finite N, the suitable dimension of G, or number of components for the mixture model, can be learned to represent the data, as well as the parameters of the mixture.
The Dirichlet process mixture is a foundation for large number of Bayesian nonparametric models that rely on mixture representation of data. Even though G is abstract, it can be constructed by several methods for the convenience of inference. Next we review two of them to work with this infinite-dimensional distribution.
Chinese Restaurant Process Construction
The Chinese restaurant process (CRP) is a simple constructive representation of DP [24] , [27] . Imagine that we have a Chinese restaurant with infinite many tables. Customers (data) arrive and choose to sit at some table according to the following random process:
1. The first customer sits at the first table with probability one, and orders a dish u 1 $ H 2. The ðN þ 1Þth customer chooses the first unoccupied table with probability a Nþa , and orders a new dish (parameter) u k $ H, or joins an occupied table with probability c Nþa , where c is the number of people sitting at that table. Note that if G $ DP ða; HÞ and u 1 ; . . . ; u n $ G, then u 1 ; . . . ; u n will follow a CRP.
Stick-Breaking Construction
The stick-breaking construction of DP is introduced by Sethuraman [25] , which allows one to construct G directly before drawing u n . Consider two infinite collections of independent random variables, u i $ H and V i $ Betað1; aÞ for i ¼ f1; 2; . . .g, where Betað1; aÞ denotes the Beta distribution. If
we have G $ DP ða; HÞ, where d u i is the Dirac probability measure concentrated at u i . The variable V i can be considered as the proportion broken from the remainder of a unit-length stick with size proportional to random draws from Betað1; aÞ. Then the weight p i of a component i is the length of each of the infinite pieces of stick, V i Q iÀ1 j¼1 ð1 À V j Þ. More random variables in the range of ½0; 1 are multiplied and thus the weights tends to zero exponentially. A nice feature of the procedure is that the construction of G is independent with u 1 ; . . . ; u N , which is a significant advantage of this representation over CRP for mean-field variational inference.
PROPOSED MODEL
Our goal is to develop a Bayesian nonparametric method for blind image denoising. We formulate the denoising problem as a learning procedure. We construct a model for noisy patches and treat the clean ones as latent variables (missing data) of the model. We estimate the model, as well as the latent variables with the observed noisy patches, and the clean images can be well-recovered accordingly.
Let i 2 f1; . . . ; Ng, and N is the total number of data instances, an observed noisy patch x i 2 R d , contaminated by noise e i 2 R d , can be expressed as
wherex i 2 R d is a latent variable corresponding to the underlying clean patch, d is the dimension of each patch.
To generate x i , the procedure can be naturally split into two parts: (1) a clean patchx i is first drawn from a clean patch model as a latent variable, (2) x i is drawn withx i and the noise model. We identify two significant features of clean natural image patches to model the clean patches. First, as investigated in [19] , [28] , clean natural image patches can be efficiently modeled by MoG. This attribute has also been used in other image processing algorithms [5] , [6] , [28] . Second, the real-world high dimensional signals (including clean image patches) are always well-modeled by certain low-rank representation [29] since natural signals are rarely of full rank [5] , [29] . Following the above features, we propose a mixture of low-rank Gaussian distribution (low-rank MoG) with T components for clean patch modeling. The clean patches associated within the same component are assumed to lie on a subspace. The parameters associated with the low-rank MoG include a T -dimensional probability vector p p ¼ ½p 1 ; . . . ; p T for component weights and v v ¼ fv 1 ; . . . ; v T g, where v t is the parameters of the tth subspace with t ¼ 1; . . . ; T . However, the noise model is unknown for blind image denoising. For patches sharing the same subspace t, we model the noise associated on them by a MoG with K t components. The idea is reasonable as MoG is a universal approximator for all continuous distribution [16] . Similar noise modeling strategy can also be found in [17] and [18] . Each MoG is parameterized by the component weight vector
. . . ; f t;K t g, where f t;k corresponds to the parameters of the kth Gaussian component on the tth subspace with k ¼ 1; . . . ; K t . Under the above model, we can interpret the procedure of generating a noisy patch x i as follows: first, a clean patch (latent variable) is generated from a subspace with parameter v t ; after that, e i is drawn from a component of the MoG associated on subspace t with parameter f t;k . Thus, x i can be considered to be generated from pðÁjv t ;
From this perspective, the noisy patch model is essentially a tree-structured dependent mixture model. At the top layer, the observed noisy patches are divided into T groups. At the second layer, each group is a mixture of components sharing the same v, i.e., the latent clean patches of the noisy ones in the same group are drawn from the same subspace.
In this section, we propose a statistical model for the above procedure as the noisy patch model. The clean patches are considered to be latent variables. As long as the above-mentioned hierarchies are explored, the parameters and the latent variables (clean patches) can be well estimated. Finally, the clean image can be recovered accordingly. On building the model, we adopt Bayesian nonparametric methodology to infer the complexities of both layers (e.g., T; K 1 ; . . . ; K t ) and build an elegant dependent Dirichlet process called Dependent Dirichlet Process Tree (DDPT) for this problem. DDPT can efficiently capture the dependency relation of parameters in a tree-structure. Then, we apply the DDPT on noisy patch modeling for the problem of blind image denoising.
Dependent Dirichlet Process Tree
The DP can be used to build nonparametric models that rely on mixtures to represent distribution on data. However, the process cannot capture the structure among the components. For a mixture model, where each component is parameterized by a distinct C L ¼ fu 1 ; . . . ; u L g. In real cases, several components may share certain subset of C L , denoted as C j ¼ fu 1 ; . . . ; u j g. To capture this property, we divide the data into different groups and each group is represented by a mixture model whose components share the same C j . Each group can be considered as a component of a higher layer mixture model, which is parametrized by C j ¼ fu 1 ; . . . ; u j g. This kind of dependency can occur in the higher-layer mixture recurrently and form a hierarchical dependency tree among the mixture components with at most ðL þ 1Þ layers (the first layer has only one component with all data). Each component at the lowest-layer mixture model lies along a path in a hierarchy. An illustrating example is shown in Fig. 2 which may also explain a bit here.
DDPT for Dependent Mixture Model
The DDPT can be used as a prior to model the hierarchies of the dependent mixture model discussed before. For instance, consider a MoG whose components are Gaussian distributed. Each component i is parameterized by m i and S i as the mean vector and covariance matrix respectively. Here, we define the dependent MoG as follows: the top layer represents a mixture of MoG (MMoG). The Gaussian components of each MMoG component share the same mean vector. The second layer is formed by the Gaussian components of these MoG.
A two-layer DDPT can be used as a prior to build a nonparametric dependent MoG. For each data x t , the mean vector m t is drawn from a CRP as Section 2.1 at first. Then S t is drawn from the CRP that m t identifies. The generative model of this procedure is
Here, m t is drawn from the first layer DP with concentration parameter a 1 and base measurement H 1 . S t is drawn from the second layer DP of the sample's group with concentration parameter a 2 and base measurement H 2 .
By repeating the above process, it is straightforward to derive the extension of the above generative model for DDPT with more layers.
Stick-Breaking Construction for DDPT
The DDPT can also be represented with a stick-breaking construction. Let the root stick's length be p 0 ¼ 1. At the first layer, the stick is broken via a stick-breaking process in Section 2.2 with parameter a 0 , i.e., the length of the ith segment is
. . .g. Then, at the second layer, the stick-breaking is applied to each of the stick segments at the first layer, e.g., for the kth layer p 1;k , the stick lengths of its ith child segments is p 1;k;i ¼ p 1;k V 1;k;i Q iÀ1 j¼1 ð1 À V 1;k;j Þ with i 2 f1; 2; . . .g. Such process continues for the L layers, which can be understood with Fig. 3 .
Remarks on DDPT
The proposed DDPT is not the only model to capture the dependency among mixture components in the area of Bayesian nonparametrics. Hierarchical DP (HDP) [30] introduced a sharing mechanism to allow the sharing of mixture components for multiple DP mixture models, while the DDPT is to explore the sharing of certain parameters for multiple components within one DP mixture model, which is a significant difference. The nested Chinese restaurant process [31] , [32] , [33] is a tree-structured extension of CRP for hierarchical clustering and the hierarchies built by nested CRP is similar with ours. But the dependency of parameters among components is not modeled explicitly. [34] is the combination of the above two models to allow the sharing of mixture components for different sub-trees. [35] is an approach for modeling dependencies among mixture components, which is designed for mixture of MoG. It proposes DP with different base distributions for each MoG. And the base distributions are generated from a higher-layer DP. All these approaches achieve excellent performance under their considerations. But the problems they address focus on building the hierarchies for clustering, which is different from ours, resulting in the distinction between DDPT and previous approaches.
Two-Layer DDPT for Blind Image Denoising
We apply the proposed DDPT on blind image denoising to model noisy patches and recover the underlying clean patches. A two-layer structural mixture model is built as follows. The patches are represented by T groups at the top layer to represent T subspaces and each group is represented by a mixture with K t components for modeling noise. All the components of group t shares the same v t with t 2 f1; . . . ; T g and the kth component in group t is parameterized by f k;t . As long as these parameters are estimated, the clean patch model and noise model are recovered. Then, we can recover each clean patch by projecting the noisy one onto the clean patch model.
We adopt DDPT as a prior to construct the structural mixture model and the generative model is
In this model, the top layer DP generates v i according to the base distribution H and the concentration parameter a. The samples sharing v i are considered to be in the same group. Each group is represented as a DP mixture and the parameter f i is drawn from the second layer DP of the group with base distribution G 0 and concentration parameter b. Noisy patches can be drawn from this model with a stick-breaking construction as follows:
Here, Multðp pÞ denotes the multinomial distribution with parameter p p.
Modeling Low-Rank
We propose low-rank MoG for the underlying clean patch modeling. Specifically, each clean patch (latent variable) is assumed to follow a MoG, and the samples drawn from each Gaussian component lie in a local subspace.
Given a d-dimensional zero-mean low-rank Gaussian distribution GðÁjm; LÞ with mean m and covariance matrix L, we decompose a samplex i that drawn from it, witĥ
Here, A is a d Â d matrix while y i is a random variable drawn from GðÁj0; IÞ, a d-dimensional zero-mean Gaussian distribution with identity covariance matrix. A similar decomposition method can also be seen in the area of dimensional reduction [36] , [37] . With such decomposition, we have L ¼ AA T . To model the low-rank feature of GðÁjm; LÞ, an intuitive method is to enforce the samples drawn from such model are all low-rank representable. Given n samples from GðÁjm;
. . . ; y n , each y i is random variable of GðÁj0; IÞ and U ¼ ½m; . . . ; m whose rank is 1. As rankðA þ BÞ rankðAÞ þ rankðBÞ,X is low-rank as long as AY is low-rank. Thus, samples generated by such model lie on a low-rank subspace.
A simple way to model the low-rank property is to impose a trace norm prior [38] over it. Here, we follow the formulation in [39] for its high computational efficiency, and let pðAÞ satisfy
Here TrðÁÞ is the trace of a matrix. We assume that the prior covariance matrix C A is diagonal and positive definite with
for c a h > 0. Since TrðAC À1 A A T Þ ¼ TrðC À1 A A T AÞ, we can obtain that pðAÞ is proportion to Q d j¼1 expðÀ 1 2c 2 jã T jã j Þ. Thus, we have the detailed formulation of pðAÞ as follows:
whereã j denotes the jth row vector of A, which we assume to be independent with each other. Similarly, given the normal assumption of y i , we have pðY Þ / expðÀ 1 2 TrðYY T ÞÞ. With the formulation of pðAÞ and pðY Þ, we can model the low-rank property of X effectively with theoretical guarantee [39] .
Base Distributions
We turn to discuss the choice of base distribution H and G 0 in Eq. (2) . The parameter of each subspace is denoted as v t ¼ fm t ; A t g, where m t is the mean vector of subspace t and A t represents the dictionary matrix of subspace t. For the base distribution H, we set the parameters fm t ; A t g drawn according to the following generative process:
where const is the normalization term. A components of the MoG noise associated on subspace t is parameterized by f t;k ¼ fu t;k ; Ç t;k g, where u t;k is the mean vector and the covariance matrix is Ç t;k for each Gaussian component respectively, where D is the dimension of u t;k . Following the setting in [26] , [40] , we introduce the conjugate prior of Gaussian distribution as base distribution with the following generative process:
where d 2 f1; . . . ; Dg, the iWishartðn 0 ; B 0 Þ is the inverse-Gamma distribution with shape n 0 and scale matrix B 0 .
Remarks on the Proposed Model
In our approach, we assume that the clean patches lie on several subspaces and the noise associated on each subspace is MoG distributed due to MoG's efficiency in approximating continuous density. Thus, the marginal noise distribution of our approach is the convex combination of several MoGs, which remains to be a MoG. Following the results in [9] , [11] , [12] that the mean of noise should be zero. We set the marginal mean of MoG noise of each subspace to be zero accordingly.
In previous approaches, the noise is assumed to be dependent with signal. Here, we show that the noise model of these approaches can be interpreted by MoG with certain constraints as well, which further confirms that using MoG for noise modeling is reasonable. In [13] and [10] , the noise on each wavelet subband is a Gaussian distribution. Thus, the marginal noise model is essentially a MoG with the constraint that the noise on each subband is drawn from single Gaussian component. Liu's approach [11] assumed that the noise model is a densitydependent Gaussian distribution, which is also a MoG essentially. Lebrun's approach [4] assumed that the noise of a patch, as well as its nearby patches in feature domain, is Gaussian distributed. The marginal noise distribution of a noisy image is MoG as well. In contrast, our noise model is more general. Without any assumption of the dependency relation between signal and noise, the algorithm estimates the empirical noise model from noisy patches directly. Specifically, the first layer DP mixture divides the noisy patches into groups with respect to the structure of their underlying clean patches. Within each group, a noisy patch can be considered as the addition of two independent signals, a low rank clean patch and a MoG noise. And the clean patch can be well recovered with Bayesian approaches.
POSTERIOR INFERENCE AND PATCH RECOVERY
In this section, we propose a variational approach to approximate the posterior distributions over latent variables and parameters in the above model for image denoising. Given the observable data X, the Bayesian posterior distributions over latent parameters Q can be represented as 
The first term in Eq. (5) is the Kullback-Leibler (KL) distance between the trial distribution qðQÞ and the target posterior distribution pðQjX; DÞ, and the second is constant with respect to qðQÞ. Thus, finding the target posterior distribution pðQjX; DÞ is equivalent to minimizing the objective function (5) with respect to qðQÞ. In VB approximation, Eq. (5) is minimized over some restricted function space as,
This constrain breaks the entanglement between the latent parameters, and leads to an efficient iterative algorithm. With other factors fixed, the variational optimization problem with respect to qðu j Þ is equivalent to J VB ðqðu j ÞjX; DÞ / Z qðu j Þ ln qðu j Þdu j À Z qðu j ÞE i6 ¼j ln pðQjDÞpðXjQ; DÞdu j ;
where the notation E i6 ¼j ðÁÞ denotes an expectation with respect to the q distributions over all latent parameters u i for i 6 ¼ j In this way, the close-form solution of qðu j Þ satisfies the below condition qðu j Þ / exp½E i6 ¼j ln pðQjDÞpðXjQ; DÞ:
Thus, Eq. (4) can be solved alternatively by calculating Eq. (8) for each parameter. From the previous discussions, the prior knowledge pðQjDÞ can be constructed as follows:
Gðx i jA z i y z i þ m z i þ u z i ;z i ; Ç z i ;z i Þ:
Similar with Eq. (6), we can approximate the posterior distributions over latent parameters of our DDPT model as the following factorized form:
To simplify our notations, we use q i ðtÞ, q i ðkjtÞ and y i;t to denote qðz i ¼ tÞ, qðz i ¼ kjz i ¼ tÞ and y z i separately. hfðxÞi denotes the expectation of fðxÞ over x. XðdÞ denotes the dth row vector of matrix X. Then we can iteratively solve all the factorized distributions involved in Eq. (11), which will be introduced in the following sections.
Estimation of Low-Rank Groups
The parameters involved in the representation of low-rank groups are fZ; V g [ fm t ; A t g T t¼1 . Based on the prior distributions in Eq. (9) with Eq. (8), we can derive the posterior distributions over fZ; V g [ fm t ; A t g T t¼1 as follows.
Thus, the variational posterior of v t is still beta distributed with Betaða 1 t ; a 2 t Þ and the parameters are updated with
To update the posterior distribution of the indicators vector Z, we have
where cðxÞ denotes digamma function defined as cðxÞ ¼ d dx ln GðxÞ. And # i;t;k ¼ x i À hm t i À hu t;k i.
For updating the offsetting parameters of each low-rank group fm t g T t¼1 , let i i;t;k ¼ x i À hu t;k i À hA t ihy i;t i. With the conjugate property, the posterior qðm t Þ is still a Gaussian distribution with
and
For updating vth basis a t;v in the dictionary matrix of each group fA t g T t¼1 , we have
Thus, the posterior distribution over A t satisfies hA t i ¼ ½ha t;1 i; . . . ; ha t;D i;
hA T t A t i is a D Â D matrix, and its element hA T t A t i i;j is ha T t;i a t;j i when i ¼ j and ha T t;i iha t;j i when i 6 ¼ j.
Estimation of Noise Components
The parameters involved for modeling complex noise of each low-rank group areZ [ fv v t ; fu t;k ; P t;k g K t k¼1 g T t¼1 . Based on the prior distributions imposed in Eq. (9) with Eq. (8), we obtain the following posterior distributions over Z [ fv v t ; fu t;k ; P t;k g K t k¼1 g T t¼1 . Let t;k ¼ P N i¼1 q i ðtÞq i ðkjtÞ, we obtain the posterior distributions over the mixing weights of noise components in each group as follows:
Thus, each qðv t;k Þ is also a Beta distribution defined as Betað t;k þ 1; P K t j¼kþ1 t;j þ bÞ with the following parameters:
For updating the indicator vectorZ, we have
where
Let i 0 i;t;k ¼ x i À hm t i À hA t ihy i;t i. With the conjugate property, qðu t;k Þ is a Gaussian distribution with
To infer the posterior distributions over variance of each Gaussian noise component in the group, with Eq. (8) and the conjugate property, the covariance matrix Ç t;k satisfies the following condition:
hln jÇ t;k ji ¼ 1
Recovering Clean Patch
To recover the underlying clean patch, we first calculate the projection y i;t of an observed patch x i on the tth low-rank group. With Eq. (8), we have ln qðY jZÞ / À0:5
Thus, pðyjz i Þ is still a Gaussian distribution with
Iteratively performing (13) , (14) , (15) , (16) , (17), (18) , (19) , (20) , (21) , (22) , (23) , (24) , (25) , (26) , (27) , (28) , (29) , (30) , (31) , and (32), the algorithm will converge to at least a local minimum. And a clean patch represented by tth group can be well-recovered witĥ
The above recovery method can also be interpreted as a novel Variational Bayesian Wiener Filtering [41] which can be utilized to recover signals contaminated unknown MoG noise. It can be utilized to generalize other denoising algorithm based on wiener filtering to blind image denoising including [1] , [3] . The latent variable t corresponding to the subspace that x i belongs to, can be obtained with arg max t q i ðtÞ:
With the recovered patches, we aggregate them to obtain clean image following the algorithm in [1] .
Time Complexity
The proposed method can learn the DDPT model and recover clean image patches from distorted ones effectively.
Here, we further present the time complexity analysis of the algorithm to show its efficiency. The proposed learning method requires matrix multiplication and inversion for each data point to estimate the posteriori for parameters of different components. Thus, for each iteration, the time complexity of our method should be OðTKNd 3 Þ, whereK represents the largest K t in the second layer. Since d, T and K t are all small comparing with N, our method is very fast for each iteration. Also, because the update formula for each parameter is in close-form, our method can converge within only a few iterations, resulting in efficient performance.
EXPERIMENTS
In this section, we extensively evaluate our approach by comparing it with a number of state-of-the-art algorithms.
The experimental results show that our method can handle noisy images with large variety of noise models in real applications with superior performance compared with previous works.
Experimental Setting
We implement the proposed algorithm in the platform of Matlab 2014b, and test all the algorithms on a PC with 4-core CPU, 3.7 GHz. Throughout this work, we use the same parameter setting as follows (without tuning): the patch size is set to be 8 Â 8. We extract patches from each input image by the same algorithm in conventional patch based denoising algorithms [1] , [3] . For the DDPT, we set the top-level DP concentration parameters to a ¼ 3 and the second-level DP concentration parameter to b ¼ 10 À3 . For other hyperparameters, we set m 0 ; " 0 be 0; n 0 be 64 (dimension of patch vector); and B 0 ; C A ; S 0 ; V 0 be I. With these simple settings, our approach performs stably well on all the experiments. We initialize the parameters of our model as follows. We first perform k-means++ algorithm [42] to divide the patches into groups and initialize m t with the mean of each group. The number of components is set to be 30. For each group t, we initialize m t by getting the average of the component. Then we perform singular value decomposition (SVD) [16] to initialize A t . Then we can get the projection of each patch on the subspace within a component. For each group t, we calculate the residual of each patch from its projection and perform k-means++ (k ¼ 10) again and use its result as the initialization of f t f t . We use the above scheme for parameter initialization for all the experiments and find it robust for different noisy images.
Since each update step of our algorithm is in close-form, our method can converge very fast resulting in efficient performance. Here, we only perform 10 iterations for our method in the following experiments, and find that it can achieve satisfactory image denoising results.
Homogeneous White Gaussian Noise
Our method can be used to handle noisy images with different noise models. We first test the performance of our method on images contaminated by homogeneous white Gaussian noise which is a general assumption of noise for traditional non-blind denoising algorithms. Here, we compare our method with several state-of-the-art non-blind denoising algorithms designed for homogeneous white Gaussian noise: K-SVD 2 [2] , SURE-guided GMM 3 [5] , BM3D 4 [1] , NL-Bayes 5 [4] and EPLL [28] . We test all the algorithms on synthesis noisy images which are produced by adding homogeneous white Gaussian noise with different deviation to images from two benchmark datasets of clean images: TID2008 6 [43] and BSDS500 7 [44] . Note that, because the released code of EPLL is for gray images, we self-implement a generalized version of this method for color image denoising by training the GMM with SUN dataset 8 [45] following the setting of [19] , [28] . As all the competitive algorithms are non-blind, we provide the true noise intensity of each noisy image as input of these algorithms. For our blind approach, we let the algorithm to infer the noise intensity automatically. To evaluate the performance of each algorithm, we introduce two measurements: peak signal-to-noise ratio (PSNR) and the structural similarity index (SSIM) [46] which are used to measure the similarity between the denoised image and the clean one. A larger value of either PSNR or SSIM indicates that the performance is better. Table 1 illustrates the numerical performance of all the algorithms on synthesis images contaminated by noise with intensity from 10 to 100. It can be observed that, with both measurements, our algorithm achieves competitive performance compared with state-of-the-art algorithms especially when the images are contaminated by large noise intensities (s > 40). For smaller noise intensity, even though the performance is a bit lower than several algorithms designed for Gaussian noise (NL-Bayes, BM3D) due to the generality of our noise model, the result is still very competitive (PSNR difference < 0.1). It is because the competitive algorithms are designed especially for Gaussian noise with fine-tuned parameters, while our method is more general with default parameter setting for all types of noisy images. Fig. 4 shows the denoising results of two images from BSDS500 with noise intensity s ¼ 50 for visualization. With the modeling of clean patches, our algorithm can efficiently eliminate noise while reserving the detailed features especially when the noise intensity is large. Specifically, our method is the only one to reserve the patterns of grass in image 66053 and tree in 295087 while others tend to smooth these features. Table 2 further demonstrates the averaged execution time of each algorithm on the two datasets. It can be seen that our method is significantly faster than K-SVD and EPLL. The BM3D algorithm is faster than ours, but it cannot process images with non-Gaussian noise. It shows that our method is efficient in image denoising. (Note that, the released code of SURE-GMM and NL-Bayes are implemented in the platform of C++, which is different from ours. And the efficiency performance of these methods is not comparable.) We apply our methods to the noisy images contaminated by the above types of noise. We set the BM3D algorithm with the state-of-the-art noise estimation method [47] as baseline (adaptive BM3D). And also compare our method with the state-of-the-art blind image denoising approach which is also claimed to be able to handle heterogeneous non-Gaussian noise, multiscale noise clinic 9 [12] (note that we only compare with this algorithm as it is the state-of-theart algorithm in this area as shown in [12] and it is the only blind image denoising approach with code online available). The multiscale approach has a free parameter, e.g., the number of scales, and the researchers claimed that it can handle all images in the range from 2 to 5. For fair comparison, for each noisy image, we run the multiscale approach with number of scales from 2 to 5 and select the best one as their denoising result. For our method, the parameters are set to be fixed as introduced before. Table 3 illustrates the numerical performance of the three algorithms. It can be observed that our method is better than the others with respect to both PSNR and SSIM with a significant margin for all types of noise with different parameters. Fig. 5 shows an example of the denoising results for image I23 10 in TID2008. It can be observed that the multiscale approach tends to smooth the detailed features (the feathers of the birds). Moreover, some noise is not eliminated completely when the noise is heterogeneous (e.g., the yellow part of Fig. 5e ). This is caused by the less of generality of the noise model in [12] . And the BM3D approach cannot eliminate the noise completely because it can only handle images contaminated by normal distributed noise with precise intensity (noise estimation methods like [47] can introduce extra error empirically). As a comparison, due to the flexibility of MoG, our approach can well eliminate the noise and the features are well preserved. It shows that our approach is general enough to handle noisy images contaminated by different noise model. Table 2 further demonstrates the averaged execution time of the multiscale approach and ours. Though the multiscale approach is implemented on a more efficient platform (C++), the speed of our method is competitive with better performance. It shows the efficiency of our approach in handling complex noise on natural images.
Real Noisy Images
To show the efficiency of our approach in real-world problems, we further demonstrate the performance of our method on handling real noisy images with comparative study. We first test our method using pictures taken by CCD cameras with remarkable noise. We took 10 images for experiments by Nikon D5200 (ISO 6400, exposure time 1/20 s and aperture f/5). Because the ground truth of these pictures are not available, we captured 200 exposures for each images with the same camera setting and fixed lighting, and calculated the mean image as the ground truth. For comparative study, we set BM3D with the state-of-the-art noise estimation method [47] as the baseline algorithm, and compare the result with multiscale approach [12] , and two commercial image denoising softwares, i.e., "NeatImage" 11 and "Noise Ninja". 12 Because NeatImage and Noise Ninja have many free parameters, we simply use the default one in the released software for fair comparison. Table 4 shows the performance of these algorithms measured by the averaged PSNR and SSIM. The performance of BM3D is not satisfactory, due to the fact that real-world image noise is not normal distributed empirically. In comparison, it can be observed that our method achieves much better result qualitatively, which shows the effectiveness of our approach. Fig. 7 shows an example of the performance of each algorithm. It can be seen that ours can better eliminate noise without introducing artifacts, resulting in better visual performance. We also apply the methods on CCD images provided in [12] with an example shown in Fig. 6 . It can be observed that other algorithms either over smooth the features ( [12] , NeatImage), or cannot eliminate the noise completely (BM3D, Noise Ninja). In comparison, our method can eliminate the noise while preserve the detailed features completely, resulting in better performance. We further apply the algorithms on the recovery of scanned old photographs and screen-shots of old movies with comparison of [12] , NeatImage and Noise Ninja. The noise of these images is generally with large grain and altered by further processing including scanning and JPEG encoding. Figs. 8 and 9 show several examples of the results obtained by the these algorithms over this kind of noise. It can be observed that ours can eliminate this kind of noise efficiently and preserve the detailed features. In comparison, the competitive ones can also eliminate some noise but not completely, and some detailed features are lost as well (see the photo of Old Tom Morris in Fig. 8 ). It shows the efficiency of our algorithm on handling real noisy images even when the noise is complex.
CONCLUSION
We proposed a learning-based approach to automatically recover the clean image from the observed noisy one. The noise model is unknown and modeled with a MoG. The clean patches are assumed to lie in several local subspaces.
We built a two-layer structural mixture model for noisy patches and treat the clean ones as latent variables. To build the model, we proposed the dependent Dirichlet process tree as prior, which is a novel nonparametric prior that introduces a mechanism of parameters sharing among mixtures. A variational inference algorithm was proposed accordingly to estimate both the model and the clean patches as latent variables. Extensive experiments were conducted to test the performance of our approach on images contaminated by different noise. Our method achieved the best performance among competitive algorithms, preserving detailed features and eliminating noise with different models. These features make our method a better candidate in handling real-world image denoising tasks.
We point out several directions for future works based on the proposed work: (1) We modeled the complex noise on image with MoG, which is the first time on image noise modeling. This idea can be used to generalize other previous non-blind image denoising approaches and develop new blind image denoising algorithms. (2) We developed the DDPT model as a prior for our noisy patch model. This prior introduces the mechanisms of parameter sharing among mixture components. Though we focused on blind image denoising in this paper, the proposed model can be utilized in different applications, e.g., fitting topic models [48] , discovering taxonomies of images [49] .
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