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1 Introduction
In this paper we consider such symmetric random walks on finitely generated
groups that the support of the corresponding measure is finite and generates
the group. To any such walk given by a probability measure µ we can assign a
function (see [2], [3])
Ln = Eµ∗n l(g),
where l denotes the word length corresponding to a fixed system of generators
and µ∗n is n-th convolution of µ. The function Ln is called the drift (or escape)
of the random walk. The function Ln measures how fast in average the random
walk is moving away from the origin. This function carries much information.
For example, it is asymptotically linear iff the entropy of the random walk is
positive (see [3], [9]). In particular this function has linear asymptotics for any
nonamenable group. In many other examples (for example, for any Abelian
group) Ln is asymptotically equivalent to
√
n. The first example of a non-
trivial (that is nonlinear and not
√
n) asymptotics of Ln is constructed in [4].
There I prove that for some simple random walk on a group Ln is asymptotically
n/ ln(n). In [4] some other examples were anounced. This paper contains a proof
for these assertions. We say that a random walk is simple if the corresponding
measure is equidistributed on some finite symmetric generating set. In this
paper we prove that for any positive integer k there exist a group and a simple
random walk on it such that
Ln ≍ n1−
1
2k .
2 Auxiliary statements about random walk on
a line
For the proof of the main result we need some standard lemmas about symmetric
random walks on a line.
1
Definition. The range of the random walk is the number of different ele-
ments of the group visited during the first n steps (n ≥ 0). Let Rn denote the
range.
Lemma 1 Consider a simple symmetric random walk on ZZ. Then
E[Rn] ≍
√
n
Proof. See for example [8]
As before we consider simple symmetric random walk on ZZ. Let b
(n)
i be the
number of times that the random walk visited the element i during the first n
steps. (In this case b
(n)
i is called the local time of the random walk).
Lemma 2 There exist C > 0 and p > 0 such that for any n
Pr
[
max
i
b
(n)
i ≤ C
√
n
]
> p
Proof. Normalized local time of the random walk tends uniformly to that of
the Brownian motion. In fact, [6, Theorem 3.2, Chapter 5] states that
lim
n→∞
Pr
(
sup
(t,x)∈[0,T ]×R
|tn(t, x)− t(t, x)| > ε
)
= 0,
In particular
lim
n→∞
Pr
(
sup
x∈R
|tn(1, x)− t(1, x)| > ε
)
= 0.
Here t(t, x) is the local time of the Brownian motion and
√
ntn(t, x) is the
number of times the random walk has visited the point [x
√
n = i] up to the
moment [nt]. Therefore in the preceding notations tn(t, x) is equal to b
(n)
i /
√
n.
For the distribution of the supremum of the local time see [1] . It suffices to know
that there exists C′ > 0 such that supx t(1, x) ≤ C′ with a positive probability
not depending on n.
Proposition 1 Let 0 < α < 1. For simple symmetric random walk on ZZ
E
[∑
i
(
b
(n)
i
)α]
≍ nα+12 .
Proof. Note that Rn = #{i : b(n)i 6= 0}
∑
b
(n)
i = n.
Note also that since xα is concave we have
∑
i
(
b
(n)
i
)α
≤ Rn
(
n
Rn
)α
= R1−αn n
α.
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Then, using the fact that x1−α is also concave we get
E
[∑
i
(
b
(n)
i
)α]
≤ E
[
R1−αn n
α
]
= nαE
[
R1−αn
] ≤ nαE[Rn]1−α ≍ nα+(1−α)/2.
The last passage follows from that, as it proved in lemma 1,
E[Rn] ≍
√
n.
Now let us estimate E
[∑
i(b
(n)
i )
α
]
from below. By lemma 1
Pr
[
max
i
b
(n)
i ≤ C
√
n
]
> p.
Consider min
∑
i(b
(n)
i )
α assuming that b
(n)
i ≥ 0,
max
i
b
(n)
i ≤ C
√
n
and ∑
i
b
(n)
i = n.
If C
√
n ≤ n then the maximum is achieved when all b(n)i but one are equal
to C
√
n, since xα is concave.
Therefore ∑
i
(b
(n)
i )
α ≥ [n/(C√n)](C√n)α.
Hence there exists K depending only on C such that∑
i
(b
(n)
i )
α ≥ Kn 1+α2 .
Therefore
E
[∑
i
(b
(n)
i )
α
]
≥ pKn 1+α2 .
This completes the proof of the proposition.
3 Examples of drift
To construct the examples we need the definition of wreath product.
Definition 1 Wreath product of A and B is a semidirect product A and
∑
AB,
where A acts on
∑
AB by shifts: if a ∈ A, f : A → B, f ∈
∑
AB, then
fa(x) = f(xa−1), x ∈ A. Denote the wreath product by A ≀ B.
3
Recall that the wreath product of finitely generated groups is also finitely gen-
erated. Random walks on wreath products were used for construction of many
non-trivial examples (see [7], and also [4], [5]).
The following lemma is the main tool in the proof of the main result.
Lemma 3 Let a1, a2, ..., ak be generators of A. Consider the measure uni-
formely distributed on these generators and their inverses.
Suppose that
LAn ≍ nα.
Then for some simple random walk on B = ZZ ≀A we have
LBn ≍ n
α+1
2 .
Proof. Let us make the following notation. Let a ∈ A. Let e be the identity
element. Then a˜e denotes the function from ZZ to A such that a˜e(0) = a and
a˜e(x) = e for any x 6= 0. Let ae be equal to (e, a˜e), and δ = (1, e).
Consider the following set of generators of B:
(aej)
pδ(aek)
q,
where p = 0, 1 or −1, q = 0, 1 or −1 and 1 ≤ j, k ≤ n.
Consider the simple symmetric random walk on B corresponding to this set
of generators.
Suppose that at the moment n this random walk hits (i, f) (i ∈ ZZ, f : ZZ→
Z). For each j put cj = lA(f(j)). Then
1
2
∑
j
cj ≤ l(i, f) ≤ 2(
∑
j
cj +R)
Multiply (i, f) by one of the generators. It changes the value of f at most
at 2 points. At each point the value can be shifted by a generator of A. This
proves the first inequality.
At most two multiplications by generators of B suffice to move (i, f) into
(i, f ′), f ′ conincides with f everywhere outside i, f(i) 6= f ′(i). From this follows
the second inequality.
Hence
1
2
E
[∑
cj
]
=
1
2
∑
E[cj ] ≤ E[l(i, f)] ≤ 2(
∑
E[cj ] + E[R])
The projection of this random walk on ZZ is symmetric and simple. Note
that in each j there is some random walk on A. The measure that defines this
random walk is concentrated on a1, a2, ...ak, their inverses, and e. Note that it
is uniformely distributed on a1, a2, ...ak and their inverses. Let L˜
A
n be the drift
corresponding to this new measure. It is clear that
L˜An ≍ LAn ≍ nα.
4
We can think that we get f(j) as the position of the random walk on A after
2b
(n)
j , 2b
(n)
j − 1 or 2b(n)j − 2 steps. The number of steps depends on the fact
whether i is equal to 0 or to the final (after n steps on B) point iof the random
walk on ZZ. Therefore
E[ci|b(n)i = b, j 6= 0, j 6= i] = L˜A2b
E[ci|b(n)i = b, j = 0, j 6= i] = L˜A2b−1
E[ci|b(n)i = b, j 6= 0, j = i] = L˜A2b−1
E[ci|b(n)i = b, j = 0, j = i] = L˜A2b−2
Since 0 < L˜An ≍ nα, there exist C2, C3 > 0 such that for any b(n)j and
m = 2b
(n)
j − 2, 2b(n)j − 1, 2b(n)j
C2(b
(n)
j )
α ≤ L˜Am ≤ C3(b(n)j )α
Then
C2E[(b
(n)
j )
α] ≤ E[cj ] ≤ C3E[(b(n)j )α]
and hence
1
2
C2E
[∑
(b
(n)
i )
α
]
≤ E[l(a, f)] = LBn ≤ 2(C3E
[∑
(b
(n)
i )
α
]
+ E[R])
By proposition 1
E
[∑
(b
(n)
j )
α
]
≍ n(1+α)/2,
and
E[R] ≍
√
n ≤ n(1+α)/2.
Hence
LBn ≍ n(1+α)/2.
This completes the proof of the lemma.
As a consequence of lemma 3 we get the following theorem.
Theorem 1 Consider the following groups that are defined recurrently
G1 = ZZ;Gi+1 = ZZ ≀Gi
Then for some simple random walk on Gi we have
LGin ≍ n1−
1
2i
Proof. We prove the theorem by induction on i. The base is i = 1. In this
case Gi = ZZ and Ln is asymptotically equivalent to
√
n (see for example [8]).
Induction step follows from the previous lemma.
The author expresses her gratitude to A.M.Vershik for stating the problem
and many helpful discussions. I am also grateful to M.I.Gordin, I.A.Ibragimov,
and A.N.Borodin for useful advices.
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