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Re´sume´
Dans cette the`se nous de´veloppons une the´orie ge´ne´rale pour prouver l’existence de
plusieurs formules de Itoˆ sur l’e´quation de chaleur stochastique unidimensionnelle di-
rige´e par un bruit blanc en espace-temps. Cela revient a de´finir de nouvelles notions
d’inte´grales stochastique sur u, la solution de cette EDPS et a` obtenir pour toute fonc-
tion assez lisse f des nouvelles identite´s impliquant f(u) et des termes de correction
non triviaux. Ces nouvelles relations sont obtenues en utilisant la the´orie des structures
de re´gularite´ et la the´orie des chemins rugueux. Dans le premier chapitre nous obtenons
une identite´ inte´grale et une diffe´rentielle impliquant la reconstruction de certaines dis-
tributions mode´lise´es. Ensuite, nous discutons d’une formule ge´ne´rale de changement
de variable pour tout chemins Ho¨lderiens dans le contexte des chemins rugueux en
le rapportant a` la notion d’alge`bres quasi-shuﬄe et a` la famille des chemins rugueux
dits quasi-ge´ome´triques. Enfin nous appliquons les re´sultats ge´ne´raux sur les chemins
rugueux quasi-ge´ome´triques a` l’e´volution temporelle du processus u. En utilisant le
comportement gaussien de u, nous identifions la plupart des termes implique´s dans ces
e´quations avec certaines constructions du calcul stochastique.
Mot-Cle´s : Formule d’Itoˆ, E´quations aux de´rive´es partielles stochastiques, Structures
de re´gularite´, Chemins rugueux, Alge`bres quasi-shuﬄe, Calcul stochastique.
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Abstract
In this thesis, we develop a general theory to prove the existence of several Itoˆ formulae
on the one-dimensional stochastic heat equation driven by additive space-time white
noise. That is denoting by u the solution of this SPDE for any smooth enough function
f we define some new notions of stochastic integrals defined upon u, which cannot be
defined classically, to deduce new identities involving f(u) and some non-trivial cor-
rections. These new relations are obtained by using the theory of regularity structures
and the theory of rough paths. In the first chapter, we obtain a differential and an
integral identity involving the reconstruction of some modelled distributions. Then we
discuss a general change of variable formula over any Ho¨lder continuous path in the
context of rough paths, relating it to the notion of quasi-shuﬄe algebras and the fam-
ily of so-called quasi-geometric rough paths. Finally, we apply the general results on
quasi-geometric rough paths to the time evolution of u. Using the Gaussian behaviour
of the process u, most of the terms involved in these equations are also identified with
some classical constructions of stochastic calculus.
Keywords: Itoˆ formula, Stochastic partial differential equations, Regularity struc-
tures, Rough paths, Quasi-shuﬄe algebras, Stochastic calculus.
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Chapter 1
Introduction
This thesis is devoted to express several non-classical change of variable formulae,
called in short Itoˆ formulae, on a specific stochastic process.
Introduced in the seminal papers [Itoˆ42], [Itoˆ44], the original Itoˆ’s formula was writ-
ten as an interesting remark of the general Itoˆ integration theory. The main achievement
of this theory was to extend the analytical theory of the Paley-Wiener integration to
define an integration theory against a Brownian motion B (whose trajectories have a.s.
infinite total variation), when the integrand is also a random process. In order to show
that this new type of integral, the Itoˆ integral, looks different from a classical Stieltjes
integral, it has been remarked in [Itoˆ44] that for any C2 function f : R → R one has
the a.s. identity
f(Bt) = f(Bs) +
∫ t
s
f ′(Br)dBr +
1
2
∫ t
s
f ′′(Br)dr . (1.0.1)
The relation (1.0.1) became famous in the literature as the Itoˆ formula. The main
consequence of this identity was precisely the possibility of integrating against B as if
it was a bounded variation function in standard calculus, provided that we modify the
classical formulae with an extra term containing higher order derivatives. Itoˆ integrals
and Itoˆ formulae are at the basis of the theory of stochastic calculus and the ideas
behind their formulation have been extended to a wide class of processes, leading to
one of the most important mathematical theory of the twentieth century.
The stochastic process that we will consider in this dissertation is the one dimen-
sional stochastic heat equation with additive space-time white noise. More precisely,
this process is the solution u : R+ ×R→ R of a one dimensional heat equation with a
source term ξ : R2 → R {
∂tu = ∂xxu+ ξ ,
u(0, x) = u0(x) .
(1.0.2)
The main feature of this partial differential equation is that the source term ξ is a
space-time white noise, namely a Gaussian random field on R2 with zero mean and for
any (t, x), (s, y) ∈ R2 the following covariance structure
E[ξ(t, x)ξ(s, y)] = δ(t− s)δ(y − x) , (1.0.3)
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where δ is a one dimensional Dirac delta function. In particular, equation (1.0.2) is
one of the simplest examples of stochastic partial differential equation (SPDE).
Originated as an infinite dimensional extension of the stochastic calculus fifty years
ago, the theory of SPDEs has been an increasingly active field of research at the inter-
section of probability theory, statistical mechanics and functional analysis. We refer
the reader to the monographs [Wal84], [DPZ14] and [CR99] for a general introduction
on the topic. Following the classical results of the theory (see e.g. [DPZ14, Thm. 5.4])
there exists a global weak solution u for any initial condition u0 solving the determin-
istic heat equation (see [Can84]). The linear structure of equation (1.0.2) allows also
to solve it explicitly. Indeed, introducing the heat kernel on R
Gt(x) =
1√
4pit
exp
(
−x
2
4t
)
,
the solution u can be formally expressed by means of the variations of constants formula
u(t, x) =
∫
R
Gt(x− y)u0(y)dy +
∫ t
0
∫
R
Gt−s(x− y)ξ(s, y)dsdy , (1.0.4)
as if ξ were a smooth function. We stress the fact that the above relation is only
formal because the space-time white noise ξ cannot be evaluated pointwise. The only
way to rigorously interpret the action of ξ inside the integral can be done by defining
it as an isonormal Gaussian process on the Hilbert space H = L2(R2), i.e. ξ is seen
as a collection of centred Gaussian random variables ξ = {ξ(f)}f∈H verifying for any
f, g ∈ H
E[ξ(f)ξ(g)] = 〈f, g〉H . (1.0.5)
Rewriting the random variable ξ(f) as
∫
R2 f(s, y)ξ(ds, dy) and using the integrability
property of G, identity (1.0.4) can be then rigorously written as
u(t, x) =
∫
R
Gt(x− y)u0(y)dy +
∫
R2
1[0,t](s)Gt−s(x− y)ξ(ds, dy) . (1.0.6)
Since the stochastic behaviour of the solution is only encoded in the term containing ξ,
it is common to set u0 = 0. The resulting process thus becomes an explicit example of
stochastic convolution (see [DPZ14, Sec 5.1.2]). Note that we can carry out a similar
procedure to compute the unique global weak solution of equation (1.0.2) with Dirichlet
or periodic boundary conditions, by simply replacing G in expression (1.0.6) with the
corresponding heat kernel.
The explicit form of the process u has lead to an intensive study of its properties
since the beginning of the SPDEs theory. Two main approaches have been developed.
On one hand we can consider the process u as a time evolution u = {u(t, ·)}t≥0 on
an infinite dimensional space such as L2(R) or C(R), the space of continuous function
on R. Under this perspective ξ becomes an infinite dimensional Brownian motion,
a cylindrical Wiener process dWt (see [DPZ14]), and u is seen as the solution of a
stochastic differential equation with values in an infinite dimensional space{
du = (∂xxu)dt+ dWt
u(0, x) = u0(x) .
(1.0.7)
3In particular the solution u is a Markov process whose properties can be studied by
means of the standard tools of semigroup theory (see [DPZ14]). For instance The
hitting properties of independent copies of u were studied in [MT02] and an explicit
description of its generator in the L2 setting has been provided in [DP99]. We also recall
that the corresponding Markov process associated the solution of the equation (1.0.7)
with homogeneous Dirichlet boundary conditions on [0, 1] admits as unique invariant
measure the law of a standard Brownian bridge (see e.g. [Zam17, Chap. 4]). This
process represents then a rigorous mathematical model of random interface because it
can be also obtained as the scaling limit of a class of interacting particle systems, as
explained in [EL15]. Others results in the same spirit were obtained in [Fun83] for the
solution of (1.0.7) with other boundary conditions.
In alternative to the infinite dimensional setting, the process u can be seen also
as a real-valued Gaussian random field u = {u(t, x)}t≥0 ,x∈R . This approach dates
back to the seminal lecture notes [Wal84] and we used it to introduce the process u
in (1.0.6). Even if this point of view looks simpler from a purely probabilistic point
of view because it does not involve semigroup theory, it still requires an extensive
use of functional analysis. Indeed looking back at the definition of ξ in (1.0.5), an
alternative way of introducing it is can be made by defining ξ as a random distribution,
i.e. a random variable taking value in D′(R2), the set of distributions on R2 and
in principle we might expect a very technical theory. However in the specific case
of the process u, the properties of ξ allow to compute explictly the covariance of the
stochastic convolution and we deduce that the trajectories of u are “almost” 1/4-Ho¨lder
continuous in time and 1/2-Ho¨lder continuous in space. An elementary explication of
this regularity property can be found in [Zam17], [MT02]. From an analytical point
of view, this result can be interpreted by saying that the regularising effect of the
heat kernel turns the distributional trajectories of ξ into a continuous function (we
recall that the deterministic part of the process is smooth for any positive time as a
consequence of the classical theory). The explicit Ho¨lder exponents appearing for u
can be also justified by using a parabolic version of the Schauder estimates (see e.g.
[Kry96]) on the realisations of ξ.
One of the big disadvantages in the study of u is then the absence of the classical
tools of stochastic calculus on its trajectories. Indeed the time evolution {ut}t≥0 is
not an infinite dimensional semimartingale but for any smooth compactly supported
function h : R→ R the process
〈ut, h〉 :=
∫
R
u(t, y)h(y)dy
is a real-valued semimartingale. Moreover we can fix a space or a time point x ∈ R,
t ≥ 0 and the resulting evolutions s → u(s, x), y → u(t, y) are continuous processes
which are not semimartingales. The main reason behind this ill-posedness comes by
writing u as the solution of (1.0.7) where we immediately note that this process have
the same quadratic variation of the space time white noise dWt which is naturally an
infinite quantity. An explicit computation of the covariance of u in [Swa07] shows also
that the time evolution s→ u(s, x) is not a Markov process and it has infinite quadratic
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variation. Since the powerful theory of the Itoˆ stochastic calculus cannot be applied
directly to u, many fine properties of its trajectories, such as an intrinsic theory of local
times associated to a Tanaka formula or the study of its excursions, cannot be studied
as in the Brownian case (see e.g. [RY04]) and there are still no general theories to
approach these problems. Over the years few attempts were done to define some new
tools to define a new stochastic calculus on u using for instance the Malliavin calculus
(see [GNT05]) or the theory of local times for Gaussian random fields (see [Zam06])
but these results were not sufficiently investigated by the scientific community. More
recently in the article [EZ18] the authors provided an intrinsic notion of local times
based on the theory of Dirichlet forms (see e.g. [FOT11]) to extend the family of Bessel
SPDEs (see [Zam01]) up to some critical parameters.
During the past few years the whole discipline of stochastic partial differential
equations was radically innovated by the emergence of the theory of regularity structures
(see [Hai14]). The main goal of this new mathematical theory was to establish some
rigorous well posedness results for singular SPDEs, few important classes of equations
present in the statistical physics literature but whose meaning was still a challenge for
the mathematical community. Many of these equations are constructed as a non-linear
perturbation of the d-dimensional extension of the equation (1.0.2). For instance the
well-known KPZ equation (see [KPZ86]) writes formally as the equation (1.0.2) with a
quadratic perturbation
∂th = ∂xxh+ (∂xh)
2 + ξ . (1.0.8)
Since we expect h to share the same space regularity as u, there is no classical analyti-
cal theory to define (∂xh)
2, the square of the distributional term ∂xh. In order to solve
equation (1.0.8) the theory mixes several new results on the analysis of PDEs, algebra
and stochastic calculus (see [BHZ19], [CH16], [BCCH17]) to achieve a rigorous defini-
tion for the term (∂xh)
2 and the solution h (See also [Hai13] for further details). Even
if this equation is by far more complex than (1.0.2) we still remark that the process u
plays a fundamental role in the study of the solution because it approximates locally
the random field h in the same way as polynomials approximates smooth functions.
The study of the singular SPDEs has also generated other theories to study the same
family of equation with other analytical tools. Even in those context the knowledge
of u is still fundamental to give a rigorous meaning to these equations. We recall for
instance the theory of paracontrolled distributions [GIP15].
The theory of regularity structures should not be seen as an isolated phenomenon in
the probability panorama but instead the culminating point of an another theory, also
at the intersection between analysis and stochastic processes, the theory of rough paths
(see [Lyo98], [Gub04]). Basically speaking this theory extends the Riemann-Lebesgue
integration theory to perform the rough integration, a deterministic integration theory
against a generic non smooth continuous path. One of the main consequence is that
in some cases it is possible to interpret the Itoˆ stochastic integral as the path-wise
realisation of a specific rough integral. Similarly we also obtain that the solution of
some an Itoˆ diffusion can be een as the path-wise realisation of a so called rough
differential equation, a deterministic evolution driven by this rough integration. The
combined techniques of rough paths and regularity structures have deeply transformed
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the field of stochastic calculus showing interesting applications and connections with
many other branches of applied and pure mathematics (see [FH14]).
The main scope of our thesis is then to define new integration theories upon the
stochastic convolution process u : R+ × R→ R, that is the explicit solution of{
∂tu = ∂xxu+ ξ
u(0, x) = 0
(1.0.9)
using the techniques developed in the theory of rough paths and regularity structures.
Moreover in the same spirit of Itoˆ’s first researches, for any new notion of integral
we will investigate the associated change of variable formulae. The choice of starting
from a zero initial condition is simply done because we are interested in studying the
stochastic behaviour of the solution and as shown in formula (1.0.6) in order to recover
the general results on (1.0.2) it is sufficient to add a deterministic smooth function.
The thesis is divided into three different chapters, each associated with a scientific
paper [Bel18] [Bel19a] [Bel19b] (submitted or in preparation) dedicated to a particular
aspect of this problem. In particular the first chapter concentrates on the regularity
structure approach and the remaining chapters are devoted to a deeper comprehension
of the change of variable formula in the rough path context. We present here a quick
overview of the main contributions contained in each chapter.
1.1 Itoˆ formula in regularity structures
The first chapter will be entirely focused on the theory of regularity structures. In
particular we will explain how a theory designed to resolve equations like the KPZ
equation in (1.0.8) can contribute to express also a change of variable formula on u
which is classically well-posed. The fundamental concept behind this connection is
that for any sufficiently regular function ϕ : R → R the random field ϕ(u), which is
completely well defined by itself, it is in turn the solution of a singular SPDE similar
to (1.0.8). How can we deduce such equation? Working as if ξ were a smooth function,
we obtain formally from the chain rule
∂t(ϕ(u)) = ϕ
′(u)∂tu , ∂xx(ϕ(u)) = ϕ′′(uε)(∂xu)2 + ϕ′(u)∂xxu , (1.1.1)
Thus if u satisfies the stochastic heat equation (1.0.9), we obtain immediately that
ϕ(u) satisfies the new relation{
∂tv = ∂xxv + ϕ
′(u)ξ − ϕ′′(u)(∂xu)2
v(0, x) = ϕ(0) .
(1.1.2)
By the variation of constants formula on the second equation, we deduce from the
equation (1.1.2) a formal expression for ϕ(u)
ϕ(u(t, x)) = ϕ(0) +
∫ t
0
∫
R
Gt−s(x− y)ϕ′(u(s, y))ξ(s, y)dsdy
−
∫ t
0
∫
R
Gt−s(x− y)ϕ′′(u(s, y))(∂xu)2(s, y)dsdy .
(1.1.3)
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Clearly the reasoning behind the chain rules in (1.1.1) is only this formal because the
process u is a.s. not differentiable but this is not a simple problem of regularity of
functions because the terms ϕ′(u)ξ, ϕ′′(u)(∂xu)2 appearing in (1.1.2) and (1.1.3), in
analogy with the equation (1.0.8), do not have any rigorous meaning. The main reason
for which these terms are ill posed is because they involve formally products of ξ and
∂xu, terms which can be defined only as random variables with values in the space
distribution D′(R2) (we recall that u is non-differentiable in space).
Since the beginning of the theory of distributions, the problem of finding a notion
of product has been a crucial one in mathematical analysis (see [Sch54]). Explaining
the functional spaces where we can actually perform a product for distributions has
produced many interesting theories in mathematical analysis such as the paraproduct
theory (see [BCD11]) or the Colombeau algebra (see [Col84]). Thus we might expect to
interpret these products using a technical analytical machinery. Actually it has been
shown in [Hai14] that both ξ and ∂xu belong a.s. to some functional spaces where
there exists no continuous bilinear map to express the terms ϕ′(u)ξ and ϕ′′(u)(∂xu)2,
showing that this operation cannot be attacked with the known analytical theories.
One of the great achievements obtained in the theory of regularity structures is
then to build a coherent mathematical framework to deal with such expressions. The
main idea behind the whole theory is then to express a random distribution v, in
terms of a universal family of generalised stochastic polynomials describing locally v as
polynomials describe smooth functions. Vaguely speaking this is equivalent to say that
there exists a family of random distributions {Πxτ(y)}τ∈T , depending on a reference
point x ∈ R2, a variable y ∈ R2, a fixed probability space (Ω,F ,P) and a finite set T
such that for any random distribution v we can write formally
v(y)− v(x) =
∑
i∈I
ai(x)Πxτi(y) + r(y, x) , a.s. (1.1.4)
where I is a finite subset I ⊂ T , {ai}i∈I is a family of random fields process playing
the same role as the derivatives and r is a random remainder term which is sufficiently
small with respect to some metric. The equation (1.1.4) is still a formal identity because
it involves the evaluation of distributions on points but it can rigorously be written
with some new definitions. Following the formula (1.1.4) we can say that the random
distribution v is approximated by the triplet V = (A,Θ, I) where A and Θ are defined
respectively as
A(x) := (a1(x) , · · · , a|I|(x)) , Θ := {τi}i∈I . (1.1.5)
One of the fundamental results expressed in [Hai14] is that if we dispose of a family
of generalised stochastic polynomials {Πxτ(y)}τ∈T (called model) then there exists a
family triplets V = (A,Θ, I) (called modelled distribution) such that for any triplet
belonging to this class we can associated a unique random distribution to it denoted
by R(V ) (called the reconstruction of V ) satisfying the identity (1.1.4). This result,
which is referred in the theory as the reconstruction theorem, is a cornerstone of the
theory, characterising a random distribution in terms of a local expansion of a finite
number of elements. Under this perspective we can define a product between two
random distributions.
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We consider two random distribution v1, v2 satisfying v1 = R(V 1) and v2 = R(V 2)
for two fixed modelled distributions V 1 = (A1,Θ1, I1) , V 2 = (A2,Θ2, I2) where A1,
A2, Θ1, Θ2 are written like (1.1.5). Then if we are able to define a finite number of
new generalised stochastic polynomial Πx(τ
1
i τ
2
j )(y) on a specific set of indices we can
define an abstract notion of product between the modelled distribution V 1V 2 and the
product between v1 and v2 becomes the random distribution R(V 1V 2), that is the
unique random distribution satisfying
R(V 1V 2)(y)−R(V 1V 2)(x) =
∑
(i,j)
a1i (x)a
2
j(x)Πx(τ
1
i τ
2
i )(y) + r˜(y, x) a.s. (1.1.6)
where r˜ is the stochastic remainder. Even if we still keep the discussion at an infor-
mal level, we stress the fact the the resulting product operation (v1, v2) → R(V 1V 2)
provides a measurable operation with some properties of a product but its definition
requires more properties than the simple theory of distributions.
The first chapter of this thesis will be devoted to justify in detail the equation
defining ϕ(u) (1.1.2) and the integral formula (1.1.3) in the context of this new notion
of product between distributions sketched above. For technical reasons the starting
process u will be the solution of (1.0.9) with periodic boundary condition, written as
a random field u : R+ × T → R, where T = R/Z is the one dimensional torus. First
we will introduce an explicit family of generalised stochastic polynomials which is able
to describe a solution of (1.1.2). The existence of such family will be obtained by
specifying and simplifying some technical results of the theory contained in [BHZ19],
[CH16]. Once obtained the generalised stochastic polynomials, we will show explicitly
four different modelled distributions Φ′(U), Φ′′(U), Ξ and ∂xU satisfying
R(Φ′(U)) = ϕ′(u) , R(Φ′′(U)) = ϕ′′(u) , R(∂xU) = ∂xu , R(Ξ) = ξ . (1.1.7)
From the knowledge of these modelled distributions and the underlying model we
will obtain that it is also possible to define the modelled distributions Φ′(U)Ξ and
Φ′′(U)(∂xU)2, giving a rigorous meaning to the terms ϕ′(u)ξ, ϕ′′(u)(∂xu)2.
The remarkable property of this construction appears then when we want to link
this definition with the differential identity (1.1.2). Indeed for any sufficiently smooth
ϕ a key result of the chapter is the rough differential Itoˆ formula
(∂t − ∂xx)ϕ(u) = R(Φ′(U)Ξ)−R(Φ′′(U)(∂xU)2) , (1.1.8)
where both sides are interpreted a.s. as distributions. Therefore this new notion of
product satisfies formally the same identity of standard calculus, provided that we
interpret the terms in a distributional way. Writing the expression of (1.1.8) using the
variation of the constants formula for the heat equation with a distributional source,
we obtain an a.s. expression for ϕ(u) called rough integral Itoˆ formula:
ϕ(u(t, x)) = P ∗ 1[0,t]R(Φ′(U)Ξ)(t, x)− P ∗ 1[0,t]R(Φ′′(U)(∂xU)2)(t, x) , (1.1.9)
where P is the heat Kernel on the torus, the operation ∗ is the convolution operation
on R2 and 1[0,t] is an operator between distributions extending the multiplication with
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the indicator function of [0, t]×T. Similarly as before the identity (1.1.9) is a rigorous
way to interpret (1.1.3).
The identities (1.1.8), (1.1.9) explain the behaviour of ϕ(u) as a solution of a partial
differential equation whereas they do not study the probabilistic meaning of the ran-
dom distributions R(Φ′(U)Ξ), R(Φ′′(U)(∂xU)2). The last part of the chapter will be
dedicated to study for any test function ψ : R+ × T→ R the behaviour of the random
variables R(Φ′(U)Ξ)(ψ), R(Φ′′(U)(∂xU)2)(ψ) using the explicit Gaussian structure of
the process u and the space time white noise ξ, as introduced in work [Zam06]. In
particular for any test function ψ : R+×T→ R whose support is contained in [0, t]×T
compactly we will obtain the following identification theorems
R(Φ′(U)Ξ))(ψ) = ∫ t
0
∫
T
ϕ′(u(s, y))ψ(s, y)dWs,y . (1.1.10a)
R(Φ′′(U)(DxU)2)(ψ) = −1
2
∫ t
0
∫
T
ψ(s, y)ϕ′′(u(s, y))C(s)dy ds (1.1.10b)
+
∫
[0,t]2×T2
[∫ t
s2∨s1
∫
T
ψ(s, y)ϕ′′(u(s, y))∂xPs−s1(y − y1)∂xPs−s2(y − y2)dyds
]
dW 2s,y ,
where the integral dWs,y is a Walsh integral taken with respect to the martingale
measure associated to W , the brownian sheet associated to ξ (see [Wal84]); C : (0, T )→
R is the function
C(s) :=
∫
T
P (s, y)2dy (1.1.11)
and the integral dW 2s,y is the multiple Skorohod integral of order two associated to W
(see the general notion of Skorohod integral of order two in [NN10]). The content of
the chapter is based upon the article [Bel18].
1.2 Rough Itoˆ formula
Contrary to the main topic of the thesis, in the second chapter we will not speak
directly of the process u. Indeed the whole discussion will focus on the generalisation
of the Itoˆ formula (1.0.1) using the rough paths theory.
Introduced at the end of the nineties in the seminal paper [Lyo98], the theory of
rough path was built to solve the following family of controlled differential equations{
dYt = f(Yt)dXt
Y0 = y0 ,
(1.2.1)
where Y and X are continuous functions Y : [0, T ]→ Re, X : [0, T ]→ Rd and f : Re →
Re×d is smooth. The key point in equation (1.2.1) is that we want define a notion of
solution even when the trajectories of the driving path X are “rough”, that is neither
differentiable nor absolute continuous. Even if the formulation of this problem is purely
deterministic, most of its results are then applied in the probabilistic setting by con-
sidering the realisation of some continuous stochastic process X as driving path (e.g.
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a fractional Brownian motion). Therefore this theory can be used to develop a robust
solution theory for stochastic differential equations which cannot be defined classically.
The usual way to formulate the problem (1.2.1) is in its integral form. Hence a
large part of the theory is dedicated to give a rigorous meaning to integrals such as∫ t
s
f(Xr)dXr (1.2.2)
where X : [0, T ]→ R is a rough function with Ho¨lder regularity γ ∈ (0, 1) and f : R→
R is smooth. As expressed at the beginning, this problem motivated the definition
of the Itoˆ calculus when X is a Brownian motion. However the main feature of this
rough path point of view is then to provide an analytical way to define the integral
(1.2.2) independently of the stochastic properties of the trajectories. A first interesting
solution to this problem has been provided by a result of W. Young [You36], defining
(1.2.2) as the limit ∫ t
s
f(Xr)dXr := lim
n→∞
∑
[u,v]∈Pn
f(Xu)(Xv −Xu) , (1.2.3)
where Pn is a generic sequence of partitions of [s, t] whose mesh-size converges to 0.
One of the big obstacles of this result is that this approximation holds if and only
if the parameter γ ∈ (1/2, 1), excluding the possibility of defining a a similar object
in the Brownian case (whose trajectories are almost 1/2-Ho¨lder). The fundamental
progress introduced in [Lyo98] and explained in a simpler formalism by [Gub04] was
that even when γ < 1/2 it is still possible to define the operation (1.2.2) through a
limiting procedure. Nevertheless instead of a classical Riemann sum as in the Young
case (1.2.3) the approximations of this operation depend on a larger path X containing
the driving path X and a finite number of extra components that behave formally as
the iterated integrals of X. This new object X takes the name of rough path over X,
and we can formally define the integral (1.2.2) as a rough integral as long as we can
define a rough path X over the driving path X. To stress the fact that this integral
does not depend uniquely on X we will denote it by
∫ t
s
f(Xr)dXr.
The general definition of a rough path X when the driving path is γ-Ho¨lder for
γ ∈ [1/3, 1/2) is at the basis of the monograph [FH14]. However when we want to
treat the general case γ ∈ (0, 1) two main notions of rough path are defined in the
literature to give a rigorous meaning to the rough integral: the geometric rough paths
and the branched rough paths. The first family dates back to the first formulation
of the theory and it imposes that the extra components of a geometric rough path
(the objects which replace the iterated integral) should respect the usual integration
by parts formulae rule of the iterated integral of smooth paths. One disadvantage of
this definition is that we cannot recover the Itoˆ integration theory in this family. The
other class was introduced in [Gub10] and using it we can easily include the stochastic
calculus as a particular case but the cost of this inclusion is the presence of more
components than for a geometric rough path. A detailed comparison of these two
families has been discussed [HK15] showing also some interesting connections with the
theory of Hopf algebras.
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The presence of two different methods to construct the rough integral leads nat-
urally to study the problem of the change of variable formula. Particularly if X =
(X1 , · · ·Xd) : [0, T ]→ Rd is a generic γ-Ho¨lder path contained in a rough path X and
ϕ : Rd → R is a sufficiently smooth function, does the change of variable formula
ϕ(Xt) = ϕ(Xs) +
d∑
i=1
∫ t
s
∂iϕ(Xr)dX
i
r (1.2.4)
still hold? On one hand if X is geometric, the formula (1.2.4) is true and it follows
directly from the definition of a geometric rough path. On the other hand the same
problem shows a more interesting behaviour when X is a branched rough path. This
topic has been studied in the PhD thesis of David Kelly [Kel12] and a new formula
was obtained in this context by means of the notion of bracket extension Xˆ over a
branched rough path X. Loosely speaking a bracket extension is again a branched
rough path containing the information given by X and in addition to that it encodes
also some new paths X(i1···in) for i1 , · · · , in = 1 , · · · d called (i1 · · · in)-order variations,
which extend in an algebraic and analytical context the notion of quadratic variation
of a semimartingale. By fixing a bracket extension Xˆ over a branched rough path X,
we obtain the general formula
ϕ(Xt) = ϕ(Xs) +
d∑
i=1
∫ t
s
∂iϕ(Xr)dX
i
r
+
N∑
n=2
d∑
i1 ,··· ,in=1
1
n!
∫ t
s
∂i1 · · · ∂inϕ(Xr)
∂xi1 · · · ∂xin
dXˆ(i1···in)r ,
(1.2.5)
where N = b1/γc and the other terms appearing in (1.2.5) are rough integrals with
respect to the paths X(i1···in). We call the identity (1.2.5) rough Itoˆ formula because
it represents a deterministic generalisation of the stochastic identity (1.0.1). Looking
at this theory from a probabilistic point of view, the formula (1.2.5) establishes an
interesting starting point to study non standard change of variable formulae on general
stochastic processes with continuous trajectories. Unfortunately it turns out that the
notion itself of bracket extension does not seem to be adapted for applications to
stochastic processes because of its intrinsic algebraic complexity.
The main improvement obtained in chapter two is then a new reformulation of
Kelly’s original theory in order to establish for a generic γ-Ho¨lder path X a formula
similar to (1.2.5) but using a simpler algebraic structure to encode the (i1 · · · in)-order
variations. Specifically we will introduce a new notion of rough paths called quasi-
geometric rough paths and we will restate the formula in this new context. This new
family of rough paths was recently introduced in the paper [BCEF18] in a much ab-
stract context and it relies on the theory of quasi-shuﬄe algebras (see [Hof00], [HI17]).
Basically speaking a quasi-geometric rough path X over X encodes in a single object
the same information as a bracket extension but using a different indexing of the co-
ordinates. Indeed of starting from the paths X(i1···in) for i1 , · · · , in = 1 , · · · , d we will
represent them in terms of multi-indices Xk where k = (k1, · · · , kd) and using {ei}di=1
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the canonical basis in Nd we will adopt the identification X i = Xei . These new paths
are called k-order variations. Using this new notation for any fixed quasi geometric
rough path X over X the new change of variable formula reads as
ϕ(Xt) = ϕ(Xs) +
∑
k∈Nd : |k|≤N
1
k1! · · · kd!
∫ t
s
∂k1 · · · ∂kdϕ(Xr)
∂x1 · · · ∂xd dX
k
r , (1.2.6)
where the value |k| corresponds with the absolute value of the multi-index k.
One of the big advantages of the class of geometric rough paths is the existence of
an explicit one to one correspondence between them and the geometric rough paths
over the extended path of the k-order variations. Therefore the problem of constructing
a quasi-geometric rough path can be reformulated as the construction of a geometric
rough path over a higher dimensional path and in the stochastic case we can apply
some standard criteria from the literature [FV10b] to show the existence of explicit
quasi-geometric rough paths. This chapter is based upon the article [Bel19a].
1.3 Itoˆ formulae on the time evolution
In the last chapter of the thesis, we will apply the results on the rough Ito formula
to deduce some new Itoˆ formulae on the time evolution of the stochastic heat equation.
Recalling the regularity of the space and the time trajectories of the solution of
(1.0.9), both the trajectories s → u(s, x), y → u(t, y) are Gaussian processes which
should fit naturally in the rough path theory. However all the known work in the
literature focuses only on the spatial evolution mostly because of this process has
Ho¨lder regularity almost 1/2. For a detailed discussion of the applications of rough
paths theory to this process we refer the reader to [Hai11], [HW13], [FGGR16] and the
general monograph [FH14].
The process we will consider in this chapter is defined from a slight modification of
the usual stochastic heat equation defined in (1.0.9) because we consider{
∂tu =
1
2
∂xxu+ ξ
u(0, x) = 0 .
Then for some fixed x ∈ R we set Xt := u(t, x). Since X is a real valued process whose
Ho¨lder regularity is almost 1/4, the rough change of variable formula (1.2.6) applied
to any random quasi-geometric rough path X over X implies the identity
ϕ(Xt) = ϕ(Xs) +
∫ t
s
ϕ′(Xr)dX1r +
1
2!
∫ t
s
ϕ′′(Xr)dX2r
+
1
3!
∫ t
s
ϕ(3)(Xr)dX3r +
1
4!
∫ t
s
ϕ(4)(Xr)dX4r ,
(1.3.1)
where every integral in the right hand side of (1.3.1) is the a.s. realisation of a rough
integrals. In analogy with the stochastic calculus, where there are several ways to
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express the same change of variable formula using different notions of stochastic integral
(e.g. the Itoˆ and Stratonovich formulation) we will show the existence of four different
change of variable formulae on X by proving the existence of four random quasi-
geometric rough paths over the process. Once obtained an analytical description of
these identities, as we discussed in the first section, we will recover the probabilistic
nature of some rough integrals by identifying them with some classical objects from
stochastic calculus.
Summing up both the analytic and the probabilistic results, the resulting formulae
are the following: first we have the geometric formula
ϕ(Xt) = ϕ(Xs) +
∫ t
s
ϕ′(Xr)dX1r , (1.3.2)
obtained by choosing X, the unique one-dimensional geometric rough path over X
(which can be identified to a trivial quasi-geometric extension over X). Then we
construct two quasi-geometric rough paths X and Xˆ such that the third and the fourth
order rough integrals on the right hand side of (1.3.1) are identically zero and the
second order ones are identified to some classical objects. Plugging them in (1.3.1) we
obtain the identities
ϕ(Xt) = ϕ(Xs) +
∫ t
s
ϕ′(Xr)dX1r +
κ
2
∫ t
s
ϕ′′(Xr)dBr , (1.3.3)
ϕ(Xt) = ϕ(Xs) +
∫ t
s
ϕ′(Xr)dXˆ1r +
1
2
∫ t
s
ϕ′′(Xr)dσ2r , (1.3.4)
where B is an independent Brownian motion, σ2 is the variance function σ2r = E[X2r ]
and the integrals in the formulae are an Itoˆ integral and a Stieltjes one. The identities
(1.3.3) and (1.3.4) are called the Burdzy-Swanson formula and the Cheridito-Nualart
formula [BS10] [CN05]. Finally we prove the existence of a quasi-geometric rough path
X such that the fourth order integral is a Lebesgue integral
ϕ(Xt) =ϕ(Xs) +
∫ t
s
Φ′(Xr)dX 1r +
1
2!
∫ t
s
Φ′′(Xr)dX 2r
+
1
3!
∫ t
s
Φ(3)(Xr)dX 3r +
6
4!pi
∫ t
s
ϕ(4)(Xr)dr ,
(1.3.5)
thereby proving the existence of a deterministic “quartic variation” for the process X.
Moreover the sum of the remaining rough integrals in the right hand side of (1.3.5) can
be also associated with the limit of a compensated Riemann sum related to the higher
order Fo¨llmer calculus, introduced in [CP19]. This chapter is based upon the article
[Bel19b].
Chapter 2
An Itoˆ type formula for the
additive stochastic heat equation
2.1 Introduction
We consider {u(t, x) : t ∈ [0, T ], x ∈ T = R/Z} the solution of the additive stochas-
tic heat equation with periodic boundary conditions and zero initial value:
∂tu = ∂xxu+ ξ ,
u(0, x) = 0
u(t, 0) = u(t, 1)
∂xu(t, 0) = ∂xu(t, 1)
(2.1.1)
where ξ is a real valued space-time white noise over R × T. This equation was origi-
nally formulated to model a one-dimensional string exposed to a stochastic force (see
[Fun83]). From a theoretical point of view, the equation (2.1.1) represents one of the
simplest examples of a stochastic PDE whose solution can be written explicitly, the
so called stochastic convolution (see e.g. [Wal84], [DPZ14]). Writing ξ = ∂W/∂t∂x,
where W is the Brownian sheet associated to ξ, one has
u(t, x) =
∫ t
0
∫
T
Pt−s(x− y)dWs,y , (2.1.2)
where the integral dWs,y is a Walsh integral taken with respect to the martingale
measure associated to W and P : (0,+∞)× T→ R is the fundamental solution of the
heat equation with periodic boundary conditions:
Pt(x) =
∑
m∈Z
Gt(x+m) , Gt(x) =
1√
4pit
exp
(
−x
2
4t
)
.
It is well known in the literature (see e.g. [DPZ14]) that almost surely u admits a
continuous modification in both variables t and x and it satisfies the equation (2.1.1)
in a weak sense, that is for any smooth function l : T→ R one has∫
T
u(t, y)l(y)dy =
∫ t
0
∫
T
u(s, y)l′′(y)dy ds+
∫ t
0
∫
T
l(y)dWs,y . (2.1.3)
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Looking at u as a process with values in an infinite-dimensional space, the process
ut = u(t, ·) is also a Feller Diffusion taking values in C(T) (the space of periodic con-
tinuous functions) and L2(T). Its hitting properties were intensively studied in [MT02]
employing the Markov property, potential theory and the theory of Gaussian processes.
Nevertheless, some classical tools of the infinite-dimensional stochastic calculus (see e.g.
[DPZ14]) such as the Itoˆ formula cannot be applied to ut. Moreover for any fixed x ∈ T
it has been shown in [Swa07] that the process t→ u(t, x) has an a.s. infinite quadratic
variation. Therefore any attempt to apply classically the powerful theory of Itoˆ calcu-
lus seems pointless. Introduced in 2014 and explained through the famous “quartet”
of articles [Hai14], [BHZ19], [CH16], [BCCH17], the theory of regularity structures has
provided a very general framework to prove local pathwise existence and uniqueness
of a wide family of stochastic PDEs driven by space-time white noise. In this chapter,
we will show how these new techniques allow formulating an Itoˆ formula for u. The
formula itself will be expressed under a new form, reflecting the new perspective un-
der which the stochastic PDEs are analysed. Indeed, for any fixed smooth function
ϕ : R→ R, we will study the quantity (∂t − ∂xx)ϕ(u), interpreted as a space-time ran-
dom distribution. This choice is heuristically motivated by the parabolic form of the
equation (2.1.1) defining u and it is manageable by the regularity structures, where it
is possible to manipulate random distributions. Thus we are searching for a random
distribution gϕ , depending on higher derivatives of ϕ, such that, denoting by 〈 , 〉 the
duality bracket, one has a.s. the identity
〈(∂t − ∂xx)ϕ(u), ψ〉 = 〈gϕ, ψ〉 , (2.1.4)
for any test function ψ. We will refer to this formula as a differential Itoˆ formula,
because of the presence of a differential operator on the left hand side of (2.1.4). By
uniqueness of the heat equation with the distributional source gϕ (see section 2.2), for
every (t, x) ∈ [0, T ]× T→ R, we can write formally
ϕ(u(t, x)) = ϕ(0) +
∫ t
0
∫
T
Pt−s(x− y)gϕ(s, y) ds dy (2.1.5)
where for any fixed (t, x) the equality (2.1.5) hold a.s. We call a similar identity an
integral Itoˆ formula because of the double integral on the right hand side of (2.1.5).
This resulting formula may be one possible tool to improve our comprehension of the
trajectories of u, even if it is still not clear whether it will be as effective as it is for
finite- dimensional diffusions (see e.g. [RY04]).
In order to obtain these identities, we will follow the general philosophy of the
regularity structure theory. Instead of working directly with the process u, we will
consider {uε}ε>0 an approximating sequence of u, solving a so called “Wong-Zakai”
formulation of (2.1.1) (see [HP15] for this approximation procedure on a wider class of
equations) 
∂tuε = ∂xxuε + ξε ,
uε(0, x) = 0
uε(t, 0) = uε(t, 1)
∂xuε(t, 0) = ∂xuε(t, 1)
(2.1.6)
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where the random fields {ξε}ε>0 are defined by extending ξ periodically on R2 and
convolving it with a fixed smooth, compactly supported function ρ : R2 → R such that∫
R2 ρ = 1 and ρ(t, x) = ρ(−t,−x). That is denoting by ∗ the convolution on R2 for any
ε > 0 we set
ρε = ε
−3ρ(ε−2t, ε−1x) , ξε(t, x) = (ρε ∗ ξ)(t, x) . (2.1.7)
The inhomogeneous scaling in the mollification procedure is chosen accordingly to the
parabolic nature of the equation (2.1.1). This regularisation makes ξε an a.s. smooth
function ξε : [0, T ] × T → R and the equation (2.1.6) admits for any ε > 0 an a.s.
periodic strong solution (in the analytical sense) uε : [0, T ] × T → R which is smooth
in space and time. Therefore in this case (∂t − ∂xx)ϕ(uε) is calculated by applying the
classical chain rule between uε and ϕ, obtaining
∂t(ϕ(uε)) = ϕ
′(uε)∂tuε , ∂x(ϕ(uε)) = ϕ′(uε)∂xuε , (2.1.8)
∂xx(ϕ(uε)) = ϕ
′′(uε)(∂xuε)2 + ϕ′(uε)∂xxuε . (2.1.9)
which yields:
(∂t − ∂xx)ϕ(uε) = ϕ′(uε)ξε − ϕ′′(uε)(∂xuε)2 . (2.1.10)
Let us understand heuristically what happens when ε → 0+. Since ρε is an approxi-
mation of the delta function, u is a.s. continuous and the derivative is a continuous
operation between distributions, we can reasonably infer that the left hand side of
(2.1.10) converges in some sense to (∂t−∂xx)ϕ(u). Thus the right hand side of (2.1.10)
should converge too to some limit distribution. However, written under this form, it is
very hard to study this right hand side because it is possible to show
‖ϕ′(uε)ξε‖ P→ +∞ , ‖ϕ′′(uε)(∂xuε)2‖ P→ +∞
with respect to some norm (see the remark 2.5.2). These two results suggest a can-
cellation phenomenon between two objects whose divergences compensate each other.
This simple cancellation phenomenon between two diverging random quantities, which
lies at the heart of the recent study of singular SPDEs, has already been noticed in the
pioneering article [Zam06] (see also [GNT05], [Lan07]) and now we are able to reinter-
pret that result in the general context of the renormalization theory, as explained in
the theory of regularity structures. By means of the notion of modelled distribution
and the reconstruction theorem, we can also explain the limit as the difference of two
explicit random distributions. However, these limits are only characterised by some
analytical properties which cannot allow to understand immediately their probabilistic
representation. Therefore the convergence is also linked with some specific identifica-
tion theorems which describe their law. Summing up both these results we can state
the main theorem of the chapter:
Theorem 2.1.1 (Integral and differential Itoˆ formula). Let ϕ be a function of class
C4b (R), the space of C4 functions with all its derivatives bounded. Then for any test
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function ψ : R× T→ R with supp (ψ) ⊂ (0, T )× T, one has the a.s. equality
〈(∂t − ∂xx)ϕ(u), ψ〉 =∫ T
0
∫
T
ϕ′(us(y))ψ(s, y)dWs,y +
1
2
∫ T
0
∫
T
ψ(s, y)ϕ′′(us(y))C(s)dyds
−
∫
[0,T ]2×T2
[∫ T
s2∨s1
∫
T
ψ(s, y)ϕ′′(us(y))P ′s−s1(y − y1)P ′s−s2(y − y2)dyds
]
dW 2s,y .
Moreover for any (t, x) ∈ [0, T ]× T we have a.s.
ϕ(ut(x)) =
ϕ(0) +
∫ t
0
∫
T
Pt−s(x− y)ϕ′(us(y))dWs,y + 1
2
∫ t
0
∫
T
Pt−s(x− y)ϕ′′(us(y))C(s)dyds
−
∫
[0,t]2×T2
[∫ t
s2∨s1
∫
T
Pt−s(x− y)ϕ′′(us(y))P ′s−s1(y − y1)P ′s−s2(y − y2)dyds
]
dW 2s,y,
where in both formulae P ′s(y) = ∂xPs(x), the integral dW
2
s,y is the multiple Skorohod
integral of order two integrating the variables s = (s1, s2) and y = (y1 ,y2), us(y) =
u(s, y) and C : (0, T )→ R is the integrable function C(s) := ‖Ps(·)‖2L2(T).
Remark 2.1.2. It is natural to ask whether the same techniques could be applied to a
generic convex function ϕ, in order to establish a Tanaka formula for u. In case ϕ is
not a regular function, the formalism of regularity structures does not work anymore
(see the section 2.4). However even if we try to generalise the Theorem 2.1.1 using
only the Malliavin calculus, the presence of a multiple Skorohod integral of order 2 in
both formulae would require apriori that the random variable ϕ′′(u(s, y)) ought to be
twice differentiable (in the Malliavin sense). Hence the condition ϕ ∈ C4b (R) in the
statement appears to be optimal. Finally any Tanaka formula would require a robust
theory of local times associated to u, yet this notion is very ambiguous in the literature.
On the one hand using some general results on Gaussian variables (such as [GH80]) we
can prove the existence of a local time for any x ∈ T of the process t → u(t, x) with
respect to its occupation measure on [0, T ]. On the other hand an alternative notion
of a local time for u has been developed by means of distributions on the Wiener space
in [GNT05].
We discuss now the organization of the chapter: in Section 2.3 and 2.4 we will apply
the general theorems of the regularity structures theory to build the analytical and
algebraic tools to study the problem: all the constructions are mostly self contained.
In some cases we will also recall some previous results obtained in [HP15] and [BHZ19],
[CH16]. Then in the section 2.5 we will combine all these tools to obtain firstly two
formulae involving only objects built in the previous sections (we will refer to them as
pathwise Itoˆ formulae) and later the identifications theorems.
We finally remark that some of the techniques presented here could potentially be
used to establish an Itoˆ formula for a non-linear perturbation of (2.1.1), the so called
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generalised KPZ equation:
∂tu = ∂xxu+ g(u)(∂xu)
2 + h(u)(∂xu) + k(u) + f(u)ξ ,
u(0, x) = u0(x)
u(t, 0) = u(t, 1)
∂xu(t, 0) = ∂xu(t, 1)
(2.1.11)
where g, f , h, k are smooth functions and u0 ∈ C(T) is a generic initial condition.
(We refer the reader to [Bru15], [Hai16], [BGHZ19]). Establishing such a formula
in this generalized setting shall be subject to further investigations. Other possible
directions of research may also take into account the Itoˆ formula for the solutions of
other stochastic PDEs with Dirichlet boundary conditions (see [GH17]) and, using the
reformulation in the regularity structures context of differential equations driven by
fractional Brownian motion (see [BFG+17]), we could recover some classical results in
the literature of fractional processes (see e.g. [FR02], [RV93]).
2.2 Ho¨lder spaces and Malliavin calculus
We recall here some preliminary notions and notations we will use throughout the
chapter. For any space-time variable z = (t, x) ∈ R2, in order to preserve the different
role of time and space in the parabolic equation (2.1.1) we define, with an abused
notation, its parabolic norm as
‖z‖ :=
√
|t|+ |x| .
Moreover for any multi-index k = (k1, k2) the parabolic degree of k is given by
|k| := 2k1 + k2 and we adopt the multinomial notation for monomials zk = tk1xk2
and derivatives ∂k = ∂k1t ∂
k2
x (the derivative ∂
2
xf will be denoted in some cases by ∂xxf
to shorten the notation). According to the definition of ρε in (2.1.7), the parabolic
rescaling of any function η : R2 → R of parameter λ > 0 and centred at z = (t, x) is
given by
ηλz (z¯) := λ
−3η(
t¯− t
λ2
,
x¯− x
λ
) , z¯ = (t¯, x¯) .
For any non integer α ∈ R, a function f : R2 → R belongs to the α Ho¨lder space Cα
when one of these conditions is verified:
• If 0 < α < 1, f is continuous and for any compact set K ⊂ R2
‖f‖Cα(K) := sup
z∈K
|f(z)|+ sup
z,w∈K
z 6=w
|f(z)− f(w)|
‖x− y‖α <∞ .
• If α > 1, f has bαc continuous derivative in space and bα/2c continuous derivative
in time, where b·c is the integer part of a real number. Moreover for any compact
set K ⊂ R2
‖f‖Cα(K) := sup
z∈K
sup
|k|≤bαc
|∂kf(z)|+ sup
z,w∈K
z 6=w
sup
|k|=bαc
|∂kf(z)− ∂kf(w)|
‖z − w‖α−bαc <∞ .
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• If α < 0, denoting r = −bαc + 1, f ∈ S ′(R2), the set of tempered distribution on
R2, and the dual of the function of order Cr on R2. Moreover for every compact set
K ⊂ R2
‖f‖Cα(K) := sup
z∈K
sup
η∈Br
sup
λ∈(0,1]
|〈f, ηλz 〉|
λα
<∞ ,
where Br is the set of all test functions η supported on {z ∈ R2 : ‖z‖ ≤ 1} such that
all the directional derivatives up to order r are bounded in the sup norm.
The spaces Cα and the respective localised version Cα(D), defined on a open set D ⊂ R2
are naturally a family of Fre´chet spaces. Moreover for any α > 0 and compact set
K ⊂ R2, defining Cα(K) by restriction of f on K, we obtain a Banach space using
the quantity ‖f‖Cα(K). The elements f ∈ Cα(R× T) are interpreted as elements of Cα
whose space variable lives in T. Most of the classical analytical operations apply to
the Cα spaces as follows:
• Derivation if f ∈ Cα and k is a multi-index then the map f → ∂kf is a continuous
map from Cα to Cβ where β = α− |k|.
• Schauder estimates (see [Sim97]) if P is the Heat kernel on some domain, then the
space-time convolution with P , f → P ∗f is a well defined map for every f supported
on positive times and it sends continuously Cα in Cα+2 for every real non integer α.
• Product (see [Hai14, Prop. 4.14]) for any real non integer β the map (f, g) → f · g
defined over smooth functions extends continuously to a bilinear map B : Cα×Cβ →
Cα∧β if and only if α + β > 0.
The Ho¨lder spaces and the operations defined on them provide a natural setting to
formulate the deterministic PDE
∂tv − ∂xxv = g ,
v(0, x) = v0(x)
v(t, 0) = v(t, 1)
∂xv(t, 0) = ∂xv(t, 1) ,
(2.2.1)
where g ∈ Cβ(R × T) and v0 ∈ C(T). For any β > 0, classical results on PDE theory
(see e.g. [Kry96]) imply that there exists a unique strong solution v ∈ Cβ+2([0, T ]×T)
of (2.2.1) which is given explicitly by the so called variation of the constant formula
v(t, x) =
∫
T
Pt(x− y)v0(y)dy + (P ∗ 1[0,t] g)(t, x) , (2.2.2)
where for any t > 0, 1[0,t] is the indicator function of the interval [0, t] × T. Fur-
thermore if we consider β ∈ (−2, 0) non-integer, the equation (2.2.1) admits again a
unique solution v ∈ Cβ+2([0, T ]×T) satisfying (2.2.1) but only in a distributional sense.
This solution can be expressed again by the formula (2.2.2) by interpreting 1[0,t] as a
continuous linear map 1[0,t] : Cβ(R × T) → Cβ(R × T) such that (1[0,t]g)(ψ) = g(ψ)
for any smooth test function ψ satisfying supp(ψ) ⊂ [0, t] × T and (1[0,t]g)(ψ) = 0 if
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supp(ψ)∩ [0, t]×T = ∅ (see [HP15, Lem. 6.1]). In particular it is possible to show (see
[Hai14, Prop. 6.9] and [GH17, Prop. 2.15]) that for any test function ψ
(1[0,t]g)(ψ) = lim
N→+∞
g(ϕNψ) , (2.2.3)
where ϕN is a fixed sequence of smooth cutoff functions converging a.e. to 1(0,t)×T.
Thus the solution of the equation (2.2.1) is given by the same formula (2.2.2) if g ∈
Cβ(R × T). The following procedure can be adapted straightforwardly a linear map
1[s,t] : Cβ(R× T)→ Cβ(R× T) for any interval [s, t] ⊂ R eventually unbounded.
The equation (2.1.1) can be expressed in the context of the spaces Cα. Indeed for
every κ > 0 interpreting ξ as the derivative in space and time of the Brownian sheet W ,
there exists a modification of ξ belonging to C−3/2−κ(R×T) and defining ξε as in (2.1.7)
one has, as ε→ 0+, ξε→ξ in probability for the topology of C−3/2−κ(R×T) (see [Hai14,
Lem. 10.2]). This theorem has some very deep consequences. Indeed choosing κ < 1/2
and v0 = 0, we can apply the deterministic results of (2.2.1) with every a.s. realisation
of ξ and by uniqueness of the solution (2.1.1) we obtain the pathwise representation
u(t, x) = (P ∗ 1[0,t]ξ)(t, x) , uε(t, x) = (P ∗ 1[0,t]ξε)(t, x). (2.2.4)
Hence applying the Schauder estimates, we deduce immediately that every a.s. realisa-
tion of u belongs to C1/2−κ([0, T ]×T). Therefore if we want to have a pathwise notion
to an object like “uξ” the sum of the Ho¨lder regularity of each factor will be −1− 2κ
and there is no classical way to understand this product starting from the product of
two smooth approximations. The same reasoning applies also for the formal object
“(∂xu)
2”. We recall finally that for every distribution u ∈ S ′(R× T) we can define its
periodic lifting u˜ ∈ S ′(R2) defined for every test function ψ : R2 → R
u˜(ψ) = u(
∑
m∈Z
ψ(·, ·+m)) . (2.2.5)
Thanks to this operation we obtain that u˜ coincides with the classical lift to R2 of a
periodic function when u is a function and we have
u˜(t, x) = (G ∗ 1˜[0,t]ξ)(t, x) , u˜ε(t, x) = (G ∗ 1˜[0,t]ξε)(t, x). (2.2.6)
From a probabilistic point of view, ξ is an isonormal Gaussian process onH = L2(R×T)
defined on a complete probability space (Ω,F ,P). That is we can associate to any
f ∈ H a real Gaussian random variable ξ(f) such that for any couple f, g ∈ H one has
E[ξ(f)ξ(g)] =
∫
R
∫
T
f(s, x)g(s, x)ds dx .
We denote by In : H
⊗n → L2(Ω), n ≥ 1 the multiple stochastic Wiener integral with
respect to ξ (see [Nua95]). In is an isometry between the symmetric elements of H
⊗n
equipped with the norm
√
m!‖·‖H⊗n and the Wiener chaos of order n, the closed linear
subspace of L2(Ω) generated by {Hn(ξ(h)) : ‖h‖H = 1} where Hn is the n-th Hermite
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polynomial. Thus we have the natural identifications ξ(f) = I1(f) =
∫
R
∫
T f(s, y)dWs,y.
Let us introduce some elements of the Malliavin calculus with respect to ξ (see [Nua95]
for a thorough introduction on this subject). We consider S ⊂ L2(Ω) the set of random
variables F of the form
F = h(ξ(f1), · · · , ξ(fn)) ,
where h : Rn → R is a Schwartz test function and f1 , · · · , fn ∈ H. The Malliavin
derivative with respect to ξ (see [Nua95, Def. 1.2.1]) is the family of H-valued random
variables ∇F = {∇tF : t ∈ R× T} defined by
∇tF =
n∑
i=1
∂h
∂xi
(ξ(f1), · · · , ξ(fn))fi(t) .
Iterating the procedure and adopting the usual convention ∇0 = id, for any k ≥ 0
one can define the k-th Malliavin derivative ∇kF = {∇kt1···tkF : t1 , · · · , tk ∈ R × T},
which is a family of H⊗k-valued random variables. Moreover starting from a separable
Hilbert space V and considering the random variables G ∈ SV of the form
G =
n∑
i=1
Fivi Fi ∈ S , vi ∈ V ,
we can also define the H⊗k⊗V random variable ∇kG. In all of these cases the operator
∇k is closable and its domain contains for any 1 ≤ p <∞ the space Dk,p(V ), the closure
of SV with respect to the norm ‖ · ‖k,p,V defined by
‖F‖pk,p,V := E[‖F‖pV ] +
k∑
l=1
E[‖∇lF‖p
H⊗l⊗V ] . (2.2.7)
(the space Dk,p(R) is denoted by Dk,p). Trivially all variables belonging to some finite
Wiener chaos are infinitely differentiable. We denote by δ : Dom(δ) ⊂ L2(Ω;H) →
L2(Ω) the adjoint operator of ∇ defined by duality as
E[δ(u)F ] = E[〈u,∇F 〉H ]
for any u ∈ Dom(δ), F ∈ D1,2. The operator δ is known in the literature as the
Skorohod integral and for any u ∈ Dom(δ) we will write again δ(u) with the symbol∫
R
∫
T u(s, y)dWs,y because δ is a proper extension of the stochastic integration over a
class of non adapted integrands. Using the same procedure we define δk : Dom(δk) ⊂
L2(Ω;H⊗k)→ L2(Ω) as the adjoint of ∇k. Similarly to before we call the operator δk
the multiple Skorohod integral of order k and we denote it by∫
(R×T)k
u((t1, x1) , · · · , (tk, xk))dW kt,x .
Let us recall the main properties of δk:
• Extension of the Wiener integral For any h ∈ H⊗k, we have δk(h) = Ik(h).
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• Product Formula (see [NN10, Lem. 2.1]) Let u ∈ Dom(δk) be a symmetric function in
the variables t1 , · · · , tk and F ∈ Dk,2. If for any couple of positive integers j , r such
that 0 ≤ j + r ≤ k one has 〈∇rF, δju〉H⊗r ∈ L2(Ω;H⊗(k−r−j)) then 〈∇rF, u〉H⊗r ∈
Dom(δq−r) and we have
Fδk(u) =
k∑
r=0
(
k
r
)
δk−r(〈∇rF, u〉H⊗r) . (2.2.8)
• Continuity property (see [NN10, Pag. 8]) We have the inclusion Dk,2(H⊗k) ⊂
Dom(δk) and the map δ2 : Dk,2(H⊗k) → L2(Ω) is continuous. In other words there
exists a constant C > 0 such that for any u ∈ Dk,2(H⊗k) one has
‖δk(u)‖L2(Ω) ≤ C‖u‖Dk,2(H⊗k) . (2.2.9)
Extending periodically ξ and the Brownian sheet W to R2, we can transfer the Walsh
integral as well as the Skorohod integral to stochastic processes H : Ω×R2 → R through
the definition: ∫
R2
H(s, y)dW˜s,y :=
∫
R×T
∑
m∈Z
H(s, y +m)dWs,y , (2.2.10)
as long as the right hand side above is well defined. Similar definitions hold for the
multiple Skorohod integral of order k, mutatis mutandis. Using this notation we express
ξε(t, x) =
∫
R2
ρε(t− s, x− y)dW˜s,y , u(t, x) =
∫ t
0
∫
R
G(t− s, x− y)dW˜s,y .
2.3 Regularity structures
In this part we will recall some general concepts of the theory of regularity structures
to show the existence of an explicit regularity structure and a model. These objets will
permit to define some analytical operations on u. For a quick introduction to the whole
theory we refer the reader to [Hai15].
2.3.1 Algebraic construction
The starting point of the theory is the notion of a regularity structure (A, T,G), a
triple of the following elements:
• A discrete lower bounded subset A of R containing 0.
• A graded vector space T = ⊕α∈A Tα such that each space Tα is a Banach space with
norm ‖ · ‖α and T0 is generated by a single element 1.
• A group G of linear operators on T such that for each α ∈ A, a in Tα and Γ in G,
one has Γ1 = 1 and
Γa− a ∈
⊕
β<α
Tβ . (2.3.1)
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Recalling the equations (2.1.10) and (2.1.6), our aim is then to build a regularity
structure T whose elements are capable to describe for any ε > 0 the systems of
equations {
∂tuε = ∂xxuε + ξε
∂tvε = ∂xxvε + ϕ
′(uε)ξε − ϕ′′(uε)(∂xuε)2 .
(2.3.2)
Let us give a first description of T in terms of abstract symbols. We start by considering
the real polynomials on two indeterminates. For any multi-index k ∈ N2, k = (k1, k2)
we will write Xk as a shorthand for the monomial Xk11 X
k2
2 while the unit will be denoted
by 1. In this way we will be able to describe smooth functions. At the same time,
we introduce an additional abstract symbol Ξ to represent the space-time white noise
ξ and for any symbol σ and k ∈ N2 we introduce a family of symbols Ik(σ) (I(0,0)(σ)
is denoted by I(σ)) to represent formally the convolution of the k-th derivative of the
heat kernel with the function associated to the symbol σ. Since Ik(Xm) should be
identified with a smooth function, we simply put it to 0 to avoid repetitions. Finally
for any two symbols τ1 and τ2 we consider also the juxtaposition of symbols τ1τ2 as a
new symbol. In order to include the product between polynomials as a juxtaposition
of symbols we impose that the juxtaposition with 1 does not change the symbol and
for every multi-index l,m XlXk = Xl+m. We denote also the iterated juxtaposition of
the same symbol by an integer power. Adding all these formal rules, we denote by F
the set of all possible formal expressions satisfying
• {Xk}k∈N2 ∪ {Ξ} ⊂ F .
• For any τ1, τ2 ∈ F , τ1τ2 ∈ F .
• For any σ ∈ F and m ∈ N2, Im(σ) ∈ F .
We write F for the free vector space generated by F . Similarly to polynomials, we
define a homogeneity map | · | : F → R whose values have the properties of the degree
of polynomials but in the context of the Ho¨lder spaces. In particular we set recursively
• |Xk| := 2k1 + k2 the parabolic degree (we imagine X1 as a time variable for the
parabolic degree);
• |Ξ| := −3/2− κ for some fixed parameter κ > 0 ;
• |Ik(τ)| := |τ |+ 2− 2k1 − k2 , |ττ ′| := |τ |+ |τ ′| for any τ, τ ′ ∈ F .
Starting from the linear space F , we introduce a subset of F where we choose all
reasonable products that we will need in our calculations. We write I1(Ξ) as shorthand
of I(0,1)(Ξ).
Definition 2.3.1. We define the sets of symbols T, U, U ′ ⊂ F as the smallest triple of
sets satisfying:
• {Ξ} ⊂ T , {I(Ξ)} ∪ {Xk}k∈N2 ⊂ U , {I1(Ξ)} ∪ {Xk}k∈N2 ⊂ U ′;
• for every k ≥ 0 and any finite family of elements τ1, . . . , τk ∈ U and any couple of
elements σ1, σ2 ∈ U ′ then {τ, τΞ, τσ1, τσ1σ2} ⊂ T and τ ∈ U , where τ = τ1 . . . τk.
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We denote also by T and U respectively the free vector spaces upon T and U .
The definition of T has an equivalent description in terms of symbols. Defining
V = {I(Ξ)mXl : m ∈ N , l ∈ N2} and for any σ ∈ {Ξ, I1(Ξ), I1(Ξ)2} Vσ := σV the set
of all symbols of the form σ times an element of V , it is straightforward to show the
identities
U = V , T = VΞ unionsq VI1(Ξ)2 unionsq VI1(Ξ) unionsq V . (2.3.3)
Therefore, denoting by Vσ the free vector space generated upon Vσ, we have the decom-
position T = VΞ⊕VI1(Ξ)2⊕VI1(Ξ)⊕U . Let us give the construction of the structure group
associated to T . For any h ∈ R3, h = (h1, h2, h3) we define the function Γh : T → T
as the unique linear map such that
Γh(σI(Ξ)mXl) := σ[(X1 + h11)l1(X2 + h21)l2(I(Ξ) + h31)m] , (2.3.4)
for any σ ∈ {Ξ, I1(Ξ), I1(Ξ)2,1}, m ∈ N, l ∈ N2. Using this explicit definition it is
straightforward to show
ΓhΓk = Γh+k (2.3.5)
for any h, k ∈ R3 and the map h → Γh is injective. We will denote by G the group
{Γh : h ∈ R3}.
Proposition 2.3.2. For any κ < 1/2, the triple (A, T ,G) where A = {|τ | : τ ∈ T} is
a regularity structure.
Proof. To prove that A is a discrete lower bounded set, we show that for any β ∈ R the
set I := {τ ∈ T : |τ | ≤ β} is finite. For any τ ∈ I by means of the identity (2.3.3) there
exist two indices m ∈ N, n ∈ N2 and σ ∈ {Ξ, I1(Ξ), I1(Ξ)2} such that τ = σI(Ξ)mXn.
From |τ | ≤ β we deduce
n1 + 2n2 + (1/2− κ)m ≤ β − |σ| . (2.3.6)
Imposing κ < 1/2, the left hand side of the inequality (2.3.6) is bigger or equal than 0
and the set I is bounded. This finiteness result implies also the identity T = ⊕γ∈A Tγ
where Tγ = {τ ∈ T : |τ | = γ}. Moreover there is no need to specify a norm on Tγ,
since it is finite-dimensional. Finally the property (2.3.1) comes directly from Newton’s
binomial formula and the positive homogeneity of the symbol I(Ξ).
Remark 2.3.3. The Definition 2.3.1 is a simplification of the vector space introduced
in [Hai16, Pag. 7] with fewer symbols. The triple (A, T ,G) is also intimately linked
with (AHP , T HP ,GHP ), the regularity structure defined in [HP15, Pag. 13-14]. More
precisely we consider UHP the smallest set of symbols of F such that {Xk}k∈N2 ⊂ U
and satisfying the properties
τ ∈ UHP ⇒ I(τ) , I(Ξτ) ∈ UHP ; τ , τ ′ ∈ UHP ⇒ ττ ′ ∈ UHP
Introducing the set THPΞ = {Ξv ∈ F : v ∈ UHP} and T HPΞ , UHP the corresponding free
vector spaces defined on these sets, the space T HP is defined by T HP = T HPΞ ⊕ UHP .
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Looking at T ∩ T HP = VΞ⊕U , it is also possible to show that the action of the group
GHP coincides with that of G on these subspaces and from the explicit definition of Γ
one has Γ(VΞ) ⊂ VΞ and Γ(U) ⊂ U for any Γ ∈ G (see the Remark 2.3.3). Hence the
subspaces VΞ and U are respectively a sector of regularity −3/2−κ and a function-like
sector of both T HP and T (see [Hai14, Def. 2.5]). Due to these identifications, we can
transfer some results of [HP15] to our context.
Remark 2.3.4. As a matter of fact we can restrict our considerations once and for all to
a subspace of T generated by all symbols with homogeneity less than some parameter
ζ > 0. By convention we denote by | · |β the euclidean norm on Tβ (The euclidean
norm is coherent with [HP15] but there is no “canonical” choice since Tβ is finite-
dimensional). For any β ∈ A, we will denote by Qβ and Q<β the projection operator
respectively on Tβ and
⊗
α<β Tα.
Remark 2.3.5. A consequence of the definition (2.3.4) is that for any h ∈ R3 one has
Γhττ
′ = ΓhτΓhτ ′ for every symbol τ, τ ′ ∈ T such that also their product ττ ′ belongs to
T . We remark that the explicit expression of Γh in (2.3.4) can be easily rewritten as
Γh = (id⊗ h˜)∆ , (2.3.7)
where h˜ is a real character over U (we can easily identify U with the space of polynomials
in three coordinates) and ∆: T → T ⊗ U is the unique linear map such that for every
i = 1, 2, σ ∈ {Ξ, I1(Ξ), I1(Ξ)2} and all τ, τ ′ ∈ T such that ττ ′ ∈ T one has
∆Xi = Xi ⊗ 1 + 1⊗Xi , ∆1 = 1⊗ 1 , ∆σ = σ ⊗ 1
∆I(Ξ) = I(Ξ)⊗ 1 + 1⊗ I(Ξ) , ∆ττ ′ = ∆τ∆τ ′ . (2.3.8)
Thus the group G coincides with the classical way to define the structure group G
of a regularity structure. Moreover comparing the relations (2.3.8) with the explicit
definitions given in [Hai14, Sec. 8.1] and [HP15, Pag. 14] we obtain that the group G
is simply the restriction of these general constructions when they are applied on the
set of symbols defining T .
In order to apply some general results obtained in [BHZ19] and [CH16], we show
how to express the regularity structure T by means of the formalism of trees. Let us
recall some basic notations. We start by considering labelled, rooted trees τ (LR tree),
that is τ is a combinatorial tree (finite connected simple graph with a non-empty set
of nodes Nτ and a set of edges Eτ without cycles and not planar) where we fixed a
specific node ρτ ∈ Nτ called the root of τ . The trees we consider are also labelled i.e.
there exists a finite set of labels L and a function t : Eτ → L. These trees are the
building blocks of a more general family of trees. We define a decorated tree as a triple
τ ne = (τ, n, e) where τ is a LR rooted tree and n : Nτ → N2, e : Eτ → N2 are two fixed
functions. The set of decorated tree is denoted by T. Similarly to what we did for the
set of symbols F we fix a scaling function s : L unionsq N2 → R and we define a homogeneity
map | · |s : T→ R as
|τ ne |s :=
∑
e∈Eτ
s(t(e))− s(e(e)) +
∑
x∈Nτ
s(n(x)) , (2.3.9)
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for any τ ne ∈ T. Moreover for any two elements τ ne , σn′e′ ∈ T we can also define a product
tree τ ne σ
n′
e′ by simple considering τσ, the tree obtained by joining the roots of τ
n
e and
σn
′
e′ and imposing n(ρι(τσ)) = n(ρι(τ)) + n
′(ρι(σ)). Finally for any m ∈ N2, l ∈ L we
define an application E lm : T→ T (called grafting operation) as follows: for any σ ∈ T,
E lmσ ∈ T is the tree with zero decoration on the root obtained by adding one more edge
decorated by (l,m) to the root of σ. The set T can be constructed recursively starting
from the root trees {•k}k∈N2 and applying iteratively the grafting operations and the
multiplication.
Looking at the equation (2.3.2), we choose in this case a set of labels with three
elements L = {Ξ, I, J} (Ξ should represent the noise and I, J are respectively the heat
kernel in the first and the second equation). Moreover, the function s is defined by
s(k1, k2) = 2k1 + k2 , s(Ξ) = −3
2
− κ , s(I) = s(J) = 2 , (2.3.10)
where κ > 0 is a fixed parameter (this choice of s is done to imitate the parabolic
degree and the Schauder estimates). We can easily draw a decorated tree τ ne ∈ T by
simply putting its root at the bottom and decorating the nodes and the edges with the
non zero values of n, e. For example when we write the tree
(1,2)
[(1,2),I] [(2,3),J]
Ξ
we suggest that n is zero over three nodes and e is zero on the edge labelled by Ξ.
After applying these choices, similarly to what we have done to define T , we can
build a regularity structure from T by choosing a suitable subset of trees T′ ⊂ T. This
operation is then formalised in the context of decorated trees by the notion of a “rule”
which describes what type of edges are allowed next to every label (see [BHZ19, Def.
5.7]). More precisely, denoting by E the set of all finite multisets of L×N2, a rule is a
function R : L → P (E) \ {∅} where P (E) is the power set of E. Let us explain what
rule we choose in this context.
Definition 2.3.6. Writing I and I1 as a shorthand for (I, (0, 0)), (I, (0, 1)) ∈ L × N2
we define
R(Ξ) = {()} , R(I) = {() ,Ξ} ,
R(J) = {() , (I · · · I︸ ︷︷ ︸
k times
), (I · · · I︸ ︷︷ ︸
k times
, I1), (I · · · I︸ ︷︷ ︸
k times
, I1, I1), (I · · · I︸ ︷︷ ︸
k times
,Ξ), k ∈ N} , (2.3.11)
where the brackets {} describe a subset of E and the brackets () a multiset of L× N2
(the symbol () denotes the empty multiset).
Once we established a rule, we can consider the set of all decorated trees which
strongly conforms to the rule R (see [BHZ19, Def. 5.8]), denoted by T(R), that is
τ ne ∈ T(R) if the following properties are satisfied
• Looking at the edges attached at the root ρτ , they can be expressed as R(l) for some
l ∈ L;
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• for any node x ∈ Nτ \ {ρτ}, all the edges attached at x can be written as R(t(e)),
where e is the unique edge linking x to its parent.
For example we use the shorthand notation J = [(0, 0), J ] and we consider the two
trees
I I
Ξ Ξ
, I J
Ξ
the tree on the left hand side strongly conforms to the rule R but the tree on the right
one does not because the multiset (I, J) is not in the image of R. From the Definition
2.3.6 it is straightforward to see that all possible decorations of the trees in T(R) are
of three types. We will abbreviate them with the shorthand notations
Ξ
= ,
I
= ,
I1 = .
Thanks to this operation we can extract a specific subset of trees, but if we want
to build a regularity structure it is necessary to check that the rule R has two last
fundamental properties. Firstly R must be subcritical (see [BHZ19, Def. 5.14]), that is
there must exists a function reg : L → R such that when it is extended to E as follows
reg(l, k) := reg(l)− s(k) , reg(N) :=
∑
(l,k)∈M
reg(l, k) ,
for any (l, k) ∈ L × N2 and M ∈ E, then we have
reg(l) < s(l) + inf
M∈R(l)
reg(M) ,
For any l ∈ L. Moreover R must also be normal (see [BHZ19, Def. 5.8]), that
is R(l) = {()} for every l ∈ L such that s(l) < 0 and for any couple of multisets
M,N ∈ E of E such that N ∈ R(l) for some l ∈ L and M ⊂ N , then M ∈ R(l). Both
properties are relatively easy to check in this specific case. Indeed the rule R is normal
by construction and we can verify the subcriticality using the function reg : L → R
defined by
reg(Ξ) =
3
2
− 2κ , reg(I) = reg(J) = 1
2
− 3κ ,
as long as κ is sufficiently small. These two properties allow us to apply the results
[BHZ19, Prop. 5.21], [BHZ19, Prop. 5.39] and the definition [BHZ19, Def. 6.22] to
prove the following result
Proposition 2.3.7. There exists a rule R′ such that R(l) ⊂ R′(l) for every l ∈ L and
a group G ′ such that the triple (A′, T ′,G ′) is a regularity structure, where T ′ is the free
vector space generated from T(R′) and A = {|τ |s : τ ∈ T(R′)}.
Even if we could give an explicit description of the group G ′ and T ′ given in the
Proposition 2.3.7, for our purposes it is sufficient to establish a relation between the
regularity structure T and T ′. From the explicit definition of F and T it is possible to
define recursively an injective map ι : F → T as follows:
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• for any m ∈ N2 we set
ι(Ξ) := , ι(Xm) := •m
• For any symbol σ such that ι(σ) is defined, then ι(Ik(σ)) := EIk (σ) .
• For any couple of symbols σ, σ′ such that ι(σ) and ι(σ′) are well defined we set
ι(σσ′) = ι(σ)ι(σ′).
We present two examples of the action of ι:
ι(Ξ2I(Ξ)) = , ι(I1(Ξ)2I(ΞX(3,4))) =
(3,4)
.
Restricting the map ι on T and extending it by linearity we have the following inclusion
Proposition 2.3.8. The regularity structure (A, T ,G) is contained in (A′, T ′,G ′) in
the sense of the inclusion explained in [Hai14, Sec. 2.1].
Proof. The theorem is a strict consequence of the choices done to define T ′. Firstly by
definition of R, every decorated tree ι(τ) for some τ ∈ T strongly conforms to the rule
R, therefore it will conform to the rule R′. Moreover by construction of s in (2.3.10)
we have |ι(σ)|s = |σ| for any σ ∈ F . Thus A ⊂ A′. Finally, when we consider the
groups G, G ′, it has been showed in [BHZ19, Pag. 89] that the group G ′ acts on ι(T ) in
the same way as the operator ∆ explained in the Remark 2.3.5. Therefore we obtain
the inclusion of the regularity structures.
Remark 2.3.9. The function ι is clearly an injective map function from F to T but there
are many trees of T which do not belong to ι(F ). In particular all the trees whose edges
are only labelled with I are not contained, because we identified all the symbols Ik(Xm)
to zero. Moreover none of trees labelled with J belong to ι(F ). The presence of two
different labels I, J to denote the heat kernel is actually done to isolate all the tree we
really need for our calculations and if we identified I = J in the Definition 2.3.6 we
would obtain the rule for generalised KPZ equation as explained in [BHZ19, Sec. 5.4].
In what follows we will identify both symbols and decorated trees, without writing
explicitly the map ι.
2.3.2 Models on a regularity structure
The algebraic structure comes also with a model associated to it. In order to
recall this notion and to simplify the whole exposition, we fix a parameter ζ ≥ 2 and
with an abuse of notation we will identify all along the chapter T (respectively its
canonical basis T ) with the finite-dimensional vector space Q<ζT (resp. the finite set
{τ ∈ T : |τ | < ζ}). The same applies also for the sets VΞ , VI1(Ξ)2 , VI1(Ξ).
Definition 2.3.10. A model on (A, T ,G) consists of a pair (Π,Γ) given by:
• A map Γ: R2 × R2 → G such that Γzz = id and ΓzvΓvw = Γzw for any z, v, w ∈ R2.
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• A collection Π = {Πz}z∈R2 of linear maps Πz : T 7→ S ′(R2) such that Πz = ΠvΓvz for
any z, v ∈ R2.
Furthermore, for every compact set K ⊂ R2, one has
‖Π‖K := sup
{ |(Πzτ)(ηλz )|
λ|τ |
: z ∈ K , λ ∈ (0, 1] , τ ∈ T, η ∈ B2
}
<∞ , (2.3.12)
‖Γ‖K := sup
{ |Γzw(τ)|β
‖z − w‖|τ |−β : z 6= w ∈ K , ‖z − w‖ ≤ 1 , τ ∈ T, β < |τ |
}
<∞ ,
(2.3.13)
where the set of test functions B2 was already introduced in the Section 2.2.
This notion plays a fundamental role in the whole theory, because it associates to
any τ ∈ T an explicit distribution Πzτ belonging in some way to C|τ |. In order to
compare two different models defined on the same structure, we endow M, the set of
all models on (A, T ,G), with the topology associated to the corresponding system of
semi-distances induced by the conditions (2.3.12) and (2.3.13):
‖(Π,Γ), (Π¯, Γ¯)‖M(K) := ‖Π− Π¯‖K + ‖Γ− Γ¯‖K . (2.3.14)
Since we want to study the processes on a finite time horizon, it is sufficient to verify
the conditions (2.3.12) (2.3.13) on a fixed compact set K containing [0, T ]× [0, 1] and
we will avoid any reference to it in the notation. In this way (M, ‖ · ‖M) becomes a
complete metric space (M is not a Banach space because the sum of models is not
necessarily a model!). In particular if a sequence (Πn,Γn) converge to (Π,Γ), then Πnz τ
converges to Πzτ in the sense of tempered distributions for any z, τ . To define correctly
a model over a symbol of the form I(σ), we need a technical lemma related to a suitable
decompositions of G, the heat kernel on R interpreted as a function G : R2 \ {0} → R.
Lemma 2.3.11 (First decomposition). (see [Hai14, Lemma 5.5]) There exists a couple
of functions K : R2 \ {0} → R, R : R2 → R such that G(z) = K(z) + R(z) in such a
way that R is C∞(R2) and K satisfies:
• K is a smooth function on R2 \ {0}, supported on the set {(t, x) ∈ R2 : x2 + |t| ≤ 1}
and equal to G on {(t, x) ∈ R+ × R : x2 + t < 1/2, t > 0} .
• K(t, x) = 0 for t ≤ 0, x 6= 0 and K(t,−x) = K(t, x).
• For every polynomial Q : R2 7→ R of parabolic degree less than ζ, one has∫
R2
K(t, x)Q(t, x) dx dt = 0 . (2.3.15)
Remark 2.3.12. Thanks to these lemmas, it is possible to localise on a compact support
the regularising action of the heat kernel. Indeed it is also possible to show (see [Hai14,
Lem 5.19]) that the map v → K ∗ v sends continuously Cα in Cα+2 for any non integer
α ∈ R and any distribution v not necessarily compactly supported.
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In what follows for any given realisation of ξ˜ε, the periodic lifting of ξε, we will
provide the construction of (Πˆε, Γˆε) a sequence of models associated to ξε and con-
verging to a model (Πˆ, Γˆ) related to ξ. As a further simplification, we parametrise all
possible models (Π,Γ) on (A, T ,Γ) with a couple (Π, f) where Π : T → S ′(R2) and
f : R2 → R3. Indeed it is straightforward to check that for any given couple (Π, f) the
operators
Πz := ΠΓf(z) , Γzz′ := Γf(z′)−f(z). (2.3.16)
satisfy trivially the algebraic relationships in the Definition 2.3.10, because of the iden-
tity (2.3.5). Since any realisation of ξε is smooth, we firstly build a model upon any
deterministic smooth function ξ : R2 → R adding randomness at a second time.
Proposition 2.3.13. Let ξ : R2 → R be a smooth periodic function. If the map Π
satisfies the conditions
Π1 = 1 , ΠXkτ = zkΠτ , (2.3.17)
ΠIk(σ) =∂k(K ∗Π(σ)) , ΠΞ = ξ , (2.3.18)
Πτ¯ τ = Πτ¯Πτ ; (2.3.19)
defined for any k ∈ Nd, τ, τ¯ ∈ T such that τXk ∈ T , Ik(τ) ∈ T and τ τ¯ ∈ T , then there
exists a unique couple (Π, f) such that, using the identifications (2.3.16), the associated
operators (Π,Γ) is a model. We call it the canonical model of ξ.
Proof. The hypotheses on ξ and the conditions (2.3.17) (2.3.18) implies straightfor-
wardly that Πτ is a smooth function for any τ ∈ T which is not a product of symbols.
Therefore in this case the point-wise product on the right hand side of the equation
(2.3.19) is well defined and by linearity the operator Π exists and it is unique. In order
to choose f by means of (2.3.5), we compute explicitly
Πz(σI(Ξ)mXk)(z¯) = ΠΓf(z)(σI(Ξ)mXk)
= Π(σ)(z¯)(z¯ + (f(z))1,2)
k[(K ∗ ξ)(z¯) + (f(z))3]m .
(2.3.20)
for any z, z¯ ∈ R2, σ ∈ {I1(Ξ), I1(Ξ)2,Ξ,1} and k, m as before. Imposing the condition
f(z)i = −zi , i = 1, 2 f(z)3 = −(K ∗ΠΞ)(z) . (2.3.21)
we obtain immediately the bound Πzτ(z¯) ≤ C‖z¯ − z‖|τ | for some constant C > 0
depending on ξ and uniformly on τ ∈ T . Thus the condition (2.3.12) is satisfied. On
the other hand, using the definition (2.3.21) and the explicit formulae (2.3.16) (2.3.4)
it is trivial to verify the property (2.3.13) when τ ∈ {I(Ξ), X1, X2}. Applying the
multiplicative property of Γ (see the Remark 2.3.5), we conclude.
Remark 2.3.14. The existence of a canonical model is a general result already proved in
[Hai14, Prop 8.27] but we repeat a simplified version of that proof to take in account the
slightly different notation of this article. Looking at the definition of f in (2.3.21), we
remark that f depends on Π but in order to define it we do not need the multiplicative
property of Π (2.3.19), nor the smoothness of ξ. Therefore for any map Π : T →
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S ′(R2), choosing f as in (2.3.21), we can uniquely associate to it the couple L(Π) :=
(Π,Γ) where Π and Γ are given by (2.3.16). L(Π) is not necessarily a model but if
ΠΞ = ξ ∈ C−3/2−κ for some 0 < κ < 1/2 and Π satisfies (2.3.17), (2.3.18) (these
conditions can be always formulated in case Π takes values on distributions and if they
hold we call the map Π admissible), then the proof of the Proposition 2.3.13 implies
also that the operators Γzz′ given by L(Π) will always satisfy the property (2.3.13).
The choice of a kernel K satisfying (2.3.15) is due in order to be compatible with our
previous assumption on the symbols Ik(Xm).
Remark 2.3.15. If ξ is also periodic in the space variable it is straightforward to prove
that the canonical model (Π,Γ) associated to ξ satisfies also
Π(t,x+m)τ(t
′, x′ +m) = Π(t,x)τ(t′, x′) , Γ(t,x+m)(t′,x′+m)τ = Γ(t,x)(t′,x′)τ (2.3.22)
for any couple of space-time points z = (t, x), z′ = (t′, x′), m ∈ Z, τ ∈ T . Thus the
canonical model is also adapted to the action of translation on R (for this definition see
[Hai14, Definition 3.33]). Roughly speaking this property allows to apply the notion
of models also for distributions periodic in space.
Remark 2.3.16. Recalling the inclusion of the regularity structure T in T ′ as explained
in the Proposition 2.3.8, we can immediately extend the Definition 2.3.10 to define a
model (Π′,Γ′) over the regularity structure (A′, T ′,G ′). In particular for any smooth
function ξ : R2 → R we can define again a canonical model in this context starting from
an explicit function Π˜ : T(R′) → C∞. Using the grafting operation the application Π˜
is defined recursively for any k,m ∈ N2, τ, τ ′ ∈ T
Π˜(•k)(z) := zk , Π˜(EJm(τ))(z) = Π˜(EIm(τ))(z) = ∂mk (K ∗ Π˜(τ))(z) ,
Π˜(EΞm(•k))(z) := ∂mx (ξ(z)zk) , Π˜(ττ ′)(z) := Π˜(τ)(z)Π˜(τ ′)(z) .
These conditions are sufficient to define Π˜ without knowing in detail R′ and the exis-
tence of a model is provided by [BHZ19, Prop. 6.12]. By construction when we restrict
Π˜ on T we obtain the properties (2.3.17) (2.3.18) (2.3.19).
2.3.3 The BPHZ renormalisation and the BPHZ model
For any ε > 0 we denote by Πε and L(Πε) := (Πε,Γε) the canonical model obtained
by applying the Proposition 2.3.13 with a fixed a.s. realisation of ξ˜ε. Since ξε converges
to ξ a.s. in the sense of distributions as recalled in the section 2.2, we would like to define
a model by studying the convergence of the sequence (Πε,Γε) as ε→ 0. Unfortunately,
it is well known from [HP15] that the sequence Πε(I(Ξ)Ξ) does not converge as a
distribution, implying that L(Πε) does not converge. A natural way to get rid of this
ill-posedness and to prove a general convergence result is the main content of [BHZ19]
and [CH16]. The main consequence of these general results will be the existence of an
explicit sequence of applications Fε : M → M such that the sequence Fε(L(Πε)) :=
(Πˆε, Γˆε) converges in probability to some random model. The model (Πˆε, Γˆε) and the
limiting model are referred in the literature as the BPHZ renormalisation and the
BPHZ model.
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In order to satisfy the bounds (2.3.13) for Γˆε uniformly on ε > 0, it is reasonable
to write (Πˆε, Γˆε) as L(Πˆε), for some admissible map Πˆε : T → S ′(R2) (see the Re-
mark 2.3.14). This property can be obtained by defining a sequence of linear maps
{Aε}ε>0 : T → T satisfying
Aε1 = 1 , AεIk(τ) = Ik(Aετ) ,
AεX
kτ = XkAετ , AεΞ = Ξ ,
(2.3.23)
for any k ∈ Nd and τ ∈ T such that τXk ∈ T , Ik(τ) ∈ T . Indeed combining the
properties of (2.3.23) with the explicit definition of Πε in the proposition 2.3.13, the
application ΠεAε is automatically admissible (by analogy we call {Aε} an admissible
renormalisation scheme) and we can define the couple L(ΠεAε). However the condi-
tions (2.3.23) are not sufficient to prove that L(ΠεAε) is again a model. As a matter
of fact, writing the elements of T as trees and embedding T in T ′ (see the Proposition
2.3.8), the BPHZ renormalisation is obtained from an explicit admissible renormalisa-
tion scheme {M˜ε}ε>0 : T → T such that imposing Πˆε := ΠεM˜ε the couple L(Πˆε) is
again a model. By construction M˜ε is a linear map M˜ε : T ′ → T ′ but an important
consequence of the Theorem 2.3.17 will imply M˜ε(T ) ⊂ T . Let us recall briefly the
definition of M˜ε in terms of decorated trees as explained in [BHZ19, Sec. 6] and [Bru18,
Sec.4] starting from T ′ and its basis T(R′) (see the Proposition 2.3.7).
Denoting by  the combinatorial operation of the disjoint union of graphs, we con-
sider Tˆ−, the set of all graphs σ such that
σ = τ1  · · ·  τn
for some n ≥ 1 and {τi}i=1,··· ,n ∈ T(R′) union the empty graph ∅. The elements of Tˆ−
are called forests and we denote by Tˆ− the free vector space generated over Tˆ−, which
is clearly a commutative algebra with  whose unity is given by ∅. For any decorated
tree τ ne we say that a forest γ ∈ Tˆ− is a subforest of τ ne (γ ⊂ τ ne ) if γ is an arbitrary
subgraph of τ ne with no isolated vertices. For instance let us consider
γ1 = , γ2 = , γ3 = .
In this case γ2 and γ3 are both elements of Tˆ− but only γ3 ⊂ γ1 because γ2 has an
isolated vertex. The empty forest ∅ is always a subforest. A decorated tree τ ne and
a subforest γ = σ1  · · ·  σn such that γ ⊂ τ ne are used to define the contraction tree
Kγτ ne = (Kγτ,Kγn,Kγe), where
• Kγτ is the tree obtained from τ replacing each σi with a node.
• Denoting by •1,· · · , •n each node associated to the contraction of the tree σi, the
function Kγn is equal to n on every non contracted node of Kγτ and for every i,
n(•i) =
∑
y∈Nσi n(y).
• Kγe : EKγ → N2 is equal to e on every non contracted edge of Kγτ .
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In the previous example we have Kγ3γ1 = •.
Once we give Tˆ−, we define T− := Tˆ−/J as the quotient algebra of Tˆ− with respect
to J , the ideal of Tˆ− generated by the set
J := {τ ne ∈ T(R′) : |τ ne |s ≥ 0 } ⊂ Tˆ− .
The map M˜ε is then defined for any τ
n
e ∈ T(R′) as
M˜ετ
n
e := (hε ⊗ id)∆−τ ne . (2.3.24)
We will describe the objects ∆− and hε separately. First ∆− : T → T− ⊗ T is a linear
map which is explicitly given for any τ ne ∈ T(R′) by the formula
∆−τ ne :=
∑
γ⊂τ
∑
eγ ,nγ≤n
1
eγ!
(
n
nγ
)
p(γ, nγ + pieγ, e|γ)⊗ (Kγτ,Kγ(n− nγ),Kγe+ eγ) . (2.3.25)
Let us explain the meaning of the formula (2.3.25). The first sum outside is done over
all subforests γ ⊂ τ and for any subforest γ, denoting by Nγ and ∂(γ, τ) respectively
the set of the nodes of γ and the edges in Eτ that are adjacent to Nγ, the second
sum is done over all functions nγ : Nγ → N2 and eγ : ∂(γ, τ) → N2 such that for
any x ∈ Nγ nγ(x) ≤ n(x) with respect to the lexicographic order. Furthermore the
operation p : Tˆ− → T− is the projection on the quotient and for any eγ : ∂(γ, τ) → N2
the function pieγ : Nγ → N2 is given by
pieγ(x) :=
∑
e∈∂(γ,τ) : x∈e
eγ(e) .
The remaining combinatorial coefficients are finally interpreted in a multinomial sense,
that is for any function l : S → N2 where S is a finite set we have
l! :=
∏
y∈S
(l(y))1!(l(y))2!
and similarly for the binomial coefficients. In principle the summations over nγ and eγ
are done over an infinite set of values but the projection p makes the sum finite.
On the other hand the map hε has the explicit form
hε := gε(Π)Â− . (2.3.26)
The first object in (2.3.26) is given by a map Â− : T− → Tˆ−. Its name is twisted-
antipode and it is characterised as the only homomorphism (so then Â−(∅) = ∅) such
that for any tree τ ne 6= ∅, denoting by M  the forest product, one has the identity
Â−τ ne = −M (Â− ⊗ id)(∆−τ ne − τ ne ⊗ 1) . (2.3.27)
Finally the last object gε(Π) : Tˆ− → R is the only real character on the algebra Tˆ−
such that for any tree τ ne ∈ T(R′)
gε(Π)(τ
n
e ) := EΠ˜ε(τ ne )(0) , (2.3.28)
Regularity structures 33
where Π˜ε is the extension of Πε over all the decorated trees as explained in the Remark
2.3.16. We combine all these definitions to obtain the explicit form of the application
M˜ε.
Theorem 2.3.17. By fixing κ > 0 sufficiently small and restricting the map M˜ε defined
in (2.3.24) on T , we have M˜ε = Mε, where Mε : T → T is the unique linear map
satisfying Mε = id on VI1(Ξ) ⊕ U and for any integer m and k ∈ N2
Mε(ΞI(Ξ)mXk) = ΞI(Ξ)mXk − (mC1εI(Ξ)m−1Xk)1m≥1 ,
Mε(I1(Ξ)2I(Ξ)mXk) = I1(Ξ)2I(Ξ)mXk − C2εI(Ξ)mXk ,
(2.3.29)
where the constants C1ε and C
2
ε are given by
C1ε := E[Πε(ΞI(Ξ))(0)] =
∫
R2
ρε(z)(K ∗ ρε)(z)dz , (2.3.30)
C2ε := E[Πε(I1(Ξ)2)(0)] =
∫
R2
(Kx ∗ ρε)2(z)dz . (2.3.31)
Proof. Thanks to the result [BHZ19, Theorem 6.17], for any k ∈ Nd, τ ∈ T such that
τXk ∈ T , Ik(τ) ∈ T the map M˜ε always satisfies
M˜ε1 = 1 , M˜εIk(τ) = Ik(M˜ετ) , M˜εXkτ = XkM˜ετ .
Therefore to prove the theorem it is sufficient to show for any m the identities
M˜ε(I1(Ξ)I(Ξ)m) = I1(Ξ)I(Ξ)m , M˜ε(I(Ξ)m) = I(Ξ)m
M˜ε(ΞI(Ξ)m) = ΞI(Ξ)m − (mC1εI(Ξ)m−1)1m≥1 ,
M˜ε(I1(Ξ)2I(Ξ)m) = I1(Ξ)2I(Ξ)m − C2εI(Ξ)m .
(2.3.32)
Denoting by W the set of symbols
W := {I1(Ξ)2I(Ξ)m , I1(Ξ)I(Ξ)m , ΞI(Ξ)m , I(Ξ)m : m ∈ N} .
we have to calculate the operator ∆− and hε over the elements of W . In order to do
that we need to know for any w ∈ W what are the subforests γ ⊂ w and in principle
we should know the explicit form of the forests in Tˆ− and the rule R′ which defines
Tˆ− . However we remark for any w ∈ W that every subgraph γ included in w with
no isolated vertices can be expressed as a disjoint union of trees belonging to T(R).
Thus the knowledge of R′ is unnecessary and in the definition of ∆− in (2.3.25) we can
restrict the first sum over this set. Secondly we fix κ > 0 sufficiently small such that
the only trees of T(R) with strictly negative homogeneity that are included in W are
the following {
, , , , , , , ,
}
.
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Denoting by τm = ΞI(Ξ)m, we calculate the quantity M˜ε(τm) in case m = 0, 1 explain-
ing all the passages. Firstly we can apply the simplified version of ∆− in (2.3.25) and
the recursive definition of Â− in (2.3.27) to obtain immediately
∆− = ∅ ⊗ + ⊗ 1 , Â− = − ,
∆− = ∅ ⊗ + ⊗ + (0,1) ⊗ + ⊗ + (0,1) ⊗ + ⊗ + (0,1) (0,1) ⊗ + ⊗ 1 ,
Â− = − + − Â−
(
(0,1)
)
+ − Â−
(
(0,1)
) − − Â− ( (0,1)) Â− ( (0,1)) .
(The extra decoration with (0, 1) comes from the operation pi in the definition of ∆−).
Using the general definition of ∆− in (2.3.25) and the recursive identity (2.3.27) the
calculation in case of the symbol ΞX(0,1) are given by
∆− (0,1) = ∅ ⊗ (0,1) + ⊗ •(0,1) + (0,1) ⊗ 1 , Â−
(
(0,1)
)
= − (0,1) + •(0,1) ,
To complete the calculation of M˜ε, we need to apply gε(Π) on the images of the pseudo
antipode. By definition of Π˜ε one has
gε(Π)( ) = E
[∫
R2
ρε(−z1)dW˜z1
]
= 0 , gε(Π)
(
(0,1)
)
= 0 ,
gε(Π)
( )
= E
[∫
R2
ρε(−z1)dW˜z1
∫
R2
K ∗ ρε(−z2)dW˜z2
]
= C1ε .
(2.3.33)
Hence we conclude firstly
hε( ) = hε
(
(0,1)
)
= 0 , hε
( )
= −C1ε . (2.3.34)
Plugging the formulae (2.3.34) in the sums of ∆− we obtain the right identities of
(2.3.32) for M˜ετm m = 0, 1. Let us pass to the calculation of M˜ετm m = 2, 3. Writing
∆−τm and Â−τm, a deep consequence of (2.3.34) and (2.3.33) is then all the subforests
containing the trees Ξ or ΞX(0,1) between the connected components will become zero
after applying hε or gε(Π) thereby not giving any contribution for M˜ε. Denoting by
(· · · ) all these terms we have
∆− = ∅ ⊗ + 2 ⊗ + 2 (0,1) ⊗ + ⊗ 1 + (· · · ) ,
∆− = ∅ ⊗ + 3 ⊗ + 6 (0,1) ⊗ + 2 ⊗ + ⊗ 1 + (· · · ) ,
Â− = − − 2Â−
( )
− 2Â−
(
(0,1)
)
+ (· · · ) ,
Â− = − − 3Â−
( )
+ 6Â−
(
(0,1)
)
− 2Â−
( )
+ (· · · ) .
Similarly we also have
∆− (0,1) = ∅ ⊗ (0,1) + (0,1) ⊗ 1 + (· · · ) , Â−
(
(0,1)
)
= − (0,1) + (· · · ) .
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Therefore the calculation of M˜ετm is obtained once we know the constants
gε(Π)
(
(0,1)
)
, gε(Π)
( )
, gε(Π)
( )
, gε(Π)
( )
.
The first two constants from the left are zero by definition of Πε and because we are
taking the expectations over a product of an odd number of centred Gaussian variables.
On the other hand using the shorthand notation Kε = K ∗ ρε we have
gε(Π)
( )
= E
[∫
R2
Kε(−z1)dW˜z1
]2
=
∫
R2
(Kε(z))
2dz
and applying the Wick’s formula for the product of four Gaussian random variables we
obtain
gε(Π)
( )
=
= E
[∫
R2
Kε(−z1)dW˜z1
∫
R2
Kε(−z2)dW˜z2
∫
R2
Kε(−z3)dW˜z3
∫
R2
ρε(−z4)dW˜z4
]
= 3E
[∫
R2
Kε(−z1)dW˜z1
∫
R2
Kε(−z2)dW˜z2
]
E
[∫
R2
Kε(−z3)dW˜z3
∫
R2
ρε(−z4)dW˜z4
]
= 3
∫
R2
(Kε(z))
2dz
∫
R2
(Kε(z))ρε(z)dz = 3 gε(Π)
( )
C1ε .
By replacing the values of gε(Π) in the above calculations of Â−τm one has
hε
(
(0,1)
)
= hε
( )
= hε
( )
= 0 . (2.3.35)
Moreover the values of M˜ετm coincide with (2.3.32) for m ≤ 3. Looking at M˜ετm if
m > 3 and M˜ε(I(Ξ)m), the terms in the left factor of the sum ∆−τm and I(Ξ)m will
contain an arbitrary subforest obtained respectively from the forest product of these
trees {
, , , , (0,1) , (0,1)
}
,
{
, (0,1)
}
.
and denoting by (· · · ) the forest in the left factor which becomes zero after applying
the values of hε in (2.3.34) (2.3.35) we obtain
∆−τm = ∅ ⊗ τm +m ⊗
...︸︷︷︸
m-1
+(· · · ) , ∆−
...︸︷︷︸
m
= ∅ ⊗
...︸︷︷︸
m
+(· · · ) .
(The factor m appears because the tree associated to ΞI(Ξ) appears m times inside
τm) Therefore we prove the first part of the equations (2.3.32). We pass to the terms of
the form σm = I1(Ξ)2I(Ξ)m and ηk = I1(Ξ)I(Ξ)k for m = 0 and k ≤ 1. Adopting the
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same notation as before to denote the terms that do not give any effective contribution
in calculations after applying hε we have
∆− = ∅ ⊗ + ⊗ 1 + (· · · ) , ∆− = ∅ ⊗ + ⊗ + ⊗ 1 + (· · · ) ,
∆− = ∅ ⊗ + 2 ⊗ + ⊗ 1 + (· · · ) ,
Â− = − + (· · · ) , Â− = − + + (· · · ) , Â− = − + 2 + (· · · ) .
Applying the map Π˜ε we obtain also
gε(Π)
( )
= 0 , gε(Π)
( )
= E
[∫
R2
∂xKε(−z1)dW˜z1
]2
= C2ε ,
gε(Π)
( )
= E
[∫
R2
Kε(−z1)dW˜z1
∫
R2
∂xKε(−z2)dW˜z2
]
=
∫
R2
Kε(z)∂xKε(z)dz = 0 ,
(2.3.36)
where the first and the last identity of (2.3.36) are obtained because we take the
expectation of a centred Gaussian variable and the function x→ Kε(t, x)∂xKε(t, x) is
odd in x for any t > 0. Then we obtain
hε
( )
= hε
( )
= 0 , hε
( )
= −C2ε , (2.3.37)
and consequently the right identities of (2.3.32) for M˜εσm and M˜εηk. Passing to the
calculation of M˜εσm for m = 2, 3 we have
∆− = ∅ ⊗ + ⊗ + (0,1) ⊗ + ⊗ 1 + (· · · ) ,
∆− = ∅ ⊗ + ⊗ + 2 (0,1) ⊗ + 2 ⊗ + ⊗ 1 + (· · · ) ,
Â− = − − Â−
( )
+ Â−
(
(0,1)
)
+ (· · · ) ,
Â− = − − Â−
( )
− 2 Â−
(
(0,1)
)
− 2 Â−
( )
+ (· · · ) .
Moreover using again the same algebraic notations, the Wick’s formula and the defini-
tion of Π˜ε we have
∆− (0,1) = ∅ ⊗ (0,1) + (0,1) ⊗ 1 + (· · · ) , Â−
(
(0,1)
)
= − (0,1) + (· · · ) ,
gε(Π)
(
(0,1)
)
= 0 ,
gε(Π)
( )
= 2
(
gε(Π)
( ))2
+ gε(Π)
( )
gε(Π)
( )
.
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Thus yielding finally
hε
(
(0,1)
)
= hε
( )
= 0 , (2.3.38)
and (2.3.32) when m ≤ 2, k ≤ 1. In case m > 2 or k > 1, the terms in the left factor
of ∆−σm and ∆−ηk are respectively forests composed by the trees{
, (0,1) , , , (0,1) , , ,
}
or
{
, (0,1) , ,
}
.
Applying the identities (2.3.34) (2.3.37) and (2.3.38) the only relevant terms in the
sums become
∆−σm = ∅ ⊗ σm + ⊗
...︸︷︷︸
m
+(· · · ) , ∆−ηk = ∅ ⊗ ηk + (· · · ) .
Thus we obtain the final part of the identities (2.3.32) and we conclude.
We will henceforth fix the parameter κ in order to keep the Theorem 2.3.17 true.
By construction of the BPHZ renormalisation (see [BHZ19, Sec.6]) the application
M˜ε is an admissible renormalisation scheme and, denoting by Πˆ
ε = ΠM˜ε, the couple
L(Πˆε) = (Πˆε, Γˆε) obtained from the Remark 2.3.14 is always a model for any ε > 0.
The explicit form of the map M˜ε obtained in the Theorem 2.3.17 allows us to write
explicitly also (Πˆε, Γˆε).
Proposition 2.3.18. For any z ∈ R2 and z, z′ ∈ R2 one has
Πˆεz = Π
ε
zMε , Γˆ
ε
zz′ = Γ
ε
zz′ . (2.3.39)
Furthermore the model (Πˆε, Γˆε) is also adapted to the action of translation on R
Proof. By definition of L(Πˆε), the model (Πˆε, Γˆε) can be represented as the couple
(Πˆε, fˆ), where the function fˆε : R2 → R3 is defined as
fˆε(z)i = −zi , i = 1, 2 fˆε(z)3 = −(K ∗ ΠˆεΞ)(z) = −(K ∗ΠεΞ)(z) . (2.3.40)
Thus the function fˆε coincides with fε ,the same function obtained from the decompo-
sition of the canonical model (Πˆε, Γˆε) as (Πε, fε). By definition of Γ we have straight-
forwardly Γˆεzz′ = Γ
ε
zz′ . In case of Πˆ
ε we can apply immediately the identity (2.3.16)
wtih the previous result to obtain
Πˆεz = Πˆ
εΓfˆε(z) = Π
εMεΓfˆε(z) = Π
εMεΓfε(z) .
Then the formula (2.3.39) holds as long as for any h ∈ R3 and ε > 0 one has
MεΓh = ΓhMε . (2.3.41)
Let us verify the identity (2.3.41) for any τ ∈ VΞ unionsq VI1(Ξ)2 unionsq VI1(Ξ) unionsq U . In case
τ ∈ VI1(Ξ) unionsq U , this identity holds trivially because Γh leaves invariant the subspace
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VI1(Ξ) unionsq U and Mε is the identity when it is restricted to this subspace. On the other
hand if τ ∈ VΞ unionsq VI1(Ξ)2 , the multiplicative property of Γh (see the Remark 2.3.5) and
the behaviour of Mε on the polynomials in (2.3.29) reduces to verify (2.3.41) over the
symbols I1(Ξ)2I(Ξ)m and ΞI(Ξ)m for any m ≥ 1. Writing h = (h1, h2, h3) we obtain
MεΓh(I1(Ξ)2I(Ξ)m) = (I1(Ξ)2 − C2ε )
m∑
n=0
(
m
n
)
I(Ξ)nhm−n3 = ΓhMε(I1(Ξ)2I(Ξ)m) ,
MεΓh(ΞI(Ξ)m) =
m∑
n=0
(
m
n
)
(ΞI(Ξ)n − nC1εI(Ξ)n−1)hm−n3
=
m∑
n=0
(
m
n
)
ΞI(Ξ)nhm−n3 −mC1ε
m−1∑
n′=0
(
m− 1
n′
)
I(Ξ)n′hm−1−n′3
= Ξ(I(Ξ) + h31)m −mC1ε (I(Ξ) + h31)m−1 = ΓhMε(ΞI(Ξ)m) .
Thus yielding the result. The identity (2.3.39) implies immediately the properties in
the identity (2.3.22). Therefore (Πˆε, Γˆε) is adapted to the action of translations.
We study the convergence of L(Πˆε) in the space of models. Embedding the regular-
ity structure T into T ′ as explained in the Proposition 2.3.8, it is possible to prove the
convergence of L(Πˆε) using on T the general criterion exposed in [CH16, Thm. 2.15].
To apply this statement we introduce some notation. Representing all the elements
of τ ∈ T as decorated trees, we denote by EΞ(τ) the set of edges labelled by Ξ. By
construction every element e ∈ EΞ(τ) is written uniquely as e = {eΞ, eΞ}, where eΞ is
one of the terminal nodes of τ . This decomposition allows to define the sets
NΞ(τ) := {eΞ : e ∈ EΞ(τ)} , NΞ(τ) := {eΞ : e ∈ EΞ(τ)} , N(τ) := Nτ \NΞ(τ) .
Moreover, expressing τ as τ ne for some decoration n, e we write τ
0
e to denote the dec-
orated tree whose decoration n is replaced by zero in every node. Let us express the
convergence theorem in this context.
Theorem 2.3.19. There exists a random model (Πˆ, Γˆ) such that
(Πˆε, Γˆε)
P→ (Πˆ, Γˆ) (2.3.42)
with respect to the metric ‖ · ‖M. We call (Πˆ, Γˆ) the BPHZ model.
Proof. This theorem is a direct consequence of [CH16, Thm. 2.15]. Expressing the
hypotheses of this theorem in our context, we obtain the thesis after checking the
following property: for any τ ne ∈ T and every subtree σne included in τ ne such that
]{N(σ)} ≥ 2 one has
1) For any non-empty subset A ⊂ EΞ(τ) such that ]{A}+ ]{NΞ(σ)} is even, one has
|σ0e |s +
∑
e∈A
s(t(e)) + 3]{A} > 0 , (2.3.43)
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2) For any e ∈ EΞ, |σ0e |s − s(t(e)) > 0 and |σ0e |s > −3/2.
Since s(Ξ) = −3/2−κ, it is sufficient to prove the condition |σ0e |s > −32 for any σne and
the inequality (2.3.43) becomes
|σ0e |s +
(
3
2
− κ
)
]{A} > 0 ,
for any non-empty subset A ⊂ EΞ(τ). It follows easily from the structure of T that
the trees σne satisfying ]{N(σ)} ≥ 2 such that |σ0e |s is minimal are given by
σ0e = or σ
0
e = ,
and |σ0e |s = −1 − 2κ in both cases. Therefore we can chose the parameter κ > 0
sufficiently small to satisfy 2) and 1).
Remark 2.3.20. The BPHZ model (Πˆ, Γˆ) obtained from the Theorem 2.3.19 is an exam-
ple of a random model with a.s. values on distribution and it will be the main object to
formulate a new type of Itoˆ formula for u. Recalling the inclusion of the space VΞ ⊕U
into the regularity structure THP defined in [HP15] (see the Remark 2.3.3), we can eas-
ily check that the renormalisation map Mε defined in (2.3.29) and the model (Πˆε, Γˆε)
restricted to the sector VΞ ⊕ U coincide exactly with the renormalisation procedure
developed in [HP15, Thm. 4.5] to define what in this context is called the Itoˆ model.
By uniqueness of the limit on this sector we can apply directly this result and we obtain
immediately ΠˆzΞ = ξ˜, the periodic lifting of ξ and for every τ ∈ U , z = (t, x) ∈ R2 and
every smooth test function ψ such that for any s < t ψ(s, y) = 0 we have immediately
Πˆz(τΞ)(ψ) =
∫ ∞
t
∫
R
Πˆzτ(s, y)ψ(s, y)dW˜s,y (2.3.44)
We stress that (2.3.44) holds only when the test function is supported in the future.
Otherwise the right hand side integrand will not be an adapted integrand and we cannot
interpret ΠˆzΞτ(ψ) neither as a Skorohod integral. An explicit formula to describe the
law of Πˆzτ in its full generality has been developed in [CH16, Prop 4.22]. Moreover we
recall that in our case we have Γˆzz′ = Γfˆ(z′)−fˆ(z) where fˆ : R2 → R3 is given by
fˆ(z)i = −zi , i = 1, 2 fˆ(z)3 = −(K ∗ ξ˜)(z) .
The model (Πˆ, Γˆ) is also adapted to the action of translation on R, as a consequence
of the Proposition 2.3.18 on the converging sequence (Πˆε, Γˆε).
2.4 Calculus on regularity structures
In this section we will show how the models (Πˆε, Γˆε) and (Πˆ, Γˆ) can be used to
describe respectively uε and u and, more generally, what kind of analytical operations
we can define on a the regularity structure T .
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2.4.1 Modelled distributions
The main function of a regularity structure and a model upon that is to provide a
coherent framework to approximate random distributions in a way similar polynomials
approximate smooth functions via Taylor’s formula. Since for any function f : R→ R
it is possible to describe the condition f ∈ Cγ in terms of F : R2 → Rbγc, the vector of
its derivatives, for any fixed model we introduce an equivalent version of this space in
our general context.
Definition 2.4.1. For any given parameters γ > 0, η ∈ (−2, γ) and (Π,Γ) a model
upon (A, T ,G), we define Dγ,η as the set of all function U : R2 → Q<γT such that for
every compact set K ⊂ R2, one has
|U |γ,η := sup
z∈K
sup
α<γ
|U(z)|α
|t|( η−α2 )∧0
+ sup
(z,z′)∈K(2)
sup
α<γ
|U(z)− Γzz′U(z′)|α(|t| ∧ |t′|) η−γ2 |z − z′|γ−α < +∞ , (2.4.1)
where K(2) denotes the set of points (z, z′) ∈ K2 such that |z − z′| ≤ 1/2√|t| ∧ |t′|.
The elements of Dγ,η are called modelled distributions.
Remark 2.4.2. The definition of the set Dγ,η does depend depend in a crucial way on
the underlying model (Π,Γ). To remark this dependency we will adopt for the same set
the alternative notation Dγ,η(Π) . Similarly we recall that the quantities ‖U‖γ,η depend
on the compact set K but we avoid to put the symbol K in the notation because for
our finite time horizon setting, we will henceforth prove the results on a fixed compact
set K ⊂ R2 containing [0, T ]× [0, 1]. The presence of an extra parameter η allows more
freedom than the classical Cγ spaces. In this way the coordinates of U are to blow
at rate η near the set P = {(t, x) ∈ R2 : t = 0} and the condition η > −2 is put to
keep this singularity integrable. By definition of Dγ,η, for any value γ ≥ γ′ > 0 and
U ∈ Dγ,η the projection Q<γ′U ∈ Dγ′,η.
For any given model the couple (Dγ,η(Π), | · |γ,η) is clearly a Banach space. Since
we will consider modelled distributions belonging to different models, for any couple of
models (Π,Γ) and (Π′,Γ′) and modelled distributions U ∈ Dγ,η(Π), U ′ ∈ Dγ,η(Π′) we
define the quantity
‖U,U ′‖γ,η := sup
z,w,α
|U(z)− U ′(z)− ΓzwU(w) + Γ′zwU ′(w)|α(|t| ∧ |t′|) η−γ2 |z − z′|γ−α + supz,α |U
′(z)− U ′(z)|α
|t|( η−α2 )∧0
,
where the parameters z, w, α belong to the same sets as the quantity (2.4.1). This
function together with the norm ‖ · ‖M on models endows the fibred space
MnDγ,η := {((Π,Γ), U) : (Π,Γ) ∈M, U ∈ Dγ,η(Π)}
of a complete metric structure (e.g. we can use the distance ‖·, ·‖γ,η + ‖·, ·‖M). Com-
bining the knowledge of a model (Π,Γ) ∈ M and U ∈ Dγ,η(Π), it is possible to
define uniquely a distribution such that the coordinates of U has the same role of the
derivatives of a function in the Taylor’s formula. This association takes the name of
reconstruction theorem and it is one of the main theorem in the theory of regularity
structures (for its proof see [Hai14, Sec. 3, Sec. 6]).
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Theorem 2.4.3 (Reconstruction theorem). For any (Π,Γ) ∈M there exists a unique
map R : Dγ,η(Π)→ S ′(R2), called the reconstruction operator, satisfying the following
properties:
• (Generalised Taylor expansion) for any compact set K ⊂ R2 there exists a constant
C > 0 such that
| (RU − ΠzU(z)) (ηλz )| ≤ Cλγ (2.4.2)
uniformly over η ∈ B2, λ ∈ (0, 1] and z ∈ K;
• the distribution RU ∈ CαU∧η where αU := min{a ∈ A : QaU 6= 0} and in case
α ∧ η = 0 we set by convention C0 the space of locally bounded functions;
• (local Lipschitz property) for any fixed R > 0 and all couples (Π′,Γ′), (Π,Γ) ∈ M,
U ∈ Dγ,η(Π), U ′ ∈ Dγ,η(Π′) such that ‖U ;U ′‖γ,η + ‖(Π,Γ); (Π′,Γ′)‖M < R and
αU = αU ′ = α, denoting by R and R′ the respective reconstruction operators, there
exists a constant C > 0 depending on R such that
‖R′U ′ −RU‖Cα∧η ≤ C (‖U,U ′‖γ,η + ‖(Π,Γ), (Π′,Γ′)‖M) . (2.4.3)
Remark 2.4.4. The reconstruction map has in some rare cases an explicit expression.
For instance if Πzτ is a continuous function for every τ ∈ T (like the model L(Πˆε)
or L(Πε) for any ε > 0) and U ∈ Dγ,η(Π), then RU is a continuous function given
explicitly by
R(U)(z) = Πz(U(z))(z) . (2.4.4)
Introducing the space Dγ,ηU of all modelled distributions taking values in U , the identity
(2.4.4) holds also if (Π,Γ) is a generic model and U ∈ Dγ,ηU (Π), because the elements of
the canonical basis of U have all non negative homogeneity (see for further details in
[Hai14, Sec. 3.4]). Concerning the regularity of RU , the result stated in the Theorem
2.4.3 is optimal because of the presence the parameter η in the definition and the
possible explosion of the components of U . However if we forget the behaviour at 0 it
is also possible to prove RU ∈ CβU (R2 \ P ) where βU := min{a ∈ A \ N : QaU 6= 0}
(see [Hai14, Sec. 6]) and the local Lipschitz property (2.4.3) holds on the same space
CβU (R2 \ P ). We finally conclude that for any value γ ≥ γ′ > 0 and U ∈ Dγ,η we
have the identity RQ<γ′U = RU , therefore to define correctly the distribution RU is
sufficient to fix γ > 0 such that Q<γT is generated by the set {τ ∈ T : |τ | ≤ 0}. In what
follows we will denote by Rˆε (respectively Rˆ) the reconstruction operator associated
to the space Dγ,η(Πˆε, Γˆε) (resp. Dγ,η(Πˆ, Γˆ)).
Remark 2.4.5. If a model (Π,Γ) is adapted to the action of the translations (see the
equations (2.3.22)) we and the function U is periodic in the space variable on R2,
then using the general result [Hai14, Prop. 3.38] we obtain also RU = u˜ for some
u ∈ CαU∧η(R× T), with an abuse of notation we can identify RU with u.
By fixing a compact set Using the shorthand notation 1+ = 1(0,∞)×R, we introduce
1+Ξ: R2 → T , defined for any z = (t, x) ∈ R2 by:
(1+Ξ)(z) := 1+(z)Ξ =
{
Ξ if t > 0,
0 Otherwise.
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For any fixed realisation of ξ and any choice of the parameters γ > 0 and −2 < η < γ,
the definitions of Γˆ and Γε implies immediately 1+Ξ ∈ Dγ,η(Πˆε) for all ε > 0 and
1+Ξ ∈ Dγ,η(Πˆ). The reconstruction of 1+Ξ in both cases can be explicitly calculated.
Proposition 2.4.6. for any z ∈ [0, T ]× T one has
Rˆε(1+Ξ)(z) = 1+(z)ξε(z) , Rˆ(1+Ξ) = 1[0,∞)ξ . (2.4.5)
where the second identity holds a.s. as distributions.
Proof. As we recalled in the Remark 2.4.4, to prove the first part (2.4.5) we can apply
directly the identity (2.4.4) obtaining the result trivially. Using the Theorem 2.3.19,
related to the convergence of models and the local Lipschitz continuity of the recon-
struction map, the distribution Rˆε(1+Ξ) converges in probability to Rˆ(1[0,+∞)Ξ) with
respect to the topology of C−3/2−κ(R× T). Since ξε converges in probability to ξ with
respect to the topology C−3/2−κ(R×T) (see [Hai14, Lem 10.2]) and the operator 1[0,+∞)
(introduced in the section 2.2) extends continuously the multiplication with the indi-
cator 1+, then 1+(z)ξε converges in probability to 1[0,+∞)ξ with respect to the same
topology. We conclude by uniqueness of the limit.
Remark 2.4.7. Denoting by Rε the reconstruction operator with respect to the canon-
ical model (Πε,Γε) we have also 1+Ξ ∈ Dγ,η(Πε) and Rε1+Ξ = Rˆε1+Ξ, because
ΠˆεzΞ = Π
ε
zΞ for any ε > 0. Using the same argument above one has Rε1+Ξ con-
verges in probability to 1[0,+∞)ξ as before. Nevertheless the sequence (Πε,Γε) does
not converge and we cannot interpret 1[0,=+∞)ξ as the reconstruction of some modelled
distribution, unless we study the model (Πˆε, Γˆε).
2.4.2 Operations with the stochastic heat equation
Although modelled distributions look very unusual, the reconstruction theorem
associates to them a distribution, which is a classical analytical object. Under this
identification it is possible to lift up some operations on the Cγ spaces directly at the
level of the modelled distributions as it was explained in detail in [Hai14, Sec. 4, 5,
6]. Moreover this “lifting” procedure is also continuous with respects to the intrinsic
topology of the modelled distributions. In what follows we will briefly recall them to
put them in relation with the stochastic heat equation.
Convolution
The first operation to define is the convolution with G, the heat kernel on R. In
other terms, we analyse under which conditions we can associate continuously to any
((Π,Γ), V ) ∈MnDγ,η one modelled distribution P(V ) ∈ Dγ¯,η¯(Π) such that
R(P(V )) = G ∗ RV . (2.4.6)
For our purposes we are not interested to describe this operation in its full generality.
Indeed recalling the formulae (2.2.4) and (2.4.5) it is sufficient to define P only in the
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case of the modelled distribution V = 1+Ξ to have an expression of uε and u, the
solution of (2.1.6) and (2.1.1), as the reconstruction of some modelled distributions. In
this case we can restate the convolution with G with the convolution with two other
kernels thanks to this technical lemma (its proof is a direct consequence of [Hai14,
Lemma 7.7]).
Lemma 2.4.8 (Second decomposition). For any fixed T > 0, there exists a function
R˜ : R2 → R such that
• For every distribution v ∈ Cβ(R × T) with β > −2 non integer and supported on
[0,+∞) one has
(G ∗ v˜)(z) = (K ∗ v˜)(z) + (R˜ ∗ v˜)(z) , (2.4.7)
where K is the function introduced in the Lemma 2.3.11, z ∈ (−∞, T + 1]× R and
v˜ is the periodic lifting of v.
• R˜ is smooth, R˜(t, x) = 0 for t ≤ 0 and it is compactly supported.
Thanks to this decomposition it is sufficient to write P = K+R, for some operators
K and R satisfying
R(K(V )) = K ∗ RV , R(R(V )) = R˜ ∗ RV . (2.4.8)
Considering the case of R, we remark that for any distribution v supported on positive
times the distribution (R˜ ∗ v) will always be a smooth function on R2 by hypothesis
on R˜. Thus for any fixed couple ((Π,Γ), V ) ∈ M n Dγ,η such that RV is supported
on R+ × R and the model (Π,Γ) is of the form L(Π) for some admissible map Π (see
the Remark 2.3.14), the operator R can be easily defined for any γ¯ > 0 as the lifting
of the γ¯-th order Taylor polynomial of (R˜ ∗ RV ), that is:
R(V )(z) :=
∑
|k|<γ¯
(∂kR˜ ∗ (RV ))(z)X
k
k!
. (2.4.9)
From this definition if is straightforward to check that R(V ) ∈ Dγ¯,η¯(Π) for any γ¯ > 0
and −2 < η¯ < γ¯ and that it satisfies the second identity of (2.4.8). Moreover the
application R : MnDγ,η → Dγ¯,η¯ is also continuous with respect to the topology ofM,
as a consequence of [Hai14, Lem. 7.3]. This continuity property is a consequence of the
compact support of R˜ and it is the main reason behind the choice of a decomposition
of G different from the Lemma 2.3.11. On the other hand the kernel K is not a smooth
and the definition of K depends on the model and it is given as a consequence of this
general result (for its proof see the “Extension theorem” [Hai14, Thm. 5.14] and the
“Multi-level Schauder estimates” [Hai14, Thm. 5.14, Prop 6.16]).
Proposition 2.4.9. For any couple ((Π,Γ), V ) ∈MnDγ,η where (Π,Γ) is of the form
L(Π) for some admissible map Π and γ > 0, 3/2− κ < η < γ are not integers, there
exists a regularity structure (A2, T2,G2) including (A, T ,G), a linear map I˜ : T → T2
44 An Itoˆ type formula for the additive stochastic heat equation
satisfying I˜(Ξ) = I(Ξ) and a model (Π2,Γ2) extending (Π,Γ) on T2 such that, imposing
γ¯ = γ + 2, η¯ = αV ∧ η + 2, the applications N : MnDγ,η → Dγ¯,η¯U , J : T → Dγ¯,η¯U
N (V )(z) :=
∑
|k|<γ+2
(
(∂kK) ∗ (RV − ΠzV (z))
)
(z)
Xk
k!
, (2.4.10)
J(z)τ :=
∑
|k|<|τ |+2
(
(∂kK ∗ Πzτ)
)
(z)
Xk
k!
, (2.4.11)
are well defined and the application
K(V )(z) := Q<γ¯(I˜(V ))(z) + J(z)V (z) +N (V )(z) , (2.4.12)
is a map K : M n Dγ,η → Dγ¯,η¯(Π2) satisfying the first identity of (2.4.8) without any
restriction on the support of R(V ). Moreover K is also continuous with respect to the
topology of M.
Choosing in the definition of R the same parameters γ¯ and η¯ of K, the application
P = K + R is a well defined map P : M n Dγ,η → Dγ¯,η¯ which depends continuously
on the topology of the models. We will denote by Kˆε, Rˆε, Pˆε (resp. Kˆ, Rˆ, Pˆ) the
operators K, R and P associated to the model (Πˆε, Γˆε) (resp. (Πˆ, Γˆ)). Let us we
calculate Pˆε(1+Ξ) and Pˆ(1+Ξ) in this case.
Proposition 2.4.10. For any γ > 0 and every −3/2 + κ < η < γ non integer,
using the shorthand notation γ¯ = γ + 2, the modelled distribution Uε := Pˆε(1+Ξ) and
U := Pˆ(1+Ξ) belong respectively to Dγ¯,1/2−κU (Πˆε) and Dγ¯,1/2−κU (Πˆ) and they are both
given explicitly for any z = (t, x) ∈ [0, T ]× R by the formulae
Uε(z) = u˜ε(z)1 + 1+(z) +
∑
0<|k|<γ¯
vkε (z)
Xk
k!
, (2.4.13)
U(z) = u˜(z)1 + 1+(z) +
∑
0<|k|<γ¯
vk(z)
Xk
k!
, (2.4.14)
where vkε (z) = (∂kR˜ ∗ 1˜+ξε)(z) and vk(z) = (∂kR˜ ∗ ˜1[0,+∞)ξ)(z). Moreover we have for
any z ∈ [0, T ]× R, Rˆε(Uε)(z) = uε and Rˆ(U)(z) = u(z).
Proof. The proposition is a direct consequence of the definition of K in the Proposition
2.4.9. In particular we have immediately Kˆε(1+Ξ) ∈ Dγ¯,1/2−κU (Πˆε) and Kˆ(1+Ξ) ∈
Dγ¯,1/2−κU (Πˆ) because α1+Ξ = −3/2 − κ. Considering the explicit formula (2.4.12),
which defines K, by definition of 1+Ξ we have for any z ∈ R2
Rˆε(1+Ξ)(z) = 1+(z)Πˆεz(Ξ)(z) , Rˆ(1+Ξ) = 1[0,+∞)Πˆz(Ξ) .
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Hence the function N (1+Ξ) defined in (2.4.10) is constantly equal to zero in case of
Kˆε and Kˆ. Summing up the definition of I˜, the definition of J and the identity (2.4.5),
we obtain
Kˆε(1+Ξ)(z) = (K ∗ 1˜+ξε)(z)1 + 1+(z) ,
Kˆ(1+Ξ)(z) = (K ∗ ˜1[0,+∞)ξ)(z)1 + 1+(z) .
Applying again the identity (2.4.5) and the definition of R in (2.4.9), the formu-
lae (2.4.13) (2.4.14) follws from the distributional identities (2.4.7) and (2.2.6). The
last identities on the reconstruction follow straightforwardly from the general identity
(2.4.6) and the property that the kernels K and R are 0 for negative times. Thus for
any z = (t, x) ∈ [0, T ]× R one has
(K ∗ ˜1[0,+∞)ξ)(z) = (K ∗ 1˜[0,t]ξ)(z) , (R ∗ ˜1[0,+∞)ξ)(z) = (R ∗ 1˜[0,t]ξ)(z)
and similarly with ξε. Thereby obtaining the thesis.
Remark 2.4.11. For any ε > 0 it is also possible to consider Pε, the convolution op-
erator associated the canonical model (Πε,Γε). Following the Remark 2.4.7 related
to the modelled distribution 1+Ξ in the case of the canonical model and the proof of
the Proposition 2.4.10, we obtain also that Pε(1+Ξ) ∈ Dγ¯,1/2−κU (Πε) and the identity
Pε(1+Ξ)(z) = Uε(z) for any z ∈ R2, implying RεUε = uε. Another consequence of the
Proposition 2.4.10 is then γ¯ > 2. However in order to reconstruct uε and u from Uε
and U , as explained in the Remark 2.4.4 we can relax this condition by writing Uε and
U as elements of Dγ′,1/2−κ for some 0 < γ′ ≤ γ.
Writing uε and u as the reconstruction of some modelled distribution, we obtain
immediately the following convergence.
Proposition 2.4.12. Let uε and u be the solutions respectively of the equations (2.1.6)
and (2.1.1). Then as ε→ 0+
sup
(t,x)∈[0,T ]×T
|uε(t, x)− u(t, x)| P→ 0 . (2.4.15)
Moreover uε → u in probability with respect to the topology of C1/2−κ((0, T )× T).
Proof. Thanks to the Proposition 2.4.10, the Proposition 2.4.9 and the local Lipschitz
property of the reconstruction map, there exists a continuous map Ψ: M→ C0([0, T ]×
T) such that uε = Ψ((Πˆε, Γˆε)) and u = Ψ((Πˆ, Γˆ)). Thus the limit (2.4.15) is a direct
consequence of the Theorem 2.3.19. Restricting uε and u on (0, T ) × T and following
the Remark 2.4.4 on the regularity of the reconstruction operator outside the origin,
we obtain that Ψ is also a continuous map Ψ: M→ C1/2−κ((0, T )× T), concluding in
the same way.
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Composition
For any ((Π,Γ), V ) ∈MnDγ,ηU , the general property of the reconstruction operator
ensures us that RV is a function (see the Remark 2.4.4). In particular for any function
h : R→ R sufficiently smooth we can find a modelled distribution H(V ) such that
R(H(V )) = h ◦ RV . (2.4.16)
We call this operation the lifting of h and we write it as a linear map H : Dγ,ηU (Π) →
Dγ,ηU (Π) (the lifting of a function f will always be denoted in capital letters F ). For
any smooth function h the function H(V ) : R2 → U is given by
H(V )(z) := Q<γ
∑
k≥0
h(k)(v(z))
k!
(V (z)−R(V )(z)1)k , (2.4.17)
where the power k is done with respect to the product of symbols. Denoting by Cnb (R)
the space of Cn functions with all bounded derivatives up to the n-th order, we apply
the general theory to deduce a sufficient condition to define the lifting H(V ) when h
is not necessarily smooth.
Proposition 2.4.13. For any γ > 0, 0 ≤ η < γ, recalling the notation βV := min{a ∈
A\N : QaV 6= 0} the lifting of h in (2.4.17) is well defined and it depends continuously
on the topology ofMnDγ,ηU if h ∈ Cβb (R) where β is the smallest integer β ≥ ((γ/βV )∨
1) + 1.
Proof. Following the general results [Hai14, Thm. 6.13], [HP15, Prop. 3.11], the map
H → H(V ) is local Lipschitz with respect to the metric ‖·, ·‖γ,η + ‖·, ·‖M as long as h
is a λ-Ho¨lder function where λ ≥ ((γ/βV ) ∨ 1) + 1. Thus we obtain the thesis.
Remark 2.4.14. Applying this proposition in case of Uε and U we obtain easily βUε =
βU = |I(Ξ)| = 1/2−κ. Thus when we consider for any γ′ > 0 the projection onDγ′,1/2−κ
of the modelled distributions Uε, U introduced in (2.4.13) and (2.4.14), the theorem
applies for any h ∈ Cβb (R) where β is the smallest integer β ≥ ((2γ′/1− 2κ) ∨ 1) + 1.
Since this operation depends only on the algebraic structure, we have also the same
result on Uε interpreted as a modelled distribution with respect to the canonical model
(Πε,Γε).
Space derivative
Thanks to its definition, the regularity structure T allows us to define easily a linear
map Dx : U → T which behaves like a space derivative on abstract symbols. Indeed it
is sufficient to characterise Dx as the unique linear map satisfying
Dx1 = 0 , DxX1 = 0 , DxX2 = 1 DxI(Ξ) = I1(Ξ) ,
Dx(τσ) = (Dxτ)σ + (Dxσ)τ .
(2.4.18)
for any couple τ , σ such that στ ∈ U . Thus by composition we can define for any
couple ((Π,Γ), V ) ∈ M n Dγ,ηU the function DxV : R2 → T . This abstract operation
which is defined at the level of U can pass directly at the level of the reconstruction,
thanks to the explicit structure of the models we are considering.
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Proposition 2.4.15. For any model (Π,Γ) of the form L(Π) for some admissible
map Π, the operator Dx is an abstract gradient which is compatible with (Π,Γ), as
explained in the definitions [Hai14, Def. 5.25, Def. 5.26]. Moreover for any V ∈ Dγ,ηU
such that γ > 1, 0 ≤ η < γ the application V → DxV is an application Dx : Dγ,ηU (Π)→
Dγ−1,η−1(Π) depending continuously on the topology of MnDγ,ηU such that
R(DxV ) = ∂x(RV ) , (2.4.19)
where the equality is interpreted in the sense of distributions.
Proof. By construction of the application Dx and using the multiplicative property of
Γh (see the Remark 2.3.5) it is straightforward to prove recursively for any β ∈ A and
all h ∈ R3 the following identities
Dx(QβU) ⊂ Qβ−1U , DxΓh = ΓhDx . (2.4.20)
Hence Dx is an abstract gradient operator following [Hai14, Def. 5.25]. Let us fix a
model (Π,Γ) of the form L(Π) for some admissible map Π, then the conditions (2.3.17)
(2.3.18) defining an admissible map imply that Π : U → S ′(R2) is well defined and for
any u ∈ U
ΠDxu = ∂xΠu , (2.4.21)
where the derivative ∂x is interpreted in the sense of distributions. Summing up the
properties (2.4.20) (2.4.21) and recalling the definition of Πz in (2.3.16), for any z ∈ R2
we obtain for any u ∈ U
ΠzDxu = ΠΓf(z)Dxu = ΠDxΓf(z)u = (∂xΠ)Γf(z) = ∂x(ΠΓf(z)u) = ∂xΠz ,
where the equality (∂xΠ)Γf(z) = ∂x(ΠΓf(z)) holds because the operator Γh acts as a
translation. Therefore Dx is compatible with (Π,Γ), as explained [Hai14, Def. 5.26].
The remaining part of the statement follows directly from [Hai14, Prop 6.15] and the
linearity of Dx.
Applying the Proposition 2.4.19 to Uε and U , we can write ∂xuε and ∂xu as the
reconstruction of some modelled distributions.
Corollary 2.4.16. For any γ′ > 1 let Uε, U be the projection on Dγ′,1/2−κ of the
modelled distributions introduced in (2.4.13) and (2.4.14) for any fixed realisation of ξ.
Then the modelled distributions DxUε and DxU belong respectively to Dγ′−1,−1/2−κ and
for any ε > 0 one has
Rε(DxU) = Rˆε(DxU) = ∂xuε , Rˆ(DxU) = ∂xu (2.4.22)
where the second identity holds on C−1/2−κ((0, T )× T).
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Product
We conclude the list of operation on modelled distributions with the notion of
product between modelled distribution. Even if T is not an algebra with respect to
the juxtaposition product m introduced in the section 2.3, we can still consider m
as a well defined bilinear map on some subspaces of T such as m : U × T → T or
m : (VI1(Ξ)⊕U)× (VI1(Ξ)⊕U)→ T . Therefore for any couple of modelled distribution
V1, V2 and γ > 0 we define the function V1V2 : R2 → T as
V1V2(z) := Q<γ(V1(z)V2(z)) , (2.4.23)
as long as the point-wise product on the right hand side of (2.4.23) is well defined. The
behaviour of this operation is described in [Hai14, Proposition 6.12], which we recall
here.
Proposition 2.4.17. Let (Π,Γ) ∈M and V1 ∈ Dγ1,η1(Π), V2 ∈ Dγ2,η2(Π) be a couple of
modelled distributions such that the point-wise product is well defined. If the parameters
γ = (γ1 + α2) ∧ (γ2 + α1) , η = (η1 + η2) ∧ (η1 + α2) ∧ (η2 + α1) , (2.4.24)
where for i = 1, 2 αi = αVi satisfy the conditions γ > 0 and −2 < η < γ, then the
function V1V2 is a well defined element of Dγ,η. Moreover this operation is continuous
with respect to the topology of MnDγ,ηU .
Remark 2.4.18. Differently to the other operations we defined before, where we related
the reconstruction operator to some classical operations on distribution, the recon-
struction R(V1V2) cannot be defined directly as an analytical operation between R(V1)
and R(V2), even if we interpret the product as the operation between Ho¨lder spaces
explained in the section 2.2 (See in the Proposition 2.4.19 an example of a well defined
product of modelled distributions such that the respective reconstruction of the factors
cannot be multiplied). However in case of the canonical model (Πε,Γε) for any ε > 0
we can apply the multiplicative property of Πz on symbols and the explicit form of
the reconstruction operator in (2.4.4) to obtain for any couple of V1V2 ∈ Dγ,η(Πε) the
general identity
Rε(V1V2) = RεV1RεV2 . (2.4.25)
We conclude the section by applying directly the Proposition 2.4.17 to verify the
existence of two specific modelled distribution related to Uε and U .
Proposition 2.4.19. Let Uε, U be the projection on Dγ′,1/2−κ of the modelled distribu-
tions introduced in (2.4.13) and (2.4.14) for any fixed realisation of ξ and γ′ > 0.
Choosing γ′ = 3/2 + 2κ for any ϕ ∈ C7b (R) the modelled distributions Φ′(Uε)Ξ,
Φ′′(Uε)(DxUε)2 and Φ′(U)Ξ, Φ′′(U)(DxU)2 are respectively well defined element of
Dκ,−1−2κ(Πˆε) for any fixed ε > 0 and Dκ,−1−2κ(Πˆ). Moreover as ε→ 0 we have
‖Φ′(Uε)Ξ,Φ′(U)Ξ‖κ,−1−2κ P→ 0 , ‖Φ′′(Uε)(DxUε)2,Φ′′(U)(DxU)2‖κ,−1−2κ P→ 0 .
(2.4.26)
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Proof. Using the Proposition 2.4.13 and the Remark 2.4.14 to ϕ′ and ϕ′′, the modelled
distributions Φ′′(Uε) Φ′(Uε) are well defined if ϕ′, ϕ′′ ∈ Cβb (R) where β is the smallest
integer such that β ≥ ((2γ′/1−2κ)∨1) + 1. Choosing γ′ = 3/2 + 2κ we have ((2γ′/1−
2κ)∨1)+1 > 4 and β = 5. Thus by hypothesis on ϕ we can lift the functions ϕ′, ϕ′′ to
modelled distributions. By construction of T the point-wise product of Φ′′(Uε)(DxUε)2,
Φ′(Uε)Ξ, Φ′′(U)(DxU)2 and Φ′(U)Ξ are well defined. Thus we recover the thesis by
application the Proposition 2.4.19. In case of Φ′′(Uε)Ξ and Φ′′(U)Ξ supposing that
Ξ ∈ Dγ2,η2 for some γ2 > 0 and η2 sufficiently big the parameters γ and η in (2.4.24)
become
γ = γ′ − 3/2− κ = κ , η = 1/2− κ− αΞ = −1− 2κ . (2.4.27)
On the other hand when we consider Φ′′(Uε)(DxUε)2 and Φ′′(U)(DxU)2 we are doing
two products. Choosing γ′ > 1 we start again from the functions DxUε, DxU given from
the Corollary 2.4.16. Even in this case the parameters γ and η given by (2.4.24) for
the product (DxUε)
2, (DxU)
2 are given by (2.4.27) because αDxUε = αDxU = −1/2−κ.
Multiplying then for Φ′′(U) and Φ′′(Uε) the parameters γ and η of this last product
become
γ = (γ′ − 3/2− κ) ∧ (γ′ − 1− 2κ) = κ , η = (−1− 2κ) ∧ (−1/2− 3κ) (2.4.28)
which becomes equal to (2.4.27) because κ was fixed sufficiently small. Thus the
modelled distribution are well defined and the convergence property (2.4.26) is di-
rect consequence of the Theorem 2.3.19 and the continuous nature of the operations
involved.
Remark 2.4.20. Following the proof of the Proposition (2.4.19), the choice of the pa-
rameter γ′ and ϕ in the statement could be replaced by a generic value γ′ > 3/2 + κ
and a function ϕ with the right number of bounded derivatives. The value 3/2+2κ was
simply chosen in order to find the smallest subspace where the modelled distributions
Φ′(Uε)Ξ, Φ′′(Uε)(DxUε)2, Φ′(U)Ξ, Φ′′(U)(DxU)2 are well defined.
2.5 Itoˆ formula
We combine the explicit knowledge of the sequence (Πˆε, Γˆε) with the operations on
the modelled distributions defined in the section 2.4 to describe the random distribution
(∂t − ∂xx)ϕ(u) and ϕ(u), when u is the solution of (2.1.1) and ϕ is a sufficiently
smooth function, as explained in the introduction. The resulting formulae will be called
differential and integral Itoˆ formula, in accordance to the formal definitions given in
the equations (2.1.4) and (2.1.5).
2.5.1 Pathwise Itoˆ formulae
The first type of identities we show are called pathwise differential Itoˆ Formula
and pathwise integral Itoˆ Formula. The additional adjective in their denomination
is chosen because these identities involve in their terms the reconstruction of some
modelled distribution, an object which is defined pathwise.
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Theorem 2.5.1 (Pathwise differential Itoˆ Formula). Let u be the solution of (2.1.1)
and ϕ ∈ C7b (R). Then we have the identity
(∂t − ∂xx)(ϕ(u)) = Rˆ(Φ′(U)Ξ)− Rˆ(Φ′′(U)(DxU)2) , (2.5.1)
where the equality holds a.s. as elements of C−3/2−κ((0, T )× T).
Proof. The identity (2.5.1) will be obtained by rearranging the equality (2.1.10) in
terms of modelled distributions and sending ε → 0. Recalling the Proposition 2.4.10
and 2.4.19 we write uε = RˆεUε where Uε is the projection on D3/2+2κ,1/2−κ(Πˆε) of the
modelled distributions introduced in (2.4.13). The hypothesis on ϕ and the definition
of Uε allow to lift ϕ
′ and ϕ′′ at the level of the modelled distributions and we can
rewrite the identity (2.1.10) as
(∂t − ∂xx)ϕ(uε) = (RˆεΦ′(Uε))(RˆεΞ)− (RˆεΦ′′(Uε))(RˆεDxUε)2 . (2.5.2)
On the other hand the same Proposition 2.4.19 implies that the modelled distribu-
tions Φ′(Uε)Ξ and Φ′′(Uε)(DxUε)2 belong to Dκ,−1−2κ(Πˆε). Consequently the random
fields Rˆε(Φ′′(Uε)(DxUε)2) and Rˆε(Φ′(Uε)Ξ) are well defined functions and they are
given explicitly by
Rˆε(Φ′(Uε)Ξ)(z) = Πεz
(
MεΦ
′(Uε)Ξ(z)
)
(z) ,
Rˆε(Φ′′(Uε)(DxUε)2)(z) = Πεz
(
MεΦ
′′(Uε)(DxUε)2(z)
)
(z) ,
(2.5.3)
for any z ∈ (0, T ) × T as a consequence of the equation (2.4.4) and the Proposition
2.3.18. From these equalities we deduce an explicit relation between the functions on
the left hand side of (2.5.3) and the right hand side of (2.5.2). In order to lighten
the notation we write down Φ′(Uε)Ξ, and Φ′′(Uε)(DxUε)2 on the canonical basis of
Q<κT and (DxU)2 on the canonical bases Q<1/2+2κT without referring explicitly to
z ∈ (0, T )× R the indicator 1+ and the periodic lifting obtaining
Φ′(Uε)Ξ = ϕ′(uε) + ϕ′′(uε) + ϕ′′(uε)v(0,1)ε (0,1) +
ϕ′′′(uε)
2
+ϕ′′′(uε)v(0,1)ε (0,1) +
ϕ(4)(uε)
6
,
(DxUε)
2 = + 2 v(0,1)ε + (v
(0,1)
ε )
21 ,
Φ′′(Uε)(DxUε)2 = ϕ′′(uε)(DxUε)2 + ϕ′′′(uε) + ϕ′′′(uε)v(0,1)ε (0,1)
+2ϕ′′′(uε)v(0,1)ε +
ϕ(4)(uε)
2
.
Then we apply of the renormalisation map Mε
Mε
(
Φ′(Uε)Ξ
)
= ϕ′(uε) + ϕ′′(uε)
(
− C1ε1
)
+ ϕ′′(uε)v(0,1)ε (0,1)
+
ϕ′′′(uε)
2
(
− 2C1ε
)
+ ϕ′′′(uε)v(0,1)ε
(
(0,1) − C1εX(0,1)
)
+
ϕ(4)(uε)
6
(
− 3C1ε
)
,
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Mε((DxUε)
2) = + 2 v(0,1)ε + (v
(0,1)
ε )
21− C2ε 1 = (DxUε)2 − C2ε 1 ,
Mε
(
Φ′′(Uε)(DxUε)2
)
= ϕ′′(uε)
(
(DxUε)
2 − C2ε 1
)
+ 2ϕ′′′(uε)v(0,1)ε
+ ϕ′′′(uε)
(
− C2ε
)
+ ϕ′′′(uε)v(0,1)ε
(
(0,1) − C2εX(0,1)
)
+
ϕ(4)(uε)
2
(
− C2ε
)
.
To conclude the calculation we apply the operator Πεz · (z) on both sides of the
above equations. As a consequence of the notion of model we have Πεzτ(z) = 0 for
every τ ∈ T of the form σ1σ2 with |σ1| > 0. Hence one has the identities
Rˆε(Φ′(Uε)Ξ) = ϕ′(uε)ξε − ϕ′′(uε)C1ε = (RˆεΦ′(Uε))(RˆεΞ)− ϕ′′(uε)C1ε , (2.5.4)
Rˆε(Φ′′(Uε)(DxUε)2) = ϕ′′(uε)
(
Πεz(DxUε)
2(z)− C2ε
)
= RˆεΦ′′(Uε)
(
Πεz(DxUε)
2(z)− C2ε
)
.
(2.5.5)
Writing Πεz(DxUε)
2(z) = Rε((DxUε)2), the multiplicative property of Rε in (2.4.25)
and the identity (2.4.22) imply that the equality (2.5.5) becomes
Rˆε(Φ′′(Uε)(DxUε)2) = (RˆεΦ′′(Uε))(RˆεDxUε)2 − ϕ′′(uε)C2ε . (2.5.6)
Resuming up the equations (2.5.4) and (2.5.6), we obtain the final rearrangement
(∂t − ∂xx)ϕ(uε) = Rˆε(Φ′(Uε)Ξ)− Rˆε(Φ′′(Uε)(DxUε)2) + ϕ′′(uε)
(
C1ε − C2ε
)
. (2.5.7)
Let us now send ε → 0+. the left hand side of (2.5.7) converges in probability to
(∂t − ∂xx)ϕ(u) thanks to the Proposition 2.4.12 and the fact that the derivative is a
continuous operation between Ho¨lder spaces. On the other hand, the local Lipschitz
property of the reconstruction operator R in (2.4.3) and the convergence (2.4.26) imply
Rˆε(Φ′(Uε)Ξ) P→ Rˆ(Φ′(U)Ξ) , Rˆε(Φ′′(Uε)(DxUε)2) P→ Rˆ(Φ′′(U)(DxU)2) , (2.5.8)
with respect to the topology of C−3/2−κ((0, T )×T). Thus the theorem holds as long as
the deterministic sequence C1ε −C2ε → 0, which is the main consequence of the Lemma
2.6.2.
Remark 2.5.2. Looking at the identities (2.5.4) and (2.5.6) separately and the con-
vergence result (2.5.8), we obtain the existence of two sequences of random variables
X1ε , X
2
ε ∈ C−3/2−κ((0, T )× T) converging in probability such that
ϕ′(uε)ξε = X1ε + ϕ
′′(uε)C1ε , ϕ
′′(uε)(∂xuε)2 = X2ε + ϕ
′′(uε)C2ε .
Since we know from the Lemma 2.6.2 that the deterministic sequences C1ε and C
2
ε are
both diverging, we obtain easily
‖ϕ′(uε)ξε‖C−3/2−κ((0,T )×T) P→ +∞ , ‖ϕ′′(uε)(∂xuε)2‖C−3/2−κ((0,T )×T) P→ +∞ .
Thus we can justify rigorously the calculations done in the introduction.
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From the formula (2.5.1) we can identify ϕ(u) with the solution of the following
equation 
∂tv − ∂xxv = Rˆ(Φ′(U)Ξ)− Rˆ(Φ′′(U)(DxU)2) ,
v(0, x) = ϕ(0)
v(t, 0) = v(t, 1)
∂xv(t, 0) = ∂xv(t, 1)
Using the general results in the section 2.2 we obtain immediately.
Corollary 2.5.3 (Pathwise integral Itoˆ Formula). For any ϕ ∈ C7b (R) and (t, x) ∈
[0, T ]× T we have
ϕ(u(t, x)) =ϕ(0) + (P ∗ 1[0,t]Rˆ(Φ′(U)Ξ))(t, x)− (P ∗ 1[0,t]Rˆ((Φ′′(U)(DxU)2)))(t, x).
(2.5.9)
2.5.2 Identification of the differential formula
Thanks to the explicit Gaussian structure involving the definition of u in (2.1.2),
in order to obtain the Theorem 2.1.1, we can identify the terms Rˆ(Φ′(U)Ξ)) and
Rˆ(Φ′′(U)(DxU)2) appearing in the formula (2.5.1) with some explicit classical oper-
ations of stochastic calculus (the so called identification theorems of the introduc-
tion). In what follows we will denote by (Ft)t∈R the natural filtration of ξ, that is
Ft := σ({ξ(ψ) : ψ|(t,+∞)×T = 0 ;ψ ∈ L2(R × T)}). In case of Rˆ(Φ′(U)Ξ)) this identifi-
cation is done by means of a general result contained in [HP15].
Proposition 2.5.4. Let (Πˆ, Γˆ) be the BPHZ model and ϕ ∈ C7b (R). Then for any
smooth function ψ : R×T→ R with supp (ψ) ⊂ (0,+∞)×T, one has for any t ∈ (0, T ]
(
1[0,t]Rˆ(Φ′(U)Ξ)
)
(ψ) =
∫ t
0
∫
T
ϕ′(u(s, y))ψ(s, y)dWs,y . (2.5.10)
Proof. Thanks to the inclusion of VΞ and U into the regularity structure THP and the
identification of the BPHZ model (Πˆ, Γˆ) with the Itoˆ model, both defined in [HP15] (see
the Remark 2.3.3 and 2.3.20), the identity (2.5.10) is a consequence of [HP15, Theorem
6.2] applied to the modelled distribution Φ′(U) ∈ Dγ′,η′U , with γ′ = 3/2+2κ, η′ = 1/2−κ
given the Proposition 2.4.19. Let us check that Φ′(U) satisfy the hypotheses of this
theorem. For any z ∈ [0, T ] × R, z = (t, x) applying the definition (2.4.17) to the
explicit form of U in (2.4.14) we have
Φ′(U)(z) = ϕ′(u˜(z))1 + ϕ′′(u˜(z))1+(z) + ϕ′′(u˜(z))v(0,1)(z)X(0,1)
+
ϕ′′′(u˜(z))
2
v(0,1)(z)1+(z) (0,1) +
ϕ′′′(u˜(z))
2
1+(z)
+
ϕ(4)(u˜(z))
6
1+(z) .
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Since {u(t, x)}(t,x) and {v(0,1)(t, x)}(t,x) are adapted to the filtration Ft, so is the process
{Φ′(U)(t, x)}(t,x). Moreover E|Φ′(U)|pγ′,η′ < +∞ for any p > 2 thanks to the local
Lipschitz property of Φ′, the lifting of ϕ′, and the bounds
E sup
z∈[0,T ]×T
|u(z)|p < +∞ , E sup
z∈[0,T ]×T
|v(0,1)(z)|p < +∞ , (2.5.11)
that are true because u and v(0,1) are centred Gaussian processes whose variance is
uniformly bounded on [0, T ]× T.
We pass to the identification of Rˆ(Φ′′(U)(DxU)2). In this case no general result can
be applied and following the same procedure of [Zam06], we can identify this random
distribution by means of a different approximation of the process u using the heat
semigroup on u. For any ε > 0 we define the process
uεt(x) :=
∫
T
Pε(x− y)u(t, y)dy . (2.5.12)
Lemma 2.5.5. For any ε > 0 the process uε satisfies the following properties:
• for any t > 0 the process {uεt(x)}x∈T has a.s. smooth trajectories, satisfying for any
integer m ≥ 0 the a.s. identity
∂mx u
ε
t(x) =
∫ t
0
∫
T
∂mx Pε+t−s(x− y)dWs,y . (2.5.13)
• for any x ∈ T the process {uεt(x)}t∈[0,T ] is the strong solution of the equation{
duεt(x) = ∂xx(u
ε
t)(x)dt+ dW
ε
t (x)
uε0(x) = 0 ,
(2.5.14)
where W εt (x) is the (Ft)-martingale
W εt (x) =
∫ t
0
∫
T
Pε(x− y)dWs,y , 〈W ε· (x)〉t = t
∫
T
P (ε, x− y)2dy = t‖Pε(·)‖2L2(T) .
• By sending ε→ 0 one has
sup
(t,x)∈[0,T ]×T
|uε(t, x)− u(t, x)| → 0 a.s. (2.5.15)
Proof. We start by considering the trajectories of x→ uεt(x) for any fixed t > 0. Since
u is a.s. a continuous function, the regularisation property of the heat kernel P implies
the desired property on its trajectories. Moreover for any integer m ≥ 0 we can pass
the derivative under the Lebesgue integral to obtain
∂mx u
ε
t(x) =
∫
T
∂mx Pε(x− y)u(t, y)dy a.s.
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Using the straightforward bound∫
T
∫ t
0
∫
T
(∂mx Pε(x− y)Pt−s(y − v))2 ds dv dy < +∞ ,
we can obtain the formula (2.5.13) by writing the stochastic integral in (2.5.13) as
a Wiener integral and applying the stochastic Fubini theorem for Wiener integral, as
explained in [PT11, Thm. 5.13.1]. For any fixed x ∈ T we study the process t→ uεt(x).
By definition of mild solution of the equation (2.1.1) u satisfies the equality (2.1.3) for
any smooth function l : T → R, thus the identity (2.5.14) follows by simply setting
l(y) = Pε(x− y) in (2.1.3). Finally for any (t, x) ∈ [0, T ]×T the a.s. Ho¨lder continuity
of u in the space and time implies the convergence (2.5.15), using the classical property
of the heat semigroup on continuous functions.
Theorem 2.5.6. Let (Πˆ, Γˆ) be the BPHZ model and ϕ ∈ C7b (R). Then for any smooth
function ψ : R× T→ R with supp (ψ) ⊂ (0,+∞)× T, one has for any t ∈ (0, T ]
1[0,t]Rˆ
(
Φ′′(U)(DxU)2
)
(ψ) = −1
2
∫ t
0
∫
T
ψ(s, y)ϕ′′(u(s, y))C(s)dy ds (2.5.16)
+
∫
[0,t]2×T2
[∫ t
s2∨s1
∫
T
ψ(s, y)ϕ′′(u(s, y))∂xPs−s1(y − y1)∂xPs−s2(y − y2)dyds
]
dW 2s,y ,
where C : (0, T )→ R is the deterministic integrable function C(s) := ‖Ps(·)‖2L2(T).
Proof. We prove firstly the result when ψ = h ⊗ l where h : [0, t] → R is a compactly
supported smooth function and l : T → R. ψ is compactly supported up to time t.
Therefore we can forget the operator 1[0,t] on the right hand side of (2.5.16) and we
can apply the Theorem 2.5.1 and the Proposition 2.5.4 obtaining
Rˆ(Φ′′(U)(DxU)2)(ψ) = (−∂t(ϕ(u)) + ∂2x(ϕ(u)) + Rˆ(Φ′(U)Ξ)) (ψ) =∫ t
0
∫
T
(
ϕ(u(s, y))h′(s)l(y) + ϕ(u(s, y))h(s)l′′(y)
)
ds dy
+
∫ t
0
∫
T
ϕ′(u(s, y))h(s)l(y)dWs,y .
(2.5.17)
Let us recover the right hand side of (2.5.17) via a different approximation. Using
the process uε defined in (2.5.12), we can apply the Itoˆ formula to the semimartingale
h(s)ϕ(uεs(x)) and we obtain
h(t)ϕ(uεt(y))−h(0)ϕ(uε0(y)) =
∫ t
0
h′(s)ϕ(uεs(y)) ds+
∫ t
0
h(s)∂xx(u
ε
s)(y)ϕ
′(uεs(y))ds
+
∫ t
0
h(s)ϕ′(uεs(y))dW
ε
s (y) +
1
2
‖Pε(·)‖2L2(T)
∫ t
0
h(s)ϕ′′(uεs(y))ds .
(2.5.18)
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The left hand side of (2.5.18) is a.s. equal to zero by hypothesis on h and we can still
apply the formula (2.1.9) with uε instead of uε. Hence we can rewrite the equation
(2.5.18) as∫ t
0
(
ϕ(uεs(y))h
′(s) + ∂xx(ϕ(uεs(y)))h(s)
)
ds+
∫ t
0
h(s)ϕ′(uεs(y))dW
ε
s (y)
=
∫ t
0
[
(∂xu
ε
s)
2(y)− Cε(y)
2
]
h(s)ϕ′′(uεs(y))ds .
(2.5.19)
By multiplying both sides of (2.5.19) with l and integrating by part over T to transfer
the second derivative on l, the equation (2.5.19) becomes∫
T
(∫ t
0
(
ϕ(uεs(y))h
′(s)l(y) + ϕ(uεs(y))h(s)l
′′(y)
)
ds
+
∫ t
0
ϕ′(uεs(y))h(s)l(y)dW
ε
s (y)
)
dy
=
∫ t
0
∫
T
l(y)h(s)ϕ′′(uεs(y))
(
(∂xu
ε
s)
2(y)− ‖Pε(·)‖
2
L2(T)
2
)
ds dy .
(2.5.20)
Writing the integral with respect to dW εs (x) as a Walsh integral, we can apply the
boundedness of ϕ′ and ϕ to apply a stochastic Fubini’s theorem on dWs,y (see [CW75,
Thm. 65])∫
T
∫ t
0
ϕ′(uεs(y))h(s)l(y)dW
ε
s (y)dy =
∫
T
(∫ t
0
∫
T
Pε(y − z)ϕ′(uεs(z))h(s)l(y)dWs,z
)
dy
=
∫ t
0
∫
T
(∫
T
Pε(z − y)ϕ′(uεs(y))h(s)l(y)dy
)
dWs,z .
(2.5.21)
Let us prove that the left hand side of (2.5.20) converges in L2(Ω) to the right hand
side of (2.5.17). From the uniform convergence (2.5.15) of uε, it is straightforward to
show as ε→ 0∫ t
0
∫
T
ϕ(uεs(y))h
′(s)l(y)dyds→
∫ t
0
∫
T
ϕ(us(y))h
′(s)l(y)dyds a.s.
∫ t
0
∫
T
ϕ(uεs(y))h(s)l
′′(y)dyds→
∫ t
0
∫
T
ϕ(us(y))h(s)l
′′(y)dyds a.s.
and the convergence holds also in L2(Ω) because these random variables are also uni-
formly bounded. In case of the stochastic integral in (2.5.21), the same uniform con-
vergence of uε in (2.5.21) implies that
sup
(s,z)∈[0,T ]×T
∣∣∣∣∫
T
Pε(z − y)ϕ′(uεs(y))h(s)l(y)dy − ϕ′(us(z))h(s)l(z)
∣∣∣∣→ 0 a.s.
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and bounding these quantity by some constant we obtain by dominated convergence
E
[∫ t
0
∫
T
(∫
T
Pε(z − y)ϕ′(uεs(y))h(s)l(y)dy − ϕ′(us(z))h(s)l(z)
)2
dsdz
]
→ 0 .
Hence the proof is complete as long as the right hand side of (2.5.20) converges in L2(Ω)
to the right hand side of (2.5.4). Using the shorthand notations pεs(y) = ∂xPε+s(y),
P εs (y) := Pε+s(y), the formula (2.5.13) on u
ε when m = 1 becomes
∂xu
ε
s(y) =
∫ s
0
∫
T
pεs−r(y − z)dWr,z .
Thus writing it as a Wiener integral, we can express (∂xu
ε
s(y))
2 using the Wiener chaos
decomposition of a product (see [Nua95, Prop. 1.1.2]) obtaining
(∂xu
ε
s(y))
2 = I2
(
1[0,s]2×T2p
ε
s−·(y − ·)pεs−·(y − ·)
)
+
∫ s
0
∫
T
[pεs−r(y − z)]2dz dr .
Hence, recalling the invariance by translations of ζ → ∫T P (s, ζ − y)2dy we write the
right hand side of (2.5.20) as Aε1 + A
ε
2 where
Aε1 =
∫ t
0
∫
T
l(y)h(s)ϕ′′(uεs(y))
(∫ s
0
∫
T
[pεs−r(y − z)]2drdz −
1
2
∫
T
P εs (x− y)2dy
)
dyds
Aε2 =
∫ t
0
∫
T
l(y)h(s)ϕ′′(uεs(y))I2
(
1[0,s]2p
ε
s−·(y − ·)pεs−·(y − ·)
)
dy ds .
We treat both terms separately. In case of Aε1 a simple integration by parts on T and
the smoothness of P outside the origin imply∫ s
0
∫
T
[pεs−r(y − z)]2drdz = −
∫ s+ε
ε
∫
T
Ps−r(y − z)∂tPs−r(y − z)drdz =
= −
∫ s+ε
ε
∂t
(∫
T
Pr(y − z)2
2
dy
)
dr =
∫
T
Pε(y − z)2
2
dy −
∫
T
Ps+ε(y − z)2
2
dy .
Using again the invariance by translations of ζ → ∫T P (s, ζ − y)2dy, we can rewrite
Aε1 = −
1
2
∫ t
0
∫
T
l(y)h(s)ϕ′′(uεs(y))
(∫
T
Ps+ε(y − z)2dz
)
ds dx
= −1
2
∫ t
0
∫
T
l(y)h(s)ϕ′′(uεs(y))‖Ps+ε(·)‖2L2(T) ds dx ,
where the function C is given is defined in the statement. Therefore from the conver-
gence (2.5.15) we obtain
Aε1 → −
1
2
∫ t
0
∫
T
ψ(s, y)ϕ′′(u(s, y))C(s)dy ds a.s.
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and the convergence holds also in L2(Ω) because the sequence Aε1 is uniformly bounded.
We pass to the treatment of Aε2. In order to identify its limit, we interpret the double
Wiener integral I2 as a multiple Skorohod integral of order 2. Then we want to rewrite
the quantity
l(y)h(s)ϕ′′(uεs(y))I2
(
1[0,s]2p
ε
s−·(y − ·)pεs−·(y − ·)
)
using the product formula (2.2.8) for δ2 to commute the deterministic integral in ds dy
with the stochastic integration. Defining U εs (y) := l(y)h(s)ϕ
′′(uεs(y)), one has U
ε
s (y) ∈
D2,2 because uε ∈ D2,2 belongs to some fixed Wiener chaos and ϕ′′ has both two
derivatives bounded. Applying the chain rule formula for the Malliavin derivative (see
[Nua95, Proposition 1.2.3]) we have
∇s1,y1U εs (y) = l(y)h(s)ϕ′′′(uεs(y))P εs−s1(y − y1) ,
∇2s1,y1,s2,y2U εs = l(y)h(s)ϕ(4)(uεs(y))P εs−s1(y − y1)P εs−s2(y − y2) .
(2.5.22)
For any ε > 0 it is straightforward to check that the hypothesis of the product formula
(2.2.8) are satisfied, therefore we can write
U εs (y)I2
(
1[0,s]2×T2p
ε
s−·(y − ·)pεs−·(y − ·)
)
=
=
∫
[0,s]2
∫
T2
U εs (y)p
ε
s−s1(y − y1)pεs−s2(y − y2)dW 2s1y1s2y2
+ 2
∫
[0,s]×T
(∫
[0,s]×T
∇s1,y1U εs (y)pεs−s1(y − y1)pεs−s2(y − y2)ds1dy1
)
dWs2y2
+
∫
[0,s]2×T2
∇2s1,y1,s2,y2U εs (y)pεs−s1(y − y1)pεs−s2(y − y2)ds1dy1ds2dy2 .
(2.5.23)
Looking at the deterministic deterministic integrals in the right hand side of (2.5.23),
they are both zero as a consequence of the trivial identity∫
T
P εs−r(y − z)pεs−r(y − z)dz =
∫
T
∂x
(P εs−r(y − z))2
2
dz = 0 . (2.5.24)
Thus we can interchange the product of U εs (y) with the multiple Shorokod integral of
order 2. For any ε > 0 the stochastic integrand inside dW 2s1y1s2y2 is a smooth fnction
in all its variables s1 ,y1 , s2 ,y2 , s , y, then it is square integrable when we integrate it
on its referring domain. Therefore we can apply a Fubini type theorem for Skorohod
integrals (see e.g. [NZ98]) to finally obtain
Aε2 =
∫
[0,t]2×T2
(∫ t
s1∨s2
∫
T
h(s)l(y)ϕ′′(uεs(y))p
ε
s−s1(y − y1)pεs−s2(y − y2)dy ds
)
dW 2s,y .
Let us explain the convergence of Aε2 to the multiple Skorohod integral of order two in
the final formula (2.5.16). On one hand we proved that all the previous terms in the
formula converge in L2(Ω). Then if the sequence of functions
F ε(s,y) :=
∫ t+ε
s1∨s2+ε
∫
T
h(s− ε)l(y)ϕ′′(uεs−ε(y))p0s−s1(y − y1)p0s−s2(y − y2)dy ds ,
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where s = (s1, s2) and y = (y1,y2), converges in L
2(Ω× [0, t]2 × T2) to the function
F (s,y) :=
∫
T
∫ t
s1∨s2
h(s)l(y)ϕ′′(us(x))p0s−s1(y − y1)p0s−s2(y − y2)dy ds ,
the theorem will follow because the multiple Skorohod integral is a closed operator.
From the a.s. convergence of uε in (2.5.15) it is straightforward to prove that F ε
converges to F a.s. and a.e. Then we conclude by dominated convergence by proving
that ‖F ε‖2L2 , the square norm of F ε in L2([0, t]2×T2) is uniformly bounded in ε. Using
the symmetry of F ε in the variables s1 and s2 we introduce the set ∆2,t = {0 < s1 <
s2 < t} and writing the square of an integral as a double integral one has
‖F ε‖2L2 = 2
∫
∆2,t
∫
T2
F ε(s,y)2dsdy =
= 2
∫ t+ε
ε
ds
∫ t+ε
ε
dr
∫
T
dy
∫
T
dx h(s− ε)h(r − ε)l(y)l(x)ϕ′′(uεs−ε(x))ϕ′′(uεr−ε(y))
×
∫ s∧r
0
∫
T
∫ s2
0
∫
T
p0s−s1(x− y1)p0s−s2(x− y2)p0r−s1(y − y1)p0r−s2(y − y2)ds dy ,
(2.5.25)
where we adopted the shorthand notation ds = ds1 ds2, dy = dy1 dy2 and we applied
the Fubini theorem. Integrating by parts with respect to y1 and y2 and applying the
semigroup property of P we obtain∫ s∧r
0
∫
T
∫ s2
0
∫
T
p0s−s1(x− y1)p0s−s2(x− y2)p0r−s1(y − y1)p0r−s2(y − y2)ds dy =
=
∫ s∧r
0
∫
T
∫ s2
0
∫
T
[∂tP
0
s−s1 ](x− y1)P 0r−s1(x− y1)P 0s−s2(y − y2)[∂tP 0r−s2 ](y − y2)ds dy
=
∫ s∧r
0
∫ s2
0
∂tP
0
s+r−2s1(y − x)∂tP 0s+r−2s2(y − x)ds1 ds2 =
1
8
([
(P 0α(y − x)
]α=|r−s|
α=s+r
)2
(2.5.26)
Bounding ϕ l h with a deterministic constant and applying the rough estimate
(P 0|s−r|(y − x)− P 0s+r(y − x))2 ≤ (P 0|s−r|(y − x))2 + (P 0s+r(y − x))2,
there exists a constant M > 0 such that for any ε > 0 one has
‖F ε‖2L2 ≤M
∫ T
0
∫
T2
(P 0s (y − x))2 ds dy dx = M
∫ T
0
C(s) ds < +∞ .
Thereby obtaining the thesis. To conclude the result when ψ is a generic smooth
function supported on (0, t)×T, we apply the formula (2.5.16) with a sequence of test
functions hN⊗ lN : (0, t)×T→ R converging to ψ as rapidly decreasing functions. This
convergence is very strong and writing Rˆ(Φ′′(U)(DxU)2)(hN ⊗ lN) as the right hand
side of (2.5.17) we can use the same argument as before to prove
Rˆ(Φ′′(U)(DxU)2)(hN ⊗ lN) L2(Ω)−→ Rˆ(Φ′′(U)(DxU)2)(ψ) .
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−1
2
∫ t
0
∫
T
(hN(s)lN(y))ϕ
′′(u(s, y))C(s)dy
L2(Ω)−→ −1
2
∫ t
0
∫
T
ψ(s, y)ϕ′′(u(s, y))C(s)dy .
and then we can repeat the same argument above to prove that the double Skorohod
integral converges to the respective quantity. When ψ is a generic test function defined
on (0,+∞) × T we repeat the same calculations with the sequence of tests function
ϕNψ where ϕN is introduced in (2.2.3) and it converges a.e. to the indicator function
1(0,t)×T.
Remark 2.5.7. The Proposition 2.5.4 and the Theorem 2.5.6 are formulated when the
test function ψ : R × T → R is supported on positive times in order to be coherent
with the statement of the Theorem 2.1.1 and [HP15, Theorem 6.2]. However for any
generic test function ψ, we can apply the identification theorems to the sequence ϕNψ
given in 2.2.3 and the explicit definition of the indicator operator 1[0,t] to obtain that
the same result holds without any restriction on the support of the test function.
Remark 2.5.8. The approximating procedure we used to prove this result is very differ-
ent compared to the proof of [HP15, Theorem 6.2]. In that case the result is obtained
by studying of the approximating sequence which is introduced to define the recon-
struction map in the proof of the Theorem 2.4.3. That is 1[0,t]Rˆ(Φ′(U)Ξ) is a.s. the
limit in the C−3/2−κ topology of the smooth random fields
Rˆn(Φ′(U)Ξ)(z) := 1[0,t](t)
∑
z¯∈Λn([0,t])
Πˆz¯(Φ
′(U)Ξ(z¯))(ϕnz¯ )ϕ
n
z¯ (z) , (2.5.27)
where Λn([0, T ]) denotes the dyadic grid on [0, T ]×T of order n and the functions ϕnz¯ (z)
are obtained by rescaling of a specific compactly supported function ϕ : R×T→ R. It
turns out that when we study the sequence (2.5.27) in the L2(Ω) topology the behaviour
of this sequence is completely determined by knowing only the terms Πˆz(τΞ))(ϕ
n
z¯ ) for
τ ∈ U , thus we can apply the identity 2.3.44 and conclude. However considering the
same approximations of 1[0,t]Rˆ(Φ′′(U)(DxU)2), we do not have the same simplification.
In particular, the splitting of the heat kernel G as a sum K + R as explained in
the Lemma 2.3.11 make all the calculations very indirect and it does not allow to
use directly some nice properties of P such as the semigroup property. A general
methodology to describe the stochastic properties of the reconstruction operator with
respect to the BPHZ model is still missing.
Remark 2.5.9. From the formulae (2.5.10) and (2.5.16) we can easily write the periodic
lifting of the reconstruction defined above. Indeed for any smooth function ψ : R2 → R
with supp (ψ) ⊂ (0,+∞)× R we have the identities
˜
1[0,t]R̂(Φ′(U)Ξ))(ψ) =
∫ t
0
∫
R
ψ(s, y)ϕ′(u˜s(y))dW˜s,y , (2.5.28)
˜
1[0,t]R̂(Φ′′(U)(DxU)2(ψ) = −1
2
∫ t
0
∫
R
ψ(s, y)ϕ′′(u˜s(y))C(s)dy ds
+
∫
[0,t]2×R2
[∫ t
s2∨s1
∫
R
ψ(s, y)ϕ′′(u˜s(y))∂xGs−s1(y − y1)∂xGs−s2(y − y2)dyds
]
dW˜ 2s,y .
(2.5.29)
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And the indicator operator on the right hand side tell us that that these identities hold
for any smooth function ψ (see the Remark 2.5.7).
2.5.3 Identification of the integral formula
We pass to the identification of the terms involving the convolution with P . In
principle this operation is deterministic and it should be obtained by applying the
previous results to the deterministic test function ψ : R × T → R given by ψ(s, y) =
Pt−s(x− y) for some (t, x) ∈ [0, T ]×T. However the function ψ is not smooth because
ψ has a singularity at (t, x). In order to skip this obstacle we recall an additional
property of the function K : R2 \ {0} → R, introduced in the Lemma 2.3.11 and the
Lemma 2.4.8.
Lemma 2.5.10. There exists a sequence of smooth positive function Kn : R2 → R,
n ≥ 0 satisfying supp(Kn) = {z = (t, x) ∈ R2 : ‖z‖ ≤ 2−n, t > 0} such that for any
z ∈ R2 \ {0}
K(z) =
∑
n≥0
Kn(z) . (2.5.30)
Moreover for every distribution u ∈ Cα with −2 < α < 0 non integer one has for any
z ∈ R2
(K ∗ u)(z) =
∑
n≥0
(Kn ∗ u)(z) . (2.5.31)
Proof. The Kernel K satisfies automatically the property (2.5.30) by construction, as
expressed in [Hai14, Ass. 5.1]. Moreover for all test functions ψ and N ≥ 0 we have
the identity
((
N∑
n=0
Kn) ∗ u)(ψ) =
N∑
n=0
(Kn ∗ u)(ψ) . (2.5.32)
Following [Hai14, Lem. 5.19], the right hand side sequence of (2.5.32) is a Cauchy
sequence with respect to the topology of Cα+2. Thus by uniqueness of the limit we
obtain the equality
(K ∗ u) =
∑
n≥0
(Kn ∗ u) , (2.5.33)
as elements of Cα+2. Since α+ 2 > 0 (2.5.33) is an equality between functions, thereby
obtaining the thesis.
Theorem 2.5.11. Let ϕ ∈ C7b (R). Then for any (t, x) ∈ [0, T ]× T one has
P ∗ (1[0,t]Rˆ(Φ′(U)Ξ))(t, x) =
∫ t
0
∫
T
Pt−s(x− y)ϕ′(us(y))dWs,y , (2.5.34)
P ∗ (1[0,t]Rˆ(Φ′′(U)(DxU)2)(t, x) = −1
2
∫ t
0
∫
R
ψ(s, y)ϕ′′(u˜s(y))C(s)dy ds
+
∫
[0,t]2×R2
[∫ t
s2∨s1
∫
R
ψ(s, y)ϕ′′(u˜s(y))∂xPs−s1(y − y1)∂xPs−s2(y − y2)dyds
]
dW 2s,y .
(2.5.35)
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Proof. We will prove equivalently the identities (2.5.34) and (2.5.35) on the periodic
lifting. Using the Lemma 2.3.11 on the distribution v = Rˆ(Φ′′(U)(DxU)2), Rˆ(Φ′(U)Ξ),
for any (t, x) ∈ [0, T ]× R we have the general identity
˜(P ∗ 1[0,t]v)(t, x) = (G ∗ 1˜[0,t]v)(t, x) = (K ∗ 1˜[0,t]v)(t, x) + (R ∗ 1˜[0,t]v)(t, x) . (2.5.36)
Since the function R is smooth we can apply directly the formulae (2.5.28) (2.5.29).
On the other hand the Lemma 2.5.10 implies
K ∗ (1˜[0,t]v)(t, x) =
∑
n≥0
Kn ∗ (1˜[0,t]v)(t, x) = lim
N→+∞
1˜[0,t]v(ηN) ,
where ηN : R2 → R is the sequence of compactly smooth functions
ηN(s, y) :=
N∑
n=0
Kn(t− s, x− y) .
Thus we will recover the result by applying the Proposition 2.5.4 and the Theorem 2.5.6
to the function ψ = ηN and studying the convergence of this sequence with respect to
the topology of L2(Ω). In case v = Rˆ(Φ′(U)Ξ) one has trivially
1˜[0,t]v(ηN) =
∫ t
0
∫
R
ηN(s, y)ϕ
′(u˜(s, y))dW˜s,y .
Since ϕ′ is bounded, there exists a constant M > 0 such that for any (s, y) ∈ [0, t]×R
and N ≥ 0 one has
|ηN(s, y)ϕ′(u˜s(y))| ≤MGt−s(x− y) .
The function (s, y) → Gt−s(x − y) is L2 integrable on [0, t] × R and ηN(s, y) con-
verges a.e. to K. By using the Itoˆ isometry and the dominated convergence we can
straightforwardly prove
1˜[0,t]v(ηN)
L2(Ω)−→
∫ t
0
∫
R
K(t− s, x− y)ϕ′(u˜s(y))dW˜s,y ,
Thereby obtaining the identity (2.5.34) summing this term with respective containing
the function R. Let us pass to the case of v = Rˆ(Φ′′(U)(DxU)2). To shorten the
notation we will adopt the convention gs−r(x−y) := ∂xGs−r(x−y) and Ot = [0, t]×R.
Looking again at the equation (2.5.29) we have 1˜[0,t]v(ηN) = A
1
N + A
2
N where
A1N = −
1
2
∫
Ot
ηN(s, y)ϕ
′′(u˜s(y))C(s)dy ds ,
A2N =
∫
Ot×Ot
[∫ t
s2∨s1
∫
R
ηN(s, y)ϕ
′′(u˜s(y))gs−s1(y − y1)gs−s2(y − y2)dyds
]
dW˜ 2s,y .
From the definition of ηN one has a.e. and a.s.
ηN(s, y)ϕ
′′(u˜(s, y))C(s)→ K(t− s, x− y)ϕ′′(u˜(s, y))C(s) .
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Moreover there exists a constant M > 0 such that for every N ≥ 0
|A1N | ≤M
∫
Ot
Gt−s(x− y)C(s)dy ds = M
∫ t
0
C(s) ds <∞
(the last equality comes by integrating on R the density function of a Gaussian random
variable). Therefore by dominated convergence we obtain
A1N
L2(Ω)−→ −1
2
∫ t
0
∫
R
K(t− s, x− y)ϕ′′(u˜s(y))C(s)dyds .
Let us pass to the convergence of the sequence A2N . Introducing the functions {ΦN}N≥0,
ΦK , {FN}N≥0 and FK defined by
ΦN(s, y, s,y) := ηN(s, y)ϕ
′′(u˜s(y))gs−s1(y − y1)gs−s2(y − y2) ,
ΦK(s, y, s,y) := K(t− s, x− y)ϕ′′(u˜s(y))gs−s1(y − y1)gs−s2(y − y2) ,
FN(s,y) :=
∫ t
s2∨s1
∫
R
ΦN(s, y, s,y)dsdy , FK(s,y) :=
∫ t
s2∨s1
∫
R
ΦK(s, y, s,y)dsdy,
(as usual s = (s1, s2) and y = (y1,y2) and s1∨s2 ≤ t), we will prove the last convergence
A2N
L2(Ω)−→
∫
Ot×Ot
FK(s,y)dW˜
2
s,y . (2.5.37)
The multiple Skorohod integral is a continuous map from H = D2,2(L2(Ot × Ot)) to
L2(Ω) (see the definition of D2,2(V ) and the inequality (2.2.9) in the section 2.2). Then
the result (2.5.44) will follow by proving that FN and FK belong to H and F
N → FK in
H. In order to prove these results we calculate the first and second Malliavin derivative
of FN and FK thanks to chain rule formula of the Malliavin derivative (see [Nua95,
Proposition 1.2.3]). In particular we have
∇t1z1FN(s,y) =
∫ t
s2∨s1∨t1
∫
R
ηN(s, y)ϕ
(3)(u˜s(y))Gs−t1(y − z1)
× gs−s1(y − y1)gs−s2(y − y2)dyds ,
(2.5.38)
∇2t1z1t2z2FN(s,y) =
∫ t
s2∨s1∨t1∨t2
∫
R
ηN(s, y)ϕ
(4)(u˜s(y))Gs−t2(y − z2)Gs−t1(y − z1)
× gs−s1(y − y1)gs−s2(y − y2)dyds .
(2.5.39)
and similarly for FK by replacing ηN with K(t− s, x− y). Bounding uniformly ηN and
K by Gt−s(x− y) we have trivially ‖FN‖2K ≤ ‖FG‖2K for every N ≥ 0 where
ΦG(s, y, s,y) := Gt−s(x− y)ϕ′′(u˜s(y))gs−s1(y − y1)gs−s2(y − y2) ,
FG(s,y) :=
∫ t
s2∨s1
∫
R
ΦG(s, y, s,y)dsdy ,
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(The Malliavin derivatives of FG are given by (2.5.38) and (2.5.39) where ηN is replaced
by G) Then in order to show FN and FK are elements of H, it is sufficient to prove
that the random variables
α1 :=
∫
(Ot)2
(FG(s,y))
2 ds dy , α2 :=
∫
(Ot)3
(∇t1z1FG(s,y))2ds dydt1dz1 ,
α3 :=
∫
(Ot)4
(∇2t1z1t2z2FG(s,y))2ds dydt dz , t = (t1, t2) , z = (z1, z2) ,
are uniformly bounded. Let us analyse them separately. Looking at the expression of
α1, it is possible to express the term gs−s1(y − y1)gs−s2(y − y2) in the definition of F 2
in the same way as in the equations (2.5.26) (2.5.25) where the kernels p and P are
replaced by g and G, thereby obtaining
α1 =
∫
(Ot)2
Gt−r(x− z)Gt−s(x− y)ϕ′′(u˜s(y))ϕ′′(u˜r(z))
× (G|s−r|(y − z)−Gs+r(y − z))2drdsdydz .
By hypothesis on ϕ and bounding roughly the difference of a square there exists a
constant M > 0 such that for every N ≥ 0
α1 ≤M
∫
Ot×Ot
Gt−s(x− y)Gt−r(x− z)(G|s−r|(z − y))2 + (Gs+r(z − y))2drdsdydz .
(2.5.40)
Let us show that the deterministic integral in the right hand side of (2.5.40) is finite.
By definition of G one has
G|s−r|(z − y)2 +Gs+r(z − y)2 =
G|s−r|/2(z − y)√
8pi|s− r| +
G(s+r)/2(z − y)√
8pi(s+ r)
. (2.5.41)
Plugging this identity in the deterministic integral in the right hand side of (2.5.40) we
can apply the semigroup property of G and using a rough estimate on the Heat kernel
there exist some constants C, C ′ > 0 such that∫
Ot×Ot
Gt−s(x− y)Gt−r(x− z)
(
G|s−r|/2(z − y)√
8pi|s− r| +
G(s+r)/2(z − y)√
8pi(s+ r)
)
dr ds dy dz
=
∫ t
0
∫
Ot
Gt−s(x− y)
(
Gt−r+|s−r|/2(x− y)√
8pi|s− r| +
Gt+(s−r)/2(x− y)√
8pi(s+ r)
)
ds dr dy
≤ C
∫ t
0
∫
Ot
1√
t− s
(
Gt−r+|s−r|/2(x− y)√
8pi|s− r| +
Gt+(s−r)/2(x− y)√
8pi(s+ r)
)
ds dr dy
≤ C ′
∫ t
0
∫ t
0
(
1√
t− s
1√|s− r| + 1√t− s 1√s+ r
)
ds dr < +∞ .
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(we are again integrating on R the density function of a Gaussian random variable).
Passing to α2, we rewrite (∇t1z1F (s,y))2 as a double integral and applying again the
semigroup property of G we have
α2 = 2
∫
(∆2,t×R2)×Ot
(∇t1z1FN(s,y))2ds dydt1dz1
= 2
∫
(Ot)2
Gt−s(x− y)Gt−r(x− z)ϕ(3)(u˜s(y))ϕ(3)(u˜r(z))Γ3s,r(z, y)drdsdydz ,
where the function Γ3s,r(z, y) is defined through the identities
Γ3s,r(z, y) :=
∫ s∧r
0
∫ t1
0
∫ s2
0
Γ3s,r,s,t1(z, y)dsdt1 +
∫ s∧r
0
∫ s2
0
∫ s1
0
Γ3s,r,s,t1(z, y)dt1ds
+
∫ s∧r
0
∫ s2
0
∫ t1
0
Γ3s,r,s,t1(z, y)ds1dt1ds2 ,
Γ3s,r,s,t1(z, y) := Gs+r−2t1(y − z)gs+r−2s1(y − z)gs+r−2s2(y − z) .
Let us consider the term Γ3s,r(z, y). Using the elementary estimates
|gt(y)| ≤ sup
u∈R
(
u√
4pi
exp−u
2
)
1
t
, |Gt(y)| ≤ 1√
t
, (2.5.42)
we can bound each term of in the sum defining Γ3s,r(z, y) by some integrable functions
depending only on r and s. For example in case of the first term in the sum defining
Γ3s,r(z, y) there exists a constant C > 0 such that∣∣∣∣ ∫ s∧r
0
∫ t1
0
∫ s2
0
Γ3s,r,s,t1(z, y)dsdt1
∣∣∣∣ ≤
≤ C
∫ s∧r
0
[ ∫ t1
0
[ ∫ s2
0
1
s+ r − 2s1ds1
]
1
s+ r − 2s2ds2
]
1√
s+ r − 2t1
dt1 ,
and writing explicitly the integral on the right hand side there exists a constant C ′ > 0
such that this integral is bounded by
C ′
[
ln(s+ r)2(
√
s+ r −
√
|s− r|) + ln(s+ r)
∫ s+r
|s−r|
| ln(y)|√
y
dy +
∫ s+r
|s−r|
ln(y)2√
y
dy
]
.
Working exactly in the same way on the other integrals and bounding roughly the
functions without singularity by some constant depending on the finite time parameter
T , it is possible to show that there exists a constant DT > 0 depending on T such that
|Γ3s,r(z, y)| ≤ DT
(
1 +
∫ s+r
|s−r|
ln(y)2√
y ∨ 1dy +
∫ s+r
|s−r|
| ln(y)|√
y ∨ 1dy
)
. (2.5.43)
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let us denote the right hand side of (2.5.43) by CT (s, r). This function is clearly
integrable on [0, t]2, therefore integrating on the remaining components and bounding
the derivatives there exists a constant M > 0 such that
α2 ≤M
∫
(Ot)2
Gt−s(x− y)Gt−r(x− z)CT (s, r)drdsdydz
= M
∫
[0,t]2
CT (s, r)drds < +∞ .
Considering α3, we write (∇2t,zF (s,y))2 using the same technique to express α2 and we
obtain
α3 = 8
∫
(∆2,t×R2)2
(∇2t,zFN(s,y))2ds dydtdz
= 8
∫
(Ot)2
ηN(s, y)ηN(r, z)ϕ
(4)(u˜s(y))ϕ
(4)(u˜r(z))Γ
4
s,r(z, y)drdsdydz .
(the factor 8 comes out because the function (∇2t,zFN(s,y))2 is symmetric under the
change of coordinates s1 → s2, t1 → t2 and s → t). The function Γ4s,r(z, y) is defined
through the new identities
Γ4s,r(z, y) :=
∫ s∧r
0
∫ t2
0
∫ t1
0
∫ s2
0
Γ4s,r,s,t(z, y)dsdt
+
∫ s∧r
0
∫ t2
0
∫ s2
0
∫ s1
0
Γ4s,r,s,t(z, y)dt1dsdt2
+
∫ s∧r
0
∫ t2
0
∫ s2
0
∫ t1
0
Γ4s,r,s,t(z, y)ds1dt1ds2dt2 ,
Γ4s,r,s,t(z, y) := Gs+r−2t1(y − z)Gs+r−2t2(y − z)gs+r−2s1(y − z)gs+r−2s2(y − z) .
Recalling the elementary estimates in (2.5.42), we can similarly bound every single
integral appearing in Γ4s,r(z, y) in the same way implying there exists an integrable
function BT (r, s) such that |Γ4s,r(z, y)| ≤ BT (s, t). bounding ϕ(4) we conclude there
exists a constant M > 0 such that
α3 ≤M
∫
(Ot)2
Gt−s(x− y)Gt−r(x− z)BT (s, r)drdsdydz
= M
∫
[0,t]2
BT (s, r)drds < +∞ .
Thus we conclude that the sequence α is uniformly bounded and FN , FK ∈ H. As a
matter of fact the previous estimates have a stronger consequence because they imply
that the functions ΦN(s, y, s,y) and ΦK(s, y, s,y) defined above are a.e. on s,y,s,y and
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a.s. dominated by some integrable functions. Therefore looking at the quantity
‖FN − FK‖2H = E
∫
(Ot)2
(
FN(s,y)− FK(s,y)
)2
dsdy
+ E
∫
(Ot)3
(∇t1z1FN(s,y)−∇t1z1FK(s,y))2ds dydt1dz1
+ E
∫
(Ot)4
(∇2t,zFN(s,y)−∇2t,zFK(s,y))2ds dydtdz,
(2.5.44)
since we have trivially the a.e. a.s. convergence of the functions
ΦN(s, y, s,y)→ ΦK(s, y, s,y) , ∇t1z1FN(s,y)→ ∇t1z1FK(s,y) ,
∇2t,zFN(s,y)→ ∇2t,zFK(s,y) ,
we obtain ‖FN − FK‖2H → 0 by dominated converge and the theorem is proved.
Proof of the Theorem 2.1.1. For any ϕ ∈ C7b (R) the differential and the integral for-
mula are obtained applying straightforwardly the previous results. Looking at their
proofs we realise that the Skorohod and the Wiener integrals and their convolution
with P , differently from the reconstructions, are well defined if the derivatives of ϕ
are bounded up to the order 4. Thus for any fixed ϕ ∈ C4b (R) the formula holds us-
ing a classical density argument of the C∞ functions with all bounded derivatives and
repeating the same calculations.
Remark 2.5.12. Using the integrability of the random field u in (2.5.11) and looking
carefully at the proof of the identity (2.5.35), we could actually lower down slightly the
hypothesis on ϕ in the Theorem 2.1.1, supposing that ϕ has only the second, the third
and the fourth derivative bounded. Indeed the function ϕ′(u) will have linear growth
and the right hand side of (2.5.34) will be always well defined. In this way the same
density argument should provide to extend the Theorem 2.1.1 even in this case. These
slight modifications should allow us to obtain a differential and an integral formula
even for the random field u2, giving an interesting decomposition of this random field.
2.6 Renormalisation constants
We calculate the asymptotic behaviour of the renormalisations constants defined in
(2.3.30), (2.3.31). A preliminary result to analyse them lies on a remarkable identity
on G, the heat kernel on R, interpreted as a function G : R2 \ {0} → R.
Lemma 2.6.1. For any z ∈ R2 \ {0} one has
2
∫
R2
Gx(z − z¯)Gx(−z¯)dz¯ = G(z) +G(−z) (2.6.1)
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Proof. We verify this identity by calculating the space-time Fourier transform
f → f̂(ξ) =
∫
R2
e−2pii(ξ·z)f(z)dz
of both sides. In order to do that, we recall the elementary identity
Ĝ(ξ) =
1
2piiξ1 + 4pi2ξ22
.
Using the notation u(z) = u(−z), for any function u : R2 → R, we rewrite the left hand
side of (2.6.1) as 2Gx ∗Gx(z). Applying the Fourier transform, we then obtain
2Ĝx ∗Gx(ξ) = 2Ĝx(ξ)Ĝx(ξ) = 2(2piiξ2Ĝ(ξ))(−2piiξ2Ĝ(−ξ)) = 8pi
2ξ22
4pi2ξ21 + (4pi
2ξ22)
2
.
On the other hand, the same operation on the right hand side of (2.6.1) implies
Ĝ(ξ) + Ĝ(−ξ) = 8pi
2ξ22
(2piiξ1 + 4pi2ξ22)(−2piiξ1 + 4pi2ξ22)
=
8pi2ξ22
4pi2ξ21 + (4pi
2ξ22)
2
.
By uniqueness of the Fourier transform, we conclude.
Lemma 2.6.2. Let C1ε , C
2
ε be the constants introduced in (2.3.30), (2.3.31). Then the
following estimates hold as ε→ 0+
C1ε =
1
ε
∫
R2
G(s, y)ρ∗2(s, y)dsdy + o(1); (2.6.2)
C2ε =
1
ε
∫
R2
(Gx ∗ ρ)2(s, y)dsdy + o(1); (2.6.3)
C1ε = C
2
ε + o(1) . (2.6.4)
Proof. All the integrals we consider in the proof will be taken on the whole space R2,
therefore we will not write it explicitly. Moreover for any function F : R2 \ {0} → R,
any integer m and ε > 0, we introduce the shorthand notation
Smε (F )(t, x) := ε
mF (ε2t, εx) .
Using the definition of C1ε , together with the hypothesis ρ(−z) = ρ(z) one has
C1ε =
∫ ∫
K(w)ρε(z)ρε(z − w)dwdz
=
∫
K(w)
∫
ρε(z)ρε(w − z)dzdw =
∫
K(w)(ρε)
∗2(w)dw.
A simple change of variable tells us that (ρε)
∗2(w) = (ρ∗2)ε(w). Therefore we deduce
that
C1ε =
∫
K(t, x)ε−3ρ∗2
(
t
ε2
,
x
ε
)
dtdx =
∫
K(ε2t, εx)ρ∗2(t, x)dtdx
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=
1
ε
∫
S1ε (K)(t, x)ρ
∗2(t, x)dtdx .
Since S1ε (K) is equal to S
1
ε (G) as ε→ 0+ and G satisfies S1ε (G) = G, one has
S1ε (K)(t, x)ρ
∗2(t, x)→ G(t, x)ρ∗2(t, x) a.e.
Moreover, it is straightforward to show that the function Gρ∗2 is integrable and it
dominates S1ε (K)ρ
∗2, therefore we obtain∫
S1ε (K)(t, x)ρ
∗2(t, x)dtdx→
∫
G(t, x)ρ∗2(t, x)dtdx ,
by dominated convergence. We recover the identity (A.2), by using the decomposition
G = K +R, as explained in the Lemma 2.3.11. Writing again S1ε (G) = G, we obtain
1
ε
∫ [
G(t, x)− S1ε (K)(t, x)
]
ρ∗2(t, x)dtdx =
∫
S0ε (R)(t, x)ρ
∗2(t, x)dtdx .
Since the function R is smooth, bounded and R(0, 0) = 0 and ρ∗2 is compactly sup-
ported, by sending ε→ 0+ it is straightforward to conclude∫
S0ε (R)(t, x)ρ
∗2(t, x)dtdx→ R(0, 0)
∫
ρ∗2(t, x)dtdx = 0 .
Thus the estimate (A.2) holds. Passing to the identity (A.3), we rewrite C2ε as
C2ε =
∫
R2
(Kx ∗ ρε)2(z)dz = 1
ε
∫
ε(Kx ∗ ρε)2(z)dz .
Let us express
∫
ε(Kx ∗ ρε)2(z)dz in terms of the operator S2ε and of ρ. We apply a
change of variable to get
(Kx ∗ ρε)(ε2t, εx) =
∫
Kx(ε
2t− ε2s, εx− εy)ρ(s, y)dsdy = (S0ε (Kx) ∗ ρ)(t, x) .
Therefore for any z = (t, x) we write
(Kx ∗ ρε)(t, x) = (S0ε (Kx) ∗ ρ)
(
t
ε2
,
x
ε
)
.
Applying again the same change of variable we obtain∫
ε(Kx ∗ ρε)2(z)dz = ε4
∫
(S0ε (Kx) ∗ ρ)2(t, x)dtdx =
∫
(S2ε (Kx) ∗ ρ)2(t, x)dtdx .
By sending ε→ 0+ the function S2ε (Kx) becomes equal to S2ε (Gx) and, using the scaling
relation S2ε (Gx) = Gx, for a.e. couple of points (t, x), (s, y) one has
S2ε (Kx)(t− s, x− y)ρ(s, y)→ Gx(t− s, x− y)ρ(s, y) .
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The function Gx(t− s, x− y)ρ(s, y) is clearly integrable in both variables (t, x) (s, y).
Therefore as a consequence of Fubini’s theorem we get
(S2ε (Kx) ∗ ρ)(t, x)→ (Gx ∗ ρ)(t, x) a.e.
which implies trivially
(S2ε (Kx) ∗ ρ)2(t, x)→ (Gx ∗ ρ)2(t, x) a.e.
The function (Gx ∗ ρ)2 is also integrable and it dominates (S2ε (Kx) ∗ ρ)2, then∫
(S2ε (Kx) ∗ ρ)2(t, x)dtdx→
∫
(Gx ∗ ρ)2(z)dz .
Writing again the decomposition G = K + R as explained in the Lemma 2.3.11 and
then using Cauchy-Schwarz inequality we deduce
1
ε
∫
(Gx ∗ ρ)2(z)dz − 1
ε
∫
ε(Kx ∗ ρε)2(z)dz
=
1
ε
∫
(S2ε (Gx) ∗ ρ)2(z)− (S2ε (Kx) ∗ ρ)2(z)dz
=
1
ε
∫
2(S2ε (Kx) ∗ ρ)(z)(S2ε (Rx) ∗ ρ)(z)dz +
1
ε
∫
(S2ε (Rx) ∗ ρ)2(z)dz
=
∫
2(S2ε (Kx) ∗ ρ)(z)(S1ε (Rx) ∗ ρ)(z)dz + ε
∫
(S1ε (Rx) ∗ ρ)2(z)dz
≤ 2
(∫
(S2ε (Kx) ∗ ρ)2(z)dz
)1/2(∫
(S1ε (Rx) ∗ ρ)2(z)dz
)1/2
+ ε
∫
(S1ε (Rx) ∗ ρ)2(z)dz
Now, the function R is smooth, bounded and it satisfies R(0, 0) = 0. Using the identity
S1ε (Rx) ∗ ρ = S0ε (R) ∗ ρx, it is straightforward to show that
(S1ε (Rx) ∗ ρ)(z)→ 0 a.e.
Moreover we can bound (S0ε (R) ∗ ρx)2 by an integrable function. Thus we obtain∫
(S1ε (Rx) ∗ ρ)2(z)dz → 0 ,
and the identity (A.3) follows. To finally prove the identity (A.4), it is sufficient to
show ∫
G(s, y)ρ∗2(s, y)dsdy =
∫
(Gx ∗ ρ)2(s, y)dsdy.
Starting from the identity (2.6.1), we convolve both sides of the equation with the
function ρ∗2 = ρ ∗ ρ. Therefore for any u ∈ R2 the left hand side of (2.6.1) becomes
2(Gx ∗Gx) ∗ ρ∗2(u) =
∫ ∫ ∫
2Gx(u− v − w)Gx(−w)ρ(v − x)ρ(x)dxdvdw .
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Choosing the following change of variable
x′ = x
v′ = v − x
w′ = w + x

x = x′
v = v′ + x′
w = w′ − x′
dxdvdw = dx′dv′dw′ ,
the integral becomes∫ ∫ ∫
2Gx(u− v′ − w′)Gx(−w′ + x′)ρ(v′)ρ(x′)dx′dv′dw′ .
Using the identity ρ(x′) = ρ(−x′) the above integral equals
2
∫ ∫ ∫
Gx(u− v′ − w′)Gx(−w′ − x′)ρ(v′)ρ(x′)dx′dv′dw′ =
2
∫
(Gx ∗ ρ)(u− w′)(Gx ∗ ρ)(−w′)dw′.
On the other hand, the right hand side of (2.6.1) convolved with ρ∗2 gives∫
G(u− w)ρ∗2(w)dw +
∫
G(w − u)ρ∗2(w)dw =
∫
G(u− w)ρ∗2(w)dw +
∫
G(−u− w)ρ∗2(w)dw = (G ∗ ρ∗2)(u) + (G ∗ ρ∗2)(−u).
Evaluating both sides in u = 0, we finally conclude.
Chapter 3
Rough change of variable formulae
and quasi-geometric rough paths
3.1 Introduction
Let f : Rd → R be a smooth function. The classical change of variable formula
states that for any C1 path Y : [0, T ]→ Rd, Y = (Y1, · · · , Yd) one has the identity
f(Y (t)) = f(Y (s)) +
d∑
i=1
∫ t
s
∂if(Y (r))Y
′
i (r)dr , (3.1.1)
where Y ′ = (Y ′1 , · · · , Y ′d) is the derivative of Y and ∂if = ∂f/∂xi. The formula (3.1.1) is
a milestone of standard calculus and it holds if and only if Y is an absolutely continuous
function. In particular when the path Y is not absolutely continuous, the Lebesgue
integral in (3.1.1) is not well defined because Y might not be differentiable.
A remarkable example where this phenomenon happens comes from the stochastic
analysis when Y is the realisation of a continuous semi-martingale and the trajectories
of Y are not even a bounded variation function. One of the big achievement of the
stochastic calculus theory was to show that even in this case there exists a new change
of variable formula on Y , the well celebrated Itoˆ formula (see [RY04, Thm 3.3])
f(Yt) = f(Ys) +
d∑
i=1
∫ t
s
∂if(Yr)dY
i
r +
1
2
d∑
i,j=1
∫ t
s
∂ijf(Yr)d〈Y i, Y j〉r , (3.1.2)
where differently from (3.1.1) for any any given sequence of partitions Pn of [s, t] such
that its mesh size |Pn| converges to zero, the integrals of (3.1.2) are continuous processes
which can be defined through the identities∫ t
s
∂if(Yr)dY
i
r := lim
n→∞
∑
tk∈Pn
∂if(Ytk)(Y
i
tk+1
− Y itk) ,∫ t
s
∂ijf(Yr)d〈Y i, Y j〉r := lim
n→∞
∑
tk∈Pn
∂ijf(Ytk)(Y
i
tk+1
− Y itk)(Y jtk+1 − Y jtk) .
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The convergence of these discrete sums requires deeply the semimartingale hypothesis
and it does not a.s. but it holds only as a convergence in probability uniformly on
s, t ∈ [0, T ] (see [RY04]). The formula (3.1.2) is not the unique way to express a
change of variable formula. Using the so called Stratonovich integration (see [Str66])
for any semimartingale Y we can write also a formula which looks formally equivalent
to (3.1.1)
f(Yt) = f(Ys) +
d∑
i=1
∫ t
s
∂if(Yr)d
◦Y ir , (3.1.3)
where the integrals of (3.1.3) can be defined similarly by means of the limit∫ t
s
∂if(Yr)d
◦Y ir := lim
n→∞
∑
tk∈Pn
∂if(Ytk) + ∂if(Ytk+1)
2
(Y itk+1 − Y itk) .
The formulae (3.1.2) and (3.1.3) were two important breakthroughs in the modern
proability theory and they have been extended in many directions (see e.g. [ERV02]
for ca`dla`g processes or [GRV03] for the fractional Brownian motion).
In this chapter, we present an alternative approach to the stochastic change of
variable formulae expressed in (3.1.2) and we will explain how to extend the formula
(3.1.1) when Y is a γ-Ho¨lder function for some γ ∈ (0, 1) satysfying some additional
hypotheses. The fundamental tool to express these new identities will be the rough
path theory. Introduced in [Lyo98] and reformulated in [Gub04], the main focus of this
theory was to give a rigorous meaning to this type of dynamical systems, called rough
differential equations {
Y˙ (t) =
∑e
i=1 fi(Y (t))X˙
i(t)
Y (0) = y0
(3.1.4)
where fi : Rd → Rd are smooth vector fields and X : [0, T ] → Re is generic γ-Ho¨lder
function. In particular it is possible to define a well posed integration theory of a path Z
with respect to the increments of X, the rough integral, as long as we start from two
enlarged objects: one containing the path X and some other objects representing its
higher order integrals, a rough path; the other one, a controlled rough path, obtained
from Z and other additional paths associated to it (see the Section 3.3). This rough
integration will be the key notion to formulate a so called rough change of variable
formula (see also [FH14, Chap. 5] for an introduction on this topic).
A first general theory to express these new identities was given in the last chapter
of David Kelly’s Phd Thesis [Kel12, Chap. 5]. Following its results it turns out that
even in this context it is possible to formulate two general types of formulae very sim-
ilar to the semimartingale case: a first one formally equal to (3.1.1) and (3.1.3) (see
Proposition 3.4.1) and a second one similar to (3.1.2), where it appears a correction
containing some higher order derivatives of the function f (see Proposition 3.4.10).
These two different results are indeed related to two different families of rough path
where the original problem of the change of variable formula was posed: the geometric
and the branched rough paths (see [HK15], [Gub10]). In order to obtain a formula in
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the branched case the author introduced the notion of bracket extension (see Defini-
tion 3.4.8) which extend in an algebraic and analytical context the classical notion of
quadratic variation of a semimartingale. The notion of bracket extension presented in
these works, however turns out to be quite technical to check on some explicit examples
and for the time being it has not been linked with any other properties of branched
rough paths.
In what follows, we will introduce rigorously a change of variable formula starting
from an another class of rough paths: the so called quasi-geometric rough paths (see
Definition 3.5.7). The origin of this family can be traced back in [BCEF18] and its
definition was already sketched by David Kelly in an oral talk of 2013 at the ICMAT of
Madrid. Essentially the main idea behind their definition comes by simply modifying
the definition of a geometric rough path in order to preserve an alternative product de-
fined on the tensor algebra: the quasi-shuﬄe product (see [Hof00] [HI17]). Using some
elementary algebraic properties of this operation, we can state two remarkable prop-
erties of this new class of rough paths: first we can associate to each quasi-geometric
rough path an explicit bracket extension. This property will imply the existence of a
non-geometric change of variable formula over this new class of rough paths. Then we
will show the existence of a one to one bijection (the so called Hoffman isomorphism)
between this new family of rough paths and a class of the geometric rough path over
an extended path (see Proposition 3.5.8). The resulting isomorphism will allow us to
manipulate quasi-geometric rough path as if they were geometric showing the existence
of an intrinsic change of variable formula without using Kelly’s results.
The present chapter will be organised as follows. We first recall the main properties
of the rough paths theory in Section 2 and 3. We then briefly detail the main ideas
behind Kelly’s theory in Section 3.4, and we conclude with the last two sections where
we study the general properties of quasi-geometric rough paths.
As mentioned at the beginning, all the results in this chapter are deterministic
but in principle they can be applied to the realisation of any a.s. Ho¨lder continuous
stochastic process. We remark that a recent paper [CP19] studies the same problem of
rough change of variable formulae, establishing some interesting connections with the
theory of Fo¨llmer calculus (see [Fo¨l81]).
3.2 Rough paths of any Ho¨lder regularity
We introduce the basic constructions and the notations of the rough path theory.
Unlike the classical case, we want to describe the family of higher order integrals
starting from a path X = (Xa)a∈A whose components are indexed by a an alphabet A,
which is not necessarily {1, · · · , d} but a generic finite set. By analogy the elements of
A are called letters.
3.2.1 Algebraic preliminaries
The two main algebraic structures where the rough paths theory are formulated
depend on two specific Hopf Algebras : the tensor algebra and the Butcher-Connes-
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Kreimer Hopf algebra (see e.g. [Man04] for a general introduction to the theory of
Hopf algebras). We recall briefly their definition.
Tensor algebra
For any real vector space V we will adopt the notation T (V ) to denote the tensor
algebra of V and ⊗ for the usual tensor product of T (V ). In order to distinguish
between ⊗ and the tensor product of two generic vector spaces W , U we will adopt
the notation W ⊗˜U for the latter. In this way every bilinear product on T (V ) can
be described as a function m : T (V )⊗˜T (V ) → T (V ). The duality between one vector
space and its dual is denoted by 〈 , 〉. In case of an alphabet A we denote by RA the
free vector space on A, namely the set of formal linear combination of elements of A.
We define the tensor algebra T (A) as the tensor algebra of RA, that is
T (A) :=
+∞⊕
k=0
Tk(A) ,
where, by convention, Tk(A) = ((RA)⊗k) and we set (T0(A))⊗0 = R ' span{1}. There
are two possible ways to denote the elements of T (A): on one hand, using the canonical
basis of RA {ea}a∈A, we can express an element v ∈ T (A) as a finite linear combination
of tensors ea1 ⊗ · · ·⊗ eak for some letters a1, · · · , ak ∈ A and k ≥ 1. On the other hand
we can use the identification
ea1 ⊗ · · · ⊗ ean ∼ a1 · · · an , 1 ∼ empty word
and the elements of T (A) can be represented as a finite linear combination of words
built from the alphabet A (we will use both notations). Thus T (A) can be also seen
as the free vector space on W (A), the set of words given by A. Three operations can
be naturally defined on T (A):
• The concatenation product ⊗ : T (A)⊗˜T (A)→ T (A), defined for any couple of words
v = a1 · · · an, w = b1 · · · bm ∈ W (A) as the usual tensor product in term of words,
that is
v ⊗ w := a1 · · · anb1 · · · bm
and extended linearly. In order to simplify the notation we will denote this operation
as a simple juxtaposition on T (A).
• The shuﬄe product  : T (A)⊗˜T (A)→ T (A), defined by the recursive relations
1  v := v  1 := v ,
av bw := (v bw)a+ (av w)b ,
(3.2.1)
for any couple of words v, w ∈ W (A) and letters a, b ∈ A and extended linearly.
• The deconcatenation coproduct ∇ : T (A)→ T (A)⊗˜T (A), defined by the relations
∇1 = 1⊗˜1
∇w :=
m∑
i=0
a1 · · · ai⊗˜ai+1 · · · am , (3.2.2)
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for any word w = a1 · · · am ∈ W (A) and extended linearly
Using the last two operations it is a standard result in the algebraic literature (see
e.g. [Reu93]) that the triple (T (A),,∇) is a commutative bialgebra where the empty
word 1 and its dual element 1∗ : T (A) → R are the unit and the counit. We recall
that the shuﬄe product  admits also an explicit expression in terms of permutations.
Indeed for all couples of words w, v ∈ T (A) such that the length of w is n and the
length of v is k we have the identity
w v :=
∑
σ ∈Shuf(w,v)
(wv)σ ,
where σ ∈ Shuf(w,v) is a permutation of n + k element which preserves the original
ordering of the sequences in w and v and for any word u (u)σ is the word where the
indices are permutated following σ. The bialgebra T (A) has a natural graduation by
definition and we remark that (RA)⊗k is generated by all words w whose length |w| is
equal to k. Moreover it is also straightforward to show that the operations  and ∇
are compatible with the bialgebra structures, meaning that the operations  and ∇
satisfy
 : Tk(A)⊗˜Th(A)→ Tk+h(A) , ∇ : Tk(A)→
⊕
p+q=k
Tp(A)⊗˜Tq(A) ,
for any integers k, h ≥ 0. Thus the triple (T (A),,∇) becomes a connected and
graduated bialgebra. From a classical result on bialgebra (see e.g. [Abe04]) these
properties imply automatically that T (A) is also a Hopf algebra.
We denote the algebraic dual of T (A) by T ((A)) and the algebraic dual of Tk(A)
by Tk((A)). By definition any element of T ((A)) can be expressed as a formal se-
ries of terms in Tk((A)). The dual space T ((A)) carries a general product operation
∗ : T ((A))⊗˜T ((A))→ T (A) which is defined by duality from the relation
〈u ∗ v, x〉 := 〈v⊗˜w,∇x〉 ,
for any x ∈ T (A) and u, v ∈ T ((A)). We will call it the convolution product. In
case of the tensor algebra T (A) this convolution product can be explicitly described as
the concatenation product ⊗ applied to the dual words. Therefore we can adopt this
second notation without ambiguity. A fundamental object for the theory of the rough
paths is given by the set of real characters G(A), defined as
G(A) := {h ∈ T ((A)) : for every a, b ∈ T (A) 〈h, a b〉 = 〈h, a〉〈h, b〉} , (3.2.3)
From a classical Hopf Algebra result (and in this case we can explicitly check it with a
straightforward calculation) the couple (G(A),⊗) is a group where the counit 1∗ is the
identity element. For any N ≥ 0 we can consider the truncated dual tensor algebra
TN(A) :=
⊕N
n=0 Tn((A)) and its dual space T
N((A)). We define the A-decorated step-N
free nilpotent group GN(A) by the quotient
GN(A) :=
(
G(A)/
+∞⊕
n=N+1
Tn((A))
)
⊂ TN((A)) , (3.2.4)
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where all the dual words whose homogeneity is bigger than N + 1 are identified to 0.
We stress the fact that the quotient in (3.2.4) is not a group quotient but, including
G(A) in T ((A)), the set GN(A) is the image of the vector space quotient map
piN : T ((A))→
(
T ((A))/
+∞⊕
n=N+1
Tn((A))
)
= TN((A)).
Remarkably the group operation ⊗ is still a group operation on GN(A). We will adopt
the shorthand notation (GN(A),⊗) to recall this group.
Butcher-Connes-Kreimer Hopf Algebra
For any given alphabet A, an A-labelled rooted trees is given by a triple (τ, r,L)
where τ is a combinatorial tree (a finite connected simple graph) with a non-empty
set of nodes Nτ and a set of edges Eτ , r ∈ Nτ is a fixed vertex called the root and
L : Nτ → A is a fixed function called labelling. The set of A-labelled trees is denoted
by T (A). A finite disjoint union of A-labelled rooted trees is called an A-labelled forest
and the set of all A-labelled forest is denoted by F(A). By convention we introduce
also the empty forest 1 (just the same notation of the empty word) and we consider
it as an element of F(A). For any finite family of trees τ1 , · · · , τn the forest obtained
by the disjoint union of the previous trees is denoted by f = τ1 · · · τn independently
of the order of the trees (we represent the disjoint union as a commutative operation
on forests). We can graphically represent trees or forests by simply putting the root
at the bottom and decorating each node with the corresponding label. For instance if
A = {1 , 2} one has
1 , 1
2
, 2
1 1 ∈ T (A); 12 2 12 ∈ F(A) .
Starting from the empty forest 1 we can recursively describe T (A) by means of the
grafting maps {Ba+ : F(A)→ T (A)}a∈A. That is for any a ∈ A we define Ba+(1) := •a
and for any forest τ1 · · · τn the tree Ba+(τ1 · · · τm) is graphically given by
Ba+(τ1 · · · τm) = a
τ1
· · ·
τm
(since we consider combinatorial graphs, all the graphical representations above are
identified to a single tree). The free vector space on F(A) is denoted by H(A) and the
grafting maps can be extended linearly on H(A). Three main operations are defined
on H(A).
• The free commutative product m : H(A)⊗˜H(A) → H(A), which coincides with the
linear extension of the disjoint union of graphs.
• The Butcher-Connes-Kreimer coproduct ∆: H(A) → H(A)⊗˜H(A), which is given
by the base condition ∆1 = 1⊗˜1 and satisfies recursively the identities
∆f := ∆τ1 · · ·∆τn , ∆(Ba+(σ)) := B+a (σ)⊗˜1 + (id⊗˜Ba+)∆σ ,
for any forest f = τ1 · · · τn.
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• The reduced coproduct ∆′ : H(A)→ H(A)⊗˜H(A), defined for any forest σ as
∆′σ := ∆σ − σ⊗˜1− 1⊗˜σ , (3.2.5)
and extended linearly.
For any tree τ we can equivalently rewrite ∆τ working directly on the graphical struc-
ture of tree τ (see e.g. [Man04]). A cut C of a tree is a subset of Eτ . A cut C is said
admissible if C is non empty and any path starting from the root of τ to any other
node contains at most one element of C. We denote by Ad(τ) the set of all admissible
cuts of the tree τ . Given a tree τ and an admissible cut C, we can erase the edge of C
from τ to obtain a forest. We will denote by RC(τ) the tree containing the root after
the cancellation and by PC(τ) the remaining forest. Thus we obtain the alternative
formula
∆τ = 1⊗˜τ + τ ⊗ 1 +
∑
C∈Ad(τ)
PC(τ)⊗˜RC(τ) .
We will abbreviate the definition of ∆ using the Sweedler notation ∆τ = τ (1)⊗˜τ (2).
The triple (H(A), ·,∆) defined above, together with the natural modification of 1 and
1∗ in this context, is again a bialgebra. The set H(A) is naturally graded with respect
to |σ|, the number of nodes of the forest σ. That is
H(A) =
+∞⊕
k=0
Hk(A) , Hk(A) := span{v ∈ F(A) : |v| = k} .
Also in this case it is straightforward to show that this decomposition is compatible
with the bialgebra structure and H0(A) = R1. Thus for the same reasons as before
(H(A), ·,∆) is also a Hopf Algebra. We will call it the A-decorated Butcher-Connes-
Kreimer Hopf Algebra (see [CK98], [But72] for the first definition of this algebra).
In analogy with the notation for the tensor algebra, we denote the algebraic dual
of H(A) and Hk(A) by H((A)), Hk((A)). The presence of a coproduct allows to define
equivalently a convolution product ∗ : H((A))⊗˜H((A)) → H((A)) by duality in the
same manner as before:
〈τ1 ∗ τ2, σ〉 := (τ1⊗˜τ2)∆σ .
In the case of the Butcher-Connes-Kremier Hopf algebra this operation is called in
the literature the Grossman-Larson product and we will henceforth denote it by the
symbol ∗. The set of real characters on H(A) is denoted by G(A) and it is defined as in
(3.2.3) with H((A)) and m instead of T ((A)) and . Again the couple (G(A), ∗) is a
group (which we call the A-decorated Butcher group), due to the Hopf algebra structure
of H(A). For any N ≥ 0 we introduce the vector space HN(A) := ⊕Nn=0Hn(A) and
HN((A)) its algebraic dual. We denote by GN(A) the quotient
GN(A) :=
(
G(A)/
+∞⊕
n=N+1
Hn((A))
)
⊂ HN((A)) . (3.2.6)
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We call this set the A decorated step-N Butcher group and the quotient is interpreted
in the same manner as G(A). By analogy we adopt the same notation for piN , the
quotient map of vector spaces and for the couple (GN(A), ∗) is still a group.
We decided to specify the algebraic constructions of T (A) and H(A) starting from
a generic locally finite set A in order to be coherent with the framework of the quasi-
shuﬄe algebras as explained in [HI17] (see Section 3.5.1). Nevertheless in what follows
we will formulate our results on finite alphabets A. This hypothesis does not change
anything in the algebraic construction above but it implies simply that each vector
subspace Tk((A)) ,Hk((A)) will be finite-dimensional. If A = {1, · · · , d} the resulting
algebraic structure are denoted by the classical notation H(Rd), H((Rd)) and T (Rd),
T ((Rd)).
If A ⊂ A′ we can always identify T (A) with a subspace of T (A′). This inclusion
is also an injective Hopf algebra morphism and we will write it as T (A) ⊂ T (A′).
Since the same reasoning applies also for H(A) and H(A′), we will adopt the same
notation H(A) ⊂ H(A′). By duality we can define the inclusions j : T ((A′))→ T ((A)),
j′ : H((A′))→ H((A)) defined for any h ∈ T ((A′)) or k ∈ H((A′)) as
〈j(h), w〉 = 〈h,w〉 , 〈j′(k), σ〉 = 〈k, σ〉 ,
for any w ∈ W (A) and σ ∈ F(A). These inclusions are also Hopf algebra morphisms
and in case of the groups G(A′) and G(A) the maps j and j′ are an injective homo-
morphism. We denote these inclusions as G(A′) ⊂ G(A) and G(A′) ⊂ G(A).
Anisotropic grading
In order to take into account the case where the letters of A are associated to some
continuous path Xa with some Ho¨lder regularity γa ∈ (0, 1) we introduce a different
type of groups related to a different quotient of G(A) and G(A). We suppose that A
is a endowed with a sequence Γ = {γa}a∈A of real numbers such that γa ∈ (0, 1) for all
a ∈ A and γˆ = infa∈A γa > 0. We call the elements of Γ weights and we define every
couple (A,Γ) satisfying these properties a weighted alphabet. Under these hypotheses
for any word v = a1 · · · ak ∈ W (A) and any forest σ ∈ F(A) we can define the real
numbers
|v|Γ := γa1 + . . .+ γak
γˆ
=
1
γˆ
∑
a∈A
na(v)γa ,
|σ|Γ :=
∑
u∈Nσ
γ(L(u))
γˆ
=
1
γˆ
∑
a∈A
na(σ)γa ,
(3.2.7)
where na(v) = |{j : vj = a}| and na(σ) = |{v ∈ Nσ : L(v) = a}| and |1|Γ = 0. In both
cases the function | · |Γ defined above has an additive property on words and forests
because |uv|Γ = |u|Γ + |v|Γ for each pair of words u, v and |σσ′|Γ = |σ|Γ + |σ′|Γ for any
couple of forests σ, σ′. Thus for any word or forest σ the coproducts ∇σ or ∆σ is a sum
of terms σ(1) ⊗ σ(2) such that any term satisfies |σ(1)|Γ + |σ(2)|Γ = |σ|Γ. This function
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allows to define the sets
WΓ(A) := {v ∈ W (A) : |v|Γ > γˆ−1} , W Γ(A) := {v ∈ W (A) : |w|Γ ≤ γˆ−1} ,
FΓ(A) := {σ ∈ F(A) : |σ|Γ > γˆ−1} , FΓ(A) := {σ ∈ F(A) : |σ|Γ ≤ γˆ−1} .
(3.2.8)
We will denote by TΓ(A), HΓ(A), T Γ(A) HΓ(A) the subspaces generated respectively
by WΓ(A), FΓ(A), W Γ(A) and FΓ(A) in the spaces T (A) and H(A). Moreover we can
easily define the subspaces TΓ((A)) HΓ((A)) T Γ((A)) HΓ((A)) by duality. In analogy
with the definition of the N -step free nilpotent group and the N -step Butcher group
in (3.2.4) and (3.2.6) we introduce the corresponding quotient sets
GΓ(A) := G(A)/TΓ((A)) ⊂ T Γ((A)) , GΓ(A) := G(A)/HΓ((A)) ⊂ HΓ((A)) . (3.2.9)
and we call them the anisotropic Γ-step free nilpotent group (resp. the anisotropic
Γ-step Butcher group). The additivity property of | · |Γ implies immediately that the
operations ⊗ and ∗ are well defined on GΓ(A) and GΓ(A) and the couples (GΓ(A),⊗)
and (GΓ(A), ∗) are groups. We will adopt the notation piΓ to denote the quotient map
of vector spaces in both cases. By construction one has |v|Γ ≥ |v| and |σ|Γ ≥ |σ| for
any word v and any forest σ (In case Γ is a constant sequence we have an equality).
Thus it follows that T Γ((A)) ⊂ TN((A)) and HΓ((A)) ⊂ HN((A)) where N := bγˆ−1c.
Using the classical graduation of T (A) and H(A) we can write also
T Γ(A) =
N⊕
n=0
T Γn (A) HΓ(A) =
N⊕
n=0
HΓn(A) ,
where T Γn (A) := Tn(A) ∩ T Γ(A) and HΓn(A) := Hn(A) ∩HΓ(A).
The definition of GΓ(A) was already given in the recent work [TZ18, pag. 22] in an
equivalent form and we simply extended this construction in the forest case. If Γ is a
constant sequence equal to γ (which we call also isotropic case) then GΓ(A) = GM(A),
where M := bγ−1c. In case we have two different weighted alphabets (A,Γ) , (A′,Γ′)
where A ⊂ A′, Γ = {γa}a∈A and Γ′ = {γ′a}a∈A we will always impose γ′a = γa for any
a ∈ A, to be coherent with the anisotropic grading.
3.2.2 Geometric and branched rough paths
Let us introduce the formal definition of a rough path in the case of a weighted
alphabet (A,Γ) where A is a finite set and Γ = {γa}a∈A is a finite number of weights.
Following the previous section the parameter γˆ = mina∈A γa and the function | · |Γ given
in (3.2.7) are uniquely identified. Starting from (A,Γ) we can easily consider CΓ(A),
the set of continuous functions X : [0, T ]→ RA, Xt = (Xat )a∈A such that for any a ∈ A
one has
sup
s 6=t
|Xat −Xas |
|t− s|γa < +∞ .
We call the elements of CΓ(A) Γ-Ho¨lder path. The notion of a rough path wants to
encode into a formal object all the increments and the iterated integrals of Γ-Ho¨lder
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paths and, as explained before, the geometric or the branched nature of a rough path
are related to the integration by parts formulae that the coordinates of this path should
satisfy.
Definition 3.2.1. A Γ-regular geometric rough path X is a function X : [0, T ]2 →
T ((A)) satisfying the following conditions:
1g) for every w1, w2 ∈ T (A) 〈Xst, w1 w2〉 = 〈Xst, w1〉〈Xst, w2〉 ,
2g) for every s, t, u ∈ [0, T ]3, Xst = Xsu ⊗ Xut ,
3g) for every word w ∈ W (A) one has
sup
s 6=t
|〈Xst, w〉|
|t− s|γˆ|w|Γ < +∞ . (3.2.10)
Definition 3.2.2. A Γ-regular branched rough path X is a function X : [0, T ]2 →
H((A)) satisfying the following conditions:
1b) for every τ1, τ2 ∈ H(A) 〈Xst, τ1τ2〉 = 〈Xst, τ1〉〈Xst, τ2〉 ,
2b) for every s, t, u ∈ [0, T ]3 Xst = Xsu ∗Xut ,
3b) for every forest σ ∈ F(A) one has
sup
s 6=t
|〈Xst, w〉|
|t− s|γˆ|w|Γ < +∞ . (3.2.11)
We denote the set of Γ-regular geometric and branched rough path by the symbols
RΓg (A), RΓb (A). We call the elements of both RΓg (A) and RΓb (A) rough paths and we
adopt the shorthand notation RΓ(A) for these objects. An alternative to state the
properties 2g) or 2b) in the literature is also given by saying that X satisfies the Chen’s
relations.
Remark 3.2.3. Following [HK15] and [Gub10], the original definition of geometric and
branched rough path is done when the underlying alphabet is A = {1, · · · , d} and Γ is
a constant sequence with value γ ∈ (0, 1). In this case we adopt the notation Rγ(Rd),
Rγg(Rd), Rγb (Rd). The name Γ-regular is given as a generalisation of [CEFMMK18,
Def 4.1.]. We remark that in other works such as [TZ18] the elements of RΓ(A) are
called anisotropic rough paths. An equivalent version of the geometric Γ rough path
in the context of the p variation topology is given by the notion of Π-rough paths (see
[Gyu16]) and the original formulation of the geometric rough paths in [Lyo98].
Remark 3.2.4. Recalling the inclusions G(A′) ⊂ G(A) and G(A′) ⊂ G(A) for any
couple of weighted alphabets (A,Γ), (A′,Γ′) such that A ⊂ A′, we can identify any
element of RΓ(A′) as an element of RΓ(A). Under this identification if there exists
X′ ∈ RΓ′(A′) such that its inclusion in RΓ(A) coincides with X ∈ RΓ(A) we say that
X′ is over X. The link between a rough path X ∈ RΓ(A) and the increments of a
function X ∈ CΓ(A) is trivially encoded in Chen’s relations. Indeed for all a ∈ A and
(s, t, u) ∈ [0, T ]3 it is straightforward to show the identities
〈Xst, a〉 = 〈Xsu, a〉+ 〈Xut, a〉 or 〈Xst, •a〉 = 〈Xsu, •a〉+ 〈Xut, •a〉 .
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Thus there exists at least a function X ′ ∈ CΓ(A) such that 〈Xst, a〉 = (X ′)at − (X ′)as
or 〈Xst, •a〉 = (X)′at − (X ′)as . The resulting path X ′ is not unique but it is defined up
to a translation constant. By choosing a specific element X ∈ CΓ(A) in this class, we
resume this condition by saying that X is a rough path over X.
Using the definition of the groups G(A) and G(A), an equivalent and more synthetic
reformulation of the properties (1g) (2g) (1b) (2b) comes by simply stating that a
rough path is a group-valued path X : [0, T ] → (G, ◦) (where (G, ◦) = (G(A),⊗) or
G(A) = (G(A), ∗)) such that X0 = 1∗. Indeed for any given path X , the definition
Xst := Xt ◦ (Xs)−1
satisfies (1g) (2g) (1b) (2b) and for any fixed rough path X the path t→ X0t is a group
valued path. By definition the knowledge of one element g ∈ G(A) or G(A) requires
potentially the knowledge of a infinite number of real values (e.g. in case of G(A) a
character is determined as long we know 〈g, τ〉 for any tree τ ∈ T (A)). However the
analytical conditions (3g) (3b) and the finiteness of A simplify radically the structure
of a rough path, letting all the values of Xst depend uniquely only on the trees or words
h such that γˆ|h|Γ < 1. An algebraic way to consider only these terms and to formulate
this dependency consists in replacing the groups G(A) G(A) with the quotients GΓ(A)
and GΓ(A). Thus we can write the following definitions:
Definition 3.2.5. A geometric Γ-rough path X is a function X : [0, T ]2 → GΓ(A)
satisfying the following three conditions:
1) Xtt = 1∗ for every t ∈ [0, T ];
2) for every (s, t, u) ∈ [0, T ]3, Xst = Xsu ⊗ Xut ;
3) for every word w ∈ W Γ(A), sups 6=t |〈Xst, w〉|/|t− s|γˆ|w|Γ < +∞.
Definition 3.2.6. A branched Γ-rough path X is a function X : [0, T ]2 → GΓ(A)
satisfying the following three conditions:
1) Xtt = 1
∗ for every t ∈ [0, T ];
2) for every (s, t, u) ∈ [0, T ]3, Xst = Xsu ∗Xut
3) for every forest σ ∈ FΓ(A), sups 6=t |〈Xst, σ〉|/|t− s|γˆ|σ|Γ < +∞.
The Definitions 3.2.5 and 3.2.6 are very similar to the definition of RΓ(A) but they
are not exactly the same because they are defined in principle on two different groups.
In general the projection piΓ of an element X ∈ RΓ(A) provides immediately a Γ-rough
path. A non trivial theorem shows that the viceversa is also true.
Theorem 3.2.7 (Extension Theorem). Let X˜ be a geometric or a branched Γ-rough
path. Then there exists a unique X ∈ RΓ(A) such that piΓX˜ = X.
Proof. Let us adopt the same notation H for the spaces T ((A)) or H((A)), G for
the groups G(A) or H(A) and B for W (A) or F(A). In case when Γ is a costant
sequence this result was already partially proven in [Lyo98] for the geometric case
and in [Gub10], [Boe18] for the branched case by showing the existence of a function
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X : [0, T ]2 → H satisfying the Chen’s relations (2g) (2b) and the conditions (3g) (3b).
The last properties (1g) (1b) are then obtained following [CEFMMK18, Thm. 4.1].
Passing to a weighted alphabet (A,Γ), the properties of the function | · |Γ allow to
apply the same proof of [CEFMMK18, Thm. 4.1] to obtain for any σ ∈ B such that
|σ|Γ > γˆ−1 a unique function fσ : [0, T ]2 → R by means of the sewing lemma (see the
Theorem 3.3.4) such that the function X : [0, T ]2 → H given by
〈Xst, σ〉 :=
{
〈X˜st, σ〉 if σ ∈ W Γ(A) or FΓ(A)
fσ(s, t) if σ ∈ WΓ(A) or FΓ(A)
belong to G. Another consequence of the sewing lemma implies that there exists a
constant cΓ > 0 depending on Γ such that one has for all σ ∈ B
|〈Xst, σ〉| ≤ c|σ|Γ qγˆ(σ)|t− s|γˆ|σ|Γ (3.2.12)
where the function qγˆ(σ) is defined as follows: for any letter a or any tree •a we set
qγˆ(a) = qγˆ(•a) = 1 and for any other σ ∈ B qγˆ(σ) is obtained recursively by the identity
qγˆ(σ) :=
1
2γˆ|σ| − 2qγˆ(σ
(1))qγˆ(σ
(2)) . (3.2.13)
Thereby obtaining the thesis.
Remark 3.2.8. Thanks to this theorem we can easily identify the notion of Γ-rough
path with the the notion of rough path of regularity Γ adopting the same notation
RΓ(A) for both objects. We recall that there exists in the literature another equivalent
definition of a rough path. Indeed writing an element X ∈ RΓ(A) as a path with
values in GΓ(A) or GΓ(A), it is possible to rewrite also the analytic conditions in the
definitions 3.2.5 and 3.2.6 in an intrinsic way. It turns out that the groups GΓ(A) and
GΓ(A) are actually Lie Groups (more precisely GΓ(A) is a Carnot group and when
Γ is constant GΓ(A) is a Homogeneous group). These geometric properties allow the
existence of an intrinsic metric d and the analytic conditions in the Definitions 3.2.5
and 3.2.6 are equivalent to state that the path X is really a γˆ-Ho¨lder path with respect
the metric d. For more details see [TZ18].
In order to prove that the notion of a rough path is not useless we recall the Lyons-
Victoir extension Theorem (see [LV07]). This result gives a sufficient condition to
prove in an extremely general setting the existence of a geometric rough path X ∈ over
a given path X ∈ CΓ(A). We state this result as in [TZ18, Thm. 5.7], where it is
formulated and proved for a generic weighted alphabet (A,Γ).
Theorem 3.2.9 (Lyons-Victoir extension Theorem). Supposing 1 6∈ ∑a∈A γaN, for
any X ∈ CΓ(A) there exists X ∈ RΓg (A) over X.
Remark 3.2.10. Differently from the Theorem 3.2.7 the rough path X given by the
Theorem 3.2.9 is clearly not unique but it is obtained trough an explicit construction.
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3.3 Controlled rough paths
As the notion of rough path generalises the iterated integrals of a driving continuous
path X, in order to state a change of variable formula we recall a class of paths Y
where we can give a rigorous meaning to the notion of integration with respect to X
and the composition ϕ(Y ) with respect to a smooth function. Known in the literature
as controlled rough paths, (see [Gub04] for its first formulation) we introduce them in
the case of a weighted alphabet (A,Γ).
3.3.1 General definitions
The main idea behind their definition is that a controlled rough path should be a a path
Y : [0, T ]→ R where we impose some additional Taylor’s formula relations between Y
and the iterated integrals of Xa, making them dependent on an underlying rough path
X ∈ RΓ(A). To recall its definition we introduce the following sets of words and forests
for any integer m ≥ 1
W Γm(A) := {v ∈ W Γ(A) : b|v|Γc < m} , FΓm(A) := {σ ∈ F(A) : b|σ|Γc < m} , (3.3.1)
and the corresponding subspaces T Γm(A) and HΓm(A) generated by these sets in T (A)
and H(A). We recall that by construction T Γm(A) ⊂ T Γ(A) and HΓm(A) ⊂ HΓ(A) and
denoting N = bγˆ−1c we have the equality T ΓN+1(A) = T Γ(A), HΓN+1(A) = HΓ(A).
Definition 3.3.1. Let X ∈ RΓg (A). An X-controlled rough path of regularity m ≥ 1 is
a path Y : [0, T ]→ T Γm(A) such that for every dual word w ∈ W Γm(A) one has
sup
s 6=t
|〈w,Yt〉 − 〈Xst ⊗ w,Ys〉|
|t− s|(m−|w|Γ)γˆ < +∞ . (3.3.2)
If 〈1∗,Yt〉 = Yt we say that Y is a controlled rough path over Y .
Definition 3.3.2. Let X ∈ RΓb (A). An X-controlled rough path of regularity m ≥ 1
is a path Y : [0, T ]→ HΓm(A) such that for every dual forest σ ∈ FΓm(A) one has
sup
s 6=t
|〈σ,Yt〉 − 〈Xst ∗ σ,Ys〉|
|t− s|(m−|σ|Γ)γˆ < +∞ . (3.3.3)
If 〈1∗,Yt〉 = Yt we say that Y is a controlled rough path over Y .
For any X ∈ RΓ(A) we denote by DmΓ(X) the set of all X-controlled rough path
of regularity m. Since DmΓ(X) is a vector space and it generalises the notion of a real
valued path, we can easily define vectors of controlled rough path using product spaces.
Remark 3.3.3. The conditions (3.3.3) and (3.3.2) evaluated on 1∗ mean that the func-
tion Y satisfies the generalised Taylor expansion
Yt = Ys +
∑
1≤b|w|Γc<m
Yws 〈Xst, w〉+O(|t− s|mγˆ) ,
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for some functions Ywt . These functions are known in the literature as the Gubinelli
derivatives of Y (see [FH14, Chap. 4]) and an informal way to define a controlled
rough path is given by a path Y and all its possible Gubinelli derivatives up to a
certain order. The other estimates in the Definition 3.3.1 and the Definition 3.3.2
encode a similar development for the functions Ywt but with a a remainder of order
O(|t− s|(m−|w|Γ)γˆ). An equivalent way to restate the bounds (3.3.2) and (3.3.3) can be
given using the notion of modelled distribution developed in [Hai14]. In order to obtain
such description in the branched and in the geometric setting we adopt the notation
Vm and Vm for the codomain of a controlled rough path and its basis. Then we can
easily define the two parameter family of linear maps MXst : Vm → Vm defined for any
v ∈ Vm by means of the Sweedler notation as
MXstw := 〈Xst, w(1)〉w(2) .
Since the set Vm is finite, we can easily show that the conditions (3.3.2) and (3.3.3) are
equivalent to
sup
σ∈Vm
sup
s 6=t
|〈σ,Yt −MXstYs〉|
|t− s|(m−|σ|Γ)γˆ < +∞ . (3.3.4)
For further details on the link between controlled rough path and regularity structures
in a simplified setting see [FH14].
The study of all possible controlled rough paths over a fixed rough path X or the
existence and uniqueness of a controlled rough path above a fixed path Y : [0, T ]→ R
might be a very technical topic (see e.g. [FH14, Chap. 6]). However for any X ∈ RΓ(A)
over a path X ∈ CΓ(A) there exists always a trivial X-controlled rough path, the
coordinate path of X. In the case when X is a geometric rough path we define it as the
function X : [0, T ]→ (T Γm(A))A given by
〈k, (Xt)a〉 =

Xat if k = 1
∗ ,
1 if k = a
0 for any other k ∈ W Γm(A) ,
(3.3.5)
for every component a ∈ A. In the branched case we define it similarly as a function
X ′ : [0, T ]→ (HΓm(A))A such that
〈σ, (X ′t)a〉 =

Xat if σ = 1
∗ ,
1 if σ = •a,
0 for any other σ ∈ FΓm(A) ,
(3.3.6)
Applying the basic definitions of the products ∗ and ⊗ we obtain
〈w, (Xt)a〉 − 〈Xst ⊗ w, (Xs)a〉 = 0 , 〈σ, (X ′t)a〉 − 〈Xst ∗ σ, (X ′s)a〉 = 0 ,
for any a ∈ A and for all words w ∈ FΓm(A) and forests σ ∈ FΓm(A). Therefore X and
X ′ are two controlled rough paths the for any m ≥ 1. In order to simplify the notation,
we will denote them by the shorthand notation X ∈ (DmΓ(X))A.
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3.3.2 Integration and composition
Let us explain how the notion of controlled rough path allows to give a deterministic
theory of integration of one path Y : [0, T ] → R with respect to the increments of
Xa : [0, T ]→ R for some X ∈ CΓ(A) and a ∈ A.
In general for any given sequence of partitions Pn of [0, T ], represented as Pn =
{0 = tn0 < · · · < tnp(n) = T} such that its mesh size |Pn| := supi(tni+1 − tni ) converges
to zero, we would like to define the integral from a generalisation of the Riemann
summation: ∫ T
0
YrdX
a
r := lim
n→∞
∑
[u,v]∈Pn
Yu(X
a
v −Xau) , (3.3.7)
provided that the limit does not depend on the approximating sequence. This strategy
is at the basis of Young’s integration [You36]. A fundamental result of this operation is
that the limit (3.3.7) is well defined if and only if Y is β-Ho¨lder and β+γa > 1. However
when 2γa < 1 this characterisation prevents us from considering integrand functions
of the form ϕ(Xat ) for some smooth function ϕ and then any possible formulation of
change of variable formula is allowed. In order to explain the exact way to formulate
an integration operator we recall the Sewing Lemma (see [Gub04, Prop. 1]). This
fundamental theorem provides a general criterion to study the behaviour as |Pn| → 0
of the following sums
SPn :=
∑
[u,v]∈Pn
Zuv
for a fixed continuous function Z : [0, T ]2 → R. We formulate the theorem in the same
way as [CEFMMK18, Prop. 2.1], referring the reader to the same citation for the proof.
Theorem 3.3.4 (Sewing Lemma). Let Z : [0, T ]2 → R be a continuous function and
ε > 0. Suppose that there exists a collection of real numbers ai, bi ≥ 0 for i = 1, . . . , n
and γ ∈ (0, 1) such that ai + bi = 1 + ε and
|Zst −Zsu −Zut| ≤
n∑
i=1
Ci|t− u|ai |u− s|bi |Zst| ≤ C0|t− s|γ (3.3.8)
for some positive constants {Ci}i=1,···n ≥ 0 and C0 ≥ 0 and uniformly on s, t, u ∈ [0, T ]
with s ≤ u ≤ t or t ≤ u ≤ s. Then there exists a unique γ-Ho¨lder function Z : [0, T ]→
R such that Z0 = 0 and for any s, t ∈ [0, T ]
|Zt − Zs −Zst| ≤ C|t− s|1+ε ,
where the constant C = (21+ε − 2)−1∑ni=1Ci. Moreover for any sequence of partitions
Pn of [s, t] such that |Pn| → 0 it follows that
Zt − Zs = lim
n→+∞
∑
[u,v]∈Pn
Zuv , (3.3.9)
independently on the approximating sequence.
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Remark 3.3.5. The convergence of the series in (3.3.9) holds uniformly on t ∈ [0, T ].
The path Z in (3.3.9) depends clearly on the function Zst but this dependency holds
only up to a correction of order o(|t − s|). Indeed for any other continuous function
Z ′st such that
|Zst −Z ′st| ≤ C|t− s|δ , (3.3.10)
for some δ > 1 and C > 0, there exists C ′ > 0 such that the function Z ′ satisfies
|Z ′st −Z ′su −Z ′ut| ≤ |Zst −Zsu −Zut|+ C ′|t− u|δ + C ′|u− s|δ .
Therefore the function Z ′ satisfies again the hypothesis of the Sewing Lemma and there
exists a continuous function Z ′ : [0, T ]→ R, Z ′0 = 0 and C ′′ > 0 such that
|Z ′t − Z ′s −Z ′st| ≤ C ′′|t− s|ε+1 . (3.3.11)
Combining the conditions (3.3.11) and (3.3.10) we deduce that
|(Zt − Zs)− (Z ′t − Z ′s)| = o(|t− s|)
and the paths Z and Z ′ must coincide because Z ′0 = Z0 = 0.
Combining the sewing lemma with the definition of a controlled rough rough path
we obtain the so called rough integral.
Proposition 3.3.6. Let X ∈ RΓ(A) be a fixed rough path, a ∈ A and N = bγˆ−1c.
For any Y ∈ D(N−b|a|Γc+1)Γ(X) and any partition Pn of [0, t] such that |Pn| → 0 the
following sums∑
[u,v]∈Pn
∑
w∈WΓa (A)
〈w,Yu〉〈Xuv, w a〉 or
∑
[u,v]∈Pn
∑
σ∈FΓa (A)
〈σ,Yu〉〈Xuv, B+a (σ)〉 ,
where we introduce the finite sets W Γa (A) := {w ∈ W Γ(A) : b|w|Γc ≤ N − b|a|Γc},
FΓa (A) := {σ ∈ F(A) : b|σ|Γc ≤ N − b| •a |Γc} converge to a limit independently on the
sequence of partitions Pn. We call this limit rough integral and we denote it by the
symbol ∫ t
0
YrdX
a
r .
The rough integral is a γa-Ho¨lder function whose value in 0 is 0 and there exists ε > 0
such that for any t, s ∈ [0, T ], the increments∫ t
s
YrdX
a
r :=
∫ t
0
YrdX
a
r −
∫ s
0
YrdX
a
r
satisfy the relations
∫ t
s
YrdX
a
r =
∑
w∈WΓa (A)〈w,Ys〉〈Xst, w a〉+O(|t− s|1+ε)
or∑
σ∈FΓa (A)〈σ,Ys〉〈Xst, B+a (σ)〉+O(|t− s|1+ε)
(3.3.12)
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Proof. Depending on the geometric or branched setting, the result is obtained by check-
ing that the functions
Zgst :=
∑
w∈WΓa (A)
〈w,Ys〉〈Xst, w a〉 , Zbst :=
∑
σ∈FΓa (A)
〈σ,Ys〉〈Xst, B+a (σ)〉
satisfy respectively the hypotheses of the Sewing lemma. We will prove firstly the
geometric case. For any fixed s ≤ u ≤ t one has by definition.
Zgst −Zgsu −Zgut =
∑
w∈WΓa (A)
〈w,Ys〉 (〈Xst, w a〉 − 〈Xsu, w a〉)− 〈w,Yu〉〈Xut, w a〉 .
Let us fix a word w ∈ W Γa (A). By definition of ∇ and using the geometric Chen’s
property of X we have
〈Xst, w a〉 − 〈Xsu, w a〉 = 〈Xsu⊗˜Xut,∇(w a)〉 − 〈Xsu, w a〉
= 〈Xsu⊗˜Xut, w a⊗˜1 + w(1)⊗˜w(2) a〉 − 〈Xsu, w a〉
= 〈Xsu, w(1)〉〈Xut, w(2) a〉 .
Therefore we can write
Zgst−Zgsu−Zgut =
∑
w∈WΓa (A)
〈w,Ys〉〈Xsu, w(1)〉〈Xut, w(2) a〉−〈w,Yu〉〈Xut, w a〉 . (3.3.13)
In order to understand the right hand side of (3.3.13) we split the sum in two terms.
Writing on the same dual basis the first term becomes∑
w∈WΓa (A)
〈w,Ys〉〈Xsu, w(1)〉〈Xut, w(2) a〉 =
∑
k ,w∈WΓa (A)
〈w,Ys〉〈Xst, w(1)〉〈k, w(2)〉〈Xut, k a〉
=
∑
w∈WΓa (A)
〈w,Ys〉〈Xsu ⊗ k, w〉〈Xut, k a〉
=
∑
k∈WΓa (A)
〈Xst ⊗ k,Ys〉〈Xut, k a〉 .
Since the index in the summation is mute, we can finally apply the bound (3.3.2) and
the Ho¨lder property of a rough path in (3.2.10) to obtain the existence of a sequence
of positive constants {Cw}w∈WΓa (A) such that
|Zgst −Zgsu −Zgut| ≤
∑
w∈WΓa (A)
|(〈Xst ⊗ w,Ys〉 − 〈w,Yu〉)〈Xut, w a〉|
≤
∑
w∈WΓa (A)
Cw|u− s|(N+1−b|a|Γc−|w|Γ)γˆ|t− u|(|w|Γ+|a|Γ))γˆ .
Using the trivial estimation (N + 1 + |a|Γ−b|a|Γc)γˆ ≥ (N + 1)γˆ > 1, we can apply the
sewing lemma. In case of the function Zb we can repeat exactly the same proof because
the coproduct ∆ satisfies again the relation ∆Ba(σ) = Ba(σ)⊗˜1 + σ(1)⊗˜Ba(σ(2)) by
construction.
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Remark 3.3.7. For any Y ∈ DmΓ(X) we introduce the norms (depending on the nature
of the underlying rough path X)
‖Y‖mγ :=
|〈1∗,Y0〉|+
∑
w∈WΓm(A) sups 6=t |〈w,Yt〉 − 〈Xst ⊗ w,Ys〉|/|t− s|(m−|w|Γ)γˆ
or
|〈1∗,Y0〉|+
∑
σ∈FΓm(A) sups 6=t |〈σ,Yt〉 − 〈Xst ⊗ w,Ys〉|/|t− s|(m−|σ|Γ)γˆ .
The couple (DmΓ(X), ‖ ‖mγ) becomes then a Banach space and for any fixed X ∈
RΓ(A), a ∈ A the integration map Y → ∫ YdXa becomes a linear continuous map
from to the space D(N−b|a|Γc+1)Γ(X) where N = bγˆ−1c to Cγa(R), as a consequence of a
quantitative estimation of the sewing lemma. More generally if Y ∈ D(N−b|a|Γc+1)Γ(X)
we can introduce the path IXa (Y)t defined by duality as
〈k, IXa (Y)t〉 =

∫ t
0
YrdX
a
r if k = 1
∗ ,
〈w,Yt〉 for any k ∈ W Γ(A), FΓ(A) such that k = wa or B+a (k),
0 for any other w ∈ W Γ(A) or FΓ(A) .
Using the estimate (3.3.12) and the properties of Y, we can easily check that the map
Y → IXa (Y) is a bounded linear map IXa : D(N−b|a|Γc+1)Γ(X) → D(N+1)Γ(X). In this
way we can encode the relation (3.3.12) in a higher order algebraic structure.
The second fundamental operation we can define on controlled rough paths is the
composition with a smooth function. That is for any fixed Y ∈ (DmΓ(X))e over a
path Y : [0, T ] → Re and a smooth function ϕ : Re → R for some integer e ≥ 1, we
want to define Yϕ ∈ DmΓ(X) such that 〈1∗,Yϕt 〉 = ϕ(Yt). Using the same notation of
the remark 3.3.3 for any a ∈ (Vm)e there exists a unique decomposition a = a01 + a+
where a0 ∈ Re and a+ = (a1+, · · · , ae+) is an e-dimensional vector whose components
are generated by all words or forests σ ∈ Vm such that |σ|Γ ≥ 1. Given such a
decomposition, we define the lift of ϕ as the function Φ: (Vm)e → Vm
Φ(a) :=
m∑
n=0
1
n!
e∑
i1,··· ,in=1
∂i1 · · · ∂inϕ(a0)(ai1+ ? · · · ? ain+ )<m , (3.3.14a)
where ? is the intrinsic product of Vm (the shuﬄe product or the disjoint union of
forests), ()<m is the projection on Vm and
∂i1 · · · ∂inϕ(x) =
∂i1
∂xi1
· · · ∂
in
∂xin
ϕ(x)
Since the product ? is commutative and the expression inside the second sum is sym-
metrical in the choice of i1, · · · ,in, this definition is equivalent to the following
Φ(a) =
∑
k
∂kϕ(a0)
k1! · · · ke! ((a
1
+)
?k1 ? · · · ? (ae+)?ke)<m (3.3.14b)
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where the sum is done over all multi-indices k ∈ Ne, k = (k1, · · · , ke) and
∂kϕ(x) := ∂k11 · · · ∂kee ϕ(x) =
∂k1
∂x1
· · · ∂
ke
∂xe
ϕ(x) .
(See Section 3.4 for a careful explanation of the equivalence between equalities (3.3.14a)
and (3.3.14b)). This operation has then the right behaviour in the controlled rough
path setting. In what follows we will denote by Ckb (Rd,R) the set of Ck functions
f : Rd → R with all bounded derivatives up to the k-th order.
Theorem 3.3.8. For any Y ∈ (DmΓ(X))e over a path Y : [0, T ]→ Re and any function
ϕ ∈ Cmb (Re,R) the function t→ Φ(Yt) is an X-controlled rough path over ϕ(Y ).
Proof. By construction all the derivatives appearing in Φ(Yt) are at most of order
m − 1, thus this function is well defined. In order to give a synthetic description of
the branched and the geometric case, we keep the notation of the remark 3.3.3. Using
the equivalent condition (3.3.4) and the symbol . to denote the inequality up to a
constant, we want to show for any σ ∈ Vm
|〈σ,Φ(Yt)−MXstΦ(Ys)〉| . |t− s|(m−|σ|Γ)γˆ .
Writing Ys = Y˜s + Ys1 for some fixed function Y˜ : [0, T ]→ (Vm)e, Y˜ = (Y˜1, · · · , Y˜e)
and using the compact multi-index notation we have the identity
Φ(Ys) =
∑
k∈Ne
∂kϕ(Ys)
k!
((Y˜s)<m)
?k .
Applying the linear mapsMXst to Φ(Ys), we remark that for any σ, σ
′ ∈ VmMXst (σ?σ′) =
MXst (σ)?M
X
st (σ
′) as a consequence of the character property of X and the multiplicative
property of the coproduct. Thus there exists a value C > 0 such that
MXstΦ(Ys) =
∑
|k|≤C
∂kϕ(Ys)
k!
(MXst (Y˜s))
?k , (3.3.15)
where |k| = ∑ei=1 ki. Since MXst 1 = 1 and Y ∈ (DmΓ(X))e there exists a function
R : [0, T ]2 → (Vm)e, R = (R1, · · · , Re) such that
MXst (Y˜s) = M
X
st (Ys)− Ys1 = Y˜t + (Yt − Ys)1 +Rst , sup
s 6=t
|〈σ,Rist〉|
|t− s|(m−|σ|Γ)γˆ < +∞ ,
uniformly on i = 1 , · · · , e and σ ∈ Vm. Plugging this expression in (3.3.15) there exists
a function R˜ : [0, T ]2 → Vm satisfying |〈σ, R˜st〉| . |t − s|(m−|σ|Γ)γˆ for any σ ∈ Vm such
that
MXstΦ(Ys) =
∑
|k|≤C
∂kϕ(Ys)
k!
(Y˜t + (Yt − Ys)1)?k + R˜st . (3.3.16)
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Performing a Taylor expansion between Ys = (Y
1
s , · · · , Y es ) and Yt = (Y 1t , · · · , Y et ), we
have
∂kϕ(Ys) =
∑
|k+l|≤C
∂k+lϕ(Yt)
l!
(Ys − Yt)?l +O(|t− s|(m−|k|)γˆ) , (3.3.17)
as a consequence of the Ho¨lder regularity |Y is − Y it | . |t − s|γˆ for any i = 1, · · · , e.
Using the same bound we obtain also for any σ ∈ Vm such that |σ| ≤ |k|
〈σ, (Y˜it + (Y it − Y is )1)?k〉 . |t− s|(|k|−|σ|)γˆ . |t− s|(|k|−|σ|)γˆ . (3.3.18)
Combining the bounds (3.3.17) and (3.3.18) in (3.3.16) one has
〈σ,MXstΦ(Ys)−
∑
|k+l|≤C
∂k+lϕ(Yt)
k! l!
(Ys − Yt)?l(Y˜t + (Yt − Ys)1)?k〉 . |t− s|(m−|σ|)γˆ .
From this bound we apply the multinomial identity∑
k+l=m
1
k! l!
(Ys − Yt)?l(Y˜t + (Yt − Ys)1)?k = ∂
mϕ(Yt)
m!
(Y˜t)
?m
and we obtain the thesis.
Remark 3.3.9. The proof of this result was already given in [Gub10, Lem. 8.4] for the
branched rough path case but we decided to give a full account because our definition of
Φ(Yt) does not coincide with the equivalent formulation given in [Gub10] and [HK15]
and it requires only a commutative product ?. This proof is a simple rewriting of the
proof of [Hai14, Thm. 4.16] without referring explicitly to the theory of regularity
structures. Looking at this operation as a linear map Y → Φ(Y) for any fixed X, we
obtain that this operation is also a bounded operator with respect to the norm ‖ · ‖mγ.
As a direct application of the Theorem 3.3.8, for any fixed X ∈ RΓ(A) we calcu-
late explicitly Φ(X) ∈ DmΓ(X), the composition of the coordinate path of X in the
geometric and in the branched case for any m ≥ 1.
Proposition 3.3.10. Let X ∈ RΓg (A) and m ≥ 1, Then for any ϕ ∈ Cmb (RA,R) one
has
Φ(Xt) =
∑
w∈WΓm(A)
∂wϕ(Xt)w , (3.3.19)
where for any word w ∈ W Γm(A) we define
∂wϕ(Xt) :=
{
ϕ(Xt) if w = 1 ,
∂ai1 · · · ∂ainϕ(Xt) if w = ai1 · · · ain .
Proof. In what follows we write A = {a1, · · · , a|A|}. Following the definition of Φ in
(3.3.14b) in the case of the coordinate path X ∈ (DmΓ(X))A defined in (3.3.5) we
obtain
Φ(Xt) =
∑
k∈NΓm(A)
∂kϕ(Xt)
k1! · · · k|A|!a
k1
1  · · · ak|A||A| ,
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where NΓm(A) = {k ∈ NA : 0 ≤ bk1|a1|Γ + · · · + k|A||a|A||Γc < m}. Using the identity
aki = k!a
⊗k
i , which holds for every i = 1 · · · |A| and k ≥ 0, the theorem is proved as
long as we can verify the identity∑
k∈NΓm(A)
∂kϕ(Xt)a
⊗k1
1  · · · a⊗k|A||A| =
∑
w∈WΓm(A)
∂wϕ(Xt)w , (3.3.20)
We check this identity by induction on |A|. If |A| = 1 the result is trivial. Let us prove
the inductive hypothesis. Supposing that the result is true for any alphabet A′ such
that |A′| < |A| we use the linear property of  to write the left hand side of (3.3.20)
as
L∑
l=0
( ∑
k∈NΓ
m−lb|a|A||Γc
(A\{a|A|})
∂k∂la|A|ϕ(Xt)a
⊗k1
1  · · · a⊗k|A|−1|A|−1
)
 a⊗l|A|
for some fixed value L ≥ 0 depending on m. Applying the induction hypothesis this
sum becomes
L∑
l=0
( ∑
w′∈WΓ
m−lb|a|A||Γc
(A\{a|A|})
∂w′∂
l
a|A|ϕ(Xt)w
′
)
 a⊗l|A| . (3.3.21)
Using the direct definition of shuﬄe product, the sum (3.3.21) becomes
L∑
l=0
∑
w′
∂w′∂
l
a|A|ϕ(Xt)
∑
σ∈Shuf(w′, l)
(w′ a|A|⊗l)σ =:
∑
l,w′σ
∂w′∂
l
a|A|ϕ(Xt)(w
′ a|A|⊗l)σ ,
where w′ belongs in the same set as in (3.3.21). Since the triple (l, w′, σ) is in a one to
one correspondence with the words w ∈ W Γm(A), we conclude.
Remark 3.3.11. In case X ∈ RΓb (A), using the same notation of A, we do not have
any further simplification and we can only apply the composition formula (3.3.14a)
obtaining
Φ(Xt) =
m∑
n=0
1
n!
|A|∑
i1,··· ,in=1
∂ai1 · · · ∂ainϕ(Xt)(•ai1 · · · •ain )<m
=
m∑
n=0
∑
b|•ai1 ···•ain )|Γc<m
1
n!
σ(ai1 · · · ain)∂ai1 · · · ∂ainϕ(Xt) •ai1 · · · •ain ,
(3.3.22)
where σ(ai1 · · · ain) is the number of distinct anagrams of the word ai1 · · · ain .
3.4 Change of variable formulae for rough paths
3.4.1 Kelly’s change of variable formula
We apply the integration and the composition operations to recall the general
change of variable formulae in the rough path setting starting from X ∈ Cγ(Rd) for
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some γ ∈ (0, 1). In what follows we will suppose that there exists some rough path
X ∈ Rγ(Rd) over X. The geometric setting will be obtained as a simple exercise,
whereas to express the formula in the branched setting, we will need the crucial no-
tion of simple bracket extension as developed in David Kelly’s Phd thesis [Kel12], a
branched rough path defined on a weighted alphabet (A,Γ).
The geometric case
Since geometric rough paths aim to generalise the notion of iterated integrals for
smooth paths, it is reasonable to think that we can prove a classical change of variable
formula as if X were a smooth path.
Proposition 3.4.1. Let X ∈ Cγ(Rd) and N = bγ−1c. For any geometric rough path
X ∈ Rγg(Rd) over X and any ϕ ∈ CN+1b (Rd,R) one has
ϕ(Xt) = ϕ(Xs) +
d∑
i=1
∫ t
s
∂iΦ(Xr)dX
i
r , (3.4.1)
where {∂iΦ}i=1,··· ,d is the lift of ∂iϕ : Rd → R.
Proof. Since ∂iϕ ∈ CNb (Rd,R), the controlled rough path ∂iΦ(Xr) ∈ DNγ(X) as a
consequence of the Theorem 3.3.8 and the rough integrals in (3.4.1) are well defined.
Using the explicit definition of ∂iΦ(Xr) in (3.3.19) and the development (3.3.12) for
the rough integral one has∫ t
s
∂iΦ(Xr)dX
i
r =
N−1∑
n=0
∑
|w|=n
∂w∂iϕ(Xs)〈Xst, wi〉+ o(|t− s|) ,
where we parametrised the set of words W γi ({1, · · · , d}) = {w ∈ W ({1, · · · , d}) : |w| ≤
N − 1} using the word’s length. Summing on i we obtain
d∑
i=1
∫ t
s
∂iΦ(Xr)dX
i
r =
d∑
i=1
N−1∑
n=0
∑
|w|=n
∂w∂iϕ(Xs)〈Xst, wi〉+ o(|t− s|)
=
N∑
n=1
∑
|w|=n
∂wϕ(Xs)〈Xst, w〉+ o(|t− s|) .
(3.4.2)
On the other hand, interpreting Xt as a controlled rough path of regularity N + 1
the hypothesis of ϕ implies that Φ(Xt) ∈ D(N+1)γ(X) by means of the Theorem 3.3.8.
Thus we can apply the bound (3.3.2) on 〈1∗,Φ(Xt)〉 to obtain
ϕ(Xt)− ϕ(Xs) =
N∑
n=1
∑
|k|=n
∂kϕ(Xs)〈Xst, k〉+ o(|t− s|) , (3.4.3)
Then subtracting (3.4.2) to both sides of (3.4.3), we obtain that the difference between
the left hand side of (3.4.1) and its right side is equal to o(|t − s|) for any t, s. Since
this difference is the increment of a path which is zero in t = s, we obtain the identity
(3.4.1).
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Remark 3.4.2. Even if this simple proof is a direct consequence of Proposition 3.3.10,
we want to stress that these identities hold because we have encoded in X all classical
integration by parts formulae by means of the shuﬄe product. Therefore products of
coordinates might be rewritten as a sum of iterated integrals.
The branched case
In case X ∈ Rγb (Rd), the different expansion of Φ(X) in (3.3.22) does not imply the
same result of the Proposition 3.4.1 but it really depends on the parameter γ. Indeed
writing the controlled rough path expansions of 〈1,Φ(Xt)〉 and the expansion (3.3.12)
for
∫ t
s
∂iΦ(Xr)dX
i
r one has the following identities modulo o(|t− s|)
ϕ(Xt)− ϕ(Xs) =
N∑
n=1
1
n!
d∑
i1,··· ,in=1
∂i1 · · · ∂inϕ(Xt)〈Xst, •i1 · · · •in〉 , (3.4.4)
d∑
i=1
∫ t
s
∂iΦ(Xr)dX
i
r =
N∑
n=1
1
(n− 1)!
d∑
i1,··· ,in=1
∂i1 · · · ∂inϕ(Xt)〈Xst, Bi1+ (•j · · · •in)〉
=
N∑
n=1
1
n!
d∑
i1,··· ,in=1
∂i1 · · · ∂inϕ(Xt)〈Xst,
n∑
j=1
B
i
(σ(j)(1))
+ (•i
σ(j)(2)
· · · •i
σ(j)(n)
)〉 ,
where σ = (1 · · ·n) is the cyclic permutation of n elements and N = bγ−1c. Unfortu-
nately the right hand sides of the above sums only coincide when N = 1. Therefore if
N > 1 one has:
ϕ(Xt)− ϕ(Xs)−
d∑
i=1
∫ t
s
∂iΦ(Xr)dX
i
r =
N∑
n=2
1
n!
d∑
i1,··· ,in=1
∂i1···inϕ(Xt)〈Xst, •i1 · · · •in −
n∑
j=1
B
i
(σ(j)(1))
+ (•i
σ(j)(2)
· · · •i
σ(j)(n)
)〉
(3.4.5)
obtaining a non trivial remainder in the formula. The key idea of [Kel12] to get rid of
this remainder is then to subtract recursively to both sides of (3.4.5) the expansions
associated to other rough integrals in order to obtain finally a remainder of order
o(|t − s|) as before. This is possible by extending the actual alphabet {1 , · · · , d} to
a bigger weighted alphabet (A,Γ) and choosing X̂ ∈ RΓb (A), a possible extension of
X, which satisfies an explicit algebraic condition between the new letters and the old
ones. We will simply recall the basic definition to state the theorem and we refer to
[Kel12] for the heuristics behind these definitions. In order to state them we introduce
a weighted alphabet depending on some parameter γ
Definition 3.4.3. For any γ ∈ (0, 1) we define the finite alphabet AN as
AN =
N⊔
n=1
{1, · · · , d}n = {1, · · · , d} unionsq · · · unionsq {(i1 · · · iN) : i1, · · · , iN ∈ {1, · · · , d}} ,
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where N = bγ−1c and the symbols (i) and i are identified. The weight Γ = {γa}a∈AN
is defined for any (i1 · · · im) ∈ AN as γ(i1···im) := mγ.
The definition of AN depends in principle on γ but we suppress γ from the notation
to make the notation easier. We simply remark that {1, · · · , d} ⊂ AN for any γ ∈
(0, 1) obtaining an equality if 1/2 < γ < 1 and AN = A1. The weight Γ is directly
compatible with the isotropic setting for {1, · · · , d} and trivially |(i1 · · · im)|Γ = m for
any (i1 · · · im) ∈ AN . This alphabet comes also with a natural notion of symmetry.
Definition 3.4.4. Two elements of a, b ∈ AN , a = (i1 · · · in), b = (j1 · · · jm) are
said to be symmetrical if m = n and there exists a permutation σ ∈ Sn such that
aσ = (iσ(1) · · · iσ(n)) = b. We denote it by the symbol a ∼ b.
It is straightforward to check that ∼ is an equivalence relation over the set AN and
on any subset {1, · · · , d}n ⊂ AN . Moreover we can easily extend it to an equivalence
relation ∼ on T (AN) and F(AN) considering the trees and the forests with two sym-
metrical labelling. Using the letters of the alphabet AN , we can now define a specific
linear combination of forests: the bracket polynomials.
Definition 3.4.5. For any (i1 · · · in) ∈ AN we define the forest the bracket polynomial
〈〈i1i2 · · · in〉〉
〈〈i1i2 · · · in〉〉 = •i1 . . . •in −
∑
{a,b}={i1 ,··· ,in}
B
(b1···bk)
+ (•a1 . . . •an−k) , (3.4.6)
where the sum is done over all ways of splitting the set {i1 , · · · , in} = {a, b} into two
non-empty sets a = {a1, · · · , an−k} and b = {b1, · · · , bk} for every k ≥ 1.
By definition 〈〈i1〉〉 = •i1 for any i1 ∈ {1, · · · , d}. Thus we can expect that the
bracket polynomial 〈〈i1i2 · · · in〉〉 is related with the tree •(i1i2···in). Let us recall the
main properties of the bracket polynomial.
Proposition 3.4.6. The bracket polynomials {〈〈i1i2 · · · in〉〉}(i1···in)∈AN satisfy the fol-
lowing properties:
a) For all a, b ∈ AN such that a ∼ b one has 〈〈a〉〉 = 〈〈b〉〉.
b) Let B+ : H(Rd)⊗˜H(Rd)→ H(AN) be the unique linear map defined for any forest
σ ∈ H(Rd) as
B+(σ ⊗ τ) :=
{
B
(i1···in)
+ (σ) if τ = •i1 . . . •in for any 1 ≤ n ≤ N
0 otherwise .
Then we have the identity
〈〈i1 · · · in〉〉 := •i1 . . . •in −B+∆′(•i1 · · · •in) , (3.4.7)
where ∆′ is the reduced coproduct defined in (3.2.5).
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c) Applying the coproduct ∆: H(AN)⊗˜H(AN)→ H(AN) to 〈〈i1i2 · · · in〉〉 we have
∆〈〈i1i2 · · · in〉〉 = 〈〈i1i2 · · · in〉〉⊗˜1 + 1⊗˜〈〈i1i2 · · · in〉〉
+
∑
{a,b}={i1 ,··· ,in}
•a1 . . . •an−k ⊗˜(〈〈b1 · · · bk〉〉 − •(b1···bk)) , (3.4.8)
where the sum is done over the same set of symbols as in (3.4.6).
Proof. We will prove the three properties a), b) and c) separately. Writing a = (i1 · · · in)
and b = (j1 · · · jm) if a ∼ b one has m = n and
•i1 · · · •in = •j1 · · · •jm ,
since the forest product is commutative. Moreover we have the equality between the
sets {i1 , · · · , in} and {j1 , · · · , jm} implying the identity∑
{a,b}={i1 ,··· ,in}
B
(b1···bk)
+ (•a1 . . . •an−k) =
∑
{a′,b′}={j1 ,··· ,jm}
B
(b′1···b′k)
+ (•a′1 . . . •a′n−k) ,
Therefore 〈〈a〉〉 = 〈〈b〉〉.
In order to prove b) we can iterate the multiplicative property of ∆ to obtain
∆(•i1 · · · •in) = •i1 · · · •in ⊗˜1 + 1⊗˜ •i1 · · · •in +
∑
{a,b}={i1 ,··· ,in}
•a1 . . . •an−k ⊗˜ •b1 . . . •bk
Thus by definition of the reduced coproduct we obtain
∆′(•i1 · · · •in) =
∑
{a,b}={i1 ,··· ,in}
•a1 . . . •an−k ⊗˜ •b1 . . . •bk (3.4.9)
and by definition of the operator B+ we obtain the identity (3.4.7).
In case of c), writing ∆σ = σ⊗˜1 + 1⊗˜σ + ∆′σ and applying (3.4.7) we obtain
∆〈〈i1i2 · · · in〉〉 = 〈〈i1i2 · · · in〉〉⊗˜1 + 1⊗˜〈〈i1i2 · · · in〉〉+ ∆′ (•i1 . . . •in −B+∆′(•i1 · · · •in)) .
Using the simple identity ∆′(Bb+(σ)) = (id⊗˜Bb+)∆′σ + σ⊗˜•b and the coassociativity of
the reduced coproduct (∆′⊗˜id)∆′ = (id⊗˜∆′)∆′ one has
∆′B+∆′(•i1 · · · •in) =
= (id⊗˜B+)(∆′⊗˜id)∆′(•i1 · · · •in) +
∑
{a,b}={i1 ,··· ,in}
•a1 . . . •an−k ⊗˜•(b1···bk)
= (id⊗˜B+)(id⊗˜∆′)∆′(•i1 · · · •in) +
∑
{a,b}={i1 ,··· ,in}
•a1 . . . •an−k ⊗˜ •(b1···bk) .
Thus using the combinatorial identity (3.4.9) and the alternative definition (3.4.7) we
obtain
∆′ (•i1 . . . •in −B+∆′(•i1 · · · •in)) =
=
∑
{a,b}={i1 ,··· ,in}
•a1 . . . •an−k ⊗˜
(•b1 . . . •bk −B+(∆′(•b1 . . . •bk))− •(b1···bk))
=
∑
{a,b}={i1 ,··· ,in}
•a1 . . . •an−k ⊗˜
(〈〈b1 · · · bk〉〉 − •(b1···bk)) .
Thereby otaining the thesis.
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Remark 3.4.7. All these properties as well as their proofs were already given in several
parts of [Kel12, Chap. 5] and we decided to encode them in a unique proposition to
keep the discussion self-contained.
The identity (3.4.8) has a very deep consequence. Indeed for any fixed X̂ ∈ RΓb (AN)
and any triplet s, u, t ∈ [0, T ], the formula (3.4.8) together with the algebraic property
of X̂ implies
〈X̂st, 〈〈i1i2 · · · in〉〉〉 = 〈X̂su, 〈〈i1i2 · · · in〉〉〉+ 〈X̂ut, 〈〈i1i2 · · · in〉〉〉
+
∑
{a,b}={i1 ,··· ,in}
〈X̂su, •a1 . . . •an−k〉〈X̂ut, 〈〈b1 · · · bk〉〉 − •(b1···bk)〉 .
Therefore the function (s, t) → 〈X̂st, 〈〈i1i2 · · · in〉〉〉 may be reinterpreted as the incre-
ment of a path as long as 〈X̂st, 〈〈b1 · · · bk〉〉〉 = 〈X̂st, •(b1···bk)〉 for any letter (b1 · · · bk)
with k < n. This observation justifies the following definition of bracket extension.
Definition 3.4.8. For any γ ∈ (0, 1) an element X̂ ∈ RΓb (AN) is said to be a bracket
extension if it satisfies the following properties:
1) for all i1, · · · , in ∈ {1, · · · , d}, 1 ≤ n ≤ N
〈X̂st, •(i1···in)〉 = 〈X̂st, 〈〈i1 · · · in〉〉〉 . (3.4.10)
2) The rough path X̂ is symmetrical. That is for any couple of forests σ, τ ∈ H(AN)
such that τ ∼ σ then 〈X̂st, τ〉 = 〈X̂st, σ〉.
Remark 3.4.9. For any X ∈ Rγg(Rd) over a path X : [0, T ] → Rd an informal way
to describe a bracket extension over X is then to add a family of extra paths X̂ =
{X̂(i1···in)}(i1···in)∈AN with higher Ho¨lder regularity satisfying some symmetry hypothesis
and a family of higher order iterated integrals from X in order to satisfy the identities
〈Xst, •i1 . . . •in〉 =
∑
{a,b}={i1 ,··· ,in}
〈X̂st, B(b1···bk)+ (•a1 . . . •an−k)〉+ X̂(i1···in)t − X̂(i1···in)s ,
(3.4.11)
for any i1, · · · , in ∈ {1, · · · , d}. In this way we restore partially the integration by
parts formulae for the coordinates paths of X. By analogy with the stochastic calculus
setting, we call the path Xˆ(i1···in) the (i1 · · · in)-variation of X.
This notion is then sufficient to get a general change of variable formula for any
sufficiently smooth function ϕ.
Theorem 3.4.10 (Kelly’s change of variable formula). Let γ ∈ (0, 1), X ∈ Cγ(Rd)
and X ∈ Rγb (Rd) over X. Then for any ϕ ∈ CN+1b (Rd,R) where N = bγ−1c and any
bracket extension X̂ over X one has
ϕ(Xt) = ϕ(Xs) +
d∑
i=1
∫ t
s
∂iΦ(Xr)dX
i
r +
N∑
n=2
1
n!
d∑
i1,··· ,in=1
∫ t
s
∂i1 · · · ∂inΦ(Xr)dX̂(i1···in)r ,
(3.4.12)
where ∂i1 · · · ∂inΦ is the lift of the function ∂i1 · · · ∂inϕ : Rd → R.
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Proof. Our proof retraces Kelly’s original one via a slightly different notation, we re-
peat here for sake of completeness. As before we will write down all the equalities
modulo o(|t − s|). For any fixed element (i1 · · · in) ∈ AN the function ∂i1 · · · ∂inϕ ∈
CN+1−nb (Rd,R) and the rough integral
∫ t
s
∂i1 · · · ∂inΦ(Xr)dX̂(i1···in)r is well defined. Ap-
plying the identity (3.3.12) to it we obtain∫ t
s
∂i1 · · · ∂inΦ(Xr)dX̂r =
N−n∑
m=0
d∑
j1,··· ,jm=1
∂j1,···jm∂i1···inϕ(Xs)
m!
〈X̂st, B(i1···in)+ (•j1 · · · •jm)〉.
This formula holds also when n = 1 and (i1 · · · in) = i1 and the left hand side is the
rough integral with respect to X i1 . By summing over all indices i1, · · · , in and n, we
use the substitution k = m+ n obtaining
N∑
n=1
1
n!
d∑
i1,··· ,in=1
∫ t
s
∂i1 · · · ∂inΦ(Xr)dX̂(i1···in)r =
=
N∑
k=1
1
k!
d∑
i1,··· ,ik=1
∂i1 · · · ∂ikϕ(Xs)〈X̂st,
k∑
n=1
(
k
n
)
B
(i1···in)
+ (•in+1 · · · •ik)〉 .
(3.4.13)
For any fixed k and i1, · · · , ik, we consider the sum of trees on the right hand side of
(3.4.13). Since this expression does not change in its equivalence class by applying any
permutation of k elements we can write
k∑
n=1
(
k
n
)
B
(i1···in)
+ (•in+1 · · · •ik) ∼
1
k!
∑
σ∈Sk
k∑
n=1
(
k
n
)
B
(iσ(1)···iσ(n))
+ (•iσ(n+1) · · · •iσ(k))
=
∑
σ∈Sk
k−1∑
n=1
1
(k − n)!n!B
(iσ(1)···iσ(n))
+ (•iσ(n+1) · · · •iσ(k)) +
∑
σ∈Sk
1
k!
•(iσ(1)···iσ(k)) . (3.4.14)
Using again the symmetry relation •(iσ(1)···iσ(k)) ∼ •(i1···ik) and
B
(iσ(1)···iσ(n))
+ (•iσ(n+1) · · · •iσ(k)) ∼ B(b1···bn)+ (•a1 . . . •an−k),
where a = {a1, · · · , an−k}, b = {b1, · · · , bn} is a non empty partition of {i1, · · · ik} into
two set, it is straightforward to show that the sum (3.4.14) is then symmetrical with∑
{i1 ,··· ,ik}={a,b}
B
(b1···bn)
+ (•a1 . . . •an−k) + •(i1···ik) ,
by counting the respective multiplicity of the indexes in the two sums. Therefore using
the symmetrical invariance of X̂ and the identity (3.4.11) one has
〈X̂st,
k∑
n=1
(
k
n
)
B
(i1···in)
+ (•in+1 · · · •ik)〉 = 〈Xst, •i1 . . . •ik〉 .
Thus the right hand side of (3.4.13) becomes equal to the right hand side of (3.4.4) up
to a remainder of order o(|t − s|). We conclude finally using the same final argument
given in the proof of the Proposition (3.4.1).
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Remark 3.4.11. Looking at the Definition 3.4.8 and the Theorem 3.4.10, it is not
obvious to prove apriori the existence of one bracket extension X̂ over some X ∈
Rγb (Rd). However in the simple case γ ∈ (1/3, 1/2] where N = 2, the condition (3.4.10)
becomes simply
〈X̂st, •(ij)〉 := 〈X̂st •i •j − ji − ij〉 = 〈Xst •i •j − ji − ij〉 , (3.4.15)
for every i, j ∈ {1, · · · , d}. In this way recalling the fact that the set FΓ(A2) is given
by
FΓ(A2) = {•i , •(ij) , •i •j , ji : i , j ∈ {1 , · · · , d}} ,
we can easily define a function X̂ : [0, T ]2 → HΓ((A2)) satisfying the properties of the
Definition 3.2.6 only in terms of the underlying rough path X and consequently there
exists a unique bracket extension over X by means of the extension theorem. The
related change of variable formula (3.4.12) in this case will depend only on X and it
looks formally identical to the classical Itoˆ formula for a semimartingale X. The case
N = 2 was already known in the literature and an equivalent formulation of (3.4.12)
in this case was obtained in [FH14, Prop. 5.6] by means of the notion of reduced rough
paths. When N > 2 the result given in [Kel12, Prop. 5.2.14] shows the existence of a
bracket extension but this object is not unique anymore.
3.4.2 Symmetrical paths
In order to simplify the Definition 3.4.8, we want to encode immediately the notion
of symmetry hypothesis for a bracket extension X̂ by changing the underlying alphabet.
Indeed we can describe directly the equivalence classes ofAN with respect to ∼ in terms
of a new alphabet.
Definition 3.4.12. We denote by A = Nd \ {0} the set of d-dimensional non zero
multi-index α = (α1, · · · , αd). For any and γ ∈ (0, 1) we define the finite alphabet AN
as
AN = {α ∈ A : |α| ≤ N}
where N = bγ−1c and |α| := ∑di=1 αi . The weight Γ = {γα}α∈AN is defined for any
α ∈ AN as γα := |α|γ.
Similarly to the definition of AN , we suppress the parameter γ from the notation
of AN . Moreover we keep the same notation Γ for the weight of AN . We note also
that {1, · · · , d} ⊂ AN for any γ ∈ (0, 1) by means of the canonical identification i→ ei
where {ei}i=1 ,··· ,d is the canonical basis, obtaining an equality if 1/2 < γ < 1 and
AN = A1. The weight Γ is directly compatible with the isotropic setting for {1, · · · , d}
and trivially |α|Γ = |α| for any α ∈ AN . The link between AN and AN is done by
means of an explicit function S : AN → AN .
Definition 3.4.13. Let γ ∈ (0, 1). For any a ∈ AN , a = (i1 · · · in), we set for any
j ∈ {1, · · · , d} the integers
mj := ]{l ∈ {1, · · · , n} : il = j} , (3.4.16)
and we define S(a) := (m1, · · · ,md). We call the map S the symmetrization map.
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For instance if d = 3 and γ ∈ (1/4, 1/3] one has
S((12)) = (1, 1, 0) , S((21)) = (1, 1, 0) , S((333)) = (0, 0, 3) .
By definition the symmetrization map is a well defined surjective application and for
any a ∈ AN |a|Γ = |S(a)|Γ where the function | · |Γ is associated to the different weights.
The function S is also a bijection when we pass to the quotient.
Lemma 3.4.14. For any γ ∈ (0, 1), S is a bijective map from AN/ ∼ to AN .
Proof. In order to prove the bijection it is sufficient to show that for every 1 ≤ n ≤ N ,
S is a bijection between An and A′n where
An = {1, · · · , d}n/∼ , A′n = {v ∈ AN : |v| = n} .
That is for any a, b ∈ {1, · · · , d}n, one has a ∼ b if and only if S(a) = S(b). Thanks
to the definition (3.4.16), if a ∼ b then both S(a) and S(b) belong to A′n and their
components do not change under permutation of the writing of a, therefore S(a) = S(b).
On the other hand, if S(a) = S(b) = (m1, · · · ,md), then for any j = {1, · · · , d} both
a and b contain the same amount of coordinates with the value j. Rearranging the
components of a and b, there exist two permutations σa and σb such that
aσa = bσb = ( 1 · · · 1︸ ︷︷ ︸
m1 times
2 · · · 2︸ ︷︷ ︸
m2 times
· · · d · · · d︸ ︷︷ ︸
md times
) . (3.4.17)
As a conclusion, if we define σ = σ−1b ◦ σa, then aσ = b by construction.
Looking at the proof of the above lemma, we associated to every β ∈ AN a specific
element of S−1(β), that is the right hand side of the identity (3.4.17). We will refer
to this element of AN with the symbol β′. Another trivial consequence of the Lemma
3.4.14 is then a useful identity we already used in the definition of the lift Φ of a smooth
function ϕ.
Proposition 3.4.15. If ci1···in is a sequence of values indexed by {1, · · · , d}n invariant
by permutation then
d∑
i1,··· ,in=1
ci1···in =
∑
β∈A : |β|=n
n!
β1! · · · βd!cβ
′ (3.4.18)
Proof. Writing the left hand side of (3.4.18) as a sum on {1, · · · , d}n ⊂ AN for some
N ≥ n, and denoting by [a] the equivalence class of an element a ∈ {1, · · · , d}n we use
the proof of the Lemma 3.4.14 and invariance by permutation to obtain
d∑
i1,··· ,in=1
ci1···in =
∑
[a]∈{1,··· ,d}n/∼
∑
[a]=a
ca =
∑
β∈A : |β|=n
∑
a∈S−1(β)
ca =
∑
β∈A : |β|=n
]{S−1(β)}cβ′ .
Now using the elementary combinatorial identity
]{S−1(β)} = ]{anagrams of 1 · · · 1︸ ︷︷ ︸
β1 times
2 · · · 2︸ ︷︷ ︸
β2 times
· · · d · · · d︸ ︷︷ ︸
βd times
} = |β|!
β1! · · · βd! ,
which holds for any β ∈ AN we conclude.
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This simple identity allows to justify the equivalence between definitions (3.3.14a)
and (3.3.14b). Even if the map S is originally defined at the level of the alphabets, by
simply applying S at each decoration of any forest appearing in H(AN) and extending
it linearly, we can easily define a linear surjective map S : H(AN) → H(AN) (we will
denote it by the same notation). For instance
S( (i1i2) i2(i3i4i5)) =
[i1i2] i2
[i3i4i5]
, S( i3(i1i2) •(i4i5) +2 •(i6i7)) =
i3
[i1i2]
•[i4i5] +2 •[i6i7] .
Since S acts only at the level of decoration it is straightforward to verify
S(τ1τ2) = S(τ1)S(τ2) , (S ⊗ S)∆τ1 = ∆S(τ1) , (3.4.19)
for any τ1, τ2 ∈ H(AN). Moreover |S(σ)|Γ = |σ|Γ for any σ ∈ F(AN) as a consequence
of the previous compatibility between the related weights. Therefore the application
S is a surjective Hopf algebra morphism sending HΓ(AN) to HΓ(AN). By duality we
can define its algebraic adjoint S∗ : H((AN)) → H((AN)). For any X ∈ RΓb (AN) the
properties of S in (3.4.19) and the related weights imply that the function (t, s) →
S∗Xst is again a branched rough path, we will denote by the symbol S∗X.
Proposition 3.4.16. Let γ ∈ (0, 1). Then X ∈ RΓb (AN) is symmetrical if and only if
there exists a unique X ∈ RΓb (AN) such that X = S∗X.
Proof. Applying the Lemma 3.4.14 at each decoration of every forest in H(AN) it is
trivial to show that for any couple of forests τ, σ ∈ H(AN) one has τ ∼ σ if and only
if S(τ) = S(σ). Thus the proposition follows straightforwardly.
By means of this proposition we can easily rewrite the Theorem 3.4.10 using AN . For
any i1, · · · , in ∈ {1, · · · d} we introduce the notion of symmetrical bracket polynomial
[[i1i2 · · · in]] := S(〈〈i1i2 · · · in〉〉) . (3.4.20)
Thus we can replace the Definition 3.4.8 with a new one.
Definition 3.4.17. For any γ ∈ (0, 1) an element X̂ ∈ RΓb (AN) is said to be a sym-
metrical bracket extension if it satisfies for all i1, · · · , in ∈ {1, · · · , d}, 1 ≤ n ≤ N the
identity
〈X̂st, •S((i1···in))〉 = 〈X̂st, [[i1 · · · in]]〉 . (3.4.21)
Remark 3.4.18. Using the same notation of the (i1 · · · in)-variation for some path X
in the Remark 3.4.9, if X̂ is a rough path over X̂ ∈ CΓ(AN) and X ∈ Cγ(Rd) is the
projection of X̂ on Rd then for any α ∈ AN we call the path X̂α the α-variation of X.
Thus we can reformulate the change of variable formula for a path X ∈ Cγ(Rd) in
the branched case only in terms of a symmetrical bracket extension.
Proposition 3.4.19. Let γ ∈ (0, 1) and N = bγ−1c and X ∈ Rγb (Rd) over X. Then
for any ϕ ∈ CN+1b (Rd,R) and any symmetrical bracket extension X̂ over X one has
ϕ(Xt) = ϕ(Xs)
d∑
i=1
∫ t
s
∂iΦ(Xr)dX
i
r +
N∑
n=2
∑
β∈AN : |β|=n
1
β!
∫ t
s
∂βΦ(Xr)dX̂βr , (3.4.22)
where ∂βΦ is the lift of the function ∂βϕ : Rd → R.
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Proof. Let us fix ϕ and X̂. Using the Proposition 3.4.16 we apply the Kelly’s Change
of variable formula with the bracket extension X̂ = S∗X̂ over the well defined path
X̂ ∈ CΓ(AN) defined for any (i1 · · · in) ∈ AN as X̂(i1···in)t = XS((i1···in))t . Thus we obtain
ϕ(Xt)− ϕ(Xs) =
d∑
i=1
∫ t
s
∂iΦ(Xr)dX
i
r +
N∑
n=2
1
n!
d∑
i1,··· ,in=1
∫ t
s
∂i1 · · · ∂inΦ(Xr)dX̂(i1···in)r .
For any i1, · · · , in ∈ {1, · · · , d} one has the straightforward identity∫ t
s
∂i1 · · · ∂inΦ(Xr)dX̂(i1···in)r =
∫ t
s
∂S((i1···in))Φ(Xr)dX̂S((i1···in))r ,
because the approximating sums defining both integrals are the same. Therefore we
can apply the identity (3.4.18) and we obtain the desired formula.
3.5 Quasi-geometric rough paths
The Proposition 3.4.1 and the Theorem 3.4.10 show us a deterministic change of
variable formula which works with every path X ∈ Cγ(Rd). These formulae are ex-
tremely general but they rely in the first case on a particular choice of X ∈ Rγg(Rd) over
X and in the second case on particular choice of a branched rough path X ∈ Rγb (Rd)
over X and the additional choice of a bracket extension. In what follows we intro-
duce a new notion of rough paths defined on AN . This new object will be called
quasi-geometric rough path and it will provide a sufficient simpler condition to build a
bracket extension over X, as well as an alternative change of variable formula.
3.5.1 Quasi-shuﬄe algebras and quasi-geometric rough paths
Looking at the Definition 3.4.17, we have rewritten the notion of a bracket extension
in terms of a branched rough path with values in AN ⊂ A. The alphabet A comes
naturally with an intrinsic operation of sum between multi-indeces +: A × A → A
which is trivially associative and commutative. Using this additional operation we can
introduce the notion of quasi-shuﬄe algebra, another Hopf algebra very similar to the
tensor algebra. We recall its construction following the framework of [HI17].
To define a quasi shuﬄe algebra we start from an alphabet A endowed with a
commutative and and associative bilinear map [ , ] : RA ⊗˜RA → RA. For any word
w ∈ W (A), w = a1 · · · an we use the shorthand notation
[a1 · · · an] := [a1[· · · [an−1, an]] · · · ] ∈ RA
and the hypotheses on [ , ] allow to write unambiguously [a1 · · · an] independently on
the order of the letters and the parenthesis. Using [ , ] we can define a new product on
T (A), the quasi-shuﬄe product ̂ : T (A)⊗˜T (A)→ T (A), given recursively as follows:
• for any word v ∈ W (A)
1 ̂ v := v ̂ 1 := v ,
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• for any couple of words v, w ∈ W (A) and any couple of letters a, b ∈ A
av ̂ bw := (v ̂ bw)a+ (av ̂w)b+ (v ̂w)[ab] . (3.5.1)
The couple (T (A), ̂ ) is called quasi-shuﬄe algebra and it has been shown in [Hof00,
Thm. 2.1.] that it is always a commutative algebra for any choice of [, ]. Similarly to
the definition of the shuﬄe product in Section 3.2.1, it is possible to represent explicitly
the quasi shuﬄe product in terms of surjections (see e.g. [EFMPW15, Pag. 7]). For
any word w = a1 · · · an and all surjective map f : {1 , · · · , n} → {1 , · · · , p} for p ≤ n
we set
f(a1 · · · an) := [
∏
j∈f−1(1)
aj] · · · [
∏
j∈f−1(p)
aj] .
Then we have the following identity
a1 · · · an ̂ b1 · · · bm =
∑
f∈Sn,m
f(a1 · · · anb1 · · · bm) , (3.5.2)
where Sn,m is the set of all surjections f : {1 , · · · , n + m} → {1 , · · · , k} satisfying
f(1) < · · · < f(n), f(n+1) < · · · < f(n+m) for every integer k such that max(m,n) ≤
k ≤ n + m. The main important property of the quasi shuﬄe property (see [Hof00,
Thm. 3.1.]) is that the triple (T (A), ̂ ,∇) with the same deconcatenation coproduct
∇ given in (3.2.2) is again a bialgebra with the same unity and counity of T (A). We
will denote it by the symbol Tˆ (A) to stress the presence of a different product. The
bialgebra Tˆ (A) is naturally graduated but the natural graduation with respect the
word length is not always compatible with ̂ . However it is always possible to find
a sequence of vector spaces {Wk}k≥0 depending on [ , ] such that W0 = 〈1〉 and Tˆ (A)
becomes a graduated bialgebra with respect to the subspaces {Wk}k≥0. Therefore Tˆ (A)
may also be viewed as a Hopf algebra.
Looking at the algebraic dual T ((A)) (which we denote by Tˆ ((A)) in the quasi
shuﬄe case) the choice of a different product for T (A) does not change the convolution
product which is still the dual of the concatenation product ⊗ but in this case the set
of characters (which we denote by Gˆ(A)) is given by
Gˆ(A) := {h ∈ Tˆ ((A)) : for every a, b ∈ Tˆ (A) 〈h, a ̂ b〉 = 〈h, a〉〈h, b〉} .
This set is still a group with the concatenation operation ⊗ because the coproduct
∇ does not change. The same reasoning applies also to GˆN(A) := piN(Gˆ(A)) and to
GˆΓ(A) := piΓ(Gˆ(A)) for any weighted alphabet (A,Γ). In this last case we recall that
it is not necessary to specify any behaviour between the product [ , ] and Γ to define
GˆΓ(A), however for any given weighted alphabet (A,Γ) it will useful to introduce the
following compatibility condition. Denoting for any a ∈ A
Rγa := span{b ∈ A : γb = γa} ⊂ RA ,
we say that the product [ , ] is compatible with Γ if for any a, b ∈ A the product [ , ]
satisfies on the subspaces {Rγa}a∈A the following property
[ , ] : Rγa⊗˜Rγa → Rγa+γb .
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Shuﬄe and quasi shuﬄe structures are intimately related. Indeed if [ , ] is the trivial
product which is always zero, from (3.5.1) we obtain trivially (3.2.1), the recursive
definition of the shuﬄe product, and we recover the same algebraic structure. On
the other hand there exists also an explicit homomorphism between Tˆ (A) and T (A).
We recall its construction. For any integer n > 0 we say that the multi-index I =
(i1, · · · , im) with all strictly positive components is a composition of n if i1+· · ·+im = n.
The set of all composition of n is denoted by C(n) and its cardinality is 2n−1 using
some elementary combinatorial arguments. Using the same multi-index notation, for
any composition I = (i1, · · · , im) we set
I! = i1! · · · im! , p(I) = i1 · · · im , l(I) = m.
Moreover for any word w ∈ T (A), w = a1 · · · an and any I ∈ C(n), I = (i1, · · · , im) we
define the contracted word [w]I as
[w]I := [w1 · · ·wi1 ][wi1+1 · · ·wi2 ] · · · [wim+1 · · ·wn] .
Using this notation we define two fundamental applications.
Definition 3.5.1. We define the maps exp , log : T (A) → T (A) as the unique linear
maps such that for any word w ∈ W (A) one has
exp(w) :=
∑
I∈C(|w|)
1
I!
[w]I , log(w) :=
∑
I∈C(|w|)
(−1)|w|−l(I)
p(I)
[w]I , (3.5.3)
We will refer to these application as the exponential and the logarithm of words.
For instance for any triple of words a, b, c ∈ A the definitions in (3.5.3) become
exp(ab) = ab+
1
2
[ab] , exp(abc) = abc+
1
2!
[ab]c+
1
2!
a[bc] +
1
3!
[abc] ;
log(ab) = ab− 1
2
[ab] , log(abc) = abc− 1
2
[ab]c− 1
2
a[bc] +
1
3
[abc] .
A fundamental result of quasi-shuﬄe algebra consists in the relation between these
functions and the tensor algebra T (A). For its proof see [Hof00, Thm. 2.5].
Theorem 3.5.2. The exponential of words defined in (3.5.3) is the unique Hopf algebra
isomorphism between T (A) and Tˆ (A) whose inverse is the logarithm of words.
Remark 3.5.3. The main consequence of Theorem 3.5.2 implies that many definitions
of Tˆ (A) can be expressed using the exponential and logarithm of words on T (A). For
instance considering the adjoint maps exp∗ : Tˆ ((A)) → T ((A)) and log∗ : T ((A)) →
Tˆ ((A)), we deduce immediately the identities
log∗(G(A)) = Gˆ(A) , exp∗(Gˆ(A)) = G(A) . (3.5.4)
Moreover the identities (3.5.4) hold also for GˆN(A) and GN(A) because exp(w) and
log(w) are linear combinations of words with at most length |w|. In case [ , ] is compat-
ible with Γ we deduce from the explicit definitions in (3.5.3) that for any w ∈ W (A)
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exp(w) and log(w) are a linear combination of words where | · |Γ is constant on each
word. Supposing this compatibility condition we have
log∗(GΓ(A)) = GˆΓ(A) , exp∗(GˆΓ(A)) = GΓ(A) , (3.5.5)
and the applications exp∗ and log∗ are group isomorphism.
As already explained in [BCEF18], we can explicitly link the quasi shuﬄe algebra
Tˆ (A) with H(A) by means of an explicit linear map ψ : H(A)→ Tˆ (A).
Definition 3.5.4. Let ψ : H(A)→ Tˆ (A) be the unique linear map defined recursively
on the forests by the conditions:
1) ψ(1) := 1,
2) for every a ∈ A and every forest f = τ1 · · · τm ∈ F(A)
ψ(Ba+(f)) := (ψ(τ1) ̂ · · · ̂ψ(τm))a , (3.5.6)
3) for every couple of forests σ, τ ∈ F(A) ψ(στ) := ψ(σ) ̂ψ(τ).
We call ψ the contracting arborification.
We will denote by ψ∗ : T̂ ((A)) → H((A)) the adjoint of ψ. By construction ψ is a
surjective algebra, but in general it is also an Hopf algebra morphism.
Proposition 3.5.5. For any h ∈ H(A) one has
∇ψ(h) = (ψ⊗˜ψ)∆h . (3.5.7)
Proof. The proof is essentially the same as [HK15, Lem. 4.8] in the context of quasi
shuﬄe product. We repeat here for the sake of completeness. Writing H(A) =⊕+∞
n=0Hk(A) we will prove (3.5.7) on
⊕m
k=0Hk(A) for every m by induction. When
m = 0 the identity holds trivially. Supposing the identity true on
⊕m
k=0Hk(A) we
prove it on
⊕m+1
k=0 Hk(A) by proving the identity (3.5.7) for all forests h such that
|h| = m+ 1. Indeed any such forest h could be under form h = Ba+(σ) or h = h1h2 for
some forests σ, h1, h2 such that |σ| ∨ |h1| ∨ |h2| ≤ m and a ∈ A. In the first case one
has
∇ψ(Ba+(σ)) = ∇(ψ(σ)a) = ψ(σ)a⊗˜1 +∇φ(σ)(1⊗˜a) . (3.5.8)
By induction ∇φ(σ) = (ψ⊗˜ψ)∆σ and the right hand side of (3.5.8) becomes
ψ(σ)a⊗˜1 + ((ψ⊗˜ψ)∆σ)(1⊗˜a) = (ψ⊗˜ψ)(Ba+(σ)⊗˜1 + (id⊗˜Ba+)∆σ) = (ψ⊗˜ψ)∆Ba+(σ) .
In the other case, using the bialgebra properties of ∇ and ̂ , one has
∇ψ(h1h2) = ∇(ψ(h1) ̂ψ(h2)) = ∇ψ(h1) ̂∇φ(h2) , (3.5.9)
where we denote again by ̂ the tensorisation of the quasi shuﬄe product. The
recursive hypothesis tells us that ∇(ψ(hi)) = (ψ⊗˜ψ)∆hi for i = 1, 2, therefore the
definition of ψ as well as the bialgebra property of ∆ allows to write the right hand
side of (3.5.9) as
(ψ⊗˜ψ)∆h1 ̂ (ψ⊗˜ψ)∆h2 = (ψ⊗˜ψ)∆h1 ·∆h2 = (ψ⊗˜ψ)∆h1h2 ,
and the proposition is proved.
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Remark 3.5.6. The name of ψ comes as a tribute to Jean Lecalle’s arborification appa-
ratus in the context of Hopf algebras of trees, as explained in [FM17]. We recall that in
the shuﬄe case (that is ψ satisfies the properties 2) and 3) above with the shuﬄe prod-
uct) the same function was introduced in [HK15] and it was denoted by φg. Actually
it is also possible to define a right inverse of both ψ and φg, ι : T (A) → H(A) which
maps any word w = a1 · · · an into ι(a), the associated ladder tree whose decoration on
the leaf is a1, the decoration on the vertex next to the leaf is a2 and so on until an
is the decoration of the root. The map ι is not an algebra morphism but using the
recursive definition of ∆ it is possible to prove that it is a coalgebra morphism.
The algebraic structure of Tˆ (A) leads naturally to the notion of quasi-geometric
rough path for any fixed finite weighted alphabet (A,Γ) endowed with a commutative
and associative bilinear map [ , ] : RA ⊗˜RA → RA.
Definition 3.5.7. A Γ-regular quasi-geometric rough path X is a function X : [0, T ]2 →
T ((A)) satisfying for every w1, w2 ∈ T (A)
〈Xst, w1 ̂w2〉 = 〈Xst, w1〉〈Xst, w2〉 , (3.5.10)
and the conditions 2g) and 3g) in the Definition 3.2.1
We denote by RˆΓg (A) the set of all quasi-geometric rough paths. The Theorem 3.5.2
implies that we can equivalently rewrite the quasi-geometric rough path as a geometric
rough paths and vice versa. As before we denote by exp∗ : Tˆ ((A)) → T ((A)) and
log∗ : T ((A))→ Tˆ ((A)) the dual maps of exp and log.
Proposition 3.5.8. Supposing that the product [ , ] is compatible with Γ, then the map
X→ exp∗X is a bijective application between RˆΓg (A) and RΓg (A) whose inverse is given
by the application X→ log∗X.
Proof. The proof follows from the Theorem 3.5.2. We explain in short how the algebraic
properties of exp allows to prove that exp∗X ∈ RΓg (A) for any X ∈ RˆΓg (A). For any
fixed couple of words w, v ∈ T (A) the morphism property of exp and the equation
(3.5.10) imply
〈exp∗Xst, w v〉 = 〈Xst, exp(w v)〉 = 〈Xst, exp(w) ̂ exp(v)〉
= 〈Xst, exp(w)〉〈Xst, exp(v)〉 = 〈exp∗Xst, w〉〈exp∗Xst, v〉 .
At the same time the comorphism property of exp implies for any s , u , t ∈ [0, T ]3
(exp∗Xsu)⊗ (exp∗Xut) = (Xsu⊗˜Xut)(exp ⊗˜ exp)∇ = (Xsu⊗˜Xut)∇ exp = exp ∗Xst .
Finally using the hypothesis of compatibility between [ , ] and Γ, for any fixed word
w ∈ W (A) there exist N ≥ 1 and a family of words {wi}i=1 ,··· ,N and βi ≥ 0 such that
exp(w) =
N∑
i=1
βiwi
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and |wi|Γ = |w|Γ for all i (see the Remark 3.5.3). Thus we obtain
|〈exp∗Xst, w〉|
|t− s|γˆ|w|Γ <∞
Using the same reasoning we obtain that X → log∗X is a well defined function from
Rg(A) to Rˆg(A). Since log exp = exp log = id, we conclude.
Looking at the Definition 3.5.7, we can easily restate the notion of Γ-regular quasi-
geometric rough path in terms of a path with values in GˆΓ(A) and we can prove the
equivalence by means of an explicit extension theorem. Thanks to Theorem 3.5.2 this
result is already a consequence of the Theorem 3.2.7.
Corollary 3.5.9 (Extension Theorem for quasi-geometric rough path). Supposing that
the product [ , ] is compatible with Γ, for any function X˜ : [0, T ]2 → GˆΓ(A) satisfying
the same properties 1) 2) 3) of Definition 3.2.5, there exists a unique X ∈ RˆΓg (A) such
that piΓ ◦ X = X˜. The function X˜ is called a quasi-geometric Γ-rough path.
Proof. By means of the algebraic properties of the map exp it is straightforward to
prove that the function X˜st := exp
∗ X˜st is a geometric Γ-rough path. Using the Theorem
3.2.7 on X˜ there exists a unique X ∈ RΓg (A) such that piΓ ◦X = X˜. Applying to both
sides the map log∗, the compatibility condition of [ , ] with Γ implies that the map
piΓ and log
∗ commute. We conclude that X = log∗X satisfies the properties of the
statement.
The same strategy allows to prove the following version of the Lyons-Victoir exten-
sion Theorem.
Corollary 3.5.10 (Lyons-Victoir extension Theorem for quasi-geometric). Supposing
that the weights {γa}a∈A satisfy the condition 1 6∈
∑
a∈A γaN, for any X ∈ CΓ(A) there
exists X ∈ RˆΓg (A) over X.
Another deep property of quasi-geometric rough paths is then given by the con-
tracting arborification ψ. Indeed the existence of such Hopf algebra morphism allows
to write down a quasi-geometric rough path as a specific family of branched rough
path. In what follows we will denote by ψ∗ : Tˆ ((A))→ H((A)) the dual map of ψ and
ι∗ : H((A)) → T ((A)), the dual map of ι : T (A) → H(A) introduced in the Remark
3.5.6. If the product [ , ] is compatible with Γ it is straightforward to show that the
function ι∗piΓ is a well defined function from H((A)) to T Γ((A)).
Proposition 3.5.11. Supposing that the product [ , ] is compatible with Γ, then for any
X ∈ RˆΓg (A) the function ψ∗X ∈ Rb(A). Moreover an element X ∈ RΓb (A) satisfies
X = ψ∗X for some unique X ∈ Rˆg(A) if and only if
〈Xst, σ〉 = 〈Xst, ιψ(σ)〉 (3.5.11)
for every forest σ ∈ FΓ(A).
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Proof. We fix X ∈ RˆΓg (A). In order to check the properties (1b) (2b) (3b) for ψ∗X,
we use the same argument as in the Proposition 3.5.8 because when the product [ , ] is
compatible with Γ then for any forest σ ψ(σ) is a linear combination of words where
| · |Γ does not change. Moreover if we impose X = ψ∗X one has trivially (3.5.11). On
the other hand if one element X satisfies (3.5.11), we introduce the function X′ :=
ι∗piΓX : [0, T ]2 → T Γ((A)). Using the hypothesis (3.5.11) and the fact that X ∈ RΓb (A)
we have the the following chain of identities
〈X′st, v ̂w〉 = 〈X′st, ψ(ιv ιw)〉 = 〈piΓXst, ιψ (ιv ιw)〉 = 〈piΓXst, ιv ιw〉
= 〈piΓXst, ιv〉〈piΓXst, ιw〉 = 〈X′st, v〉〈X′st, w〉 ,
for any couple of words v, w ∈ W (A) such that v ̂w ∈ T Γ(A). Using also the
comorphism property of ι, we can straightforward look at X′ as a function satisfying
the hypothesis of the Corollary 3.5.9. Therefore there exists a unique X ∈ RˆΓg (A) such
that piΓX = ι∗piΓX. Since piΓ and ψ commute and ψ∗i∗ = id we have piΓψ∗X = piΓX.
Thus we obtain ψ∗X = X.
Remark 3.5.12. An equivalent version of Proposition 3.5.11 in the shuﬄe case is given
in [HK15, Prop. 4.1], where the map ψ is replaced by φg (see Remark 3.5.6).
3.5.2 Building a symmetrical bracket extensions
Let us apply the notion of quasi-geometric rough path in order to build a symmet-
rical bracket extension. Recalling some notation of the Section 3.4, for any γ ∈ (0, 1)
we can endow the weighted alphabet (AN ,Γ) of a commutative and associative bilinear
product [, ] : RAN ⊗˜RAN → RAN defined for every α, β ∈ AN as
[α⊗˜β] :=
{
α + β if α + β ∈ AN ,
0 otherwise
(3.5.12)
This product is clearly commutative, associative and compatible with the weight Γ,
therefore it is possible to consider the quasi shuﬄe algebra Tˆ (AN). The presence of
the product [ , ] allows to rewrite for any i1, · · · , ik ∈ {1 , · · · , d} and k ≤ N = bγ−1c
the identity
S((i1 · · · ik)) = [i1 · · · ik] (3.5.13)
where in the right hand side the letters i1, · · · , id are identified with the corresponding
vector of the canonical basis. Therefore we can graphically write the map S by simply
turning the rounded brackets of the decorations in AN into square brackets. There
exists a deep connection between the notion of symmetrical bracket polynomial and
the quasi-shuﬄe arborification. A central result in our analysis will be the following
characterisation of the elements of RˆΓg (AN) in terms of bracket extensions.
Theorem 3.5.13. Let γ ∈ (0, 1). For any X ∈ RˆΓg (AN) the rough path ψ∗X ∈ RΓb (AN)
is a symmetrical bracket extension.
In order to prove this theorem we need the following algebraic lemma which links
symmetrical bracket polynomials defined in (3.4.20) and the contracting arborification.
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Lemma 3.5.14. Let γ ∈ (0, 1). Then we have
ψ([[i1 · · · in]]) = [i1 · · · in] , (3.5.14)
for all 1 ≤ n ≤ N = bγ−1c and all i1, · · · , in ∈ {1, · · · , d}.
Proof. We fix N and we will prove the theorem by induction on n up to the value
N . In the case n = 1 the identity (3.5.14) is verified by definition. We suppose that
(3.5.14) holds for some 1 ≤ n < N and we want to prove
ψ([[i1 · · · in+1]]) = [i1 · · · in+1] .
In order to do that we establish a recursive identity over the symmetrical bracket
polynomials. Using the formula (3.4.7) and the following straightforward identity
∆′(•i1 · · · •in+1) = (•in+1 ⊗ •i1 · · · •in) + (•in+1 ⊗ 1)∆′(•i1 · · · •in)
+ (•i1 · · · •in ⊗•in+1) + (1⊗ •in+1)∆′(•i1 · · · •in) ,
we have immediately
[[i1 · · · in+1]] = ψ(S(〈〈i1i2 · · · in〉〉)) = •i1 · · · •in+1 −B[i1···in]+ (•in+1)−Bin+1+ (•i1 · · · •in)
− SB+((•in+1 ⊗ 1)∆′(•i1 · · · •in))− SB+((1⊗ •in+1)∆′(•i1 · · · •in)) .
Then by definition of ψ we obtain
ψ([[i1 · · · in+1]]) = ψ(•i1 · · · •in) ̂ in+1 − ψ(•i1 · · · •in)in+1 − in+1[i1 · · · in]
− ψ(SB+(•in+1 ⊗ 1)∆′(•i1 · · · •in))− ψ(SB+(1⊗ •in+1)∆′(•i1 · · · •in)) .
(3.5.15)
Writing the induction hypothesis using (3.4.7) one has
ψ(•i1 · · · •in) = ψ(SB+∆′(•i1 · · · •in)) + [i1 · · · in] ,
Then the right hand side of (3.5.15) becomes
[i1 · · · in] ̂ in+1 − [i1 · · · in]in+1 − in+1[i1 · · · in] + ψ(SB+∆′(•i1 · · · •in)) ̂ in+1
−ψ(SB+∆′(•i1 · · · •in))in+1 − ψ(SB+(•in+1 ⊗ 1)∆′(•i1 · · · •in))
−ψ(SB+(1⊗ •in+1)∆′(•i1 · · · •in)) .
After a simplification of the first three terms this expression becomes
[i1 · · · in+1] + ψ(SB+∆′(•i1 · · · •in)) ̂ in+1 − ψ(SB+∆′(•i1 · · · •in))in+1
− ψ(SB+(1⊗ •in+1)∆′(•i1 · · · •in))− ψ(SB+(•in+1 ⊗ 1)∆′(•i1 · · · •in)) .
(3.5.16)
Let us show that the remaining terms after [i1 · · · in+1] in (3.5.16) are zero. Using again
the expression
∆′(•i1 · · · •in) =
∑
{a,b}={i1 ,··· ,in}
•a1 · · · •ak ⊗ •b1 · · · •bn−k ,
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where the sum is done over all the partition of {i1, · · · , in} into two non empty blocks
a = {a1, · · · , ak} and b = {b1, · · · , bn−k}, one has
SB+∆′(•i1 · · · •in) =
∑
{a,b}={i1,··· ,in}
B
[b1···bn−k]
+ (•a1 · · · •ak) ,
SB+(•in+1 ⊗ 1)∆′(•i1 · · · •in) =
∑
{a,b}={i1,··· ,in}
B
[b1···bn−k]
+ (•a1 · · · •ak •in+1) ,
SB+(1⊗ •in+1)∆′(•i1 · · · •in) =
∑
{a,b}={i1,··· ,in}
B
[b1···bn−kin+1]
+ (•a1 · · · •ak) .
Applying the recursive definition of ̂ (see (3.2.1)), we finally obtain that
ψ(SB+∆′(•i1 · · · •in)) ̂ in+1 =
∑
{a,b}={i1,··· ,in}
(ψ(•a1 · · · •ak)[b1 · · · bn−k]) ̂ in+1
=
∑
{a,b}={i1,··· ,in}
(
ψ(•a1 · · · •ak)[b1 · · · bn−k]in+1 + (ψ(•a1 · · · •ak) ̂ in+1)[b1 · · · bn−k]
+ ψ(•a)[in+1b1 · · · bn−k]
)
= ψ(SB+∆′(•i1 · · · •in))in+1 + ψ(SB+(•in+1 ⊗ 1)∆′(•i1 · · · •in))
+ ψ(SB+(1⊗ •in+1)∆′(•i1 · · · •in)) .
Plugging this last equality in (3.5.16) we obtain the result.
Proof of Theorem 3.5.13. Applying Proposition 3.5.11 to the alphabet AN one has
immediately ψ∗X ∈ RΓb (AN). Moreover formula (3.5.14) implies directly
〈ψ∗Xst, [[i1 · · · in]]〉 = 〈Xst, ψ([[i1 · · · in]])〉 = 〈Xst, [i1 · · · in]〉 = 〈ψ∗Xst, •[i1···in]〉
and using the identification (3.5.13) ψ∗X becomes a symmetrical bracket extension.
Remark 3.5.15. As remarked before, Theorem 3.5.13 is only a sufficient criterion to
show the existence of a bracket extension. Indeed the hypothesis X = ψ∗X implies
more equations than (3.4.21). For instance when d = 1 and γ ∈ (1/4, 1/3] the set A3
becomes equal to {1 2, 3} and a symmetrical bracket extension X satisfies
〈Xst •1 •1〉 = 〈Xst, 2 11 + •2〉 , 〈Xst, •1 •1 •1〉 = 〈Xst + 3 1 11 + 3 21 + •3〉 .
(We decided to write the identities (3.4.21) as in (3.4.11)) However a branched rough
path under the form ψ∗X for some X ∈ Tˆ (A3) satisfies also the identity
〈φ∗Xst, •2•1〉 = 〈Xst, 2 ̂ 1〉 = 〈Xst, 21 + 12 + 3〉 = 〈φ∗Xst, 12 + 21 + •3〉 .
Using the property Xst = Xsu ∗Xut, it is straightforward to prove that the function
(s, t)→ 〈Xst, •2 •1 − 12 − 21〉
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for any X ∈ RΓb (A3) can be written as the increment of a path and the additional
hypothesis X = ψ∗X implies that this increment must coincide with 〈Xst, •3〉. This
condition is not contained apriori in the definition of a symmetrical bracket extension.
Thus the notion of symmetrical bracket extension is more general than the quasi-
geometric rough path. Since in the case of γ ∈ (1/3, 1/2] there exists a unique bracket
extension above any X ∈ Rγb (Rd) (see Remark 3.4.11) and this bracket extension X̂
satisfies the identity 3.5.11 by construction, then we have X̂ = ψ∗X for some unique
X ∈ RˆΓg (A2).
3.6 Quasi-geometric change of variable formula
Since the notion of quasi-geometric rough path implies the notion of symmetrical
bracket extension, for any X ∈ Cγ(Rd) and any X ∈ RˆΓg (AN) such that 〈Xst, ei〉 =
X it −X is where ei is the canonical basis of Rd interpreted as a family of letters of AN
(we resume this condition by saying that X is over X), we can easily deduce a change
of variable formula on X by using Theorem 3.4.10 on ψ∗X. However the resulting
formula can be expressed and proved autonomously, without any reference to this
theorem but following the same strategy of Proposition 3.4.1. Thus the two notions of
quasi-geometric rough path and symmetrical bracket extension will result absolutely
independent to obtain a formula for ϕ(Xt).
3.6.1 An alternative formula
In order to prove this new identity we should in principle define a new notion of
controlled rough path with respect to X (a so called quasi-geometric controlled rough
path) but since the Definition 3.3.1 depends only on the property 2g) of a geometric
rough path, we can keep the same definition. Starting from X ∈ Cγ(Rd) we can
introduce for any m ≥ 1 the coordinate path of X : [0, T ] → (T Γm(AN))d (denoted by
the same notation), which is given for any i = 1, · · · , d by
〈k, (Xt)i〉 =

X it if k = 1
∗ ,
1 if k = ei
0 for any other k ∈ W Γm(A) ,
(3.6.1)
Using the same argument of Section 3.2 we can trivially show that X ∈ (DmΓ(X))d
for any m ≥ 1. Passing to the rough integration and the lifting operation, we can
easily check that the definition of the rough integral in Proposition 3.3.6 and the lift
Φ in (3.3.14a) and (3.3.14b) can be applied immediately to the quasi-shuﬄe case. The
explicit structure of the alphabet AN and its associated commutative product [ , ] imply
an explicit formula for Φ(Xt) for any ϕ sufficiently smooth.
Proposition 3.6.1. Let γ ∈ (0, 1) and X ∈ RˆΓg (AN) over X. Then for any m ≥ 1 and
ϕ ∈ Cmb (Rd,R) one has
Φ(Xt) =
∑
u∈WΓm(AN )
∂uϕ(Xt)
u!
u , (3.6.2)
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where the set W Γm(AN) is given in (3.3.1) and for any word u ∈ W Γm(AN) we define
∂uϕ(Xt) :=
{
ϕ(Xt) if u = 1 ,
∂α1+···αnϕ(Xt) if u = αi1 · · · αin ,
u! :=
{
1 if u = 1 ,∏n
i=1 αi! if u = αi1 · · · αin .
Proof. This proof has the same strategy of the proof given for the Proposition 3.3.10.
Following the definition of Φ in (3.3.14b) for the coordinate path X ∈ (DmΓ(X))d
defined in (3.6.1) we obtain
Φ(Xt) =
∑
k∈Ndm
∂kϕ(Xt)
k1! · · · kd!e
̂ k1
1 ̂ · · · ̂ e ̂ kdd ,
where Ndm = {k ∈ Nd : 0 ≤ |k| < m} and e1 , · · · , ed is the canonical basis of Rd. Thus
the theorem is proved as long as we can verify the identity∑
k∈Ndm
∂kϕ(Xt)
k1! · · · kd!e
̂ k1
1 ̂ · · · ̂ e ̂ kdd =
∑
u∈WΓm(AN )
∂uϕ(Xt)
u!
u , (3.6.3)
We check this identity by induction on d. If d = 1 by applying the identity exp log = id
and the previous relation ak = k!a⊗k for any a ∈ AN = {1 , · · · , N}, for any k ≥ 0 we
have
e ̂ k1 = exp(log(e
̂ k
1 )) = exp(log(e1)
k) = k! exp(e⊗k1 ) =
∑
I∈C(k)
k!
I!
[e⊗k1 ]I . (3.6.4)
Then the left hand side of (3.6.3) becomes
m−1∑
k=0
∂kϕ(Xt)
k!
e ̂ k1 =
m−1∑
k=0
∑
I∈C(k)
∂kϕ(Xt)
I!
[e⊗k1 ]I =
∑
u∈WΓm(AN )
∂uϕ(Xt)
u!
u ,
because the couples (k, I) where I ∈ C(k) are in one-to-one correspondence with the
elements W Γm(AN). Supposing the identity (3.6.3) true for d− 1 we write the left hand
side of (3.6.3) as
m−1∑
n=0
1
n!
( ∑
k∈Nd−1m−n
∂k∂ndϕ(Xt)
k1! · · · kd−1!e
̂ k1
1 ̂ · · · ̂ e ̂ kd−1d−1
)
̂ e ̂nd ,
where A′N = {a ∈ AN , a = (a1, · · · , ad) : ad = 0}. Applying the induction hypothesis
for every n and the identity (3.6.4) on e ̂nd this sum becomes
m−1∑
n=0
∑
I∈C(n)
∑
u′∈WΓm−n(A′N )
∂u∂ndϕ(Xt)
u′!I!
u ̂ [e⊗nd ]I . (3.6.5)
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Using the direct definition of the quasi-shuﬄe product given in (3.5.2), the sum (3.6.5)
becomes
m−1∑
n=0
∑
I∈C(n)
∑
u′∈WΓm−n(A′N )
∂u∂ndϕ(Xt)
u′!I!
∑
f∈S|u|,l(I)
f(u[e⊗nd ]I) .
Since all the letters in the words u′ ∈ W Γm−n(A′N) have the d-th component equal to
zero, the parameters (n, I, u′, f) above are in one-to-one correspondence with all the
words u ∈ W Γm(AN) and u! = u′!I!, thereby obtaining the result.
From the explicit formula of Φ(Xt) in (3.6.2) we deduce immediately the consequent
change of variable formula for ϕ(Xt).
Theorem 3.6.2. Let γ ∈ (0, 1) and N = bγ−1c. Then for any ϕ ∈ CN+1b (Rd,R) and
any X̂ ∈ RˆΓg (AN) over X one has
ϕ(Xt) = ϕ(Xs) +
∑
β∈AN
1
β!
∫ t
s
∂βΦ(Xr)dX̂βr , (3.6.6)
where ∂βΦ is the lift of ∂βϕ : Rd → R.
Proof. This proof has the same strategy of the proof given for the Proposition 3.4.1.
For any β ∈ AN the function ∂βϕ ∈ CN+1−|β|b (Rd,R) thus the controlled rough path
∂βΦ(Xr) ∈ D(N+1−|β|)Γ(X) as a consequence of the Theorem 3.3.8 and the rough inte-
grals in (3.6.6) are all well defined. Using the explicit definition of ∂βΦ(Xr) in (3.3.19)
and the development (3.3.12) for the rough integral one has
1
β!
∫ t
s
∂βΦ(Xr)dX̂βr =
∑
u∈WΓβ (AN )
∂u∂βϕ(Xt)
u!β!
〈X̂st, uβ〉+ o(|t− s|) ,
where W Γβ (AN) = {u ∈ W Γ(AN) : 0 ≤ |u|Γ ≤ N−|β|}. Summing on β ∈ AN we obtain∑
β∈AN
1
β!
∫ t
s
∂βΦ(Xr)dX̂βr =
∑
β∈AN
∑
u∈WΓβ (AN )
∂u∂βϕ(Xt)
u!β!
〈X̂st, uβ〉+ o(|t− s|)
=
∑
w∈WΓN (AN )
∂wϕ(Xt)
w!
〈X̂st, w〉+ o(|t− s|) ,
(3.6.7)
where W ΓN(AN) = {w ∈ W Γ(AN) : 0 < |w|Γ ≤ N}. On the other hand, interpreting
Xt as a controlled rough path of regularity N + 1 the hypothesis of ϕ implies that
Φ(Xt) ∈ D(N+1)Γ(X) by means of the Theorem 3.3.8. Thus we can apply the bound
(3.3.2) on 〈1∗,Φ(Xt)〉 to obtain
ϕ(Xt)− ϕ(Xs) =
∑
u∈WΓN (AN )
∂uϕ(Xt)
u!
〈X̂st, u〉+ o(|t− s|) , (3.6.8)
Since the right hand side of the equations (3.6.7) and (3.6.8) is equal to o(|t− s|), we
conclude using the same argument of the Proposition 3.4.1.
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The formula (3.6.6) can be obtained also as a trivial consequence of (3.4.22) after
this identification of rough integrals.
Proposition 3.6.3. Let γ ∈ (0, 1), β ∈ AN and f ∈ CN+1−|β|b (Rd,R). Then for any
X̂ ∈ Rˆg(AN) over X one has∫ t
s
Fb(Xr)d(ψ
∗X̂)βr =
∫ t
s
Fg(Xr)dX̂βr , (3.6.9)
where Fb and Fg are respectively the lift of f with respect to the forest product and the
quasi-shuﬄe product.
Proof. By hypothesis both integrals are well defined and they satisfy the following
identities modulo o(|t− s|)∫ t
s
Fb(Xr)d(ψ
∗X̂)βr =
N−|β|∑
m=0
1
m!
d∑
i1,··· ,im=1
∂i1 · · · ∂inf(Xs)〈ψ∗X̂st, Bβ+(•ei1 · · · •eim )〉 ,∫ t
s
Fg(Xr)dX̂βr =
∑
u∈WΓβ (AN )
∂uf(Xt)
u!
〈X̂st, uβ〉 .
By definition of ψ, for any i1 , · · · , im ∈ {1 , · · · , d} one has
〈ψ∗X̂st, Bβ+(•ei1 · · · •eim )〉 = 〈X̂st, (ei1 ̂ · · · ̂ eim)β〉 .
Using this identity and the combinatorial identity (3.4.18) we can write
N−|β|∑
m=0
1
m!
d∑
i1,··· ,im=1
∂i1 · · · ∂inf(Xs)〈X̂st, (ei1 ̂ · · · ̂ eim)β〉
=
∑
0≤|k|≤N−|β|
∂kf(Xt)
k1! · · · kd!〈X̂st, (e
̂ k1
1 ̂ · · · ̂ e ̂ kdd )β〉 .
(3.6.10)
Applying finally the identity (3.6.3), we deduce that the right hand side of (3.6.10)
becomes ∑
u∈WΓβ (AN )
∂uf(Xt)
u!
〈X̂st, uβ〉 .
Thereby obtaining the desired result.
An alternative proof of Theorem 3.6.2. Thanks to the Theorem 3.5.13, the rough path
ψ∗X̂ ∈ RΓb (AN) is a symmetrical bracket extension over X. Thus the formula (3.4.22)
reads as
ϕ(Xt) = ϕ(Xs) +
d∑
i=1
∫ t
s
∂iΦ(Xr)dψ
∗X̂ir +
N∑
n=2
∑
β∈AN : |β|=n
1
β!
∫ t
s
∂βΦ(Xr)dψ
∗X̂βr ,
where the integrals are calculated from ψ∗X̂. Using the equality (3.6.9), we conclude
immediately.
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Remark 3.6.4. The main simplification lying in the formula (3.6.6) consists in the
nature of X. Indeed differently from the notion of symmetrical bracket extension there
is a bijection between RˆΓg (AN) and RΓg (AN). Thus to obtain a non trivial change of
variable formula for one path X it is sufficient to define only a geometric rough path
over X without any double definition as described in Theorem 3.4.10.
3.6.2 Extension of coordinates
In order to make all the change of variable formula (3.6.6) effective, it is reasonable
to study the existence of a quasi-geometric rough path X ∈ RˆΓg (AN) over one path
X ∈ Cγ(Rd). Looking at the Corollary 3.5.10, for any fixed path X ′ ∈ CΓ(AN) there
exists X ∈ RˆΓg (AN) over it. Thus the existence of a change of variable formula on X will
depend on the choice of a path X ′ such that X ′RA = X, an extension of coordinates,
and a choice of a rough path over X ′. As a further simplification we can use the
Proposition 3.5.8 and we reduce ourselves to study the existence of a geometric rough
path X′ ∈ RΓg (AN) over X ′.
Let us recall two basic results related to the extension of coordinates in the geometric
setting. We fix (A,Γ) and (B,H) two finite weighted alphabets where A ⊂ B. The
first result is related to the behaviour of Theorem 3.2.9 with respect to the extension
of coordinates. For its proof see [TZ18, Cor. 5.8].
Proposition 3.6.5. Let X ∈ CΓ(A) and Y ∈ CH(B) be an extension of coordinates
and let X ∈ RΓg (A), Y ∈ RΓg (B) be two rough paths obtained respectively from the
application of the Theorem 3.2.9 to X and Y following the construction of [TZ18,
Thm. 5.7]. Then the restriction of Y on T (A) coincides with X.
The second result is more explicit and tells us an explicit way to deduce X ∈ RΓg (A)
when we extend X by simply putting to zero its extra coordinates.
Proposition 3.6.6. Let X ∈ CΓ(A) and X ∈ RΓg (A) over X. Considering the function
(X0)at =
{
(Xt)
a if a ∈ A ,
0 for any other a ∈ B \ A ,
then the function X0 : [0, T ]2 → T ((B)) which is given for any w ∈ W (B)
〈X0, w〉 =
{
〈Xst, w〉 if w ∈ W (A),
0 if w contains at least one letter of B \ A ,
is a geometric rough path over X0. We call X0 ∈ RHg (B) the zero extension of X.
Proof. Without loss of generality we can assume B = Aunionsq{b} since A and B are finite.
Then the proposition will follow by proving that X0 satisfies the properties 1g), 2g)
in the Definition 3.2.1 because the property 3g) is trivial. To prove 2g) we remark
that for any word w ∈ W (B) containing the letter b, writing ∇w = w(1)⊗˜w(2) we
have that b is contained in w(1) or in w(2) thus the we have 〈X0st, w〉 = 〈X0su ⊗X0ut, w〉
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for any w ∈ W (B) because both sides are zero when w contains b. Finally for any
couple of words w and u of W (B) containing at least in one of them the letter b, the
sum w  u contains the letter b in all of its terms by definition, thereby obtaining
〈X0st, w u〉 = 〈X0st, w〉〈X0st, u〉 because both sides are trivially zero.
Remark 3.6.7. The explicit structure of the zero extension, even if it is trivial to define,
represents a useful tool to define for any {1 , · · · , d} ⊂ A ⊂ AN and X ∈ RΓg (A) over
X ∈ CΓ(A) a canonical object X′ ∈ RΓg (AN) over X and by means of the Proposition
3.5.8 a suitable X′ ∈ RˆΓg (AN) over X where we can apply the formula (3.6.6). We stress
the fact that an equivalent formulation of the Proposition 3.6.6 in the quasi-shuﬄe case
might be false because for any couple of words w and u of W (B) containing at least
in one of them the letter b, the the sum w ̂u contains words where the letter b might
not be present and the function X0 might not be a character.

Chapter 4
Rough Itoˆ formulae for the one
dimensional heat equation
4.1 Introduction
We consider u : [0, T ] × R → R, the solution of the stochastic heat equation with
additive noise on {
∂tu =
1
2
∂xxu+ ξ
v(0, x) = 0 .
(4.1.1)
where ξ = ∂W/∂t∂x is the space-time white noise over [0,+∞)×R associated to W , a
Brownian sheet on [0,+∞)×R and defined on a complete probability space (Ω,F ,P).
The existence and uniqueness of a weak solution for (4.1.1) is a classical result in the
SPDE theory (see e.g. [DPZ14] or [Wal84]). Moreover the solution v can be described
explicitly as the random field
u(t, x) =
∫ t
0
∫
R
G(t− s, x− y)W (ds, dy) , (4.1.2)
where for any t > 0, x ∈ R, G(t, x) = (2pit)−1/2e−x2/2t is the heat kernel and the
integration W (ds, dy) is in the sense of the Wiener integral on L2([0,+∞) × R). For
any x ∈ R we will consider the process Xt = u(t, x).
Using the standard properties of the Wiener integral we will easily show in the
section 4.3 that the process X is a centred Gaussian process whose covariance function
is explicitly given by
E[XtXs] =
1√
2pi
(
√
t+ s−
√
|t− s|) . (4.1.3)
Looking at function (4.1.3) we deduce immediately that the trajectories of X are al-
most 1/4-Ho¨lder continuous but X is not a Markov process neither its increments are
independent or homogeneous. As recalled before, this hypothesis prevents us to define
an Itoˆ calculus on this process. Morevover looking at the existing literature of rough
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paths, the covariance (4.1.3) cannot be included neither in the framework of Gaussian
rough paths, as studied in [FV10a].
In this chapter, we apply the resulting theory of rough change of variable formulae
on X in order to recover some new and old Itoˆ formulae. All these formulae will be
obtained by providing the existence of some explicit one dimensional quasi-geometric
rough paths over this process. As explained in the previous chapter, roughly speaking
a one dimensional quasi-geometric rough path is a geometric rough path X defined over
an extended path of variations, that is a process X˜ = (X˜1 , · · · X˜N) : [0, T ] → RN for
some N ≥ 1 such that X˜1 = X and the others components {X˜ i}2≤i≤N (the i-th order
variations) satisfy some algebraic and analytical properties of the standard quadratic
variation up to the order N . For any X satisfying these properties, the resulting rough
integrals will satisfy some non trivial change of variable formula. Specifically for any
quasi-geometric rough path X over X and any sufficiently smooth function ϕ : R→ R
we will obtain the general identity
ϕ(Xt) = ϕ(Xs) +
∫ t
s
Φ′(Xr)dX1r +
1
2!
∫ t
s
Φ′′(Xr)dX2r
+
1
3!
∫ t
s
Φ(3)(Xr)dX3r +
1
4!
∫ t
s
Φ(4)(Xr)dX4r ,
(4.1.4)
where the terms in the right hand side of (4.1.4) are the rough integrals of the controlled
rough paths lifting {ϕ(i)(Xt)}1≤i≤4 with respect to Xi the iterated integrals of the i-
th order variation. Different choices of X will lead to different values of these rough
integrals and they will coincide with new notions of stochastic calculus for X.
The approaches we will develop in this chapter are four and for each one we will
also provide a probabilistic description of the resulting rough integrals. First we can
use the one-dimensional nature of the process X to identify X, the unique geometric
rough path over X, obtaining the so called geometric formula
ϕ(Xt) = ϕ(Xs) +
∫ t
s
Φ′(Xr)dXr , (4.1.5)
where the rough integrals involving the higher order derivatives of ϕ in (4.1.4) are all
zero. Moreover we can also describe the nature of the rough integral in (4.1.5) in terms
of a Stratonovich-type sums, using some results contained in [BS10].
Passing to the other examples, we will construct two quasi-geometric rough paths
X and Xˆ such that when we plug them in (4.1.4) the third and the fourth order rough
integral cancel out and the second integral can be described explicitly. These are called
respectively the Burdzy-Swanson formula and the Cheridito-Nualart formula
ϕ(Xt) = ϕ(Xs) +
∫ t
s
Φ′(Xr)dX1r +
κ
2
∫ t
s
ϕ′′(Xr)dBr , (4.1.6)
ϕ(Xt) = ϕ(Xs) +
∫ t
s
Φ′(Xr)dXˆ1r +
1
2
∫ t
s
ϕ′′(Xr)dσ2r , (4.1.7)
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where B is a Brownian motion independent of X, σ2 is the variance function σ2r = E[X2r ]
and the integrals in the formulae are an Itoˆ integral and a Stieltjes one. The name of
the identity (4.1.6) comes from the paper [BS10], where the same formula was obtained
using different techniques but in that article the resulting equality holds only in law
and not almost surely. On the other hand the formula (4.1.7) is named after the paper
[CN05], where the authors obtain an analogous change of variable formula starting from
the fractional Brownian motion with Hurst parameter H ∈ (0, 1/2). Finally we recall
some basic properties of the process X from [Swa07] to deduce the existence of a quasi-
geometric rough path X where there is the fourth order rough integral which becomes
a standard Lebesgue integral. We call this identity the quartic variation formula
ϕ(Xt) =ϕ(Xs) +
∫ t
s
Φ′(Xr)dX 1r +
1
2!
∫ t
s
Φ′′(Xr)dX 2r
+
1
3!
∫ t
s
Φ(3)(Xr)dX 3r +
6
4!pi
∫ t
s
ϕ(4)(Xr)dr .
(4.1.8)
The sum of the remaining rough integrals in the right hand side of (4.1.8) can be also
associated to the limit of a compensated Riemann sum introduced in the recent paper
[CP19], where the authors generalise the usual Fo¨llmer calculus [Fo¨l81] in a generalised
context for processes admitting higher order variation.
The present chapter will be organised as follows. After recalling in the section 2
the explicit rough change of variable formula in the geometric and the quasi-geometric
setting we provide a general criterion to prove the existence of a geometric rough
path. Moreover the section 3 will be devoted to provide all the explicit constructions
reported above. The last section will finally study an interesting identity between some
generalised Stratonovich integrals and again the rough integration with respect to the
canonical geometric extension of a one-dimensional rough path (see Proposition 4.2.7).
In this way we can give a simplified proof of the Stratonovich type formula obtained
in[BS10] by means of this general criterion.
All techniques presented here are based on the Gaussian structure of X. Thus we
can be easily adapt the propositions presented here to obtain the same identities on a
fractional Brownian motion with Hurst parameter 1/4 or, looking at X as a bifractional
motion (see [RT06]), we can extend this results on a larger class of Gaussian process.
However, we chose to interpretX as the time evolution of the equation (4.1.1) because is
the simplest time evolution of generic family of stochastic partial differential equations{
∂tu =
1
2
∂xxu+ f(u) + σ(u)ξ
u(0, x) = 0
where f , σ : R→ R are Lipschitz functions. It is a well known fact (see [Wal84]) that
these equations admits a unique solution u which is almost surely continuous in t but
a general theory to study the properties of the process t → u(t, x) for fixed x is still
missing and the techniques developed here could be also the starting point to study
this interesting family of stochastic processes.
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4.2 One-dimensional change of variable formula
The scope of this section is to recall the change of variable formula on continuous
paths Y : [0, T ] → Rd when d = 1 for quasi-geometric rough path. This hypothesis
simplifies drastically many general expressions contained in the previous chapter so we
will restate briefly the previous results to improve the readability of this chapter. An
explicit criterion of the existence for rough paths will allow to define rigorously some
random rough path X over the process X.
4.2.1 General results
Let us fix some notation from the previous chapter. In what follows we start
from a continuous function Y : [0, T ] → R belonging to Cγ(R), the space of γ-Ho¨lder
continuous function for some γ ∈ (0, 1). Then for any choice of the parameter γ we
introduce the weighted alphabet (AN ,Γ) where N = bγ−1c, AN = {1 , · · · , N} and for
any m ∈ AN we set Γm = mγ. Analogously for any subset A ⊂ AN we will henceforth
keep the same weight Γ to define the weighted alphabet (A,Γ). Subsequently we can
consider W (AN) the set of words generated from the alphabet AN union the empty
word 1 and the the tensor algebra T (AN), interpreted as the free vector space generated
from the W (AN). Four operations can be defined on the set T (AN):
• The concatenation product  : T (AN) × T (AN) → T (AN), defined by extending
linearly the juxtaposition of words, that is for any couple of words v = a1 · · · an,
w = b1 · · · bm ∈ W (AN) one has
v  w := a1 · · · anb1 · · · bm.
• The deconcatenation coproduct ∇ : T (AN) → T (AN) ⊗ T (AN) defined by the rela-
tions
∇1 := 1⊗ 1 ,
∇w :=
m∑
i=0
a1 · · · ai ⊗ ai+1 · · · am ,
for any word w = a1 · · · am ∈ W (AN) and extended linearly.
• The shuﬄe product  : T (AN)×T (AN)→ T (AN), defined by extending linearly the
recursive relations
1  v := v  1 := v ,
av bw := (v bw)a+ (av w)b .
• The quasi-shuﬄe product ̂ : T (AN)×T (AN)→ T (AN), defined on the other hand
by extending linearly the recursive relations
1  v := v  1 := v ,
av ̂ bw := (v ̂ bw)a+ (av ̂w)b+ (v ̂w)[a, b] ,
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where the operation [ , ] : RAN ×RAN → RAN is the unique bilinear function such that
for any i, j ∈ {1 , · · · , N} we have
[i, j] = [j, i] :=
{
i+ j if i+ j ≤ N ,
0 otherwise.
(4.2.1)
Looking at the definition of these operations we remark that ∇ and  can be defined
on T (A), the tensor algebra generated from W (A), the set of word built from a generic
subset A ⊂ AN , whereas the product ̂ can be only defined on T (AN) due to the
definition of the additional operation [ , ] defined in (4.2.1). Furthermore for any w ∈
W (AN) of the form w = i1 · · · in, we introduce several quantities associated to w: the
word length |w| = n, the word homogeneity |w|Γ =
∑n
k=1 ik and the the word factorial
w! =
∏n
l=1 il!. Denoting by T ((A)) and W ((A)) respectively the dual vector space of
T (A), we give a simplified version of the Definitions 3.2.1 and 3.5.10 in this context to
recall the notion of rough path:
Definition 4.2.1. A function Y : [0, T ]2 → T ((A)) is called a geometric rough path if
it satisfies the following conditions:
1) for every w1, w2 ∈ T (A) 〈Yst, w1 w2〉 = 〈Yst, w1〉〈Yst, w2〉 ,
2) for every s, t, u ∈ [0, T ]3 and w ∈ T (A) Yst = 〈Ysu ⊗Yut,∇w〉 ,
3) for every word w ∈ W (A) sups 6=t |〈Yst, w〉|/|t− s|γ|w|Γ < +∞ .
Definition 4.2.2. A function Y : [0, T ]2 → T ((AN)) is called a one-dimensional quasi-
geometric rough path if it satisfies for every w1, w2 ∈ T (AN) the identity
〈Yst, w1 ̂w2〉 = 〈Yst, w1〉〈Yst, w2〉
and the conditions 2), 3) in the Definition 4.2.1.
We denote respectively the sets of geometric rough path and the one-dimensional
quasi-geometric rough paths by RΓg (A) and Rˆg(AN) and the elements of both sets
are denoted by Rg(AN) when A = AN . Recalling our initial function Y , we say
that a geometric or quasi-geometric rough path Y is over Y if one has the identity
〈Yst, 1〉 = Yt − Ys. Moreoverif and a path Z : [0, T ] → R satisfies 〈Yst, n〉 = Zt − Zs
for some 2 ≤ n ≤ N we call Z the n-th order variation of Y .
The choice of a specific rough path Y ∈ Rg(AN) over Y allows us to consider form
any m ∈ AN and any sufficiently smooth function ψ : R→ R the rough integral∫ t
s
Ψ(Yr)dY
m
r ,
where Ψ is the lifting of the function ψ (this operation will be always denoted with
a capital letter) defined in (3.3.14a), (3.3.14b). The general expression defining this
function is given in the Proposition 3.3.6 and we will recall it in this particular case.
In what follows we will denote by Cmb (R,R), the space of Cm functions whose all
derivatives are bounded up to the order m.
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Proposition 4.2.3. Let Y ∈ Rg(AN) be a quasi-geometric rough path over Y , m ∈ AN
and ψ ∈ CN−m+1b (R,R). Then for any sequence of partitions Pn of [0, t] such that its
mesh-size |Pn| → 0 one has the identity∫ t
0
Ψ(Yr)dY
m
r = lim
n→∞
∑
[u,v]∈Pn
∑
u∈WΓm(AN )
ψ(|u|Γ)(Yu)
u!
〈Yuv, um〉 , (4.2.2)
where W Γm(AN) := {u ∈ W Γ(AN) : |u|Γ ≤ N −m}. The rough integral is a γ-Ho¨lder
function whose value in 0 is 0. Moreover there exists ε > 0 such that for any t, s ∈ [0, T ]
we have the approximated equality∫ t
s
Ψ(Yr)dY
m
r =
∑
u∈WΓm(AN )
ψ(|u|Γ)(Ys)
u!
〈Yst, um〉+O(|t− s|1+ε) . (4.2.3)
Using the notion of rough integral, we can easily write the two change of variable
formulae obtained in Proposition 3.1.1 and Theorem 3.6.2 in this simplified setting.
Proposition 4.2.4. Let N = bγ−1c and ϕ ∈ CN+1b (R,R). For any one-dimensional
Y ∈ RΓg ({1}) over Y one has
ϕ(Yt) = ϕ(Ys) +
∫ t
s
Φ′(Yr)dY1r . (4.2.4)
Proposition 4.2.5. Let N = bγ−1c and ϕ ∈ CN+1b (R,R). For any Y ∈ RˆΓg (AN) over
the path Y one has
ϕ(Yt) = ϕ(Ys) +
N∑
n=1
1
n!
∫ t
s
Φ(n)(Yr)dYnr . (4.2.5)
Remark 4.2.6. Unlike in the previous chapter, we will consider only the change of vari-
able formulae for geometric and quasi-geometric rough paths without using Theorem
3.4.10 and the symmetrical bracket extension. This choice is made because all our
examples are covered by this hypothesis. More generally the existence of an explicit
example of a bracket extension over a continuous path Y which is not a quasi-geometric
rough path is still unknown in the literature.
In order to apply the formulae (4.2.4) and (4.2.5) it is necessary to start from some
rough path over Y . The hypothesis d = 1 really simplifies also this problem in the
geometric setting, yielding a unique candidate.
Proposition 4.2.7. For any Y ∈ Cγ(R), there exists a unique Y ∈ RΓg ({1}) over Y ,
which is given explicitly by the unique linear function Y : [0, T ]2 → T ((R)) defined for
any n ≥ 0
〈Yst, 1n〉 = (Yt − Ys)
n
n!
. (4.2.6)
We call Y the canonical geometric extension of Y .
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Proof. The function Y is well defined because T (R) contains only words with the letter
1. We can check directly that Y is a geometric rough path as an elementary exercise.
We give here the proof for the sake of completeness. Since the Ho¨lder property
sup
s 6=t
|〈Yst, 1n〉|
|t− s|nγ <∞
is trivial, we simply check the Chen relations and the character property. We fix n ≥ 0
and applying the definition of the coproduct ∇ we obtain for any s, u, t ∈ [0, T ]
〈Ysu ⊗Yut,∇1n〉 =
n∑
k=0
(Yu − Ys)k
k!
(Yt − Yu)n−k
(n− k)! =
(Yt − Ys)n
n!
,
as a trivial consequence of Newton’s binomial theorem. Choosing two integers m and
n by definition of the shuﬄe product we have the trivial identity
1n 1m =
(m+ n)!
m!n!
1(n+m) (4.2.7)
Therefore for any s, t ∈ [0, T ] we have
〈Yst, 1n 1m〉 = 〈Yst, 1n〉〈Yst, 1m〉 .
The function Y is also unique because for any Y′ ∈ Rγg(R) over Y we can use the
multiplicative property of Y′ to obtain the definition (4.2.6) from (4.2.7) .
Combining the equation (4.2.6) with the explicit expression of the rough integral
(4.2.2), we deduce immediately that the rough integral in the right hand side of (4.2.4)
is given by ∫ t
0
Φ′(Yr)dY1r = lim
n→∞
∑
[u,v]∈Pn
N∑
l=1
ϕ(l)(Yu)
(Yv − Yu)l
l!
, (4.2.8)
where Pn is an arbitrary sequence of partition of [0, t] such that its mesh-size |Pn| → 0.
We recall finally two useful deterministic propositions to prove the existence of some
rough path Y′ ∈ RΓg (AN) (defined on a wider alphabet) over Y . The first one is given
by simplifying the Proposition 3.6.6.
Proposition 4.2.8. Let (A,Γ) be a weighted alphabet such that {1} ⊂ A ⊂ AN and
let Y ∈ RΓg (A) be over Y . Then the function Y0 : [0, T ]2 → T ((AN)) defined as
〈Y0st, w〉 =
{
〈Yst, w〉 if w ∈ W (A),
0 if w contains at least one letter of AN \ A ,
(4.2.9)
belongs to RΓg (AN). We call Y0 the zero extension of Y.
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We usually apply the Proposition 4.2.8 when we want to extend a non trivial Y ∈
RΓg (A) up to RΓg (AN). Finally in order to pass from elements of RΓg (AN) to elements
of RˆΓg (AN), we recall the isomorphisms exp , log : T (AN) → T (AN), which are given
explicitly for any word w ∈ W (AN) by
exp(w) :=
∑
I∈C(|w|)
1
I!
[w]I , log(w) :=
∑
I∈C(|w|)
(−1)|w|−l(I)
p(I)
[w]I , (4.2.10)
where the sum runs over C(|w|), the set of compositions I of the word’s length |w|.
We denote by log∗, exp∗ : T ((AN)) → T ((AN)) the adjoints of exp , log. Looking at
Proposition 3.5.8 in this case we obtain:
Proposition 4.2.9. For any Y ∈ RΓg (AN) over Y the function log∗Y is a one-
dimensional quasi-geometric rough path over Y .
Thanks to the Proposition (4.2.9) and 4.2.8, we can reduce the construction of
a one-dimensional quasi-geometric rough path Y ∈ RˆΓg (AN) to the construction of a
geometric rough path Y ∈ RΓg (A) on a smaller alphabet A ⊂ AN and later defining
Y = log∗Y0.
4.2.2 An existence criterion for rough paths
In order to show the existence of some specific geometric rough paths Y ∈ RΓg (A)
over Y we will need to generalise the deterministic result obtained in Proposition 4.2.7.
As explained in its proof, the algebraic identity between 1n and 1n in (4.2.7) allows
to fix uniquely the value of the canonical geometric extension. Equivalently we could
ask if there exists a “minimal” proper subset of words B ⊂ W (AN) such that every
word w ∈ W (AN) can be written as a polynomial using the shuﬄe product. This is
exactly the property of the Lyndon words. In what follows for all subsets A ⊂ AN we
shall denote by (A,) the set A endowed with the total order of AN = {1 , · · · , N}.
By means of the standard lexicographic order induced by (A,) we can define a total
order on W (A). We will denote it by the same notation (W (A),).
Definition 4.2.10. Let A ⊂ AN . A non-empty word w ∈ W (A) is said to be a Lyndon
word if for any decomposition w = uv where v and u are non empty words one has
w ≺ vu. We denote by L(A) the set of all Lyndon words upon the alphabet A.
For instance if A = {1, 2} the word w = 12 is a Lyndon word because we have
easily w ≺ 21 but the word v = 211 is not a Lyndon word because we can decompose
v = (2)(11) and we have 112 ≺ v. Since the alphabet A has also a weight Γ, we
introduce the sets
W Γ(AN) := {v ∈ W (AN) : |v|Γ ≤ γˆ−1} , Wm(AN) := {v ∈ W (AN) : |v| ≤ m} ,
(4.2.11)
LΓ(A) := {w ∈ L(A) : |w|Γ ≤ γ−1} , Lm(A) := {w ∈ L(A) : |w| ≤ m} . (4.2.12)
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By definition of | · |Γ we have trivially LΓ(A) ⊂ LN(A) where N = bγ−1c. The study of
Lyndon words is a classical topic in combinatorics (see e.g. [Lot97]). One of their main
properties is then related to the possibility of generating the shuﬄe algebra (T (A),).
We resume this property in a single statement. For its proof see [Lyn54, Thm 5.1.5]
and [MR89].
Theorem 4.2.11. For any word w ∈ W (A) there exists a unique writing of w as
w = li11 · · · linn , (4.2.13)
where l1 , · · · , ln ∈ L(A) satisfy l1  · · ·  ln and i1 , · · · , in ≥ 1. We call this writing
the Lyndon decomposition of w. Moreover for any word w written as (4.2.13) one has
w =
li11  · · · linn
i1! · · · in! −
∑
u≺w
αuu (4.2.14)
for some sequence of natural numbers αu depending on w. Therefore every word of
W (A) can expressed as a polynomial in terms of the Lyndon words L(A).
Remark 4.2.12. Theorem 4.2.11 does not only prove that T (A) is generated by the
polynomials of the words in L(A) but it shows also an iterative method for writing the
coefficients. Since the function | · |Γ is additive on the concatenation product we deduce
from (4.2.13) that every word belonging to W Γ(A) can be written as a concatenation of
Lyndon words belonging only to LΓ(A). Therefore we deduce recursively from (4.2.14)
that T Γ(A), the linear space generated by W Γ(A), coincides with the polynomials using
the shuﬄe product whose indeterminates are the Lyndon words of LΓ(A). Using the
definition of the shuﬄe product we deduce that every u ≺ w in the relation 4.2.14
satisfies also |u|Γ = |w|Γ. These considerations allow to rewrite (4.2.14) by saying that
for any w ∈ W Γ(A), writing LΓ(A) = {l1 , · · · , lM} and considering K, the set of all
multi-indices J = (j1, · · · , jM) ∈ K such that
∑M
k=1 jk|lk|Γ = |w|Γ, there exist a unique
sequence {βJ}J∈K such that
w =
∑
J∈K
βJ l
j1
1  · · · ljMM . (4.2.15)
As a trivial example of the identity (4.2.15) when A = {a}, we have the identity
an = an/n! ,
which was used in Proposition 4.2.7.
The properties of the Lyndon words allow to prove the following existence theorem.
In what follows we will denote by LΓ(A) the linear space of LΓ(A), LΓ((A)) the dual
of LΓ(A). Moreover we denote by T Γ(A) the linear space of W Γ(A) and T Γ((A)) the
dual of T Γ(A).
Lemma 4.2.13. Let (A,Γ) be a weighted alphabet such that A ⊂ AN . For any function
Y˜ : [0, T ]2 → LΓ((A)) there exists a unique Y : [0, T ]2 → T Γ((A)) extending Y˜ such that
〈Yst, v w〉 = 〈Yst, v〉〈Yst, w〉 , (4.2.16)
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for any w, v ∈ W Γ(A) satisfying v w ∈ T Γ(A). Moreover if for every s, t, u ∈ [0, T ]3
and u ∈ LΓ(A) one has 〈Yst, u〉 = 〈Ysu ⊗ Yut,∇u〉 , then for any w ∈ W Γ(A) we have
〈Yst, w〉 = 〈Ysu ⊗ Yut,∇w〉 . (4.2.17)
Proof. Writing LΓ(A) = {l1 , · · · , lM} this result is a direct consequence of the identity
(4.2.15) which holds for any w ∈ W Γ(A). Thus if Y : [0, T ]2 → LΓ((A)) satisfies (4.2.16)
and 〈Yst, li〉 = 〈Y˜st, li〉 for any i = 1 , · · · ,M we deduce that Y must satisfy for any
s, t ∈ [0, T ]2
〈Yst, w〉 =
∑
J∈K
βJ 〈Y˜st, l1〉j1 · · · 〈Y˜st, lM〉jM . (4.2.18)
Since the shuﬄe product is commutative, for any w, v ∈ W Γ(A) such that |v|Γ + |w|Γ ≤
γ−1 defining Y as (4.2.18), we obtain by construction the property (4.2.16). Let us
prove the property (4.2.17). Using the decomposition (4.2.15) given before one has for
any w ∈ W Γ(A)
〈Ysu ⊗ Yut,∇w〉 =
∑
J∈K
βJ〈Ysu ⊗ Yut,∇(lj11  · · · ljMM )〉 . (4.2.19)
By construction the deconcatenation coproduct ∇ is an algebra morphism. Therefore
for any j1 , · · · , jm ≥ 1 we have
∇(lj11  · · · ljMM ) = (∇l1)
′j1

′ · · ·′ (∇lM)′jM ,
where the product ′ : (T (A)⊗ T (A))⊗ (T (A)⊗ T (A))→ T (A)⊗ T (A) is given by
(a ⊗ b)′ (c ⊗ d) := a c ⊗ b d.
Since the function Y satisfies the equation (4.2.16), then for any j1 , · · · , jm ≥ 1 we
obtain by hypothesis
〈Ysu ⊗ Yut,∇(lj11  · · · ljMM )〉 = 〈Ysu ⊗ Yut,∇l1〉j1 · · · 〈Ysu ⊗ Yut,∇lM〉jM
= 〈Ysu ⊗ Yut,∇l1〉j1 · · · 〈Ysu ⊗ Yut,∇lM〉jM = 〈Yst, l1〉j1 · · · 〈Yst, l1〉jM .
Then the right hand side of (4.2.19) becomes equal to 〈Yst, w〉 and we conclude.
We conclude the section by applying this criterion to a random process X : [0, T ]2 →
T Γ((A)) in order to deduce the existence of a random rough paths, that is a random
variable whose are a.s. in Rg(A). The probabilistic estimates we will present are a
generalisation of Kolmogorov’s continuity Theorem (see [RY04, Thm 2.1]), translated
in the context of rough paths. This result can be also seen as an extension of [FH14,
Thm 3.1] for any Ho¨lder regularity.
Proposition 4.2.14 (Kolmogorov’s criterion on Lyndon words). Let γ ∈ (0, 1), (A,Γ)
a weighted alphabet A ⊂ AN and X : [0, T ]2 → T Γ((A)) a given process satisfying a.s.
the properties (4.2.16) and (4.2.17). Supposing that there exists q > N and C > 0 such
that
1
N
− 1
q
>
1
N + 1
, E|〈Xst, u〉|q ≤ C|t− s|(q|u|Γ)/N . (4.2.20)
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for any u ∈ LΓ(A). Then there exists a modification of X (also denoted by X) such
that for any w ∈ W Γ(A) the function (s, t)→ 〈Xst, w〉 is continuous and it satisfies
E
∣∣∣∣ sup
s 6=t
|〈Xst, w〉|
|t− s|γ|w|Γ
∣∣∣∣q/|w|Γ <∞ . (4.2.21)
Therefore by means of the extension Theorem (see Theorem 3.2.7) there exists a unique
random rough path X′ ∈ RΓg (A) over X.
Proof. We will prove the result by induction on |w|, the word’s length. Moreover we can
fix T = 1 without loss of generality. In case |w| = 1 the word w is a letter a ∈ A ⊂ AN
and since every letter a belongs to LΓ(A) by hypothesis we deduce
E|〈Xst, a〉|q ≤ C|t− s|(q|a|Γ)/N . (4.2.22)
Then writing 〈Xst, a〉 as the increment of a path Xa : [0, 1]→ R we can apply directly
the classical Kolmogorov’s continuity criterion (see [RY04, Thm 2.1]) to obtain the
property (4.2.21) because 1/(N + 1) < γ < 1/N . Supposing the result true for any
word of length equal to n, we will first show that the result holds for any u ∈ LΓ(A)
such that |u| = n + 1 by adapting the proof of the Kolmogorov’s continuity criterion
in this context. Let Dn be the set of integer multiples of 2
−n in [0, 1). The cardinality
of Dn is 2
n and the smallest distance between its elements is 2−n =: |Dn|. In order
to show the existence of a modification of F (s, t) := 〈Xst, u〉 satisfying (4.2.21) it is
sufficient to define F on every s, t ∈ ⋃n≥1Dn filling the remaining values by continuity.
Introducing the random variable Kn := supt∈Dn |F (t, t+ 2−n)| , by hypothesis (4.2.20)
we have
E|Kn|q ≤
∑
t∈Dn
E|F (t, t+ 2−n)|q ≤ ]Dn|Dn|(q|u|Γ/N) = C|Dn|(q|u|Γ/N−1) .
Let s < t ∈ ⋃n≥1Dn such that |Dm+1| < t − s < |Dm|. Using the properties of the
partition Dn we can express the interval [s, t) as a partition
s = τ0 < · · · < τM = t , (4.2.23)
where each τi ∈ Dn for n ≥ m + 1 and for each fixed n ≥ m + 1 there are at most
two intervals with values τi ∈ Dn. Using the property (4.2.17) and the notation ∇u =
u⊗ 1 + 1⊗ u+ u(1) ⊗ u(2) we obtain
|F (s, t)| =
∣∣∣∣M−1∑
i=0
F (τi, τi+1) + 〈Xsτi , u(1)〉〈Xτiτi+1 , u(2)〉
∣∣∣∣
≤
M−1∑
i=0
|F (τi, τi+1)|+
M−1∑
i=0
|〈Xsτi , u(1)〉〈Xτiτi+1 , u(2)〉| .
(4.2.24)
Since every word u(1) and u(2) has strictly smaller length then u and |u(1)|Γ + |u(2)|Γ,
we can use the recursive hypothesis and for any couple of terms u(1), u(2) there exist
two positive random variables Ku
(1)
, Ku
(2)
such that for any i = 1, 2
|〈Xst, u(i)〉| ≤ Ku(1)|t− s|γ|u(i)|Γ , E|Ku(i)|q/|u(i)|Γ < +∞ . (4.2.25)
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Plugging the estimates (4.2.25) into the right hand side of (4.2.24) and using the
properties of the partition (4.2.23) we obtain
|F (s, t)| ≤ 2
∑
n≥m+1
Kn +K
u(1)Ku
(2)
M−1∑
i=0
|τi+1 − τi|γ|u(2)|Γ|τi − s|γ|u(1)|Γ
≤ 2
∑
n≥m+1
Kn +
(
2
∑
n≥m+1
|Dn|γ|u(1)|Γ
)(
2
∑
n≥m+1
|Dn|γ|u(2)|Γ
)
Ku
(1)
Ku
(2)
≤ 2
∑
n≥m+1
Kn + C
′|Dm+1|γ|u|ΓKu(1)Ku(2) ,
for some deterministic constant C ′ > 0. Therefore we obtain
|F (s, t)|
|t− s|γ|u|Γ ≤ 2
∑
n≥m+1
Kn
|Dm+1|γ|u|Γ + CK
u(1)Ku
(2) ≤ K + C ′Ku(1)Ku(2) ,
where we consider the random variable K := 2
∑
n≥0Kn/|Dm+1|γ|u|Γ . The bound
(4.2.22) implies immediately
E|K|q/|u|Γ ≤ 2q/|u|Γ
∑
n≥0
E|Kn|q/|u|Γ
|Dn|γq ≤ C2
q/|u|Γ
∑
n≥0
|Dn|q( 1N−γ)−1 < +∞
because by hypothesis q( 1
N
− γ) < q( 1
N
− 1
N+1
) > 1. Moreover the product Ku
(1)
Ku
(2)
belongs to Lq/|u|Γ(P) as a trivial consequence of (4.2.25) and the Ho¨lder inequality.
Thus the process F (s, t) satisfies (4.2.21) and up to modifications can be extended
to a Ho¨lder continuous process with the right exponent for any u ∈ LΓ(A) of length
n + 1. Writing any w ∈ W Γ(A) such that |w| = n + 1 as the sum (4.2.15) where
|li| ≤ n + 1 for any i we have automatically (4.2.21) and the continuous trajectories
because
∑M
k=1 jk|lk|Γ = |w|Γ, thereby obtaining the result.
4.3 Stochastic heat equation
We apply the results in the previous section to X the time evolution of the stochastic
heat equation (4.1.1), which is given explicitly by
Xt =
∫ t
0
∫
R
G(t− s, x− y)W (ds, dy) ,
for some fixed x ∈ R. We recall from the general defintion of the Wiener integration
[NZ98] that for every f ∈ L2([0,+∞)× R) the random variable
I(f) =
∫ +∞
0
∫
R
f(s, y)W (ds, dy)
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is a centred Gaussian variable such that for any f, g ∈ L2([0,+∞) × R) we have the
identity
E[I(f)I(g)] =
∫ +∞
0
∫
R
f(s, y)g(s, y) dsdy , (4.3.1)
Let us resume the main properties of the process X.
Proposition 4.3.1. The process X is a centred Gaussian process whose covariance
function is explicitly given by (4.1.3). Moreover there exists a continuous modification
of X belonging to Cγ(R) for some fixed γ ∈ (1/5, 1/4) such that for any p ≥ 1
E
∣∣∣∣sup
s 6=t
|Xt −Xs|
|t− s|γ
∣∣∣∣p <∞ (4.3.2)
Proof. This result is a classical consequence of the properties associated to the Wiener
integration (see [Swa07]). We recall it here for sake of completeness. By applying the
property (4.3.1) and the semigroup property of the heat kernel G we obtain
E[XtXs] = E[v(t, x)v(s, x)] =
∫ t
0
∫
R
G(t− r, x− y)G(s− r, x− y)dydr
=
∫ t
0
G(t+ s− 2r, 0)dr = 1√
2pi
(
√
t+ s−
√
|t− s|) ,
thereby obtaining the identity (4.1.3). The explicit form of the covariance implies
E|Xt −Xs|2 = 1√
pi
(
√
t+
√
s−
√
2(t+ s) +
√
2|t− s|) ,
which implies immediately for any 0 ≤ s < t
E|Xt −Xs|2 − 2√
pi
√
|t− s| = 1√
pi
(
√
t−√s)2
(
√
t+
√
s+
√
2(t+ s))
≤ (
√
t−√s)2√
pi(1 +
√
2)
√
t
=
|t− s|2√
pi(1 +
√
2)
√
t(
√
t+
√
s)2
≤ |t− s|
2
√
pi(1 +
√
2)t3/2
.
(4.3.3)
Hence by symmetry we deduce that there exists a constant C > 0 such that
E|Xt −Xs|2 ≤ C
√
|t− s|.
Combining this inequality with the Gaussian nature of X allows to deduce for every
integer p ≥ 2 the existence of a constant Cp > 0 such that
E|Xt −Xs|p ≤ Cp|t− s|p/4 (4.3.4)
Choosing p sufficiently large we can apply the classical tool of Kolmogorov’s continuity
criterion (see [RY04, Thm 2.1]) to obtain that there exists a continuous modification of
X belonging to the space of γ Ho¨lder functions for γ ∈ (1/5 , 1/4) satisfying (4.3.2).
130 Rough Itoˆ formulae for the one dimensional heat equation
From the Proposition 4.3.1, we can apply immediately the identities (4.2.4), (4.2.5)
to the a.s. realisations of X, obtaining the following rough change of variable formulae
Proposition 4.3.2. Let X be a continuous realisation of the canonical geometric ex-
tension of the path X (see Proposition 4.2.7). For any ϕ ∈ C5b (R,R) we have the a.s.
identity
ϕ(Xt) = ϕ(Xs) +
∫ t
s
Φ′(Xr)dX1r . (4.3.5)
Moreover the rough integral
∫ t
s
Φ′(Yr)dX1r is defined explicitly as the limit∫ t
s
Φ′(Xr)dX1r = lim
n→∞
∑
[u,v]∈Pn
4∑
l=1
ϕ(l)(Xu)
(Xv −Xu)l
l!
, (4.3.6)
where Pn is an arbitrary sequence of partition of [s, t] such that its mesh-size |Pn| → 0.
Proposition 4.3.3. For any ϕ ∈ C5b (R,R) and any random X ∈ RˆΓg (A4) over the path
X one has the a.s. identity
ϕ(Xt) = ϕ(Xs) +
4∑
n=1
1
n!
∫ t
s
Φ(n)(Xr)dXnr . (4.3.7)
We will discuss in the following some possible choices of random one-dimensional
quasi-geometric rough paths X in (4.3.7) and some probabilistic properties.
4.3.1 Burdzy-Swanson formula
The problem of showing a change of variable formula on the same process X for
functions g ∈ Cm(R,R) was already studied in the paper [BS10] by means of some
different probabilistic tools. We recall here the main formula obtained in this work.
For its proof we refer to [BS10, Thm 6.2].
Theorem 4.3.4. Let g ∈ C9(R,R). We consider the sequence of processes given by
the midpoint-Riemann approximations
Int (g
′) :=
bnt/2c∑
j=1
g′(Xt2j−1)(Xt2j −Xt2j−2) , tj =
j
n
, t ∈ [0, T ]
and for some explicit constant κ > 0 the sequence of alternating squares
Bnt := κ
−1
2bnt/2c∑
j=1
(−1)j(Xtj −Xtj−1)2 , tj =
j
n
, t ∈ [0, T ] .
Then the triple (X,Bn, In(g′)) converges in law with respect to the Skorohod topology
on D([0, T ],R3), the space of ca`dla`g functions, to the triple (X,B, I) where B is a
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Brownian motion independent of X and writing the process I as
∫ t
0
g′(Xs)dMXs we
have the identity in law between processes
g(Xt)− g(X0)− κ
2
∫ t
0
g′′(Xs)dBs
d
=
∫ t
0
g′(Xs)dMXs , (4.3.8)
where the integral on the left hand side (4.3.8) is an Itoˆ integral.
Remark 4.3.5. The original formulation of (4.3.8) is given on a specific class of regular
functions h : R × [0,+∞) → R and it is formulated on the process h(Xt, t). Then we
have the presence also of the additional term
∫ t
0
∂th(Xs, s)ds. The choice of considering
this simpler formulation is made because we can easily obtain this correction using the
general theory developed in the previous chapter.
In what follows we will show how this theorems can be included in the context
of the path-wise change of variable formulae given in the introduction. we remark
immediately that the formula (4.3.8) is weaker than the path-wise identities (4.3.7).
However we can replace the left hand side of (4.3.8) with a rough integral with respect
to a specific quasi-geometric rough path X ∈ RˆΓg (A4) over X. In order to build X
we will apply the Proposition 4.2.8 and the Proposition 4.2.9 to show the existence of
geometric rough path X ∈ RΓg ({1 , 2}) over X.
Proposition 4.3.6. Let B be a Brownian motion independent of X and κ > 0 the
constant given in Theorem 4.3.4. Then there exists a unique X ∈ RΓg ({1, 2}) such that
〈Xst, 1〉 := Xt −Xs , 〈Xst, 2〉 := κ(Bt −Bs) ,
〈Xst, 12〉 := κ
∫ t
s
(Xr −Xs)dBr , 〈Xst, 112〉 := κ
∫ t
s
(Xr −Xs)2
2
dBr .
(4.3.9)
Considering X0 ∈ RΓg (A4), the zero extension of X, we call the quasi-geometric rough
path X = log∗X0 the Burdzy-Swanson extension of X.
Remark 4.3.7. We observe that the conditions (4.3.9) imposed to define X are chosen
to define X on LΓ({1, 2}), the set of Lyndon words defined in (4.2.12). Indeed we recall
that for any alphabet A = {a , b} ⊂ AN where a ≺ b the set L4(A) containing the
Lyndon words whose length is smaller than 4 is explicitly given by
L4(A) = {a , b , ab , aab , abb , aaab , aabb , abbb } . (4.3.10)
Then by choosing γ ∈ (1/5 , 1/4) we deduce that
LΓ({1, 2}) = {1 , 2 , 12 , 112 } .
Thus the hypothesis (4.3.9) identifies a random process X˜ : [0, T ]2 → T Γ(({1, 2})) which
satisfies the property (4.2.16) by means of Proposition (4.2.13).
Proof. Considering the random process X˜ : [0, T ]2 → T Γ(({1, 2})) defined from the
conditions (4.3.9), we will prove the existence and the uniqueness of X by showing that
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there exists a modification of X˜ satysfying a.s. the property (4.2.17) and the bound
(4.2.21). Starting with the Chen’s property we see that for the values 〈X˜st, 2〉 and
〈X˜st, 1〉 the identity is trivial and we only need to verify for any s , u , t ∈ [0, T ]3 the
identities
〈X˜st, 12〉 = 〈X˜su, 12〉+ 〈X˜ut, 12〉+ 〈X˜su, 1〉〈X˜ut, 2〉 ,
〈X˜st, 112〉 = 〈X˜su, 112〉+ 〈X˜ut, 112〉+ 〈X˜ut, 11〉〈X˜ut, 2〉+ 〈X˜ut, 1〉〈X˜ut, 12〉 ,
(4.3.11)
which hold trivially because of the classical properties of Itoˆ integration and the identity
〈X˜st, 11〉 = 1/2〈X˜st, 1〉2. Passing to the bound (4.2.21), Recalling the properties of X
and the Brownian motion B, for any q > 4 there exists a constant Cq ≥ 0 depending
on q such that
E|〈X˜st, 1〉|q ≤ Cp|t− s|q/4 , E|〈X˜st, 2〉|q ≤ Cp|t− s|q/2 .
Moreover we can apply the Burkholder-Davis-Gundy inequality ([RY04, Thm IV.4.1])
and the previous estimates to obtain that for any q > 4 there exist C ′q ≥ 0 and D ≥ 0
such that
E|〈X˜st, 12〉|q ≤ C ′q
(∫ t
s
E|Xr −Xs|2dr
)q/2
≤ C ′qCq
(∫ t
s
√
|r − s|dr
)q/2
≤ D|t− s|(q3)/4 ,
E|〈X˜st, 112〉|q ≤ C ′q
(∫ t
s
E|Xr −Xs|4dr
)q/2
≤ C ′qCq
(∫ t
s
|r − s|dr
)q/2
≤ D|t− s|q .
Therefore we can apply the Proposition 4.2.14 to conclude.
Remark 4.3.8. Looking at the definition of the quasi-geometric rough path X, the first
line of the conditions (4.3.9) are chosen to obtain the identity
〈X0t, 11〉 = 〈X00t, log(11)〉 = 〈X0t, 11〉 −
1
2
〈X0t, 2〉 = X
2
t
2
− κ
2
Bt .
Thus the function t → 〈X0t, 11〉 must coincide in law with the process
∫ t
0
Xrd
MXr
obtained from the Theorem 4.3.4 when g(x) = x2 (see [Swa07, Cor 4.8]). Hence the
name Burdzy-Swanson extension for X.
Let us show how does the general change of variable formula (4.2.5) becomes when
we consider the Burdzy-Swanson extension of X.
Theorem 4.3.9. Let X be the Burdzy-Swanson extension of X and ψ ∈ C3b (R,R).
Then we have the a.s. equality∫ t
s
Ψ(Xr)dX
2
r = κ
∫ t
s
ψ(Xr)dBr . (4.3.12)
Therefore for any ϕ ∈ C5b (R,R) we have the identity
ϕ(Xt) = ϕ(Xs) +
∫ t
s
Φ′(Xr)dX1r +
κ
2
∫ t
s
ϕ′′(Xr)dBr . (4.3.13)
Stochastic heat equation 133
Proof. By definition of the rough integral given in the equation (4.2.2) we have∫ t
s
Ψ(Xr)dX
2
r =
lim
n→∞
∑
[u,v]∈Pn
ψ(Xu)〈Xuv, 2〉+ ψ′(Xu)〈Xuv, 12〉+ ψ′′(Xu)〈Xuv, 112〉+ ψ
′′(Xu)
2
〈Xuv, 22〉 ,
for any sequence of partition Pn of [s, t] such that |Pn| → 0. Moreover the convergence
holds a.s. uniformly on s < t such that s, t ∈ [0, T ]. Let us rewrite the terms of the
sum using the rough path X defined by (4.3.9)
〈Xuv, 12〉 = 〈X0uv, log
(
12
)〉 = 〈X0uv12〉 − 12〈X0uv, 3〉 = 〈Xuv12〉 = κ
∫ v
u
(Xr −Xu)dBr ,
〈Xuv, 112〉 = 〈X0uv, log
(
112
)〉 = 〈X0uv, 112〉 − 12〈X0uv, 22〉 − 12〈X0uv, 13〉+ 13〈X0uv, 4〉
= 〈Xuv, 112〉 − 1
2
〈Xuv, 22〉 = κ
∫ v
u
(Xr −Xu)2
2
dBr − κ
2
4
(Bv −Bu)2 ,
1
2
〈Xuv, 22〉 = 1
2
〈X0uv, log
(
22
)〉 = 1
2
〈X0uv22〉 −
1
4
〈X0uv, 4〉 =
1
2
〈Xuv22〉 = κ
2
4
(Bv −Bu)2 .
Thus the converging sequence defining the rough integral simplifies and it becomes∫ t
s
Ψ(Xr)dX
2
r = lim
n→∞
∑
[u,v]∈Pn
ψ(Xu)〈Xuv, 2〉+ ψ′(Xu)〈Xuv, 12〉+ ψ′′(Xu)〈Xuv, 112〉 .
(4.3.14)
On the other hand, using a classical argument of stochastic calculus (see [RY04, Prop
IV.2.13]), for any fixed sequence of partition Pn of [s, t] such that |Pn| → 0 one has∫ t
s
ψ(Xr)dBr = lim
n→∞
∑
[u,v]∈Pn
ψ(Xu)(Bv −Bu) , (4.3.15)
where the convergence is in probability uniformly on s, t as before. Passing to a subse-
quence we can suppose that the convergence (4.3.15) holds a.s. and using the identity
〈Xuv, 2〉 = κ(Bv − Bu) we subtract the sequence (4.3.15) from (4.3.14) to obtain that
the sequence
Xn :=
∑
[u,v]∈Pn
ψ′(Xu)〈Xuv, 12〉+ ψ′′(Xu)〈Xuv, 112〉
converges a.s. to some random variable χst uniformly on s, t. In order to prove the
thesis it is sufficient to show that this limit is zero a.s. By fixing a sequence of partitions
Pn = {s = tn0 < · · · < tnp(n)+1 = t} and introducing for i = 0 , · · · , p(n) − 1 the family
of square integrable random variables Mni , N
n
i
Mni :=
∫ tni+1
tni
(Xr −Xti)dBr =
∫ T
0
1[tni ,tni+1)(r)(Xr −Xti)dBr ,
Nni :=
∫ tni+1
tni
(Xr −Xti)2
2
dBr =
∫ T
0
1[tni ,tni+1)(r)
(Xr −Xti)2
2
dBr .
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we can rewrite the sequence Xn as
Xn = κ
p(n)−1∑
i=0
ψ′(Xtni )M
n
i + ψ
′′(Xtni )N
n
i .
We will prove the convergence of Xn to 0 by estimating the second moment of Xn.
Writing X2n as a double sum we have
X2n = κ
2
p(n)−1∑
i,j=0
(
ψ′(Xtnj )ψ
′(Xtni )M
n
i M
n
j + ψ
′′(Xtni )ψ
′′(Xtnj )N
n
j N
n
i
+ ψ′′(Xtni )ψ
′(Xtnj )N
n
i M
n
j + ψ
′′(Xtnj )ψ
′(Xtni )N
n
j M
n
i
)
.
Applying the hypothesis of boundedness of the higher derivatives of ψ there exists a
constant C > 0 such that
EX2n ≤ C
p(n)−1∑
i,j=0
E[Mni Mnj ] + E[Nni Nnj ] + E[Nni Mnj ] + E[Mni Nnj ] . (4.3.16)
For any couple of indexes i, j, the Itoˆ isometry and the Gaussian nature of X provides
the identities
E[Mni Mnj ] = δijκ2
∫ tni+1
tni
E(Xr −Xtni )2dr , E[Nni Nnj ] = δij
κ2
4
∫ tni+1
tni
E(Xr −Xtni )4dr ,
E[Nni Mnj ] = δij
κ2
2
∫ tni+1
tni
E(Xr −Xtni )3dr = 0 .
Plugging them into (4.3.16) and using the general estimate (4.3.4), there exist a couple
of constant C ′ , C ′′ > 0 such that
EX2n ≤ C ′
p(n)−1∑
i=0
∫ tni+1
tni
(r − tni )1/2 + (r − tni )dr ≤ C ′′
p(n)−1∑
i=0
(tni+1 − tni )3/2 + (tni+1 − tni )2
≤ 2TC ′′(|Pn|1/2 + |Pn|)
Thereby obtaining the convergence Xn → 0 uniformly on s, t as |Pn| → 0. Using
Fatou’s lemma and Jensen inequality we have
E sup
s,t
|χst| ≤ lim
n→∞
E|Xn| ≤ lim
n→∞
E|Xn|2 = 0 ,
concluding that χst = 0 a.s. The formula (4.3.13) is obtained by combining Proposition
4.2.5, the identity (4.3.12) and observing trivially that the third of fourth order rough
integrals are zero.
Combining Theorem 4.3.4 with Theorem 4.3.9 we obtain the following alternative
expression of the first order rough integral with respect to X.
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Corollary 4.3.10. For any ψ ∈ C5b (R,R) we have the identity in law between the
processes ∫ t
0
Ψ(Xr)dX
1
r
d
=
∫ t
0
ψ(Xr)d
MXr . (4.3.17)
Remark 4.3.11. Looking at the identity (4.3.17), we stress the fact that the right hand
side of the identity is a limit defined on a specific sequence partition of [0, t], whereas the
rough integral is independent of this choice. Moreover this identity suggests that the
convergence of the triplet (X,Bn, In(g′)) explained in Theorem 4.3.4 could be restated
by showing the existence of a sequence of discrete rough paths converging in law to X.
4.3.2 Cheridito-Nualart formula
The Theorem 4.3.9 is not the only possible applications of the general formula
(4.3.7). Using the same strategy of the construction of the Burdzy-Swanson rough
path, we can deduce a different quasi geometric rough path above X with a non trivial
quadratic variation. In order to define it, instead of starting from a Brownian mo-
tion B independent of X we consider the deterministic function of the variance of X,
σ2 : [0, T ]→ R
σ2r := E(X2r ) =
1√
pi
r1/2
The function σ2 is clearly an absolutely continuous function 1/2 Ho¨lder continuous.
Thus we can integrate the continuous trajectories of X with respect to σ2. Replacing
the stochastic integrals in 4.3.9 with these deterministic integrals, we have an alterna-
tive construction.
Proposition 4.3.12. There exists a unique X ∈ RΓg ({1, 2}) such that
〈Xst, 1〉 := Xt −Xs , 〈Xst, 2〉 := σ2t − σ2s ,
〈Xst, 12〉 :=
∫ t
s
(Xr −Xs)dσ2r , 〈Xst, 112〉 :=
∫ t
s
(Xr −Xs)2
2
dσ2r .
(4.3.18)
Considering X0, the zero extension of X, we call the quasi geometric rough path Xˆ =
log∗X0 the Cheridito-Nualart extension of X.
Proof. As explained before we check that the random process Z : [0, T ]2 → T Γ(({1, 2}))
defined from the conditions (4.3.18), satisfies the properties (4.2.17) and the bounds
(4.2.21). Starting with the Chen’s property we only need to verify for any s , u , t ∈
[0, T ]3 the same identities of the equation (4.3.11) with Z instead of X˜. However the
same identities hold trivially because of the standard properties of Stieltjes integral
and the identity 〈Zst, 11〉 = 1/2〈Zst, 1〉2. Then we conclude by showing the property
(4.2.21) for Z. Using the Jensen inequality for the Stieltjes integrals and the Ho¨lder
continuity of σ2 there exists a constant C > 0 such that for any q > 4 we have the a.s.
estimates
|〈Zst, 12〉|q ≤ |σ2t − σ2s |q−1
∫ t
s
|Xr −Xs|qdσ2r ≤ Cp−1|t− s|(q−1)/2
∫ t
s
|Xr −Xs|qdσ2r ,
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|〈Zst, 112〉|q ≤ |σ2t − σ2s |q−1
∫ t
s
|Xr −Xs|2qdσ2r ≤ Cp−1|t− s|(q−1)/2
∫ t
s
|Xr −Xs|2qdσ2r .
Combining them with the bound (4.3.4), for any q > 4 there exists a positive constant
Dq such that
E|〈Zst, 12〉|q ≤ Dq|t− s|(q−1)/2
∫ t
s
|r − s|q/4dσ2r ≤ CDq|t− s|(q3)/4 ,
E|〈Zst, 112〉|q ≤ Dq|t− s|(q−1)/2
∫ t
s
|r − s|q/2dσ2r ≤ CDq|t− s|q .
Therefore we can apply again the Proposition 4.2.14 and we conclude.
Let us show how does the general change of variable formula (4.3.7) modifies in case
of the variance extension. In order to prove this formula we need to recall a specific
property of the process X involving the rectangular increments and a sharp estimate
on some deterministic integrals
Lemma 4.3.13. For all 0 ≤ v < u ≤ s < t one has
|E[(Xu −Xv)(Xt −Xs)]| ≤
√
2
pi
|t− s||u− v|
|s− v|√t− u (4.3.19)
Proof. This result was already obtained in [Swa07, Lem. 2.2]. We repeat here the proof
for sake of completeness. Using the explicit form of the covariance given in (4.1.3) for
any r > u one has the identities
g(r) := E[(Xu −Xv)Xr] = 1√
2pi
(
√
r + u−√r − u+√r + v −√r − v) ,
g′(r) =
1
2
√
2pi
(√
r + v −√r + u√
(r + u)(r + v)
−
√
r − v −√r − u√
(r − u)(r − v)
)
.
Using the trivial estimate∣∣∣∣√r ± v −√r ± u√(r ± u)(r ± v)
∣∣∣∣ ≤ |u− v|√r − u|r − v| ,
we obtain immediately
|g(t)− g(s)| ≤
∫ t
s
|g′(r)|dr ≤ 1√
2pi
∫ t
s
|u− v|√
r − u|r − v|dr ≤
1√
2pi
|u− v|
|s− v|
∫ t
s
1√
r − udr
=
√
2
pi
|u− v|
|s− v| (
√
t− u−√s− u) ≤
√
2
pi
|t− s||u− v|
|s− v|√t− u .
Thereby obtaining the thesis.
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Lemma 4.3.14. There exists a constant D > 0 such that for any ε > 0 there exists
δ > 0 such that for all |t− s| ≤ δ one has∫ t
s
E[(Xr −Xs)2]dσ2r ≤ D|t− s|ε . (4.3.20)
Proof. We suppose s < t. Applying the bound (4.3.4) and the definition of σ2 we
obtain easily that there exists a constant C > 0 such that∫ t
s
E[(Xr −Xs)2]dσ2r ≤ C
∫ t
s
√
r − s√
r
dr = C[
√
r − s√r − s log(√r − s+√r)]r=tr=s
= C
(√
t− s√t− s ln (√t− s+√t√
s
))
= C
(√
t− s√t− s ln(1 +
√
t−√s√
s
)− s ln(1 +
√
t− s√
t
)
)
.
Using the classical estimate x−ln(1+x) ≤ x2/2 holding for any x ∈ (−1, 1), by sending
s→ t we obtain∫ t
s
E[(Xr −Xs)2]dσ2r ≤
C
(√
t− s√t−√s(√t−√s) + 1
2
(
√
t−√s)2 − s
√
t− s√
t
+
s
2t
(t− s)
)
= C(t− s)
(√
t− s√
t
+
s
2t
+
1
2
(
√
t−√s)2
t− s −
√
s
(
√
t−√s)
(t− s)
)
= C(t− s)
(√
t− s√
t
+
1
2
(
√
t−√s)√
t+
√
s
+
s
2t
−√s 1√
t+
√
s
)
.
Since the function between round brackets converges to 0 uniformly on s → t, we
obtain the thesis.
Theorem 4.3.15. Let Xˆ be the Cheridito-Nualart extension of X and ψ ∈ C3b (R,R).
Then we have the a.s. equality∫ t
s
Ψ(Xr)dXˆ
2
r =
∫ t
s
ψ(Xr)dσ
2
r , (4.3.21)
Therefore for any ϕ ∈ C5b (R,R) we have the identity
ϕ(Xt) = ϕ(Xs) +
∫ t
s
Φ′(Xr)dXˆ1r +
1
2
∫ t
s
ϕ′′(Xr)dσ2r . (4.3.22)
Proof. Since we want to calculate the same rough integral of the Theorem 4.3.9 and
the rough path X ∈ RΓg ({1, 2}) defined in 4.3.12 has the same form of X ∈ RΓg ({1, 2})
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given in Proposition 4.3.6, we can repeat the same algebraic calculations in the proof
of Theorem 4.3.9 and we obtain immediately the identity∫ t
s
Ψ(Xr)dXˆ
2
r = lim
n→∞
∑
[u,v]∈Pn
ψ(Xu)〈Xuv, 2〉+ ψ′(Xu)〈Xuv, 12〉+ ψ′′(Xu)〈Xuv, 112〉 ,
for any sequence of partition Pn of [s, t] such that |Pn| → 0. Moreover the convergence
holds a.s. uniformly on s < t such that s, t ∈ [0, T ] (see the equation(4.3.14)). On the
other hand by definition of Stieltjes integral, for any fixed sequence of partition Pn of
[s, t] such that |Pn| → 0 one has∫ t
s
ψ(Xr)dσ
2
r = lim
n→∞
∑
[u,v]∈Pn
ψ(Xu)(σ
2
v − σ2u) ,
where the convergence is a.s. uniformly on s, t as before. Using the identity 〈Xˆuv, 2〉 =
σ2v−σ2u we can subtract again both identities as in the proof of Theorem 4.3.9 to obtain
that the random variable
Xˆn :=
∑
[u,v]∈Pn
ψ′(Xu)〈Xuv, 12〉+ ψ′′(Xu)〈Xuv, 112〉
converges a.s. to some random variable χˆst uniformly on s, t. We will show that this
limit is zero a.s. Choosing a sequence of partitions Pn = {s = t0 < · · · < tnp(n)+1 = t}
and introducing for i = 0 , · · · , p(n)− 1 the family of random variables Mˆni , Nˆni
Mˆni :=
∫ tni+1
tni
(Xr −Xtni )dσ2r , Nˆni :=
∫ tni+1
tni
(Xr −Xtni )2
2
dσ2r ,
we write the sequence Xˆn as
Xˆn = κ
p(n)−1∑
i=0
ψ′(Xtni )Mˆ
n
i + ψ
′′(Xtni )Nˆ
n
i . (4.3.23)
Let us prove the convergence of Xˆn to 0 by estimating its second moment. Writing
again X2n as a double sum and applying the hypothesis of boundedness of the higher
derivatives of ψ there exists a constant C > 0 such that
EXˆ2n ≤ C
p(n)−1∑
i,j=0
E[Mˆni Mˆnj ] + E[Nˆni Nˆnj ] + E[Mˆni Nˆnj ] + E[Nˆni Mˆnj ] .
The Gaussian nature of the process X implies that the terms E[Mˆni Nˆnj ] and E[Mˆnj Nˆni ]
are zero because they involve a product of an odd number of Gaussian random vari-
ables. Thus by means of the Fubini Theorem we need only to estimate for any i, j the
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quantities
E[Mˆni Mˆnj ] =
∫ tni+1
tni
∫ tnj+1
tnj
E[(Xr −Xtni )(Xs −Xtnj )]dσ2sdσ2r ,
E[Nˆni Nˆnj ] =
∫ tni+1
tni
∫ tnj+1
tnj
E[(Xr −Xtni )2(Xs −Xtnj )2]dσ2sdσ2r .
(4.3.24)
In case i = j we can easily apply again the Jensen inequality and the Ho¨lder property
of the function σ2 to obtain that there exists a constant C > 0 such that
(Mˆni )
2 ≤ |σ2tni+1 − σ
2
tni
|
∫ tni+1
tni
|Xr −Xtni |2dσ2r ≤ C|tni+1 − tni |1/2
∫ tni+1
tni
|Xr −Xtni |2dσ2r ,
(Nˆni )
2 ≤ |σ2tni+1 − σ
2
tni
|
∫ tni+1
tni
|Xr −Xtni |4dσ2r ≤ C|tni+1 − tni |1/2
∫ tni+1
tni
|Xr −Xtni |4dσ2r .
By taking the expectation, using the rectangular bound (4.3.4) and applying the Ho¨lder
property of the function σ2 we obtain that there exist a couple of constants C ′, D > 0
such that
E[(Mˆni )2] ≤ C ′|tni+1 − tni |1/2
∫ tni+1
tni
|r − tni |1/2dσ2r ≤ D|tni+1 − tni |3/2 ,
E[(Nˆni )2] ≤ C ′|tni+1 − tni |1/2
∫ tni+1
tni
|r − tni |dσ2r ≤ D|tni+1 − tni |2.
(4.3.25)
We pass to estimate the terms in (4.3.24) for two indices i < j. Using the estimates on
the rectangular increments given in (4.3.19) and the Ho¨lder property of σ2 there exists
a constant C ′′ > 0 such that for any j > i+ 1 one has
|E[Mˆni Mˆnj ]| ≤
∫ tni+1
tni
∫ tnj+1
tnj
|E[(Xr −Xtni )(Xs −Xtnj )]|dσsdσr
≤ C ′′
∫ tni+1
tni
∫ tnj+1
tnj
|r − tni ||s− tnj |
|tnj − tni |
√
r − sdσsdσr ≤ C
′′C
|tni+1 − tni |3/2|tnj+1 − tnj |3/2
|tnj − tni+1|3/2
.
(4.3.26)
Using the same rectangular estimate we can bound also E[Mˆni Mˆni+1] in the same way as
the first line of (4.3.24). Passing to the terms E[Nˆni Nˆnj ], we can apply Wick’s formula
on the product of four Gaussian variables and the estimate (4.3.19), obtaining for any
j > i+ 1
E[Nˆni Nˆnj ] =E[Nˆni ]E[Nˆnj ] + 2
∫ tni+1
tni
∫ tnj+1
tnj
(E[(Xr −Xtni )(Xs −Xtnj )])2dσ2sdσ2r
≤ E[Nˆni ]E[Nˆnj ] + 2C ′′
∫ tni+1
tni
∫ tnj+1
tnj
|r − tni |2|s− tnj |2
|tnj − tni |2|r − s|
dσ2sdσ
2
r
≤ E[Nˆni ]E[Nˆnj ] + 2C ′′C
|tni+1 − tni |5/2|tnj+1 − tnj |5/2
|tnj − tni+1|3
≤ E[Nˆni ]E[Nˆnj ] + 2C ′′C
|tni+1 − tni |11/8|tnj+1 − tnj |11/8
|tnj − tni+1|3/4
.
(4.3.27)
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By means of the same estimate we can bound also E[Nˆni Nˆni+1] with a term satisfying the
second line of (4.3.24) plus E[Nˆni ]E[Nˆni+1]]. Let us prove the the convergence Xˆn → 0
uniformly on s, t as |Pn| → 0 thanks to the estimates (4.3.24), (4.3.26) and (4.3.27).
Choosing an arbitrary ε > 0, we apply the Lemma 4.3.14 and we choose δ(ε) > 0 such
that the property (4.3.20) holds. By fixing N such |Pn| ≤ δ(ε) for every n ≥ N we
have
EXˆ2n ≤
p(n)−1∑
i=0
E[(Mˆni )2 + (Nˆni )2] + 2
p(n)−1∑
i<j
E[Mˆni Mˆnj ] + E[Nˆni Nˆnj ]
≤ 2D
p(n)−1∑
i=0
|tni+1 − tni |2 + |tni+1 − tni |3/2 + C ′′C2
p(n)−1∑
i+1<j
|tni+1 − tni |3/2|tnj+1 − tnj |3/2
|tnj − tni+1|3/2
+ 2C ′′C
p(n)−1∑
i+1<j
|tni+1 − tni |5/2|tnj+1 − tnj |5/2
|tnj − tni+1|3
+ ε
p(n)−1∑
i<j
|tni+1 − tni ||tnj+1 − tnj |
≤ +2C ′′Cδ(ε)
∫ T
0
∫ T
0
1
(x− y)3/2dxdy + 2C
′′Cδ(ε)3/4
∫ T
0
∫ T
0
1
(x− y)3/4dxdy
+DT (δ(ε) + δ(ε)1/2) + ε2T .
Since every term with δ(ε) and the integrals are finite, we obtain the convergence to 0.
We conclude then as in the proof Theorem 4.3.9.
From the explicit formula (4.3.22) we deduce an interesting property of the first
order rough integral with respect to Xˆ, by means of the Gaussian nature of X.
Proposition 4.3.16. For any ψ ∈ C5b (R,R) one has
E
∫ t
s
Ψ′(Xr)dXˆ1r = 0 .
Proof. Applying the formula (4.3.22) with ψ one has∫ t
s
Ψ′(Xr)dXˆ1r = ψ(Xt)− ψ(Xs)−
1
2
∫ t
s
ψ′′(Xr)dσ2r . (4.3.28)
Since ψ is bounded and continuous, we can use the explicit formula of the density
function of the random variable Xr to obtain that the function r → E[ψ(Xr)] is dif-
ferentiable and we can derivate under the sign of integral. Recalling the notation
G(t, x) = (2pit)−1/2e−x
2/2t and the fact that G satisfies the heat equation for any r > 0
we have
d
dr
E[ψ(Xr)] =
d
dr
∫
R
ψ(y)G(σ2r , y)dy =
∫
R
ψ(y)∂tG(σ
2
r , y)
d
dr
σ2rdy
=
1
2
d
dr
σ2r
∫
R
ψ(y)Gxx(σ
2
r , y)dy =
1
2
d
dr
σ2r
∫
R
ψ′′(y)G(E(σ2r), y)dy
=
1
2
d
dr
σ2rE[ψ′′(Xr)] .
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Integrating this identity from s to t and applying the expectation to (4.3.28) we obtain
the desired identity.
Remark 4.3.17. Looking at the resulting formula (4.3.22), this last identity tells us
that the rough integral with respect to Xˆ has the same zero expectation of a stochastic
integral. Actually this property could be a guess to describe alternatively the law
of this rough integral. Indeed following the literature of Itoˆ formulae for fractional
Brownian motion, we can find in [CN05, Lem. 4.3] a formula with exactly the same
second order term of (4.3.22) and a first term given by a generalisation of the Skorohod
integral (whose expectation is trivially zero). Hence the name Cheridito-Nualart. By
analogy with the fractional Brownian motion case we could think the rough integral
with respect to Xˆ should coincide with a suitable definition of Skorohod integral built
from the Gaussian process X. This identification result could help to study some
situations where the test function is not sufficiently smooth and it would help to develop
a Tanaka formula on X.
4.3.3 Quartic variation formula
We conclude the section by showing the existence of an another one-dimensional
quasi-geometric rough path over X with a non trivial fourth order rough integral in
(4.3.7). The construction of this new object is based upon the existence of a so called
“quartic variation” for the process X (see [Swa07, Thm 2.3]). We recall here this
property
Theorem 4.3.18. For any sequence of partitions Pn of [0, t] whose mesh-size |Pn| → 0
the following sequence of quartic increments
V nt :=
∑
[u,v]∈Pn
(Xv −Xu)4 ,
satisfies the property
E
[
sup
t∈[0,T ]
∣∣∣∣V nt − 6pit
∣∣∣∣2
]
→ 0 . (4.3.29)
Proof. We repeat here the proof of this result from [Swa07] for sake of completeness.
Since V nt is monotone in t, it is sufficient to prove the convergence in L
2(P) V nt → (6/pi)t
for each fixed t. Using the notation δstX = Xt −Xs we can add and subtract for any
subdivision [u, v] ∈ Pn the quantity Auv = E(δuvX)4 = 3(E(δuvX)2)2 and we obtain
the decomposition:
V nt −
6
pi
t =
∑
[u,v]∈Pn
(
(δuvX)
4 − Auv
)
+
∑
[u,v]∈Pn
(
Auv − 6
pi
(v − u)
)
. (4.3.30)
Thus the theorem will follow by showing that the two sums on the right hand side
of (4.3.30) converge both to 0 in L2(P). By means of the estimate (4.3.3) obtained
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in the proof of the Proposition 4.3.1 and the moment estimate (4.3.4) there exist two
constant C,C ′ > 0 such that for any subdivision [u, v] ∈ Pn one has
|Auv − 6
pi
(v − u)| = 3
(
E[(δuvX)2]−
√
2(v − u)
pi
)(
E[(δuvX)2] +
√
2(v − u)
pi
)
≤ C |v − u|
5/2
v3/2
≤ C ′ |v − u|
7/4
v3/4
≤ C ′|Pn|3/4 |v − u|
v3/4
.
Summing this identity over all [u, v] ∈ Pn and sending n→∞ one has∣∣∣∣∣∣
∑
[u,v]∈Pn
(
Auv − 6
pi
(v − u)
)∣∣∣∣∣∣ ≤ C ′|Pn|3/4
∑
[u,v]∈Pn
|v − u|
v3/4
→ 0 ,
because the remaining sum converges to the finite integral
∫ t
0
x−3/4dx. We pass to the
other sum Writing the square of the first sum as a double sum we obtain
E
( ∑
[u,v]∈Pn
((δuvX)
4 − Auv)
)2
=
=
∑
[u,v]∈Pn
∑
[u′,v′]∈Pn
E
[
((δuvX)
4 − Auv)((δu′v′X)4 − Au′v′)
]
=
∑
[u,v]∈Pn
∑
[u′,v′]∈Pn
∣∣E[(δuvX)4(δu′v′X)4]− 9E[(δuvX)2]2E[(δu′v′X)2]2∣∣ .
Using the Wick formula for Gaussian variables for any couple of subdivisions [u, v] ∈ Pn,
[u′, v′] ∈ Pn and the Ho¨lder inequality there exists a constant D > 0 such that
E[(δuvX)4(δu′v′X)4]− 9E[(δuvX)2]2E[(δu′v′X)2]2 =
= 24E[(δuvX)(δu′v′X)]4 + 72E[(δu′v′X)2]E[(δuvX)2]E[(δuvX)(δu′v′X)]2
≤ D
(
E[(δu′v′X)2]E[(δuvX)2]E[(δuvX)(δu′v′X)]2
)
.
Summing this estimate with (4.3.4) there exists a constant D′ > 0 such that
E
( ∑
[u,v]∈Pn
((δuvX)
4 − Auv)
)2
≤
≤ D′
∑
[u,v]∈Pn
∑
[u′,v′]∈Pn
|v′ − u′|1/2|v − u|1/2E[(δuvX)(δu′v′X)]2 .
Since the terms in the diagonal part of this sum converge trivially, the result will follow
by showing that
In :=
∑
[u,v]∩[u′,v′]=∅
|v′ − u′|1/2|v − u|1/2E[(δuvX)(δu′v′X)]2 → 0 .
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Using the estimates (4.3.19), for any couple [u, v] ∩ [u′, v′] = ∅ we have
E[(δuvX)(δu′v′X)]2 ≤ D′′ |v
′ − u′|2|v − u|2
|u− u′|2|v − v′| ≤M |Pn|
3/4 |v′ − u′|1/2|v − u|1/2
|u− v′|3/4 ,
for some finite constants D′′, M > 0. Summing up this last inequality we obtain
In ≤M |Pn|3/4
∑
[u,v]∩[u′,v′]=∅
|v′ − u′||v − u|
|u− v′|3/4 → 0 ,
because the remaining sum converges to the finite integral
∫
[0,t]2
|x− y|−3/4dxdy.
Remark 4.3.19. Starting from Qn a sequence of partitions of an interval [s, t] it fol-
lows trivially from the previous proof that V nst , the corresponding sequence of quartic
increments defined on Qn, satisfies also the property
E
[
sup
s<t∈[0,T ]
∣∣∣∣V nst − 6pi (t− s)
∣∣∣∣2
]
→ 0 . (4.3.31)
Since the usual quadratic variation of a process satisfies a property similar to (4.3.31),
we call the function t→ (6/pi)t the quartic variation of X.
Using the formalism of the one-dimensional quasi-geometric rough paths, we can
easily construct a rough path where the quartic variation of X becomes the 4-th order
variation of the process X in the context of the rough change of variable formula.
Proposition 4.3.20. There exists a unique X ∈ RΓg ({1, 4}) such that
〈Xst, 1〉 := Xt −Xs , 〈Xst, 4〉 := 6
pi
(t− s) . (4.3.32)
Considering X0, the zero extension of X, we call X = log∗X0 the quartic variation
extension of X.
Proof. The result follows straightforwardly from the application of Lemma 4.2.15 and
the general properties of the process X. Indeed we obtain immediately from the homo-
geneity of the words that LΓ({1, 4}), the set of Lyndon words with small homogeneity
becomes simply the set {1 , 4} and the conditions (4.3.32) identify uniquely a map
Z : [0, T ]2 → T Γ(({1, 4}) satisfying a.s. the hypothesis of the extension Theorem (see
Theorem 3.2.7). Thereby obtaining the thesis.
Similarly with the previous sections, we look at the associated change of variable
formula induced by the choice of X in (4.3.7).
Theorem 4.3.21. Let X be the quartic variation extension of X and ψ ∈ C1b (R,R).
Then we have the a.s. equality∫ t
s
Ψ(Xr)dX 4r =
6
pi
∫ t
s
ψ(Xr)dr . (4.3.33)
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Therefore for any ϕ ∈ C5b (R,R) we have the identity
ϕ(Xt) =ϕ(Xs) +
∫ t
s
Φ′(Xr)dX 1r +
1
2!
∫ t
s
Φ′′(Xr)dX 2r
+
1
3!
∫ t
s
Φ(3)(Xr)dX 3r +
6
4!pi
∫ t
s
ϕ(4)(Xr)dr .
(4.3.34)
Moreover the sum of remaining rough integrals satisfies the identity
3∑
l=1
1
l!
∫ t
s
Φ(l)(Xr)dX lr = lim
n→∞
∑
[u,v]∈Pn
3∑
l=1
ϕ(l)(Xu)
(Xv −Xu)l
l!
, (4.3.35)
where the right hand side of (4.3.35) converges in L2(P) uniformly on compact sets for
any sequence of partitions Pn of [s, t] whose mesh-size |Pn| → 0.
Proof. The identity (4.3.33) follows easily from the general definition of the rough
integral given in equation (4.2.2). Indeed for any sequence of partitions Pn of [s, t]
whose mesh-size |Pn| → 0 we obtain immediately∫ t
s
Ψ(Xr)dX 4r = lim
n→∞
∑
[u,v]∈Pn
ψ(Xu)〈Xuv, 4〉 = lim
n→∞
6
pi
∑
[u,v]∈Pn
ψ(Xu)(v − u)
and the identity (4.3.33) follows trivially. In order to prove the relation (4.3.35) we
will write down the approximating sum (4.2.2) defining each rough integral in the left
hand side of (4.3.35). In particular, using the definition of the map log and the zero
extension operation we have the following algebraic identities
1
3!
∑
u∈WΓ3 (A4)
ϕ(|u|Γ+3)(Xu)
u!
〈Xuv, u 3〉 = 1
3!
(
ϕ(3)(Xu)〈Xuv, 3〉+ ϕ(4)(Xu)〈X0uv, log(13)〉
)
= − 1
12
ϕ(4)(Xu)〈Xuv, 4〉 ;
1
2!
∑
u∈WΓ2 (A4)
ϕ(|u|Γ+2)(Xu)
u!
〈Xuv, u 1〉 = 1
2!
(
ϕ′′(Xu)〈Xuv, 2〉+ ϕ(3)(Xu)〈X0uv, log(12)〉
+ ϕ(4)(Xu)
1
2
〈X0uv, log(22)〉+ ϕ(4)(Xu)〈X0uv, log(112)〉
)
=
1
4!
ϕ(4)(Xu)〈Xuv, 4〉 ;
∑
u∈WΓ1 (A4)
ϕ(|u|Γ+1)(Xu)
u!
〈Xuv, u 1〉 = ϕ′(Xu)〈Xuv, 1〉+ ϕ′′(Xu)〈X0uv, log(11)〉
+ ϕ′′′(Xu)〈X0uv, log(111)〉+ ϕ(4)(Xu)
1
2
〈X0uv, log(211)〉+ ϕ(4)(Xu)〈X0uv, log(1111)〉
+ ϕ(4)(Xu)
1
2
〈X0uv, log(121)〉+ ϕ(4)(Xu)
1
3!
〈X0uv, log(31)〉
= ϕ′(Xu)〈Xuv, 1〉+ ϕ′′(Xu)〈Xuv, 11〉+ ϕ(3)(Xu)〈Xuv, 111〉+ ϕ(4)(Xu)〈Xuv, 1111〉 .
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Summing up all these three identities and recalling the definition of X we obtain
3∑
l=1
1
l!
∑
u∈WΓl (A4)
ϕ(|u|Γ+l)(Xu)
u!
〈Xuv, u l〉 =
3∑
l=1
ϕ(l)(Xu)
(Xv −Xu)l
l!
+
1
4!
ϕ(4)(Xu)[(Xv −Xu)4 − 6
pi
(v − u)] .
(4.3.36)
Since the derivatives of ϕ are bounded, for any for any sequence of partitions Pn of
[s, t] whose mesh-size |Pn| → 0 the identity (4.3.36) implies
E
[ ∑
[u,v]∈Pn
3∑
l=1
1
l!
∑
u∈WΓl (A4)
ϕ(|u|Γ+l)(Xu)
u!
〈Xuv, u l〉 −
3∑
l=1
ϕ(l)(Xu)
(Xv −Xu)l
l!
]2
≤ME
[ ∑
[u,v]∈Pn
[(Xv −Xu)4 − 6
pi
(v − u)]
]2
for some constant M > 0. Thus we can easily apply the Theorem 4.3.18 and we
deduce that the compensated Riemann sum in the right hand side of (4.3.35) converges
uniformly in L2(P) to the a.s. limit of
∑
[u,v]∈Pn
3∑
l=1
1
l!
∑
u∈WΓl (A4)
ϕ(|u|Γ+l)(Xu)
u!
〈Xuv, u l〉 .
Thereby obtaining the thesis.
Remark 4.3.22. Following the proof of the result we remark an interesting property of
the second and third order rough integrals given in (4.3.34). Indeed looking at the sum
defining them, it is straightforward to show that these integrals do not cancel even if the
second and third order path are zero! This property, which is impossible in the usual
integration theory, is perfectly coherent in the context of the rough integration, where
the integrals are not depending only on the increments of a path. The compensated
Riemann sum in the right hand side of (4.3.35) was alredy introduced in [CP19] in the
context of the path-wise stochastic calculus. However differently from that context the
limit of this sum does not depend on the sequence of partitions defining it.
4.4 Stratonovich type formula
We conclude the chapter by studying the rough change of variable formula (4.3.5)
with respect to X, the canonical geometric extension of the process X. Even if the
rough integral
∫
Φ′(Xr)dX1r is defined as the a.s. limit an explicit corrected Riemann,
the explicit form of the formula
ϕ(Xt) = ϕ(Xs) +
∫
Φ′(Xr)dX1r
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reminds us the standard Stratonovich calculus. Actually an interesting statement con-
tained in [BS10] shows that it is also possible to define an effective Stratonovich integral
over X. For the proof of this result we refer to [BS10, Cor. 4.5].
Theorem 4.4.1. For any g ∈ C7(R,R) we introduce the sequence of trapezoid-type
approximations
T nt (g
′) :=
bntc∑
j=1
g′(Xtj−1) + g
′(Xtj)
2
(Xtj −Xtj−1) , tj =
j
n
, t ∈ [0, T ] . (4.4.1)
Then the sequence T nt converges in probability uniformly on t ∈ [0, T ] to some contin-
uous process
∫ t
0
g′(Xr)d◦Xr which satisfies the identity
g(Xt) = g(X0) +
∫ t
0
g′(Xr)d◦Xr . (4.4.2)
Comparing the Theorem 4.4.1 with the Proposition 4.3.2 we deduce immediately
that for any sufficiently smooth function ψ : R→ R one has the a.s. identity∫ t
s
Ψ(Xr)dX
1
r =
∫ t
s
ψ(Xr)d
◦Xr ,
but the approximating sums of both integrals do not coincide at all. In what follows
we will study the general relations between the compensated Riemann sums defining
the rough integral in (4.3.6) and some generalisations of the trapezoid-type sums in a
slightly general framework, in order to provide a simplified proof of the Theorem 4.4.1.
4.4.1 A general identity between symmetric integrals
In order to state a general relation between rough integral and trapezoid sums,
we put aside the specific process X and we consider a generic stochastic process Z
admitting a modification Cγ(R) for some γ ∈ (0, 1), we recall the parameter N = bγ−1c
and we denote by Z ∈ Rγg({1}) the canonical geometric extension of Z. The operation
we will consider in this subsection is the rough integration of a generic one-dimensional
random controlled rough path Y ∈ DNγ(Z) (see the Definition 3.3.1) with respect to
Z. The general operation is given in the Proposition 3.3.6 but in this one-dimensional
case we have ∫ t
0
YrdZr := lim
n→∞
∑
[u,v]∈Pn
N−1∑
k=0
〈1k,Yu〉(Zv − Zu)
l
l!
, (4.4.3)
defined for any sequence of partitions of [0, t], Pn = {0 = tn0 < · · · < tnp(n) = t} such
that its mesh size |Pn| := supi(tni+1− tni )→ 0 (see the Propostion 3.3.6). This quantity
can be related with a different family of stochastic integrals defined from Z.
Stratonovich type formula 147
Definition 4.4.2. Let Y be a continuous process on [0, T ] and m ≥ 1. If there exists a
sequence of partitions of [0, t] Qn satisfying |Qn| → 0 such that the limit in probability
lim
N→+∞
∑
ti∈Qn
Yti + Yti+1
2
(Zti+1 − Zti)m , (4.4.4)
exists uniformly on t ∈ [0, T ], we call the limiting process the m-th order symmetric
integral of Y with respect to Z and we will denote it by the symbol
∫ t
0
Yrd
◦(m)Zr.
Remark 4.4.3. The original notion of m-th order symmetric integral was developed in
[GNRV05, Def. 2.7], [GRV03, Pag. 9] to study a generalisation of the Itoˆ formula for
the fractional Brownian motion. This idea was conceived by extending the theory of
stochastic calculus by regularization developed by Russo, Vallois and coauthors (see
e.g. [RV93], [RV95]) in order to generalise the Stratonovich integration at higher orders.
In that literature the m-th order symmetric integral is defined as∫ t
0
Yrd
◦(m)Zr := lim
ε→0+
∫ t
0
Yu+ε + Yu
2ε
(Zu+ε − Zu)mdu , (4.4.5)
where the convergence is again a convergence in probability and uniformly on [0, T ].
The two notions are deeply related. Indeed by taking Un, the uniform partition of [0, t]
Un =
{
kt
n
: k = 0 , · · · , n
}
,
we can introduce for any ε > 0 the regularised symmetric sum process
Sn,εt :=
∑
ti∈Un
Yti + Yti+ε
2ε
(Zti+ε − Zti)m
t
N
.
Observing that
S
n,t/n
t =
∑
ti∈Un
Yti + Yti+1
2
(Zti+1 − Zti)m,
for any t ∈ [0, T ] and ε > 0 we obtain
lim
n→+∞
Sn,εt =
∫ t
0
Yu+ε + Yu
2ε
(Zu+ε − Zu)mdu a.s. (4.4.6)
because the process SN,εt is the Riemann sum associated to the integral in the right
hand side of (4.4.6) and the processes Y and Z are continuous. Thus the two notions
coincide as long as we have the identity
lim
n→+∞
S
n,t/n
t = lim
ε→0+
lim
n→+∞
Sn,εt
and the sum (4.4.4) converges when we take the partition Un.
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In general the definition of a symmetric integral following the Definition 4.4.2 might
depend on the approximating sequence of partitions Qn. Then we will always specify
which sequence we are choosing. The explicit definition of Z as the canonical geometric
extension of Z in (4.2.6) and the definition the m-th order symmetric integral suggest
there should be a link between the rough integration with respect to Z and the integrals
defined in (4.4.4). An explicit formula can be given.
Theorem 4.4.4. Let γ ∈ (0, 1) and N = bγ−1c > 1. Denoting for any random
Y ∈ DNγ(Z) the processes Y (i)t := 〈1i,Yt〉, one has the identity∫ t
0
YrdZr =
bN/2c−1∑
j=0
αj
∫ t
0
Y (2j)r d
◦(2j+1)Zr , a.s. (4.4.7)
as long as there exists Qn a deterministic sequence of partition of [0, t] satisfying |Qn| →
0 such that only bN/2c − 1 integrals in the right hand side of (4.4.7) are well defined.
The sequence {αl}l≥0 is given recursively by the conditions:{
α0 = 1
αl+1 =
1
(2l+3)!
−∑lk=0 αk2(2l+2−2k)! . (4.4.8)
We will prove the identity (4.4.7) by means of three preliminary lemmas. The the
first couple of results involves the sequence {αl}l≥0 given in (4.4.8). Here are its first
six terms
1 , − 1
12
,
1
120
, − 17
20160
,
5
58529
,− 2
231067
,
No explicit formula is known for αl. In order to prove a general identity between its
terms, we consider its generating function
F (x) :=
+∞∑
l=0
αlx
l (4.4.9)
which exists at least for any x ∈ (−1, 1), since it is straightforward to prove from the
definition in (4.4.8) that |αl| ≤ 1 for every l ≥ 0.
Lemma 4.4.5. for any x ∈ [0, 1) one has
F (x) =
2 sinh(x1/2)
x1/2(1 + cosh(x1/2))
. (4.4.10)
where the right hand side can be extended smoothly on 0.
Proof. For x = 0 this identity holds trivially. Let x ∈ (0, 1); we fix N > 0 and and we
sum the recursive identity of (4.4.8) until N obtaining
N∑
l=0
αl+1x
l =
N∑
l=0
1
(2l + 3)!
xl −
N∑
l=0
(
l∑
k=0
αk
2(2l + 2− 2k)!)x
l . (4.4.11)
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Using Cauchy’s product formula, the right hand side of (4.4.11) converges to
+∞∑
l=0
1
(2l + 3)!
xl − 1
2
( +∞∑
l=0
1
(2l + 2)!
xl
)
F (x) =: H(x)− 1
2
G(x)F (x) .
Thanks to some elementary Taylor’s series formulae we can write
H(x) =
sinh(x1/2)− x1/2
x3/2
, G(x) =
cosh(x1/2)− 1
x
. (4.4.12)
On the other hand, the right hand side of (4.4.11) becomes
+∞∑
l=0
αl+1x
l =
F (x)− 1
x
.
By uniqueness of the limit one has
F (x)− 1
x
= H(x)− 1
2
G(x)F (x) ⇐⇒ F (x) = xH(x) + 1
1 + x
2
G(x)
=
2xH(x) + 2
2 + xG(x)
.
Thus we obtain the thesis.
Lemma 4.4.6. For every integer l ≥ 0 one has
l∑
k=0
αk
2(2l + 1− 2k)! =
1
(2l + 2)!
(4.4.13)
Proof. We will prove this identity by calculating explicitly the generating function of
both sides of the equation (4.4.13), obtaining an identity if both functions coincide on
a right neighbourhood of 0. The right hand side of (4.4.13) was already calculated
and it is given by the function G defined in (4.4.12). On the other hand, using again
Cauchy’s product formula one has for every x ∈ [0, 1)
+∞∑
l=0
l∑
k=0
αk
2(2l + 1− 2k)! =
1
2
G1(x)F (x) ,
where the function G1 is given by for any x ∈ [0, 1) by
G1(x) :=
+∞∑
p=0
1
(2p+ 1)!
xp =
sinh(x1/2)
x1/2
.
From an elementary calculation we obtain for any x ∈ [0, 1)
1
2
G1(x)F (x) =
sinh2(x1/2)
x(1 + cosh(x1/2))
=
cosh2(x1/2)− 1
x(1 + cosh(x1/2))
= G(x) .
Thereby obtaining the thesis.
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Lemma 4.4.7. Let γ ∈ (0, 1), N = bγ−1c > 1 and Y ∈ DNγ(X) a random controlled
rough path. Then there exists ε > 0 and a positive random variable K such that∣∣∣∣ bN/2c−1∑
j=0
αj
(
Y
(2j)
t + Y
(2j)
s
2
)
(Zt − Zs)2j+1 −
N−1∑
i=0
Y is
(Zt − Zs)i+1
(i+ 1)!
∣∣∣∣ ≤ K(ω)|t− s|1+ε .
Proof. This result is a direct consequence of the controlled rough path hypothesis on Y
given in the Definition 3.3.2. Indeed by definition of Y there exists a positive random
variable C ′ not depending on t, s such that for any k ≥ 0 one has
|Y (2k)t − 〈Zst ⊗ 12k,∇Ys〉| ≤ C ′(ω)|t− s|(N−2k)γ . (4.4.14)
Writing Yt =
∑N−1
l=0 Y
(l)
t 1
⊗l and recalling the definition of Z, the bound (4.4.14) be-
comes ∣∣∣∣Y (2k)t − N−1∑
l=2k
Y (l)s
(Zt − Zs)l−2k
(l − 2k)!
∣∣∣∣ ≤ C ′(ω)|t− s|(N−2k)γ .
By multiplying both sides by |αk(Zt−Zs)2k+1|/2 there exists a positive random variable
C ′′ satisfying∣∣∣∣αkY (2k)t2 (Zt − Zs)2k+1 − αk
N−1∑
l=2k
Y
(l)
s
2
(Zt − Zs)l+1
(l − 2k)!
∣∣∣∣ ≤ C ′′(ω)|t− s|1+ε , (4.4.15)
where 1 + ε = (N + 1)γ. Summing the identity (4.4.15) from k = 0 to k = bN/2c − 1
all the terms inside the absolute value there exists a random variable K > 0 such that∣∣∣∣ bN/2c−1∑
k=0
(
αk
Y
(2k)
t
2
(Zt−Zs)2k+1−αk
N−1∑
l=2k
Y
(l)
s
2
(Zt − Zs)l+1
(l − 2k)!
)∣∣∣∣ ≤ K(ω)|t−s|1+ε . (4.4.16)
By adding and subtracting the quantity αkY
(2k)
s /2(Zt − Zs)2k+1 inside the sum of the
left hand side of (4.4.16) we rewrite this term as
bN/2c−1∑
k=0
αk
Y
(2k)
t + Y
(2k)
s
2
(Zt − Zs)2k+1 −
bN/2c−1∑
k=0
αkY
(2k)
s (Zt − Zs)2k+1
−
bN/2c−1∑
k=0
N−1∑
l=2k+1
αkY
(l)
s
(Zt − Zs)l+1
2(l − 2k)!
=
bN/2c−1∑
k=0
αk
Y
(2k)
t + Y
(2k)
s
2
(Zt − Zs)2k+1 −
bN/2c−1∑
k=0
αkY
(2k)
s (Zt − Zs)2k+1
−
N−1∑
j=1
Y (j)s (Zt − Zs)j+1
b(j−1)/2c∑
k=0
αk
2(j − 2k)!
=
bN/2c−1∑
k=0
αk
Y
(2k)
t + Y
(2k)
s
2
(Zt − Zs)2k+1 −
N−1∑
j=0
βjY
(j)
s (Zt − Zs)j+1 ,
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where the sequence {βj}j≥0 is defined by the conditions
βj :=

α0 j = 0∑l
k=0
αk
2(j−2k)! j = 2l + 1
αl+1 +
∑l
k=0
αk
2(j−2k)! j = 2l + 2
Therefore the thesis is verified as long as βi = 1/(i+ 1)! for every i ≥ 0. By definition
of {αl}l≥0, one has β2l+2 = 1/(2l+3)! and the equality β2l+1 = 1/(2l+2)! is the content
of the Proposition 4.4.6.
Proof of Theorem 4.4.4. We suppose without loss of generality that all the terms
∑
ti∈Qn
Y
(2j)
ti + Y
(2j)
ti+1
2
(Zti+1 − Zti)2j+1
converge to the corresponding symmetric integral for any j ≥ 1. Thus the theorem will
follow by showing that the sum
SQn := α0
∑
ti∈Qn
Y
(0)
ti+1 + Y
(0)
ti
2
(Zti+1 − Zti) =
∑
ti∈Qn
Y
(0)
ti+1 + Y
(0)
ti
2
(Zti+1 − Zti)
converges in probability to∫ t
0
YrZr −
bN/2c−1∑
j=1
αj
∫ t
0
Y (2j)r d
◦(2j+1)Zr ,
uniformly on t ∈ [0, T ]. Thanks to the Lemma 4.4.7, there exists a positive random
variable K and ε > 0 not depending on t and a sequence of processes Rnt such that
SQn =
∑
ti∈Qn
N−1∑
i=0
Y (i)s
(Zti+1 − Zti)i+1
(i+ 1)!
−
bN/2c−1∑
j=1
∑
ti∈Qn
αj
(
Yti + Yti+1
2
(Zti+1 − Zti)2j+1
)
+Rnt ,
|Rnt | ≤ K(ω)
∑
ti∈Qn
|ti+1 − ti|1+ε ≤ 2K(ω)T |Qn|ε .
Thus Rnt converges a.s. to 0 uniformly on t ∈ [0, T ]. Since the approximations of
the rough integral in (4.4.3) converge also a.s. and uniformly on t ∈ [0, T ] and the
remaining terms converge by hypothesis we obtain the desired result.
By choosing Yt = Φ
′(Zt) where 〈1⊗i,Yt〉 = ϕ(i+1)(Zt), we combine the Theorem
4.4.4 with the formula (4.2.4) to obtain a change of variable formula with the symmetric
integrals.
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Corollary 4.4.8. Let N = bγ−1c. For any ϕ ∈ CN+1b (R,R) one has the identity
ϕ(Zt) = ϕ(Zs) +
bN/2c−1∑
i=0
αi
∫ t
s
ϕ(2i+1)(Zr)d
◦(2i+1)Zr, (4.4.17)
as long as there exists Qn a deterministic sequence of partition of [0, t] satisfying |Qn| →
0 such that only bN/2c− 1 integrals in the right hand side of (4.4.17) are well defined.
Remark 4.4.9. A similar type of formula was obtained in the proof of [GRV03, Thm
4.1] in the context of the fractional Brownian motion B with Hurst index H = 1/4.
Indeed using the definition of the symmetric integral defined as in (4.4.5) the authors
were able to provide for any ϕ ∈ C4(R) the identity
ϕ(Bt) = ϕ(Bs) +
∫ t
s
ϕ′(Br)d◦(1)dBr − 1
12
∫ t
s
ϕ(3)(Br)d
◦(3)Br . (4.4.18)
Even without entering in the technical details of the statement, since the process B
admits a continuous modification which is almost 1/4-Ho¨lder (see [NZ98, Chap. 5]),
the formula (4.4.17) for N = 4 is formally identical to (4.4.18) and the Corollary 4.4.8
generalises such identity for any γ-Ho¨lder process X. However we should not forget
that this result is based upon the trajectorial properties of X and it does not include
the specific probabilistic law of the process X. Indeed it turns out that in the specific
case of B, the Gaussian nature of its process allows to prove in [GRV03, Thm 3.4] the
additional property ∫ t
s
ϕ(3)(Br)d
◦(3)Br = 0 ,
where the integral is again interpreted in the sense of (4.4.5). Thus the formula (4.4.18)
simplifies and we obtain a Stratonovich type formula. By analogy we deduce that even
the the generic formula (4.4.17) might simplify by choosing a specific process X.
4.4.2 A simplified proof of the Stratonovich formula
We apply the Corollary 4.4.8 to give a simplified proof of the Theorem 4.4.1 over
a class of test functions with lower regularity. Indeed the sequence T nt (g
′) given by
(4.4.1) is almost the approximating sequence of a symmetric integral defined in (4.4.4)
when m = 1 an with respect to a specific partition of [0, t] (the last point t is not
included in the sum defining T nt (g
′)). To show the result it is sufficient to recall only
one technical lemma to obtain the Theorem 4.4.1. For its proof see [BS10, Thm 4.3].
Lemma 4.4.10. Let g ∈ C4(R,R). Choosing the sequence tj = j/n we then have the
following convergences
lim
n→∞
bntc∑
j=1, j odd
g(Xtj−1)(Xtj −Xtj−1)3 = lim
n→∞
bntc∑
j=1, j even
g(Xtj−1)(Xtj −Xtj−1)3
= − 3
2pi
∫ t
0
g(Xs)ds ,
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lim
n→∞
bntc∑
j=1, j odd
g(Xtj)(Xtj −Xtj−1)3 = lim
n→∞
bntc∑
j=1, j even
g(Xtj)(Xtj −Xtj−1)3
=
3
2pi
∫ t
0
g(Xs)ds ,
where the limit is in probability, uniformly on t ∈ [0, T ].
Theorem 4.4.11. For any ϕ ∈ C5b (R,R) the trapezoid-type approximations sums
T nt (ϕ
′) given in (4.4.1) converges in probability uniformly on t ∈ [0, T ] to some con-
tinuous process
∫ t
0
ϕ′(Xr)d◦Xr such that we have the Stratonovich-type formula (4.4.2)
and the a.s. identity ∫ t
0
Φ′(Xr)dX1r =
∫ t
0
ϕ′(Xr)d◦Xr . (4.4.19)
Proof. Applying the Corollary 4.4.8 when N = 4 to the process X if there exists Qn a
deterministic sequence of partition of [0, t] satisfying |Qn| → 0 such that the symmetric
integral ∫ t
s
ϕ(3)(Xr)d
◦(3)Xr
is well defined, then the first order symmetric integral∫ t
s
ϕ(1)(Xr)d
◦(1)Xr
is well defined along the same sequence and we have the identities
ϕ(Xt) = ϕ(Xs) +
∫ t
s
ϕ(1)(Xr)d
◦(1)Xr − 1
12
∫ t
s
ϕ(3)(Xr)d
◦(3)Xr ,∫ t
0
Φ′(Xr)dX1r =
∫ t
s
ϕ(1)(Xr)d
◦(1)Xr − 1
12
∫ t
s
ϕ(3)(Xr)d
◦(3)Xr .
Let us show that the sequence of processes
Snt :=
∑
ti∈Qn
ϕ(3)(Xti) + ϕ
(3)(Xti+1)
2
(Xti+1 −Xti)3 P→ 0 (4.4.20)
uniformly on t along the specific sequence of partitions
Qn :=
{
k
n
: k = 0 , · · · , bntc
}
∪ {t} .
Using the notation
Ant :=
1
2
bntc∑
j=1
ϕ(3)(Xtj−1)(Xtj −Xtj−1)3 , Bnt :=
1
2
bntc∑
j=1
ϕ(3)(Xtj)(Xtj −Xtj−1)3 ,
Cnt :=
ϕ(3)(Xtbntc) + ϕ
(3)(Xt)
2
(Xt −Xtbntc)3 ,
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We can easily check that we have the a.s. identity Snt = A
n
t + B
n
t + C
n
t . Moreover
by applying the Lemma 4.4.10 and the general estimate (4.3.4), we obtain also the
following convergences uniformly on t ∈ [0, T ]
Ant
P→ − 3
2pi
∫ t
0
g(Xs)ds , lim
n→∞
Bnt
P→ 3
2pi
∫ t
0
g(Xs)ds , C
n
t
P→ 0 ,
thereby obtaining the that the first order symmetric integral satisfies
ϕ(Xt) = ϕ(Xs) +
∫ t
s
ϕ(1)(Xr)d
◦(1)Xr ,
∫ t
0
Φ′(Xr)dX1r =
∫ t
s
ϕ(1)(Xr)d
◦(1)Xr .
(4.4.21)
Recalling the definition of the sequence T nt (ϕ
′) in (4.4.1), by hypothesis on ϕ there
exists a constant M such that∣∣∣∣T nt − ∑
ti∈Qn
ϕ′(Xti) + ϕ
′(Xti+1)
2
(Xti+1 −Xti)
∣∣∣∣ ≤M |Xt −Xtbntc| .
Using the estimate (4.3.2) and the property tbntc → t, we deduce that T nt converges
in probability uniformly on t ∈ [0, T ] and its limit coincides with ∫ t
0
g′(Xr)d◦(1)Xr and
using the equality (4.4.21) we conclude.
Remark 4.4.12. Looking at the formula (4.4.2), we simply observe that the procedure
to prove it is the same as we briefly recalled in the Remark 4.4.9 for the fractional
Brownian motion with Hurst parameter equal to 1/4. Considering the identity (4.4.19)
we recall that this identity holds only when the converging sums is chosen along some
specific converging sequence of partitions of [0, t], whereas the rough integral does not
depends on that.
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