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Abstract 
Ionospheric variability exists on a broad range of scales, and routinely impacts sky-
wave propagation modes of high frequency radio waves, to the detriment of radar and 
communication systems. In order to better understand the electron density structures 
associated with such variability at mid-latitudes, a network of oblique angle-of-arrival 
(AoA) and Doppler ionosondes were installed in central and northern Australia as part 
of the ELOISE campaign in 2015. This thesis analyses observations from the ELOISE 
AoA ionosondes, with a focus on characterising the influence of medium- to large- scale 
gradients and signatures of travelling ionospheric disturbances (TIDs). 
Following an overview of the experiment, the design and calibration of the new 
ionosonde system is described. With multi-channel receivers connected to each element 
of two twin-arm arrays, a total of eleven AoA paths of between 900 and 2700 km were 
collected, including nine with interleaved Doppler measurements using a special 
channel scattering function (CSF) capability. On-board signal processing was developed 
to perform real-time clear channel evaluation and CSF scheduling, and generate the 
AoA ionograms and delay-Doppler images with fitted electron density profiles. In 
further offline analysis, peak detection and mode classification was carried out, to 
support reflection point mapping and tilt estimation. 
Significant testing and validation of the new ionosonde before and after the experiment 
revealed AoA uncertainties on the scale of 0.2–0.5° in bearing and 0.4–0.9° in 
elevation. Having identified a low-elevation bias, models of tropospheric refraction and 
antenna mutual coupling effects were considered as possible correction strategies, but 
ultimately an empirical approach based on aggregated ionospheric returns was 
implemented. Small-scale (intra-dwell) ionospheric variability also has the potential to 
compromise results, through unresolved multi-mode mixing, and this has been 
investigated using a combination of spatial and temporal variability metrics derived 
from the CSF data. 
The analysis of large quantities of F2 peak data shows persistent diurnal patterns in the 
oblique AoA observables that are also well-captured by a conventional data-assimilative 
ionospheric model, even without the benefit of AoA and Doppler inputs. Furthermore, 
Doppler measurements are reproduced remarkably well using just the midpoint fitted 
profiles. A statistical study has quantified the level of consistency between observations 
 xx 
and model, to provide greater confidence in the results. Many of the geophysical 
features can be interpreted as ionospheric gradients, as evident in the tilt estimates, and 
horizontally moving structures such as TIDs, using a form of Doppler-based drift 
analysis. 
While signatures of TIDs vary considerably, two simple wave-like perturbation models 
have been evaluated to help classify quasi-periodic behaviour in the AoA observations, 
as well as understand the directional filtering effect imposed by the path geometry. In 
some cases, a set of TID parameters can be determined by eye, but in others automatic 
parameter inversion techniques may be more viable. Two such techniques were 
implemented but results using both real and synthetic data demonstrated some 
significant limitations. Finally, attempts to relate TID signatures across multiple paths 
shows promise, but there still appears to be a strong dependence on path geometry that 
is difficult to eliminate. 
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1.1 Opening remarks 
Fifty years ago, Australia embarked on an ambitious over-the-horizon radar surveillance 
program that would prove to become one of the great success stories of Defence science 
and innovation in this country. Persistent remote observations of the regional 
ionosphere have always been a cornerstone of this research program, with a rich data set 
spanning many solar cycles having now been amassed by the Defence Science and 
Technology Group and its predecessors. As the radar hardware became more sensitive, 
and signal processing algorithms improved, there has been increasing impetus to better 
understand the many aspects of ionospheric variability, both from a geophysical 
standpoint and a real-time modelling exercise, as it constitutes one of the main limiting 
factors for system performance. Yet there still remain many unknowns about this first 
frontier of space, particularly as the Sun enters another year of record low activity in 
2020, and the ionosphere continues to surprise and baffle as higher fidelity measuring 
techniques drill down into finer levels of detail and complexity. 
The ELOISE trial in 2015 was conceived as a pivotal step forward in building upon this 
amassed knowledge of ionospheric effects and radar expertise. Bringing together 
several well-established techniques for remotely observing the ionosphere, along with 
an unprecedented number and density of sampling points, the experiment sought to 
relate the signatures of mid-latitude ionospheric variability (including the ubiquitous 
travelling ionospheric disturbances or TIDs) between the different sensors. A core 
component was the deployment of two new high frequency (HF) receiving arrays in 
central Australia, designed to observe a network of oblique propagation paths from 900 
to 2700 km with 2D angle-of-arrival (AoA) and Doppler measurements. This thesis 
covers the development and analysis of observations from this instrument; in particular, 
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focusing on how it responds to ionospheric disturbances on a range of different spatial 
and temporal scales, and the anisotropies in AoA that the oblique geometry introduces. 
 
1.2 Research questions 
High frequency sky-wave radars use the refractive properties of the ionosphere to detect 
and track targets at very long ranges, well beyond the geometric horizon. HF 
propagation through the ionosphere is sensitive to variability on a range of scales, 
driven primarily by solar forcing from above, neutral atmospheric coupling from below, 
and interactions with the geomagnetic field. The understanding of these effects 
ultimately determines the coordinate registration accuracy of sky-wave radars; that is, 
the ability to determine the true location of any target of interest. While there are many 
approaches to measuring ionospheric variability, the ground-based ionosonde (or 
ionospheric sounder) is by far the most common and lends itself well to synoptic-style 
data collection over a wide area of coverage. Although conventional ionosondes usually 
estimate the ionospheric electron density profile from group delay measurements alone, 
regular and often quasi-periodic “off-angle” perturbations from the great circle path, 
measurable across other HF observables as well, offer additional information about the 
structure of the disturbances that make up this variability. 
Oblique incidence sounder networks, in particular, provide an efficient and cost-
effective way to monitor large regions of the ionosphere with a high density of sampling 
points, due to their ability to collect soundings on all pair-wise combinations of 
transmit/receive sites. With the addition of both AoA and Doppler capabilities, the off-
angle behaviour and dynamics in propagation characteristics caused by ionospheric 
disturbances can be studied in detail; that is, in terms of how the manifestation of 
disturbances in sounder observations (ionograms) relates to realistic models of the 
electron density distribution. It is on this foundation that the project considers the 
following research questions: 
 What aspects of ionospheric variability can be identified and parameterised from a 
network of oblique AoA and Doppler ionosondes? 
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 Are these observations consistent with existing models of electron density 
distributions and neutral atmosphere dynamics, and moreover, what is missed by 
conventional sounding techniques? 
 To what extent does the path geometry (i.e. length and orientation) influence the 
response to ionospheric disturbances, particularly those with frontal characteristics 
such as TIDs, and over what spatial scales are coherent disturbance signatures 
observed? 
 What are the instrumental limitations that affect sensitivity and accuracy, and how 
can these effects be corrected or mitigated? 
 
1.3 Aims and objectives 
The principal aim of this PhD project was to investigate the effects of ionospheric 
variability on the AoA and Doppler signatures of oblique HF radio wave propagation, 
and evaluate techniques for inferring ionospheric dynamics and structure directly from 
HF observations (i.e. the inverse problem). A unique data set was acquired as part of the 
ELOISE trial, utilising a new AoA and Doppler ionosonde that built upon the author’s 
previous work on DST Group’s chirp-sounder systems. With a diverse network of 
oblique paths measured simultaneously across central and northern Australia, various 
scales of disturbances in the ionosphere were able to be modelled, observed and 
characterised, both spatially and temporally, in support of the above aim. 
The motivation behind ELOISE as a whole was primarily influenced by its Defence 
application: to understand performance implications on the current and future Jindalee 
Operational Radar Network (JORN), and drive improvements to its ionospheric model. 
To this end, two 19-element twin-arm arrays were constructed in Laverton, Western 
Australia, and Coondambo, South Australia, to receive one-way sky-wave propagation 
paths from a collection of eight down-range transmitters, most of which were separately 
upgraded to operate on a faster revisit rate. By design, these paths overlap with the 
coverage of the JORN Radar 2 East (R2E) backscatter radar. As part of the PhD project, 
a substantial suite of on-board processing software was written to enable remote 
monitoring and collection of the AoA (bearing/elevation) and Doppler (channel 
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scattering function) data, and significant effort was undertaken to test and calibrate the 
arrays, particularly to address the accuracy at low elevation angles. 
The objective of the subsequent analysis was to interpret the observations from the new 
ionosonde in terms of underlying variability in the bottomside ionosphere. Whereas 
previous research on the HF signatures of ionospheric variability has tended to focus on 
paths at vertical incidence, comparatively less work has been carried out at oblique 
incidence, despite being more representative of operational applications in radar and 
communications. The challenge in the oblique case is relating observables across 
different paths with vastly different geometries. The problem can be approached in two 
directions: either by constructing models of the disturbance field and ray tracing 
through these to synthesise the HF observables, or by inverting the observables directly 
to give some parameterised form of the disturbance. This project sought to explore the 
merits of each, with a focus on the F2-layer effects of medium- to large-scale gradients 
(tilts) and TIDs for which the ELOISE AoA network was best suited. 
Although truth data is hard to come by in the ionosphere, a semi-independent 
representation of the electron density distribution, constructed by spatially mapping 
conventional sounder midpoint profiles over an arbitrary set of latitudes and longitudes, 
provided a means of testing alternative disturbance characterisation schemes based on 
single AoA paths. Given widespread use of the spatial mapping approach, including in 
the JORN Real-Time Ionospheric Model, the purpose of this comparison was to offer 
insights into how such a model responds to different scales of variability, and 
quantitative measures of its performance at predicting AoA and Doppler excursions, 
without actually assimilating any such data. 
Of course, such ambitions are fairly broad and it is worth briefly clarifying the scope. 
The layout of the ELOISE experiment restricts coverage to the mid-latitude ionosphere 
over Australia, so naturally no direct statements can be made about the relationships 
with the equatorial and high-latitude regions. Furthermore, the total data collection 
period, spanning just a few weeks with the full set of AoA and Doppler paths, does not 
lend itself to a comprehensive climatological analysis; instead, the emphasis will be on 
case studies to illustrate the typical classes of variability and their interpretations. 
Finally, the spatial and temporal sampling of the ELOISE AoA paths (being several 
hundred km and 3.75 min, respectively) means that rapid small-scale irregularities 
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cannot be easily identified in the data, except within the course of a single channel 
scattering function dwell. Therefore, apart from a short investigation into these effects 
from a system limitation perspective, the bulk of this thesis will address the medium- to 
large-scale variability component. 
 
1.4 Significant outcomes and contributions 
The key outcomes of this work and contributions to the field are as follows: 
 A highly capable experimental ionosonde has been developed for oblique incidence 
reception, incorporating a frequency-agile channel scattering function (Doppler) 
mode and 2D interferometric angle-of-arrival estimation algorithm as part of its on-
board processing. While this system drew components from DST Group’s existing 
ionosonde hardware and software, the AoA and Doppler measurement capabilities, 
along with the subsequent (offline) peak analysis and reflection point mapping 
software, were implemented and tested by the author specifically for this project. 
The ionosonde system takes advantage of the latest direct-digital HF receiver 
technology to offer simultaneous reception of up to eight paths on each element of 
the array. Such observations are believed to be the first of their kind in Australia, 
particularly in terms of the number and range of paths, and offer new contributions 
to the understanding of spatial and temporal variability in the mid-latitude 
ionosphere. 
 Low-elevation array performance has been studied, including modelling the effects 
of mutual coupling and tropospheric refraction, to establish the limitations on AoA 
accuracy. An improved knowledge of such factors, and ways to correct for their 
influence, enables greater value to be gained from longer oblique paths of up to 
3000 km (the notional limit of 1-hop propagation) using simple horizontal planar 
arrays. The impact of small-scale irregularities and unresolved mode mixing has 
also been explored, although admittedly the ELOISE data set is not ideally suited to 
these studies. 
 An analysis framework for relating oblique AoA and Doppler observations across 
many disparate propagation paths to disturbances in the underlying electron density 
field has been created. This includes both parameterised models for generic tilted 
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structure and TIDs, designed to be used in conjunction with HF ray tracing, as well 
as implementations of direct inversion techniques, which have been extended to 
better cater for the oblique incidence geometry (allowing for a spherical Earth 
wherever possible). While finding convincing evidence of coherent disturbance 
signatures over the whole ELOISE coverage region proved to be somewhat elusive, 
substantial steps were nevertheless made towards identifying and classifying these 
signatures on individual paths, and better understanding the path length and aspect 
dependence of the HF response. This last point is an important outcome for the 
design of AoA ionosonde networks, with diversity of oblique path orientations 
being critical for TID studies in particular. 
 Observed ionospheric Doppler shifts have been compared with those estimated by 
ray tracing through fitted midpoint electron density profiles, and the overall level of 
agreement was found to be very good, suggesting that the majority of perturbations 
in Doppler relate to the large-scale variability component which is well-sampled 
from one sounding to the next. In addition, there are some characteristic diurnal 
features that present consistently from day to day. The implication is that, to first 
order, Doppler may be reliably predicted from the group delay measurements of 
conventional sounders only. 
 Peak data from the new ionosonde have been used to validate a data-assimilative 
ionospheric model, representative of the JORN Real-Time Ionospheric Model, in 
terms of its ability to synthetically reproduce the AoA and Doppler observables with 
only conventional sounder inputs. This is assessed in multiple ways: (1) the 
qualitative appearance of diurnal features, (2) the error statistics in the synthetic 
observables, and (3) the characterisation of midpoint gradients (tilts). All indications 
are that the existing modelling approach is sufficiently accurate and fit for purpose, 
despite a degree of spatial and temporal smoothing that suppresses the amplitude of 
some medium-scale disturbances. As well as being a significant statement on the 
utility of conventional sounders in radar coordinate registration, the results also 
offer a sense of the value added by such an AoA ionosonde, should these new 
observations be considered for model assimilation in future. 
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1.5 Thesis outline 
The remainder of the thesis is structured as follows: 
 Chapter 2 (“Background”) presents an overview of the existing literature pertaining 
to observations and modelling of ionospheric variability, to set the context for the 
subsequent analysis of ELOISE AoA soundings. 
 Chapter 3 (“Experiment design, testing and calibration”) provides details on the 
design and development of the ELOISE oblique angle-of-arrival ionosonde array, 
which was carried out by the author as part of this project. Preliminary calibration 
activities, conducted prior to the ELOISE experiment itself, are also documented. 
 Chapter 4 (“Signal processing of ELOISE angle-of-arrival data”) describes how 
DST Group’s existing sounder software suite was expanded to support automated 
scheduling and on-board processing of AoA ionograms and delay-Doppler maps, as 
well as the offline processing of peak data and reflection point mapping that 
underpinned the subsequent variability analysis. 
 Chapter 5 (“Understanding instrumental effects and limitations”) shows examples 
of some typical disturbance signatures from the ELOISE AoA array, and delves into 
two instrumental effects that have the potential to compromise AoA estimation 
accuracy; namely, tropospheric refraction and mutual coupling between antenna 
elements. This culminates in an empirical set of bearing and elevation bias 
corrections for each array. 
 Chapter 6 (“Characterisation of small-scale (intra-dwell) ionospheric variability”) 
explores the small-scale variability, including multi-mode interference effects, that 
exists within the coherent integration time and is unresolved by standard processing. 
A series of metrics are devised and compared in terms of their ability to detect non-
planarity across the array and degradation in the AoA estimates. 
 Chapter 7 (“Characterisation of medium- to large-scale ionospheric variability”) 
looks at the day-to-day and hour-to-hour variability as it manifests in AoA and 
Doppler. This is carried out both in the observable space and using geometrically 
transformed ionospheric tilt and drift parameters. Diurnal patterns identified in 
aggregated observables as well as individual perturbation events are successfully 
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reproduced using data-assimilative models constructed from conventional sounder 
profiles only, providing statistical validation of such approaches. 
 Chapter 8 (“Identification and parameterisation of travelling ionospheric 
disturbance signatures”) focuses on one particular class of medium- to large-scale 
disturbance, the TID, and evaluates ways of identifying and extracting the wave 
parameters from the delay, Doppler and AoA observables using relatively simple 
TID models and geometrical arguments. A framework for synthesising TID 
signatures is a crucial part of this study and allows the effects of varying the wave 
parameters to be better understood. 
 Chapter 9 (“Summary and conclusions”) offers a brief overview of the key research 
outcomes, which are also summarised at the end of each chapter, and concludes with 
a discussion of future work. 
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2 Background 
2.1 The ionosphere 
Ever since Sir Edward Appleton first confirmed the existence of an outer charged layer 
of the Earth’s atmosphere in 1924 [Appleton & Barnett, 1925; Ratcliffe, 1959; Gillmor, 
1982], the ionosphere has been the subject of countless studies, using a variety of 
instruments, that seek to better understand its formation, structure, and interactions with 
other parts of the atmosphere and the Earth’s magnetic field. Between heights of about 
60 km and 1000 km (largely overlapping with the thermosphere), ionisation from 
extreme ultraviolet (EUV) and X-ray solar radiation creates a weak plasma, which 
forms into multiple stratified layers due to the changing neutral densities and ion 
chemistry at different heights [Rishbeth, 1988; Davies, 1990; Kelley, 2009; Schunk & 
Nagy, 2009]. The primary layers in the electron density profile are known as D, E, F1 
and F2 [Chapman, 1950], in order of increasing altitude, and to some extent each varies 
with location (latitude), time-of-day (solar zenith angle), season, solar activity (sunspot 
number), and geomagnetic activity according to the balance of photoionisation, 
recombination and transport. Sporadic-E (Es) layers are less persistent but equally 
important and, along with the F2 layer, exhibit the greatest level of hour-to-hour and 
day-to-day variability, which makes them more difficult to predict from climatologies 
alone. 
For high frequency (HF) radio waves (3–30 MHz), the negative refractive index 
gradient produced by the layers of free electrons in the bottomside of the ionosphere 
causes a bending of the propagation path, in many instances returning the energy to the 
ground where it can be received at very long distances (“over-the-horizon”). This 
property gives rise to a number of applications, such as radar and communications, 
which exploit these sky-wave modes for their operation, along with others, such as 
 10 
satellite navigation systems and radio astronomy, for which the refractive effects are a 
nuisance requiring special compensation. 
To complicate matters, the ionosphere is both dispersive and birefringent, and generally 
will support multiple propagating modes at any given frequency. Signal absorption also 
occurs in the ionosphere as a result of electron collisions with surrounding ions and 
neutral atmospheric constituents; this may be categorised as either non-deviative 
absorption, as in the D layer where collision rates are high but the refractive index is 
close to unity, or deviative absorption, as encountered near the ray apogee height where 
there is strong group retardation. 
In the absence of the geomagnetic field, the HF signal is reflected when the wave 
frequency at vertical incidence equals the plasma frequency at that height. The plasma 







≈ 9.0√𝑁𝑒 , (2.1) 
where 𝑒 is the elementary charge, 0 is the permittivity of free space, and 𝑚𝑒 is the 
electron rest mass. The approximation on the right-hand side applies for 𝑓𝑝 in Hz and 𝑁𝑒 
in electrons per m
3
. Higher operating frequencies will thus penetrate deeper into the 
ionosphere until the peak of the profile is reached; above this so-called critical 




), all signal power is transmitted out 
to space at vertical incidence. 
The refractive index in a cold, collisional, magnetised plasma is given by the Appleton-
Hartree formula [Budden, 1985, eq. (4.48); Davies, 1990, eq. (3.8)]: 
 𝜇 = √1 −
𝑋








 , (2.2) 




 𝑌 ≡ 𝑓𝑔 𝑓⁄ , (2.4) 
 𝑍 ≡ 𝜈 2𝜋𝑓⁄ , (2.5) 
where 𝑓 is the operating frequency, 𝑓𝑔 is the electron gyrofrequency, 𝜈 is the electron 
collision frequency (in rad/s), and 𝜗 is the angle between the direction of propagation 
and the geomagnetic field. Note that the refractive index always lies between 0 and 1, 
and as such, the phase speed of sky-wave propagation is faster than the speed of light, 
whereas the group speed must remain slower. At the point of vertical reflection, 𝜇 = 0. 
The plus-minus sign in equation (2.2) gives rise to two characteristic components, with 
different speeds and polarisations, known as the ordinary (+) and extraordinary (–) or O 
and X waves. The ordinary wave is so-called as at vertical incidence it is unaffected by 
the geomagnetic field. 
By neglecting collisions (i.e. 𝑍 ≈ 0) and the geomagnetic field (i.e. 𝑌 ≪ 1), the 
Appleton-Hartree formula can be reduced to the simpler expression 
 𝜇 = √1 − 𝑋 = √1 − 𝑓𝑝2 𝑓2⁄ , (2.6) 
which more clearly highlights the importance of the plasma frequency in determining 
the reflection height (where 𝜇 = 0). 
A typical daytime, mid-latitude plasma frequency profile, including an embedded Es 
layer, is shown in the left panel of Figure 2.1. As the D layer causes only non-deviative 
absorption in the HF band, with no significant refraction, it is omitted for the purpose of 
estimating path delays. The F2 critical frequency in this example is 8.2 MHz, meaning 
that at vertical incidence, frequencies of up to 8.2 MHz are reflected (as shown in the 
middle panel, which will be revisited in the next section). The upper frequency support 
is extended at oblique incidence (right panel), and in some cases, particularly during 
intense Es, it is possible to observe propagation into the lower VHF band (up to 
~50 MHz). At night, the E layer critical frequency drops below 1 MHz and the F1 layer 




Figure 2.1. Illustrative ionospheric plasma frequency profile (left panel) and synthetic 
1-hop ionogram traces for HF propagation at both vertical incidence (middle panel) and 
oblique incidence (right panel, for a ground range of 2000 km). The four-layer profile, 
colour coded by layer, is constructed as a monotonically increasing set of quasi-
parabolic segments, up to the peak of the F2 layer (excluding the E-F1 valley for sake 
of simplicity). The synthetic traces are generated using analytic ray tracing equations, 
assuming spherical symmetry (i.e. no horizontal gradients) and no geomagnetic field. 
The black dotted line in the right (oblique incidence) panel shows the result of 
performing an equivalent range transform on the vertical incidence trace, revealing the 
limitations of this virtual mirror approximation. 
 
As noted above, the ionosphere is always evolving, and the time rate of change of 




= 𝑞 − 𝐿 − 𝛁 ⋅ (𝑁𝑒𝒖𝑒), (2.7) 
where 𝑞 and 𝐿 are the electron production and chemical loss terms (i.e. photoionisation 
and recombination rates, respectively), and the divergence term accounts for the net loss 
due to transport, with 𝒖𝑒 the mean electron (“drift”) velocity. In the lower D, E and F1 
regions, the system tends to be in quasi-static equilibrium, with production and loss 
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terms approximately equal and opposite, and the electron density changing only very 
slowly (i.e. 𝜕𝑁𝑒 𝜕𝑡⁄  ≈ 0). However, in the F2 region, transport due to diffusion, neutral 
winds (atmospheric tides), and electromagnetic E×B drift (giving rise to the equatorial 
plasma fountain) becomes much more significant and cannot be neglected. Indeed, the 
transport term becomes critical in any treatment of ionospheric disturbances, including 
modelling the behaviour of travelling ionospheric disturbances (TIDs). During extreme 
solar events, emissions of X-rays and energetic particles interact with the ionosphere 
and geomagnetic field to modify the terms in the continuity equation, causing 
potentially rapid changes and ionospheric irregularities. 
Based on the continuity equation and some simplifying assumptions (i.e. a single solar 
wavelength ionising a single-species isothermal atmosphere), Chapman theory 
[Chapman, 1931; Rishbeth & Garriott, 1969, ch. 3.2; Davies, 1990, ch. 2.9] predicts the 
theoretical shape of the ionospheric layers, which for computational purposes are often 
approximated by parabolas or quasi-parabolas [Croft & Hoogasian, 1968]. Under this 
formulation, each layer is parameterised by a peak (critical) frequency, peak height, and 
semi-thickness. A sufficiently flexible ionospheric profile can therefore be constructed 
from a limited number of parameters, as in Figure 2.1, with smooth join segments 
(dashed lines) inserted between layers to condition the profile for ray tracing (e.g. Hill 
[1979]; Dyson & Bennett [1988]; Gardiner-Garden et al. [2018]). 
 
2.2 High frequency ionospheric soundings 
Ground-based high frequency (HF) ionospheric sounders (or ionosondes) have long 
been used to measure the vertical structure of the bottomside ionosphere, dating back to 
the pioneering experiments of Breit & Tuve [1925; 1926] (see also Bibl [1998] for a 
historical overview). In essence, an ionosonde is a low-power radar which records the 
one-way signal amplitude (or path loss) and propagation delay to and from the 
ionosphere as a function of frequency [Davies, 1990, ch. 4; Hunsucker, 1991, ch. 3; 
McNamara, 1991, ch. 5]. At any given frequency, there are typically multiple 
propagation modes, reaching different altitudes in the ionosphere and returning after a 
variable number of hops. The graphical representation of such a radio sounding is the 
ionogram: an image of the received power at each frequency and group delay. Group 
delay is usually expressed in km (i.e. 𝑃′ = 𝑐𝑇𝑔, where 𝑐 is the speed of light in a 
 14 
vacuum and 𝑇𝑔 is the time delay between transmission and reception), and at vertical 
incidence may be divided by two to give the virtual height. Each mode maps out an 
“echo” trace in the ionogram, which is scaled and inverted to give the electron density 
profile. Synthetic renders of such traces, derived from analytic ray tracing, are shown in 
the middle and right panels of Figure 2.1; this excludes geomagnetic effects, which 
would otherwise cause a splitting of the traces into O/X wave components. 
Although single-site vertical incidence sounders (VIS) have historically been the norm 
for their simplicity of operation and analysis, oblique incidence sounders (OIS) provide 
an alternative means of estimating the electron density profile, but at the path midpoint 
instead of overhead. Under a geometric ray interpretation, the propagation is mostly 
influenced by the ionosphere surrounding the ray apogee, so in theory an OIS path is 
able to probe the same disturbances as a VIS at its midpoint, or indeed another 
intersecting OIS path with a co-located midpoint. The two sounder geometries (OIS and 
VIS) can be related to first-order by a trio of fundamental equivalence relationships 
[Davies, 1990, ch. 6.3.1; McNamara, 1991, ch. 12.1], which strictly only hold for a 
plane-symmetric ionosphere in the absence of a geomagnetic field. The secant law 
[Pickering, 1975; Davies, 1990] states that the oblique height of reflection is equal to 
that of a wave incident vertically at an equivalent vertical frequency 𝑓𝑣 = 𝑓𝑜cos 𝛾, 
where 𝑓𝑜 is the oblique frequency and 𝛾 is the angle of incidence to the reflecting 
surface. Breit and Tuve’s theorem [Breit & Tuve, 1926] states that the group delay of 
propagation is equal to the free-space delay of a triangular path, with the same elevation 
angle at the ground, which travels via an equivalent or virtual height. Martyn’s theorem 
[Martyn, 1935] ties these concepts together, declaring that the virtual heights for 
oblique and vertical incidence, at frequencies 𝑓𝑜 and 𝑓𝑣, respectively, are the same, 
thereby enabling an OIS trace to be readily transformed to a VIS trace or vice versa. 
Figure 2.2 schematically shows, for a single ray over a spherical Earth, the oblique 
propagation geometry and the triangular virtual mirror path on which the equivalence 
relationships are based. Despite its limitations, the concept of mirror reflection is used 
repeatedly throughout this work to assist in interpreting the angle-of-arrival data. The 
result of transforming an entire 1-hop trace via equivalent geometry is presented in the 
right panel of Figure 2.1 as a black dotted line (in this case mapping from vertical to 
oblique incidence). Note that the critical frequency cusp at vertical incidence effectively 
doubles back on itself to produce low- and high-angle rays at oblique incidence, which 
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for the same frequency, but different elevation angles, reach different virtual heights in 
the one layer. The nose-like feature at which these meet defines the maximum observed 
frequency (MOF)
1
; this is closely related to the backscatter leading edge, described in 
the next section. Evidently the transform is not perfect compared to the exact synthetic 
trace, however most of the trace attributes are reproduced, and moreover it provides a 
strong foundation for asserting that OIS and VIS are interchangeable in terms of their 
ionospheric characterisation. A number of studies have validated this equivalence by 
comparing OIS ionograms with a VIS located below the midpoint (e.g. Ippolito et al. 
[2015]; Heitmann & Gardiner-Garden [2019]). 
 
 
Figure 2.2. Sketch of oblique propagation geometry, from transmitter (tx) to receiver 
(rx), for a spherical Earth and spherically-symmetric ionosphere (same as in Figure 
2.1). The true refracted ray path (blue dashed line) traverses the E and F1 regions 
before reaching its apogee in the F2 region and returning to Earth. The virtual path (red 
dashed line) has the same group delay as the true path if free space propagation and 
reflection from a mirror were assumed. The virtual height of reflection (ℎ𝑣) can be used 
to relate the oblique and vertical incidence cases, although the equivalence 
relationships strictly only hold for a planar ionosphere. It is because of the sphericity 
that the launch and set-down angles are not quite identical between the blue and red 
paths, as Breit and Tuve’s theorem predicts. 
                                                 
1
 Here the MOF is distinguished from the Maximum Usable Frequency (MUF), which is generally taken 
to be a monthly-median quantity [Piggott & Rawer, 1978]. 
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There are several advantages to the bistatic OIS configuration. First, for large-scale 
ionospheric mapping purposes, their many combinations of point-to-point propagation 
paths permit a greater spatial sampling density than can be offered by a VIS network 
alone, given the same number of sites. Second, they may be used to observe the 
ionosphere at locations where a VIS is impractical (e.g. over oceans). Finally, where 
transmitters and receivers are not co-located, their design and installation is simplified 
considerably; that is, system-generated noise and emissions remain minimal at the 
receiver site and 100% duty cycle waveforms can be used to reduce peak power 
demands. Modern Global Navigation Satellite Systems (GNSS) make OIS network 
synchronisation far easier and more accurate than previous methods such as internal 
clocks or HF timing signals. Oblique path lengths of up to around 2000 km support 
unobscured observations of both 1-hop E and F propagation, and are therefore generally 
preferable, while extended ranges from 2000–3000 km are still of interest for 1-hop F 
and multi-hop propagation. 
Despite ionospheric sounders having been used widely for almost a century (with much 
of the early history outlined by Waynick [1975]), recent advances in technology have 
enabled a new generation of digital ionosondes to be developed, at an unprecedented 
level of sensitivity, and with an increased capacity for sophisticated signal and image 
processing. Notable examples from the last couple of decades include the Digisonde 
DPS-4D [Reinisch et al., 2009], VIPIR/Dynasonde [Grubb et al., 2008; Rietveld et al., 
2008], CADI [MacDougall et al., 1995], AIS-INGV [Zuccheretti et al., 2003], IRIS 
[Arthur et al., 1997], Cyclone [Akchurin et al., 2009], and WMISS [Gong et al., 2016]. 
The Defence Science and Technology (DST) Group has considerable experience in this 
field, with both the Digital Oblique Receiving System (DORS) OIS [Gardiner-Garden, 
Ayliffe, et al., 2008; Gardiner-Garden et al., 2011; Ayliffe et al., 2019] and Portable 
Remote Ionospheric Monitoring Equipment (PRIME) VIS [Harris et al., 2016] designed 
specifically to serve Australia’s sky-wave radar capability, the Jindalee Operational 
Radar Network (JORN); this will be described further in the next section. Both DST 
Group ionosondes employ low-power (20 W) swept waveforms with a 100% duty cycle 
to maximise sensitivity, simplify demands on the amplifier, and reduce potential 
interference with other HF users, compared to their pulsed alternatives, and robust 
direct-digital waveform generator and receiver designs, to enable network-wide 
reception over multiple simultaneous channels. Founded on the pioneering work of 
 17 
Fenwick & Barry [1966], the basic principles of chirp sounders are reviewed by Ivanov 
et al. [2003], with signal processing fundamentals outlined in Appendix A. 
Whereas ionogram scaling was in the past a largely manual task, automatic scaling 
algorithms are now the norm. Most run in near real time on the sounder system itself, 
applying a consistent set of conventions [Piggott & Rawer, 1978] to characterise the 
propagation features and reduce the ionogram image to a parameterised representation. 
These algorithms generally fall into one of two main categories: (1) trace extraction or 
skeletonisation, followed by profile inversion, or (2) template matching techniques, 
which directly fit a synthesised trace or curve to extracted features or image data. A 
prominent example of the former is the software package ARTIST [Reinisch & Huang, 
1983; Reinisch et al., 1988; Reinisch et al., 2005; Galkin & Reinisch, 2008], developed 
for the Lowell Digisonde [Reinisch et al., 2009], while an example of the latter is 
Autoscala [Pezzopane & Scotto, 2004; 2007; 2008; Scotto & Pezzopane, 2007; Scotto, 
2009], developed for the AIS-INGV ionosonde [Zuccheretti et al., 2003]. 
The DORS OIS has its own on-board scaling software within the second category of 
template matching techniques known as the DST-IIP (Ionogram Image Processing) 
algorithm [Heitmann & Gardiner-Garden, 2019]. A sample ionogram with key features 
and fitted traces overlaid is shown in Figure 2.3. Note that O/X separation is not 
required for the DST-IIP algorithm, and indeed the standard DORS configuration uses 
only a single vertically polarised, omni-directional receive antenna [Ayliffe et al., 
2019]. A solution for the automatic separation of oblique O/X returns using dual-
polarised dipole antennas with two orthogonal arms has been explored [Harris et al., 
2017], although the required phase offsets are elevation dependent and, as such, results 
can be less robust than for the VIS geometry under complex multi-mode conditions 
(e.g. spread-F). 
Beyond measuring an amplitude-only ionogram, modern ionosondes are often equipped 
with additional sensing capabilities to improve their characterisation of ionospheric 
variability. While there exist a number of commercially available vertical incidence 
sounders with support for angle-of-arrival (AoA) and/or Doppler (e.g. the Lowell 
Digisonde [Reinisch et al., 2009] and Dynasonde [Rietveld et al., 2008]), such systems 
are not as common for one-way oblique incidence as they require comparatively large 




Figure 2.3. A daytime DORS ionogram from Humpty Doo to Alice Springs (1234 km) in 
northern Australia. The key 1-hop F2 features, extracted automatically, are overlaid in 
the left panel, while the fitted (synthetic) traces are overlaid in the right panel. The 
1-hop trace in dark blue (O-mode) and black (X-mode) has been fitted to the extracted 
E, Es and F2 features, while the 2-hop traces (including Es/F combinations) in light 
blue, light grey, red and magenta are predicted only from the 1-hop fit, and may or may 
not match the image depending on horizontal gradients in the ionosphere. 
 
resolution at low elevations. Multipath scatter due to re-radiation from local conductive 
structures (up to a few km away from the array) is also more detrimental for oblique 
AoA estimation [Ross et al., 1951], making site selection extra important. Many earlier 
oblique experiments (e.g. Ross et al. [1951]; Sweeney [1970]; Rice [1973]; Sherrill & 
Smith [1977]) focused on AoA observations over narrow frequency channels only, 
although several more recent studies have collected oblique AoA soundings over the 
full HF band (e.g. Wright & Kressman [1983]; Black et al. [1993]; Sherrill & Brown 
[1997]; Rogers et al. [2003]; Vertogradov et al. [2013]). The principles of modern 
direction finding [Gething, 1991; McNamara, 1991], including array design and digital 
wavefront analysis (AoA estimation), are of course pertinent to this oblique AoA 
sounding problem. 
The ionospheric Doppler shift is an important observable for characterising horizontal 
drifts and the motion of TIDs. By convention, it is a measure of the time rate of change 
of phase path (itself an ambiguous quantity), and therefore requires one or more replicas 
of the sounder chirp or pulsed signal to produce a valid estimate. Observations can be 
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collected in the form of either wideband Doppler ionograms, typically with just one or a 
small number of Doppler estimates per frequency and delay cell (e.g. Wright & 
Pitteway [1982]; Reinisch [1986]; Parkinson et al. [1999]; Ayliffe et al. [2019]), or 
narrowband channel scattering functions (CSFs), capturing the full Doppler spectra but 
at a discrete set of frequencies only (e.g. Basler et al. [1988]; Wagner et al. [1988]; 
Warrington [1996]; Angling et al. [1998]; Harris & Frazer [2005]). As always, this 
represents a compromise between frequency resolvability, Doppler resolvability, and 
the total observation time. The choice ultimately depends on the required sounder 
cadence (with CSFs requiring a longer dwell time per frequency), spectral licensing 
agreements, and nature of the disturbances being studied. Instantaneously wideband, 
noise-like waveforms may offer the potential for concurrent CSFs at all frequencies 
[Barnes et al., 2010], although the interference implications on other HF users must be 
carefully considered. Time-interleaved measurements can alternatively be used to boost 
the Doppler resolution [Lynn, 2008], but for a swept waveform, this means breaking the 
time/frequency coherence of the signal. 
 
2.3 Over-the-horizon radar in Australia 
The Jindalee Operational Radar Network (JORN) is a network of three HF sky-wave 
over‐the‐horizon radars (OTHRs) operated by the Australian Defence Force, for 
monitoring aircraft and ships off the northern and western coasts of Australia. Each 
radar consists of two electronically steered phased arrays of vertically polarised 
antennas, for oblique transmission and reception at long ranges in a quasi-monostatic 
configuration (with transmit and receive sites separated by up to 100 km). Backscattered 
energy from targets of interest are resolved in apparent azimuth (steer angle), slant 
range (group delay), and Doppler, with the latter particularly essential for separating out 
the unwanted “clutter” caused by ground and sea backscatter. The principles of HF sky-
wave radar are described in Headrick & Anderson [2008] and Fabrizio [2013], while the 
relevant ionospheric effects are addressed in Cervera et al. [in press]. More specific 
details about JORN itself can be found in Cameron [1995], Colegrove [2000], and 





Figure 2.4. Locations and surveillance regions for each of the three JORN radars. 
Remote OIS and VIS assets provide ionospheric observations surrounding the 1-hop 
midpoints (notionally at half the range). 
 
Because of diurnal changes in the ionospheric frequency support and varying channel 
characteristics, the JORN radars, like their international OTHR counterparts (including 
ROTHR [Headrick & Thomason, 1996] and NOSTRADAMUS [Bazin et al., 2006]), 
are frequency-agile systems by necessity. At any time, there exist both leading and 
trailing edges of backscatter propagation which dictate the minimum and maximum 
ranges that can be reached by each frequency [McNamara, 1991, ch. 5.4]; all shorter 
ranges fall in the “skip zone” and fail to be illuminated, while longer ranges at low 
elevation angles are highly attenuated. Among the available propagating modes, 1-hop 
E and Es are favoured for stable and often single-mode propagation out to 2000 km, 
most suitable for the detection of slow-moving ships at Doppler frequencies in and 
around the clutter, whereas the leading edge of 1-hop F2 offers increased range out to 
3000 km and generally higher sub-clutter visibility (or clutter-to-noise ratio), most 
suitable for the detection of aircraft. The choice of frequency/mode does also depend on 
the size (radar cross section) of the target and clear channel availability. 
The JORN radars are supported by a substantial number of remote OIS and VIS assets 
(currently forming 21 and 13 ionospheric sample points, respectively), which are used 
JORN Longreach (R1) 
JORN Laverton (R2) 
JORN Alice Springs (R3) 
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to accurately observe and model radar propagation out to distances of 1000–3000 km 
[Earl & Ward, 1987; Wheadon et al., 1994]. Two-way backscatter sounders and mini-
radars also complement the one-way OIS and VIS observations with measurements of 
the backscattered clutter power, leading/trailing edges of propagation, and ionospheric 
Doppler characteristics as a function of frequency and range. Together these instruments 
feed data into a real-time parameterised representation of the ionosphere, which serves 
two major roles: (1) to offer waveform parameter advice, including frequency selection, 
for illuminating the desired geographic region, and (2) to perform coordinate 
registration (CR) on target tracks, in conjunction with known reference points (such as 
cooperative targets, HF transponders/beacons, land-sea boundaries, and prominent 
terrain features). In short, coordinate registration is the mapping from radar space (steer 
angle and group delay) to ground coordinates (latitude and longitude); this is highly 
dependent on the operating frequency and propagation mode. The nature of ionospheric 
variability means that climatological models are inadequate to perform these key roles. 
In particular, unlike the HF communication problem, HF radar demands not only 
accurate estimates of critical frequencies, but also layer heights, in order to provide 
effective CR. 
Although the JORN radar coverage spans geomagnetic latitudes of 5–40 °S, the 
ionospheric region that governs propagation only extends as far as the 1-hop midpoints, 
at roughly half the range. This sits on the southern shoulder of the equatorial anomaly 
(at ~20 °S) and is therefore mid-latitude in nature. Compared to equatorial and 
auroral/polar latitudes, the ionosphere at mid-latitudes is much more benign, largely 
avoiding the worst of the plasma instabilities and magnetospheric coupling which can 
lead to strong radio wave scattering from small-scale irregularities. Direct field-aligned 
backscatter is unlikely owing to the non-perpendicular alignment of JORN ray paths 
with respect to the geomagnetic field. 
Commonly encountered ionospheric disturbances at mid-latitudes, such as TIDs and 
night-time spread-F, affect HF sky-wave radar observations in two ways: 
1 By reducing the detectability of targets, due to ionospherically induced 
perturbations in backscattered power (focusing/defocusing effects) and Doppler. 
In complex multi-mode propagation environments, unresolved mode structure 
may lead to wave interference effects [Västberg & Lundborg, 1997; Fabrizio, 
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2000; Yau, 2003], causing rapid signal fading, distortion and potential azimuthal 
errors, while time and range dependent ionospheric Doppler perturbations also 
degrade the Doppler spectra of clutter in and around which targets may be 
detected. Changes in the AoA may also cause low-elevation rays to and from the 
target to become obscured by the Earth. 
2 By reducing the CR accuracy, as these disturbances possess fine structure and 
short decorrelation scales which are often poorly captured by the sparse spatial 
and temporal sampling of conventional ionosonde networks. This can lead to 
errors in both the automatic association of target tracks on different propagation 
modes and CR corrections [Barnes et al., 2000; Nickisch et al., 2007], ultimately 
resulting in poor target localisation and the potential for duplicate (ghost) tracks. 
Mitigation techniques for TIDs in OTHR data are non-trivial and generally require full 
spatial and temporal characterisation of the disturbance field [Jones & Reynolds, 1975; 
Nickisch et al., 2006; 2007]; AoA and Doppler soundings are especially relevant to such 
an inversion problem. Those TIDs with a horizontal propagation component transverse 
to the HF ray path tend to be more unfavourable, as anti-symmetric or tilted structure in 
the down-range (longitudinal) direction has very little impact on delay and azimuth 
measurements [Barnes et al., 2000; Bennett & Dyson, 2002]. This is due to the self-
correcting geometry between the path segments to and from the ionosphere. Recent 
projects such as Net-TIDE [Reinisch et al., 2018] and HFGeo [Munton et al., 2019] 
have studied this problem in some detail, with data-assimilative models extended to 
incorporate AoA inputs in order to provide improved CR [Nickisch et al., 2016; 
Mitchell et al., 2017]. Signal processing techniques also have an important role to play 
in mitigating the fading and distortion effects (e.g. Anderson & Abramovich [1998]; 
Fabrizio [2000]), as well as novel radar architectures that offer directional selectivity on 
both transmit and receive to eliminate degraded propagation modes (e.g. Abramovich et 
al. [2013]; Frazer et al. [2014]). 
Some of these challenges are currently being addressed as part of a mid-life upgrade of 
JORN which is now underway [Allison et al., 2019]. As well as replacing ageing 
equipment, this project will see the ionosonde network expanded to offer an even finer 
level of spatial sampling, to improve the modelling of medium- to large-scale 
disturbances. This builds on knowledge gained through DST Group trials such as the 
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Dense Integrated Network of Ionospheric Sounders (DINIS) [Gardiner-Garden et al., 
2011], the Spatial Ionospheric Correlation Experiment (SpICE) [Harris et al., 2012], and 
most recently, the Elevation-sensitive Oblique Incidence Sounder Experiment 
(ELOISE) [Gardiner-Garden et al., 2019]. A subset of data from ELOISE forms the 
basis of the analysis in this thesis. 
 
2.4 Observations and models of ionospheric variability 
Ionospheric variability is broadly defined as behaviour that deviates from the long-term 
mean or “climatology” [Forbes et al., 2000; Rishbeth & Mendillo, 2001; Araujo-Pradere 
et al., 2005]. There are many sources of variability at mid-latitudes, and their effects on 
radio waves range from small-scale amplitude and phase scintillations, causing short-
term signal fading, to large-scale perturbations in the propagation path, causing an 
increased likelihood of errors in direction finding and coordinate registration 
applications. During periods of severe degradation, when both signal and clutter are 
significantly spread in range and Doppler due to micro-multipath irregularities 
(typically associated with night-time spread-F), much of the HF band may be left 
unusable for voice/data communications and radar target detections. In essence, any 
irregularities on the scale of a wavelength or larger can have a potential impact on HF 
propagation and are therefore of great interest to observe and model. 
It is important to distinguish between normal and abnormal variability. The former is 
what most data-assimilative models such as the JORN RTIM primarily seek to address, 
in a deterministic and often real-time capacity. It is contained in the usual day-to-day 
and hour-to-hour changes in the electron density distribution, driven by the solar flux 
and bulk plasma transport mechanisms. Longitudinal gradients associated with the solar 
(dawn/dusk) terminators and latitudinal gradients associated with the shoulder of the 
equatorial anomaly [Davies, 1990, ch. 5.1] are prominent examples at mid-latitudes. 
The latter (abnormal) component is more difficult to predict, often appearing as data 
outliers which test the robustness of models, and in some cases must rely on a statistical 
characterisation only. It can be triggered by isolated occurrences such as high-energy 
solar events (e.g. X-ray flares and coronal mass ejections), geomagnetic storms (through 
interactions with the solar wind and auroral particle precipitation), earthquakes and 
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tsunamis, and explosions. For localised sources, this can include propagating wave-like 
disturbances such as TIDs, which are the focus of the next section. 
Having explained the operational importance of understanding ionospheric dynamics 
and disturbances, this section will review some of the ways in which spatial and 
temporal variability in the bottomside ionosphere is observed and modelled. Although 
networks of ground‐based ionosondes are a well‐established means of observing the 
ionosphere at low cost and with high sensitivity, various other instruments have also 
contributed to the vast knowledge on this subject, including many outside the HF band. 
Among these are powerful VHF incoherent scatter radars (e.g. Hunsucker [1991, ch. 5]; 
Balan et al. [2000]; Lei et al. [2005]; Chau et al. [2010]), GNSS ground-based receiver 
networks performing total electron content mapping/tomography (e.g. Mannucci et al. 
[1998]; Otsuka et al. [2002]; Jakowski et al. [2012]), GNSS radio occultation satellite 
missions (e.g. Schreiner et al. [1999]; Jakowski et al. [2002]; Yue et al. [2014]), in situ 
rocket and low Earth orbit sensors (Langmuir probes) (e.g. Brace [1998]; McNamara, 
Cooke, et al. [2007]), and all-sky airglow cameras (e.g. Makela [2006]; Shiokawa et al. 
[2009]). 
Within the HF band, observations of ionospheric variability are commonly made using 
ground-based ionosondes (as described earlier), continuous-wave Doppler radars 
(e.g. Davies & Baker [1966]; Chum et al. [2012]; Crowley & Rodrigues [2012]), 
dedicated CSF beacon networks (e.g. Nickisch et al. [2016]; Hysell et al. [2016]), and 
backscatter sky-wave radars (e.g. Croft [1972]; Anderson & Lees [1988]; He et al. 
[2004]; Chisham et al. [2007]; Ishida et al. [2008]). Each measures some combination 
of signal amplitude, group delay, phase path (Doppler), AoA, and/or polarisation 
information, although only the ionosonde can provide unambiguous electron density 
profiles. Knowledge of AoA is crucial for the study of gradients and other horizontal 
structure. Routine gradients such as those associated with passage of the solar 
terminator, especially at dawn, can cause AoA deviations of up to 20° at vertical 
incidence [Paul, 1985] and several degrees at oblique incidence [Black et al., 1993]. 
There are a vast number of both physics-based and data-driven models of the 
ionosphere that seek to represent ionospheric propagation variability in terms of 
changes in the underlying electron density distribution. The data-driven models can be 
further split into climatological models, based on empirical functions or monthly-
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median statistics, and data-assimilative models, which ingest real-time observations to 
support “nowcast” predictions; each class is suited to different applications. Notable 
examples of the former are the International Reference Ionosphere (IRI) [Bilitza, 2001; 
Bilitza & Reinisch, 2008; Bilitza et al., 2014; Bilitza et al., 2017], NeQuick [Radicella 
& Leitinger, 2001; Leitinger et al., 2005; Nava et al., 2008], Simplified Ionospheric 
Regional Model (SIRM) [Zolesi et al., 1993; 1996], and Advanced Stand Alone 
Prediction System (ASAPS) [McNamara, Decker, et al., 2007; Space Weather Services, 
2020], while examples of the latter are the Global Assimilation of Ionospheric 
Measurements (GAIM) [Schunk et al., 2004; Scherliess et al., 2004; Scherliess et al., 
2006], IRI Real-Time Assimilative Mapping (IRTAM) [Galkin et al., 2012; Bilitza et 
al., 2017], SIRM Updated (SIRMUP) [Zolesi et al., 2004; Tsagouri et al., 2005; 
Pezzopane et al., 2011], Electron Density Assimilative Model (EDAM) [Angling & 
Cannon, 2004; Angling & Khattatov, 2006; Angling & Jackson-Booth, 2011], GPS 
Ionospheric Inversion (GPSII) [Fridman et al., 2006; Fridman et al., 2012; Fridman et 
al., 2016], and JORN’s Real-Time Ionospheric Model (RTIM) [Barnes et al., 2000; 
Gardiner-Garden, Heitmann, et al., 2008; Gardiner-Garden et al., 2011]. Nowcasting 
usually adopts a background ionosphere as a starting point for modifications, which 
may be either a monthly-median representation (e.g. the IRI) or a physics-based model 
(as in GAIM). 
Evaluations of nowcast modelling performance against truth ionosonde data have 
consistently shown significant accuracy improvements over purely climatological 
models such as the IRI [McNamara et al., 2011; Pezzopane et al., 2011; McNamara et 
al., 2013; Elvidge et al., 2014], particularly in terms of the day-to-day variability caused 
by solar and geomagnetic activity (space weather) and hour-to-hour variability caused 
by neutral winds and TIDs. Physics-based (“first principles”) models such as the 
Thermosphere-Ionosphere-Electrodynamics General Circulation Model (TIE-GCM) 
[Qian et al., 2014], Global Ionosphere Thermosphere Model (GITM) [Ridley et al., 
2006], and SAMI3 [Huba et al., 2008] tend to be poorer again than the empirical 
approaches, both in terms of systematic biases and correlation with observations 
[Elvidge & Angling, 2014; Elvidge et al., 2017], making them more suited to basic 
research of atmospheric coupling than operational use. 
Although each model adopts a slightly different parameterisation or sampling scheme, 
all the nowcast models listed above are primarily based on the assimilation of 
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measurements from ground-based ionosondes and/or GNSS Total Electron Content 
(TEC) receivers. GPSII is rather unique in its ability to also assimilate AoA 
observations. Data from other satellite sensors, backscatter leading edges, and networks 
of HF beacons and known reference sources may be combined through more general 
tomographic imaging and constrained optimisation techniques [Fridman & Nickisch, 
2001; Bust & Mitchell, 2008; Hysell et al., 2016], although the ionosonde still remains 
one of the best sources of fine height information [Rogers et al., 2001]. Besides the 
global coverage of GAIM and IRTAM, most approaches are designed for regional 
ionospheric modelling; the JORN RTIM is one such model. The RTIM is constructed as 
a set of spatial maps, each of which represents a parameter from the JORN multi-
segment quasi-parabolic (MQP) profile specification [Gardiner-Garden et al., 2018] on 
a regular latitude/longitude grid over Australia. 
A core part of any ionospheric modelling effort is the ability to ray-trace through an 
electron density distribution, under the assumption of geometric optics. While various 
implementations exist (e.g. Coleman [1998]; Bennett et al. [2004]; Nickisch [2008]; 
Azzarone et al. [2012]; Cervera & Harris [2014]; Zawdie [2015, app. A]; Psiaki [2019]), 
all involve integrating the refractive index, as given for example by the Appleton-
Hartree formula in equation (2.2), over some conceptual ray path, defined by a 
frequency and initial launch angles. Phase path 𝑃 and group path 𝑃′ (more strictly, path 
lengths) are distinguished from the geometric path 𝑆 by the integrand. In the absence of 
collisions [Davies, 1990, ch. 1.5; Bennett et al., 2004], 
 𝑃 = ∫𝜇 cos𝛼 𝑑𝑠, (2.8) 
 𝑃′ = ∫𝜇′ cos𝛼 𝑑𝑠, (2.9) 
and 
 𝑆 = ∫𝑑𝑠, (2.10) 
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where 𝛼 is the angle between the wave vector and ray direction (zero for an isotropic 
media without the geomagnetic field), and 𝜇′ = 𝜕
𝜕𝑓
(𝑓𝜇) ≈ 1 𝜇⁄  (neglecting collisions). 
Note that allowing for collisions leads to a complex refractive index and ray path, which 
makes calculations much more laborious [Budden & Terry, 1971]; instead, absorption 
effects can be modelled separately [Pederick & Cervera, 2014; Zawdie et al., 2017]. 
Some parametric profiles, such as the JORN MQP profile, support fast analytic ray 
tracing (ART) under certain approximations [Dyson & Bennett, 1988; Bennett et al., 
1991], even allowing for spherical asymmetry [Norman & Cannon, 1999; Norman et 
al., 2012] and first-order adjustments for O/X splitting [Bennett et al., 1991; Chen et al., 
1990; 1992]. However, with the increased performance of modern computing, 
numerical ray tracing (NRT) is now far more common, offering considerably more 
flexibility, without parametric constraints, and accuracy, particularly with regard to 
characterising horizontal gradients and geomagnetic effects. The JORN parameter 
advice and coordinate registration sub-systems currently run 2D NRT in operations, 
while 3D NRT is employed for research purposes using the PHaRLAP toolbox [Cervera 
& Harris, 2014; Cervera, 2019]. The latter is based on a form of the Hamiltonian 
(canonical) equations derived by Haselgrove & Haselgrove [1960] and Haselgrove 
[1963]. 
Synthetic ionogram traces, such as those in Figure 2.1 and Figure 2.3, are an important 
tool for evaluating an ionospheric model, and can be generated by applying ART/NRT 
and a ray homing (interpolation) technique [Chen et al., 1992]. Equivalent geometry 
may be used as a starting point for defining a suitable fan of rays. Group delay 𝑃′ = 𝑐𝑇𝑔 
(from sounder observations) and group path 𝑃′ = ∫𝜇′ cos𝛼 𝑑𝑠 (equation (2.9), from ray 
tracing) are taken to be one and the same by Fermat’s principle, thus permitting a direct 
comparison with observations. Meanwhile, the ionospheric Doppler shift is related to 





, and can be estimated from the ray data 
as a finite difference. The worth of any model can be measured in terms of its ability to 
synthetically reproduce the HF observables across space (i.e. different paths) and time. 
Despite the limitations discussed earlier, spherical mirror models still have their place in 
studies of medium- to large-scale ionospheric disturbances, especially when qualitative 
understanding is more important than numerical exactness. The simplicity and elegance 
is unrivalled, and tilts of up to a few degrees can be incorporated fairly easily, for 
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example, by shifting the centre of the reflecting sphere so that it is no longer concentric 
with the Earth [Folkestad, 1968; Dyson & Bennett, 1992]. For rapid smaller-scale 
fluctuations associated with fading, scintillation and spread Doppler signatures, specular 
reflection is no longer a valid approximation, and the effects of scattering and wave 
interference must be considered; a simple but commonly-used technique is the thin 
diffracting phase screen [Ratcliffe, 1956; Basler et al., 1988; Nickisch, 1992]. Such 
effects can also be simulated by combining a statistical model for the irregularities with 
standard ray tracing [Coleman, 1996]. Owing to the vastly different scales involved, it is 
not unusual to focus on only one of the above variability components at a time, and in 
this work, both the experimental setup and models were designed first and foremost for 
characterising the medium- to large-scale component dominated by gradients and TIDs. 
 
2.5 Travelling ionospheric disturbances 
Travelling ionospheric disturbances are understood to be the ionospheric manifestation 
of atmospheric gravity waves (AGWs) in the thermosphere, where quasi-periodic 
perturbations in the neutral winds cause free electrons to be displaced along 
geomagnetic field lines (e.g. Hocke & Schlegel [1996]). Wave-like irregularities were 
first identified in HF ionospheric returns by Pierce & Mimno [1940], who ascribed them 
to regions of concave and convex curvature, and the pioneering spaced-receiver 
experiments of Munro [1948; 1950; 1958] provided clear evidence of their horizontal 
motion. It was the seminal work by Hines [1960] (also Pitteway & Hines [1963; 1965]) 
that established the theoretical relationship between TIDs and AGWs, and their 
propagation in an isothermal atmosphere. As one of the main contributors to 
ionospheric variability, and present almost continuously, there have been countless 
subsequent studies on the subject of TIDs, and these are summarised in reviews by Yeh 
& Liu [1974], Francis [1975], Hunsucker [1982], and Hocke & Schlegel [1996], and the 
compilation of annotated papers in Hines et al. [1974]. 
Part of the strong interest in AGWs/TIDs is their role in transferring energy and 
momentum between different atmospheric heights and latitudes [Laštovička, 2006], as 
the waves dissipate and break. While the term is used rather broadly to encapsulate 
waves generated from a wide variety of disparate mechanisms, among the common 
sources are meteorological processes (e.g. frontal systems, orographic wind flows, and 
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convective activity such as during severe thunderstorms) in the troposphere, and auroral 
dynamics (e.g. Lorentz forces and Joule heating associated with the auroral electrojet 
and energetic particle precipitation) in the high-latitude upper atmosphere. Isolated 
events such as earthquakes and explosions can also trigger AGWs/TIDs. As a general 
rule of thumb, medium-scale TIDs (MSTIDs, with ~15–60 min periods) tend to be 
associated with regional tropospheric sources within 1000–2000 km, while large-scale 
TIDs (LSTIDs, with ~30–180 min periods) typically propagate equatorwards from 
distant auroral sources at E region heights, even under geomagnetically quiet conditions 
[Hocke & Schlegel, 1996]. The range of horizontal wavelengths and periods that can 
propagate up to the F2 region is dictated by the AGW dispersion relation, dissipative 
effects, and background winds. 
In the ionogram domain, TIDs often appear as distortions or kinks in the otherwise 
smooth trace, which ripple down from high to low heights as a result of the 
characteristic forward-tilted phase-front of the horizontally moving disturbance 
[Martyn, 1950; Munro & Heisler, 1956a]. Such features correspond to off-angle 
propagation geometries and are usually accompanied by an S-shaped perturbation in the 
ionospheric Doppler shift as a function of time [Davies & Baker, 1966; Georges, 1968; 
Chum et al., 2008]. Post-sunset TID amplitudes are typically larger, due to the increased 
height of the ionosphere and lower neutral atmospheric densities at these heights, and 
can result in “satellite” traces, distinct from the main trace altogether. Depending on the 
path length, it is not uncommon for reflection points to be horizontally displaced by tens 
or hundreds of kilometres, on the same scale as the TID wavelength, which can have 
serious repercussions on techniques that assume midpoint reflection [Zawdie et al., 
2016]. 
To place the relevant research problems into context, it is useful to refer to the 
AGW/TID response function model in Figure 2.5. This expresses the response as the 
convolution of four filtering stages, each of which imparts its own characteristics on the 
power spectrum and directional pattern of the observed perturbations. From left to right, 
stage 1 covers the distribution of AGW sources and how they radiate away from the 
source locations, stage 2 addresses the influence of neutral wind filtering and dissipation 
as the waves propagate to greater heights, stage 3 governs the ion/neutral interactions 
that produce the TID within the ionosphere, and stage 4 draws in the propagation and 
instrumental effects. An overview of each is provided in the following paragraphs. 
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geomagnetic field lines to create so-called “electrified” TIDs at night [Saito et al., 1998; 
Kelley, 2011; Narayanan et al., 2018]; evidence for this can be found in airglow images 
and GNSS TEC values mirrored at magnetic conjugate points (e.g. Otsuka et al. [2004]; 
Shiokawa et al. [2005]; Valladares & Sheehan [2016]). 
In addition to the primary sources in the lower atmosphere, it has been proposed that 
under certain conditions, a strong AGW may also break and deposit its energy and 
momentum into the background flow around the mesopause, via a cascade to smaller-
scale waves and turbulence. This causes local body forces which excite larger-period 
secondary waves whose amplitudes grow rapidly with height [Vadas & Fritts, 2001; 
Vadas et al., 2003]. With few direct observations, it is fair to say that these aspects of 
the response function model remain largely based on theory. 
Stage 3 in Figure 2.5 covers the key relationship between wind perturbations in the 
thermosphere (the AGW) and electron density perturbations in the ionosphere (the 
TID). Through ion-neutral collisions and ambipolar diffusion, a component of the 
neutral wind motion is imparted to the ionospheric plasma along the direction of the 
geomagnetic field [Hines, 1960]. At F2 heights, neutral density changes are sufficiently 
small and ion lifetimes sufficiently long that fluctuations in the rates of photoionisation 
and recombination, as well as the solar flux reaching a given point, are mostly 
negligible compared to the dominant transport process. As such, the electron density 
perturbations may be calculated from the divergence alone [Hooke, 1968]. The result is 
a TID that has many of the same properties as the underlying AGW, including period, 
horizontal wavelength and velocity, and can therefore function as a passive tracer for 
the source wave [Francis, 1975]. Fractional TID amplitudes can be much larger than the 
associated AGW [Hooke, 1968; Dyson et al., 1970; Kirchengast, 1996], with electron 
density perturbations of 10–20% not unusual in the F2 region (particularly at night) 
[Thome, 1964; Hooke, 1968], which makes them readily detectable by ground-based 
sensors. In addition to these larger disturbances, a smaller-amplitude TID background of 
~1–3% perturbations is observed almost continuously by more sensitive instruments 
such as incoherent scatter radars at mid-latitudes [Oliver et al., 1997; Djuth et al., 1997; 
Djuth et al., 2004]. It is important to note that the AGW/TID relationship is not strictly 
one way, with ion drag also acting, albeit weakly, to damp the AGW [Kirchengast et al., 
1996]. 
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A number of physics-based TID models (e.g. Hooke [1968]; Clark [1970]; Clark et al. 
[1971]; Davis [1973]; Francis [1974]; Bottone [1993]; Kirchengast [1996]) have 
explored the AGW/TID relationship in some detail, starting with a dispersion formula 
and, from this, deriving equations of motion for the plasma. In most cases a small-
amplitude, linearised form is assumed. The lossless model treatment developed by 
Hooke [1968] is a leading example, and is briefly summarised in Appendix E, with a 
focus on its application to TID parameterisation and synthesis. Along with the above 
models, based on electron density perturbations driven by the neutral wind as a whole 
(i.e. bulk motion), several authors have also reported numerical results using coupled 
atmospheric-ionospheric models to resolve interactions with the individual plasma and 
neutral species (e.g. Millward et al. [1993]; Duly et al. [2014]; Miyoshi et al. [2017]). 
A fundamental property of the ionospheric response to AGWs, present in both theory 
and measurements, is its directional anisotropy [Hunsucker, 1982; Hocke & Schlegel, 
1996]. Classical collision theory predicts a greater TID amplitude response for medium- 
to large-scale waves propagating equatorward in the mid-latitude F2 region, with the 
ambient vertical electron density gradient, geomagnetic inclination (dip angle), and 
azimuthal dependence of frictional ion drag being among the most influential factors 
[Hines, 1968; Liu & Yeh, 1969; Hooke, 1970]. Diurnal and seasonal variations occur 
due to the dependence on the profile shape, with a steep vertical gradient further 
enhancing the equatorward response. Wave-induced variations in the solar radiation 
flux, which depends on the alignment between the AGW phase-fronts and solar 
incidence angles, and anisotropic wind filtering of AGWs (from stage 2) may also play 
a role. 
Night-time observations in particular indicate a preferential westward and equatorward 
propagation direction for mid-latitude F-region structure, including the electrified class 
of MSTIDs [Shiokawa et al., 2003; Shiokawa et al., 2009; Ding et al., 2011]. These 
disturbances are found to coexist over a very wide latitude span (at least 30°), with 
wavefronts extending out to thousands of kilometres [Tsugawa et al., 2007; Ogawa et 
al., 2009]. The night-time case is believed to be caused by the combination of the 
Perkins instability and polarisation electric fields [Kelley & Makela, 2001], in contrast 
to daytime MSTIDs which conform more to classical collisional theory [Kelley & 
Miller, 1997]. 
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As one of the main research interests of the ELOISE experiment, stage 4 in Figure 2.5 
focuses on how the observing instrument responds to the ionospheric perturbations, as 
well as the inverse problem of extracting TID characteristics from observed signatures. 
Whereas measurements like GNSS TEC and airglow are height-integrated quantities, 
HF ionospheric soundings at multiple frequencies offer the benefit of height-sensitive 
information about the ionosphere. Off-angle returns are a leading indicator of tilted 
structure caused by TIDs, and this is where AoA estimation plays a key role, along with 
analysis tools like HF ray tracing. The measurement technique and its geometry also 
sets sensitivity limits on the amplitudes, spatio-temporal scales, and propagation 
directions of TIDs that may be detected, and it is not a trivial task to remove these 
effects when comparing different instruments, or even HF oblique paths of different 
lengths/orientations. 
The signatures of TIDs in HF data are varied but generally include the following three 
characteristics: (1) quasi-periodicities that are common across multiple observables 
(such as power, group delay, Doppler and AoA) and fall within the physical spectrum of 
AGWs capable of reaching ionospheric heights; (2) a descending phase progression 
with height (frequency), caused by the forward-tilted phase-front; and (3) spatial lags 
between ionospheric sample points that point to a consistent horizontal propagation 
direction. It is worth noting that a quasi-periodic signature alone does not necessarily 
imply a TID. Depending on the scale of the disturbance, a kink in the ionogram trace is 
not always present, and even when it is, the TID can affect the observables over a much 
broader part of the trace [Lynn, 2008]. 
The HF response can be synthesised to first-order by considering specular reflection 
from a simple corrugated mirror surface (e.g. Lyon [1979]), or by ray tracing through a 
model ionosphere consisting of a horizontally-moving electron density peak or trough 
(e.g. Lobb & Titheridge [1977]). A more sophisticated approach is to couple an AGW-
seeded perturbation model (from stage 3, e.g. Hooke [1968]) with a ray tracing engine 
(e.g. Cervera & Harris [2014]). Although in theory a single TID can be characterised by 
just a few parameters (i.e. amplitude, period, wave vector, and phase), in most real 
world examples, TIDs appear as a superposition of many components, of different 
origins, and isolated waves are unusual [Jacobson & Carlos, 1991; Bowman, 1995; 
Afraimovich et al., 2003]. 
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Automatic inversion of TID parameters is considerably more difficult and usually relies 
on a number of simplifying approximations, such as mirror reflection and a small-
amplitude limit, to make the problem tractable. A review of such techniques can be 
found in Hocke & Schlegel [1996]. For conventional ionosondes without AoA, the 
parameter inversion typically involves some form of multi-site true height analysis, 
which neglects horizontal motion in the reflection points (e.g. Klostermeyer [1969]; 
Tedd et al. [1984]; Bowman [1992]). With only a single AoA sounder path, partial 
parameterisation is possible using purely geometrical equations [Bramley, 1953; Clarke, 
1972, ch. 7], but spectral analysis is usually called upon in the more general multi-
component case. The Frequency and Angular Sounding (FAS) technique [Beley et al., 
1995; Galushko et al., 2003; Paznukhov et al., 2012] has cemented its place as one of 
the leading algorithms for both oblique and vertical incidence AoA sounders, with 
application to real-time TID monitoring in the European Net-TIDE project [Reinisch et 
al., 2018], while the VIPIR/Dynasonde approach [Negrea et al., 2016] appears to offer 
excellent results at vertical incidence, using gradient (tilt) estimates from the NeXtYZ 
inversion technique [Zabotin et al., 2006]. Greater model sophistication again is needed 
to relate the TID observations back to the source AGW parameters (i.e. reversing both 
stages 3 and 4 via a physics-based model of AGW/TID interactions), with an attempt by 
Kirchengast et al. [1995] relying on parameter iteration and extra information from 
incoherent scatter radar, including ion/electron temperatures, to overcome the 
complexity of this problem. 
There is still some debate about the relationship between AGWs/TIDs and spread-F, a 
phenomenon that is pervasive in the post-midnight ionosphere at mid-latitude sites, 
particularly around sunspot minimum and more so near the winter/June solstice(s) 
[Bowman, 1964; Hajkowicz, 2007]. Although the term “spread-F” originated as a 
description for diffuse F-region echoes in night-time ionograms, it is now used much 
more broadly to describe enhanced scattering and scintillation of radio waves in general, 
and the underlying irregularities themselves, which confuses things considerably. 
It has long been established that spread-F in ionograms often coincides with severe 
radio scintillation [Briggs, 1964; Booker, 1979]; in equatorial regions this is widely 
accepted to be the result of small-scale plasma bubbles driven by the generalised 
Rayleigh-Taylor instability [Sultan, 1996; Kelley, 2009, ch. 4.2], whereas at mid-
latitudes the mechanism for scintillation is postulated to be turbulent upwelling due to 
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AGW seeding of the Perkins instability [Perkins, 1973; Kelley & Fukao, 1991]. For HF 
soundings, off-angle total reflection from irregular (wave-like) electron density surfaces 
appears to be the primary cause [King, 1970; Bowman, 1990; Wright et al., 1996; Earle 
et al., 2010], with smaller-scale field-aligned irregularities having only a more minor 
role [Bowman & Hajkowicz, 1991]. Satellite traces are frequently observed to be a 
precursor to spread-F [McNicol et al., 1956; Herman, 1966; Bowman; 1981; Bowman 
& Monro, 1988; Lynn et al., 2013; Paul et al., 2019], adding weight to the argument that 
the two effects are related. Furthermore, through the use of ray tracing, TID-seeded 
models of plasma bubbles have been shown to reproduce spread-F-like returns in 
simulated ionograms [Jiang et al., 2020]. 
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3 Experiment design, testing and calibration 
3.1 Overview of the ELOISE angle-of-arrival experiment 
The Elevation-sensitive Oblique Incidence Sounder Experiment (ELOISE) was a 
campaign aimed at observing the HF propagation effects of small- to medium-scale 
ionospheric variability in the mid-latitude Australian region (geomagnetic latitudes from 
30–40 °S), and assessing the performance of data-assimilative ionospheric models such 
as the Jindalee Operational Radar Network (JORN) Real-Time Ionospheric Model 
(RTIM) in representing this variability. ELOISE augmented the existing JORN network 
of ground-based ionosondes with additional sites and measurement capabilities and 
included periods of wide-area target tracking and backscatter observations on the JORN 
Laverton sky-wave over-the-horizon radar. The experiment as a whole, which extends 
beyond the scope of this thesis, was carried out by large team of scientists and engineers 
from the Defence Science and Technology (DST) Group, in conjunction with the Royal 
Australian Air Force (RAAF), Capability Acquisition and Sustainment Group (CASG), 
BAE Systems Australia, and Lockheed Martin Australia. 
ELOISE builds on the many earlier spaced ionosonde experiments, such as those 
conducted by Munro [1950], Clarke [1972], and Harris et al. [2012] (SpICE) in 
Australia, and more recently by Munton et al. [2019] (HFGeo), Reinisch et al. [2018] 
(Net-TIDE), and Caton et al. [2017] (AFCAP) internationally. However, it is believed 
to be unique in both its size (i.e. the total number of ionospheric sample points) and its 
joint use of large- and small-scale measurements, in space and time, across a variety of 
different high-fidelity instruments. By focusing on the use of oblique incidence 
sounders, equipped with multi-channel direct-digital receivers, ELOISE was able to 
sample the ionosphere very finely without an overwhelmingly large number of sites, as 
each pair of transmitting and receiving sites can be observed simultaneously. Such a 
network would not have been feasible with vertical incidence sounders alone. 
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The inclusion of angle-of-arrival (AoA) estimation on many of these oblique paths 
further enhanced the ability to characterise spatial structures such as large-scale electron 
density gradients and travelling ionospheric disturbances (TIDs), while Doppler spectra 
generated by the channel scattering function (CSF) mode complemented this with a 
measure of the corresponding dynamics. Since a significant proportion of ionospheric 
variability occurs on a timescale smaller than the sounder revisit interval, the CSF 
observations were crucial for gaining insights into the full spectrum of ionospheric 
variability. Although TIDs are understood to be a major contributor to mid-latitude 
ionospheric variability, it is important to note that the scope of ELOISE was broader 
than a study of TIDs alone. 
A full description of the aims and data types of the ELOISE experiment can be found in 
Gardiner-Garden et al. [2019] (also reproduced in Appendix F.5), but in summary it 
consisted of the following components: 
 Two twin-arm receiving arrays near Laverton, Western Australia, and Coondambo, 
South Australia, collecting angle-of-arrival (AoA) ionograms and channel scattering 
function (CSF) delay-Doppler maps on oblique paths of between 900 and 2700 km 
[Heitmann et al., 2018]. Eight cooperative down-range transmitters were controlled 
by these systems, each radiating from a single omni-directional antenna (as depicted 
in Figure 2 of Ayliffe et al. [2019]). The locations of the arrays and the eleven AoA 
paths observed are shown in Figure 3.1. The great circle path lengths and bearings 
are specified in Table 3.1. Table 3.2 summarises the two standard observation 
modes (ionogram and CSF) that were scheduled on these ionosonde arrays. 
 A dense network of conventional oblique incidence sounder (OIS) and vertical 
incidence sounder (VIS) systems, providing a total of 51 and 12 1-hop ionospheric 
sample points, respectively, over central and northern Australia. 
 A fine-scale quasi-vertical incidence sounder (QVIS) network in the region of Alice 
Springs, Northern Territory, providing an additional five ionospheric sample points 
within ~60 km of the existing VIS sample point at Alice Springs Airport. 
 Nine 4–8 hr collection periods on the JORN Radar 2 East (R2E) sky-wave 
backscatter radar at Laverton, including track data from a network of eight 
transponders (i.e. down-range repeaters) and commercial air targets of opportunity, 
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along with spatial maps of backscattered surface clutter over the full 90° arc of 
coverage (shown in Figure 3.1). 
 An all-sky airglow camera (TRACE, the Thermospheric Radar Airglow Correlation 
Experiment) near Alice Springs [Unewisse et al., 2016], with 557.7 nm (green) and 
630 nm (red) filters to measure atomic oxygen emissions at primarily E (~96 km) 
and F2 (~250 km) heights, respectively [Unewisse & Cool, 2016]. 
The research presented in this thesis focuses on the analysis of observations from the 
two ELOISE AoA arrays, described in the first dot-point. In carrying out this research, 
the author was responsible for much of the pre-trial planning and software development 
that pertained to these AoA systems, including the array design, testing and calibration, 
CSF scheduling algorithm, and on-board signal processing. Additional hardware and 




Figure 3.1. Locations of the two receiving arrays (Laverton and Coondambo) and 
eleven oblique AoA paths during the ELOISE campaign (as listed in Table 3.1). 
Doppler (CSF) observations were made on all but two of these paths (dashed lines). 
The black lines define the eastern arc of coverage for the co-located JORN R2E sky-
wave radar at Laverton, showing down-range distances of 1000, 2000 and 3000 km. 















While the ELOISE campaign as a whole notionally ran from July to October 2015, the 
full set of AoA data were collected for only a subset of this, as illustrated in the 
availability plots of Figure 3.2. The top and bottom panels show ionogram and CSF 
availability, respectively. Missing data can occur for a number of different reasons, 
including power and data communication outages, transmitter and receiver hardware 
failures, system tests and upgrades, and (for CSF only) lack of propagation/clear 
channels, all of which were logged. The Coondambo system in particular also required 
on-site supervision, owing to its reliance on a diesel generator, so was operated on a 
shift basis (typically 8 hours per day) at times when DST Group staff were available. 
The eleven oblique AoA paths were observed simultaneously with a revisit interval of 
3.75 min in most cases. This cadence was chosen to ensure TID responses, with periods 
as low as 10–15 min, were adequately sampled. Scheduling was interleaved between 
wideband sounder sweeps (for ionograms) and narrowband repetitive waveforms (for 
channel scattering functions) on nine of these paths, such that during each epoch, one 
ionogram and three CSF dwells (on different frequencies) were recorded. The use of 
multiple CSF frequencies ensured that ionospheric Doppler was sampled at a variety of 
different heights in the F2 region. A further two paths into Laverton (from South 
Hedland and Curtin) were receiving AoA observations, without a CSF capability, and 
with a longer 7.5 min revisit interval; as such, the ionograms from these paths are 
reported as having 50% availability in Figure 3.2. 
Following pre-trial maintenance and calibration activities, good-quality ionogram and 
CSF observations were made on both ELOISE AoA arrays from 5–17 September 2015; 
this will be the main focus period of subsequent chapters. Geomagnetic storm 
conditions were reported on three of these days: 7, 9 and 11 September (days 250, 252 
and 254), the effects of which are briefly described in Gardiner-Garden et al. [2019]. 
The enlarged availability plot in Figure 3.3 better highlights the data collected within 
this core period. The Coondambo array was disassembled shortly after this, whereas the 
Laverton array continued to collect data until suffering catastrophic lightning damage 
on 17 January 2016, albeit without access to CSF transmissions from 21 September 
2015. The front-end receiver design has since been modified to provide more protection 




Figure 3.2. ELOISE AoA data availability, for both ionogram (top panel) and CSF 
(bottom panel) data types over the paths listed in Table 3.1. Full (100%) availability in a 
given hourly interval assumes one ionogram and three CSF dwells on each path every 
3.75 min. Some sounders ran with a longer (7.5 min) revisit interval for certain periods, 
and as such, these appear as yellow (50%) in the top panel. Day-of-year is measured 
in UT days beginning on 1 January 2015 (day 1). 
 
 
Figure 3.3. ELOISE AoA data availability, as in Figure 3.2, but enlarged to show just 
the core period from 5 to 17 September 2015 (days 248 to 260). 
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The remainder of this chapter presents an outline of the ELOISE AoA array design, 
deployment, testing and calibration activities, all of which occurred as a precursor to the 
experiment itself. 
 
3.2 Array design 
ELOISE presented the opportunity to develop a modern direction-finding ionosonde, 
customised for this particular experiment. Leveraging DST Group’s considerable 
experience in ionospheric sounders (e.g. Harris et al. [2016]; Ayliffe et al. [2019]) and 
phased-array HF radars (e.g. Fabrizio [2013]; Frazer et al. [2014]), the ELOISE AoA 
system was a new design with a new set of on-board processing built upon this previous 
work. In contrast to older-generation direction-finding ionosondes (e.g. Clarke [1971]; 
Paul et al. [1974]; Wright & Pitteway [1979]; Baulch et al. [1984]; Poole & Evans 
[1985]; Black et al. [1995]; Vertogradov et al. [2013]), the ELOISE AoA array featured 
a multi-channel direct-digital receiver per element, for high-fidelity observations on 
multiple oblique paths simultaneously. Also, unlike many previous systems, it was 
designed for mid- to long-range oblique reception, primarily over a ~40° arc of 
azimuths with elevations from 0–20° (excluding the two paths without CSF support). 
Two-dimensional phased antenna arrays are a common means for making directional 
measurements in radar, radio direction-finding, and radio astronomy applications. These 
arrays may be filled or sparse, with regular or irregular antenna spacing. Such design 
choices are a trade-off between resolution and gain requirements, subject to constraints 
on the physical array dimensions and number of antennas/receivers. For practical 
reasons, a horizontal planar array was chosen for ELOISE, although this provides a 
reduced effective aperture at low elevation angles. Vertically suspended HF arrays, 
including so-called curtain arrays, while possible, are costly and come with an increased 
potential for aeolian phase noise due to wind-induced antenna vibrations. 
The ELOISE AoA array was constructed as a cross-type layout, consisting of two 
orthogonal uniform linear arms of ten vertically polarised broadband monopoles sharing 
a common antenna element (i.e. 19 elements in total). Unlike the conventional Mills 
Cross [Mills & Little, 1953], the common element was not at the geometric centre of the 
array; the asymmetry was a compromise to conform to the available cleared land and 
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accommodate another adjacent HF system at Laverton. Uniform spacing was chosen 
over a minimum redundancy solution to enhance sensitivity and increase robustness 
against wavefront distortions and degraded or poorly calibrated elements. A wire-mesh 
ground screen surrounded the entire installation to help stabilise the antenna impedances 
and improve low-elevation performance. The ground screen extended to a minimum of 
10 m clearance on all sides of the array, including 30 m directly in front of the array 
(i.e. towards the paths of interest). 
Schematics of the array layouts at Laverton and Coondambo are shown in Figure 3.4 
and Figure 3.5, respectively, with the ground mat dimensions indicated in Figure 3.6. 
The asterisks represent each of the 6.5 m aluminium monopoles, aligned to form one 
arm of length 180 m, with 20 m inter-element spacing, and another of length 90 m, with 
10 m spacing. Boresight is defined to be the axis of the long arm. The arrays were 
deployed in May 2015 (Laverton) and August 2015 (Coondambo) by qualified technical 
staff from DST Group, allowing for a period of significant software development and 
testing to be carried out by the author ahead of the ELOISE experiment itself. 
 
 
Figure 3.4. Overhead layout of the Laverton ELOISE array. The asterisks indicate the 
locations of the 19 monopole antenna elements, arranged in two uniform linear arms. 
Great circle bearings for all observed AoA paths in Table 3.1 are shown by the inset 
compass arrows. Element numbering is from 1–10 on the longer (“endfire”) arm, and 
[11, 8, 12, …, 19] on the shorter (“broadside”) arm, where 8 is the common element. 
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Figure 3.5. As above, but for the Coondambo ELOISE array. 
 
A photo looking down the end of the short arm at Laverton is presented in Figure 3.7, 
while an aerial view clearly showing the two orthogonal arms is presented in Figure 
3.8. On the paths of interest, the long and short arms notionally observe signals close to 
end-fire and broad-side, respectively, and provide the ability to estimate both elevation 
and bearing (azimuth) from both arms combined. Note that the Coondambo array is 
simply a mirrored and reoriented version of the Laverton array. To simplify calibration, 
the intent was to use a set of electrically matched feed cables at each site, although due 
to deployment issues there ended up being two sets of matched cables at Laverton 
(differing by about 4.5 m or 15 ns in electrical length).  
Although such a sparse 2D array is not well suited to imaging applications, with 
conventional phased array beamforming offering poor side-lobe performance in general, 
its purpose in this case was simply to operate as a digital interferometer; that is, 
adopting a robust phase-fitting technique to estimate (but not fully resolve) AoA for the 
discrete one-way propagation in each processed frequency, delay and Doppler bin. 
Similar techniques (often described as Fourier or Doppler interferometry) have had a 
long history of use in radio direction-finding and imaging problems (e.g. Burtnyk & 
Wolfe [1967]; Adams et al. [1986]; Meek & Manson [1987]; Kudeki [1988]; Parkinson 




Figure 3.6. Ground mat dimensions of the ELOISE arrays, with the Laverton site 
modified (as shown in red) to conform to available land constraints. To improve the 
low-elevation performance, the wire mesh was extended to a distance of 30 m, or one 
wavelength at a typical operating frequency of 10 MHz, at all points in front of the array 




information was available from the ELOISE array setup. The 2D imaging problem is 
explored further in Appendix B, using sample data from the ELOISE array, and the 
verdict is that the spatial domain offers little extra in terms of mode resolvability. 
Since the antenna elements are notionally omni-directional, there is a grating lobe 
ambiguity problem caused by the spatial under-sampling (i.e. elements spaced by more 
than half a wavelength above 7.5 MHz). For an array designed to operate across more 
than four octaves (2–36 MHz), this is near impossible to eliminate without reducing the 
inter-element spacing to the point where mutual coupling becomes unacceptable. 
Instead, the ELOISE array layout deliberately increases the spacing as much as possible 
to maximise the effective aperture, while keeping the nearest ambiguities (i.e. at the 
upper end of the HF band) outside physical sky-wave propagation limits. 
This is illustrated in Figure 3.9, in terms of steer angles on each arm, and Figure 3.10, 
in terms of bearing/elevation, for the Laverton array at a frequency of 30 MHz. The 
large “x” and “+” markers represent the nominal directions of 1-hop E and F2 
propagation, respectively, for each of the eight AoA paths, and the smaller markers 
(connected by dashed lines) indicate the nearest ambiguities. An “exclusion” window of 
at least ±20° in both bearing and elevation, over the entire HF band, ensures that such 
ambiguities can be suitably managed using the 1-hop great circle geometry as a 
reference. In practice, the window is actually much wider than this at typical 
propagation frequencies (e.g. at least ±80° at 10 MHz). Based on DST Group’s prior 
experience in HF radar, and subsequent results from the ELOISE experiment itself, only 
the most extreme disturbances could lead to AoA deviations which fall outside this 
unambiguous window for the oblique paths in Table 3.1. 
Where multiple hops are present, Figure 3.11 shows that the elevation offset from the 
1-hop mirror mode at the same group delay never exceeds about 3° on the shortest 
Laverton path (South Hedland) or 7° on the longest path (Scherger). This is for up to 
3-hops and virtual heights of up to 500 km. Combination E/F modes (i.e. the so-called 
M and N mode geometries depicted in Figure 4.8 of McNamara [1991]) are also 
expected to have elevation offsets within these ranges. The significance of this is that 
the largest multi-hop elevation offset is always substantially less than the smallest 
exclusion window of ±20° for the ELOISE array, so the use of 1-hop geometry to 
resolve grating lobe ambiguities is a sound strategy. 
 49 
 
Figure 3.9. Nominal steer angles of arrival for sky-wave E and F propagation on each 
of the Laverton AoA paths (represented by the large “x” and “+” markers, respectively). 
Mirror reflection geometry is assumed, with representative 1-hop virtual heights of 
100 km (E) and 300 km (F2). The nearest ambiguities at 30 MHz, caused by spatial 
under-sampling of the array, are shown by the smaller markers, connected to the true 
locations by the horizontal and vertical dashed lines. These define the limits of the 
unambiguous (“exclusion”) window. 
 
 
Figure 3.10. As above, but transformed to the bearing/elevation domain. 
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Figure 3.11. Elevation spread between different multi-hop geometries on each of the 
Laverton AoA paths (colour-coded the same as in Figure 3.9). The solid, dashed and 
dotted lines in each colour are for 1-, 2- and 3-hop mirror reflection, respectively, from 
virtual heights of 80–500 km. Nominal E and F mode elevations, assuming virtual 
heights of 100 km and 300 km, are represented by the “x” and “+” markers, 
respectively, where the lowest elevation is for 1-hop and highest elevation is for 3-hop. 
 
Each antenna element was connected to its own direct-digital HF receiver, of the same 
design as those used previously in DST Group’s Digital Oblique Receiving System 
(DORS) [Gardiner-Garden, Ayliffe, et al., 2008; Gardiner-Garden et al., 2011; Ayliffe 
et al., 2019; the latter is also reproduced in Appendix F.2]. These wideband receivers, 
developed specifically for HF radar applications [Frazer, 2007], support multiple 
independent down-converter channels, allowing many oblique propagation paths to be 
observed simultaneously. In this case, both 8- and 3-channel variants (NexGenR and 
MkIID models) were utilised at Laverton and Coondambo, respectively. Note that the 
front-end filters of the MkIID have a slightly more limited passband (5–35 MHz) than 
those in the more modern NexGenR (2–45 MHz), although it is still possible to make 
observations outside this range with reduced gain. 
Existing DORS command and control software [Ayliffe et al., 2019] was used to 
schedule and collect raw sounding data on each receiver channel; that is, representing 
the in-phase and quadrature (I/Q) 32-bit floating-point samples on all 19 antennas after 
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digital deramping and down-conversion (also known as stretch processing, described in 
Appendix A). This software also managed the automatic gain control, which was 
synchronised between all receivers on the array and tasked to maintain ~10 dB 
headroom on the analogue-to-digital converters. The on-board processing, described 
further in Section 4.2, operated directly on the raw data, generating both CSF schedules 
for slaved sounder sites and processed data files that were sent back to a central server 
at DST Group Edinburgh, South Australia in near real time. Raw data were also 
recorded locally to support post-processing and further algorithm development, 
although for the most part, it is the results from the on-board processing that are 
presented in this thesis. 
 
3.3 Array calibration 
The ELOISE AoA system was designed to minimise the potential for calibration errors 
on the receiving array, including the use of electrically matched feed cables, a common 
GPS-disciplined time and frequency reference, and uniform element spacing along each 
arm. Nevertheless, small positional/timing errors, mutual coupling effects, and receiver 
mismatch can all pose accuracy limitations on the AoA estimates if left uncorrected. 
Due to their significant size and the complex medium through which their signals 
propagate, calibration of HF sky-wave arrays is a non-trivial problem, and requires 
many spatially-distributed sources, ideally in the far-field, to solve for the above factors 
[Solomon, 1998]. Among the main design limitations considered as part of the ELOISE 
array calibration problem were the following: 
1 While the arrays were deployed by a highly skilled team of radio-frequency 
engineers from DST Group, making use of a theodolite and precision compass to 
place antenna elements in the field, there remains some uncertainty in the overall 
rotational alignments due to limitations in relating Magnetic North to True 
North. These uncertainties are expected to be on the scale of 1°. 
2 For such a sparse and asymmetric 2D array, the influence of mutual coupling 
effects on the measured phase angle can vary considerably between elements. 
Furthermore, the challenge of operating over a wide frequency band (nominally 
2–36 MHz) means that the array becomes quite over-sampled at the longer 
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wavelengths (element spacing ~10 m << wavelength ~100 m), making it even 
more prone to mutual coupling. 
3 Operating at very low elevations makes measurements more susceptible to the 
finite ground mat properties (as specified in Figure 3.6), local multi-path from 
nearby reflecting surfaces, and potentially tropospheric refraction. 
Each of these items will be explored further in Chapter 5, based on both modelling and 
large aggregated sets of ELOISE AoA estimates, analysed after completion of the 
experiment. However, for the purpose of on-board processing, a preliminary set of 
empirical correction factors were derived to partially address items (1) and (2) prior to 
the ELOISE experiment commencing. Distributions of the fitted phase residuals and 
absolute bearing estimates from the least-squares AoA fitting technique, described in 
Section 4.2.2, were used as the key measures for this preliminary calibration exercise. 
Gain differences between the elements/receivers were not explicitly addressed, as the 
interferometric AoA technique does not use signal amplitude, although these differences 
were found to be on the scale of ±1 dB. 
Firstly, an assortment of sky-wave signals spanning various angles of arrival were 
observed on each of the Laverton and Coondambo arrays, and a fixed (frequency- and 
direction-independent) timing offset that minimised the overall spread of AoA fit 
residuals was determined for each array element. These offsets, typically of the order of 
±2 ns, were adjusted manually by eye, one at a time, until the peaks in the residual 
distributions were roughly centred about zero. Secondly, known line-of-sight and 
surface-wave signals, with their more precisely defined “truth” directions, were used to 
provide a rotational (bearing) correction for the array. These two steps are illustrated for 
the Coondambo array in Figure 3.12 and Figure 3.13, respectively. Phase residuals (in 
radians) have been converted to time residuals (in ns) for ease of comparing different 
frequencies, and bearing offsets are measured with respect to the true line-of-sight or 
great circle bearing. 
Between the top and bottom panels of Figure 3.12 there is a marginal reduction in the 
root-mean-square error (RMSE) of the fit (thick black line, calculated as per equation 
(4.7) in Section 4.2.2.2), indicating that the apparent wavefronts across the array are 





Figure 3.12. Histograms of AoA fit residuals before (top) and after (bottom) applying 
preliminary timing corrections, illustrated by the bar graphs on the right. Results are for 
a single thresholded ionogram, containing sky-wave propagation from Harts Range to 
Coondambo on 2015/08/26 05:30 UT. Only a modest improvement in the total RMSE 
distribution is attained with this simple representation. The remaining spread in the 
distributions is due to both calibration errors that are not adequately captured by this 
representation and physical wavefront distortions imparted by the ionosphere. 
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spread remains in these sky-wave observations. Closed-loop receiver testing, using a 
directly injected waveform, identified that the component due to receiver and cable 
mismatch (but excluding ionospheric distortions and positional errors) is less than 
±1 ns. The reduced RMSE for line-of-sight observations in Figure 3.13 suggests that 
much of the remaining non-planarity in Figure 3.12 is indeed ionospheric in origin. A 
rather distinct positive bias of at least +1° is present in the bearing estimates of Figure 
3.13, pointing to the need for a rotational correction, although it falls short of 
accounting for the frequency dependence in the top (“ionogram”) panel. 
Another example of estimating the rotational correction, this time for the Laverton 
array, is shown in Figure 3.14. In this case, a remote surface-wave signal was used; 
histogram counts are lower than Figure 3.13 due to waveform discontinuities that 
prohibited overlapped processing. Once again, a positive bias is present in the bearing 
estimates. Given the above results, a preliminary rotational correction of -1° was 
adopted in the on-board processing of both Laverton and Coondambo arrays. 
To provide further confidence in the calibrated output, an independent validation was 
set up using the nearby JORN R2E uniform linear array (ULA) at Laverton [Colegrove, 
2000; Johnson et al., 2008; Sinnott, 2015]. Over a short test period, AoAs for 1-hop F2 
mode propagation were measured simultaneously as CSF dwells on both ELOISE and 
JORN arrays; these are presented in Table 3.3 for a single path (Cloncurry to Laverton). 
Results are specified as equivalent steer (cone) angles with respect to the JORN array 
boresight, each representing the azimuth angle of a conically ambiguous ULA beam at 
zero elevation. The ELOISE steer angles were derived from the joint AoA solutions on 
both arms (see Section 4.2.2), while the JORN steer angles (with inherent coning 
ambiguity and specified to 0.5° precision only) came from offline analysis and peak 
fitting of JORN baseband data using DST Group’s radar signal processing test bed. 
With the JORN radar being engineered and maintained to strict operational 
requirements, it is taken to be the “truth” in this comparison. At 3 km in length, it is also 
a substantially larger and more sensitive array. Despite some remaining discrepancies of 
up to 0.5°, which cannot be explained by the 1.6 km array separation alone, there is 
generally improved agreement between the ELOISE and JORN equivalent steer angles 
after applying the rotational correction to the ELOISE AoA estimates. It is noted that 
delay and Doppler estimates were also in very close agreement. 
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Figure 3.13. Line-of-sight (near-field) observations of a test transmitter located ~2 km 
north of the Coondambo array. The three panels show the thresholded “ionogram” (top) 
along with histograms of the bearing offset (bottom left) and fit RMSE (bottom right). 
Bearing offsets are measured with respect to the true bearing from the common 
element; a positive offset indicates a clockwise rotation in the apparent bearing, likely 
caused by an array boresight that is in fact less than the design value in Figure 3.5. 
 
 
Figure 3.14. Surface-wave observations of a remote sounder transmitter located 
~80 km east of the Laverton array. The panels are the same as in Figure 3.13. Bearing 
offsets are measured with respect to the great circle path bearing. 
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 High-fidelity AoA measurements were made on a set of eleven intersecting oblique 
paths using two purpose-built HF receiving arrays. Nine of these paths were also 
equipped to make CSF measurements of the Doppler spectra. The array layout was 
designed to maximise the aperture size, subject to available land constraints, while 
managing the potential for ambiguities (grating lobes) due to spatial under-
sampling. Path geometry predictions, based on mirror reflection, and prior 
experience of oblique off-angle propagation in the Australian region were each 
essential parts of the design methodology. 
 Array calibration was carried out ahead of the core ELOISE period using a 
combination of known line-of-sight, surface-wave and aggregated sky-wave signals, 
covering different angles of arrival. Both the overall array alignment and inter-
element phase delay offsets were corrected on scales of up to ±1° and ±2 ns, 
respectively, to compensate for small positional, feed delay, mutual coupling, and 
receiver mismatch errors. Side-by-side comparisons against the nearby JORN radar 
at Laverton confirm that the ELOISE array is able to deliver sufficiently accurate 
AoA estimates after corrections are applied, with steer angles agreeing to within 
0.5°, despite the much smaller dimensions of the ELOISE array with respect to the 
JORN array. 
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4 Signal processing of ELOISE angle-of-arrival data 
4.1 Overview of on-board and offline signal processing 
A significant amount of work in the lead-up to the ELOISE experiment was focused on 
developing automated real-time on-board processing to remotely monitor and evaluate 
observations collected by the two AoA arrays. The processing software, written by the 
author as part of this project, had to both reduce data volumes substantially, while also 
preserving sufficient detail and precision in the measured AoAs. Real-time clear 
channel evaluation and CSF scheduling algorithms were also implemented. 
To support the offline (post-trial) analysis of ELOISE ionograms and CSF images, a 
peak detection, estimation and mode classification algorithm was written, allowing the 
1-hop F2 mode to be isolated for subsequent processing. By applying simple mirror 
geometry for a spherical Earth and non-concentric spherical reflector, these classified 
peaks can then be transformed to reflection points in latitude and longitude, along with 
ionospheric tilt estimates at the path midpoint. This enables a more meaningful 
comparison of AoA estimates over different oblique path lengths and orientations. 
This chapter describes the main signal/image processing capabilities of the ELOISE 
AoA system, using a small sample of the results collected during the 2015 campaign to 
illustrate each analysis step. 
 
4.2 On-board signal processing and communications 
A suite of on-board signal processing was deployed on the main server of each ELOISE 
array, designed to keep up with the ~4000 AoA ionograms and ~10000 CSF dwells per 
day at the peak of the experiment. The on-board processing included the following 
components, some of which were adapted from DST Group’s existing DORS ionosonde 
[Gardiner-Garden, Ayliffe, et al., 2008; Gardiner-Garden et al., 2011; Ayliffe et al., 
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2019], a modern oblique-incidence chirp-sounder receiver, where noted. All software 
components, other than the core command and control tools, were implemented in 
MATLAB
®
, with a parallel process running for each digital down-converter channel 
(oblique path). 
 A fast and efficient implementation of ionogram and delay-Doppler map processing 
using basic chirp-sounder principles. This incorporated many components of already 
established DST Group software. A brief review of the fundamentals of chirp 
sounding is provided in Appendix A. 
 A robust radio frequency interference (RFI) rejection scheme, adapted from the 
DORS ionosonde, to improve the clarity of ionogram trace features through auto-
regressive interpolation of impulsive raw data samples [Turley et al., 2019; also 
reproduced in Appendix F.4]. This is run independently on each receiver channel 
prior to AoA estimation. 
 An ionogram feature extraction and fitting algorithm, also adapted from the DORS 
ionosonde, to extract key image features such as the maximum observed frequency 
(MOF) of F2 propagation, and parameterise the midpoint electron density profile in 
terms of a multi-segment quasi-parabolic function with up to two embedded 
sporadic-E (Es) mirror reflectors [Heitmann & Gardiner-Garden, 2019; also 
reproduced in Appendix F.3]. 
 A clear channel evaluation (CCE) algorithm and adaptive scheduler for making 
channel scattering function (CSF) observations, to characterise the ionospheric 
Doppler spectra at key operating frequencies. 
 A 2D angle-of-arrival (AoA) technique to extract bearing and elevation estimates 
for each range and frequency cell combination in the ionogram/CSF data, based on a 
least-squares planar wavefront fit to the elemental phases. 
All transmitter and receiver sites communicated via a virtual private network, which 
enabled schedules to be distributed and processed results to be retrieved in near real 
time throughout the campaign. The standard files that were transferred to DST Group’s 
central data server in Edinburgh, South Australia contained both thresholded and byte-
scaled ionogram and CSF images, as well as the ionogram features and fitted 
parameters. The typical file size after data compression, for a single 3.75 min 
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observation interval on a given path, was 200–300 kB. Each AoA record was 
represented by a 3D data cube consisting of up to five pages of frequency versus group 
delay images; these contained amplitude, bearing and elevation estimates, along with 
bearing and elevation uncertainties. 
The following sub-sections outline the specific properties, including scheduling and 
processing steps, relating to the ELOISE CSF collection and AoA estimation. Much of 
this content has been previously published in Heitmann et al. [2018] (also reproduced in 
Appendix F.1). 
 
4.2.1 Channel scattering function scheduling and processing 
Direct measurements of ionospherically-induced Doppler shifts on OIS paths provide 
information about the dynamics of the ionosphere, including TIDs. The ability to 
measure the full Doppler spectra, rather than just a single dominant Doppler component 
at each ionogram frequency and delay, was favoured for the ELOISE experiment, as it 
provided an extra dimension for separating propagation modes and characterising 
spread-Doppler conditions. The channel scattering function (CSF) mode, using a linear 
frequency-modulated continuous-wave (LFMCW) waveform centred on a fixed 
frequency, enabled delay-Doppler images to be collected alongside each OIS ionogram, 
without the need for any additional hardware. A similar technique has been 
demonstrated in previous experiments by DST Group [Harris & Frazer, 2005; Frazer et 
al., 2010; Fabrizio, 2013, ch. 6.2], although not with the same level of automation 
developed for ELOISE. 
Six of the existing Digital Oblique Transmitting System (DOTS) OIS transmitter sites 
[Ayliffe et al., 2019] had their software upgraded ahead of the experiment to support an 
interleaved CSF operating mode, whereby each wideband (ionogram) sweep was 
preceded by three 6.6 s CSF dwells with a 10 Hz waveform repetition frequency 
(WRF). Effectively the CSF waveform consisted of 66 short 0.1 s sweeps (or “chirps”, 
to distinguish from the wideband sweep), although only 64 of these were coherently 
processed, to allow for edge effects in the data series. Recognising the temporal 
decorrelation caused by dynamics in the ionosphere, this observation interval was 
chosen in line with typical values for HF sky-wave measurements, where coherent 
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integration times (CITs) of the order of ten seconds are the norm [Anderson & Lees, 
1988]. The same output power (nominally 20 W) applied to both wideband and CSF 
waveforms. To accommodate the additional processing and CSF dwell time, the 
frequency limits of the wideband sweep were reduced from 2–45 MHz to 2–36 MHz, 
without any change to the 3.75 min revisit interval or 250 kHz/s sweep rate. 
Adaptive scheduling of the CSF frequencies (within the ionogram sweep limits) and 
bandwidths (from 7.5 to 30 kHz) was controlled by a clear channel evaluation (CCE) 
process running on-board each of the Laverton and Coondambo receiving systems. The 
purpose of having real-time CCE was to ensure that, as a secondary user, ELOISE CSF 
transmissions were made on a non-interference basis with other active HF users and 
avoided known forbidden frequencies (e.g. those reserved for search and rescue). At any 
given time, each DOTS transmitter had its CSF scheduling assigned to either one of the 
Laverton or Coondambo sites, while the other site remained slaved. Real-time schedules 
were considered stale after 5 min and replaced by a fixed default schedule to prevent 
rogue transmissions when remote communications were unexpectedly lost. 
The CCE algorithm is based on the approach used for frequency advice on the JORN 
radars [Earl & Ward, 1986; Earl & Ward 1987]. Each CCE system was fed by 
background narrowband noise data, extracted from the “guard band” of DORS 
ionograms (i.e. at group delays less than the great circle ground range), for just the 
single omni-directional antenna common to the two array arms. The entire 2–36 MHz 
band is processed into contiguous and overlapping 8 kHz channels. Any channel in 
which the median noise power spectral density is less than 7 dB above the lower decile 
over the surrounding 1 MHz interval is deemed to be unoccupied. Those 8 kHz channels 
that remain unoccupied for at least three of the last four observations (within 15 min) 
are deemed to be clear. Only contiguous blocks of clear and not forbidden channels 
spanning up to 30 kHz in bandwidth are candidates for CSF transmission. 
Figure 4.1 and Figure 4.2 show examples of the background narrowband noise data 
and CCE output, respectively, for 24 hours of Laverton observations. The F2 MOF for 
the Cloncurry to Laverton path is overlaid, exhibiting the typical pattern of diurnal 
variation embedded with smaller-period ionospheric disturbances. At a remote site such 
as this, most of the strong interferers (horizontal striations) and broad-band background 




Figure 4.1. Background narrowband noise data from Laverton on 19 September 2015, 
with the F2 MOF for the Cloncurry to Laverton (2056 km) path overlaid. The local solar 
time at Laverton is approximately UT + 8 hr. 
 
 
Figure 4.2. CCE output from Laverton on 19 September 2015, with the F2 MOF for the 
Cloncurry to Laverton path overlaid. 
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including terrestrial broadcast and communication signals, other HF radars/sounders, 
and natural phenomena such as lightning discharges. Radio sources above the 
ionosphere, including galactic emitters and satellites, also contribute to the background 
noise at higher frequencies. CCE identifies the green (clear/not forbidden) bands in 
Figure 4.2 in which CSF dwells may be scheduled, and only those below the F2 MOF 
offer propagation support. Note that frequencies found to be internally noise limited on 
the DORS receiver are rejected and shown in black on Figure 4.2; however, these are 
not operationally useful frequencies, being contained to the lower HF band during the 
day and upper HF band during the night. 
Target CSF frequencies are based on fixed logarithmic ratios of the F2 MOF, extracted 
automatically from the previous ionogram, and the frequency selection maintains 
temporal persistence whenever permitted by channel availability rules. Except at night, 
when the lower HF band becomes significantly congested, the preferred CSF bandwidth 
of 30 kHz was usually available in the CCE output. A time-staggered set of waveforms, 
with a fixed 10 Hz repetition frequency and a minimum 16 ms (~4800 km) time offset 
within the repetition interval, was implemented to allow the six CSF transmitters to 
potentially share some of the same frequency bands and further minimise the likelihood 
of interference. This waveform set is practically orthogonal on one-way oblique paths. 
Figure 4.3 shows a sample of the CSF scheduler output for the same period as in 
Figure 4.1 and Figure 4.2. Agile frequency and bandwidth allocations for each of the 
three CSF dwells scheduled every 3.75 min are indicated by the coloured markers in the 
top and bottom panels, respectively. At each time, the frequencies represent 72.9%, 
81.0% and 90.0% of the median MOF over the last 15 min (subject to some tolerance 
for channel availability), which is thought to cover the band of most operational 
relevance to a JORN-like radar. During day-time observations, the CSF frequency 
allocations have a tendency to change more rapidly, as propagation support fluctuates 
with variations in solar irradiance and a greater prevalence of MSTIDs, although the use 
of the median MOF filter helps to maintain persistence. 
The typical diurnal variation in the CSF bandwidth allocations across 13 days of 
schedules is presented in Figure 4.4. All paths exhibit a sharp drop in the percentage of 
30 kHz dwells at night (notionally 0930–2100 UT on the Cloncurry to Laverton path), 
with a further drop in the pre-dawn period (1800–2100 UT). The day/night variation is 
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most severe on the shorter paths, for which propagation support is more limited in 
frequency. The penalty of operating with a narrower bandwidth is of course reduced 
group delay resolution. 
 
 
Figure 4.3. CSF scheduler output for the Cloncurry to Laverton path on 19 September 
2015. The top and bottom panels show the agile frequency and bandwidth allocations, 
respectively, for each of the three CSF schedule entries (blue, green and red). 
 
 
Figure 4.4. Percentage occurrence of CSF bandwidth allocations as a function of hour 
of day, from 5–17 September 2015 on the Cloncurry to Laverton path. For each 15 min 
time bin, the three lines representing 30, 15 and 7.5 kHz will sum to 100%. 
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Although the CSF frequencies were selected with a specific oblique path in mind, the 
ELOISE virtual private network facilitated schedule distribution to multiple OIS 
transmitter and receiver sites, enabling the collection of CSF dwells wherever 
ionospheric propagation existed. As such, the six transmitters were typically received at 
both Laverton and Coondambo simultaneously, giving up to twelve CSF paths. 
However, only nine of these paths (six into Laverton and three into Coondambo) were 
measured on the AoA arrays and, thus, have been listed in Table 3.1 of Section 3.1. 
 
 
Figure 4.5. A sample ionogram (left) and corresponding CSF delay-Doppler image at 
13.18 MHz (right), for the 1383 km OIS path from Harts Range to Laverton. The key 
1-hop F2 low- and high-angle propagation modes at the CSF frequency (dashed black 
line) are annotated on the ionogram; see e.g. Davies [1990] or McNamara [1991] for a 
more detailed description of ionograms and their interpretation. The red arrows 
highlight the trace distortions (“kinks” or “wiggles”) attributed to MSTIDs. Note that each 
pixel combines all elements of the array using a conventional phased array beam in the 
direction of the estimated AoA. 
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A sample CSF delay-Doppler image is shown in Figure 4.5, alongside an ionogram that 
probed the same frequency 69 s later. The CSF has an unambiguous Doppler window of 
±5 Hz, although in practice ionospheric Doppler shifts rarely exceed ±1 Hz [Davies, 
1990, p. 239], so the image here has been cropped for clarity. The kink-like distortions 
on the 1-hop F2 trace (indicated by the red arrows) are the characteristic signatures of 
MSTIDs (e.g. Lobb & Titheridge [1977]; Harris et al. [2012]). The same group delay 
structure is clearly seen in both images, albeit at lower resolution in the CSF owing to 
its lower processing bandwidth (i.e. 30 kHz versus 200 kHz). Under more complicated 
propagation conditions, it is possible for the CSF measurement to detect weaker modes 
than in the ionogram, owing to its longer CIT (6.4 s versus 0.8 s) and more judicious 
choice of frequency. This particular case is representative of mid-latitude ionospheric 
conditions in the early evening, when the F2 layer height is increasing, as evident from 
the slightly negative Doppler shifts in the CSF image. 
While high-resolution parametric and subspace-based spectral analysis techniques were 
considered, the on-board delay-Doppler processing for CSF image generation followed 
a conventional matched-filtering approach [Fabrizio, 2013, ch. 4], using a windowed 
fast Fourier transform without any impulsive noise suppression. This was due to a 
combination of the tight deployment timeframe, lesser computational load, and a 
priority on robustness. As an example of the potential for future improvements, Figure 
4.6 shows an enlarged version of the same CSF dwell as in Figure 4.5 with an auto-
regressive data extrapolation algorithm [Swingler & Walker, 1989; Turley & Voigt, 
1992; Turley, 2008] applied prior to windowing. This improves the Doppler resolution 
and reduces windowing losses in the bottom panel, compared to the standard processing 
in the top panel, and thus provides a better chance of resolving fine multi-mode 
structure (although it is insufficient alone to separate O/X components on the F2-low 
mode). Similar extrapolation techniques may also be applied in the frequency domain, 
to increase the effective signal bandwidth and range resolution [Nguyen & Turley, 
2015], although this has not been tested on ELOISE CSF data. 
Note that as with any swept waveform, including the wideband DORS sounder sweep, 
there is an inherent delay-Doppler ambiguity in the ELOISE CSF observations. With a 
10 Hz WRF, the CSF signal is effectively sweeping at 75–300 kHz/s (for 7.5–30 kHz 
bandwidth), and delay-Doppler coupling [Fitzgerald, 1974] leads to a group delay error 
of between 4 km and 1 km for a representative 1 Hz ionospheric Doppler shift. This is 
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equivalent to 10% of a delay cell, and as such, the error can usually be neglected. For 
the ionogram sweep rate of 250 kHz/s, this increases to a 1.2 km error, or 80% of a 
delay cell. A positive/negative Doppler frequency shift will correspond to a 
negative/positive apparent delay offset for an up-chirp, causing the peak to appear 
slightly closer/further in delay than reality. 
 
 
Figure 4.6. Enlarged versions of the same CSF dwell from Figure 4.5, analysed using 
both standard processing (top panel) and data extrapolation (“DATEX”) by a factor of 4 
(bottom panel). A Blackman-Harris 92 dB window has been applied to each, and zero 
padding has also been included in the top panel to match the Doppler step size of the 
bottom panel. 
 
4.2.2 Angle-of-arrival estimation 
Both ionogram and CSF observations received on the AoA arrays were subject to on-
board AoA estimation, which applied an interferometric technique to fit (in a least 
squares sense) a planar wavefront jointly across the phase angles on all 19 elements of 
both array arms. Although many more sophisticated algorithms exist for estimating the 
direction of radio wave propagation with phased arrays, including subspace-based 
methods such as MUSIC and ESPRIT, and parametric methods such as auto-regressive 
model fitting [Gething, 1991], these are largely considered overkill (i.e. slower) and/or 
less robust for a high signal-to-noise-ratio (SNR), discrete-mode problem such as one-
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way oblique HF reception. For a single propagation mode, testing of the ELOISE 
implementation has confirmed that the AoA result, using only phase information, is 
indeed consistent with the direction of peak output power from a conventional 
beamformer (see Appendix B). 
The AoA estimation technique was carried out independently for each range and 
frequency cell combination in the ionogram/CSF data, using the predicted great circle 
bearing and 1-hop equivalent mirror elevation (based on group delay only) to resolve 
grating lobe ambiguities. The principal assumption is that each range/frequency cell 
contains a single dominant mode; separation of modes must therefore make use of 
information from the other data dimensions (i.e. frequency, delay and Doppler). Given 
point-to-point propagation via discrete modes, this is believed to be a reasonable 
assumption for a significant proportion of the ELOISE data set. Where there are 
unresolved modes (e.g. O/X components), either one mode will tend to dominate or else 
the resultant non-planarity will be flagged by a corresponding increase in the fit 
uncertainty. 
In short, the AoA estimation algorithm consists of the following steps: 
1 Resolve 2𝜋 phase ambiguities on each array arm using predicted geometry. 
2 Fit planar wavefronts jointly to the unwrapped phase angles across the two arms. 
3 Transform the least-squares fits in wave vector space, including uncertainties, to 
bearing and elevation. 
4 Construct AoA data cube, including a beamformed estimate of power in each 
pixel of the ionogram/CSF image. 
The following sub-sections address each of these steps in turn. 
 
4.2.2.1 Ambiguity resolution 
For a general array element 𝑛, at position 𝒓𝑛 ≡ [𝑥𝑛, 𝑦𝑛, 𝑧𝑛]
𝑇 in a local East-North-Up 
(ENU) Cartesian coordinate system, the basic planar wave equation that relates the AoA 
wave vector 𝒌 ≡ [𝑘𝑥, 𝑘𝑦 , 𝑘𝑧]
𝑇
 to the elemental phase angle 𝜑𝑛 , relative to the phase at 
the origin 𝜑0, takes the following form: 
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sin 𝜃 cos 𝛽
cos 𝜃 cos 𝛽
sin 𝛽
], for a given wavelength 𝜆, bearing (azimuth) 𝜃, and 
elevation 𝛽. Note that this wave vector, which points away from the receiving array, 
normal to the planar wavefront, is directed in the opposite sense to the physical wave 
vector of the signal for notational convenience. It is assumed to be constant across the 
array aperture, as expected for a planar wavefront from a far-field source. 
In practice, what is measured is a wrapped phase angle 𝜓𝑛 ∈ [−𝜋, 𝜋), which differs 
from 𝜑𝑛 by an integer 𝑀𝑛 number of cycles: 
 𝜑𝑛 = 𝜓𝑛 + 2𝜋𝑀𝑛, (4.2) 
where by convention 𝜑0 = 𝜓0 ∈ [−𝜋, 𝜋) at the origin. 
With the ELOISE array being under-sampled at frequencies above 7.5 MHz 
(i.e. antenna spacing 𝑑 > 𝜆 2⁄  on the long arm for 𝜆 < 40 m), the integer factors 𝑀𝑛 (for 
𝑛 = 1,… ,19) are potentially ambiguous. In other words, they may differ by more than 
one between adjacent elements and, thus, the phases cannot be trivially unwrapped by 
working outwards from the common element (here taken to be at the origin). Therefore, 
it is first necessary to resolve 2𝜋 ambiguities in the measured phase angles (with 
calibration corrections applied). Note that the implemented algorithm included the 
ability to easily remove degraded receiving elements from the AoA solution, meaning 
that uniform spacing could not be assumed, although this functionality was rarely used 
in practice. 
The approach taken for ambiguity resolution is to use the known great circle bearing 
and 1-hop equivalent mirror elevation at the measured delay (i.e. the predicted 
geometry) and find the “closest” valid solution in wave vector space. This is achieved 
by forming the phase angle offset 
 𝛿𝜑𝑛 ≡ 𝜑𝑛 − 𝜑𝑛,𝑝 = 𝜓𝑛 + 2𝜋𝑀𝑛 −𝜑𝑛,𝑝, (4.3) 
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where 𝜑𝑛,𝑝 = 𝒌𝑝 ⋅ 𝒓𝑛 is the relative phase for predicted wave vector 𝒌𝑝. For a single 
uniform linear arm, the closest solution for 𝜑𝑛 (defined by integer 𝑀𝑛) is that for which 
the difference in phase offsets between adjacent elements 𝛿𝜑𝑛+1 − 𝛿𝜑𝑛 lies on the 
interval [−𝜋, 𝜋). With non-uniform spacing (e.g. if degraded elements have been 
removed), extra care is required to ensure that a compatible set of integer ambiguity 
factors are assigned across various multiples of the fundamental spacing; the root-mean-
square error (RMSE) of the fit will quickly reveal if an invalid solution is found. 
The end result of this step is a vector of phase angles that are effectively unwrapped 
along each array arm, as illustrated by the “x” markers in Figure 4.7. While there 
remain some small variations in the inter-element phase differences, due to both 
ionospheric distortions and uncorrected calibration errors, the phase angles defining the 
wavefront are very close to linear on each arm. Noting that this is a fairly typical 
example, the assumption of a planar wavefront is felt to be justified. In this case, the 
slopes are related to the steer angles on each arm; the frequency dependence may be 
removed by converting phase angle to phase delay. 
 
 
Figure 4.7. Measurements of unwrapped phase angles for two ionospheric modes at 
different frequencies on the 1-hop F2-low mode from Cloncurry to Laverton. The left 
and right panels contain observations made on the long (180 m) and short (90 m) 
arms, respectively. Lines of best fit are overlaid to provide a sense of linearity, although 
it is noted that the actual AoA estimation algorithm fits both arms jointly. 
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4.2.2.2 Planar wavefront fit 
From equation (4.1), with 𝑧𝑛 = 0 for a horizontal planar array (strictly speaking, not 
Earth-conformal), the linear equations that relate the phase angles on each of the 19 
elements of the ELOISE array can be written in matrix form as follows: 
 𝑋𝒑 = 𝒃, (4.4) 




] contains the element positions in the local 
coordinate system; parameter vector 𝒑 = [𝑘𝑥, 𝑘𝑦, 𝜑0]
𝑇
 contains the corresponding 
horizontal components of the wave vector and the phase angle at the origin; and 
measurement vector 𝒃 = [𝜑1, ⋯ , 𝜑19]
𝑇 contains the unwrapped phase angles on each of 
the elements. Note that for this step, the axes of the (𝑥, 𝑦)-coordinate system are rotated 
to be aligned with the semi-major and semi-minor axes of the least-squares uncertainty 
ellipse for the ELOISE array geometry (the semi-major axis being 74.6° anti-
clockwise/clockwise from boresight, towards the short arm, for Laverton/Coondambo). 
While this does not affect the fit, it does simplify the subsequent transformation of 
uncertainties to bearing/elevation space. 
The least-squares solution to the normal equations above can then be expressed by the 
standard formula 
 ?̂? = (𝑋𝑇𝑋)−1𝑋𝑇𝒃, (4.5) 
where the hat notation is used to denote an estimated variable. In practice, the Cholesky 
decomposition of 𝑋𝑇𝑋 is used for numerical stability, rather than actually computing 
the pseudo-inverse as written above. 
Goodness of fit is measured in terms of the sum of squared phase residuals or its square-
root, the RMSE. The AoA fit residuals (in radians) are defined as 
 𝒆 ≡ [𝑒1, ⋯ , 𝑒19]
𝑇 = 𝒃 − 𝑋?̂?, (4.6) 
while the RMSE (an unbiased estimator of the standard deviation) is given by 
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where the mean is summed over all 𝑁 = 19 array elements and normalised by 𝑁 minus 
the number of parameters 𝑃 = 3. Note that both the fit residuals and RMSE are scaled in 
units of time throughout this thesis; that is, by dividing by the angular wave frequency. 
The resultant components of ?̂? define the planar surface that jointly fits the phases on 
both arms according to equation (4.1); ?̂?𝑥 and ?̂?𝑦 being the partial derivatives along the 
horizontal (𝑥, 𝑦) axes, and ?̂?0 being the intercept at the origin. As ?̂?0 is fitted across the 
whole array, in general it will not exactly match the observed phase on the common 
element 𝜑8. Note that for direct line-of-sight propagation from near-field sources 
(e.g. in Figure 3.13, Section 3.3), the wave vector varies over the array aperture, and a 
planar fit is no longer appropriate without modification. In this case, the wavefront can 
be approximated by a spherical surface to first order, allowing the phase measurements 
to be “flattened” prior to calculating the fit; this is described further in Appendix C. 
As an alternative to the joint fitting approach, it is also possible to solve for the phase 
slope and intercept along each arm independently (i.e. as a 1D least-squares problem) 
then combine. In this case, the fitted slope represents the horizontal wave vector 
component along the axis of the arm, or equivalently, the sine of the steer (cone) angle 
scaled by the wave number (2𝜋 𝜆⁄ ). Such decoupled fits have been overlaid as lines in 
Figure 4.7, for sake of illustration, although the joint solution is preferred for routine 
use because it does not duplicate the contribution from the common element. 
 
4.2.2.3 Bearing/elevation transformation 
Estimates of bearing (azimuth) 𝜃, measured clockwise from True North, and elevation 
?̂? are related to the fitted wave vector components by the simple trigonometrical 
equations 
 𝜃 = atan2(?̂?𝑥, ?̂?𝑦) + 𝜃𝑦, and (4.8) 
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 ?̂? = acos (
𝜆
2𝜋
√?̂?𝑥2 + ?̂?𝑦2), (4.9) 
where 𝜃𝑦 defines the bearing of the 𝑦-axis (after rotation). 
Note that for a physical solution, 




Assuming no uncertainties in the element positions, the standard deviations for each 
component of the parameter vector estimate ?̂? are directly related to the sum of squared 
residuals in the fit. This allows uncertainties in the corresponding bearing and elevation 
estimates to be characterised. Higher uncertainties may be indicative of multi-mode 
structure unresolved in frequency, delay and Doppler, for example. Measures of non-
planarity and spatial mode complexity are investigated further in Section 6.3. Besides 
unresolved multi-mode, calibration errors, receiver noise, residual RFI, and spatial 
incoherency across the array aperture can also contribute to AoA uncertainties. Array 
misalignment and antenna gain patterns are further sources of potential error, but 
manifest as fixed biases rather than contributing to the variance. 
In order to better understand how the measured phase noise on each receiver maps to 
signal bearing and elevation errors under this transform, simulated distributions of 
AoAs estimated using the above three steps are shown in Figure 4.8. These are based 
on spherical mirror model propagation across the eight oblique paths into Laverton, and 
for two representative virtual heights: 100 km (E mode) and 300 km (F2 mode). The 
effects of receiver noise, caused by instabilities in the local oscillator and a finite 
external SNR, were modelled by introducing a random Gaussian phase error to the 
theoretical wrapped phase angle 𝜓𝑛 on each element. A standard deviation of 5° was 
selected for this phase error, based on closed-loop receiver tests at around 20 dB SNR, 
and results in the bearing and elevation spread pictured. This plot highlights both the 
general distribution of oblique paths in AoA-space (like Figure 3.10, Section 3.2), as 
well as some of the challenges faced by an array of this size operating at low elevations, 




Figure 4.8. Simulated distributions of AoA estimates in bearing/elevation space at a 
frequency of 10 MHz, assuming white Gaussian phase noise with a standard deviation 
of 5°. For each oblique path, returns from both 1-hop E and F2 modes (at 100 km and 
300 km virtual heights, respectively) are evaluated, without regard for the antenna gain 
patterns, using 100,000 randomised samples. The true AoA positions are indicated by 
the “x” (E mode) and “+” (F mode) markers, as in Figure 3.10 of Section 3.2. 
 
Below 10° in particular, the synthetic AoA distributions are very broad in elevation, and 
potentially become biased (overestimated) as symmetrically distributed errors in wave 
vector space map to a skewed distribution in bearing/elevation space, and unphysical 
solutions are clipped at an elevation of zero. The null in the antenna gain pattern at 0° 
elevation is believed to further exacerbate this problem in real observations, as the 
actual elevation distribution of the signal is modulated by the sharp roll-off in reception. 
Whereas the standard deviation in bearing is typically around 0.2°, for elevation this 
increases to 0.4–0.7° above 10°, and 1.0–1.5° below 10°. It will be seen later, in Table 
4.1, that this bears a close resemblance to the standard deviations in real AoA estimates 
derived from observations. Overall performance will generally be better at higher SNR, 
although the geometrical limitations remain. 
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4.2.2.4 Angle-of-arrival data cube construction 
The final product of the AoA processing is a 3D data cube representing the AoA images 
in each dimension (i.e. amplitude, bearing/elevation estimates, and bearing/elevation 
uncertainties). By default, this is quantised and thresholded to keep data volumes 
manageable. Byte-scaling supports 0.5 dB quantisation in amplitude (power) and 0.2° in 
AoA, the latter being on the same scale as the typical standard deviations quoted above. 
It is advantageous to make use of the bearing/elevation information to combine array 
elements and form classical beams in the direction of the AoA estimate for each pixel; 
in theory, this offers array gains of up to ~13 dB in the amplitude (power) image. This 
extra sensitivity can reveal weaker mode structure due to complex scattering effects that 
may not be detected on a single element. Such weakly scattered returns usually have a 
much broader range of AoA estimates than the regularly refracted returns. 
A sample of the on-board AoA output is shown in Figure 4.9 and Figure 4.10, for the 
same sounding as in Figure 4.5. Bearing and elevation offsets are defined as the 
differences between the measured angles and the predictions, based on the great circle 
and 1-hop mirror geometry, while bearing and elevation uncertainties are the 
transformed standard deviations in ?̂?𝑥 and ?̂?𝑦. The uncertainties are very much 
dependent on SNR and tend to be larger where O/X components are unresolved, or 
elevation angles are low (particularly along the 1-hop E trace). 
An alternative presentation of the same AoA ionogram is given in Figure 4.11, this 
time as a collection of scatter plots showing the fitted AoA estimates and their offsets as 
a function of frequency. The frequency axis may also be interpreted as representing 
(linear) time over the duration of the sounding. Many of the frequency-dependent 
fluctuations in AoA on the scale of 0.5–1 MHz (equivalent to 2–4 s at a sweep rate of 
250 kHz/s) exceed the AoA uncertainties from Figure 4.10, hinting at real physical 
variability, though it is conceded that some of these are likely to be mutual coupling 
effects. A slight lag in the AoA fluctuations between O and X high-ray components also 
appears to be present, indicative of height-dependent perturbations in the electron 





Figure 4.9. Estimates of bearing offset (panels a and b, measured clockwise with 
respect to the great circle bearing) and elevation offset (panels c and d, measured with 
respect to the 1-hop equivalent mirror elevation) for the same ionogram and CSF 
images as in Figure 4.5. 
 
 
Figure 4.10. Estimates of bearing uncertainty (panels a and b) and elevation 




Figure 4.11. An alternative presentation of the ionogram from Figure 4.5 and Figure 
4.9, showing AoA estimates as a function of frequency. From top to bottom and left to 
right, the vertical axes represent group delay, bearing, elevation, bearing offset and 
elevation offset. The marker colours/sizes are fixed across all panels based on SNR. 
 
For the 1-hop F2 low and high ray modes observed in the CSF image (as annotated in 
Figure 4.5), the magnitudes of the bearing offsets are mostly less than 1° in Figure 4.9; 
that is, they are received in line with the great circle bearing of 67 °T (measured 
clockwise from True North), as is typical under fairly benign ionospheric conditions. 
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However, note that the ordinary (O-mode) and extraordinary (X-mode) polarisation 
components of the 1-hop F2-high mode are subtly distinct, with the O-mode being more 
perturbed by the passage of the MSTID at this particular time (although the reverse is 
true at other times). While geomagnetic effects alone can influence the AoA, 
simulations by Dao et al. [2016] have indicated that these O/X deviations are likely to 
be insignificant compared to the potential effects of horizontal gradients and 
disturbances on longer oblique paths such as this. 
The corresponding elevation offsets in Figure 4.9 are slightly larger, and again there is 
an O/X-mode difference, but the perturbations are still relatively small on the whole 
(less than 3°). As the predicted geometry varies with delay, an artificial delay-dependent 
gradient is found in the elevation offsets of the modes in the lower-resolution CSF 
image (panel d); this is purely an artefact introduced by subtracting the equivalent 
elevation and does not relate to unresolved mode components. The multi-hop returns in 
the ionogram (panel c) also tend to have positive offsets, as the 1-hop predicted 
geometry is invalid and underestimates elevation for these multiple hops. 
 
4.3 Ionogram peak detection, estimation and mode 
classification 
In further offline processing, peaks are detected and fitted at each frequency in the 
thresholded ionograms and CSF dwells, giving estimates of power/SNR, frequency, 
group delay, Doppler, bearing and elevation, along with their uncertainties. A heuristic 
algorithm was developed and tuned specifically for the thresholded ELOISE data, 
which detects and fits peaks in the amplitude image (i.e. as a function of group delay 
and, for CSF, Doppler), then estimates peak AoA parameters across the other pages of 
the data cube. It consists of the following steps, illustrated in the four panels of Figure 
4.12 and Figure 4.13 for ionogram and CSF images, respectively: 
1 Impose a raised threshold on the SNR-scaled image, no less than 30 dB below 
the peak pixel at each frequency, to eliminate residual noise, RFI and side-lobe 
artefacts. The ionogram threshold is higher where RFI suppression has occurred. 
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2 Apply a small amount of convolutional smoothing over a 3×3 neighbourhood 
(panel a), to reduce the number of local maxima due to random amplitude 
fluctuations. 
3 Perform morphological reconstruction on the filtered image (panel b) and use 
this as a cut-off for detecting prominent peaks that are at least 3 dB above all 
other local maxima in their connected region. Grey-scale dilation (over ±1 pixels 
in each fitted dimension) is initially applied to the image from step 2, to merge 
any peak regions that may have become detached due to thresholding, then this 
image is scaled down by 3 dB and further dilated, repeatedly, while being 
constrained by the same image prior to scaling. Local maxima in the smoothed 
image from step 2 that are greater than or equal to the output of the 
morphological reconstruction are declared to be candidate peaks. In the rare case 
that there are more than 16 separate candidates at any single frequency, those 
with the lowest peak amplitude values are discarded to bring the number down 
to 16; this enables the peak data to be stored in regular arrays. 
4 For each candidate peak, identify the centroid of the connected local maximum 
region (panel c), noting that due to quantisation there may be a cluster of equal-
valued pixels. A bounding box surrounding the local maximum is then expanded 
until it encapsulates at least a 3 dB roll-off on all sides; this condition may be 
relaxed for closely-spaced peaks or in cases where the effects of thresholding are 
prohibitive. Several checks are also carried out to flag poorly defined peak 
regions, including those that are excessively flat, anomalously shaped, 
inseparable from adjacent peaks, or truncated by the edges of the image. 
5 Fit a quadratic curve or surface (i.e. a parabola or paraboloid, for ionogram and 
CSF, respectively), to dB-scaled pixels within the bounding box of each 
candidate peak (panel d). This is equivalent to a 1D or 2D Gaussian in linear 
amplitude units, being a function of group delay (ionogram) or Doppler and 
group delay (CSF). Note that while the peak detection, described above, is 
performed using morphological operations, the fitting itself is done on the 
smoothed-only image. A linear least-squares formulation is used here, returning 
the peak amplitude, position and half-widths at half-maximum (-3 dB). Highly 
asymmetric fits, for which the widths in each dimension differ by more than a 
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factor of two, in contrast to the shape of the point-spread function, are rejected at 
this point. 
6 Calculate peak bearing and elevation estimates using a weighted mean of pixel 
values. A Gaussian weighting function is adopted, with half-width at half-
maximum (0.5) equal to the half-width of the fitted peak from step 5. Standard 
deviations over the peak cluster are also calculated using an unbiased estimator 
of the weighted sample variance; this should not be confused with the 
transformed uncertainties in the AoA fits for each pixel (i.e. characterising the 




Figure 4.12. Ionogram peak detection and estimation process, illustrated using an 
enlarged portion of the left panel from Figure 4.5. The panels show (a) the thresholded 
image with smoothing applied (step 2); (b) the cut-off above which candidate peaks are 
detected (step 3); (c) the centroids of the candidate peaks (step 4); and (d) the fitted 
peaks (step 5) with small bars representing the 3 dB width and shaded areas indicating 





Figure 4.13. CSF peak detection and estimation process, illustrated using an enlarged 
portion of the right panel from Figure 4.5. The panels show the same processing steps 
as in Figure 4.12, although in this case the peaks are fitted in 2D. 
 
Note that the predicted geometry is re-evaluated at the peak centre position to produce 
bearing and elevation offset estimates. This is important, as spectral leakage means the 
signal power is not confined to just one delay/Doppler cell, and taking the difference 
before peak fitting leads to the aforementioned gradient artefact in the elevation offsets 
of Figure 4.9. Nevertheless, the phase relationship between array elements and, hence, 
the AoA does not fundamentally change with spectral leakage into neighbouring cells, 
provided there remains sufficient SNR and separation from adjacent peaks. 
Figure 4.14 overlays the peaks from Figure 4.12 and Figure 4.13 on the original 
ionogram and CSF images, demonstrating that they offer a good representation of the 
key propagation information, in a compact form well suited to subsequent manipulation. 
The three resolvable F2 modes in the CSF image, namely 1F2-low, 1F2-high(O) and 
1F2-high(X), are all easily identified in this example. 
The final stage in the peak processing is to automatically assign a mode classification, 
based on a parameterised model of the midpoint electron density profile. The ten-
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parameter JORN ionospheric profile specification [Gardiner-Garden et al., 2018], which 
is routinely fitted to ionograms as part of DORS on-board processing [Heitmann & 
Gardiner-Garden, 2019], is used for this purpose; refer to Appendix D for a brief 
description of the JORN profile parameters and construction. The quasi-parabolic layer 
parameters are individually filtered over time, to help eliminate outliers, and synthetic 
traces are generated by analytic ray tracing through a spherically-symmetric ionosphere, 
as described in Heitmann & Gardiner-Garden [2019]. Doppler shifts can be calculated 
from a simple finite difference of the phase path. As the synthetic traces are a smoothed 
approximation (±7.5 min) of the propagation mode characteristics at any instant, limited 
to three basic layers (E, F1 and F2), and without any valleys or gradients, they only 
capture the primary mode structure. Nevertheless, as will be seen in Chapter 7, this is 
often sufficient to account for many larger-scale disturbances. A fixed group delay 
tolerance about the synthetic traces (±30 km for F2-low and ±60 km for F2-high), along 
with an additional frequency tolerance for the ionogram only (±1 MHz), is designed to 
draw in surrounding peaks into a single broad mode classification, without regard to 
micro-multipath or off-angle behaviour; this is illustrated in Figure 4.15, where 1-hop 
F2-low has been identified. 
 
 
Figure 4.14. Fitted peaks from Figure 4.12 and Figure 4.13, overlaid as black markers 
on the original ionogram (left) and CSF (right) images, scaled in dB SNR. 
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Figure 4.15. Fitted peaks from Figure 4.14, after 1-hop F2-low mode classification. 
Only those peaks that fall within a fixed delay tolerance of the synthetic F2 traces (thick 
blue dashed lines and crosses) are deemed to be F2 mode, and those below the nose 
of the trace are further classified as F2-low (red markers). For the ionogram panel (left), 
a frequency tolerance is also included. The effective classification region is bounded by 
the thin blue dashed lines, with the shaded areas indicating the original pixel positions. 
 
It is important to note that the F2-low O/X components remain unseparated in Figure 
4.15; this applies to all ionogram and CSF peak data regardless of their broad (no-field) 
mode classification. Without polarisation measurements, O/X separation is not a trivial 
task, and while some efforts were made to automate this process on amplitude-only 
ionograms, they were ultimately not reliable enough for wider use. All O/X 
classifications presented in this thesis are therefore manually determined by eye. 
With regard to multi-hop modes, these image peaks are currently fitted, but do not 
progress any further in the analysis. Mode classification itself would not necessarily be 
difficult using the parameterised profile; however, interpreting the multi-hop HF 
observables in terms of localised perturbations in the (multiple) ionospheric reflection 
points is a non-trivial problem, given that AoA is only measured on the final hop. To 
overcome such ambiguities, a more generalised framework for relating and combining 
measurements across the ELOISE AoA network would be required, or AoA on both 
 84 
transmit and receive could potentially be considered in future (e.g. with a multiple-input 
multiple-output or MIMO-like architecture [Frazer et al., 2010; Frazer et al., 2014]). 
Although the analysis and interpretation of peak data will be reserved for subsequent 
chapters, at this point it is worth inspecting the vast quantities of peaks to gain a sense 
of the typical bearing and elevation uncertainties achieved by the ELOISE AoA system. 
Median values are plotted in Figure 4.16 for each path as a function of SNR, using only 




Figure 4.16. Median bearing and elevation uncertainties aggregated over all 1-hop 
F2-low ionogram peaks from 5–17 September 2015. The top panel shows a histogram 
of the number of contributing peaks, while the second and third rows represent bearing 
and elevation, respectively, in terms of both the RMSE of the planar AoA fit (left) and 
standard deviation over the image peak (right). 
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column shows the transformed RMSEs from the least-squares planar wavefront fits 
(i.e. a measure of spatial uncertainty across the array, taking a weighted average over 
the width of the peak), while the right column shows the weighted sample standard 
deviations of the AoA estimates themselves (i.e. a measure of how much the AoAs vary 
from pixel to pixel in the ionogram/CSF image). 
Not surprisingly, the two uncertainty measures both exhibit the same diminishing 
relationship with increasing SNR. However, the standard deviations across image pixels 
(right column) tend to be larger at lower SNR, perhaps due to the merging of multiple 
marginally resolved modes in the delay dimension during the smoothing and 
morphological reconstruction steps. As the on-board AoA estimates are quantised in 
0.2° steps, the uncertainties do contain some quantisation noise which prevents 
asymptotic decay to zero; other than this, the remainder at high SNR represents just 
calibration errors and intrinsic ionospheric effects. There is clearly some dependence on 
path geometry, yet it is not necessarily in the manner one might expect: at lower SNR in 
particular, the shorter paths (e.g. HRO–COO, STH–LAV and CUR–LAV) are among 
those with the highest uncertainties, even in elevation. It is believed this is because the 
SNR distributions (top panel) are shifted up slightly for short (less lossy) paths, in effect 
exposing more disturbed propagation at the lower SNRs. 
 
4.4 Reflection point mapping 
While variations in peak AoA parameters on a single path alone can reveal interesting 
patterns and periodicities, the results are inherently coupled to the path geometry and 
therefore of limited use in comparing different oblique paths across the ELOISE AoA 
network. An intuitive mapping scheme for transforming the observables (i.e. oblique 
frequency, delay, bearing and elevation) to reflecting layer parameters (i.e. equivalent 
vertical frequency, latitude, longitude and virtual height) was thus implemented to aid 
the interpretation of results, and is used widely in Chapters 7 and 8. It is founded on the 
equivalent geometry theorems of Breit & Tuve [1926] and Martyn [1935], along with 
the modified secant law [Davies, 1990; McNamara, 1991], extended to a tilted mirror 
surface. As the Doppler frequency shift is largely invariant to oblique path length for the 
same equivalent vertical frequency [Pickering, 1975; Davies, 1990, ch. 7.8.6], CSF 
Doppler measurements are not transformed as part of this mapping. 
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The reflecting mirror geometry is sketched in Figure 4.17, for a receiver-centred 
Cartesian coordinate system with the 𝑦-axis directed along the great circle path bearing 
and the 𝑧-axis being the local vertical. Simple 1-hop propagation geometry over a 
spherical Earth is assumed, using radius 𝑅𝐸 = 6376 km, the best fit to the WGS-84 
geoid over northern Australia [Gardiner-Garden, 2002]. Other known constants are the 
great circle path length 𝑅0, receiver location 𝒓𝑅 ≡ [𝑥𝑅 , 𝑦𝑅 , 𝑧𝑅]
𝑇 = [0, 0, 0]𝑇, and 
transmitter location 𝒓𝑇 ≡ [𝑥𝑇 , 𝑦𝑇 , 𝑧𝑇]




Figure 4.17. Diagram of receiver-centred Cartesian coordinate system used for 
reflection point mapping (not to scale). A perturbed (off-angle) path from transmitter “T” 
to receiver “R” via the ionospheric reflection point “S” is shown in blue; this is 
completely defined by the bearing offset Δ𝜃 and elevation 𝛽 at the receiver, along with 
the total path length 𝑃′ = 𝑃𝑅
′ + 𝑃𝑇
′ . A tilt angle for the reflecting surface is implied by the 
angle of incidence 𝛾 and the condition for specular reflection. The great circle path 
(dashed green line) and perturbed path projected on the surface of the Earth (dashed 
red line) are also shown. 
 
The input (measured) parameters to the mapping process are the total path length (group 
delay) 𝑃′, bearing offset Δ𝜃 ≡ 𝜃 − 𝜃0 (for great circle path bearing 𝜃0), and elevation 
𝛽. The output parameters are the latitude, longitude, virtual height of reflection, and 
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equivalent “vertical” frequency 𝑓𝑣, generalised to represent propagation normal to the 
reflecting surface (yet not necessarily at vertical incidence), and thus, approximate the 
plasma frequency. The unknown location of the reflection point, which can be related to 
the receiver and transmitter segment lengths 𝑃𝑅
′  and 𝑃𝑇
′ , is given by 






sin Δ𝜃 cos 𝛽




 𝑃′ = 𝑃𝑅
′ + 𝑃𝑇





2, and (4.13) 
 𝑃𝑇
′2 = 𝑥𝑆
2 + (𝑦𝑆 − 𝑦𝑇)
2 + (𝑧𝑆 − 𝑧𝑇)
2. (4.14) 
Combining equations (4.12), (4.13) and (4.14) gives 
 𝑃𝑇
′2 = 𝑃′2 − 2𝑃′𝑃𝑅
′ + 𝑃𝑅
′2 = 𝑃𝑅
′2 − 2𝑦𝑇𝑦𝑆 − 2𝑧𝑇𝑧𝑆 + 𝑦𝑇
2 + 𝑧𝑇
2. (4.15) 
After substituting in 𝑦𝑆 and 𝑧𝑆 from equation (4.11) and rearranging, the following 






2𝑃′ − 2𝑦𝑇 cos Δ𝜃 cos𝛽 − 2𝑧𝑇 sin 𝛽
. (4.16) 
The reflection point 𝒓𝑆 and, if required, the transmitter (𝑇𝑆̅̅̅̅ ) segment length 𝑃𝑇
′  can then 
be easily determined using equations (4.11) and (4.12), respectively. An additional 
transformation from 𝒓𝑆 in Cartesian coordinates to latitude, longitude and virtual height 
yields a more natural representation for further analysis and interpretation. Note that 
geocentric latitude is converted to geodetic latitude using the WGS-84 eccentricity 
factor. 
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The final reflection parameter to calculate is 𝑓𝑣, which can be found by applying the 





where 𝑓𝑜 is the oblique frequency, 𝛾 is the angle of incidence to the reflecting surface, 
and 
 𝑘 = {
1,  𝑅0 < 500 km
1 + 0.000032𝑅0,  𝑅0 ≥ 500 km
 (4.18) 
is an empirically derived range-dependent modification factor [Lynn, 2000]. Although 𝑘 
was strictly fitted assuming midpoint geometry, it is thought to be an acceptable first-
order approximation for the more general case of off-angle reflection considered here. 
For specular reflection, 𝛾 can be calculated as half the angle between the two vectors 𝒗𝑅 








An aggregated heat map of 1-hop F2-low ionospheric reflection points is shown in 
Figure 4.18 for all Laverton and Coondambo AoA ionograms from 5–17 September 
2015. Each fitted peak has been mapped using the transforms described above and 
combined to give a probability density distribution about each path midpoint. On the 
shortest four paths (900–1400 km), the distributions are fairly symmetric and unbiased 
about the great circle midpoints, as should be expected for observations that span many 
days and a multitude of ionospheric disturbances. Indeed, the only persistent gradient 
over these time scales should be associated with the equatorial anomaly, but this passes 
well to the north of all ELOISE AoA midpoints (at geomagnetic latitudes between 30 
and 36 °S). On the longer paths (1500–2700 km), there is increasing evidence of biases 
in the down-range distances, caused by the overestimation of elevation noted earlier. 
For example, on Lynd River to Laverton, the centre of the distribution is displaced by 





Figure 4.18. Heat maps showing the probability density distribution of 1-hop F2-low 
reflection points on all eleven ELOISE AoA paths from 5–17 September 2015. The 
bottom panel is an enlarged view of the central region marked by the light blue box in 
the top panel. Each oblique path has been independently normalised by the total 
number of fitted ionogram peaks across all frequencies. The bullseyes represent the 
great circle midpoints and 40, 80 and 120 km ground radii surrounding them. 
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relevant bullseye, and in fact closer to the Cloncurry to Laverton midpoint. Such a result 
is not surprising, given the synthesised uncertainty distributions in Figure 4.8, but the 
effect is much more pronounced in this geographic domain than in bearing/elevation 
space. 
Perhaps more importantly, what the elongated shapes of the distributions in Figure 4.18 
do reveal is a strong sensitivity to cross-range reflection point perturbations, driven by 
variations in bearing rather than elevation. While this leaves potential blind spots in the 
ability to measure the full directional spectrum of ionospheric disturbances on a single 
oblique path, the orientation diversity of the ELOISE AoA network as a whole promises 
to provide a much more complete picture of the spatial structure of disturbances in the 
region. The scatter and motion of reflection points from one time epoch to the next in a 
geographic display such as this is also a valuable visual tool for detecting wave-like 
TID behaviour, moving horizontally over large distances. However, it is noted that 
reflection points do not actually track a fixed phase position along the disturbance, as 
the geometry for specular reflection changes as the ray is perturbed. 
Finally, in addition to mapping the reflection points themselves, it is insightful to 
transform the AoA uncertainties (in degrees) to typical down-range and cross-range 
uncertainties (in km) for each path. This quantifies the relationship between path length 
and range uncertainty, including the unfavourable impact of elevation uncertainty on 
longer paths. The results, presented in Table 4.1 for all 1-hop F2-low ionogram peaks, 
have been ordered from the shortest (top row) to the longest (bottom row) path, and list 
both the median values and median uncertainties (standard deviations) in group delay, 
bearing offset and elevation estimates, along with the transformed range uncertainties. 
Note that these are the same uncertainties that were previously plotted as a function of 
SNR in the right column of Figure 4.16. 
Median uncertainties in group delay and bearing are reasonably consistent across all 
paths, at 1.2–1.6 km and 0.2–0.5°, respectively. These transform to down-range and 
cross-range uncertainties of 2–5 km and 3–5 km, respectively, in the reflection points. 
While the uncertainty in elevation shows a similar amount of variation, from 0.4–0.9° 
(roughly double the bearing uncertainty), this transforms to a much larger down-range 
uncertainty on the longest path (52 km) compared to the shortest path (9 km). Note that 
the low-elevation bias is an additional error on top of this. 
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As a guide, the bearing and elevation uncertainties for the CSF peaks are roughly half 
that of the ionogram peaks, in a median sense, but the group delay uncertainties are 
considerably larger, being inversely proportional to the processing bandwidth. Across 
all nine CSF paths, the standard deviations in delay, bearing and elevation were in the 
range of 8–15 km, 0.1–0.2° and 0.2–0.4°, respectively. The lower AoA uncertainties are 
likely to result from the longer CIT and higher SNR of the CSF peaks. The standard 
deviation in Doppler was a consistent 0.12 Hz (approximately three-quarters of a 
Doppler cell) on all CSF paths. 
 
4.5 Ionospheric tilt estimation 
Embedded in each solution for the off-angle path geometry, under the condition for 
specular reflection, is information about tilts in the reflecting surface. If the ionosphere 
is modelled as a spherical mirror with radius 𝑅𝑖 that is non-concentric with the spherical 
Earth [Folkestad, 1968; Dyson & Bennett, 1992], then any reflection path defines a 






Given only a single point and its normal vector, the unknown parameters that define the 
sphere, being the centre position 𝒓0 ≡ [𝑥0, 𝑦0, 𝑧0]
𝑇 and radius 𝑅𝑖, are underdetermined. 
To address this, the coordinate system from Figure 4.17 is initially rotated about the 
Earth centre [0, 0, −𝑅𝐸]
𝑇 in the 𝑦-𝑧 (𝑥 = 0) plane, to reposition the great circle 
midpoint at the origin (i.e. such that the new 𝑧∗-axis is now the local vertical at the 
midpoint). Displacements to the centre of the spherical mirror are then constrained to 
the local horizontal plane, with 𝑧0
∗ = −𝑅𝐸 (fixed); in other words, restricting the offset 
to the cross-range (𝑥∗) and down-range (𝑦∗) directions only, with a varying radius 
controlling the reflection height. Note that an asterisk denotes rotated coordinates in the 
midpoint-centred system. 
Starting with the unperturbed case (i.e. 𝑥0
∗, 𝑦0
∗ = 0), the solution for the rotated but 




𝑇 and its corresponding mirror radius is 
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∗]𝑇 is first updated using the spherical formula: 







∗ + 𝑅𝐸)2. (4.21) 
This is followed by an update to the centre position of the mirror, based on knowledge 








∗ )𝑦. (4.23) 
Trimmed sample means and standard deviations for 𝑥0
∗ and 𝑦0
∗ are computed from all 
available 1-hop F2 reflection points in a given sounding, weighted by SNR. This draws 
out the large-scale spatial gradients from the noise and smaller-scale (frequency- and 
height-dependent) components, and becomes the starting point for the next iteration. 
The trimmed statistics exclude the lower and upper deciles of the centre estimates in 
each dimension to provide robustness against outliers. Upon convergence, the midpoint 
height and horizontal gradients can be calculated directly from the mean 𝑥0
∗, 𝑦0
∗ and 𝑅𝑖 
estimates using the spherical formula and its partial derivatives: 










































A further coordinate rotation in the horizontal plane aligns the 𝑥 and 𝑦 axes with the 
zonal (eastward) and meridional (northward) directions at the midpoint: 
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 𝐻𝑥(𝐸) = cos(𝜃𝑚)𝐻𝑥∗ + sin(𝜃𝑚)𝐻𝑦∗, and (4.27) 
 𝐻𝑦(𝑁) = −sin(𝜃𝑚) 𝐻𝑥∗ + cos(𝜃𝑚)𝐻𝑦∗, (4.28) 
where 𝜃𝑚 is the great circle path bearing at the midpoint. Zonal and meridional tilt 
angles are given by the arctangent of these horizontal gradients. 
Despite the simplistic propagation assumptions involved, the resultant tilt estimates are 
found to sensibly capture the characteristic negative and positive zonal gradients present 
around the dawn and dusk terminators, respectively, as well as significant day-to-day 
variations over periods of an hour or more (see Chapter 7). Thus, with appropriate 
smoothing, these large-scale background gradients provide a means to remove part of 
the AoA variability in a physically meaningful way, to better reveal the medium-scale 
(<1 hour) components that are typically the subject of MSTID studies. There remains an 
outstanding question over the influence of geomagnetic effects; for example, Dao et al. 
[2016] demonstrate how field effects can masquerade as tilts. However, given the scale 
of variations in the geomagnetic field, this is expected to present as a small bias rather 
than additional variance in the tilt estimates. 
 
4.6 Chapter summary 
 On-board signal processing for the ELOISE AoA system produces high quality 
ionogram and delay-Doppler (CSF) images, fits the midpoint profile parameters, 
evaluates clear channel availability, and performs robust AoA estimation for the 
dominant propagation mode in each frequency/Doppler and group delay cell. These 
steps were designed to run in real time to support frequency-agile CSF scheduling 
and remote monitoring of the data. 
 The AoA estimation algorithm jointly solves for the bearing and elevation angles 
over both arms of the 2D array, using an interferometric least-squares technique to 
deliver both estimates and their uncertainties. Ambiguities due to grating lobes are 
resolved using predicted path geometries. 
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 Some of the challenges in estimating elevation on very long oblique paths have been 
identified, using both sample observations and simulations. Resolution limits of 
conventional processing, and the impacts of unresolved multimode have also been 
discussed, with high-resolution spectral analysis proposed as one possible solution 
and demonstrated with an auto-regressive data extrapolation algorithm. 
 In further offline analysis, peaks are detected and fitted in the AoA images, and 
1-hop F2 returns are classified using the midpoint profile parameters. The AoA peak 
data can then be transformed via tilted mirror geometry to give reflection points and 
a characterisation of large-scale ionospheric gradients, which are used to compare 
AoA estimates across different oblique paths in subsequent chapters. Relationships 
between the path length and reflection point uncertainties have been explored. 
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5 Understanding preliminary results and 
instrumental limitations 
5.1 Overview of preliminary results and analysis 
The ELOISE experiment represented the first extensive testing for the angle-of-arrival 
(AoA) receiving system, having been designed specifically for this campaign. Between 
late July 2015 and mid-January 2016, approximately 300,000 AoA ionograms and 
550,000 channel scattering function (CSF) dwells were collected across the two arrays, 
cataloguing a diverse set of ionospheric conditions and disturbances. This included a 
moderate number of geomagnetically disturbed days, with Kp indices frequently in the 
4–7 (Active to Storm) range on a scale of 0–9. Solar activity was at a moderate level 
throughout the collection period, with a smoothed sunspot index R12 (version 2) of 65.9 
for the core month of September 2015 [Space Weather Services, 2018]. 
Following completion of the experiment, one of the first activities was to document, day 
by day, the quality of the data collected and ionospheric conditions (variability) 
observed. This initiated a considerable effort to better understand the instrumental 
effects that were manifested in the data and correct or account for them where possible. 
While on-board calibration focused on empirical corrections only, using very limited 
data, the hope was that a more physical basis could be established for the AoA 
discrepancies, particularly at low elevation angles, although ultimately the results were 
largely inconclusive. 
This chapter covers several distinct subjects, each representing preliminary steps that 
were taken to interpret the ELOISE AoA data in terms of ionospheric disturbance 
signatures and help separate the geophysical effects of interest from the instrumental 
limitations. The material presented here therefore acts to bridge the gap between the 
pre-trial development (in Chapters 3 and 4) and the post-trial analysis (in Chapters 6, 
7 and 8). The first section presents examples of typical ionospheric variability identified 
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in the preliminary AoA data analysis, to broadly establish the applicability of the 
ELOISE observations to the F2 variability studies in later chapters. Having identified 
residual AoA biases arising with just the preliminary (on-board) calibration, primarily 
the overestimation of elevation on long paths, this chapter then models and quantifies 
two lower-order effects that have the potential to impact the results; namely, 
tropospheric refraction and array mutual coupling. As the modelling alone is not found 
to satisfactorily account for the biases, empirical (path-dependent) bearing and elevation 
corrections are instead estimated from aggregate ionospheric returns and applied to all 
subsequent results. 
 
5.2 Examples of disturbances in angle-of-arrival data 
Ionospheric variability manifests in many different forms in ground-based ionosonde 
observations. Among the common components of variability identified in the ELOISE 
AoA data set were: 
 TID-like signatures, including kinks in the trace, “breathing” modes, and satellite 
traces, depending on the amplitude and horizontal wavelength of the disturbance. 
These signatures often appear in the 2-hop trace first, then subsequently the 1-hop 
trace, indicative of horizontally propagating structure. A more detailed description 
of such effects can be found later in Section 8.1. 
 Night-time mid-latitude spread-F conditions, including the characteristic curvature 
in the lower edge of the CSF delay-Doppler response, related to the horizontal 
velocity of the reflecting surface [Lynn, 2008]. 
 Geomagnetic storm conditions, with continuous observations over multiple days 
tracking the ionospheric response across the commencement, main and recovery 
phases. 
 The presence of sporadic-E layers, including instances of discrete traces caused by 
off-angle returns from patchy structure. Although the equinox period of ELOISE 
represents a seasonal low in sporadic-E occurrence [Whitehead, 1989], Es layers 
were nevertheless still observed, with blanketing Es on some nights. 
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 The pre-dawn collapse [Rishbeth, 1988] and midday bite-out [Kohl & King, 1967; 
Saryo et al., 1989; Lynn et al., 2014; 2016] of the F2 critical frequency, associated 
with layer compression/rarefaction and field-aligned plasma transport caused by 
changes in thermospheric winds. 
This section will present typical examples from the first four of these categories, which 
most benefit from having access to AoA information. 
A sample ELOISE ionogram from the Laverton array is shown in Figure 5.1, with 
colours scaled according to received power (left), bearing offset (centre), and elevation 
offset (right). The path from Cloncurry to Laverton spans 2055 km with a great circle 
bearing of 70 °T. The contorted shape (“kink”) identified on the 1-hop F2-low trace 
corresponds to multiple simultaneous propagation paths through a localised electron 




Figure 5.1. Sample of an ELOISE ionogram scaled in terms of power (left panel), 
bearing offset (centre panel), and elevation offset (right panel). The local time at 
Laverton was 12:41am (UT+8 hours). The dashed white line in the left panel identifies 
a particularly prominent trace “kink” on the 1-hop F2-low trace, thought to be caused by 
the passage of a medium-scale TID. 
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are discussed further in Chapter 8. This particular case occurred in the middle of the 
night, and over the course of about an hour, the kink feature progressed all the way 
down the high-ray and along the low-ray F2 trace. Despite the clear multiplicity of 
propagation paths in group delay at around 15 MHz, the AoA offsets barely register the 
feature, due to it having a much smaller spatial scale than the length of the oblique path. 
Another example of a disturbed ionogram is shown in Figure 5.2, representing 
relatively degraded night-time propagation conditions (approximately 3 hours after 
sunset at F2 heights) on the oblique path from Humpty Doo (near Darwin) to Laverton, 
with ground range 1989 km and great circle bearing 31 °T. The off-angle (“satellite”) 
trace that appears across most frequencies at group delays between 2100 and 2200 km, 
with a bearing offset of almost 20° in parts, is a signature of large-scale TIDs frequently 
seen in the post-sunset ionosphere at mid-latitudes. Elevation offsets are mostly 
negative along the satellite trace, as the equivalent great-circle path with the same delay 
predicts a larger elevation than the true off-angle geometry implies. 
 
 
Figure 5.2. Another disturbed ELOISE ionogram, presented in the same format as 
Figure 5.1, showing the off-angle signatures of larger-scale ionospheric structure. The 
local time at Laverton was 9:41pm. The dashed white line in the left panel identifies an 
additional (“satellite”) 1-hop F2 trace, characterised by extreme deviations in bearing. 
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Large-scale structures such as in this example are often found to be a precursor to 
spread-F irregularities [Bowman, 1981; Bowman & Monro, 1988; Bowman, 1991b; 
Lynn et al., 2013], which pervade the post-midnight ionosphere at mid-latitudes, 
particularly during low-to-moderate solar activity [Bowman, 1960]. Over the 
surrounding 45 minute period, shown in Figure 5.3, the additional off-angle traces 
move outwards and inwards in group delay as their bearing offsets shift from negative 
(red) to positive (blue) values. At times, these traces partially overlap in the ionograms 
(e.g. 1337 UT), and the bearing offset represents only the stronger of the two returns. 
 
 
Figure 5.3. A time sequence of bearing offset images, measured before and after the 
ionogram in Figure 5.2. From left to right and top to bottom, the panels show one 
“satellite” trace breaking away from the unperturbed (direct) path and moving outwards 
in group delay (1319–1341 UT), followed by another trace, from the opposite direction, 
moving inwards in delay and merging with the unperturbed path (1337–1400 UT). 
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An enlarged portion of the same ionogram from Figure 5.2 is shown in Figure 5.4 
alongside a neighbouring CSF dwell at 5.7 MHz. This frequency corresponds to the 
dashed vertical line on the ionogram, which captures the lower frequency tail of the off-
angle structure identified in Figure 5.2. The automatic peak detection and fitting 
algorithm, operating across each page of the AoA data cube, has identified three 1-hop 
F2 returns in the CSF image, including the unperturbed shorter path (at 0.0 Hz Doppler 
and 2076 km group delay), and two off-angle longer paths: one with its reflection point 
advancing (at +0.8 Hz and 2123 km) and one receding (at -0.7 Hz and 2134 km). Their 
great circle bearing offsets were +10° and -7°, respectively, indicative of a TID structure 
propagating transversely (roughly north-westward) to the direction of the HF reception 
(north-eastward). The time evolution of ionograms in Figure 5.3 supports this 
interpretation. Furthermore, it is consistent with the systematic westward and 
equatorward propagation directions reported elsewhere for night-time TIDs at mid-
latitudes (e.g. Shiokawa et al. [2009]). The 2-hop F2 mode structure, above 2300 km 
group delay, is considerably more complicated, although also contains both advancing 
and receding components in the CSF dwell. 
 
 
Figure 5.4. Enlarged portion of an ELOISE ionogram (left panel, rescaled from Figure 
5.2) alongside the matching CSF dwell at 5.7 MHz (right panel, with fitted peaks). 
 102 
A more degraded ionogram from later on the same night, but a different path, is shown 
in Figure 5.5. In this case, rather than there being a discrete off-angle trace, the returns 
are spread in delay, and contain both advancing and receding spread Doppler 
components of increasing magnitude at greater delays. Nevertheless, as in Figure 5.4, 
the advancing (positive Doppler) components tend to have a positive bearing offset, 
while the receding (negative Doppler) components have a negative bearing offset, 
indicative of a similar horizontal drift motion. 
 
 
Figure 5.5. A night-time spread-F example, showing the ionogram (scaled in terms of 
power, left panel, and bearing offset, centre panel) alongside its corresponding CSF 
dwell (scaled in terms of bearing offset, right panel). 
 
It is worth noting that the disturbances described above are not directly attributable to 
any solar or geomagnetic events, as the observations followed several days of quiet 
conditions. However, enhanced geomagnetic activity was encountered later in the 
month, caused by a high-speed solar wind stream from a coronal hole. Significant 
depressions in F2 propagation support were observed on 10–11 September 2015, in 
response to the recovery phase of the storm [Gardiner-Garden et al., 2019]. An example 
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of the impact on ELOISE AoA observations is shown in Figure 5.6. The F2 returns, 
starting at ~1700 km delay, are severely constrained in frequency, and unusually diffuse 
for this time of day (early afternoon). There is a distinct negative-to-positive (red-to-
blue) transition in the elevation offset on either side of the F2 high-ray traces, pointing 
to a down-range spatial gradient in the F2 critical frequency (foF2); this is consistent 
with the interpretation of mid-latitude frequency spread presented by Clarke [1972], 
Bowman et al. [1988], and Bowman [1991a]. 
 
 
Figure 5.6. A daytime example with severely depressed F2 ionisation and degraded 
propagation characteristics, associated with increased levels of geomagnetic activity. 
The three panels show the ionogram (scaled in terms of power, left panel, and 
elevation offset, centre panel) alongside its corresponding CSF dwell (scaled in terms 
of elevation offset, right panel). 
 
A final ionogram example in Figure 5.7 presents the off-angle characteristics of patchy 
night-time sporadic-E (Es) structure. At the time, the Es layer was blanketing the F2 
layer, which was experiencing a very depressed critical frequency (foF2). At least three 
near-horizontal traces, indicative of returns from a thin layer at multiple reflection 
 104 
points, are marginally separated in group delay, yet have strikingly different bearing and 
elevation angles. The longest propagation path is the most perturbed in AoA, meaning 
its reflection point is furthest from the great circle midpoint. Note that this example is 
quite similar to the ionogram in Figure 10 of Ayliffe et al. [2019], without AoA, and 
highlights the difficulties in interpreting such data using delay measurements only. 
 
 
Figure 5.7. A night-time example containing multiple discrete sporadic-E (Es) traces, 
each with their own distinct off-angle direction. The three panels show the enlarged 
E-region of the ionogram scaled in terms of power (left panel), bearing offset (middle 
panel), and elevation offset (right panel). 
 
5.3 Tropospheric refraction 
The focus for the remainder of this chapter now shifts to understanding instrumental 
effects and limitations. Although far less significant than in the ionosphere, refraction in 
the troposphere can influence HF propagation in a similar manner, whereby a negative 
refractivity gradient as a function of height causes the ray trajectory to be bent back 
towards the Earth [Altshuler, 1998; Doerry, 2013]. This has the potential to increase the 
apparent elevation angle at low elevations, albeit by only a small amount. This section 
seeks to identify whether the impact should be measurable in the ELOISE AoA data. 
While the effects of tropospheric refraction have been well studied at VHF, UHF and 
microwave frequencies, most recently in the context of satellite communications, the 
research activity has been comparatively less active in the HF band. In theory, however, 
the HF implications should be the same; it is the ability to measure them that is more 
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difficult. A good summary of tropospheric refraction in the HF context can be found in 
Millman [1977]. 
In the first instance, three relatively simple methods based on geometrical optics were 
used to evaluate the effects of tropospheric refraction on ELOISE AoA paths: 
1 The 4/3 effective-Earth approximation [Schelleng et al., 1933; Miller, 1951; 
Bean & Thayer, 1959a]. By raising the Earth radius, the problem is transformed 
to a coordinate system in which the effective ray trajectory through the 
troposphere is a straight line (i.e. equivalent to free-space propagation); this 
greatly simplifies the computations. It derives from the assumption of a constant 
vertical refractivity gradient, of the order of -40 km
-1
, where refractivity 𝑁 is 
related to the refractive index 𝑛 by the formula 𝑁 ≡ (𝑛 − 1) × 106. Strictly 
speaking, the optimal radius-scaling factor (“K”) varies with the initial elevation 
angle [Miller, 1951], as well as the meteorological conditions affecting the 
refractivity profile, but to a first-order approximation it is assumed to be a 
constant value of 4/3. Typical errors in this approach are explored by Doerry 
[2013]. 
2 Numerical ray tracing through a realistic model refractivity profile of the lower 
atmosphere, such as the Central Radio Propagation Laboratory (CRPL) 
Exponential Reference Atmosphere [Bean & Thayer, 1959b]. The CRPL profile, 
presented in equation (5.1) as a function of height ℎ above mean sea level, is 
based on the segmented linear/exponential model developed by Bean & Thayer 
[1959a]. It depends only on the surface refractivity 𝑁0 = 𝑁(ℎ0) derived from 
meteorological data. While the average global surface refractivity is about 325 
[Altshuler, 1998], a value of 300 is adopted here to better match a sample of 












(ℎ − ℎ0 − 1)),   ℎ0 + 1 ≤ ℎ < 9 km
105 exp(−0.1424(ℎ − 9)) ,   ℎ ≥ 9 km
 (5.1) 
where ∆𝑁 = −7.32 exp(0.005577𝑁0) is the surface refractivity gradient, and 
𝑁1 = 𝑁0 + ∆𝑁 is the refractivity at 1 km above the surface. 
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3 Numerical ray tracing through a tropospheric refractivity profile derived from 
radiosonde temperature (𝑇), pressure (𝑝), and dew-point (𝑇𝑑) measurements. The 
standard two-term empirical formula for the refractivity of dry air [Smith & 








where vapour pressure 𝑒 = 6.112 exp (
17.62𝑇𝑑
243.12+𝑇𝑑
) hPa for 𝑇𝑑 in °C [Magnus-
Tetens formula, World Meteorological Organization, 2012, Annex 4.B]. The 
example in Figure 5.8 shows the Alice Springs radiosonde data from 0 UT on 
4 September 2015 and its resultant refractivity profile. This is compared against 
the CRPL profile in Figure 5.9. 
For all three approaches, rays are fired off at a range of elevations through the 
troposphere, and ray homing is used to converge on a specified oblique ground range. 
The ionosphere is treated as a simple mirror reflector. For method (1), an upper height 
of 8 km was adopted for the refracting region of the troposphere, to provide satisfactory 
agreement with the CRPL model results; the region above, up to the ionospheric virtual 
height, is treated as free space. For methods (2) and (3), the ray elevation at each 
spherically-stratified layer of the troposphere is calculated by the piecewise application 
of Bouguer’s formula [Schulkin, 1952]. It is assumed that the refractivity profile is 
smoothly varying, to avoid anomalous effects like ducting and caustics. 
Figure 5.10 shows the elevation differences calculated for equivalent ionospheric paths 
with and without tropospheric refraction. Three representative ground ranges (1000, 
2000 and 3000 km) were considered for each of the three methods, while allowing the 
virtual height of reflection to vary from 80 to 600 km. There is a slight dependence on 
the choice of ground range due to the spherical Earth geometry. Longer paths suffer 
slightly more refraction for the same uncorrected elevation angle, causing the small 
spread (sometimes almost indistinguishable) between lines of the same colour. Across 
all elevation angles, this spread remains less than about 10% of the absolute elevation 
difference, which itself tends to be reasonably consistent between all three methods, 
particularly (2) and (3). Note that the effect of the troposphere on the modelled group 
delay and its apparent virtual height is negligible (<1 km), and is thus not shown here. 
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Figure 5.8. Sample radiosonde data (red, green and purple lines) from Alice Springs, 
and the resultant refractivity profile calculated using equation (5.2) (blue line). The 
observations were made by the Australian Bureau of Meteorology [Newton, 2018]. 
 
 
Figure 5.9. Comparison of refractivity profiles calculated using the CRPL reference 
model and Alice Springs radiosonde data. 
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Figure 5.10. Equivalent elevation differences with and without tropospheric refraction, 
for the three alternative methods described: (1) 4/3 effective-Earth approximation (red), 
(2) ray tracing through the CRPL refractivity profile (green), and (3) ray tracing through 
a radiosonde-derived refractivity profile (blue). For each method, there are three lines 
of the same colour, representing 1000, 2000 and 3000 km ground range, which overlap 
in elevation where different virtual heights support the same launch angle. The shorter 
path (1000 km) only appears above 7°, corresponding to the minimum virtual height of 
80 km. 
 
Given that 60% of ray bending occurs in the first 1 km [Bean & Thayer, 1959a], and 
less than 10% occurs in the region above 10 km [Shulkin, 1952], it is not unreasonable 
to assume a constant refractivity gradient, as in method (1). Nevertheless, the more 
realistic profiles of methods (2) and (3) are believed to provide a greater level of 
accuracy. The fact that the elevation differences calculated from these methods never 
exceed a few tenths of a degree places any tropospheric correction below the 
measurement uncertainties of the ELOISE elevation estimates presented in Section 4.4 
(Table 4.1). Indeed, at elevations above 10°, the tropospheric effect is reduced to less 
than 0.1°, which is expected to be undetectable by the ELOISE AoA system. As such, 
tropospheric refraction is believed to be of only minor significance, and certainly cannot 
account for the magnitude of the low-elevation biases observed. 
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5.4 Array mutual coupling 
The on-board ELOISE AoA processing, described in Section 4.2, adopted empirical 
calibration corrections to compensate for unknown positional/timing errors, mutual 
coupling effects, and receiver mismatch. However, some proportion of this correction 
has the potential to be predicted by simple electromagnetic modelling of the array and 
the interactions between antenna elements. The amplitude and phase distortions caused 
by mutual coupling can be expressed in terms of the array manifold, which is effectively 
a set of complex steering vectors for “phasing up” the array over the full hemisphere, 
and knowledge of the true manifold enables the effects to be counteracted during AoA 
estimation [Friedlander & Weiss, 1991; Singh et al., 2013]. This section considers two 
such mutual coupling models in terms of their ability to capture frequency and AoA 
dependent deviations in the inter-element phase differences from the planar wavefront 
assumption (i.e. the theoretical array manifold). 
A first-order representation of array mutual coupling is via a mutual impedance matrix, 
which considers the induced currents between isolated pairs of vertically polarised 
dipoles (equivalent to monopoles on a perfectly conductive, infinite ground plane). It is 
based on the method of moments and assumes one piecewise sinusoidal mode on each 
centre-fed virtual dipole [Kraus, 1988, ch. 9.17]. Self-impedance is calculated as a 
special case of mutual impedance, with separation distance replaced by the antenna 
radius. 
The resistive (𝑅𝑚𝑛) and reactive (𝑋𝑚𝑛) components of the mutual impedance (𝑍𝑚𝑛 =
𝑅𝑚𝑛 + 𝑖𝑋𝑚𝑛) between monopoles 𝑚 and 𝑛 of equal length 𝑙 and separation distance 𝑑 
are given by equations (30) and (31), respectively, from Cox [1947]. These are 





{4𝐶𝑖(𝑢1) − 2𝐶𝑖(𝑢0) − 2𝐶𝑖(𝑣0)
+ cos(2𝑘𝑙) [𝐶𝑖(𝑤1) − 2𝐶𝑖(𝑣0) + 𝐶𝑖(𝑥1) − 2𝐶𝑖(𝑢0) + 2𝐶𝑖(𝑢1)]








{−4𝑆𝑖(𝑢1) + 2𝑆𝑖(𝑢0) + 2𝑆𝑖(𝑣0)
+ cos(2𝑘𝑙) [−𝑆𝑖(𝑤1) + 2𝑆𝑖(𝑣0) − 𝑆𝑖(𝑥1) + 2𝑆𝑖(𝑢0) − 2𝑆𝑖(𝑢1)]
+ sin(2𝑘𝑙) [𝐶𝑖(𝑤1) − 2𝐶𝑖(𝑣0) − 𝐶𝑖(𝑥1) + 2𝐶𝑖(𝑢0)]}, 
(5.4) 
where 𝑆𝑖 and 𝐶𝑖 are the standard sine and cosine integrals, 












𝑘 is the wave number, and 𝑢0 = 𝑘(√𝑑2 + 𝑙2 − 𝑙), 𝑢1 = 𝑘𝑑, 𝑣0 = 𝑘(√𝑑2 + 𝑙2 + 𝑙), 
𝑤1 = 𝑘(√𝑑2 + 4𝑙2 + 2𝑙), and 𝑥1 = 𝑘(√𝑑2 + 4𝑙2 − 2𝑙) are the limits of integration. In 
the case of the ELOISE AoA array, the antenna length is 6.5 m, with outer diameter 
127 mm. Strictly the antennas were not fed at the base, as this calculation assumes, but 
approximately one-third of the length above the ground. 
The mutual impedance matrix 𝑍, normalised to the load impedance 𝑍𝐿 = 450 Ω, is then 
given by [Gupta & Ksienski, 1983; Hui, 2007] 




where [𝑍𝑚𝑛] is a 19×19 matrix in the case of the ELOISE arrays, containing the mutual 
impedances for each antenna pair. 
Under this model, the phase of the measured voltage 𝜓𝑛 is offset from the phase of the 
theoretical manifold 𝜓𝑛0 according to the matrix inverse of 𝑍 (the so-called mutual 
coupling matrix). The array manifold phase correction associated with mutual coupling 
is therefore given by 
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 ∆𝜓𝑛 ≡ 𝜓𝑛 − 𝜓𝑛0 = angle(𝑍
−1). (5.8) 
A more sophisticated approach is to use the method of moments to numerically estimate 
(in an iterative manner) the currents and, hence, the array manifold for a wire-segment 
representation of the array. This computation was carried out by Mr Charlie Williams 
for the ELOISE array configuration, using the Numerical Electromagnetics Code (NEC) 
4.2 [Burke, 2011], sampled in 0.5 MHz and 0.5° steps. Realistic dimensions of the 
monopoles were included in the model, including the feed points, but a perfect ground 
plane was assumed for simplicity. Reradiated signals and array shading effects are 
captured by this approach; in other words, the field impinging on the array is non-
uniform. 
Figure 5.11 compares the array manifold phase corrections calculated using both the 
NEC model (top panel) and the Z-matrix approximation (bottom panel), as a function of 
bearing and elevation for a fixed frequency of 20 MHz. The common element of the 
ELOISE array (i.e. at the intersection between the two arms) has been chosen here, as it 
represents the antenna with the greatest number of neighbouring antennas, and therefore 
the most likely to be subject to mutual coupling effects. It is encouraging to see that the 
two models exhibit many of the same characteristics as a function of AoA, but the 
simpler Z-model tends to overestimate the magnitude of the correction. At lower 
frequencies, the correction varies much more slowly with AoA. 
Regrettably, there was not a framework in place to directly measure mutual coupling 
effects during the ELOISE experiment itself. However, it is possible to compare the two 
models against phase correction factors estimated from entire days of ionospheric 
observations on the paths of interest; an example of this is shown in Figure 5.12. The 
estimated corrections are simply the means of the AoA fit residuals, for just the 
strongest 1-hop F2-low peak at each frequency of each ionogram, binned in terms of 
frequency and AoA. While all paths can potentially contribute to each bin in the 3D 
frequency/bearing/elevation data cube, the distribution is naturally dominated by a 
single path in the direction of its great-circle bearing. As such, only a handful of discrete 
bearings are well characterised, and it is more meaningful to focus on a single bearing 
slice; in the case of Figure 5.12, this is the Lynd River to Laverton bearing (after 




Figure 5.11. Array manifold phase corrections for the common ELOISE array element 
(#8) at 20 MHz, calculated using both the NEC model (top panel) and the Z-matrix 
approximation (bottom panel). The dashed vertical lines indicate ±90° from boresight 
for the Laverton array, within which the oblique paths of interest reside. 
 
The top panel of Figure 5.12, showing the number of samples, resembles a full day of 
ionograms superposed, and gives a sense of where in the frequency/elevation space the 
estimated corrections are likely to be most reliable. Where the number of samples is 
zero, the estimated correction is undefined. The subsequent panels show the estimated 
and modelled array manifold phase corrections, rescaled in terms of metres to remove 
most of the frequency dependence. Although the general sizes of the corrections are 
comparable, the pattern estimated from observations (panel b) bears little similarity with 
the modelled patterns (panels c and d). In particular, the low-frequency positive 
correction in the observations (from 2–4 MHz) is not reproduced in the models. It is 
worth noting that this feature and others were found to be consistently observed from 
day to day. A possible explanation is that the finite dimensions of the ground mat may 
have a more pronounced influence at these longer wavelengths; due to space 
constraints, the mat extends less than half a wavelength in some directions below 
15 MHz. Of course, the rescaling to metres does tend to amplify the apparent magnitude 




gradients around the shoulder of the equatorial anomaly will prevent the true AoA 
offsets from averaging to exactly zero. 
The approach taken for estimating the path-dependent bearing biases is illustrated in 
Figure 5.14 and Figure 5.15, for the Laverton and Coondambo arrays, respectively. 
Histograms of the measured offsets from the great-circle bearing are constructed for 
each path separately, and a parabola is fitted about the maximum to estimate the peak 
offset. The preliminary rotational bias of +1°, identified in Section 3.3, has been left 
uncorrected here, and therefore it is not surprising to see that the peak position across all 
paths (black dashed line) is in fact very similar to this preliminary estimate for both 
Laverton and Coondambo (cf. Figure 3.13 and Figure 3.14 in Section 3.3). Bearing 
biases on individual paths range from +0.2° (South Hedland to Laverton) to +2.1° 
(Kalkarindji to Laverton), indicating a distinct variation across the different directions. 
The widths of the distributions are believed to be dominated by ionospheric variability 
rather than measurement errors. Evidence of asymmetry in the distributions reveals a 
slight limitation of the simple aggregation approach for estimating bearing biases, with 
at least some bimodal behaviour (e.g. on the Kalkarindji to Laverton path in Figure 
3.13) caused by the combination of a narrower daytime distribution and a broader night-
time distribution of bearing offsets. 
The elevation bias is a little more troublesome to estimate, as the predicted reference 
based on equivalent geometry (i.e. group delay) is itself uncertain. Figure 5.16 shows 
the probability density functions of the observed elevation estimates as a function of the 
excess delay (i.e. the difference between the group delay and ground range in km), with 
the equivalent elevation predictions overlaid (dashed lines). As well as the influence of 
the ionospheric propagation support itself, the omni-directional gain patterns of both 
transmitting and receiving antennas, which notionally roll off at low and high elevation 
angles, may affect the number of peaks detected at each elevation. The standard Breit-
Tuve relation [Reilly, 1985] tends to underestimate elevation, by an amount that 
increases with group delay [George, 1970]; thus, the apparent overestimation of 
elevation may be accentuated. Although empirical modifications to the Breit-Tuve 
relation have been proposed [George, 1970; Reilly, 1985], these have not been tested 
over the full range of ELOISE path lengths or require assumptions about the true height 
of reflection. As such, the standard relation was retained as the reference. 
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Figure 5.14. Histograms of uncorrected bearing offsets aggregated over 13 days of 
1-hop F2-low ionogram observations from all Laverton paths. The numbers alongside 
each path indicate the number of contributing ionograms, and the black dashed line 
shows the total distribution over all data. 
 
 
Figure 5.15. As above, but for the Coondambo array. Note that far fewer ionograms 
were collected from Coondambo over the course of the ELOISE experiment. 
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Once the equivalent elevation is subtracted off, the result is the offset plots in Figure 
5.17. Given that each ELOISE path covers only a limited range of elevations, over 
which there is minimal variation in the elevation offset, a single scalar elevation bias 
was defined for each path based on the trimmed mean offset; this is shown by the 
magenta dashed lines, ranging from -1.2° (South Hedland to Laverton) to +3.2° (Lynd 
River to Laverton). The bias consistently exceeds +1° on the longer paths (>2000 km), 
although the proportion of this that is true overestimation of elevation versus 
deficiencies in the equivalent geometry reference remains unclear. 
 
 
Figure 5.16. Probability density functions of uncorrected elevation versus excess delay 
(group – ground) for each of the ELOISE AoA paths, aggregated over 13 days of 1-hop 
F2-low ionogram observations. The standard Breit-Tuve equivalent geometry reference 
is overlaid as a dashed line on each panel. 
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Figure 5.17. As in Figure 5.16, but rescaled in terms of the elevation offset (i.e. with 
respect to the predicted reference). The trimmed mean offset for each path (magenta 
dashed line) is used to define the path-dependent elevation bias. 
 
Following bearing and elevation bias corrections, the resultant geographic heat map of 
1-hop F2-low reflection points is shown in Figure 5.18 (cf. Figure 4.18 in Section 4.4, 
prior to corrections). The centres of the distributions are much more closely aligned 
with the great-circle midpoints (bullseyes) than before. While there are still some 
outstanding questions about the sources of the biases and errors in the equivalent 
geometry, which cast doubt on the absolute elevation accuracy, the power of this 
approach is that relative AoA displacements are now better characterised. This is most 
important for the perturbation analysis in subsequent chapters. 
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Figure 5.18. Heat maps showing the probability density distribution of 1-hop F2-low 
reflection points on all eleven ELOISE AoA paths from 5–17 September 2015, after 
path-dependent bearing and elevation bias corrections are applied. 
 
5.6 Chapter summary 
 Preliminary AoA ionograms and CSF dwells from the ELOISE experiment have 
been used to illustrate just a sample of the diverse set of mid-latitude ionospheric 
disturbances encountered, including TIDs, spread-F conditions, and the response to 
geomagnetic storms. 
 Tropospheric refraction cannot account for the majority of the observed low-
elevation bias, and the effect is predicted to be less than the measurement 
uncertainty of ELOISE elevation estimates. As such, it will be neglected in all the 
subsequent analysis. 
 Mutual coupling between antenna array elements may introduce AoA errors on the 
scale of those observed. However, the models tested did not provide a sufficiently 
good match to the observations to offer a feasible correction strategy. Improvements 
to the model and/or a framework for directly measuring the correction factors more 
accurately are areas identified for future work. 
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 Path-dependent bearing and elevation bias corrections were ultimately used to 
account for offsets in aggregated ionospheric returns that could not otherwise be 
explained. These are empirically derived and serve to shift the distribution of 
mapped reflection points to be centred on the great-circle path midpoints. 
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6 Characterisation of small-scale (intra-dwell) 
ionospheric variability 
6.1 Overview of intra-dwell channel scattering function data 
The extensive collection of channel scattering function (CSF) dwells from the ELOISE 
experiment contains an interesting sample of ionospheric variability and mode 
interactions on a very small temporal scale. Although the standard ELOISE angle-of-
arrival (AoA) processing adopts a coherent integration time (CIT) of 0.8 s for the 
wideband sweep (ionogram) and 6.4 s for the CSF, the ionosphere is not always 
stationary on these timescales, for example due to small turbulent structures associated 
with plasma instabilities and geomagnetic activity/pulsations. Unresolved mode mixing 
in particular can lead to rapid signal fading and apparent AoA fluctuations. Most 
commonly, where O/X components are unresolved, such effects are believed to be due 
to Faraday fading [Davies, 1990, ch. 7.7.3], caused by the polarisation axis of the 
combined O/X wave rotating with respect to the vertically polarised receiving array. 
Deep fading can severely degrade both HF communications and radar detection/tracking 
performance. It is therefore pertinent to investigate the scale of the small-scale 
ionospheric variability that exists within a single CIT, both from a geophysical 
standpoint and to identify implications on instrument fidelity. 
By processing the CSF data on a sweep-by-sweep (chirp-by-chirp) basis, the 6.4 s CIT 
can be reduced to the inter-pulse period of 0.1 s, albeit without Doppler information, 
and the variation over the 64 contiguous sweeps gives a sense of what is being averaged 
over and thus sub-sampled by the full-length estimates. These so-called intra-dwell 
estimates were computed for both the strongest 1-hop F2-low peak and the strongest 
1-hop F2-high peak in each CSF dwell. Typically O and X modes are not separated on 
low-ray returns at the CSF delay resolution, so greater signal instability (i.e. variation in 
power and AoA) is expected [Harris & Frazer, 2005]. 
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A daytime example with minimal AoA variability is presented in Figure 6.1. The solid 
lines are the single-sweep (delay-only) peak estimates as a function of time, while the 
horizontal dashed lines are the standard (delay-Doppler) peak estimates from the full 
dwell. Only a single array arm, in this case the long arm, has been included to relax the 
assumption of 2D planarity and simplify the plot; on the Kalkarindji to Laverton path 
shown, variations in the steer angle for this arm are best interpreted as variations in 
apparent elevation. Steer angle uncertainties, for both single sweeps and the full dwell, 
are spatial standard deviations derived from the fit RMSE. The rate of change in the 
relative phase path 𝑃 from one sweep to the next can be interpreted as a measure of the 









Figure 6.1. Sample intra-dwell 1-hop F2-low peak parameter estimates from Kalkarindji 
to Laverton, using only the long arm of the array. The panels, from top to bottom, show 
(a) the root-mean-square error (RMSE) of the AoA fit, (b) the peak power measured on 
each of the ten elements, (c) the estimated steer angle (with uncertainty bars 
representing one standard deviation), and (d) the relative phase path (integrated 
Doppler), each plotted as a function of intra-dwell time. The solid lines are the single-















Without Doppler discrimination, the single-sweep estimates include additional power 
contributions, from both noise/interference sources and potentially extra signal modes; 
as such, it is not surprising to see higher power levels for the solid lines in the second 
panel. The spread between the ten elements (in different colours) is 3–4 dB, of which 
<1 dB was observed across the digital receivers using a directly injected waveform. The 
remainder is thought to be due to the combined mismatch in the cables, antenna 
transformers, and mutual coupling effects. Nevertheless, in terms of the key results, 
being steer angle and phase path, there is very little difference between the solid and 
dashed lines. 
A contrasting example, with clear evidence of mode mixing and a fading period of 
about 2 s, is shown in Figure 6.2. This is similar to the CSF fading characteristics 
reported by Harris & Frazer [2005], who attributed amplitude and AoA fluctuations on 
the scale of tens of seconds to unresolved O/X components. In this case, with each 
periodic 20–30 dB dip in the peak power, the fit RMSE increases significantly and the 
estimated steer angle rapidly diverges from the mean, flipping through up to 20° at the 
null point. Such variations are non-physical, and point to incoherencies in the mode 
mixing pattern (including signal polarisation) across the 180 m aperture of the arm; this 
is equivalent to 3.5 wavelengths at 5.9 MHz. The fact that the null position is offset 
slightly between arm elements lends support to this explanation. 
The variation in phase path is also intriguing, as it points to a change in sign of the 
apparent Doppler shift about the nulls. The full-dwell phase path estimate (i.e. the 
dashed line in the bottom panel) is derived directly from the measured Doppler shift, 
and therefore must be a straight line, although given that a taper was used in Doppler 
processing, it is heavily weighted towards the middle of the CIT. It remains an 
outstanding exercise to simulate these kinds of phase interactions, for example, using 
ray tracing [Västberg & Lundborg, 1997; Yau, 2003]. 
The remainder of this chapter will present small-scale variability statistics in the form of 
histograms, derived from the intra-dwell CSF data from 5–17 September 2015. The aim 
being to characterise the typical magnitude of variations in each of the peak parameters 
(i.e. power, steer angle, and Doppler), and dependencies on time-of-day, frequency, and 
bandwidth (delay resolution). Relationships with other measures of wavefront non-
planarity and mode complexity are also explored, to better identify how and when the 
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ELOISE AoA estimates are likely to be degraded. It should be noted that while the 
focus here is on the CSF data, such issues also pertain to the ionogram observations, 




Figure 6.2. As in Figure 6.1, but for a less stable, composite peak exhibiting the 
characteristics of O/X mode mixing. 
 
6.2 Intra-dwell channel scattering function statistics 
Over the period from 5–17 September 2015, a total of 69,898 dwells from the six 
Laverton CSF paths were analysed for their intra-dwell temporal statistics. Coondambo 
CSF paths were excluded as the observations were predominantly daytime only. For 
each CSF observable, the two metrics considered were the time-averaged mean and 
standard deviation across the 64 single-sweep estimates. The mean is designed to be 
compared against the corresponding full-length estimate from standard CSF processing, 
to identify where unresolved Doppler components may be an issue, while the standard 















temporal standard deviation and the spatial standard deviation that captures the AoA fit 
uncertainty over the full CIT. 
Although these two intra-dwell metrics cannot fully capture the small-scale 
characteristics of parameter variability, including autocorrelation scale, time rate of 
change, and any beat period, they were chosen in the first instance as they are simple to 
interpret and require no assumptions about the form of the variation or stationarity of 
samples. So as not to mask the geometrical dependence on the asymmetric array, each 
arm was analysed separately, giving independent steer angles that must be combined to 
produce unambiguous bearing and elevation angles. At zero elevation, these steer angles 
are measured clockwise with respect to the individual arm boresights, being 125 and 
215 °T for arms 1 and 2, respectively. 
Given the volume of data, and therefore breadth of ionospheric propagation conditions, 
results were grouped into several broad sets: 
 Low- versus high-ray F2 modes. 
 CSF frequency ratio, with respect to the F2 maximum observed frequency (MOF). 
 CSF waveform bandwidth (30, 15 or 7.5 kHz). 
 Daytime versus night-time observations. 
A multi-mode flag was also developed to identify and potentially remove peaks where 
the loss of Doppler information that comes with single-sweep processing would lead to 
unresolved multi-mode (merged peaks). Figure 5.4 in Section 5.2 contains one such 
example of multiple distinct CSF peaks at almost the same group delay. The special flag 
is simply based on counting the number of CSF peaks that overlap with the current peak 
in delay but are resolved in Doppler. However, so few examples of this condition were 
detected that the impact was believed to be fairly inconsequential, constituting just 5% 
of F2-low and 4% of F2-high peaks. Far more likely is unresolved multi-mode caused 
by insufficient delay resolution at the lower CSF bandwidths. 
Figure 6.3 shows histograms of the intra-dwell means and standard deviations in the 
peak power, steer angle, and Doppler measurements, separated into low- and high-ray 




Figure 6.3. Intra-dwell CSF statistics for the Kalkarindji to Laverton path, split into 
1-hop F2-low and F2-high modes (solid and dashed lines, respectively). The left 
column of histogram plots show the mean peak parameter values, for power (top), 
steer angle (middle), and Doppler (bottom), while the right column of plots show the 
corresponding standard deviations. The count for a given bin is expressed a 
percentage of the total CSF dwells. Each arm is analysed and plotted separately, in red 
and blue, and apart from the expected geometry dependence in the mean steer angles, 
the results are largely consistent. Note that in the left panel of the middle row, the mean 
steer angles are plotted with a separate colour-coded axis for each arm. Since the end-
fire arm (red) is shown on a broader scale than the broad-side arm (blue), the area 
under the distribution appears to be less, but in fact the sum of all bins is the same 
(100%). 
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deviation distributions in power, steer, and Doppler are in the range of 0.5–1 dB, 0.1–
0.2°, and 0.02–0.03 Hz, respectively. Not surprisingly, the high-ray peaks have 
consistently lower mean power (by ~15 dB), due to defocusing effects as a uniform fan 
of rays are spread more sparsely over the ground [Davies, 1990, p. 161], and mean steer 
angles closer to zero, due to increased beam coning at higher elevations. In addition, the 
high rays span a wider range of mean steer angles and Doppler values. This is because 
relatively small changes to the electron density profile during disturbed conditions (such 
as spread-F, solar terminator effects, and the passage of TIDs) give rise to large 
fluctuations in the AoA and phase path of high rays [Davies, 1990, p. 161], owing to 
their deeper penetration into the ionosphere. 
The standard deviations indicate that these high-ray dynamics also translate to more 
variability in Doppler and, to a lesser extent, steer angle over the intra-dwell period; in 
other words, the assumption of stable propagation over the length of the CIT does not 
hold up as well for the high ray as for the low ray, leading to larger standard deviations 
in general. Interestingly the standard deviations in power show the reverse situation, 
with F2-high power varying less than F2-low over the CIT. This is contrary to what 
might be expected given the above but is probably due to the fact that F2-high is less 
likely to contain unresolved O/X multi-mode. 
The steer angles for arm 1 (in red, close to endfire) naturally have a broader distribution 
than for arm 2 (in blue, close to broadside) as they are more strongly influenced by 
elevation changes, rather than the relatively stable bearing angle, according to the 
standard coning formula [Fabrizio, 2013, eq. (4.73); also quoted in the caption of Table 
3.3]. Given that a larger aperture leads to more precise AoA estimation in general, with 
less sensitivity to receiver phase noise, the longer length of arm 1 is believed to mostly 
compensate for the reduced AoA resolution at endfire. This results in steer angle 
standard deviations that are mainly driven by intra-dwell ionospheric variability, rather 
than measurement noise, and are thus only marginally worse than arm 2. 
Shifting attention now to the F2-low mode only, being the primary mode of choice for 
HF propagation under most conditions, the CSF statistics can be grouped by frequency. 
Figure 6.4 shows histograms of the intra-dwell variability for three frequency ratio sets, 
centred on 90.0%, 81.0% and 72.9% of the F2 MOF (i.e. integer powers of 0.9), with a 
4% tolerance. These correspond to the target frequencies chosen during CSF scheduling 
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(see Section 4.2.1), although for the purpose of this analysis the MOF is derived from 
the same epoch, rather than the previous epoch as in real-time scheduling. The larger 
frequency ratios penetrate slightly deeper into the F2 layer and, as such, may be 
expected to encounter more F2 variability, albeit to a lesser extent than the high ray. 
However, the larger ratios are also subject to less influence from the underlying E and 
F1 ionisation, with refractive effects from these layers diminishing as the wave 
frequency becomes increasingly greater than their respective critical frequencies (as 
captured in the Appleton-Hartree formula [Davies, 1990, ch. 3.1]). 
 
 
Figure 6.4. The same statistics as in Figure 6.3, except split according to the 
frequency ratio with respect to the F2 MOF (90.0%, 81.0% or 72.9%). 
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In practice, the differences appear to be relatively small, with only the standard 
deviations in steer angle (middle-right panel of Figure 6.4) exhibiting any distinct 
frequency dependence. Given that these standard deviations become more tightly 
distributed with increasing frequency ratio, representing an overall decrease in intra-
dwell steer variations, this indicates that the greater influence from underlying E and F1 
ionisation at lower frequencies may be important. The effect may also be a result of 
increased levels of unresolved multi-mode components at lower frequencies, although it 
is noted that the point at which the O/X ionogram traces intersect is frequently above 
90% of the MOF during the day and below 72.9% of the MOF during the night; that is, 
outside the bounds of the chosen CSF frequencies. Nevertheless, unresolved O/X is still 
likely due to the limits on CSF delay resolution. The very slight increase in mean power 
at the highest frequency ratio (90.0%) is presumed to be due to focusing, although the 
effect is subtle after aggregating over a large number of observations and with the 
implicit but significant modification by antenna patterns [Dyson & Bennett, 1988]. 
As a final set of comparisons, Figure 6.5 and Figure 6.6 show the intra-dwell 
variability histograms broken down into waveform bandwidth and day/night sets, 
respectively. These are inherently related, given the diurnal pattern of HF spectrum 
availability that forces the use of narrower CSF bandwidths at night (cf. Figure 4.4 in 
Section 4.2.1). Both show the same characteristic increase in mean power at night 
(lower bandwidths) due to reduced D region absorption, and slight shifts in the mean 
steer and Doppler estimates due to different day/night gradients and dynamics. In 
particular, the distributions of arm 2 steer angles are offset by approximately 1° between 
day (30 kHz bandwidth) and night (15 and 7.5 kHz bandwidths), indicative of a distinct 
change in path bearing across the two periods. Such large-scale persistent phenomena 
will be examined in further detail in Chapter 7. 
All standard deviation measures are found to increase by varying extents at night (lower 
bandwidths), with the steer angles being most affected. Again, unresolved multi-mode, 
which can be more prevalent during night-time spread-F, is thought to contribute to this, 
as well as the fact that the array aperture in wavelengths, and hence AoA precision, is 
reduced for the lower frequencies (longer wavelengths) required to operate at night. A 
closer inspection of the statistics, replotted in Figure 6.7 as a function of hour-of-day, 
reveals that the pre-dawn period of 18–22 UT typically contains the highest intra-dwell 
standard deviations; again this is most pronounced in the steer angles on both arms. 
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Figure 6.5. The same statistics as in Figure 6.3, except split according to the 
waveform bandwidth (30 kHz, 15 kHz or 7.5 kHz). 
 
While not presented here, the other Laverton CSF paths tell much the same story. The 
path geometries, with respect to the two array arms, and day/night changes in 
ionospheric propagation tend to dominate the results. Of particular note is that the two 
paths with the most northerly 1-hop midpoints, being Humpty Doo and Scherger to 
Laverton (geomagnetic latitudes 29–30 °S), have the greatest differences in small-scale 
temporal variability between day and night. For instance, median intra-dwell standard 
deviations at night are around 2–2.5 times those during the day for steer, and 1.5–2 
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times for Doppler. This speaks to the influence of the shoulder of the equatorial 
anomaly, and the deposition of plasma structure associated with the fountain effect 
around the evening pre-reversal enhancement [Rishbeth, 2000; Balan et al., 2018], 
reaching even comparatively mid-latitudes. 
 
 
Figure 6.6. The same statistics as in Figure 6.3, except split according to daytime and 




0.03 Hz, respectively. For the fraction of the temporal variability caused by changes in 
the interference field impinging on the array (i.e. driven by unresolved multi-mode), it 
is of interest to identify whether this correlates with non-planarity (“crinkliness”) in the 
time-averaged spatial pattern. This section considers two metrics, the time-averaged fit 
RMSE and the rank of the sample spatial covariance matrix, to see if there is a spatial 
analogue to the measures of temporal variability reported in the previous section. Issues 
of non-planarity and the space-time characteristics of HF sky-wave channels, including 
simulations, have previously been explored in some detail by Fabrizio [2000]. 
The example in Figure 6.2 clearly suggests that the fit RMSE (both single-sweep and 
time-averaged) becomes elevated during periods of mode mixing, indicating a degree of 
non-planarity in the wavefront. However, in other cases, the RMSE can remain close to 
zero, indicating a planar wavefront, despite the apparent AoA varying over the course of 
the CIT. Furthermore, array manifold errors, due to mutual coupling, and measurement 
noise can have the effect of increasing the RMSE, despite these processes being 
potentially stationary and causing no time variation in the AoA. 
The rank of the spatial covariance matrix, on the other hand, is an intrinsic measure of 
the number of incoherent directional sources impinging on the array within the 
narrowband group delay cell [Krim & Viberg, 1996]. While the size of the array still 
places a fundamental limit on the ability to separate signals in the presence of noise, 
with such a measure it is possible to detect the presence of multiple signals that cannot 
otherwise be resolved by conventional beamforming. Distinct multi-mode paths through 
the ionosphere will in general be statistically independent and, hence, incoherent, 
although O and X polarisation components may be partially coherent. In practice, the 










where 𝒙𝑝 are column vectors containing the complex CSF cell values (after delay 
processing) measured across all array elements at the peak group delay, for sweep 
𝑝 = 1,… , 𝑃, and 𝒙𝑝
𝐻 denotes their Hermitian transposes. For the ELOISE CSF data on a 
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single arm, 𝒙𝑝 is a 10×1 vector and the total number of sweeps 𝑃 = 64. Note that the 
signal itself is expected to be highly correlated over consecutive sweeps. 
The assumption of stationarity that is intrinsic to the estimator in equation (6.1) will be 
violated if the signal paths are changing with time. The resultant sample covariance 
matrix is therefore not always an accurate representation of the true covariance matrix at 
any instant, and the effective rank, obtained via eigenvalue decomposition of ?̂?𝑥, will 
reflect a combination of the actual spatial mode complexity and degree of non-
stationarity (i.e. small-scale temporal variability causing subspace leakage). 
Consequently, for better or worse, the effective rank of the sample spatial covariance 
matrix is expected to be a rather reasonable indicator of temporal variation in the 
apparent AoA, associated with interactions between multiple directional components, 
but not necessarily a good measure of wavefront planarity. Certain classes of crinkly 
(non-planar) wavefronts, due to either the external propagation channel or calibration 
errors, that have a fixed spatial structure (i.e. effectively “frozen” on the scale of the 
CIT [Fabrizio, 2013, ch. 13.1.1]) and are thus fully correlated between receivers can 
nevertheless have a rank-1 covariance matrix and fixed AoA. As such, the rank metric 
may in fact be more closely aligned to the intra-dwell standard deviation across single-
sweep AoAs, reported in the previous section, than the fit RMSE. Given that any real 
data will contain some level of uncorrelated noise, the sample covariance matrix is 
technically always full-rank, so eigenvalue decomposition was employed as a practical 
approach for evaluating the number of directional components and, thus, developing an 
effective proxy for the rank. 
Returning to the two earlier examples in Section 6.1 (i.e. Figure 6.1 and Figure 6.2, 
representing peak estimates with stable and unstable intra-dwell AoAs, respectively), 
Figure 6.8 demonstrates the impact of unresolved modes on the eigenspectra, derived 
from the sample spatial covariance matrices. Each 10×10 covariance matrix estimate is 
a 64-sweep average over the CSF CIT for array arm 1, as defined by equation (6.1), and 
is characterised by ten eigenvalues, which have been sorted from largest to smallest. 
The point at which each spectrum flattens out to become noise-like marks the boundary 
between the signal and noise subspaces, and the number of eigenvalues to the left of this 
may be interpreted as the number of signals. There appear to be about two signals for 
the stable (blue) peak and three signals for the unstable (orange) peak, indicating that 
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even temporally stable AoA characteristics do not necessarily imply a single pure mode. 
The relative power in the first principal component (i.e. sorted eigen-index 1) provides a 
good quantitative sense of how single-moded any given peak is. In these examples, the 
second component (i.e. eigen-index 2) is a huge 51 dB down from the first component 
for the stable peak in Figure 6.1, but a more modest 21 dB down for the unstable peak 
in Figure 6.2. 
 
 
Figure 6.8. Eigenvalue spectra for the stable (blue) and unstable (orange) 1-hop 
F2-low peak examples in Figure 6.1 and Figure 6.2, respectively. These derive from 
eigen-decomposition of the 10×10 sample spatial covariance matrix estimated for array 
arm 1. 
 
To explore this relationship further, Figure 6.9 shows hundreds of superimposed 
eigenvalue spectra, spanning 24 hours of F2-low CSF peak data on the Kalkarindji to 
Laverton path. The blue lines indicate the median and lower/upper deciles of the 
normalised spectra. Under quiet to unsettled geomagnetic conditions, typical of the 
ELOISE core period, it is apparent that the vast majority of the power is found in the 
first principal component. The median of the next strongest eigenvalue is roughly three 
orders of magnitude weaker, across day/night and both arms, implying a near-singular 
(rank-1) sample covariance matrix for most peaks; in other words, containing a single 
dominant propagation mode and AoA, to within the limits of the array resolution and 
SNR. The relative strength of the second eigenvalue increases slightly at night (mainly 
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in the upper decile). This again may reflect on increased multi-mode complexity and 
resolvability issues, especially given the reduced night-time delay resolution associated 
with narrower CSF bandwidths, or subspace leakage due to increased intra-dwell 
dynamics (non-stationarity). While the clear channel evaluation algorithm actively seeks 
to avoid co-channel interferers, because of the raised spectral congestion at night, such 
sources may also add to the signal subspace. 
Considering just the first principal component, which is taken to represent the dominant 
propagation mode, Figure 6.10 plots the proportion of variance (power) as a collection 
of cumulative density functions (CDFs) for the full period from 5–17 September 2015. 
This metric can be interpreted as a maximised R-squared statistic in the context of 















Figure 6.9. Normalised eigenvalue spectra for 24 hours of 1-hop F2-low peaks from 
Kalkarindji to Laverton on 5 September 2015. The left and right columns represent the 
two array arms, each characterised by a 10×10 spatial covariance matrix, while the top 
and bottom rows represent daytime and night-time observations, respectively. Spectra 
estimated from the individual F2-low CSF peaks are shown in grey, with the median 
and lower/upper deciles overlaid in blue. 
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Figure 6.10. Cumulative density functions showing the proportion of variance in the 
first principal component of the sample spatial covariance matrix, aggregated over all 
F2-low CSF peaks from Kalkarindji to Laverton, 5–17 September 2015. The top panel 
shows all dwells combined, while in the subsequent panels results have been grouped 
into several different sets (the same as in the previous section), to highlight the 
dependence on frequency, bandwidth and time of day. 
 
Each panel in Figure 6.10 presents alternative set groupings on the two array arms, as 
described in the previous section, to establish how single-moded (and implicitly 
stationary) the CSF peaks tend to be under different operating conditions. Note that the 
median line depicted in Figure 6.9 is equivalent to a CDF value of 50%, which is only 
reached towards the very right of the axes in Figure 6.10, when about 99.9% of the 
variance is in the first eigenvalue alone. The logarithmic CDF scale highlights the tail of 
the distribution, which varies more considerably across the different sets. Higher 
frequency ratios and bandwidths, during the day, tend to be closer to the single-mode 
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(rank-1) limit; perhaps not surprisingly, these are much the same factors that lead to 
reduced intra-dwell temporal variability. 
To quantify these similarities, correlation coefficients were calculated between pairs of 
the four spatio-temporal variability metrics, namely: 
1 the standard fit RMSE (from delay-Doppler processing over the full CIT); 
2 the median intra-dwell fit RMSE (from delay-only processing of 64 single-
sweep estimates); 
3 the reciprocal of the proportion of variance in the first principal component 
(i.e. 1 𝑅1
2⁄ , being a rank-like measure of the mode complexity); and 
4 the intra-dwell (temporal) standard deviation in the estimated steer angle. 
The correlation coefficients are summarised in Figure 6.11, with printed numbers 
indicating the mean coefficients over all six ELOISE CSF paths into Laverton and both 
array arms. As might be expected, given their closely related definitions for 
characterising wavefront planarity (or linearity per arm), the strongest non-trivial 
correlation is between metrics 1 and 2, with a mean coefficient of 0.70. A moderate 
(positive) correlation is also observed between metrics 3 and 4 (mean coefficient of 
0.63), being the two more direct measures of temporal variability over the course of the 
CSF dwell, and to a lesser extent, between metric pairs 2/3 and 2/4 (mean coefficients 
of 0.57 and 0.55). In contrast, only weak correlations (albeit still positive) were found 
between metric pairs 1/3 and 1/4. 
The interpretation of these results is that there definitely exists a connection between 
small-scale spatial and temporal variability measures. However, the correlation is not 
sufficiently strong to conclude that spatial variability (i.e. non-planarity) always 
accompanies temporal variability (i.e. intra-dwell mode beating and AoA perturbations). 
Therefore, in practice, it may be desirable to use a combination of metrics to flag peak 
data that do not adhere to the fundamental assumptions of the ELOISE AoA processing; 




Figure 6.11. Correlation coefficients between pairs of the four spatio-temporal 
variability metrics. All six ELOISE CSF paths into Laverton have been included, 
amounting to a total of 60,032 F2-low peaks from 5–17 September 2015. Within each 
square on the 4×4 grid are 12 (6×2) coloured cells, representing the 6 paths and 2 
arms individually. The printed numbers are the mean correlation coefficients over all 
paths and arms. 
 
6.4 Future work 
Although the ELOISE CSF data set offers many insights into small-scale propagation 
variability, it would be remiss to close this chapter without commenting on the need for 
further experimentation to better understand the physical nature of such disturbances 
and their impact on the standard 3.75 min AoA sampling. The analysis presented in this 
chapter is very much an opportunistic one, which was not envisaged as part of the 
ELOISE design. Should future observations be possible, more continuous (“stare”) 
monitoring of AoA perturbations on timescales between the CSF CIT and the sounder 
revisit interval would be highly desirable. For disturbance periodicities in this range, 
there is an expectation of aliased contributions to the ELOISE AoA power spectra; these 
are impossible to resolve from the medium- to large-scale components discussed in the 
next chapter. Fading effects could also be better characterised through the use of a dual-
polarisation antenna array. 
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Resolvability of modes remains an important issue in the ELOISE analysis, particularly 
for CSF data with its narrower processing bandwidths. To properly address this, an 
alternative 2D array, with a difference co-array more suited to imaging [Hoctor & 
Kassam, 1990], would be highly desirable; the existing ELOISE layout was simply not 
designed for this purpose, and as such, its co-array lacks many of the key vector 
spacings, as described in Appendix B. If the incidence of unresolved modes can be 
reduced, it is expected that the intrinsic small-scale variability that remains due to the 
ionosphere will be much better characterised. 
 
6.5 Chapter summary 
 The impact of unresolved modes and small-scale temporal variability on ELOISE 
AoA and Doppler estimates has been explored, by looking at examples and statistics 
from intra-dwell CSF processing (i.e. within the 6.4 s standard processing interval). 
In more severe cases, 20–30 dB dips in peak power and sudden AoA jumps of up to 
20° were recorded. 
 Intra-dwell variability statistics, presented as histograms of the means and standard 
deviations in CSF peak power, AoA (steer) and Doppler, indicate that small-scale 
effects are reasonably modest on the whole, with median standard deviations in the 
range of 0.5–1 dB, 0.1–0.2°, and 0.02–0.03 Hz, respectively. However, the 
distributions do distinctly shift from day to night (coinciding with narrower 
bandwidths) and between the F2 low and high rays, with more variability detected 
in the estimated steer angles for F2-low at night. This suggests that unresolved 
multi-mode is a major contributing factor, not just intrinsic ionospheric variability 
alone. 
 No single metric fully captures both spatial and temporal variability in the 
propagation mode peak over the intra-dwell period. A combination of metrics, 
including those based on the RMSE of the AoA fit, principal components of the 
sample spatial covariance matrix, and intra-dwell standard deviation in AoA, may 
therefore offer the best ability to detect the small subset of peaks that fail the 
assumptions of the ELOISE AoA processing. 
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7 Characterisation of medium- to large-scale 
ionospheric variability 
7.1 Overview of ELOISE peak data and ionospheric models 
Medium- to large-scale spatial and temporal variability in the ionosphere exists on 
scales of hundreds to thousands of kilometres and tens of minutes to hours, and 
accounts for the largest component of variability by amplitude. Routine physical drivers 
such as thermospheric neutral wind dynamics (including solar tides), passage of the 
solar terminator, changes in solar flux, and geomagnetic storms can all cause horizontal 
gradients and propagation path changes, which manifest as off-angle returns and 
Doppler signatures, respectively. These types of variations may not be entirely 
predictable by climatology but are reasonably well sampled by conventional ionosonde 
networks. Travelling ionospheric disturbances (TIDs), in particular, occupy this part of 
the variability domain at F2 heights, although a more detailed treatment of this class of 
disturbance is reserved for Chapter 8. 
The ELOISE angle-of-arrival (AoA) peak data set, with its 3.75 min revisit interval, 
captures the multi-dimensional propagation effects of medium- to large-scale variability 
across five key observables: signal amplitude, group delay, Doppler, bearing, and 
elevation. Given that signal amplitude is not strictly required for understanding path 
geometry changes caused by electron density gradients and perturbations, the focus of 
this chapter will be on the latter four observables. The information provided by AoA 
measurements is essential for gradient characterisation, since anti-symmetric gradients 
(such as a tilt about the midpoint) introduce only second-order effects in group delay 
[Bennett & Dyson, 2002] and thus may not otherwise be detected. As a general rule, a 
purely down-range tilt will impose an elevation offset, while a cross-range tilt will 
predominantly cause a bearing offset. It is noted again that Doppler is only available 
from the channel scattering function (CSF) observations. 
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As an example, an 8-hour night-time sequence of ELOISE AoA peak data is shown in 
Figure 7.1. The five rows represent each of the observables, for both ionogram peaks 
(left column) and CSF peaks (right column) at a frequency of around 8 MHz. For the 
most part, the ionogram and CSF data sets capture the same ionospheric variability, 
although the higher delay resolution of the ionograms means that O- and X-mode 
components can more often be resolved (e.g. between 1200 and 1330 UT). The vertical 
error bars, derived from the fitted width of the peaks and scaled to one standard 
deviation, assuming a normal distribution, capture both this instrumental resolution and 
ionospheric spread. Some but not all of the variations in time are correlated or anti-
correlated (by eye) between the different observables, and some but not all are quasi-
periodic (TID-like). A significant proportion of the seemingly random “noise” from 
sample to sample falls outside the width of the uncertainty bars, and is believed to be 
due to unresolved mode interactions and aliased small-scale effects, as discussed in 
Chapter 6. 
Common periodicities across group delay, Doppler and AoA are a good indicator of 
TID activity, although it is important to note that not all quasi-periodic signatures are 
TIDs; for example, mesoscale plasma structure deposited by the equatorial fountain or 
localised patches of enhanced ionisation moving back and forth over the sounder 
midpoint may produce similar effects (e.g. Lynn et al. [2013]; Lynn et al. [2016]). 
Spatial lags between multiple sounder paths and a phase pattern descending as a 
function of height and plasma frequency are additional characteristics that may be used 
to identify atmospheric gravity waves (AGWs) manifested as TIDs [Hines, 1960]. 
In the case of Figure 7.1, a long sequence of medium-scale TIDs was clearly observed 
as “kinks” in the traces of the individual ionograms, although a distinct period was 
lacking from the time series itself, likely indicative of multiple interacting wave 
components. This was typical of the majority of observations during the ELOISE 
campaign. While these TIDs did not manifest as large perturbations in the group delay 
of the fitted peaks, the effects are more pronounced in Doppler, elevation and, to a 
lesser extent, bearing. During this period, the elevation differs from that predicted using 
equivalent geometry (i.e. based on group delay only, as shown by the dashed line in 
Figure 7.1) by up to ±5°. The bearing also appeared to be shifted slightly away from the 
equator throughout the night, which may be attributable to persistent large-scale 
horizontal gradients in the background ionosphere. 
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Figure 7.1. Time series of multi-dimensional AoA peak data, measuring the night-time 
1-hop F2-low mode at ~8 MHz from Kalkarindji to Laverton (1507 km). The left column 
shows the ionogram peaks (without Doppler information), and the right column shows 
the interleaved CSF peaks. Although the CSF target band was fixed for this period, the 
frequency allocation did change slightly over an interval of ~0.5 MHz based on clear 
channel availability. From top to bottom the panels show peak SNR, group delay, 
Doppler, bearing, and elevation, with AoA bias corrections from Section 5.5 applied. 
Markers are shaded according to their peak SNR, with uncertainty bars measuring one 
standard deviation. The dashed lines in the bottom two panels represent the equivalent 
great circle mirror geometry (i.e. predicted from group delay alone). 
 
Without routine and widespread AoA observations in Australia, it currently falls to 
conventional sounder-based models of the ionospheric electron density to capture this 
class of propagation variability and its impact on HF radar and communication systems. 
The JORN Real-Time Ionospheric Model (RTIM) [Barnes et al., 2000; Gardiner-
Garden, Heitmann, et al., 2008; Gardiner-Garden et al., 2011; Gardiner-Garden et al., 
2018] is the most detailed “nowcast” model of the Australian ionosphere, and since 
2017 has been accepting both OIS and VIS midpoint profiles as inputs [Ayliffe et al., 
2019]. A stand-alone, batch-mode implementation of the RTIM’s spatial and temporal 
mapping principles has been developed and tested on the ELOISE data set by Dr Robert 
Gardiner Garden [Gardiner-Garden et al., 2019], and is used as the benchmark empirical 
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model in this analysis. It is herein referred to as the Gardiner-Garden Ionospheric Model 
(GGIM). 
The purpose of this chapter is to investigate what can be inferred about the medium- to 
large-scale ionospheric variability from AoA and Doppler measurements on the oblique 
ELOISE paths, and how the effects of spatial gradients (tilts) and the time rate of 
change of phase path (Doppler) compare to equivalent estimates from profile fitting and 
spatial mapping across a dense network of conventional OIS and VIS paths. Both 
regular patterns of daily variability and irregular isolated disturbances will be studied, 
across both the observable and tilt domains. Horizontal tilt estimation and drift analysis 
are proposed as mechanisms to compare disturbance signatures across different paths, 
with quite different geometries. 
 
7.2 Diurnal patterns in angle-of-arrival observables 
While the F2 layer varies quite substantially from day to day, there are nevertheless 
consistent solar-driven diurnal patterns that clearly manifest in the ELOISE AoA 
observables. This component of the variability should ideally be captured in the 
monthly-median behaviour of any model. To visualise such patterns, all F2-low CSF 
peaks from 5–17 September 2015 were aggregated into time-varying histograms for 
each Laverton CSF path, and plotted in the form of heat maps (normalised at each hour-
of-day epoch). The result for Humpty Doo to Laverton is shown in Figure 7.2. At F2 
heights over the path midpoint, sunrise and sunset times are around 1030 and 2030 UT. 
Note that these plots combine multiple operating frequencies, so Doppler frequency 
shifts (in Hz) have been rescaled to Doppler velocities (i.e. rates of change of phase 
path, in m/s) to remove the explicit frequency dependence. As expressed in the 








where 𝑣𝑖𝑑 is the ionospheric Doppler velocity, 𝑃 is the phase path, 𝑐 is the speed of 




Figure 7.2. Diurnal variability in the 1-hop F2-low CSF peak estimates, for the Humpty 
Doo to Laverton path (1989 km). The top row of panels shows the peak group delay 
(left) and Doppler velocity (right), while the bottom row shows the peak bearing (left) 
and elevation (right). Dashed lines represent the unperturbed state (i.e. zero Doppler 
and great circle bearing). The histogram count is normalised independently at each 
epoch; that is, such that each vertical image slice sums to 100%. The local solar time 
at the path midpoint is approximately UT + 8.5 hr. 
 
For a simple spherical mirror model, the Doppler velocity is equal to twice the vertical 
velocity component of the reflecting surface. 
Some of the noteworthy features in Figure 7.2 include: 
 The presence of significant day-to-day variability in group delay and elevation, 
whereas Doppler and bearing are much more tightly constrained. The distributions, 
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even for Doppler and bearing, become quite dispersed at night when spread-F 
irregularities and unresolved modes are more prevalent. 
 A tendency for group delay to increase over several hours after dawn, and decrease 
over several hours before dusk, with a faint V-shaped reversal pattern within an hour 
or so of the terminators (reaching a minimum value of ~2080 km at ~0900 UT and 
~2200 UT). It is believed this is the influence of changes to the underlying E and F1 
layer ionisation, which forms and decays very predictably from day to day, 
governed by the intensity of solar ionising radiation [Kouris & Muggleton, 1973; 
Muggleton, 1975; DuCharme et al., 1971; 1973]. A similar but weaker signature is 
also present in elevation, with an increase after dawn; not surprising since delay and 
elevation are related to first order by equivalent mirror geometry. 
 Another more subtle descending signature in group delay, reaching a local minimum 
of ~2070 km at ~1730 UT, which resembles the characteristic midnight decrease of 
the F2 layer altitude initially identified in incoherent scatter radar observations from 
Arecibo, Puerto Rico [Nelson & Cogger, 1971], and subsequently studied more 
widely at sites including Townsville, Australia [Dandenault & Richards, 2015]. 
Such behaviour, attributable to tidal components in the neutral winds, is usually 
followed by a pre-dawn height rise, with a corresponding collapse in F2 ionisation 
levels (i.e. rapid recombination at lower altitudes, causing the F2 trace to recede). 
An inspection of the typical night-time F2 height variation sketched in Figure 1 of 
Nelson & Cogger [1971] reveals strong similarities with the diurnal variability in 
delay shown here. 
 Sharp negative and positive Doppler velocity excursions at the dawn and dusk 
terminators, respectively, with a slow and steady transition in between, crossing 
zero Doppler at around 0400–0500 UT, just after local noon. That is to say that the 
phase path tends to decrease in the morning and increase in the afternoon, with the 
rate of change becoming larger in magnitude nearer the terminators, when the F2 
height is known to rapidly fall (at dawn) and rise (at dusk). The zero-Doppler 
crossing at noon is exactly as predicted by basic Chapman layer theory [Pickering, 
1975]. It is interesting that this is contrary to the rate of change of group delay for 
most of this time. 
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 Systematic offsets of almost ±2° in bearing across day and night, with a small but 
distinct shift towards north over the period surrounding local noon. Such bearing 
offsets can potentially be explained by persistent horizontal electron density 
gradients perpendicular to the path; in this case, from the north-west to the south-
east. During the day, the electron density usually increases from the south to the 
north of Australia (on one side of the anomaly crest), so in theory, the apparent 
reflection point is expected to be displaced in the direction of the higher electron 
density and lower reflecting height to the north. 
 A sudden jump in the bearing, away from north and towards the east, shortly after 
dawn, followed by a gradual retracing (over ~3 hours) back to the great circle path 
bearing (dashed line). This is almost certainly due to the strong east-west (zonal) 
gradient in electron density established between the daytime and night-time 
longitudinal sectors, with a typically lower F2 height of reflection in the eastern 
daytime sector. 
The analysis was subsequently repeated for all F2-high peaks on the same Humpty Doo 
to Laverton path, with an equivalent set of panels shown in Figure 7.3. The 
characteristic Doppler and bearing features previously identified in the F2-low plots of 
Figure 7.2 are still clearly present, and appear to be scaled up in magnitude by roughly 
a factor of two (the vertical axes have been adjusted accordingly). The typical daily 
range of Doppler velocities spans ±40 m/s for F2-high (cf. ±20 m/s for F2-low), while 
the range of bearing offsets spans ±4° (cf. ±2° for F2-low). This simply reflects the fact 
that the high ray propagation path undergoes more refraction and phase path retardation 
than the low ray, and is susceptible to gradients and irregularities over a larger spatial 
volume. Group delay and elevation are largely featureless in Figure 7.3 due to the 
significant spread in values from day to day. 
Similar diurnally consistent features present themselves on the other ELOISE CSF paths 
as well, although the bearing perturbations were found to be more pronounced on paths 
with closer to north-south alignment (e.g. Humpty Doo at a notional 31 °T with respect 
to Laverton), rather than east-west (e.g. Cloncurry at 70 °T). To illustrate this, a further 
set of F2-low plots are presented in Figure 7.4 for Cloncurry to Laverton. A possible 
interpretation is that large-scale zonal (east-west) gradients are having a greater impact 
than meridional (north-south) gradients, noting again that it is the cross-plane gradient 
 148 
that affects bearing. However, this does not then support the fact that the largest 
perturbations in bearing on the Humpty Doo path (Figure 7.2) occur around local noon, 
when zonal gradients should be relatively small (i.e. with the rate of change of solar 
zenith angle at a minimum). It would be of interest to repeat such an analysis on 




Figure 7.3. As in Figure 7.2, but for the F2-high peaks. Note that all four vertical scales 
have been reduced down by a factor of two to accommodate the much broader range 




Figure 7.4. As in Figure 7.2, but for the Cloncurry to Laverton path. This path is similar 
in length to Humpty Doo to Laverton (both approximately 2000 km), but with a distinctly 
different great circle bearing (31 °T for Humpty Doo versus 70 °T for Cloncurry, 
calculated at the receiver site). 
 
One potentially important factor that is masked in the above diurnal variability plots is 
frequency dependence across the three CSF channels, which sample different sections 
of the F2 trace. Figure 7.5 presents the same F2-low peak data as in Figure 7.2, but 
rebinned in terms of the CSF frequency ratio. Each image panel has been normalised 
according to the distribution of all frequency ratios for this path, shown in Figure 7.6. 
The obvious group delay and, to a lesser extent, elevation dependencies in Figure 7.5 
are of no surprise, and simply reflect the curvature of the F2-low trace up to the nose of 
the ionogram (at which the frequency ratio equals one). There are also weaker but 
intriguing dependencies in the Doppler and bearing plots. 
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The trend towards positive/negative Doppler velocities at the upper/lower frequency 
ratios is observed on all Laverton paths and may well be an artefact of the CSF 
scheduling algorithm. That is, ratios above the highest target ratio (0.900) are more 
likely to be measured when the MOF is decreasing, which corresponds to declining 
ionisation levels, an increasing reflection height, and a negative/positive Doppler shift/ 
velocity; the opposite applies for ratios below the lowest target ratio (0.729). Such an 
effect has the potential to be exacerbated by the real-time CSF scheduling latency. In 
practice, there are comparatively few estimates at these extreme ends (as evident in 
Figure 7.6), so the impact on the earlier diurnal variability plots will be minimal. 
 
 
Figure 7.5. As in Figure 7.2, but rebinned as a function of the CSF frequency ratio 
(i.e. operating frequency divided by the maximum observed frequency). Although CSF 
target frequencies are fixed ratios of the (previous) MOF, channel availability and 
persistence rules in the scheduling algorithm (see Section 4.2.1) mean that a 
continuum of ratios between about 0.65 and 1 are recorded in practice. 
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Figure 7.6. Distribution of CSF frequency ratios in the peak data set contributing to 
Figure 7.5. 
 
The variation in bearing with frequency ratio, while very subtle, is only evident on the 
paths that are closest to north-south alignment. Like the pattern of diurnal variability, it 
is difficult to rule out instrumental (array calibration) effects on this scale, but a 
geophysical cause such as the anisotropy due to the geomagnetic field is suspected. For 
example, higher ratios beyond the O/X trace cross-over point are increasingly likely to 
represent the X-mode, which in theory should be deflected towards the magnetic 
equator [Davies, 1990, p. 200]. The opposite is true for the O-mode at lower ratios. 
 
7.3 Comparisons against conventional ionospheric modelling 
Conventional ionospheric sounders have long been used to construct parameterised 
models of ionospheric electron density for the purpose of propagation analysis and 
predictions. Such models are reasonably well regarded and can be considered a suitable 
benchmark for comparison against the ELOISE AoA observables, in terms of their 
representation of medium- to large-scale ionospheric variability. As in the ELOISE on-
board signal processing, a vertical electron density profile is typically fitted to each 
conventional (amplitude-only) ionogram image, either directly or via trace extraction, 
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and this becomes the primary input to data-assimilative models such as the JORN Real-
Time Ionospheric Model (RTIM). The key assumption is that horizontal gradients have 
a limited effect on group delay, and so, in the absence of AoA, each ionogram can be 
fitted assuming a spherically-symmetric profile in the vicinity of the midpoint. 
Horizontal gradients are thus only introduced into the model as a result of spatial 
mapping across a wide network of sounder sites. 
The ionospheric model considered in this study is the Gardiner-Garden Ionospheric 
Model (GGIM). In short, the GGIM takes fitted profiles from oblique and vertical 
incidence sounders as its input, and outputs a set of spatial maps representing each of 
the ten JORN multi-segment quasi-parabolic (MQP) profile parameters, and their 
uncertainties, on a regional latitude/longitude grid or sampled at the sounder sites 
themselves. The JORN MQP profile is described further in Appendix D; see also 
Gardiner-Garden et al. [2018]. Each spatial map is independently constructed as the 
summation of an empirical (monthly-median) climatology field, a large-scale anomaly 
field, and a residual (spatially-uncorrelated) anomaly field. 
The GGIM inputs are a combination of DORS (Digital Oblique Receiving System) OIS 
[Ayliffe et al., 2019], PRIME (Portable Remote Ionospheric Monitoring Equipment) 
VIS [Harris et al., 2016], and DPS-1 (Digisonde Portable Sounder) VIS [Reinisch et al., 
1997]. The OIS are scaled using the DST-IIP (Ionogram Image Processing) algorithm 
[Heitmann & Gardiner-Garden, 2019], while the VIS are scaled using a combination of 
ARTIST-4 [Reinisch et al., 2005], PRIME on-board software [Harris et al., 2016], and 
DST-IIP. After temporally smoothing the input parameters, the monthly-median 
climatology is subtracted off, and the large-scale anomaly is estimated by fitting a 
planar surface to each gridpoint (i.e. assuming locally linear gradients) based on an 
inverse-distance weighted combination of all sounder sites over a ±15 min time window 
[Gardiner-Garden et al., 2019]. Successive model updates are carried out on the same 
cadence as the 3.75 min sounder revisit interval. While functionally similar to the JORN 
RTIM, the GGIM algorithm has been developed specifically for offline, batch-mode 
analysis, in the absence of real-time data latencies. 
A single geographic snapshot of the full GGIM (i.e. climatology + large-scale anomaly 
+ residual anomaly) is shown in Figure 7.7. In this depiction, all ten parameter maps 
have been combined to construct a grid of electron density profiles, with the true height 
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at a fixed plasma frequency of 2.5 MHz converted to an equivalent virtual height of 
reflection by way of a simple no-field analytic ray trace. During the ELOISE 
experiment, the density of sounder sample points over Australia (indicated by the red 
dots) was substantially higher than usual, enabling a greater proportion of medium-scale 
ionospheric variability to be captured by a conventional model such as the GGIM. As 
for this particular example, the dominant feature is a large-scale horizontal gradient 
running from north to south. 
In the first sub-section that follows, the input MQP profile fits will be evaluated for 
their ability to predict (via ray tracing) the CSF Doppler variations observed, on an 
individual sounder basis. The second sub-section will then look at the GGIM output 
(i.e. incorporating up to 68 conventional sounder inputs) and compare both Doppler and 
AoA predicted estimates against observations from the ELOISE arrays. 
 
 
Figure 7.7. A GGIM map of the iso-ionic (no-field) reflecting surface for the night-time 
F2 layer at a plasma frequency of 2.5 MHz. The input sounder sites are indicated by 
the red dots; this may include up to 68 VIS locations and QVIS/OIS midpoints, with a 
median separation distance of 270 km (roughly 3° in latitude/longitude) with respect to 
the nearest neighbour. This places a lower limit on the spatial scale of irregularities that 
can be characterised by the model (notionally about 500 km), with aliased energy from 
smaller-scale disturbances contributing to the unresolved residual anomaly. 
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7.3.1 Parameterised profile fits 
The Doppler shifts captured in the ELOISE CSF observations are a measure of temporal 
variability in the ionosphere, being proportional to the time rate of change of the phase 
path. This relationship can be expressed as 






which is just a manipulated form of equation (7.1). 
Non-zero Doppler shifts arise due to both time evolution of the ray path (i.e. motion of 
the reflection point) and temporal changes in the refractive index along the ray [Bennett, 
1968; Dyson, 1975]. The former component is often assumed to dominate when there is 
bulk motion of the ionospheric structure without a substantial change in shape, such as 
in the presence of TIDs, while the latter component accounts for the underlying electron 
density fluctuations, which are usually more slowly varying except around dawn and 
dusk. The electron density itself may change from any combination of plasma transport, 
production, and loss; in the situation where production and loss processes are in 
equilibrium (e.g. in the middle of the day or night), this leads to the concept of a 
Doppler-derived “drift” velocity, which will be considered later in Section 7.5. 
For a single quasi-parabolic (QP) layer [Croft & Hoogasian, 1968], the Doppler 
component due to electron density changes only (assuming spherical symmetry) can be 




















) , (7.3) 
where 𝑓𝑐, ℎ𝑚 and 𝑦𝑚 represent the critical frequency, peak height and semi-thickness of 
the layer, respectively. Analytical expressions for the partial derivatives of phase path 
with respect to each QP parameter have been derived by Boldovskaya [1982]. Along the 
F2-low trace, the second and third terms in equation (7.3) are the largest contributors to 
𝑓𝑖𝑑
∗ , whereas along the F2-high trace, the first term becomes increasingly important. 
This is illustrated in Figure 7.8 for a simulated QP layer with 𝑓𝑐 = 6 MHz, ℎ𝑚 = 
300 km, 𝑦𝑚 = 100 km, 
𝑑𝑓𝑐
𝑑𝑡
 = 0.5 kHz/s, 
𝑑ℎ𝑚
𝑑𝑡
 = -20 m/s, and 
𝑑𝑦𝑚
𝑑𝑡
 = -10 m/s, evaluated 
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over a 1-hop path length of 2000 km. Such an example is broadly representative of an 
F2 layer around dawn. As the F2 height and thickness parameters are usually correlated 
(in a positive sense), the second and third terms (red and yellow lines) tend to have 
opposite signs and thus partially cancel each other. Refer to Lynn [2009] for an 
application of this single-layer Doppler estimation technique to TID characterisation. 
In reality, of course, a single layer is insufficient to describe the daytime ionosphere. 
Instead, having fitted a three-layer (E/F1/F2) electron density profile to the group delay 
trace in each ELOISE ionogram (part of the on-board processing described in Section 
4.2), it is possible to synthesise the phase path using QP analytic ray tracing (ART) 
equations for the full multi-segment profile [Dyson & Bennett, 1988; Bennett et al., 
1991]. Thus, the (spherically-symmetric) ionospheric Doppler 𝑓𝑖𝑑
∗  between successive 
3.75 min ionogram observations was able to be estimated and compared to the 
measured Doppler. A weighted smoothing filter (±7.5 min) was applied to each QP 
parameter prior to ray tracing, in order to suppress fitting noise and interpolate across 




Figure 7.8. Simulated ionogram traces for a single time-varying QP layer. The top 
panel shows the group delay trace, assuming spherical symmetry and no geomagnetic 
field, while the bottom panel shows the Doppler variation, both as a total sum (black 
line) and separated out into each of the three partial terms in equation (7.3) (coloured 
lines). 
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Day- and night-time examples of synthetic trace slices and Doppler estimates from this 
quasi-parabolic spherically-symmetric model (QP-SSM) are provided in Figure 7.9 and 
Figure 7.10, respectively. These cases were selected for having a particularly stable 
CSF frequency, making F2 high-ray dynamics simpler to interpret. The latter figure, in 
particular, is for the same path and period as depicted in Figure 7.1. Both F2-low (blue 
lines) and F2-high (red lines) are plotted, with Doppler computed as a centred finite 
difference of the phase path over ±3.75 min. Overlaid on these are the observed CSF 
peak parameters at the same time-varying frequency, classified as F2-low (blue crosses) 
or F2-high (red crosses) based on their group delay relative to the synthetic trace. Many 
of the jumps in the group and phase delay of CSF peaks are caused by small changes to 
the CSF frequency, though the Doppler synthesis compensates for this (i.e. each finite 
difference is calculated at a single frequency only). 
Note that in keeping with wider usage, the terms “group path” and “phase path” 
notionally refer to synthetic estimates, derived from ray tracing integrals, while “group 
delay” and “phase delay” refer to observations, based on measured time or phase 
offsets. However, each pair fundamentally represents the same physical quantity, so the 
distinction is largely unnecessarily. 
It is of interest to point out the following: 
 Under the assumption of a mirror reflector, phase path and group path are the same 
as the geometric path, but according to Fermat’s principle this is not true in general 
[Bennett, 1967; Nickisch et al., 2006; 2007]. Phase path (delay) is always less than 
group path (delay) for a medium with a refractive index less than one; the difference 
is especially large for the high ray (red) in Figure 7.9 and Figure 7.10. It is also 
plain to see that the rate of change of group path (range rate) and phase path 
(Doppler) are not the same for ionospheric propagation, as would be the case for a 
mirror model or, indeed, line-of-sight backscatter off an air or surface target. Note 
that phase delay is only measurable in a relative sense, with an integer wavelength 
ambiguity, and is therefore not plotted. 
 While F2-low Doppler shifts are confined to ±0.5 Hz in these two examples, the F2-
high modes are frequently at least double this. The same relationship was seen 
earlier in comparing Figure 7.2 (F2-low) and Figure 7.3 (F2-high). When the CSF 
frequency is furthest from the MOF (e.g. around 0130–0330 UT in Figure 7.9), 
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F2-high mode Doppler amplitudes in the range of 1–2 Hz are both estimated and 
observed (at least, where the peak SNR remains detectable). At 13.5 MHz, this 
corresponds to Doppler speeds of 20–40 m/s, or vertical ionospheric motion of 10–
20 m/s assuming a spherical mirror model. Such behaviour is exactly as illustrated 
in Figure 7.8. 
 The two magneto-ionic (O/X) polarisation components are synthesised using a first‐
order model for geomagnetic field effects [Bennett et al., 1991; Chen et al., 1990; 
1992], assuming an ideal Earth-centred dipole. This is applied as a frequency and 
delay perturbation to the no‐field solution from the ART algorithm and serves to 
capture the bulk of the dependence on path location and geometry in a fast, 
analytical approach. In theory, the use of an effective no-field frequency will give 
rise to a frequency displacement in Doppler variations for the synthesised O/X 
components [Lynn, 2008], yet in general the O/X Doppler separation in these 
figures is much less apparent than in group or phase delay. On the high ray, this 
displacement should manifest as reduced Doppler amplitudes for the O-mode 
compared to the X-mode, given that the effective frequency will land further up the 
trace, at a greater apogee height for the X-mode (and noting the frequency-
dependence in Figure 7.8). Indeed, this is clearly observed at the more extreme 
Doppler values (e.g. 0100–0200 UT in Figure 7.9), where the larger Doppler 
amplitudes, both positive and negative, are consistently from the X-mode. 
Although it is not at all surprising to see excellent agreement between synthetic and 
observed group delay, since this is the domain in which the profile is fitted, it is 
pleasing to also see good agreement in Doppler. At times when there is a poorer match 
in Doppler, this may come down to either inadequacies in the profile parameterisation 
(e.g. inability to represent TIDs under the assumption of spherical symmetry), or 
smaller-scale variability that is under-sampled by the 3.75 min revisit interval. As an 
example of the former case, the synthesised F2-high Doppler excursion from 1630–
1700 UT in panel (d) of Figure 7.10 (red lines) is barely recorded in the observations 
(red crosses), and appears to be the artefact of a TID-induced ripple that descends 
through the F2 trace over a sequence of ionograms; a slight oscillation in the observed 
group delay (red crosses) of panel (b), completely missed by the fitted profile (red 
lines), is evidence of this. It should be emphasised that this is not a direct failure of the  
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fitting process itself, but simply reflects the limited number of MQP profile parameters, 
deliberately chosen to ensure reliable reproduction of the broader trace features only 
[Heitmann & Gardiner-Garden, 2019]. 
 
 
Figure 7.9. Daytime comparison of synthetic F2 trace slices and Doppler estimates 
against CSF observations. Synthetic results have been derived from the quasi-
parabolic spherically-symmetric model (QP-SSM), fitted to each ionogram, in 
conjunction with analytic ray tracing (ART). The four panels, from top to bottom, show 
(a) the CSF frequency (with F2 MOF in grey), (b) group path (delay), (c) phase path 
(delay), and (d) Doppler, each as a function of time. The blue and red lines/crosses 

















Figure 7.10. Night-time comparison of synthetic F2 trace slices and Doppler estimates 
against CSF observations. The plot layout is the same as in Figure 7.9, and depicts 
the same observations as in Figure 7.1, but for both F2-low and F2-high. 
 
Turning now to aggregated results over the entire period 5–17 September 2015, Figure 
7.11 (Humpty Doo to Laverton) and Figure 7.12 (Cloncurry to Laverton) show the 
synthesised diurnal variability in group delay and Doppler velocity for F2-low in the 
same format and for the same paths as the top two panels of Figure 7.2 and Figure 7.4, 
derived from CSF observations. The key features from the observations, particularly the 
Doppler excursions around dawn and dusk, are clearly reproduced by ray tracing in both 
group delay and Doppler velocity. This confirms that the MQP profiles that form the 
inputs to the GGIM spatial maps reflect reality in these two dimensions. Naturally a 
spherically-symmetric model cannot accurately predict AoA variations, so the bearing 
and elevation panels are omitted for the synthetic QP-SSM results presented here, but 
















Figure 7.11. Diurnal variability in the 1-hop F2-low synthetic estimates (QP-SSM/ART), 
for the Humpty Doo to Laverton path (cf. observations in Figure 7.2). 
 
 
Figure 7.12. Diurnal variability in the 1-hop F2-low synthetic estimates (QP-SSM/ART), 




7.3.2 Large-scale spatial maps 
As outlined earlier, the GGIM takes MQP profiles from up to 68 conventional VIS and 
OIS paths across Australia and constructs large-scale spatial maps of the ten QP 
parameters describing the E, F1 and F2 layers. In conjunction with 3D magneto-ionic 
numerical ray tracing (NRT) and ray homing, off-angle perturbations due to horizontal 
gradients (on the scale of the sounder midpoint separations) can be synthesised on the 
ELOISE oblique paths of interest and compared to the AoA observations. The HF 
propagation toolbox PHaRLAP, by Dr Manuel Cervera [Cervera & Harris, 2014; 
Cervera, 2019], was used for this purpose, incorporating the International Geomagnetic 
Reference Field (IGRF) with 2015 coefficients [Thébault et al., 2015]. To capture the 
typical range of 1-hop AoA variations, NRT rays were fired off over a ±8° azimuthal 
fan, centred on the great circle bearing, and a broad elevation fan of at least 60°, 
depending on the path length. Rays were uniformly distributed in solid angle, using the 
method described by Cervera & Harris [2014], with roughly one degree separating 
adjacent rays in azimuth and elevation. 
Note that the GGIM is not a direct interpolation scheme and the model output at the 
ELOISE path midpoint will not necessarily be identical to the input sounder data before 
or after temporal filtering, especially if there is another path midpoint close by. It 
incorporates fixed weighting functions derived from intersite parameter covariances and 
forms a linear combination of the MQP profile data from all sites. Uncertainties are 
mapped in a similar way, from the input parameter errors. The full GGIM field, used 
throughout this chapter, includes the residual anomaly component, and thus retains far 
more of the medium-scale temporal variability present in the input fits, considerably 
improving the match to observations; however, estimates of the local horizontal 
gradients are derived from the large-scale anomaly only. 
A time series of CSF observables, spanning a complete 24 hours, is shown in Figure 
7.13, with synthetic estimates from both QP-SSM (see previous sub-section) and GGIM 
models overlaid in blue and cyan, respectively. Only the F2 low ray is plotted, in part 
for sake of clarity, and also due to the fact that the high ray is more difficult to 
interpolate without a significant increase in the ray sampling density and, hence, 
memory and computational requirements. Again, bearing and elevation estimates are 




Figure 7.13. Time series of multi-dimensional AoA peak data, on a single frequency-
agile channel measuring the 1-hop F2-low mode from Humpty Doo to Laverton. The 
true observations (fitted peaks) are shown as black crosses with uncertainty bars 
(plus/minus one standard deviation), while synthetic estimates are shown in blue (for 
QP-SSM/ART model) and cyan (for GGIM/3D NRT model). The two models are 
described in Sections 7.3.1 and 7.3.2, respectively. From top to bottom the panels 
show (a) CSF frequency (with F2 MOF in grey), (b) group delay, (c) phase delay 
(synthetic only), (d) Doppler, (e) bearing offset (with respect to the great circle bearing), 























gradients. With numerous CSF frequency changes over the course of a day, there are 
naturally some abrupt jumps in the data sequences, although the GGIM estimates tend 
to be more susceptible as a result of numerical sensitivity to inhomogeneities in the 
residual anomaly. 
On the whole, the observed pattern of hour-to-hour variability (black crosses) is 
captured reasonably well by the synthetic GGIM estimates in Figure 7.13. This 
includes not only the fitted group delay observable, but also the unfitted Doppler, 
bearing and elevation observables. Both QP-SSM and GGIM successfully reproduce the 
large-scale Doppler excursions (e.g. 0800–1400 UT), along with many of the medium-
scale quasi-periodic patterns (e.g. 1500–1800 UT). There is a tendency for the QP-SSM 
fits to overestimate the Doppler magnitudes, but encouragingly, this seems to be largely 
absent from the GGIM-derived results (i.e. after spatial mapping). In terms of AoA 
offsets, the GGIM mostly tracks the observed perturbations, at least in sign, although 
often with reduced amplitudes in the bearing offset. This may reflect an under-
representation of small- to medium-scale gradients in the GGIM. 
Note that bearing and elevation have been presented as offsets, to draw out the influence 
of horizontal gradients, rather than just being overwhelmed by the first-order elevation 
dependence on group delay (i.e. from the equivalent mirror geometry). Elevation offsets 
are expected to be a little larger when reflection occurs near the peak of a layer (i.e. in 
the vicinity of a critical frequency cusp in the ionogram), since the mirror model 
approximation is not so good under these circumstances [McNamara, 1991, ch. 12.3; 
Dao et al., 2016]; this includes operating frequencies close to the F2 MOF. However, 
the larger excursions of many degrees are almost certainly due to gradient effects. 
Diurnal variability plots for the GGIM with 3D NRT are shown in Figure 7.14 
(Humpty Doo to Laverton) and Figure 7.15 (Cloncurry to Laverton), for comparison 
against the CSF observations in Figure 7.2 and Figure 7.4, respectively. The 
similarities are quite remarkable in light of the fact that the GGIM does not assimilate 
any Doppler or AoA observations. Features surrounding the dawn/dusk terminators, 
along with the steady increase in Doppler velocity throughout the day, are almost exact 
replicas of the observations, and even the relative levels of scatter in the estimates from 
day to night are largely consistent. 
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As in Figure 7.13, it is the synthesised bearing in Figure 7.14 and Figure 7.15 that is 
most at odds with the observations. There is far less day-to-day variability (vertical 
scatter) in the GGIM (although some of the extra scatter may be a manifestation of CSF 
measurement errors), and the observed midday shift towards north on the Humpty Doo 
path is not at all present. However, the fact that the more east-west Cloncurry path 
encounters less variation in bearing across the aggregated day than the Humpty Doo 
path is reproduced by the model to some extent. The dawn/dusk bearing excursions, in 
particular, are noticeably smaller for Cloncurry (at 70 °T); this is to be expected, as the 
dominant east-west gradient at these times will be better aligned with the down-range 
direction of the path than for Humpty Doo (at 31 °T), and thus not so likely to impact 
the bearing (only the elevation angle). 
 
 
Figure 7.14. Diurnal variability in the 1-hop F2-low synthetic estimates (GGIM/3D 
NRT), for the Humpty Doo to Laverton path (cf. observations in Figure 7.2). 
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Figure 7.15. Diurnal variability in the 1-hop F2-low synthetic estimates (GGIM/3D 
NRT), for the Cloncurry to Laverton path (cf. observations in Figure 7.4). 
 
7.3.3 Statistical model evaluation 
While a comprehensive investigation of ionospheric modelling performance is outside 
the scope of this work, it is nevertheless of interest to compare the available data set of 
ELOISE CSF observations against the QP-SSM and GGIM models in a statistical sense. 
Of course, this not only captures modelling deficiencies, but also measurement errors; 
for example, due to unresolved multi-mode and array calibration issues. In order to 
provide a robust set of matched mode pairs, only the dominant (largest amplitude) 
1-hop F2-low peak from each CSF dwell is retained, and this is differenced against the 
average of synthetic O and X components with the shortest group path, on the basis that 
O/X are rarely resolvable in the CSF observations. 
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Figure 7.16 and Figure 7.17 present histograms of the differences in each of the CSF 
observables for the Humpty Doo and Cloncurry to Laverton paths; these notionally 
represent modelling errors if the peak estimates could indeed be considered the “truth”, 
but in practice both model and measurement contain errors to some degree. Although 
implicitly dependent on the CSF waveform and processing parameters, recall from 
Section 4.4 that typical peak estimation uncertainties in group delay, Doppler, bearing 




Figure 7.16. Histograms of differences between the 1-hop F2-low CSF observables 
and their synthetic counterparts, for the Humpty Doo to Laverton path. The “errors”, 
plotted for both QP-SSM (blue) and GGIM (orange) over the period 5–17 September 
2015, are defined as synthetic estimates minus observations, after AoA bias 
corrections. The top row of panels shows the error distributions of group delay (left) 
and Doppler (right), while the bottom row shows bearing (left) and elevation (right). 
Mean and standard deviation statistics are listed in the top-right corner of each panel. 
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Figure 7.17. As in Figure 7.16, but for the Cloncurry to Laverton path. 
 
respectively, for CSF data. For group delay and Doppler, these numbers are 
conspicuously similar to the standard deviations listed in the top-right corner of each 
histogram panel, indicating that the differences may in fact be as much measurement 
error as modelling error. In terms of model performance, this is quite an encouraging 
result. For bearing and elevation, the standard deviations are indisputably larger than the 
peak estimation uncertainties, pointing to a more definite modelling error that, despite 
being fairly modest in size, cannot be dismissed. 
Although the AoA bias corrections derived in Section 5.5 have been applied, residual 
elevation biases may still be present in the observations as a result of the inherent 
equivalent geometry assumption, so reported mean differences of a few tenths of a 
degree are not entirely unexpected. However, the bias of up to 3 km between modelled 
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and observed group delay is somewhat puzzling and deserves further investigation. 
Given it is comparable in size to the ionogram delay or virtual height resolution, it may 
be an artefact of using the edge rather than the centre of the ionogram traces to fit the 
electron density profiles. This approach is common to both ARTIST-4 and DST-IIP 
algorithms and affects the synthetic QP-SSM and GGIM observables. The possibility of 
some CSF peaks merging with additional off-angle returns at higher delays may also be 
a contributing factor. 
 
7.4 Evaluation of ionospheric tilts 
Horizontal gradients routinely exist in the ionosphere due to a number of factors, 
including spatial variations in solar forcing (particularly around the dawn and dusk 
terminators), ion diffusion along geomagnetic field lines (for example, giving rise to the 
equatorial anomaly), atmospheric winds and tidal oscillations, travelling ionospheric 
disturbances, and localised effects of extreme space weather events. In this context, 
“large scale” typically refers to spatial scales on the order of 500–1000 km, detectable 
by conventional ground-based ionosonde networks, while “medium scale” refers to 
structure over a more modest 100–500 km, often near the limits of the network’s spatial 
sampling resolution. The impacts of gradients on HF AoA measurements are well 
understood in the HF direction-finding community [McNamara, 1991], with roughly 
one-third of the typical AoA estimation variance attributed to systematic (solar-related) 
gradients and two-thirds attributed to TIDs [Jones & Reynolds, 1975]. 
Ionospheric gradients can be characterised either by the “slope” of the iso-ionic 
contours (expressible as a tilt angle by taking the arctangent), or by the horizontal 
displacement of the ray apogee. The former is the more intrinsic ionospheric property, 
while the latter describes the measurable effect on HF propagation. Both will be a 
function of frequency, or equivalently height, with certain classes of disturbance such as 
TIDs having clearly defined signatures in these dimensions (i.e. manifesting as height-
dependent phase shifts). Mid-latitude tilt angles will ordinarily be on the scale of less 
than 3° [Gardiner-Garden et al., 2019], which translates to apogee displacements on the 
scale of <20 km for cross-plane tilts or <300 km for in-plane tilts on any given 1-hop 
path, depending on the height of reflection. A specific gradient realisation can thus lead 
to vastly different apogee displacements for near orthogonal path bearings. 
 169 
For a spherical Earth and stratified ionosphere, a first-order representation of gradients 
in the electron density iso-surfaces is based on shifting the centre of the spherical 
ionosphere away from the centre of the Earth (e.g. Folkestad [1968]; Dyson & Bennett 
[1992]). This scheme lends itself well to both analytic ray tracing through a non-
concentric but spherically-symmetric quasi-parabolic segment profile, as well as the 
simpler calculation of geometric mirror reflection by a set of spherical (virtual) shells. 
To avoid making any assumptions about the underlying E/F1 electron density profile, 
the latter mirror approximation is adopted for interpreting the ELOISE AoA 
observations; that is, with the reflection point mapping approach for tilt estimation 
described earlier in Section 4.5. 
Each fitted F2 peak from the AoA ionogram data (both low and high ray) is mapped 
independently, yielding its own off-centre ionospheric mirror. Local gradients in these 
mirror estimates are then binned by equivalent vertical frequency (i.e. notional plasma 
frequency), and averaged in the form of trimmed and weighted means. Corresponding 
standard deviations capture uncertainty in the gradient estimates. At any point on the 
Earth, the partial derivatives of the overhead mirror surface in the zonal (east-west) and 
meridional (north-south) directions give rise to a pair of tilt angles, measured with 
respect to the local horizontal. Although the tilt parameters are assumed to be global 
under this approach, in practice ionospheric refraction effects for a given 1-hop oblique 
path are constrained to a limited region surrounding the apogee, especially for low-ray 
propagation, so this does not generally pose a major concern. 
Geomagnetic splitting is also neglected in this mirror approximation, noting that O/X 
returns are not automatically separated in the ionogram images. These unmodelled field 
effects have the potential to masquerade as tilts [Dao et al., 2016], but as illustrated in 
the simulations of Figure 7.18, the resultant AoA errors are fairly modest on the 
ELOISE oblique paths of interest, compared to typical measurement uncertainties of a 
few tenths of a degree (e.g. see Table 4.1 in Section 4.4). In the top row of plots, a 
spherically-symmetric (tilt-free) profile model is specified (left) and synthetic F2-low 
group delay traces (right) are generated using 3D NRT. In the bottom row of plots, 
bearing (left) and elevation (right) offsets show the differences between the 3D NRT 
estimates and those assuming equivalent no-field propagation via an Earth-centred 
mirror ionosphere (i.e. in the same sense as the AoA offsets defined earlier). Note that 
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the worst-case scenario is encountered on very short paths, near the geomagnetic 
equator, directed at 45° to the field [Dao et al., 2016]. 
A similar AoA-based tilt study has recently been reported by Paznukhov et al. [2020], 
using Digisonde drift analysis data at vertical and near-vertical incidence [Reinisch et 
al., 2005; Kozlov & Paznukhov, 2008]. However, in this experiment, observations were 
at a single frequency only, and therefore lacked any information about the height 
dependence of tilts. The VIPIR/Dynasonde VIS system offers a more complete, height-
dependent specification of tilts over a 3D electron density distribution as part of its 
NeXtYZ ionogram inversion technique [Zabotin et al., 2006], using a series of stratified 
plasma “wedges”, and likely represents the leading approach for vertical-incidence data. 
 
 
Figure 7.18. Synthetic 1-hop F2-low ionogram traces calculated by 3D numerical ray 
tracing through a representative night-time profile on the South Hedland to Laverton 
path (944 km). In theory, this is the worst case of all ELOISE AoA paths for 
geomagnetically induced deflections in AoA, owing to a combination of its short length 
and alignment to the field. Panel (a) shows the model plasma frequency profile, while 
(b), (c) and (d) show group delay, bearing offset and elevation offset, respectively, as a 






















A sample of F2 tilt estimates from a complete day of ELOISE AoA ionograms is shown 
in Figure 7.19, alongside the midpoint virtual height profiles obtained from the peaks. 
The corresponding tilt uncertainties are shown in Figure 7.20; these are typically on the 
scale of 1° or less. It is noted that the uncertainties are simply a measure of sample 
variance in the gradient estimates, and do not include the effects of residual array 
calibration or mirror model errors. Instances of greater uncertainty (e.g. 15–16 UT) 
potentially flag when the peaks are too far horizontally dispersed to truly represent a 
common gradient. Nevertheless, the scale of uncertainties on the whole indicates a 
strong level of consistency across multiple mapped peaks. Although CSF data can be 
transformed in the same way, the broader set of frequencies sampled by the ionograms 
every 3.75 min lends itself better to populating all equivalent vertical frequency bins. 
 
 
Figure 7.19. Time series of midpoint F2 virtual height profiles and horizontal gradients 
(tilt angles) derived from fitted ionogram F2-low peaks on the Humpty Doo to Laverton 
path. The path and period of observation are the same as for the CSF peak data in 
Figure 7.13. From top to bottom the panels show virtual height, zonal tilt and 
meridional tilt, each as a function of hour of day and equivalent vertical-incidence (VI) 
frequency (notionally representative of the plasma frequency). 
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Figure 7.20. Time series of zonal and meridional F2 tilt uncertainties (top and bottom 
panels, respectively), corresponding to the gradient plots in Figure 7.19. These are 
derived from SNR-weighted sample standard deviations across the tilted mirror model 
estimates of all F2-low peaks whose equivalent VI frequency falls within a given 
0.5 MHz bin. 
 
Geophysical features in Figure 7.19 are dominated by the terminator effects, 
particularly shortly after dawn (~21 UT) and, to a lesser extent, before dusk (~10 UT), 
when the zonal tilt angles tend to swing to negative and positive values, respectively. 
This is a statement that the iso-ionic F2 contours increase in height from the daytime to 
the night-time longitudinal sector. The tilt estimates also contain significant evidence of 
other medium- to large-scale variability that changes from day to day, with much of this 
resembling the classic TID-like signature of quasi-periodic (20–60 min) perturbations, 
descending in phase from upper to lower heights or equivalent VI frequencies. These 
features are most pronounced in the meridional tilt angles at night. 
Just as in Section 7.3 above, the GGIM offers a comparative representation of 
ionospheric gradients, derived from spatial mapping across a network of conventional 
OIS and VIS ionosondes. The resultant tilt angles, extracted from the GGIM at the AoA 
path midpoint, are plotted in Figure 7.21; this includes both F2 and the underlying E 
and F1 layers (not shown in Figure 7.19). Note that the GGIM tilt angles are calculated 




Figure 7.21. Time series of E/F1/F2 virtual height profiles and horizontal gradients 
derived from the GGIM spatial maps at the midpoint of the Humpty Doo to Laverton 
path (cf. observations in Figure 7.19, for F2 only). 
 
true height, whereas those from the AoA observations use a spherical coordinate system 
and compute the slope of the tangent to the mirror (virtual height) surface at the 
midpoint. Despite these differences in their construction, one might still expect the two 
sets of tilt estimates to be reasonable analogues. In practice, however, the agreement 
between Figure 7.19 and Figure 7.21 is not so good, even in a broad qualitative sense. 
In the case of the observations, it is suspected that the relatively long (1989 km) path 
length accentuates both calibration and mirror model errors, leading to apparent biases, 
especially during the daytime, that are not present in the GGIM. The impact of tilts will 
generally be more pronounced and thus measurable in the AoA of shorter paths 
[McNamara, 1991, p. 189]. The systematically positive (blue) zonal tilt angles and 
negative (red) meridional tilt angles from 0–9 UT at the higher daytime frequencies in 
Figure 7.19 should therefore be viewed with some suspicion. The observations are also 
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affected to some extent by any variations in the gradients away from the midpoint, 
unlike the GGIM representation in Figure 7.21; this is one reason why the earlier 
comparison against ray-traced synthetic observables for the same path and period 
(Figure 7.13, at a single time-varying CSF frequency only) may have appeared more 
convincing. In addition, experience suggests that the medium-scale portion of the TID 
spectrum is only partially captured by conventional models such as the GGIM, due to 
the restricted number of profile parameters (i.e. degrees of freedom in the vertical 
dimension), critical sampling limits of the sounder network (in both space and time), 
and generous smoothing filters. This problem is further exacerbated by the fact that the 
residual anomaly is omitted when calculating the GGIM gradient estimates; despite 
being essentially uncorrelated between the input sample points, the residual contains 
much of the medium-scale physical variability that remains just above this lower 
sampling bound. Hence, it is not surprising to see that fewer phase-descending features 
are present in the GGIM tilt plots of Figure 7.21. 
Considering the two intersecting (near-orthogonal) ELOISE AoA paths of different 
lengths, namely, Lynd River to Laverton (2598 km) and Kalkarindji to Coondambo 
(1593 km), Figure 7.22 draws some of the strengths and limitations of the tilt 
estimation technique into starker relief. In theory, the zonal and meridional tilt angles 
should be agnostic to the path geometry and very close in value, given that the 1-hop 
midpoints are separated by only 100 km. However, differences well in excess of the 
estimated uncertainties are present at times, even in the virtual height profiles (e.g. from 
1–2 UT), making it difficult to declare when results are physically meaningful. Despite 
these shortcomings, the meridional tilts in Figure 7.22 do show an acceptable level of 
agreement from 2–5 UT, during what appears to be the passage of a TID sequence. 
By performing the same tilt estimation technique on the synthesised GGIM/3D NRT 
observables, as described in Section 7.3.2, it is possible to evaluate the spatial 
degradation caused by the transformation process itself; that is, from the modelled 
electron density distribution to the HF observables (via ray tracing) and back again (via 
a tilted mirror approximation). Figure 7.23 demonstrates that some, but certainly not 
all, of the midpoint tilt angle fidelity from Figure 7.21 is lost through the combined 
effects of ray tracing/interpolation (i.e. integrating over more than just the midpoint 
ionosphere), O/X mode merging, and the inverse reflection point mapping process. The 
tilt magnitudes tend to be reduced after the forward and back transform, especially for 
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those rays that penetrate more deeply into the F2 layer, presumably due to the spatial 
integration that occurs. Furthermore, even the sign (direction) of the tilts changes at 
times when close to zero, possibly due to the neglect of geomagnetic splitting. This 
leaves a certain degree of doubt over the validity of the reflection point transformation 
and its assumptions. 
To conclude this section, and tie together tilt estimates across multiple ELOISE AoA 
paths, an example of three collinear paths is presented in Figure 7.24. The active storm 
day on 11 September 2015 contained one of the clearest instances of a night-time TID 
seen during the ELOISE experiment, manifesting as a series of strong phase-descending 
fringes, with a period of ~50 min (overlaid dotted lines), between about 9 and 12 UT. 




Figure 7.22. Comparison of F2 virtual height profiles and horizontal gradients for two 
intersecting oblique paths: Lynd River to Laverton (left column) and Kalkarindji to 
Coondambo (right column). This is the same day as in Figure 7.19, but for different 
paths. As Coondambo was operated on a supervised shift basis only, observations 
were not available past ~9 UT on this day. 
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Figure 7.23. Inverted F2 virtual height profiles and horizontal gradients derived by 
applying reflection point mapping and tilt estimation to interpolated ray data from the 
GGIM with 3D NRT (cf. true GGIM midpoint tilts in Figure 7.21). Rays are sampled 
every 40 kHz at the same oblique frequencies as in the ELOISE AoA ionograms, to 
produce a synthetic equivalent of Figure 7.19, including inherent mirror model errors. 
 
It is interesting to note that the three paths of different lengths yield remarkably similar 
tilt estimates (even more so than the intersecting paths of Figure 7.22), and that there 
was no significant lag between adjacent midpoint locations separated by 270–340 km. 
At most, there appears to be a very slight lag from west (Harts Range) to east (Lynd 
River) on the same scale as the 3.75 min revisit interval, a result best illustrated in 
Figure 7.25 after computing cross-correlation functions between each pair of paths. As 
TIDs have horizontal speeds of less than 1000 m/s [Hunsucker, 1982], for the largely 
east-west alignment of midpoints and dominant meridional tilt component, this points to 
a disturbance propagating in a primarily north-south direction, likely from the auroral or 
polar source regions towards the equator [Francis, 1975]. Regrettably the near-
orthogonal paths into Coondambo were not observed during this period to help verify 
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such an interpretation, or enable a legitimate determination of the horizontal wavelength 
of the disturbance. 
Figure 7.26 shows the GGIM representation of the meridional tilts estimated in Figure 
7.24. In this case, the overall level of agreement is quite encouraging, with peaks and 
troughs closely aligned, although the TID-like features are weaker in the model than the 
AoA observations suggest, probably for the reasons explained earlier. Nickisch et al. 
[2016] have previously demonstrated that TIDs and their corresponding tilts can be 
modelled quite successfully from a network of CSF beacons without assimilating AoA 




Figure 7.24. Example of meridional F2 tilt estimates for three collinear paths into 
Laverton. From top to bottom, the panels show results from Harts Range (1383 km), 
Cloncurry (2055 km), and Lynd River (2598 km). The 1-hop midpoint locations are 
marked with a yellow star in the thumbnail maps to the right of each row; see Figure 
3.1 in Section 3.1 for a full-size map of the ELOISE AoA paths. Dotted black lines 
running vertically through all three panels have been added to assist in interpreting the 
quasi-periodic TID-like pattern. 
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Figure 7.25. Cross-correlation functions between meridional tilt estimates on pairs of 
the three collinear paths in Figure 7.24. A 3-hour time period (0915–1215 UT) has 
been selected to draw out potential lags in the characteristic TID-like pattern identified. 
Results calculated at three different equivalent VI frequencies (2, 3 and 4 MHz) each 
exhibit a similar spatial relationship, with the path from Harts Range (HRO) leading in 
time, followed by Cloncurry (CLO), then Lynd River (LYN), all within the span of about 
5 min. 
 
In terms of the ability to accurately estimate ionospheric tilts from AoA observations, 
the above results are evidently a mixed bag. While key assumptions of the estimation 
technique are expected to hold up somewhat better on shorter paths and for night-time 
observations, there are still many features that cannot be reconciled against the GGIM 
model. While the hope for this analysis was to combine estimates from across the 
ELOISE AoA network, the limited night-time data from Coondambo meant that there 
was insufficient path diversity over many of the most suitable data sets. Originally the 
intent of this work was to subtract off the large-scale tilts to better reveal TIDs, as a 
precursor to Chapter 8, but with the estimated tilts evidently including substantial 




Figure 7.26. Meridional E/F1/F2 tilts derived from the GGIM spatial maps at the 
midpoints of the three collinear paths in Figure 7.24. 
 
7.5 Evaluation of ionospheric drifts 
As established in earlier CSF examples, AoA perturbations caused by medium- to large-
scale ionospheric variability are typically accompanied by characteristic Doppler 
signatures, representing changes in the ray path and electron density. Whereas the tilt 
estimation technique described above contains an inherent directional ambiguity when 
gradients are associated with horizontal motion in the disturbance field, the Doppler 
information from CSF observations has the potential to resolve this. Under the 
assumption of a mirror reflector, measured Doppler shifts correspond to the radial 
component of motion in the reflecting surface [Dyson, 1975]. Hence, using the AoA-
derived path geometries, it is possible to calculate an ionospheric drift velocity vector 
that fits the Doppler measurements over a given time interval. In theory, these drifts can 
be attributed to a combination of thermospheric winds and electrodynamic (E×B) 
transport, as well as gravity wave forcing. The horizontal drift components are 
effectively the temporal analogue to the (spatial) horizontal tilts, being a first-order 
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representation of the ionospheric structure and dynamics that give rise to the HF 
propagation observables. 
Ionospheric drift analysis is of course not a new problem, and many alternative 
methodologies have been developed since the mid-20
th
 Century [Davies, 1990, ch. 7.9; 
Rawer, 1993, ch. 12.3; Reinisch et al., 1998]. With conventional (non-Doppler) 
ionosondes at vertical or quasi-vertical incidence, spaced-sensor experiments are often 
used, which relate phase lags in the cross-correlations or cross-spectra of height 
measurements at three or more non-collinear sites to the horizontal component of 
motion (e.g. Munro [1950]; Harris et al. [2012]). A similar style of analysis can also be 
applied to other observables besides virtual height or delay, including Doppler itself 
(e.g. Crowley & Rodrigues [2012]; Chum et al. [2014]). 
However, these techniques are not well suited to the ELOISE oblique paths, given that 
reflection points are often horizontally displaced by more than 100 km from the great 
circle midpoint (e.g. see Figure 5.18 in Section 5.5); that is, on the same scale as the 
midpoint separation between adjacent paths. A faster revisit rate would also be more 
favourable for estimating spatial lags. The technique implemented here instead relies on 
the measured CSF AoA and Doppler for a single path only, averaged over time and 
space, and is most similar to the Digisonde Drift Analysis or “sky map” approach 
[Reinisch et al., 1998; Wright & Pitteway, 1994; Parkinson et al., 1997], albeit at 
oblique rather than vertical incidence and with a much longer integration period (tens of 
minutes or hours, rather than seconds). The basic principles are also akin to the full 
correlation analysis technique of Briggs et al. [1950] (see also Briggs [1984] and Briggs 
& Vincent [1992]), which relates the velocity of the diffraction pattern on the ground to 
the velocity of scatterers in the sky; this is most suited to a vertical-incidence 
(monostatic) arrangement where a receiver per element array is not practical [Briggs, 
1980; Whitehead et al., 1983]. 
Bullett [1994] and Scali et al. [1995] have demonstrated that low-cost ionosonde drift 
measurements can compare favourably to those from incoherent scatter radar for 
understanding ionospheric plasma convection, although the drift estimates may not 
always be representative of the bulk ionospheric motion as assumed [Dyson, 1975; 
Parkinson et al., 1997]. Furthermore, variations in the velocity profile with height may 
have a smoothing effect on the drift estimates [Dyson et al., 2001]. Cannon et al. [1991] 
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discuss some of the limitations of the analysis technique, yet they are still able to find 
good agreement with satellite measurements of average polar cap convection. 
Pfister’s theorem [Pfister, 1971; Brownlie et al., 1973; Dyson, 1975; From et al., 1988] 
relates the Doppler “velocity” (rate of change of phase path) 𝑣𝑖𝑑 to the apparent velocity 
of the reflecting surface 𝒗, assuming all Doppler contributions arise from changes in the 
geometric path length to a mirror reflector in free space or, more generally, from 
apparent motion of the ionosphere without change of shape [Bennett & Dyson, 1993]. 




= (?̂?𝑅 + ?̂?𝑇) ⋅ 𝒗, (7.4) 
where ?̂?𝑅 and ?̂?𝑇 are unit vectors directed along the ray path (“line of sight”) to the 
reflection point from the receiver and transmitter, respectively. In the monostatic 
(vertical incidence) case, phase path changes on both the upward and downward ray 
segments are equal, and the right side of equation (7.4) reduces to simply 2?̂? ⋅ 𝒗 (where 
?̂? = ?̂?𝑅 = ?̂?𝑇). By letting ?̅? ≡ (?̂?𝑅 + ?̂?𝑇) 2⁄ , the bistatic case takes on a similar form, 
although ray bisector ?̅? need not be a unit vector. 
This approach comes with a number of serious caveats: 
 In practice, the ionosphere is a refracting medium with time-varying electron 
density, resulting in Doppler contributions that are unrelated to motion in the 
reflection points and geometric path. Furthermore, it is the projection of motion on 
the wave normal that matters, not the ray direction; these are not the same in a 
general anisotropic medium, particularly in the vicinity of the ray apogee. A full 
expression for the Doppler shift, of which equation (7.4) is an approximation, can be 
found in Bennett [1968, eq. (13)]. The approximation is expected to hold up best 
when plasma transport processes dominate over net production and loss (i.e. for 
near-equilibrium conditions), allowing ionospheric structure to move without an 
apparent change of shape, and there is minimal refraction from underlying ionisation 
(e.g. night-time F2-low). 
 Like many drift analysis techniques, the validity of results can suffer in presence of 
multiple propagating disturbances [Hines & Rao, 1968]. The estimated drift velocity 
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is effectively a superposition of motion across these many wave components, rather 
than truly representing bulk motion of the reflecting surface as a whole. In some 
cases, however, one disturbance component may dominate. Note that the latest 
Generalized Digisonde Drift Analysis [Reinisch et al., 1998; Reinisch et al., 2005; 
Kozlov & Paznukhov, 2008] has relaxed this assumption and can now resolve 
several velocities from simultaneous reflection points. 
 With only three CSF dwells every 3.75 min, each on its own discrete frequency, it is 
necessary to perform a significant amount of temporal averaging to achieve a semi-
meaningful result. This is done by combining peaks across many separate dwells 
into the one set of equations, and is in addition to the spatial averaging over the 
reflecting region, both horizontally and vertically. While a time-varying but 
frequency-independent vertical drift component is supported, the horizontal drift 
velocity is assumed to be constant for all such peaks, thus neglecting any non-
stationarities and vertical shears. Given scope for a limited number of degrees of 
freedom, the justification for allowing the vertical velocity component to vary is that 
this is expected to oscillate more than the horizontal component over a TID period, 
both due to the passage of the wave itself and background ionospheric changes. 
To obtain the drift velocity, equation (7.4) is posed as a linear least-squares matrix 
problem, in a local North-East-Down (NED) Cartesian coordinate system centred on the 




𝒗𝑖𝑑 , (7.5) 









?̅?𝑁,1 ?̅?𝐸,1 ?̅?𝐷,1 0 ⋯ 0
?̅?𝑁,2 ?̅?𝐸,2 ?̅?𝐷,2 0 ⋯ 0
?̅?𝑁,3 ?̅?𝐸,3 ?̅?𝐷,3 0 ⋯ 0
?̅?𝑁,4 ?̅?𝐸,4 0 ?̅?𝐷,4 ⋯ 0
⋮ ⋮ ⋮ ⋮ ⋱ ⋮









contains the components of the ray bisector in NED coordinates for each mapped peak 
(1,… , 𝐾), drift velocity vector 𝒖 = [𝑣𝑁 , 𝑣𝐸 , 𝑣𝐷,𝑡=1, 𝑣𝐷,𝑡=2, ⋯ , 𝑣𝐷,𝑡=𝐿]
𝑇
 contains the NED 
drift velocity components (including time-varying 𝑣𝐷 at time epochs 𝑡 = 1,… , 𝐿), and 
Doppler velocity vector 𝒗𝑖𝑑 = [𝑣𝑖𝑑,1, ⋯ , 𝑣𝑖𝑑,𝐾]
𝑇
 contains the measurements. Note that 
there are ordinarily about three F2-low peak measurements for each time epoch 
separated by 3.75 min (i.e. one on each CSF channel), whose downward ray bisector 
components are grouped together in a single column of matrix 𝑆, to match a single 
element of vector 𝒖. It is important for the reflection points to be sufficiently diverse in 
their locations (ray directions) so that the pseudo-inverse is computable; in other words, 
the ionosphere must be reasonably disturbed, with enough off-angle returns to capture 
different projections of the drift vector. 
Figure 7.27 shows a 3-hour early evening sample of CSF peak observables 
corresponding to the TID-like disturbance in the ionogram tilt plots of Figure 7.24. In 
terms of angular diversity, this is a good candidate for drift estimation. To provide a 
sufficient number of peaks for the least-squares inversion, all three CSF channels on 
different (time-varying) F2 frequencies have been combined, with the dependence on 
frequency captured in Figure 7.28. Although this combining causes some spread in 
delay between the three channels, the other observables are fairly uniform across all 
frequencies. The overwhelming pattern remains very much quasi-periodic in nature and 
largely monochromatic. Doppler velocities of up to +80 m/s were observed on this path 
from Cloncurry to Laverton, although this is still only a Doppler frequency shift of  
-2 Hz, well within the ±5 Hz unambiguous range. 
After calculating reflection points for all six CSF paths into Laverton, the result is the 
geographic maps in Figure 7.29. As noted during the array calibration work, the 
distributions are highly elongated along the down-range axes, as marked by the grey 
dashed arrows. The estimated horizontal drift velocity components, along with their 
standard errors, are printed in the lower right corner of each panel, while the time-
varying vertical drift velocity components are plotted separately in Figure 7.30. 
At a glance, it is quite clear that the horizontal drift estimates, plotted as black arrows in 
Figure 7.29, are not consistent across paths, nor is there any meaningful geographical 




Figure 7.27. Peak observables for the Cloncurry to Laverton CSF path, combining all 
three channels from 9–12 UT on 11 September 2015. From top to bottom and left to 
right, the panels show group delay, Doppler velocity, bearing offset, and elevation. This 
period corresponds to the TID-like fringe pattern in Figure 7.24. Markers are colour-
coded by Doppler velocity and scaled in size by SNR. 
 
 




Figure 7.29. Geographic maps of CSF F2-low reflection points, each colour-coded by 
Doppler velocity and scaled by SNR, and the fitted horizontal (northward and eastward) 
drift velocity components. All three CSF channels from 9–12 UT on 11 September 2015 
have been aggregated in these plots. The six panels show the six CSF paths into 
Laverton: Kalkarindji (top-left), Humpty Doo (top-right), Scherger (middle-left), Lynd 
River (middle-right), Cloncurry (bottom-left), and Harts Range (bottom-right). The 
concentric grey circles represent radii of 40, 80, 120 and 160 km about the great circle 
midpoint (black cross), while the grey dashed arrow indicates the midpoint bearing. 
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Figure 7.30. Time series of the vertical (downward) drift velocity component estimated 
for all six CSF paths into Laverton, corresponding to the drift maps in Figure 7.29. The 
vertical bars represent the standard error estimates. 
 
component of the disturbance field, and that in effect the drift analysis is preferentially 
drawing out the velocity of just one structure (“ripple”) that meets the condition for 
specular reflection, rather than the bulk motion of the ionosphere as a whole (e.g. see 
discussion in Rawer [1993, p. 207]). Suspicion is also once again cast on calibration 
issues and the significant assumptions of the analysis described above. Whatever the 
case, it can only be concluded that the horizontal drifts are unlikely to be physically 
meaningful, for example as a measure of the TID wave velocity. 
On the other hand, the vertical (time-varying) drift estimates, shown in Figure 7.30, 
look considerably more sensible. All paths exhibit a similar quasi-periodic pattern, with 
amplitudes broadly in agreement once standard errors are factored in. The phase of the 
more southerly path midpoints, like Cloncurry to Laverton (CLO-LAV) and Harts 
Range to Laverton (HRO-LAV), tends to lead the more northerly midpoints, like 
Humpty Doo to Laverton (HUM-LAV) and Scherger to Laverton (SCH-LAV). This 
implies a predominantly north to north-westward propagating disturbance, in line with 
the earlier conclusion regarding Figure 7.24. Interestingly, the horizontal drift vectors 
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in Figure 7.29 are indeed largely north to north-westward in direction, but with a wide 
range of spurious-looking magnitudes from 79 to 264 m/s. Without an accurate source 
of truth, these estimates are admittedly difficult to validate. In Chapter 8, a distinction 
is made between the TID propagation direction (i.e. normal to the TID phase-front) and 
the axis of reflection, as these are not generally the same. 
 
7.6 Chapter summary 
 This chapter has described the effects of medium- to large-scale spatial and temporal 
ionospheric variability on the ELOISE oblique group delay, Doppler and AoA 
observables. Both persistent patterns of diurnal variability, such as around the 
dawn/dusk terminators, and the day-to-day and hour-to-hour perturbations 
associated with specific disturbances, such as TIDs, have been identified and 
interpreted. 
 Whereas the observables themselves are very much dependent on the oblique path 
geometry, techniques for horizontal gradient (tilt) and drift velocity estimation have 
been implemented as a means of inferring the physical characteristics of the 
ionosphere. However, these rely on a number of approximations, including a tilted 
spherical mirror model to represent each reflection, which may not be valid under 
certain circumstances. The struggle to relate horizontal drifts between different 
ELOISE CSF paths reflects the challenges of performing such an analysis on 
relatively long oblique paths. 
 Results in both the observable and tilt domains have been compared against a data-
assimilative ionospheric model, constructed from conventional OIS and VIS scaled 
parameters (i.e. without AoA or Doppler measurements). Overall there is a good 
level of agreement, particularly in the observable domain using 3D magneto-ionic 
numerical ray tracing, for which a statistical analysis revealed differences on the 
same scale as the measurement errors. In the tilt domain there are more 
discrepancies, likely caused by assumptions in the reflection point transformation 
and omission of the residual anomaly field from the model tilt estimates. Even prior 
to spatial mapping, the scaled quasi-parabolic profile parameters, sampled from 
ionograms every 3.75 min, are often sufficient to characterise much of the Doppler 
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variability in the ELOISE AoA observations; that is, using just a finite difference 
approximation. 
 Although some notable examples of monochromatic TID-like disturbances were 
observed across multiple intersecting or collinear ELOISE AoA paths, in general it 
was difficult to make meaningful conclusions about inter-site patterns of variability 
from the ELOISE AoA data set. This was in part due to limitations in the tilt 
estimation technique, and also a lack of suitable night-time observations from 
Coondambo. 
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8 Identification and parameterisation of travelling 
ionospheric disturbance signatures 
8.1 Overview and examples of TID signatures 
Travelling ionospheric disturbances (TIDs) [Davies, 1990, ch. 7.10; Rawer, 1993, 
ch. 11] are one of the key contributors to spatial and temporal variability of HF radio-
wave propagation through the ionosphere. First observed and explained by Munro in the 
1950s (e.g. Munro [1950]; Munro & Heisler [1956a]), these wave-like perturbations in 
the background electron density are typically interpreted as the ionospheric 
manifestation of atmospheric gravity waves (AGWs) in the thermosphere [Hines, 1960; 
Yeh & Liu, 1974; Francis, 1975; Hunsucker, 1982; Hocke & Schlegel, 1996]. Although 
many candidate source mechanisms have been proposed, within the F2 layer, medium-
scale MSTIDs (with periods of 15–60 min and horizontal wavelengths of several 
hundred km) are broadly thought to originate from regional tropospheric sources 
[Gossard, 1962], while large-scale LSTIDs (with periods of 30 min to 3 hr and 
horizontal wavelengths of ~1000 km or more) are often associated with geomagnetic 
disturbances in distant auroral regions [Richmond, 1978]. Despite not conforming to the 
traditional definition of a TID, solitary waves or wave packets may still be treated as a 
class of TID if they possess the same spatial phase properties [Afraimovich et al., 2003]. 
TIDs are frequently responsible for large group delay and AoA perturbations in HF 
propagation paths [Jones & Reynolds, 1975], along with additional discrete modes, and 
their occurrence is also closely linked to night-time spread-F in ionograms and radio 
scintillation effects caused by small-scale plasma bubbles [Abdu et al., 2009; Booker, 
1979; Bowman & Monro, 1988; Kelley et al., 1981]. 
In recent years there has been increased interest in monitoring and forecasting these 
disturbances to support a diverse range of technologies sensitive to space weather, 
including Global Navigation Satellite Systems (GNSS), low-frequency radio astronomy, 
and HF sky-wave radar systems. Projects such as the Network for TID Exploration 
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(Net-TIDE) in Europe [Reinisch et al., 2018] have been established to develop regional 
TID diagnostic and warning capabilities to such users. Over-the-horizon radars 
(OTHRs) designed for long-range aircraft and ship detection, such as those comprising 
the Jindalee Operational Radar Network (JORN) in Australia [Colegrove, 2000; 
Johnson et al., 2008; Sinnott, 2015], may have their ability to detect and geolocate 
targets degraded in the presence of TIDs. This is usually due to ionospherically induced 
perturbations in the backscattered returns from targets, and inadequate representation of 
the disturbance fields in propagation models constructed from sparsely sampled 
ionospheric measurements. A more detailed discussion of the challenges posed by TIDs 
for OTHR and potential mitigation strategies can be found in Fridman & Nickisch 
[2001] and Nickisch et al. [2006; 2007]. 
Several examples of likely TIDs observed during the ELOISE experiment have been 
presented earlier in this thesis, and their appearance in the AoA ionograms varies quite 
considerably. Classifying TIDs based on how they manifest in the data is in many ways 
the most practical scheme, compared to more conventional definitions based on their 
geophysical sources and spatial/temporal scales. LSTIDs, in the absence of other 
irregularities and neglecting geomagnetic effects, often support only a single reflecting 
path from the transmitter on a given frequency and mode (e.g. 1-hop F2-low). The 
compression and expansion of the layer associated with the passage of the TID [Lynn et 
al., 2016] causes the ionogram trace to move up and down in apparent range, and in and 
out in frequency, as the maximum observed frequency (MOF) increases according to 
the secant law. This brings about the appearance of the entire trace “breathing” in and 
out in a quasi-periodic fashion. Usually such observations are accompanied by a similar 
signature in AoA, as the disturbance shifts the reflecting point away from the great 
circle midpoint, although this depends on the geometry of the path with respect to the 
TID direction. Figure 7.27 from Section 7.5 illustrates a likely candidate for such an 
LSTID. 
As the amplitude-to-wavelength ratio and, thus, iso-ionic surface curvature of the 
LSTID increases, additional off-angle (“satellite”) traces are more likely to be visible in 
the ionogram [Georges, 1967b, ch. 5.2.2; Chum et al., 2010], as in Figure 5.2, Figure 
5.3 and Figure 5.4 of Section 5.2. Often these ascending and descending traces appear 
in a quasi-periodic sequence, embodying the wave-like nature of the underlying AGW, 
though sometimes they can occur as an isolated event, indicative of a more frontal 
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(bore-like) structure passing over the field of view. Similar disturbance patterns have 
been seen, for example, in the virtual height plots of Weber et al. [1978], albeit for the 
equatorial region, and were found to correspond to bands of field-aligned depletions in 
all-sky airglow images at 630 nm, representing atomic oxygen emissions at F2 altitudes. 
No such corresponding cases were found in the ELOISE airglow data from Alice 
Springs, in part because of the limited observations and high number of cloudy nights 
that prevented many meaningful comparisons. Examples of inverse correlations 
between ELOISE airglow intensity and the F2 layer height from QVIS ionograms, 
reported in Unewisse et al. [2016], are likely to be “breathing” modes associated with 
the aforementioned class of weaker-amplitude LSTIDs. 
MSTIDs, on the other hand, frequently cause multiple off-angle reflections due to their 
shorter horizontal wavelengths, yet this tends to be localised on the F2 trace owing to 
the fact that their vertical wavelengths (on the scale of ~100 km) are usually only a 
fraction of the thickness of the F2 layer. The trace “kink” that folds back on itself is a 
widely reported feature of this class of disturbance [Munro, 1950; Georges, 1968; Lobb 
& Titheridge, 1977; Morgan et al., 1978; Cervera & Harris, 2014]; see for example 
Figure 5.1 of Section 5.2. In other cases, where the MSTID has a lower amplitude-to-
wavelength ratio, the kink is reduced to a more subtle discontinuity (“wiggle”) in the 
trace curvature (e.g. Figure 4.5 of Section 4.2.1). Over sequences of ionograms, such 
features are seen to progressively descend down the trace, with the O-mode usually 
leading the X-mode [Munro & Heisler, 1956b; Davies, 1990, p. 201], due to ray 
divergence and the forward tilt of the TID phase-front. 
As noted in the previous chapter, not all quasi-periodic signatures in the ELOISE data 
will have been caused by TIDs. The following characteristics are usually prerequisites: 
 Common periodicities (across multiple observables) that fall within the physical 
range of values for AGWs reaching ionospheric heights. The balance between 
viscous damping, which preferentially depletes energy from the smaller-scale 
waves, and exponential amplitude growth, which likewise increases with height due 
to decreasing atmospheric density, means that different AGW components attain 
their maximum amplitude at different heights. As such, a relatively narrow set of 
periods typically dominate at any given height [Hines, 1960; Pitteway & Hines, 
1963; Georges, 1967a]. In the F2 region, most of the energy tends to be found in 
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wave periods of 20–30 min (e.g. Bowman [1992]), with a lower limit of about 10–
15 min imposed by the acoustic cut-off frequency [Barry, 1963], and a more gradual 
roll-off above 1–2 hr due to the influence of ion drag (hydromagnetic damping) 
[Hines, 1960; Clark, 1970]. 
 A height-dependent phase pattern, whereby the perturbation is first seen at greater 
heights (delays) then descends, as a result of the forward-tilted TID phase-front 
[Bowman, 1968]. Height increases with frequency along the 1-hop F2-low trace, so 
in the case of the ELOISE CSF observations, the TID shows up as a lag in the 
Doppler signatures recorded on the different (concurrent) channels; see for example 
Figure 8.1, in which the larger perturbations (e.g. around 0930 and 1330 UT) tend 
to appear marginally earlier on the highest frequency channel and later on the lowest 
channel. The tilt angle, between the AGW or TID wave vector (real component) and 
the horizontal plane, is derived in Appendix E and varies from roughly 45° at F2 
heights for a typical MSTID to 80° for an LSTID, depending on the wave period 
[Hines, 1960; Morgan et al., 1978]. The TID tilt angle is often measured from the 
slopes of iso-ionic contours, obtained via true height analysis of conventional 
ionograms (e.g. Clarke [1972, ch. 7.4.3]; Bowman [1992]; Pederick et al. [2017]), 
although this usually neglects off-angle reflections. The variation in the AGW tilt 
angle with height is illustrated in Figure 8.2 for seven representative wave periods 
(15–180 min) and a model neutral atmosphere based on NRLMSISE-00 [Picone et 
al., 2002]. Across Australia, the TID tilt angle will generally be a little larger than 
the underlying AGW, due to the height-dependent AGW/TID phase offset which is 
a function of the geomagnetic field alignment (see Appendix E). 
 Temporal lags between corresponding signatures detected on different sounder 
paths, and between 1-hop and multi-hop returns on a single path, consistent with 
horizontal motion between the respective ionospheric sample points. The spatial 
separation of ELOISE AoA midpoints was designed such that reasonable correlation 
of TID signatures between adjacent midpoints should be expected, although the 
differing oblique path geometries can make comparisons challenging. Some TID 
propagation directions will be favoured over others due to ion drag (i.e. selective 
damping of AGWs with fronts that are not field-aligned) [Hines, 1968], and the 
effects of wind filtering through the stratosphere and thermosphere [Cowling et al., 




Figure 8.2. Tilt angle profiles for atmospheric gravity waves of various periods, 
evaluated using a model neutral atmosphere based on NRLMSISE-00 (night-time, 
Alice Springs). The longer period waves have larger (steeper) tilt angles, and in general 
the tilt angle decreases with height in the F2 region as the vertical wavelength 
increases, according to the solution of the AGW dispersion relation in equation (E.3) of 
Appendix E. 
 
Other properties like focusing/defocusing effects [Jones & Lyon, 1974], preferred times 
of day (e.g. near dawn/dusk solar terminators), links with known meteorological sources 
(e.g. lightning storms) and space weather events (e.g. causing particle precipitation and 
thermospheric heating at high latitudes), and multiple simultaneous reflection paths are 
also common indicators of TIDs, yet not always conclusive. In reality, TIDs are 
ubiquitous and rarely is there only a single monochromatic component [Afraimovich et 
al., 2003]; examples like the time sequences of peaks in Figure 7.1 and Figure 7.13 of 
Chapter 7 are typical of observations. Thus, even when a dominant periodicity is 
present, there is a potential for many more TID constituents to go undetected, and 
parameters inferred under a single-wave assumption are at serious risk of errors 
[Jacobson & Carlos, 1991]. The approach taken in this work was to treat any candidate 
quasi-periodic signature as a TID, and if the parameters required to synthetically 
replicate the signature were inconsistent with geophysical expectations, then the 
hypothesis was dismissed. 
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In the analysis that follows, two candidate TID models are proposed (as previously 
described in Heitmann et al. [2018]) to assist in classifying and parameterising TID-like 
features in the ELOISE AoA observations: one based on a simple mirror reflector, and 
the other a 3D electron density perturbation governed by physical interactions with 
AGWs in the neutral atmosphere. The merits of each model are discussed, in the context 
of their ability to synthetically reproduce the observables, and potential methods for the 
robust inversion of TID parameters in an automated manner are explored. In practice, 
this is a much more challenging problem at oblique incidence than vertical incidence. 
Finally, some comments are made about the ability to relate TIDs across multiple 
ELOISE AoA paths. 
 
 
Figure 8.3. Sample blocking diagrams showing the proportion of AGW horizontal 
velocities that will be filtered by the prevailing neutral winds before reaching F2 heights 
(250 km). The four panels represent different hours of the day (0, 6, 12 and 18 UT) for 
which the Horizontal Wind Model HWM14 [Drob et al., 2008; Drob et al., 2015] has 
been evaluated at Alice Springs, where local solar time is approximately UT + 9 hr. 
Those AGW/TID wave velocities falling in the grey-shaded regions (i.e. with horizontal 
speeds 𝑣𝑇𝐼𝐷 ≤ 𝑢𝑧 sin 𝜃𝑇𝐼𝐷 + 𝑢𝑚 cos 𝜃𝑇𝐼𝐷, for zonal wind 𝑢𝑧, meridional wind 𝑢𝑚, and 
wave bearing 𝜃𝑇𝐼𝐷, measured clockwise from True North) have their intrinsic 
frequencies Doppler-shifted to zero and, thus, cease to exist at heights above this 
critical layer due to heavy absorption [Cowling et al., 1971]. 
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8.2 Candidate TID models 
To aid the interpretation of ELOISE results, realistic TID models and associated ray 
tracing/homing algorithms were developed to synthesise the observables from the AoA 
array (i.e. group delay, Doppler, bearing and elevation). The effects of TIDs from far-
field sources on HF propagation have been widely synthesised in the past using such 
models, which seek to parameterise the TID (or its underlying AGW) in terms of 
amplitude, period, wave vector and phase. Perturbations may be applied to either the 
ionospheric height (i.e. hmF2) or the electron density (i.e. NmF2 or foF2). Commonly 
adopted TID model variants, in order of increasing complexity, include: 
1 A corrugated (sinusoidal) mirror reflector (e.g. Lyon [1979]; Huang et al. [2016]). 
2 A sinusoidal electron density perturbation, typically height-dependent, applied to 
a realistic background ionosphere (e.g. Ogawa et al. [2002]; Huang et al. [2016]). 
3 A sequence of tilted Gaussian peak or trough electron density perturbations 
applied to a background ionosphere (e.g. Lobb & Titheridge [1977]). 
4 An AGW-seeded physics-based (“Hooke”) model for computing electron density 
perturbations, driven primarily by collisional interactions with the neutral 
atmospheric constituents (e.g. Hooke [1968]; Cervera & Harris [2014]). Similar 
coupled AGW/TID perturbation models have also been described by Clark 
[1970], Clark et al. [1971], Davis [1973], Francis [1974], Bottone [1993], and 
Kirchengast [1996]. 
In this work, only models 1 and 4 were considered, representing the simplest and most 
sophisticated variants, respectively. As models 2 and 3 still call for the same ray tracing 
engine as in model 4, they offer little computational cost saving, yet lack the stronger 
physical foundation in hydrodynamic theory and neutral/ion coupling. For sake of 
clarity, monochromatic TID perturbation fields were adopted as a starting point. It is 
reasonable to further assume that these are plane waves beyond the vicinity of the AGW 
source. Admittedly only a very limited fraction of ELOISE oblique observations, mostly 
night-time cases, actually fell into this monochromatic regime; for the remainder of the 
time, the observations were neither truly periodic nor was there just a single dominant 
component. Oblique propagation synthesis was carried out in 3D using basic specular 
ray homing for model 1 and full numerical ray tracing for model 4. 
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8.2.1 Corrugated mirror model 
The corrugated spherical mirror reflector (model 1) is the simplest of the candidate TID 
models, consisting of a spherical shell ionosphere with a sinusoidal perturbation 
superposed. It has the advantage of being quick to compute (being specular reflection 
only) and directly invertible from observations under certain conditions; for example, 
using the Frequency and Angular Sounding (FAS) technique [Beley et al., 1995; 
Galushko et al., 2003; Paznukhov et al., 2012]. It can also be relatively easily extended 
to support multiple frequency components and large-scale (global) tilts. Such a model is 
therefore useful for classifying disturbances in the observed data and providing first-
order estimates of the TID parameters. 
Starting with a spherical shell (of fixed radius, but not necessarily Earth-concentric), 
one or more sinusoidal perturbations are superposed in 3D to build up the disturbance 
field. These perturbations each have a fixed amplitude and direction, with spatial phase 
defined in terms of a spherical distance from the great circle line that runs through the 
(unperturbed) midpoint orthogonal to the TID bearing; in other words, the horizontal 
wavelength is strictly an arc length along a bearing normal to the phase-fronts. As such, 
the radius of the reflecting ionospheric surface as a function of the local horizontal 
coordinates at the midpoint (with 𝑥-axis pointing in the down-range direction and 𝑦-axis 
in the cross-range direction) can be written as 
 𝑟𝑖(𝑥, 𝑦, 𝑡) = 𝑟𝑖0 +∑𝐴𝑛cos (𝜔𝑛𝑡 − 𝑘ℎ,𝑛𝑔𝑛(𝑥, 𝑦) + 𝜑𝑛)
𝑛
, (8.1) 
where 𝑟𝑖0 is the unperturbed spherical radius, 𝐴𝑛 are the TID amplitudes (with subscript 
𝑛 denoting a single harmonic component), 𝜔𝑛 = 2𝜋 𝑇𝑛⁄  are the TID angular frequencies 
(for periods 𝑇𝑛), 𝑘ℎ,𝑛 = 2𝜋 𝜆ℎ,𝑛⁄  are the TID horizontal wave numbers (for horizontal 
wavelengths 𝜆ℎ,𝑛), 𝑔𝑛(𝑥, 𝑦) are the spatial phase functions (equal to zero at the 
unperturbed midpoint), and 𝜑𝑛 are the fixed phase offsets. For the 𝑛
th
 component, the 
TID azimuth 𝜒𝑛, measured clockwise from the midpoint path bearing, is built into the 
function 𝑔𝑛(𝑥, 𝑦). 
Given a disturbance field made up of an arbitrary number of TIDs, candidate ray paths 
satisfying the condition for specular reflection are found using a homing algorithm, 
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evaluated on a regular 𝑥-𝑦 grid of initial estimates (distributed according to the known 
TID wavelengths). Although the reflecting surface is specified as an analytic function, 
in general, for an arbitrary number of TID components and a spherical Earth/ 
ionosphere, the problem is believed to be analytically intractable. As such, an 
unconstrained numerical root finder was used to locate the 𝑥 and 𝑦 coordinates for 
which (1) the propagation path and unit normal vector to the reflecting surface at that 
point lie within a single plane, and (2) the unit normal bisects the upward and 
downward ray segments. These two criteria for specular reflection can be expressed by 




) ⋅ ?̂? = 0, (8.2) 
and 







where 𝒗𝑅 and 𝒗𝑇 are the path vectors to the reflection point, as illustrated earlier in 
Figure 4.17, ?̂? is the unit normal to the model surface (directed outwards), and 𝛾 is the 
angle of bisection. The unit normal is simply the (normalised) surface gradient vector 











where the reflecting surface centred on 𝒓0 ≡ [𝑥0, 𝑦0, 𝑧0]
𝑇 with spatially varying radius 
𝑟𝑖 is defined by 
 𝑧𝑖(𝑥, 𝑦, 𝑡) = √𝑟𝑖
2 − (𝑥 − 𝑥0)2 − (𝑦 − 𝑦0)2 + 𝑧0. (8.5) 
Note that these equations form a core part of the FAS technique, described further in 
Section 8.3.2, and relate to the ray trajectory functions found later in equations (8.23) 
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and (8.24), under the approximation of a flat Earth/ionosphere and small-amplitude 
perturbation. Additional details can be found in Paznukhov et al. [2012]. 
While many nonlinear root-finding algorithms exist for numerical ray homing purposes, 
“mmfsolve” from the Mastering MATLAB
®
 Toolbox [Hanselman & Littlefield, 2005] 
was applied in this case, based on Algorithm D6.1.3 from Dennis & Schnabel [1996]. A 
scalar cost function, based on the difference between the middle and right sides of 
equation (8.3), after satisfying equation (8.2), was chosen as the input objective 
function. Only those solutions that are not obscured (blanketed) by the mirror surface at 
any point along the ray path are retained; that is, partial transmission and reflection is 
not allowed. The Doppler shift is simply the time rate of change of geometric path 
length, calculated as a finite difference, under this mirror approximation. 
Overhead and cross-sectional views of some of the possible reflection geometries, for 
monochromatic TIDs travelling both longitudinally and transversely
2
 to an oblique 
propagation path, are illustrated in Figure 8.4 and Figure 8.5. Apart from the direction, 
the TID parameters are identical. In each case, only the shortest ray path is shown in 
full, while other candidate reflection points are also marked by crosses in the top 
(overhead) panel. Of note is the fact that all reflection points lie along a single linear 
axis; to first order, this applies for any monochromatic TID propagation direction. For 
the transverse TID (Figure 8.5), there are a greater number of possible reflections for 
the same horizontal wavelength and, although the reflection points are perturbed by a 
similar distance in the 𝑥-𝑦 plane, the effect on the path length (i.e. delay and hence 
Doppler) is much larger than for the longitudinal TID (Figure 8.4). This suggests that a 
transverse TID should be more detectable in the ELOISE group delay, Doppler and 
bearing observables. 
As an example of the utility of model 1, Figure 8.6 shows a time series of CSF 
observables (fitted F2 peak data from Kalkarindji to Laverton, 1507 km, 39 °T) with 
synthesised values overlaid for a corrugated mirror moving transversely to the HF 
propagation plane at a mean height of 280 km (untilted). The modelled TID, constructed  
 
                                                 
2
 In this chapter, the terms “longitudinal” and “transverse” are used to refer to the relative alignment 
between the horizontal propagation direction of the AGW/TID and the midpoint bearing of the oblique 
HF path. This should not be confused with the oscillations of the atmospheric particles themselves, which 
are always transverse to the wave propagation direction (wave vector). 
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Figure 8.4. Illustrations of a constructed TID field and specular reflection geometry for 
the corrugated mirror model, for a single (monochromatic) TID propagating in a down-
range (longitudinal) direction. The top and bottom panels show overhead and cross-
sectional (slice) views of the shortest ray path, respectively. Candidate reflection points 
are indicated by the large ‘x’ markers in the top panel, which were converged upon 
from the initial estimates indicated by the grid of small markers; the reflection point with 
the shortest path length (delay) is shown in bold in both panels. Limits on the horizontal 
displacements of the initial estimates from the path midpoint (circle marker, projected 
on the 𝑥-𝑦 plane) eliminate some of the more off-angle solutions, which are less likely 
to be detected in practice. Whereas the coordinates are Cartesian, based on the left-
handed system depicted later in Figure 8.25 (i.e. with 𝑦-axis directed down the page), 
the Earth and unperturbed ionosphere are spherical, so for sake of clarity, only the 
perturbed component of the disturbance field ∆𝑧 is shown in the top panel. In the 
bottom panel, the Earth’s surface (dashed blue line) and ionosphere (solid blue line) 
are plotted as a distance 𝑑 = √𝑦2 + 𝑧2 through the reflecting plane. Note also, because 
of the highly oblique geometry (representative of the Humpty Doo to Laverton path), 




Figure 8.5. As in Figure 8.4, but for a TID propagating in the cross-range (transverse) 
direction. 
 
by manually adjusting the parameters to match (by eye) the observables on this path, 
had a 15 km amplitude, 70 min period, 400 km horizontal wavelength, and midpoint 
bearing of -53 °T (north-westward). This period is characteristic of a large-scale TID, 
potentially of southern auroral origin, and similar to the disturbance signature shown 
previously in Figure 5.4 of Section 5.2. While such disturbances were less common 
than the medium-scale perturbations shown in Figure 7.1 of Section 7.1, similar 
“satellite” trace characteristics were seen on approximately a third of the nights during 
the month-long campaign. The example in Figure 8.6 has been chosen for its single 
dominant periodicity, which makes it a less complicated modelling problem than in the 
aforementioned figure (although multiple TID components are supported in the model). 
The apparent horizontal wavelength implicitly includes the effects of background 
neutral winds, and as such, it is credible to believe that the intrinsic AGW wavelength is 
in fact far greater than 400 km [Chum et al., 2012]; likewise for the intrinsic horizontal 
phase speed, which is currently an anomalously low ~95 m/s according to the model. 
Indeed, the empirical Horizontal Wind Model HWM14 [Drob et al., 2008; Drob et al., 
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2015] predicts a strong prevailing east-north-eastward wind of over 100 m/s at this 
height, which largely opposes the apparent north-westward velocity of the TID model. 
Furthermore, if the modelled corrugation were to be extended to a “tilted” sinusoid 
(i.e. closer to a sawtooth wave), this could allow for a longer horizontal wavelength, 
more in line with the ≥1000 km LSTID wavelengths quoted in Hunsucker [1982]; as it 
stands, the pure sinusoid must be kept reasonably short in length to reproduce the 
sawtooth-like properties of the observables. Thus, it is fair to say that the precise TID 
model parameters should be interpreted with a degree of caution, as they are highly 
coupled to the model construction and an element of personal judgement. 
 
 
Figure 8.6. A night-time sequence of CSF peaks (grey-scale dots) for 1-hop F2-low 
propagation at an operating frequency of around 8 MHz. Synthesised values for the 
corrugated mirror TID model are overlaid on the most disturbed interval from  
1330–1630 UT (blue dots, with solid markers showing the shortest path). From top to 
bottom, the panels are group delay, Doppler, bearing and elevation. The CSF markers 
are shaded according to their peak SNR, with dashed lines in the bottom two panels 
representing the equivalent great circle mirror geometry. Note that moderate delay 
spread was observed for much of this period, and at times the frequency was very 
close to the F2 leading edge, causing group delay estimates to be geophysically noisy. 
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While not a perfect match to the observations in Figure 8.6, the TID model is 
successful at reproducing the dominant features, including the magnitude of the 
variations in Doppler and bearing, and the sudden switchback in the propagation path 
from one wave period to the next. The fact that there is very little of the same quasi-
periodic signature in elevation is due to the transverse geometry, as the reflection point 
is constrained to the transverse plane through the midpoint [Bramley, 1953]. However, 
with its large horizontal wavelength, the model is unable to reproduce the multiple 
simultaneous specular reflection points that were observed, except for one or two extra 
reflections at each switchback point. As noted in Davies & Baker [1966], the condition 
for these off-angle multi-reflections is that the radius of curvature of the reflecting 
surface must be less than the height of reflection. This implies a larger amplitude-to-
wavelength ratio for the TID, although in this case neither a larger amplitude nor 




Figure 8.7. Peak observables for the Humpty Doo to Laverton CSF path, on a single 
~5.7 MHz channel from around 13–14 UT on 3 September 2015. From top to bottom 
and left to right, the panels show group delay, Doppler, bearing offset, and elevation. 
This period corresponds to the evolution of satellite traces shown in Figure 5.3 of 
Section 5.2. Markers are colour-coded by Doppler velocity and scaled in size by SNR. 
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One of the best examples of multiple off-angle reflections (satellite traces) was observed 
on 3 September 2015, and was shown previously in Figure 5.2, Figure 5.3 and Figure 
5.4 of Section 5.2. The CSF observables for a ~1 hour subset, over which one of the 
frequency channels remained at a stable ~5.7 MHz, are plotted in Figure 8.7. Markers 
have been colour-coded by Doppler, to highlight the advancing (blue) and receding 
(red) parts of the signature. Although this only depicts a little over one period, the 
symmetrical rise and fall of off-angle traces in group delay is clearly captured, along 
with the associated offsets in Doppler and bearing. Elevation is the only dimension in 
which the extra traces cannot be easily resolved. 
Figure 8.8 shows a synthetic reproduction of the observed signature from Figure 8.7 
using a transverse corrugated mirror model (as in Figure 8.5). Again, the TID 
parameters have been selected manually. It is arguable whether this represents an 




Figure 8.8. Synthetic observables for the corrugated mirror TID model, with amplitude 
30 km, period 40 min, horizontal wavelength 250 km, and bearing -61° T (-90° with 
respect to the great circle midpoint bearing). The unperturbed F2 mirror height was 
260 km. The panels are presented the same as in Figure 8.7, except for the fact that 
path loss has not been calculated, so all markers are a fixed size. 
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the key point is that the amplitude is sufficiently large (30 km) to support satellite traces 
and, thus, replicate the main characteristics of the observations. The shortest path, which 
is also likely to be the strongest in SNR, tracks one moving trough on the wave train, 
before jumping to the next when the intermediate crest passes overhead the midpoint. 
The extra “wings” between 2110 and 2120 km in the group delay (top left) panel 
correspond to reflections from wave crests and in practice are not observed, indicating 
the potential shortfalls of such a simple model. 
It is not computationally difficult to synthesise more complicated examples, composed 
of multiple simultaneous TIDs, but quite quickly the synthetic observables deteriorate 
from having a periodic form to resembling noise. The results, shown in Figure 8.9 for 
just two identical waves travelling orthogonally to each other, can begin to mimic mid-




Figure 8.9. Synthetic observables for the corrugated mirror TID model, containing the 
superposition of two identical wave components with orthogonal directions: one 
longitudinal to the propagation path (as in Figure 8.4) and one transverse (as in Figure 
8.5). Other TID parameters are the same as in Figure 8.8, except with half the 
amplitude (i.e. 15 km) assigned to each component. 
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view that this phenomenon may be closely related to the presence of TIDs and other 
tilted ionospheric structure [King, 1970; Bowman & Monro, 1988; Bowman, 1991a; 
Bowman, 1991b]. It is worth noting that while there is technically no limit as to the 
number of TID components in this model, the numerical solver may not converge as 
reliably and can be more sensitive to the initial estimates under very complicated 
disturbance fields. 
More generally, the corrugated mirror model can be used to study the relationships 
between key TID parameters and the observables, and thus assist in broadly classifying 
disturbance signatures in the peak data. Figure 8.10, Figure 8.11 and Figure 8.12 show 




Figure 8.10. Synthetic observables for three generic TID model instantiations with 
different perturbation amplitudes: 10, 20 and 30 km, in blue, red and yellow, 
respectively. All other wave parameters, and the oblique ground range (1989 km), were 
fixed to the same values as the transverse TID in Figure 8.8 (with period T scaled out 
of the time and Doppler axes). As the amplitude is increased, a greater number of 
simultaneous off-angle reflections become visible, and there is a near-proportional 
increase in the magnitude of the maximum bearing and elevation offsets (although the 
latter remains relatively small for the transverse geometry). 
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Figure 8.11. Synthetic observables for three generic TID model instantiations with 
different horizontal wavelengths: 150, 250 and 450 km, in blue, red and yellow, 
respectively. Again, all other wave parameters, and the oblique ground range, were 
fixed to the same values as the transverse TID in Figure 8.8. As the wavelength is 
increased, there is a reduction in the number of off-angle reflections, while the Doppler 
velocity naturally increases with the faster horizontal propagation speed. 
 
respectively, starting with the same model as in Figure 8.8. The operating frequency 
and TID period have been deliberately scaled out of the results, with the time axis in 
units of the period and the Doppler velocity in units of km per period. As the wave 
amplitude increases, or horizontal wavelength decreases, the radius of curvature of the 
reflecting surface becomes smaller and the number of simultaneous specular reflections 
rises. The maximum magnitude of the perturbation in each observable also increases 
with increasing amplitude, while changing the wavelength mainly affects the magnitude 
of the Doppler velocity, as it is coupled to the propagation speed. 
Of particular note is the fact that the scale of the perturbations depends strongly on the 
TID direction (Figure 8.12); this is the directional bias inherent in oblique incidence 
observations [Clarke, 1972, p. 268]. Wave bearings that are aligned longitudinally with 
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the oblique path bearing (i.e. relative azimuth 𝜒 ≈ 0° or 180°) are fundamentally more 
difficult to detect, as the perturbation signature is primarily in elevation (the least 
precise observable), whereas those that are transverse (i.e. 𝜒 ≈ ±90°) have more 
pronounced signatures in all other observables. The difference becomes more 
accentuated the longer the oblique path is, reinforcing the idea that transverse TIDs are 
much more detrimental to OTHR coordinate registration, based on delay and azimuth 
measurements only [Barnes et al., 2000]. This finding emphasises the value of path 
orientation diversity in an experiment such as ELOISE, where the aim is to characterise 
the full directional spectrum of disturbances. 
 
 
Figure 8.12. Synthetic observables for three generic TID model instantiations with 
different propagation directions: 0°, -45° and -90°, from longitudinal to transverse, in 
blue, red and yellow, respectively. Again, all other wave parameters, and the oblique 
ground range, were fixed to the same values as the TID in Figure 8.8. As the TID 
direction becomes more closely aligned with the oblique path bearing itself (𝜒 → 0), the 
scale of the perturbations decreases in all panels except elevation. Among these three 
cases, the largest elevation perturbations are observed at -45°. 
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In all of these synthetic results, it is important to acknowledge that the passage of a 
sinusoidal reflecting surface does not, in general, produce sinusoidal variations in the 
observables; only for short (quasi-vertical) paths, where the horizontal wavelength of 
the TID is comparable to or larger than the ground range, and for small TID amplitudes 
can this occur. Although Huang et al. [2016] used a similar model implementation to 
produce examples of quasi-sinusoidal observables, their simulations were for a 
relatively short path (446 km) and extremely small TID amplitudes (0.3–2 km), most of 
which would be unlikely to be detected by any ionosonde, with or without an AoA 
measurement capability. Even in such cases, the functional form of the observables was 
often distinctly sawtooth in shape. This point will become particularly relevant later in 
the discussion about parameter inversion techniques (Section 8.3). 
 
8.2.2 Atmospheric gravity wave seeded (Hooke) model 
The AGW-seeded approach (model 4), originally developed by Hooke [1968; 1970], 
applies linearised perturbations to the continuity equations governing ion production, 
loss and transport, and is combined with 3D magneto-ionic ray tracing [Cervera & 
Harris, 2014] to produce a TID representation that is more physically realistic than the 
corrugated mirror model. Although more computationally demanding, it supports 
multiple ionospheric layers/modes (e.g. using the International Reference Ionosphere as 
the background electron density field) and the iso-ionic contours correctly capture the 
characteristic forward tilt of the AGW/TID phase-front, unlike the corrugated mirror 
model. Over time, this appears as a height-descending phase progression, an example of 
which is illustrated later in Figure 8.15. Both O- and X-mode components can be 
synthesised using this approach. 
The derivation of the governing physical equations for the dynamics and propagation of 
TIDs under the Hooke model, starting from the fundamental dispersion relation for 
acoustic-gravity waves, is summarised in Appendix D. It is based on projecting the 
motion of the AGW along the magnetic field lines that constrain ion and electron 
motion and calculating the divergence to give the electron density perturbation 𝑁𝑒
′(𝒓, 𝑡) 
in space and time. Photochemical effects, caused by modulations to the neutral density 
and solar flux, have a less important role at F2 heights. This theory yields both the full 
lossless form of the TID perturbation in terms of the AGW frequency and wave vector 
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(Appendix E, eq. (E.14)) and the standard Hooke approximation (eq. (E.17)); the 
former is used in the simulations presented here. 
Whereas an earlier DST Group study by Cervera & Harris [2014] focused on vertical-
incidence geometry, the existing code (provided by Dr Manuel Cervera) for generating 
synthetic ionograms had to be generalised by the current author for application to the 
ELOISE oblique paths. This included an updated ionospheric profile specification (to 
align with the output of the ELOISE on-board processing), modified ionospheric and 
geomagnetic sampling grids, the use of height-dependent atmospheric parameters 
(including the Brunt-Väisälä frequency), and general speed improvements and bug 
fixes. Equations (E.3) and (E.14) from Appendix E are now also used in place of the 
less accurate equations (E.6) and (E.17) for calculating the vertical wave number and 
electron density perturbation. 
Returning to the example in Figure 8.6, a set of synthetic observables generated by ray 
tracing through the Hooke TID model at 8 MHz is shown overlaid on the CSF peak data 
in Figure 8.13. Profiles of the neutral atmospheric parameters, computed from 
NRLMSISE-00, and the background ionosphere, scaled in terms of plasma frequency, 
are plotted in Figure 8.14, while the ionospheric perturbation field as a function of time 
is plotted in Figure 8.15. The background ionosphere is a fixed spherically-symmetric 
electron density profile based on the mean quasi-parabolic parameters fitted to the 
surrounding 3-hour ionogram sequence (i.e. interleaved with the CSF observations in 
Figure 8.13). It is assumed that the unperturbed neutral atmosphere is motionless, as the 
background horizontal winds at F2 heights are not known with sufficient certainty. 
In the F2 region, the neutral scale height is around 40 km (Figure 8.14, first panel), 
meaning that in the absence of dissipation, the AGW amplitude increases by exp (1 2⁄ ) 
over a ~40 km span in altitude; as such, relatively small-amplitude waves in the lower 
atmosphere can become significant at ionospheric heights. For internal gravity waves, 
the (intrinsic) angular frequency must satisfy 𝜔 < 𝜔𝐵 < 𝜔𝑎, where 𝜔𝐵 and 𝜔𝑎 are the 
Brunt-Väisälä and acoustic cut-off frequencies, respectively, which imposes a lower 
limit on the wave period of ~13 min at 250 km (Figure 8.14, third panel). 
The AGW perturbation parameters were chosen to synthesise a broadly similar class of 
disturbance as the one in Figure 8.6 (using the corrugated mirror model). The modelled 
large-scale TID is again moving transversely to the HF propagation plane (-53 °T) with 
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a period of 70 min and horizontal wavelength of 400 km, and with amplitude governed 
by the neutral wind perturbation and dissipative terms. The magnitude of the projection 
of the wind perturbation (~15 m/s) in the direction of the geomagnetic field vector at the 
F2 reference height (250 km) is equal to 7 m/s. Although not formally included in the 
Hooke model, wave dissipation effects due to molecular viscosity, thermal diffusion and 
ion drag are partially accounted for by reducing the imaginary component of the vertical 
wave number (as in Appendix E, eq. (E.5)). 
 
 
Figure 8.13. Observables synthesised from the AGW-seeded (Hooke) TID model in 
Figure 8.15 (red/blue dots), overlaid on the CSF observations from Figure 8.6 (grey-
scale dots). Again, from top to bottom, the panels depict group delay, Doppler, bearing 
and elevation, for a fixed operating frequency of 8 MHz. Both O-mode (red) and X-
mode (blue) components are calculated by 3D numerical ray tracing [Cervera & Harris, 
2014], with colour saturation indicating the estimated path loss. Note that a very similar 
plot appeared as Figure 16 in Heitmann et al. [2018], however this was using the 
standard Hooke approximation and included an error in the call to NRLMSISE-00. 
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Figure 8.14. Profiles of neutral atmospheric parameters computed from NRLMSISE-00 
for the unperturbed (great circle) midpoint at 15 UT, and the background (mean) 
plasma frequency profile fitted to ionograms from Kalkarindji to Laverton over the 
surrounding 3-hour period. 
 
 
Figure 8.15. Illustration of perturbed iso-ionic contours (i.e. lines of constant plasma 
frequency in MHz), overhead a fixed point for the AGW-seeded (Hooke) model. The 
background (unperturbed) heights are indicated by the dashed horizontal lines. 
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Not all scales of AGWs are able to penetrate to F2 heights [Hines, 1960], and in this 
night-time example, it appears to be difficult to realistically reproduce the full amplitude 
of the observed TID signature with the AGW-seeded model, without resorting to 
physically unrealistic perturbation parameters. This in turn would trigger anomalously 
high/low electron density crests/troughs. The modelled field in Figure 8.15 contains 
perturbations of up to 15–17% from the background plasma frequency profile at around 
250 km; this is thought to be within the typical amplitude range of naturally occurring 
TIDs [Thome, 1964], and comparable to the deviations of ±15% that Nickisch et al. 
[2006] arrived at using the Bottone [1993] model for a simulated impulsive detonation. 
However, Doppler and bearing excursions in the peak data tend to be underestimated by 
the Hooke model in Figure 8.13, while group delay excursions are overestimated. Many 
of the higher elevation synthetic features, for rays approaching the F2 peak height and 
undergoing stronger refraction, are also not readily apparent in the observations, despite 
the additional estimated path loss being less than 15 dB (within the SNR margin of the 
instrument). Further work is required to better understand the source of these 
discrepancies and the limits of the Hooke model over a broader range of TIDs, some of 
which may not in fact be AGW-generated. 
Note that for this 1507 km path, the ray apogee heights for an 8 MHz operating 
frequency, plotted in Figure 8.16, correspond roughly to the 3 MHz plasma frequency 
contour in Figure 8.15 (yellow line centred about 240 km height). Even for the low ray, 
this puts it slightly beyond the sinusoidal contour regime, where the corrugated mirror 
model might ordinarily be expected to have most validity (at least, without modifying 
the functional form of the perturbation). Conversely, it means that at lower frequencies/ 
heights, or for lower amplitude perturbations, the mirror model may remain a good 
approximation. This is not true of the high ray, for which the apogee delves much 
deeper into the F2 region and almost tracks the peak height (i.e. within the purple 
4 MHz contours of Figure 8.15). The fact that the operating frequency is quite close to 
the MOF (nose) of the ionogram accentuates these non-sinusoidal high-ray features. 
It is also worth noting that the forward tilt angle, between the direction of phase 
propagation and the local horizontal, for such an LSTID is relatively steep (around 80° 
in the F2 region), and for the Australian region, will be greater than the underlying 
AGW, as discussed in Appendix E. The tilt angle as a function of height is plotted in 
Figure 8.17 for both AGW and TID, alongside the plasma frequency profile and height-
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dependent TID-AGW phase offset. For a 70 min wave period, the AGW tilt is very 
close to the asymptotic limit of ~79° at 250 km predicted by equation (E.6) in 
Appendix E: 𝜓 ≈ atan (√𝜔𝐵
2 𝜔2⁄ − 1) [Hines, 1960, eq. (4); Clarke, 1972, eq. (7.18)]. 
 
 
Figure 8.16. Time series of ray apogee heights (from 3D NRT) at a fixed operating 
frequency of 8 MHz, corresponding to the plasma frequency perturbation in Figure 
8.15 and the synthetic observables in Figure 8.13. The red and blue markers depict  
O- and X-mode returns, respectively. The unperturbed rays (for the background 
ionosphere only) are indicated by the dashed horizontal lines of the same colours, with 
the low rays appearing at 240–250 km and high rays at 270+ km (although only an 
O-mode solution was found for the latter case). 
 
Three key areas in which the Hooke model could be further refined are: (1) allowance 
for prevailing neutral winds (i.e. characterising the AGW by its intrinsic frequency); 
(2) better compensation for wave dissipation effects (e.g. by incorporating a more 
realistic dispersion relation [Pitteway & Hines, 1963; Clark, 1970; Morgan & Tedd, 
1983; Tedd et al., 1984; Vadas & Fritts, 2005; Godin, 2015; Emmons et al., 2020]); and 
(3) support for horizontal gradients and time variations in the background atmospheric 
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profiles. The challenges posed by items (1) and (2) in particular, as well as non-
linearities in the wind system more generally, are discussed by Hines [1965]. The above 
refinements were deemed to be outside the scope of this initial demonstration, given 
that many authors have already considered this problem and developed substantially 
more sophisticated (non-linear) models over many years; for example, the 3D global-
scale non-hydrostatic AGW ray tracing of Eckermann & Marks [1997], which couples 
in a full time-varying atmospheric model, and the AGW/TID interaction model of 




Figure 8.17. Phase offset and forward tilt angle profiles (middle and right panels, 
respectively) for AGW and TID under the Hooke model. The plasma frequency profile 
(left panel) is also included for reference. The standard Hooke approximation in 
equations (E.18) and (E.19) of Appendix E was used to compute these functions. 
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8.3 Parameter inversion techniques 
While the parameterised TID models described above provide useful insights into the 
propagation of individual TIDs and their HF observational responses, any meaningful 
statistical analysis, along with the problem of real-time TID detection and correction in 
HF AoA data, clearly benefits from a means of automatic parameter inversion. Many 
authors have previously developed such techniques, predominantly for networks of 
vertical incidence sounders, including: 
 True height analysis, based on the estimation of lags in the iso-ionic (or iso-height) 
contours via cross-correlation or cross-spectral functions (e.g. Klostermeyer [1969]; 
Morgan et al. [1978]; Ballard [1981]; Morgan & Tedd [1983]; Tedd et al. [1984]; 
Bowman [1992]; Emmons et al. [2020]). Usually this relies on a closely-spaced 
network of sounder sites, although Emmons et al. [2020] have described how the 
AGW dispersion relation can potentially provide for single-site sounder estimation 
of the horizontal TID wavelength, albeit without any directional information. 
Scanned incoherent scatter radar observations can also be used to similar effect 
(e.g. Thome [1968]; Hearn & Yeh [1977]; Ratovsky et al. [2008]), and with a 
realistic dispersion relation, this approach can provide parameters for both the TID 
and the causative AGW [Hearn & Yeh, 1977; Tedd et al., 1984]. 
 Virtual height or Doppler analysis, which is just a simpler form of the above; that is, 
estimating lags in the virtual height (group delay) or Doppler features directly 
(i.e. without performing profile inversion), often because only a single frequency is 
observed. Examples of using virtual height can be found in the early work of Munro 
[1948; 1950; 1958], Clarke [1972, ch. 6.4.2], and more recently, MacDougall et al. 
[2011] and Harris et al. [2012], while Crowley & Rodrigues [2012] and Chum et al. 
[2014] have made effective use of continuous-wave Doppler measurements. A 
similar approach applied to elevation estimates from a CSF beacon network has 
been reported by Knippling [2018]. It is also possible to cross-correlate the F2 
critical frequency parameter from ionograms (e.g. Thome [1968]; Maeda & Handa 
[1980]), but like Doppler or elevation on a single frequency, this gives no 
information about the height structure of the TID, and is somewhat more difficult to 
interpret in terms of vertical wave displacements. 
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 Direct geometrical transformations, based on reflection from some class of 
corrugated mirror model, along with knowledge of AoA and Doppler. The 
Frequency and Angular Sounding (FAS) technique [Beley et al., 1995; Galushko et 
al., 2003; Paznukhov et al., 2012] is one such approach, which has been applied to 
the Net-TIDE project [Reinisch et al., 2018] in recent years. Simpler first-order 
geometrical arguments (e.g. Bramley [1953]) may also offer some utility for a more 
limited scope of TID characterisation. 
 Joint profile inversion and horizontal gradient (tilt) estimation [Zabotin et al., 2006], 
from which TID parameters as a function of height can be inferred [Oliver et al., 
1994; Negrea & Zabotin, 2016; Negrea et al., 2016]. This technique operates on the 
proviso that the horizontal TID wavelength is much greater than the spatial spread 
of reflection points (an issue discussed by Jacobson [1994] in the context of 
incoherent scatter radar, and by no means unique to this approach). Such an 
assumption is likely to be compromised at oblique incidence, although there is little 
doubt that TIDs do impart a signature on oblique tilt estimates (as shown in 
Chapter 7). 
 Iterative procedures, which numerically fit a model of the disturbance field (usually 
an effective mirror surface composed of one or more waves) according to some 
optimisation criterion (e.g. Brownlie et al. [1973]; From et al. [1988]). Convergence 
may or may not be guaranteed. Since these algorithms have shown limited success 
beyond inverting synthetic data, they will not be considered any further here. 
Regardless of the technique, a constituent TID wave is usually characterised by an 
amplitude, period (and phase), horizontal wavelength, and bearing. Where these 
approaches differ is in their ability to successfully decompose a complex (multi-
component) wave field, and their underlying TID model and propagation assumptions. 
In order to be suitable for the ELOISE AoA data, the assumptions must remain valid for 
oblique paths of up to ~3000 km; this usually calls for a spherical Earth/ionosphere. 
True height analysis falls short in that it neglects off-angle returns when constructing 
the ionospheric profile. Instead of relying on AoA, the TID parameters are deduced 
from spatial relationships between different iso-ionic contours (heights) and different 
sounders (horizontal sample points). For oblique incidence sounders, these horizontal 
sample points move around considerably and, without resorting to a more rigid form of 
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profile fitting [Heitmann & Gardiner-Garden, 2019], the fidelity of the true height 
profile inversion is likely to be poorer without polarimetric O-X separation. 
As described in Section 4.4, virtual heights and equivalent vertical frequencies can be 
calculated for a tilted mirror model with regard to the AoA, and these exhibit similar 
descending phase signatures as in the true heights and plasma frequencies; see for 
example Figure 8.18, on which a TID-like trough feature is annotated with label (a). 
However, for a relatively constant forward tilt angle, the phase descent is no longer 




Figure 8.18. Equivalent vertical-incidence frequency (𝑓𝑣) contours, as a function of 
hour-of-day and detrended virtual height (ℎ𝑣), for 12 hours of ELOISE AoA ionogram 
peaks that have undergone reflection point mapping, along with some mild temporal 
smoothing. Under a mirror assumption, 𝑓𝑣 can be thought of as a first-order proxy for 
the plasma frequency. A rudimentary O/X classification algorithm, based on identifying 
the cross-over point on the F2 low-ray trace, has been applied to isolate the F2 
O-mode; however, it is noted that the oblique O-mode is still subject to geomagnetic 
effects. Detrending of ℎ𝑣 has been carried out using the International Reference 
Ionosphere’s hmF2 model, leaving just the anomaly component. Two features have 
been annotated with red dashed lines: (a) a TID-like descending phase signature, and 
(b) a bulk movement of the F2 layer (e.g. associated with a change in the background 
neutral winds). Dusk/dawn terminators are indicated by the black dashed lines. 
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and the problem of horizontal displacement in the sampling point remains. As virtual 
height is a ray-integrated measure, an extra temporal phase shift will also be imposed on 
the signature [Pederick et al., 2017], although this is fairly small for most LSTIDs: <5% 
of the period for typical vertical wavelengths equal to or greater than the F2 layer semi-
thickness. 
In contrast, direct geometrical transformations simplify the propagation model to mirror 
reflection, but in doing so, make no assumptions about the ionospheric profile and 
therefore can be applied equally well to single-frequency observations, such as the 
ELOISE CSF peak data. As the Hooke TID model inherently relies on the electron 
density distribution, it cannot be inverted using geometry alone. With any mirror model 
approximation, delay and Doppler are in theory redundant quantities (with Doppler 
velocity interpreted as the rate of change in geometric path length), but in practice this 
can cause a contradiction due to the distinction between group and phase delay. As 
such, only one of either the group delay or Doppler observables is typically used; in the 
Lowell Digisonde implementation of the FAS technique, Doppler is favoured over 
delay for its greater precision. What this means in the ELOISE context is that the same 
inversion technique can also potentially be applied to ionogram peak data (i.e. without 
Doppler), although the use of group delay rather than Doppler may make the solution 
more susceptible to errors in the assumed mirror geometry [Obenberger et al., 2019]. 
Whether carried out manually or automatically, the procedure for determining TID 
parameters from the ELOISE ionogram or CSF peak data is much the same and faces 
similar challenges. The basic steps are: 
1 Extract the TID period (and corresponding phase) from time sequences of the 
delay, Doppler and/or AoA observables. For a near-monochromatic TID field, 
this is simple and can be done by eye (i.e. based on the separation between 
periodic features in the observables); in other cases, spectral analysis is required. 
Although the fundamental periodicity in the observables should always be the 
same as that of the TID, in many cases the observed signature will not resemble 
a sinusoid, and may have multiple simultaneous reflections, so traditional 
Fourier analysis may not be suitable. 
2 Once a single TID component has been isolated, the bearing of the TID can in 
theory be estimated from the axis along which the reflection points lie; that is, 
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using the measured delay and AoA, in conjunction with knowledge of the time 
evolution or the sign of the Doppler offset to resolve the inherent 180° 
directional ambiguity. In general, the axis of the reflection point perturbation is 
not the same as the horizontal phase propagation direction of the TID (i.e. the 
normal to the phase-front), but they are inherently related by the path geometry. 
3 The amplitude and horizontal wavelength of the TID are determined last, being 
the most difficult parameters to separate in the observables. As noted earlier, it is 
the amplitude-to-wavelength ratio that determines the number of simultaneous 
reflections. For the given period and bearing, the horizontal wavelength of the 
TID is most discernible from the scale of variations in the Doppler observable, 
as it relates directly to the horizontal phase speed, with the amplitude of the TID 
largely responsible for the remainder of the variations in the other observables. 
In the sub-sections that follow, two geometrical inversion approaches – namely, the 
Bramley ripple transformation and FAS technique – are evaluated for their suitability to 
the ELOISE data set, while drawing upon the synthetic corrugated mirror model results 
of Section 8.2.1. 
 
8.3.1 Bramley ripple transformation 
The brief appendix from Bramley [1953] analytically derives the geometry for specular 
reflection from an ionospheric “ripple” (sinusoidal corrugated mirror), assuming a flat 
Earth/ionosphere and a perturbation amplitude that is much smaller than the reflecting 
height and horizontal wavelength. One of the key results is a simple expression for the 
maximum amplitude and horizontal axis of the reflection point perturbations in terms of 
the TID amplitude and horizontal axis (or 180°-ambiguous bearing). This offers a 
possible method for extracting TID information from the mapped ELOISE reflection 
points (Section 4.4), even if only to yield a subset of first-order parameter estimates. 
The so-called Bramley ripple transformation is summarised below, with a focus on its 
application to oblique reflection point data. The origin of the Cartesian coordinate 
system used in all the equations is taken to be the unperturbed (great circle) midpoint on 
the surface of the Earth, with the 𝑥-axis aligned in the direction of the unperturbed 
midpoint bearing. 
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For propagation over ground range 𝐷 (km) via an effective reflection height ℎ0 (km), 
horizontal perturbations in the reflection points, relative to the (unperturbed) path 
midpoint, are approximately given by [Bramley, 1953, eq. (3) and (4)] 
 𝑥𝑝 = 𝑟𝑝 cos 𝛼𝑝 = 𝑘𝐴(ℎ0 +
𝐷2
4ℎ0
) cos 𝜒∗ sin𝜑𝑝, (8.6) 
and 
 𝑦𝑝 = 𝑟𝑝 sin 𝛼𝑝 = 𝑘𝐴ℎ0 sin 𝜒
∗ sin 𝜑𝑝, (8.7) 
where 𝑟𝑝 and 𝛼𝑝 are the time-varying displacement (km) and fixed azimuthal axis 
(degrees) of the perturbed reflection points in the horizontal plane, while 𝐴, 𝑘, 𝜒∗ and 
𝜑𝑝 = 𝜑(𝑥𝑝, 𝑦𝑝, 𝑡) are the amplitude (km), horizontal wave number (km
-1
), azimuthal 
axis (degrees) and spatio-temporal phase (degrees) of the TID. For notational 
convenience, the subscript “h” has been dropped from the horizontal wave number of 
the TID, but this should not be confused with the wave number of the HF signal itself. 
Amplitude and wave number are taken to be strictly positive in this context, and 
although 𝛼𝑝 may vary over a 360° interval, the geometry is indifferent to whether the 
reflecting surface is advancing or receding; indeed, for a simple corrugated reflector, 𝛼𝑝 
will flip by ±180° across different phases of each TID wave period. 
At the reflection point, the phase of the TID is given by 
 
𝜑𝑝 = 𝑘(𝑥𝑝 cos 𝜒
∗ + 𝑦𝑝 sin 𝜒
∗) − 𝜔𝑡 
= 𝑘𝑟𝑝(cos 𝛼𝑝 cos 𝜒
∗ + sin𝛼𝑝 sin 𝜒
∗) − 𝜔𝑡. 
(8.8) 
In this instance, to remain closer to Bramley’s original notation, both 𝛼𝑝 and 𝜒
∗ are 
measured anti-clockwise relative to the midpoint path bearing; that is, in the opposite 
sense to conventional azimuth (as indicated by 𝜒 elsewhere in this chapter). If the 
midpoint bearing is denoted 𝜃𝑚 (°T), then the corresponding bearings for the perturbed 
reflection points and TID itself, measured clockwise from True North, but subject to a 
180° directional ambiguity, are 
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 𝜃𝑝 = 𝜃𝑚 − 𝛼𝑝, and (8.9) 
 𝜃𝑇𝐼𝐷 = 𝜃𝑚 − 𝜒
∗. (8.10) 
Combining equations (8.6) and (8.7) gives the following expressions for the 
displacement 𝑟𝑝 and axis 𝛼𝑝 of the reflection point perturbations (cf. Bramley [1953], 
who uses the complement of 𝛼𝑝 in his derivation): 















1 + 𝐷2 4ℎ0
2⁄
. (8.12) 
For specular reflection, the TID phase 𝜑𝑝 must further satisfy equation (8.8) which, 
combined with equations (8.6) and (8.7), produces the transcendental equation 
[Bramley, 1953, eq. (5)] 




cos2 𝜒∗) sin𝜑𝑝, (8.13) 
whose solutions can be visualised as intersections between a straight line and a sinusoid. 
At any time, there may be multiple solutions to equation (8.13); that is, supporting the 
condition for specular reflection. However, across each TID period, the maximum 
horizontal displacement (occurring when |sin𝜑𝑝| = 1) will always be given by 








2 𝜒∗. (8.14) 
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The square-root term in equation (8.14) governs the variation in maximum displacement 
for different TID bearings. For paths at or near vertical incidence (i.e. 𝐷 ≪ ℎ0), 
𝑟𝑝,𝑚𝑎𝑥 ≈ 𝑘𝐴ℎ0 in all directions; that is, the response is isotropic. On the other hand, for 
longer oblique paths (i.e. 𝐷 ≫ ℎ0), 𝑟𝑝,𝑚𝑎𝑥 varies from approximately 𝑘𝐴
𝐷2
4ℎ0
 for TIDs 
propagating along the same bearing as the oblique path (𝜒∗ ≈ 0° or 180°), to 𝑘𝐴ℎ0 for 
TIDs propagating in a perpendicular direction (𝜒∗ ≈ ±90°). 
This directional dependence (“bias”) in Bramley’s model was noted by Clarke [1972, 
p. 268], although it was interpreted in the wrong sense; in actual fact, the model predicts 
larger maximum displacements for the longitudinal TID compared to the transverse 
TID. However, the theoretical solutions contributing to this result are severely 
asymmetric paths, with reflection points displaced by many TID wavelengths and well 
outside the initial estimates used for synthesis in Section 8.2.1. Thus, the incidence 
angle to the ionosphere as a whole is likely to be so different that the virtual height of 
reflection at the midpoint is rendered meaningless; these paths may not even return to 
ground. Observational evidence suggests transverse TIDs remain more detectable in 
general, in part because of their stronger signatures in delay, Doppler and bearing. 
To produce multiple simultaneous reflections, the TID amplitude and horizontal wave 




cos2 𝜒∗) > 1. (8.15) 
In terms of the horizontal TID wavelength 𝜆ℎ ≡ 2𝜋 𝑘⁄ , this requires 
 𝜆ℎ < 2𝜋√𝐴 (ℎ0 +
𝐷2
4ℎ0
cos2 𝜒∗). (8.16) 
At vertical incidence, equation (8.16) simplifies to 𝜆ℎ < 2𝜋√𝐴ℎ0, while at oblique 
incidence the condition is again aspect dependent. For sufficiently long paths with  
𝜒∗ ≈ 0° or 180° (longitudinal TID), multiple reflections occur when 𝜆ℎ < 𝜋𝐷√𝐴 ℎ0⁄ , 
whereas with 𝜒∗ ≈ ±90° (transverse TID), this becomes 𝜆ℎ < 2𝜋√𝐴ℎ0, the same as at 
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vertical incidence. The former case (𝜒∗ ≈ 0° or 180°) supports a wider range of 
amplitude-to-wavelength ratios (given 𝐷 ≫ ℎ0), implying that multiple reflections 
should in theory be more common with longitudinal TIDs at oblique incidence. 
However, as noted above, this result is treated with a certain level of suspicion, owing 
to the extreme path asymmetries. As an aside, all the synthetic examples in Section 
8.2.1 easily satisfy the multi-reflection condition, except for the model in Figure 8.6 
which is at the critical threshold (i.e. both sides of equation (8.16) approximately equal). 
Given a set of mapped reflection point data, the value of Bramley’s model is that 
equations (8.12) and (8.14) together provide a direct analytic transformation to obtain 
the TID axis and amplitude-to-wavelength ratio, appearing here as 𝑘𝐴. Furthermore, 
such a transformation can be computed for each reflection point independently, using 
equation (8.11) in place of (8.14) for a general TID phase 𝜑𝑝, so multi-reflections need 
not be discarded. The so-called “instantaneous” amplitude-to-wavelength ratio 𝑘𝐴∗ 
(where 𝐴∗ ≡ 𝐴|sin𝜑𝑝|) is calculated in this way, using a single reflection point, yet it 
only has physical meaning when the maximum absolute value is taken over a full wave 
period. In theory, the instantaneous ratio should maximise to the true ratio 𝑘𝐴 given by 
equation (8.14). While not a complete parameter inversion, the Bramley ripple 
transformation nevertheless has the potential to be a fast and robust preliminary step in 
TID analysis. 
It is important to note that all of the above assumes a flat Earth and an untilted mirror 
ionosphere, unlike the corrugated mirror model from Section 8.2.1. For longer paths in 
particular, this is a poor approximation. An incremental improvement, to accommodate 
a spherical Earth, may be attained by using the direct (straight line) transmitter-receiver 
separation for 𝐷, rather than the great circle ground range, and the height above this line 
for ℎ0, rather than the height above the ground. Tilts can potentially be accommodated 
by subtracting off the larger-scale, non-periodic variations in the reflection point 
latitude, longitude, height and bearing, prior to the above transform. However, as noted 
in Section 7.4, in practice it is difficult to separate this background from the TID 
variability of interest, which is typically evolving over time and quasi-periodic at best. 
The next sub-section follows with an error analysis based on synthetic TID model data, 
to better understand the deficiencies of the Bramley ripple transformation, before 
subsequently applying the technique to actual ELOISE peak data. 
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8.3.1.1 Synthetic error analysis 
Errors are introduced in the Bramley ripple transformation at both the reflection point 
mapping stage (i.e. under the assumption of a tilted mirror and no geomagnetic field) 
and during the estimation of TID bearing and amplitude-to-wavelength ratio (i.e. under 
the assumption of a single sinusoidal corrugation imposed on a flat mirror). In this sub-
section, each of these contributions is analysed separately using the TID models from 
Section 8.2 as the “truth”, specifically focusing on the monochromatic examples from 
Figure 8.6 and Figure 8.13. Again, ray tracing/homing algorithms are applied to 
produce synthetic observables for this purpose, but of course this is a considerable 
simplification of reality. Measurement errors in delay and AoA are also excluded. 
Starting with the reflection point mapping stage, Figure 8.19 shows errors in the 
estimated ground displacements (with respect to the great circle midpoint) for a Hooke 
TID model propagating both transversely (top row) and longitudinally (bottom row) to 
the oblique sounder path. The transverse case is the same as in Figure 8.13, while the 
longitudinal case has been rotated by 90°. The tilted mirror assumption does not 
discriminate between O and X modes generated by the 3D magneto-ionic ray tracing, so 
the errors are slightly different for each component; these are plotted in red and blue, 
respectively. Some rays penetrate deeper into the ionosphere, particularly around the 
troughs of the disturbances (e.g. see Figure 8.16), and these map to the largest 
displacement errors: 100 km or more on a 1507 km path. However, such points tend to 
be outliers, and the root-mean-squared error (RMSE) remains a more modest 7–15 km 
for the transverse case and 27–44 km for the longitudinal case. In comparison, the RMS 
values of the absolute displacements are substantially larger, at 26–28 km and 97–
111 km for the transverse and longitudinal cases, respectively; in other words, the tilted 
mirror model (TMM) correctly accounts for roughly half to three-quarters of the 
displacement, which would be neglected altogether under a spherical mirror model 
(SMM). 
Note that the error distributions are asymmetric and somewhat bimodal, due to multiple 
simultaneous reflections having different layer penetration depths and AoAs (as seen in 
Figure 8.13). The O-mode (red) for the longitudinal case (bottom row) is the most 
obvious example of this, with the mode of the histogram being positive (+12 km) and 
the mean being negative (-15 km). It is for this reason that the simple RMSE is 
presented here rather than other potentially misleading statistics. 
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The corresponding plot for the reflection point perturbation bearing (measured likewise 
with respect to the midpoint) is shown in Figure 8.20. For this variable, there is quite a 
substantial difference in the scale of errors between transverse and longitudinal TIDs, 
with a clear bias of around +20° in the O-mode time series under a transverse geometry. 
The reported RMSE statistics are somewhat misleading, as the bearing is poorly defined 
when the absolute displacement is near zero, resulting in occasional gross errors out to 
±180°. These are not truly representative, and in practice, such weakly perturbed points 





Figure 8.19. Errors in the reflection point ground displacements, estimated using group 
delay and AoA observables synthesised from two AGW-seeded (Hooke) TID models 
and mapped via a tilted mirror model (TMM). The transverse TID model in the top row 
of panels is the one previously depicted in Figure 8.13, for the Kalkarindji to Laverton 
path (1507 km) ray-traced at an operating frequency of 8 MHz, while the longitudinal 
model in the bottom row is the same, in terms of the neutral wind perturbation, but with 
the AGW/TID bearing rotated by 90°. As in Figure 8.13, the red and blue markers 
represent the O- and X-mode rays, respectively, which are each mapped separately 
with no knowledge of the geomagnetic field. The left and middle columns show O/X ray 
displacement errors as a function of time, where the “truth” is based on the position of 
the ray apogee, while the right column presents the same data as histograms, with 




Figure 8.20. As in Figure 8.19, but for errors in the reflection point perturbation 
bearings. 
 
no-field case where the ionosphere is completely unperturbed (spherically symmetric), 
all reflection points will inherently have zero displacement and an undefined bearing. 
It is important to remember that this is just a single example, sampled discretely and 
containing a non-integer number of periods, so the RMSE values should be interpreted 
with some caution. Furthermore, the results will be strongly dependent on geomagnetic 
latitude, with alternative path alignments to the field leading to variations in the O/X 
differences. Dao et al. [2016] have demonstrated the importance of simulations in 
understanding the limitations of the tilted mirror model approximation in direction 
finding applications; for some paths, the use of O-mode observables may be more 
resilient to errors, while the X-mode (or even a combination of the two) may be a better 
choice for other paths. In the example shown here (Kalkarindji to Laverton), the X-
mode tends to give smaller errors and less bias overall. 
The second stage in which errors are introduced is the Bramley transformation itself, 
between ionospheric reflection points and TID parameters. While both sides of the 
transformation fall within a mirror reflection regime, the latter imposes additional 
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assumptions on the shape of the reflecting surface (i.e. flat with a single sinusoidal 
perturbation) and the scale of the disturbance (i.e. small amplitude-to-wavelength ratio). 
The resultant TID parameter estimates are evaluated in Figure 8.21 using the 
corrugated spherical mirror model in Figure 8.6 rotated through different angles with 
respect to the midpoint bearing. Note that although estimates are produced for every 
reflection point, it is the maximum absolute value of the instantaneous ratio, occurring 
at maximum displacement, that best defines the underlying disturbance, and it is at this 
point that the TID parameters (amplitude-to-wavelength ratio and bearing) are 
extracted. The true values of these parameters are indicated by the dashed horizontal 




Figure 8.21. Time series of instantaneous amplitude-to-wavelength ratio (top row) and 
bearing (bottom row) estimates, derived via the Bramley ripple transform for TID 
observables synthesised with a corrugated mirror model on the Kalkarindji to Laverton 
path (1507 km). This is the same mirror model as in Figure 8.6, but with the TID 
direction rotated by various relative azimuth angles (clockwise with respect to the great 
circle midpoint bearing). The five columns represent different azimuths from -90° 
(transverse TID) to 0° (longitudinal TID), as labelled at the top of each panel, and to 
make things clearer, bearing estimates have been converted back to relative azimuth in 
the bottom row of panels. The true amplitude-to-wavelength ratio (𝑘𝐴 = 0.24 rad) and 
relative azimuths are indicated by the dashed horizontal lines. 
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With an amplitude-to-wavelength ratio of 0.24 rad for the TID model in Figure 8.21, 
the small-angle approximation tan (𝑘𝐴) ≈ 𝑘𝐴 is only in error by about 2%. As such, the 
transformed estimates of 𝑘𝐴∗ do indeed reach a maximum absolute value that is 
reasonably close to the truth in the top row of panels. The transformed estimates of TID 
bearing, scaled as relative azimuth angles in the bottom row of panels, are identical to 
the truth for azimuths of -90° (transverse) and 0° (longitudinal), but otherwise tend to be 
biased towards zero azimuth. While not shown here, this also applies for positive TID 
azimuths (i.e. for which the bias has the opposite sign) and is the result of curvature in 
the background (spherical) reflecting surface. However, if only the azimuth estimate at 
maximum displacement is used, the error is considerably reduced. 
Figure 8.22 plots the TID parameter errors as a function of the relative azimuth angle. 
As in Figure 8.21, for the untilted case in blue, the amplitude-to-wavelength ratio error 
is largest in magnitude for azimuths near 0° (longitudinal TID), while the bearing 
(azimuth) error is largest for azimuths of ±60–70° (not accounting for the ±180° bearing 
ambiguity). Both errors are close to zero for azimuths of ±90° (transverse TID), which 
corresponds to the peak in instrumental detectability discussed earlier. Like the real 
ELOISE observations, the synthetic reflection points have been discretely sampled at 
3.75 min, so there is a potential for amplitude underestimation due to a mismatch 
between the critical sample and the actual time of maximum displacement. 
Nevertheless, this is expected to be small compared to the other error sources identified. 
A key factor neglected in the above error analysis is the influence of large-scale tilts, 
which act to displace the centre of the oscillating pattern in the reflection point 
positions. With even a modest tilt angle of 1°, the accuracy of the TID parameter 
inversion begins to degrade, as shown by the red (down-range) and yellow (cross-range) 
variants in Figure 8.22. The former has a larger impact on the bearing error, whereas 
the latter has a larger impact on the amplitude-to-wavelength ratio error, particularly for 
TID azimuths of ±90° where the untilted errors are essentially zero in both cases. In the 
±60–70° azimuth range, the ratio error now reaches up to 10% of the true value, with 
the bearing error rising to as much as 8°. Any residual bias in the reflection point 
positions due to array calibration issues would have a similar influence on the parameter 
errors. For weaker TIDs, especially on longer paths and in the presence of stronger 
horizontal gradients, such issues may render the Bramley transformation unusable 
despite its appealing simplicity. 
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Figure 8.22. Errors in amplitude-to-wavelength ratio estimates (top panel) and bearing 
estimates (bottom panel) for the TID model in Figure 8.21 (also evaluated at additional 
azimuths). At each azimuth, relative to the midpoint path bearing, the estimated TID 
parameters have been derived from the synthetic reflection point(s) with the maximum 
displacement over one or more wave periods. Along with the untilted case (blue 
markers), errors have also been calculated with a 1° large-scale tilt applied in both the 
down-range (red) and cross-range (yellow) directions about the midpoint. This is based 
on shifting the centre of the background spherical mirror, as described in Section 
8.2.1. 
 
8.3.1.2 Evaluation on ELOISE peak data 
An 8-hour sample of mapped reflection point data from ELOISE AoA ionograms is 
shown in Figure 8.23. Instead of being expressed in terms of latitude and longitude, 
each point has been converted to a bearing and ground displacement from the great 
circle midpoint, corresponding to 𝜃𝑝 and 𝑟𝑝 in the derivation above. Given that TIDs 
tend to induce a quasi-periodic perturbation that oscillates on either side of the 
midpoint, the plotted bearing has been wrapped over the interval between ±90 °T to 
minimise the apparent discontinuity, leaving the plotted displacement to take both 
positive and negative values (as per the colour bar). The fact that many of the points lie 
very close to the unperturbed path bearing (dashed lines) simply reflects the earlier 
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finding that the distribution is highly elongated along the path axis (cf. Figure 4.18 in 
Section 4.4). The greater number of positive (blue) displacements above and negative 
(red) displacements below the dashed lines is indicative of a persistent large-scale tilt 
for much of this period, causing a systematic shift in the centre of the distribution to the 
north and/or east. 
Figure 8.24 presents the output of the Bramley ripple transformation, with the location 
of the reflection point defining a TID bearing (𝜃𝑇𝐼𝐷) and an instantaneous amplitude-to-
wavelength ratio (𝑘𝐴∗) according to equations (8.12) and (8.11), respectively. Recall 
that the maximum absolute value of 𝑘𝐴∗ should be representative of the true ratio term 
𝑘𝐴. These results apply the spherical Earth correction described earlier, but are 
otherwise for a flat, untilted background ionosphere. Although a four-quadrant 
arctangent is used for solving equation (8.12), to preserve a consistent phase variation 
with time, the TID direction inferred from any single point is still inherently ambiguous 
by a factor of 180° (without resorting to the CSF-derived Doppler). As in Figure 8.23, 
to improve the presentation of Figure 8.24, the plotted TID bearing has been wrapped 
between ±90 °T, while allowing the instantaneous amplitude-to-wavelength ratio to take 
both positive and negative values. 
Alternating blue/red horizontal bands in plots such as Figure 8.24 are the conjectured 
appearance of simple (corrugated mirror) TIDs in isolation, however such features are 
rarely seen in practice. Large-scale horizontal gradients (tilts) act to shift the reflection 
points to one side of the path midpoint, so that the axis along which they lie no longer 
passes through this reference position and, hence, the Bramley geometry is broken. 
Instead, the TID will leave a signature that oscillates in bearing and may not incur a 
change of sign (colour) in the instantaneous amplitude-to-wavelength ratio as expected. 
Attempts at removing the background gradients (i.e. by subtracting off the larger-scale, 
slowly varying component of motion in the reflection points) were not overly 
successful, as there is not a clear delineator between the characteristics of tilts and TIDs. 
The TID example from Figure 8.7 can be seen at around 13–14 UT in Figure 8.23 and 
Figure 8.24. The reflection points are by no means fixed in their bearing with respect to 
the midpoint, yet there is evidence of their displacement changing in sign (colour), and 
this banded signature becomes slightly clearer after the Bramley ripple transformation. 
At a virtual height of 300 km, the majority of points with a strong instantaneous 
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amplitude-to-wavelength ratio are clustered around a TID bearing of roughly -60 °T, 
which incidentally is much the same as was synthesised with the corrugated mirror 




Figure 8.23. Time series of 1-hop F2-low reflection point perturbations, in terms of the 
wrapped bearing and ground displacement from the great circle midpoint, for six 
different virtual height windows spanning 240 to 340 km (bottom to top panel, as 
marked in the top-right corner). The ELOISE AoA path (Humpty Doo to Laverton) and 
day (3 September 2015) are the same as shown in Figure 8.7. The dashed horizontal 
lines on each panel show the unperturbed path bearing at the midpoint (29 °T), which 
differs slightly from the bearing at the receive site (31 °T). Each panel includes a ±5 km 
virtual height window to capture a sufficient quantity of ionogram peaks. 
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Figure 8.24. Time series of transformed TID bearing and instantaneous amplitude-to-
wavelength ratio estimates (in radians), for the 1-hop F2-low reflection point data in 
Figure 8.23. Again, each panel represents a different ±5 km virtual height window, 
from 240 to 340 km, and the dashed horizontal lines show the unperturbed path 
bearing at the midpoint. 
 
height, it is somewhat disappointing to see no obvious pattern of characteristic lags 
between the six panels in Figure 8.24, which casts serious doubt over the ability of this 
technique to be used for truly meaningful TID identification. Section 8.4 will later 
return to evaluating this technique in the context of multiple paths. 
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8.3.2 Frequency and Angular Sounding technique 
The FAS technique is a fairly mature method for automatically calculating TID 
parameters from AoA and Doppler ionosonde measurements, which has become notable 
recently in its Lowell Digisonde DPS-4D implementation as part of the Net-TIDE TID 
alert system [Reinisch et al., 2018]. Although originally developed for oblique reception 
of HF emitters by the Ukrainian UTR-2 radio telescope [Beley et al., 1995], it was 
adapted for the Digisonde in oblique mode by Galushko et al. [2003] and later 
generalised for both vertical and oblique incidence geometries by Paznukhov et al. 
[2012] (see also Paznukhov [2004]). A recent application of the technique to high-
fidelity AoA and Doppler measurements from the new Long Wavelength Array (LWA) 
radio telescope at Sevilleta, New Mexico, has further demonstrated its utility for near 
vertical incidence geometries [Obenberger et al., 2019]. In addition, comparisons 
against simultaneous measurements from the Millstone Hill incoherent scatter radar 
have shown a reasonable level of agreement [Galushko et al., 2003; Galushko et al., 
2008]. 
Like the simpler Bramley ripple transformation, the FAS technique operates on a single 
path and assumes reflection from a corrugated mirror surface. It does, however, allow 
for a more complex disturbance field composed of multiple periodicities, provided each 
is separable by spectral analysis and corresponds to a single plane wave only; this is a 
key assumption under the standard deterministic (“dynamic”) implementation. An 
extension to support arbitrary background electron density distributions is possible, 
although this adds considerable extra complexity [Galushko et al., 2008]. 
The FAS technique starts with the following expression for the height of the reflecting 
surface, based on a flat-Earth system with horizontal coordinates 𝑥 and 𝑦, as sketched in 
Figure 8.25 (cf. Figure 1 of Paznukhov et al. [2012]): 
 ℎ(𝑥, 𝑦, 𝑡) = ℎ0(1 + 𝛾(𝑥, 𝑦, 𝑡)). (8.17) 
The scale of the height perturbation term 𝛿ℎ = ℎ0𝛾 is assumed to be small compared to 




Figure 8.25. Diagram of receiver-centred Cartesian coordinate system used for the 
corrugated mirror TID model and FAS inversion (not to scale). For consistency with the 
coordinates found in Paznukhov et al. [2012], the same left-handed axes convention 
has been adopted. A perturbed (off-angle) path from transmitter “T” to receiver “R” via 
the ionospheric reflection point “S” on the sinusoidal surface ℎ(𝑥, 𝑦, 𝑡) is shown in blue. 
This has the effect of shifting the control point on the ground from the green cross 
(unperturbed midpoint) to the red cross. Although the flat-Earth case is illustrated here, 
the geometry was extended to a spherical Earth for the ELOISE oblique paths by 
contracting the transmitter-receiver separation 𝐷 and transforming the azimuth angle 
Δ𝜃 and elevation angle 𝛽 with respect to the local horizontal plane at the receiver. The 
spherical-Earth case is thus related to the coordinate system used for reflection point 
mapping (Figure 4.17) by a simple rotation and 𝑥-𝑦 axis exchange. 
 
The total geometric path length, as a function of the reflection height, is then given by 
 𝐿(ℎ) = 𝐿𝑅 + 𝐿𝑇 = √𝐷𝑅
2 + ℎ2 +√𝐷𝑇
2 + ℎ2, (8.18) 
where 𝐷𝑅 and 𝐷𝑇 denote the horizontal displacement of the reflection point from the 
receiver and transmitter, respectively. In the unperturbed case, 𝐷𝑅 = 𝐷𝑇 = 𝐷 2⁄ , where 
𝐷 is the transmitter-receiver baseline, and the path length simplifies to 
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 𝐿0 ≡ 𝐿(ℎ0) = 2√(𝐷 2⁄ )2 + ℎ2. (8.19) 
The TID power spectrum, which defines the amplitude of the height perturbation for 
each spectral component, is derived by linearising the formula for the geometric path 
length about the midpoint. That is, 










Again, this assumes that the perturbation is small and, therefore, the changes in 𝐿 are 
due to midpoint height variations only. For mirror reflection, the measured excess delay 









Hence, the complex frequency spectrum of the surface perturbation at the midpoint can 




2 𝑆𝜏(𝛺), (8.22) 
where 𝑆𝜏(𝛺) = ∫ 𝑑𝑡
∞
−∞
𝑒−𝑖𝛺𝑡𝜏(𝑡) is the Fourier transform of the excess delay function, 
in terms of angular frequency 𝛺. In practice, a fast Fourier transform (FFT) is used, with 
a Hann taper applied to the sampled data presented here, and the power spectrum is 
computed as |ℎ0?̃?(𝛺)|
2. An equivalent expression for ?̃?(𝛺) in terms of the Fourier 
transform of Doppler data also exists [Beley et al., 1995], which may be useful when 
delay measurements are not available or are less precise. 
The corresponding TID azimuth and wave number spectra are derived by invoking the 
condition for specular reflection [Paznukhov et al., 2012, eq. (2)], subject to the 








| ≪ 1. This gives the following ray trajectory functions, which relate to the 
surface slopes in the two horizontal directions [Paznukhov et al., 2012, eq. (5)]: 
 𝛼𝑠 ≡
𝐿 cos Δ𝜃 cos𝛽 − 𝐷







𝐿 sin Δ𝜃 cos 𝛽





where 𝑥 is the down-range (transmitter-receiver) axis, Δ𝜃 is the received azimuth angle 
(or bearing offset, measured clockwise from the 𝑥-axis for a left-handed coordinate 
system), and 𝛽 is the received elevation angle (not to be confused with 𝛽𝑠). 
Under the further assumption that each temporal TID frequency 𝛺 corresponds to a 
unique spatial frequency (horizontal wave number) 𝑘𝛺 = 𝑘(𝛺) and direction (midpoint 
azimuth) 𝜒𝛺 = 𝜒(𝛺), the surface perturbation field can be expressed in spectral form as 
 𝛾(𝑥, 𝑦, 𝑡) = ∫ 𝑑𝛺
∞
−∞
?̃?(𝛺)𝑒𝑖𝛺𝑡−𝑖𝑘𝛺(𝑥 cos𝜒𝛺+𝑦 sin𝜒𝛺), (8.25) 
representing a continuous superposition of plane waves. Taking the partial derivatives 
of equation (8.25) with respect to each horizontal coordinate 𝑥 and 𝑦, then applying a 
Fourier transform, yields 
 𝑆𝛼𝑠(𝛺) = 𝑖ℎ0𝑘𝛺 cos 𝜒𝛺 ?̃?(𝛺), (8.26) 
and 
 𝑆𝛽𝑠(𝛺) = 𝑖ℎ0𝑘𝛺 sin 𝜒𝛺 ?̃?(𝛺), (8.27) 
where 𝑆𝛼𝑠(𝛺) and 𝑆𝛽𝑠(𝛺) are the Fourier transforms of the ray trajectory functions in 
equations (8.23) and (8.24), respectively. 
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The inversion problem for the remaining TID parameters 𝑘 and 𝜒 is thus solved by 

















Together the frequency and angular spectra defined by equations (8.22), (8.28) and 
(8.29) encapsulate the generalised FAS technique. The AGW/TID dispersion relation 
can be used in conjunction with these to give the vertical wave number if required 
(e.g. Appendix E, eq. (E.3)). While some minor subtleties have been omitted for sake 
of brevity, such as normalising the TID power spectrum for taper losses and resolving 
the ±180° ambiguity in TID azimuth (noting that the four-quadrant arctangent function 
requires strictly real inputs), the technique nevertheless remains attractively simple and 
quick to compute. The primary challenges in applying this to actual AoA observations 
are effectively estimating and removing the unperturbed (mean) delay 𝐿0, and selecting 
a suitable period of data for spectral analysis, over which the TID parameters are static. 
It is also important to note that multiple simultaneous reflections are not supported, so 
data must be reduced to one reflected path per time sample before computing the FAS 
spectra; for example, by selecting the shortest path (minimum delay) only. 
Just as in the Bramley ripple transformation, a first-order correction to accommodate a 
spherical Earth, but still a flat background ionosphere, involves substituting the direct 
transmitter-receiver separation for 𝐷, instead of the great circle ground range, and 
extending the unperturbed height ℎ0 to be the distance from this direct line, instead of 
the height above the ground. All results presented herein include this correction when 
dealing with synthetic observables from a spherical model. 
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To illustrate the output of the FAS technique, Figure 8.26 shows the TID power 
spectrum, azimuth spectrum, and wave number spectrum (in terms of horizontal 
wavelength) for a simple monochromatic corrugated mirror model propagating 
transversely to the oblique path. This is a rather contrived case, with a very small 
perturbation amplitude (𝛿ℎ = 0.1 km) and a flat Earth/ionosphere geometry to best 
satisfy the underlying assumptions; in practice, it would be almost impossible to detect 
this TID above the measurement noise. An oblique ground range of 1989 km was 
chosen, representing Humpty Doo to Laverton, and a total of eight hours of synthetic 
observables, sampled every 3.75 min, were used in constructing the spectra. The 
likelihood of observing a single “frozen-in” TID wave train for this length of time is 
again highly unlikely. 
Such a small-amplitude TID yields observables that are extremely close to sinusoidal, 
so it is not surprising to see the harmonics many tens of dB below the fundamental 
period of 30 min in the top panel of Figure 8.26. In theory, this leaves significant scope 
for separating out other TID components, were they to be present. The true sinusoidal 
amplitude of 0.1 km translates to an RMS power of 0.005 km
2
 or -23 dBkm
2
 (marked 
with a black cross), which is in reasonably good agreement with the peak spectral 
estimate at -25 dBkm
2
; the loss of ~1.8 dB, after accounting for the taper, is due to 
spectral leakage into neighbouring frequency bins. In the second and third panels, the 
wavelength and azimuth estimates likewise reproduce their true values of 200 km and  
-90° with negligible errors. 
In Figure 8.27 and Figure 8.28, two of the key assumptions of the FAS technique are 
tested in terms of their effect on the synthetic TID parameter estimates. Firstly, it is seen 
in Figure 8.27 that increasing the perturbation amplitude of the TID model used in 
Figure 8.26, from 0.1–25.6 km in logarithmic steps, starts to cause considerable 
degradation in power and horizontal wavelength estimates above about 2 km (3 dBkm
2
). 
With an integer number of samples per period, the ability to estimate period and 
azimuth is not compromised for the transverse TID model, although this is not true in 
general. At greater amplitudes, the observables and ray trajectory functions are no 
longer pure sinusoids (cf. Figure 8.10), which leads to increased spectral leakage, 
beyond the small-amplitude limit noted above, and a substantial underestimation of 




Figure 8.26. Generalised FAS spectra for a monochromatic corrugated mirror model 
with background height 250 km, perturbation amplitude 0.1 km, period 30 min, 
horizontal wavelength 200 km, and azimuth -90° (measured clockwise from the 
midpoint path bearing). Both the synthetic observables and parameter inversion have 
assumed a flat Earth/ionosphere in this case, so errors are minimal. The oblique 
ground range was taken to be 1989 km (Humpty Doo to Laverton). The panels, from 
top to bottom, show the TID power spectrum, azimuth spectrum, and horizontal 
wavelength spectrum, each with the frequency axis expressed in terms of wave period. 
The 128 data points were zero padded by a factor of two prior to calculating each FFT 
in order to more finely sample the discrete Fourier transform. A black cross on each 




Figure 8.27. Inverted peak parameter estimates as a function of TID amplitude, 
determined by applying the generalised FAS technique to synthetic observables from a 
monochromatic TID model. This is based on the example analysed in Figure 8.26, with 
the same 1989 km oblique ground range. The panels, from top to bottom, show the TID 
period, power, horizontal wavelength and azimuth at the peak in the FAS power 
spectrum. True model parameters are indicated by the black crosses, while FAS 
estimates for flat and spherical Earth/ionosphere geometries are distinguished by the 




Figure 8.28. As in Figure 8.27, but for a variable oblique ground range, and with TID 
amplitude fixed to 5 km. 
 
upper end shown. These errors, particularly in the wavelength estimates, are only made 
worse upon introducing a more realistic spherical Earth/ionosphere (red line). A similar 
degradation in power estimates occurs as the horizontal wavelength is reduced 
(i.e. increasing the amplitude-to-wavelength ratio), whereas the wavelength estimates 
themselves are prone to greater errors for larger-scale waves once spherical geometry is 
included in the TID model. 
Secondly, Figure 8.28 evaluates the dependence on oblique ground range (0–3000 km). 
With a fixed model amplitude of 5 km, likely near the lower limit of detectability, the 
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FAS estimates of power and wavelength are already in error at vertical incidence (zero 
ground range), and the difference progressively widens on longer paths for a spherical 
Earth/ionosphere; a flat geometry is merely fanciful at this point. At 3000 km, in the 
vicinity of the longest ELOISE AoA paths, power is underestimated by almost 6 dB (or 
~50% of the true amplitude). The contrast between short and long paths becomes even 
more pronounced for larger TID amplitudes. 
It is worth noting that while other authors have indeed applied the FAS technique to 
oblique observations, the published examples have path lengths ranging from 440 km 
[Galushko et al., 2007] and 450 km [Galushko et al., 2003; Paznukhov et al., 2012] to 
700 km [Beley et al., 1995] and 500–1100 km [Reinisch et al., 2018]; that is, less than 
the typical ELOISE AoA path lengths. Furthermore, analysis of synthetic data has 
previously been restricted to fairly low-amplitude disturbances [Galushko et al., 2003; 
Galushko et al., 2008; Huang et al., 2016]; the latter paper in particular only considers 
model amplitudes below ~2 km, which are simply too small to be seen by the ELOISE 
AoA system given the measurement uncertainties in Table 4.1 of Section 4.4 (including 
median standard deviations of 1.2–1.6 km in group delay alone). 
A further variant on these synthetic plots is shown in Figure 8.29, but this time with 
two TID components: the primary being the same as in Figure 8.28 (i.e. amplitude 
5 km, period 30 min, horizontal wavelength 200 km, and azimuth -90°), and the 
secondary being 3 dB weaker (i.e. amplitude 3.54 km), with variable period, wavelength 
300 km, and azimuth -45°. In this case, the primary TID parameter estimates (in 
blue/red) continue to be reasonably good, besides the usual underestimation of 
amplitude, yet the secondary TID is poorly characterised. With spectral peaks extracted 
automatically, difficulties are naturally encountered when the secondary period is close 
to the primary period of 30 min. Results are also degraded for the secondary period at 
15 min, being an exact harmonic of the primary period. Outside this unresolved region, 
the secondary azimuth estimates are generally quite acceptable, but the wavelength 




Figure 8.29. As in Figure 8.27, but adding in a secondary TID component with a 
variable frequency (period). The amplitude of the primary component (“TID 1”) is fixed 
to 5 km, while the secondary component (“TID 2”) is fixed to 3.54 km (or 3 dB lower in 
power). The secondary component also has a different horizontal wavelength (300 km) 
and azimuth (-45°). True model parameters for TID 1/TID 2 are indicated by the black/ 
grey crosses, while FAS estimates are shown in blue/cyan (for flat Earth/ionosphere) 
and red/magenta (for spherical Earth/ionosphere). Note that as the spectral peaks are 
extracted automatically, without knowledge of the true parameters, an incorrect solution 
is sometimes found for the secondary component, particularly when close to the 
primary period of 30 min. 
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Returning now to the representative ELOISE example in Figure 8.6, it is readily 
apparent that this TID model falls into the large-amplitude regime from Figure 8.27; 
that is, the observational response is in no way sinusoidal. It is expected that the FAS 
technique and its use of Fourier analysis will be compromised in such a case. To 
compare performance against the Bramley ripple transformation, TID parameters as a 
function of the relative azimuth angle were once again estimated for this model, using 
just synthetic delay and AoA observables. The results, shown in Figure 8.30, derive 
from an extended time series of 6 hours (96 samples), rather than 3 hours, to allow for 
the Hann taper. Unlike earlier FAS results, the primary period of 70 min is no longer an 
integer multiple of the sampling interval (3.75 min), so substantial zero padding has 
been applied to effectively interpolate the peak. While this addresses scalloping loss 
(i.e. the apparent spectral loss due to misalignment of the FFT bin from the centre of the 
peak), no attempt has been made to recover the loss due to spectral leakage more 
generally. 
Figure 8.30 confirms that transverse TID parameters (i.e. azimuths of ±90°) are 
inverted most effectively by the FAS technique. Power is severely underestimated in 
other cases, by as much as ~17 dB (or ~86% of the true amplitude) when close to the 
longitudinal configuration, rendering the results largely useless. The horizontal 
wavelength and azimuth estimates are also substantially poorer away from the 
transverse geometry, although the latter is difficult to see on this scale. As such, the 
earlier transverse examples in this sub-section must strictly be viewed as best-case 
scenarios for FAS inversion. 
Recasting these results in terms of parameter errors gives Figure 8.31, which has been 
presented in the same format as Figure 8.22 (for the Bramley transformation). Power 
and wavelength have been combined as the amplitude-to-wavelength ratio 𝑘𝐴 (in 
radians) in the top panel, and azimuth error is equivalent to the bearing error in the 
bottom panel. Unlike the Bramley technique, knowledge of the time evolution resolves 
any 180° directional ambiguity in the FAS estimates, so the modelled azimuths span a 
full 360°. For a single TID component on an untilted spherical mirror (represented by 
the blue markers in both figures), the errors are larger for the FAS technique, by up to 
an order of magnitude for the amplitude-to-wavelength ratio and a factor of two for the 
bearing. This is believed to be a combination of amplitude loss due to spectral leakage, 
into both main-lobe and harmonics, and the fact that only the reflecting paths with 
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minimum delay are retained (whereas the Bramley transformation uses all reflection 
points). 
Evidently there are a number of shortcomings imposed by the reflection geometry and 
conventional spectral analysis alone that make the FAS technique rather problematic for 
the ELOISE AoA paths and their typical measurement accuracy. This is without even 
considering factors such as large-scale tilts, realistic electron density profiles, 




Figure 8.30. Inverted peak parameter estimates as a function of TID azimuth, based 
on the monochromatic TID model from Figure 8.6, with the same 1507 km oblique 
ground range. True model parameters are indicated by the black crosses, while FAS 
estimates for the spherical Earth/ionosphere geometry are plotted in red. 
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Figure 8.31. Errors in FAS-derived amplitude-to-wavelength ratio estimates (top panel) 
and bearing estimates (bottom panel) for the TID model in Figure 8.6, rotated across 
different azimuths (cf. Figure 8.22 for the Bramley ripple transformation). Only the 
shortest ray path is used at each 3.75 min epoch, and the background spherical mirror 
is untilted. 
 
components. The likelihood of observing 6–8 hours of a stable periodic component, 
particularly one with an amplitude of less than ~2 km, is almost non-existent in practice. 
Furthermore, actual HF observations will always contain measurement errors and 
uncertainty in the background ionospheric reference that act to the detriment of any TID 
parameter inversion. 
In light of these synthetic results, and limited (failed) attempts to apply the algorithm to 
ELOISE AoA observations, the FAS technique was not ultimately pursued as a solution 
for the TID characterisation problem. Under certain conditions, it may remain suitable 
for shorter (quasi-vertical incidence) paths, where the geometry is more favourable 
against the FAS assumptions and AoA precision is generally better. Otherwise, it 
appears to be unsuitable for the class of TIDs detected in the ELOISE data set. 
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8.4 Relating TID signatures across multiple paths 
The sections above have addressed the problem of extracting TID parameters from 
ELOISE AoA observables on a single path, which serves to remove the dependence on 
the oblique geometry and, thus, is an important precursor to enabling more direct 
comparisons across the ELOISE AoA network as a whole. However, the challenge of 
actually relating TID signatures and identifying spatial lags across multiple disparate 
paths remains outstanding. Recall that an earlier attempt, in Section 7.5, at using 
Doppler-based drift analysis to characterise the bulk motion of the ionosphere was 
inconclusive. Possible alternative approaches for TID analysis are: (1) the Bramley 
ripple transformation, (2) cross-spectral analysis of virtual height data, and (3) empirical 
mode decomposition. All three techniques use ionogram peak data only and do not 
require Doppler information. In this section, approaches (1) and (2) are explored. 
As most of the ELOISE AoA midpoints are separated by more than a single TID 
wavelength, this is naturally a sparse spatial sampling problem, and one for which the 
reflection points are moving around on the same scale as the disturbance itself 
(routinely >100 km). Given the range of TID periods capable of reaching F2 heights, 
the observable response is also potentially a multi-harmonic signal, requiring wideband 
correlation processing, with the constantly evolving disturbance field creating additional 
obstacles for conventional spectral analysis. Suffice to say, it appears that the ELOISE 
data set alone is not sufficient to extract a meaningful inter-site relationship between 
most quasi-periodic signatures that may or may not be TID-related. The focus will 
therefore remain on the most promising transverse TID cases, which the oblique AoA 
system is most sensitive to. 
Figure 8.32 shows a sequence of TID parameter estimates derived using the Bramley 
ripple transformation on F2-low peak data from five medium-length ELOISE AoA 
paths (1383–2055 km); the midpoint locations are mapped in Figure 8.33. From top to 
bottom, panels 1 and 2 represent similar path orientations (having midpoint bearings in 
the range 29–37 °T), and likewise for panels 4 and 5 (64–65 °T), while panel 3 is 
markedly different (-19 °T). In all but panel 3, the majority of the strongest amplitude 
points are clustered in the vicinity of -50 °T, suggestive of a consistent north-westward 
TID direction that persists for much of the night, although common features are not 




Figure 8.32. Time series of transformed TID bearing and instantaneous amplitude-to-
wavelength ratio estimates (in radians), for 1-hop F2-low reflection points in a virtual 
height window of 300 ± 5 km. The five panels represent data from five medium-length 
ELOISE AoA paths (1383–2055 km) on 3 September 2015, including the earlier 
Humpty Doo to Laverton results from Figure 8.24 in the top panel. The corresponding 
midpoint locations are shown in Figure 8.33, with panels ordered from the most 
northerly midpoint (top panel) to the most southerly (bottom panel). Again, the dashed 
horizontal lines show the unperturbed path bearing at the midpoint. Note that the 
Coondambo ELOISE array was not operating past 16 UT on this day, hence the data 




Figure 8.33. Midpoint locations (as yellow stars) for the five medium-length ELOISE 
AoA paths depicted in Figure 8.32. Four of those selected were received at Laverton 
(red), while the other was received at Coondambo (green). 
 
serious doubt on this interpretation, with no evidence of a banded TID signature 
constrained in bearing, or indeed any obvious consistency with the other paths. 
Admittedly these TID directions are unfavourable (longitudinal) for the Coondambo 
paths in general, and moreover, the effects of ion drag and wind filtering are likely to 
preferentially deplete waves in those directions that are most favourable (transverse). 
As an aside, although this chapter has concentrated on the 1-hop F2-low mode thus far, 
the same analysis can of course be carried out on the F2-high mode. An example of 
transformed F2-high peaks from five paths with near-collinear midpoints is shown in 
Figure 8.34, with the locations again mapped in Figure 8.35. Unfortunately, the 
difficulty with identifying TIDs in the high-angle data is that the underlying mirror 
assumption is less appropriate, with rays refracted through a greater volume, and the 
impact of large-scale tilts is more prevalent. In this case, no fixed-bearing TID 
signatures are obviously visible, yet there are quasi-periodic fluctuations in the 
transformed bearing that are reasonably similar on both Laverton and Coondambo paths 
(e.g. the negative excursion around 2–3 UT). This is despite a 60–80° difference in the 












three between the top Coondambo panel and bottom Laverton panel). Without a 
convincing north-to-south lag, from top to bottom panels, there is no reason to believe 
these patterns originate from TIDs, rather than more generic time-varying ionospheric 
gradients. Nevertheless, this figure does highlight the broader usefulness of such a 
transformation for relating observations on multiple oblique paths. 
 
 
Figure 8.34. Time series of transformed TID bearing and instantaneous amplitude-to-
wavelength ratio estimates (in radians), for 1-hop F2-high reflection points in a virtual 
height window of 400 ± 5 km. The five panels represent data from five intersecting 
ELOISE AoA paths (908–2712 km) with collinear sample points on 6 September 2015. 
The corresponding midpoint locations are shown in Figure 8.35, with panels ordered 
from the most northerly midpoint (top panel) to the most southerly (bottom panel). Note 
that Kalkarindji to Coondambo (panel 2) and Lynd River to Laverton (panel 3), in 
particular, have very similar 1-hop midpoints, separated by only 100 km. 
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Figure 8.35. Midpoint locations (as yellow stars) for the five intersecting ELOISE AoA 
paths with collinear sample points depicted in Figure 8.34. Two of those selected were 
received at Laverton (red), while the other three were received at Coondambo (green). 
 
An alternative approach that does not seek to explicitly parameterise the TID, but which 
still offers a means of relating signatures on different ELOISE AoA paths, is to make 
use of the virtual height data from reflection point mapping. Equivalent iso-ionic 
contours, as illustrated in Figure 8.18, should be largely agnostic to the oblique path 
geometry, although the point at which the overhead profile is sampled is strictly not 
fixed to the midpoint. Horizontal phase velocities are computed with a conventional 
spaced-sensor correlation technique (e.g. Harris et al. [2012]), based on interpreting 
spatial lags as apparent speeds between pairs of AoA paths. In theory, any set of three 
non-collinear paths yields a 2D horizontal velocity vector under the assumptions of 
fixed sample points and a simple frontal disturbance moving with constant velocity. To 
help satisfy the latter assumption, cross-spectra are used to isolate a narrowband subset 
of TID frequencies, in which it is plausible to have just one wave component. 
A 12-hour collection of night-time virtual height data at an equivalent vertical-incidence 
frequency of 3 MHz is presented in Figure 8.36. This represents 1-hop F2-low returns 
on eight Laverton AoA paths (with Coondambo not operating during this time). While it 












before and after detrending), the paths do exhibit many similar features and there is 
evidence of spatial lags. Calculating the power spectra over the entire interval (bottom 
panel) reveals candidate periodicities that may correspond to TID activity, at least in an 
aggregate sense, such as the broad peaks around 30–60 min. 
 
 
Figure 8.36. Time series plots showing 12 hours of night-time virtual height data and 
corresponding power spectra for all eight ELOISE AoA paths into Laverton on 
8 September 2015. A fixed equivalent vertical-incidence frequency of 3 MHz, for 1-hop 
F2-low propagation, was sourced from the mapped ionogram peaks and corresponds 
to one of the iso-contours in Figure 8.18. This assumes a tilted mirror model, as 
described in Section 4.4. The raw virtual height data (top panel) is first interpolated 
and detrended (middle panel), using a ±1 hour (33 point) moving average to remove 
slowly varying changes in the background ionosphere. The power spectra (bottom 
panel), computed from the detrended data with a Hann taper applied, are then used to 
identify common periodicities within the range of typical TIDs (notionally 15 min to 3 hr). 
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Further processing of the cross-spectra between pairs of sounder paths then enables the 
determination of drift velocities corresponding to these peaks, as shown in Figure 8.37 
for the eight triangulated sectors bounded by the midpoints. It must be emphasised that 
these estimates do not represent a single TID spanning the full 12 hours but are merely 
indicative of the prevailing speed and direction of propagation for a ~45 min class of 
disturbance. On the whole, there is reasonable agreement in the horizontal direction of 
propagation (predominantly northward), although the speeds are not entirely consistent. 
The smaller sectors are likely to be more susceptible to horizontal displacements in the 
reflection points, contributing to a larger relative error in the baselines and thus the 
apparent speeds, while the more obtuse triangles (such as between South Hedland, 
Curtin and Humpty Doo paths in the top left) naturally provide a less ideal projection 
for certain directions. In contrast, the three larger and almost right-angled triangles in 
the top right produce fairly consistent speeds, between 237 and 275 m/s, and directions, 
between -28 and -18 °T. 
 
 
Figure 8.37. Horizontal phase velocity vectors calculated from the cross-spectral 
phases of detrended ELOISE virtual height data. For a given path triplet, the dominant 
30–60 min periodicity has been selected, representing one of the main peak locations 
in the power spectra of Figure 8.36. The period, speed and direction (bearing) are 
printed alongside each vector arrow, which sits within a triangle bounded by three 
1-hop midpoints (crosses). 
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The main limitation of this cross-spectral analysis approach is finding suitable data sets 
that are both sufficiently long and stable in frequency. Large-amplitude TIDs once again 
cause key assumptions to break down, leaving the velocity estimates very prone to 
errors for some of the better ELOISE TID candidates. Given that only the relative phase 
between paths is important here, the lag between virtual height and true height [Pederick 
et al., 2017] is believed to be a lesser issue, and that for oblique incidence soundings, 
errors involved in true height inversion (usually neglecting off-angle geometry) are 
likely to be far more significant. 
There is clearly more work to be done in this area, to strengthen the understanding of 
relationships between the various ELOISE AoA paths. Wavelet analysis [Torrence & 
Compo, 1998] may be considered in future as a means of better capturing the non-
stationary nature of TID observations, although care must be taken as results are highly 
dependent on the choice of mother wavelet, and the wavelet cross-spectrum for 
estimating lags may contain spurious peaks [Maraun & Kurths, 2004]. Multivariate 
empirical mode decomposition (EMD) [Huang et al., 1998; Rehman & Mandic, 2010], 
in conjunction with the Hilbert transform, has also been tested on the ELOISE data set, 
however the output was found to be very sensitive to noise and outliers; even a small 
amount of additive noise would drastically alter the intrinsic mode functions (IMFs), 
thereby making a physical interpretation difficult. As such, this approach was not 
pursued further. 
 
8.5 Chapter summary 
 Signatures of travelling ionospheric disturbances have been identified in the 
ELOISE AoA data. Comparisons with synthetic delay, Doppler and AoA 
observables from two candidate TID models show encouraging results, in terms of 
their ability to classify and parameterise the disturbance field. Despite its 
limitations, the simple corrugated mirror can still be effectively used to identify 
general classes of TIDs under certain conditions, although it is noted that some of 
the parameters matched by eye may be relatively imprecise. On the other hand, the 
AGW-seeded (Hooke) approach with 3D NRT can potentially offer a more realistic 
TID representation at higher altitudes (i.e. for which refractive effects are more 
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significant) but may be limited in its ability to fully capture the properties of some 
larger-scale disturbances. 
 Using the corrugated mirror model, the relationship between the ionospheric height 
perturbation and HF observables has been explored as a function of key TID 
parameters. Many of the classic attributes of TID signatures can be reproduced by 
this simple model, including the transition from the sinusoidal to non-sinusoidal 
observable regime, presence of multiple simultaneous reflections, and spread-like 
behaviour arising from the superposition of even a modest number of TID 
components. In particular, the response is shown to become increasingly non-linear 
as the TID amplitude-to-wavelength ratio and/or oblique ground range is increased. 
For medium to long paths, the curvature of the Earth/ionosphere introduces 
additional errors. Perhaps most importantly, the model predicts a strong directional 
bias in favour of transversely propagating disturbances on representative ELOISE 
AoA paths. 
 Without sufficient diversity in the path orientations (noting that the Coondambo site 
was not operating continuously), it is difficult to separate true anisotropy in the 
distribution of TIDs from this directional filtering effect. In hindsight, the alignment 
of the three AoA paths into Coondambo was not favourable for detecting TIDs with 
directions in the preferred north-westward quadrant, as this represents a less 
sensitive longitudinal geometry. Conversely, as an aside, such path bearings are 
likely to be strategically good look-directions for OTHR operations; that is, to avoid 
the detrimental influence of TIDs. 
 Possible techniques for analytic TID parameter inversion, based on an assumed 
mirror reflector and direct geometrical transformations, have been considered and 
tested. With the use of synthetic observables, for various corrugated mirror models, 
it was confirmed that the TID period is in general the most robust and accurate 
parameter to extract, followed by bearing (azimuth), then amplitude-to-wavelength 
ratio; it is harder again to separate these last two parameters reliably. The Bramley 
ripple transformation is extremely elegant, but only offers a partial TID 
characterisation (with an azimuthal ambiguity) and is fundamentally based on a flat 
Earth/ionosphere assumption (although this can be corrected to some extent). 
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However, applying the transformation to actual ELOISE AoA observations left a 
rather unconvincing impression of its efficacy. 
 The Frequency and Angular Sounding (FAS) technique extends this further to 
support separation of multiple TID components, but multiple reflections must be 
ignored. Unfortunately, for a typical oblique path from the ELOISE trial, only very 
shallow and likely undetectable TID amplitudes and/or long wavelengths yield 
observables that are even close to sinusoidal and, thus, appropriate for conventional 
spectral analysis within the FAS technique. The implications of larger amplitude 
disturbances and longer oblique paths on the FAS technique have not been 
previously published to the author’s knowledge. 
 While broad features can be reproduced by the TID models, at least qualitatively 
and for a single plasma frequency (iso-ionic) surface, more work needs to be carried 
out to interpret the many examples of AoA perturbations that do not have just one 
dominant and time-invariant periodicity. With TIDs being so ubiquitous, the 
majority of the ELOISE observations in fact represent the superposition of many 
components, from different sources, which may evolve over time or exist as solitary 
waves. Efforts to model each spectral component in a spatially consistent way 
across the network of ELOISE AoA paths are ongoing. A key enabler for permitting 
cross-spectral analysis between oblique paths is a method of transforming the 
observables to a common domain that is agnostic to the widely different path 
lengths: both the Bramley transformation and virtual heights from (off-angle) 
reflection point mapping have been proposed as potential options. 
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9 Summary and conclusions 
9.1 Thesis summary 
This thesis has described the design, calibration, analysis and interpretation of results 
from a new oblique angle-of-arrival (AoA) and Doppler ionosonde, aimed at attaining a 
better understanding about the nature of mid-latitude ionospheric disturbances over 
Australia and their impact on high frequency (HF) sky-wave propagation. The outcomes 
seek to inform and validate the ionospheric modelling and coordinate registration 
strategies for over-the-horizon radar systems such as the Jindalee Operational Radar 
Network (JORN). Over the course of the ELOISE experiment in September 2015, the 
AoA ionosonde measured the received power (path loss), group delay, bearing and 
elevation across eleven intersecting paths of between 900 and 2700 km, nine of which 
were also equipped with a channel scattering function (CSF) mode to generate delay-
Doppler spectra, interleaved with the ionograms on three frequency-agile channels. All 
manner of off-angle perturbation signatures were observed in the soundings, including 
systematic bearing/elevation shifts due to horizontal gradients (particularly around the 
solar terminator), quasi-periodic trace distortions and discrete “satellite” traces 
(associated with the passage of travelling ionospheric disturbances or TIDs), and 
spread-F conditions at night. 
The ELOISE AoA array was a 19-element configuration of vertical monopoles in two 
orthogonal arms, with a high-fidelity direct-digital HF receiver per element capable of 
simultaneously collecting soundings on multiple oblique paths. Two separate receiving 
systems were installed, near Laverton, Western Australia and Coondambo, South 
Australia, to offer some diversity in the path orientations from a set of eight down-range 
transmitters. Despite only using low-power (~20 W) chirp signals, the ionosonde offers 
excellent sensitivity to weaker off-angle propagation modes through its directive gain, 
and good bearing and elevation precision through its significant aperture size (albeit 
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with limited mode resolvability). Median AoA uncertainties of 0.2–0.5° in bearing and 
0.4–0.9° in elevation, depending on the path geometry, were typical of the ionogram 
peaks, whereas the CSF peak uncertainties were roughly half that, likely due to their 
higher signal-to-noise ratios. 
Array calibration efforts drew from an assortment of known line-of-sight, surface-wave 
and aggregated sky-wave sources in order to estimate the overall array alignment and 
inter-element phase delay offsets. Results were also successfully validated against the 
co-located JORN radar at Laverton. A low-elevation bias was identified on the longer 
paths, requiring an additional empirical correction to combat the overestimation of 
elevation below 10°; this is suspected to be partly a consequence of the 0° null in the 
antenna gain pattern. Simplified models of tropospheric refraction and antenna mutual 
coupling effects were unable to conclusively account for the dependence in both bearing 
and elevation dimensions, although in theory it was noted that mutual coupling can lead 
to errors on a similar scale as the observed biases. 
Owing to the sheer volume of soundings (i.e. eleven AoA paths with a typical revisit 
interval of 3.75 min) and the remoteness of sites, automatic on-board signal and image 
processing was considered essential to the experiment. A complete suite of software 
was therefore assembled by the author, building on DST Group’s existing sounder code 
base, to provide the fundamental ionogram and delay-Doppler map construction, radio 
frequency interference rejection, ionogram feature extraction and midpoint profile 
fitting, clear channel evaluation and adaptive CSF scheduling, and 2D AoA (bearing/ 
elevation) estimation. The standard output was a compressed binary file, suitable for 
real-time transfer back to a central data server. Peaks were later fitted to the image data 
and classified by propagation mode to provide a suitable form for further analysis, 
including reflection point mapping and tilt estimation. The F2-low mode served as the 
main focus because of its importance to radar operations and the likelihood of larger 
disturbance amplitudes at these heights. 
The interaction between unresolved modes and small-scale temporal variability was 
investigated in some detail by breaking apart the CSF dwells into 64 individual sweeps 
and looking at how their peak power, AoA and Doppler fluctuated over the 6.4 s 
standard processing interval. Rapid signal fading of up to 20–30 dB and AoA jumps of 
up to 20° were associated with intra-dwell mode beating, with night-time F2-low being 
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the most susceptible, probably due to both the reduced CSF bandwidth allocations 
(i.e. poorer delay resolution) and likelihood of unseparated O/X components. A 
combination of metrics was proposed to help detect the presence of non-planarities and 
increased temporal AoA variance among the CSF peaks. 
Medium- to large-scale variability in the peak data has been analysed in terms of diurnal 
patterns in the observables, zonal and meridional tilt estimates, drift velocity estimates, 
and case studies of TID signatures. Geophysical features, such as the sharp Doppler 
excursions and zonal gradients around the dawn/dusk terminators, appear largely in line 
with expectations, although the challenge is relating observables over vastly different 
oblique path geometries. A tilted spherical mirror model was used throughout as the 
basis for transformations to the path-agnostic domain of the iso-ionic reflecting surface. 
For oblique incidence, a flat Earth assumption is of course not appropriate, making the 
problem more difficult to solve analytically than at vertical incidence. 
As a validation exercise, statistical comparisons were carried out between the ELOISE 
AoA observables and ray synthesis through a conventional data-assimilative model, the 
so-called Gardiner-Garden Ionospheric Model (GGIM), based on temporal filtering and 
spatial mapping of midpoint profile data. The results revealed that, for the most part, the 
model is able to reproduce the medium- to large-scale variability without direct AoA or 
Doppler inputs. In fact, fitted midpoint profiles from a single path alone can explain the 
majority of Doppler excursions, just from the time rate of change of the synthesised 
phase path. What remains are components at the medium-scale end of the disturbance 
spectrum that have been attenuated by the limited spatial and temporal sampling of the 
sounder network and subsequent model filtering steps. This typically means that, while 
the same perturbations are registered in the synthetic predictions, the AoA offsets tend 
to be underestimated. An additional comparison, between the AoA-derived tilt estimates 
and horizontal gradients in the GGIM’s large-scale anomaly field, produced a similar 
conclusion, although the discrepancies were somewhat greater, most likely due to the 
mirror approximation used in determining the reflection points and omission of the 
residual anomaly field from the GGIM. 
Finally, examples of quasi-periodic propagating disturbances from across the ELOISE 
AoA network have been interpreted as TIDs, the ionospheric manifestation of 
atmospheric gravity waves (AGWs) in the thermosphere, with attempts made to classify 
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and parameterise their wave-like properties from sequences of peak data. Two candidate 
TID models (the corrugated mirror and the Hooke AGW-seeded representation) have 
been used to synthesise realistic observables via ray tracing and homing, as a means of 
identifying the broad class of TID, while two direct geometric inversion methods (the 
Bramley ripple transformation and generalised Frequency and Angular Sounding 
technique) have been implemented to better quantify the wave parameters. Equatorward 
and westward propagation was a defining characteristic of the night-time TID cases 
presented. Among daytime cases, it was rare to find a single dominant periodicity. 
The distinctive transition from sinusoidal to non-sinusoidal observables and emergence 
of multiple simultaneous reflections as the amplitude-to-wavelength ratio and/or ground 
range increases has been demonstrated with the aid of the above TID models, noting 
that beyond this point the simple inversion techniques become seriously compromised. 
For a typical ELOISE AoA path (1989 km), the transition can occur at TID amplitudes 
of just a couple of kilometres, placing the sinusoidal regime outside the limits of 
detectability. Another key result was establishing the strong directional bias in the 
amplitude of the HF response to TIDs, in favour of disturbances propagating 
transversely to the oblique path. Combined with the fact that elevation uncertainties 
translate to much greater down-range errors on longer paths, this has general 
implications on the design of AoA sounder networks for TID monitoring purposes; that 
is, shorter paths with more diverse orientations are preferable. 
The part of the analysis that ultimately proved to be the most elusive was finding 
coherent propagating signatures across the ELOISE AoA network. Among the examples 
shown, paths with similar lengths and orientations were reasonably well-correlated, 
even with midpoints spaced hundreds of kilometres apart, but once the geometries 
diverged, this no longer held true. This may be partly a statement on instrumental 
limitations (particularly sensitivity and accuracy on longer paths), as well as the 
underlying assumptions of mirror reflection and a static (“frozen-in”) disturbance field 
that were used to relate observables from the different paths. The overall lack of night-
time observations from Coondambo also hindered this effort. 
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9.2 Future work 
Being a new and novel ionosonde design, the ELOISE experiment represented the first 
time the AoA system had been put through its paces, and as would be expected, a 
number of lessons were learnt that will be incorporated into the next such experiment. A 
key element of any future work should be to collect and process a broader set of 
measurements (with more path diversity, particularly at shorter ranges) and investigate 
ways to relax some of the assumptions involved in the analysis. By transitioning more 
of the processing to run on-board the sounder, a longer-term synoptic-style analysis, 
incorporating greater data volumes becomes more feasible. Valuable insights would be 
gained from looking at the AoA and Doppler variability across multiple seasons, during 
both quiet and disturbed geomagnetic conditions, and characterising the spatial 
decorrelation scales for these observables. 
In terms of the instrument itself, while there was reasonable confidence in the relative 
precision of bearing and elevation estimates, there still remain outstanding questions 
over the absolute AoA accuracy at low elevations. Ahead of the next deployment, an 
improved on-site calibration procedure (e.g. using a mobile emitter or direct signal 
injection) is required to alleviate mutual coupling concerns, and alternative array layouts 
should be considered to increase the average separation between antennas (e.g. with a 
minimum redundancy configuration) and/or deliver greater symmetry between the 
embedded elements (e.g. with a uniform circular array). Other calibration sources such 
as line-of-sight satellite/stellar objects, HF emitters of opportunity, and meteor echoes 
could also be explored. This will help ensure that ionospherically-induced wavefront 
distortions remain the limiting factor, not array performance. 
Despite the ELOISE collection being focused on medium- to large-scale disturbances, it 
was not surprising to find evidence of smaller-scale irregularities contributing to the 
overall variance, as quantified by the intra-dwell CSF statistics. The inclusion of a faster 
revisit rate or longer duration (“stare mode”) CSF dwells within the timeline of a future 
experiment would be highly desirable, subject to spectral licensing. Alternatively, 
passive reception of known HF emitters could be exploited to similar effect. Mode 
resolvability in the CSF dwells also has the potential to be improved by implementing 
high-resolution spectral analysis techniques. 
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The ability to scale zonal and meridional tilts from the AoA ionosonde presents an 
interesting opportunity for future data assimilation into ionospheric models. Although 
more validation is needed, the level of consistency with spatial maps of midpoint profile 
parameters suggests that the tilt estimates could add value, particularly in regions where 
conventional sounder sites are more sparsely distributed (e.g. over oceans). A better 
sense of the horizontal distance over which the tilts apply must first be investigated, 
however some preliminary comparisons against JORN transponder peaks (not shown 
here) indicate that coordinate registration can benefit out to a midpoint separation of at 
least 30 km. 
With regard to TID identification and parameterisation, there is still much work to do in 
order to make the process more automated and robust to errors, particularly when faced 
with disturbance fields consisting of multiple components. Possible enhancements to the 
TID models include generalising for a background ionosphere that varies in space and 
time, allowing for the prevailing neutral winds, and modifying the functional form of 
the perturbation to take into account wave evolution over long distances. Relaxing the 
assumption of specular reflection as part of the TID parameter inversion should be a 
high priority, although the extra complexity of a non-analytic/iterative procedure may 
be insurmountable given the number of degrees of freedom. Joint profile inversion and 
horizontal tilt/TID estimation is also worthy of consideration. In addition, there have so 
far been no attempts to use modulations in the signal amplitude to evaluate the ray 
focusing/defocusing effects of TIDs, or multi-hop returns as a means of tracking spatial 
lags (even if their ionospheric sample points are ambiguous). Likewise, the differences 
between O and X modes, though difficult to separate without polarisation information, 
and between E and F height regions are important facets of the TID characterisation 
problem yet to be examined using the ELOISE AoA peak data. 
An opportunity for another experimental collection would of course help in building up 
a climatological picture of TIDs in the region, including patterns of occurrence and 
preferred directions/velocities of travel. Continuous (24/7) data collections are essential 
to this. While many papers have looked at the TID response to isolated events, their 
quiet-time behaviour is comparatively less studied, and ionosonde observations are 
well-placed to capitalise on this. Both the Digisonde DPS-4D and VIPIR/Dynasonde 
have already taken steps towards addressing this, at least at vertical incidence. To truly 
demonstrate the worth of oblique incidence observations to this research area, the 
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ELOISE AoA ionosonde ideally needs to be run alongside a direction-finding vertical 
incidence sounder at the midpoint. It is then a matter of using a set of staggered path 
lengths to determine how the HF response transitions between these two geometries. 
Beyond the scope of this project, but certainly within the objectives of ELOISE as a 
whole, is a more systematic comparison of observations by different instruments; the 
building blocks for this are described by Gardiner-Garden et al. [2019]. The AoA 
ionosonde is but one piece of a bigger puzzle, and the software and insights developed 
here are hoped to contribute in many ways to DST Group’s experimental HF radar 
program in future. 
 265 
Appendix A Fundamentals of chirp sounding 
The ELOISE AoA sounding system makes oblique measurements of the ionosphere by 
receiving a linear frequency-modulated continuous-wave (LFMCW) waveform from a 
network of down-range transmitter sites. Each array element, with its own direct-digital 
receiver, is analysed using standard chirp-sounder principles, which are outlined in this 
appendix for the wideband (ionogram) sweep. Analysis of the channel scattering 
function waveform is similar, except that the stretch processing described below is 
replaced by a range correlator (matched filter) and Doppler processing. The on-board 
code was largely adapted from DST Group’s existing DORS oblique incidence sounder 
(OIS) ionosonde, originally designed for omni-directional reception. Refer also to 
Ivanov et al. [2003] for the detailed history, principles and applications of chirp 
soundings to ionospheric research. 
The transmitted OIS signal (with quadratic phase) can be expressed as 
 𝑥𝑇(𝑡) = exp[𝑖Φ(𝑡)] = exp [𝑖 (2𝜋 (𝑓0𝑡 +
𝐾𝑡2
2
) + 𝜑𝑇)], (A.1) 
where 𝑓0 is the start frequency, 𝐾 is the sweep rate, and 𝜑𝑇 is a fixed but potentially 
unknown phase offset. 
Note that instantaneous sweep frequency 𝑓(𝑡) is related to the time-varying phase of the 






= 𝑓0 + 𝐾𝑡. (A.2) 
This is the standard equation for a linear sweep. 
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The received OIS signal on antenna element n for a single propagation mode (without 
regard for signal amplitude, phase distortions or noise) is 




+ 𝑓𝑖𝑑𝑡) + 𝜑𝑅,𝑛)], (A.3) 
where 𝑇𝑔,𝑛 is the group delay of the one-way ionospheric path to element n, 𝑓𝑖𝑑 is the 
ionospheric Doppler shift, and 𝜑𝑅,𝑛 is a fixed unknown phase offset. Both 𝑇𝑔,𝑛 and 𝑓𝑖𝑑 
are assumed to be constant for a suitably short coherent integration time (CIT) and a 
correspondingly narrow swept frequency interval. 
The local oscillator reference for receiver n is 




) + 𝜑𝐿𝑂,𝑛)], (A.4) 
where 𝑇𝐿𝑂,𝑛 is the preset local oscillator time offset (typically set to the ground range 
plus 1.6 ms for DORS), and 𝜑𝐿𝑂,𝑛 is a fixed unknown phase offset. 
Applying stretch processing, the deramped and down-converted (“raw data”) signal for 











+ 𝑓𝑖𝑑𝑡) + 𝜗𝑅,𝑛)], 
(A.5) 
where relative group delay 𝑇𝑔,𝑛
′ = 𝑇𝑔,𝑛 − 𝑇𝐿𝑂,𝑛, and fixed phase 𝜗𝑅,𝑛 = 𝜑𝑅,𝑛 − 𝜑𝐿𝑂,𝑛. 
The signal (“beat”) frequency is again the derivative of the time-varying phase of the 
complex exponential. From equation (A.5), 
 𝑓𝐵(𝑡) = −𝐾𝑇𝑔,𝑛
′ + 𝑓𝑖𝑑 . (A.6) 
Note that the beat frequency is negative for positive 𝑇𝑔,𝑛
′  and includes a Doppler 
coupling component; a negative 𝑓𝑖𝑑 increases the apparent group delay for a positive 
sweep rate. For now assume that 𝑓𝑖𝑑 = 0. 
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What is actually measured is a sampled (digitised) version of the down-converted signal 
in equation (A.5); i.e. 𝑦𝑅,𝑛[𝑡]. Technically on a direct digital receiver such as DORS, the 
down-converted signal is calculated directly from sampled signals 𝑥𝑅,𝑛[𝑡] and 𝑥𝐿𝑂,𝑛[𝑡]. 
Sampling noise is not modelled in the formula above. 
The OIS ionogram is formed by taking the discrete Fourier transform (DFT) of 𝑦𝑅,𝑛[𝑡] 
over a sequence of finite time intervals (CITs) corresponding to different segments of 
the sweep. Typically this is evaluated using the fast Fourier transform (FFT) algorithm, 





, where 𝑚 = 1,… ,𝑀, given 𝑀 time samples with sampling 
interval 𝑇𝑠. Note that in this context the frequencies of interest are on the scale of the 
beat frequency, not the wideband sweep frequency (i.e. Hz not MHz). 
Consider a particular ionogram bin for which the CIT includes the samples 𝑡𝑚 =




𝑓𝑏𝑤 = 𝐾(𝑀 − 1)𝑇𝑠 = 200 kHz for typical DORS processing. Excluding windowing 
and normalisation, for sake of simplicity, the DFT of 𝑦𝑅,𝑛[𝑡] is given by the following: 
 
𝑌𝑅,𝑛[𝑓] = ∑ 𝑦𝑅,𝑛[(𝑚 − 1)𝑇𝑠]
𝑀
𝑚=1
exp[−𝑖(2𝜋𝑓(𝑚 − 1)𝑇𝑠)] 







× ∑ exp[−𝑖(2𝜋(𝑓 + 𝐾𝑇𝑔,𝑛












1 − exp[−𝑖(2𝜋(𝑓 + 𝐾𝑇𝑔,𝑛
′ )𝑀𝑇𝑠)]
1 − exp[−𝑖(2𝜋(𝑓 + 𝐾𝑇𝑔,𝑛′ )𝑇𝑠)]
 










× exp[−𝑖𝜋𝑓(𝑀 − 1)𝑇𝑠]
sin(𝜋(𝑓 + 𝐾𝑇𝑔,𝑛
′ )𝑀𝑇𝑠)
sin(𝜋(𝑓 + 𝐾𝑇𝑔,𝑛′ )𝑇𝑠)
 











after applying the formula for the sum of a finite geometric series and simplifying in 












It is clear the amplitude of 𝑌𝑅,𝑛[𝑓] (ignoring normalisation) is maximised when 𝑓 =
𝑓𝐵 = −𝐾𝑇𝑔,𝑛
′ . In practice, because the FFT only samples this function at discrete 𝑓𝑚, 
there may be some scalloping loss. 
Now consider such measurements from across an array of 𝑁 elements, with a separate 
receiver per element. Express the group delay for element n in terms of a reference 
group delay for the array as a whole 𝑇𝑔 and a spatially varying delay offset 𝜏𝑛: 
 𝑇𝑔,𝑛 = 𝑇𝑔 + 𝜏𝑛. (A.8) 
Similarly, express the local oscillator time offset for receiver n in terms of a reference 
time offset 𝑇𝐿𝑂 and a receiver-dependent time offset 𝜐𝑛: 
 𝑇𝐿𝑂,𝑛 = 𝑇𝐿𝑂 + 𝜐𝑛. (A.9) 
The relative group delay for element n is given by the difference between the two: 
 𝑇𝑔,𝑛
′ = 𝑇𝑔
′ + 𝜏𝑛 − 𝜐𝑛,  where 𝑇𝑔
′ = 𝑇𝑔 − 𝑇𝐿𝑂 . (A.10) 
Hence, the ionogram bin at frequency 𝑓 = −𝐾𝑇𝑔
′ can be expressed as 
 
𝑌𝑅,𝑛[−𝐾𝑇𝑔






+ 𝜗𝑅,𝑛)] × psinc𝑀(2𝜋𝐾(𝜏𝑛 − 𝜐𝑛)𝑇𝑠) 𝐴𝑅[−𝐾𝑇𝑔
′], 
(A.11) 
where 𝐴𝑅[𝑓] incorporates all of the terms that are not spatially varying. 




signal wave vector 𝒌 = −
2𝜋
𝜆𝑐
[sin𝜃cos𝛽, cos𝜃cos𝛽, sin𝛽]𝑇 and element position vector 
𝒖𝑛 = [𝑥𝑛, 𝑦𝑛, 𝑧𝑛]
𝑇. Note that 𝜃 and 𝛽 are the azimuth and elevation of the signal with 
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respect to the receiver array (i.e. in the opposite direction to the signal wave vector 
itself). For a uniform linear array (ULA) along the x-axis with element spacing 𝑑, the 
position vector takes the simpler form 𝒖𝑛 = [𝑛𝑑, 0, 0]




The receiver-dependent components 𝜐𝑛 of the local oscillator time offsets are zero by 
default, but can also be configured to have a similar spatial variation as for the measured 




, where wave vector 𝒌0 defines some 
arbitrary reference direction. In practice, non-zero values of 𝜐𝑛 are most easily 
implemented by applying phase shifts after the fact to the down-converted signal 
(i.e. immediately prior to calculating the ionogram). This avoids having a different 
sounding schedule per element, and overcomes restrictions posed by the digital 
sampling limit on the amount by which the local oscillator can be shifted. 
Classical beamforming combines the 𝑁 receiver elements through multiplying and 
summing by a steering vector equal to (without any array tapering) 





For maximum beamformer output in the ULA case, where the array has been calibrated 
to remove the 𝜗𝑅,𝑛 terms (or phase-locked if running off a common timing source), the 
beamformer wave vector should be set to 𝒌′ = 𝒌 − 𝒌0 (where 𝒌0 is ordinarily 𝟎). After 
assembling the (complex) ionogram bins from each receiving element into vector 𝒀𝑅, 
this gives, for bin frequency 𝑓 = −𝐾𝑇𝑔




′],  where 𝒗 = [
exp (−𝑖2𝜋𝑓𝑐(𝜏1 − 𝜐1))
⋮
exp (−𝑖2𝜋𝑓𝑐(𝜏𝑁 − 𝜐𝑁))
] 
= 𝐴𝑅[−𝐾𝑇𝑔










(2𝜋𝐾(𝜏𝑛 − 𝜐𝑛)𝑇𝑠). 
(A.13) 
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≪ 1 (i.e. phase coherence), and (2) 𝐾(𝜏𝑛 − 𝜐𝑛)𝑀𝑇𝑠 ≪ 1 
(i.e. amplitude coherence). 
Note that with typical ELOISE parameters, namely 𝐾 = 250 kHz/s, 𝑇𝑔 and 𝑇𝐿𝑂 ≈ 10 ms 
(worst case for a 3000 km path), 𝜏𝑛 ≈ 1 μs and 𝜐𝑛 = 0 (worst case for a 300 m array at 
endfire), and 𝑀𝑇𝑠 ≈ 0.8 ms (typical DORS CIT for a 250 kHz/s sweep rate), the left-
hand side of requirement (1) should be no larger than ~0.025, but the left-hand side of 
requirement (2), the time-bandwidth product, could be as large as ~0.2. This is not ideal 
for phased array beamforming. 
To reduce the time-bandwidth product, it is possible to judiciously choose a reference 




𝑇 for the receiver-dependent 
time shifts 𝜐𝑛. For the ULA this becomes 𝜐𝑛 = −
𝑛𝑑sin𝜃0
𝑐
, and as such, 
 𝜏𝑛 − 𝜐𝑛 =
𝑛𝑑
𝑐
(sin𝜃0 − sin𝜃cos𝛽). (A.14) 
These time shifts “refocus” the array so that the effective boresight is now directed at 
the great circle OIS path azimuth 𝜃0, improving the narrowband assumption that 
underpins all phased array processing. Then in the worst case, where 𝜃0 and 𝜃 differ by 
say 10°, 𝜏𝑛 − 𝜐𝑛 ≈ 0.2 μs and the time-bandwidth product in requirement (2) is ~0.04. 
This will improve the performance of the beamformer, by keeping the processing in the 
narrowband regime. The left-hand side of requirement (1) will also reduce to some 
extent. 
In contrast, for an interferometric approach like the ELOISE AoA algorithm, using 
elemental phase angles only and ignoring amplitude, only requirement (1) applies 
(except where SNR becomes critically low). As such, the need to minimise the time-
bandwidth product is relaxed. However, in the interests of achieving the best phase 
precision possible, the use of a unique local oscillator time shift for each element and 
each path remains desirable. 
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Appendix B Imaging on the ELOISE array 
The ELOISE twin-arm receiving array was designed primarily to function as an 
interferometer for AoA estimation. However, as a sparse 2D array, the receiver-per-
element data can also be applied to imaging; that is, through the use of phased-array 
beamforming over the hemispheric field of view. A key advantage of such techniques is 
their ability to resolve multiple oblique propagation modes in the spatial domain. The 
purpose of this appendix is to illustrate some results from imaging on the ELOISE 
array, and highlight the implications of the array design on directional ambiguities and 
side-lobe performance. A basic understanding of phased-array beamforming techniques 
is assumed (see e.g. Pillai [1989], Krim & Viberg [1996] or Van Trees [2002]). 
For demonstration purposes, consider again the sample CSF dwell from Chapter 4; this 
is reproduced as a delay-Doppler map in Figure B.1, scaled in terms of the median 
power over all array elements. The left panel clearly shows three resolved peaks: the 
peak at 1490 km is the 1-hop F2-low mode, while the cluster of two peaks at 1630 km 
and 1660 km are the F2-high O- and X-modes, respectively. To better understand the 
spatial imaging characteristics of the array, the F2-low mode is initially isolated from 
the rest of the dwell, as shown in the right panel. All imaging results that follow use the 
complex CSF data on each antenna element after delay and Doppler processing, and are 
prior to the bearing and elevation corrections described in Chapter 5. 
Recall the layout of the ELOISE array in Figure B.2. Although each 10-element arm is 
a uniform linear array, the 2D array is by definition sparse and not symmetric; this was 
due to the availability of cleared land and other nearby infrastructure which constrained 
the footprint at Laverton. As such, there is fairly uneven and incomplete sampling of the 
different inter-element baselines, compared to the equivalent 10×10 filled array. This 
can be visualised in terms of the difference co-array [Hoctor & Kassam, 1990], shown 
in Figure B.3, which contains the horizontal displacements of all 19
2




Figure B.1. Sample CSF delay-Doppler image, used to evaluate imaging on the 
ELOISE AoA array. This same CSF dwell appears throughout Chapter 4 (e.g. Figure 
4.5) and was collected at 13.18 MHz on the 1383 km OIS path from Harts Range to 
Laverton. The left panel shows the median power over all 19 array elements, while the 
right panel has had masking applied to isolate just the 1-hop F2-low mode pixels. 
 
pair-wise combinations of elements (including with themselves). Since there are only 
191 unique baselines, some combinations occur more frequently than others, leading to 
an effective set of co-array weights for the untapered array, indicated by the coloured 
markers. 
The result of applying conventional (classical) phased-array beamforming over all 
bearing and elevation angles, without any taper, is the polar diagrams in the top row of 
Figure B.5. In the absence of a taper, each element has equal weighting going into the 
beamformer, and for a single primary mode with a high signal-to-noise ratio and near 
planar wavefront, this closely resembles the fundamental beam pattern. Not surprisingly 
the beams are quite broad, given that the aperture is only about 4 to 8 wavelengths long 
across each of the two arms, and the side-lobes are very high, only about 5 dB below the 
main-lobe, which will greatly compromise the ability to detect multiple sources. The 
latter issue comes down to the effective weights for the difference co-array, which in 
this case are rather harsh (not smoothly varying) and do little to control side-lobe levels. 
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Figure B.2. Layout of antenna elements in the local horizontal plane for the Laverton 




Figure B.3. Difference co-array for the ELOISE array layout in Figure B.2. The 
markers are colour-coded according to the relative occurrences of each inter-element 
baseline, which represent a set of co-array weights for the untapered array. 
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Figure B.4. Alternative co-array weighting scheme, designed to suppress side-lobes. 
This is based on a Dolph-Chebyshev window function with 30 dB side-lobe attenuation. 
Note that certain baselines are missing (i.e. effectively zeroed) due to the asymmetric 
shape of the array; this will degrade the ideal side-lobe performance. 
 
There are two global maxima in the top left panel of Figure B.5: one peak, in the north-
eastern quadrant, represents the main-lobe or true signal direction (with an approximate 
bearing of 68 °T and elevation of 17°), while the other peak, in the south-eastern 
quadrant, is a grating lobe ambiguity, caused by spatial undersampling of the array. The 
two are distinguished using the known great circle path bearing (dashed radial line) and 
the predicted spread in equivalent elevation angles for the oblique ground range, as 
described in Section 4.2.2.1. An enlarged plot of the main-lobe is presented in the top 
right panel. Note that both the beamwidth and position of the grating lobe(s) are 
dependent on frequency, which in this case was 13.18 MHz. 
Applying the standard ELOISE AoA estimation algorithm from Section 4.2.2 gives the 
peak signal direction indicated by the black circle marker; this is computed as a power-
weighted mean of AoA estimates from all the unmasked pixels in Figure B.1, each 
plotted as a black cross in the enlarged (top right) panel. Clearly the agreement between 




Figure B.5. Polar AoA images showing the results of conventional beamforming with 
two different weighting schemes. In the top row, the array elements are untapered, 
which corresponds to the effective co-array weights shown in Figure B.3. In the bottom 
row, an alternative set of co-array weights from Figure B.4 were adopted to suppress 
side-lobes. The centre of each circular image represents the zenith, and the outer edge 
the horizon, with dashed lines of concentric circles marking each 10° elevation 
increment. The great circle path bearing for the Harts Range transmitter (67 °T) is 
shown by a further radial dashed line. Each image is enlarged on the right, to focus on 
the region surrounding the main-lobe peak, with the black cross and circle markers 
representing individual and averaged AoA estimates, respectively, derived as part of 
the standard ELOISE on-board processing. 
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mode. Therefore, in this case, there is no obvious benefit to be gained from the extra 
computational effort of beamforming, peak detection, and peak fitting, compared with 
just a planar fit to the phase angle measurements. 
An alternative conventional beamformer, constructed in the co-array domain with the 
modified weighting scheme in Figure B.4, was implemented to produce the bottom row 
of polar diagrams in Figure B.5. For a sparse 2D array, this amounts to a form of 
aperture synthesis. Note that the weights themselves were not optimised in any rigorous 
way; they were merely selected to exemplify the benefits of using the difference co-
array for beamforming on a sparse array. In this case, the highest side-lobe is now over 
8 dB below the main-lobe, which by no means great, is nevertheless an improvement 
over the untapered array. 
While there is little doubt as to the effectiveness of the ELOISE AoA estimation 
algorithm for a single mode resolved in delay and Doppler, imaging techniques have the 
potential to deliver value by providing an additional (spatial) dimension to support 
mode resolvability. Unfortunately, the size of the ELOISE array aperture and, thus, the 
widths of the conventional beams at typical oblique incidence elevation angles are 
poorly suited to resolving even F2 low- and high-ray modes (separated by ~14° in this 
example), let alone O and X geomagnetic components. It is for these kinds of problems 
that high-resolution adaptive processing techniques offer promise; leading candidates 
include the optimal Minimum Variance Distortionless Response (MVDR) beamformer 
[Capon, 1969], and subspace-based methods, such as the Multiple Signal Classification 
(MUSIC) algorithm [Schmidt, 1986]. Many studies have previously compared the 
relative merits of these different techniques (as summarised in Krim & Viberg [1996]) 
and these will not be addressed here. 
The challenge with any such high-resolution technique is constructing a robust estimate 
of the signal-plus-noise covariance matrix from the outputs of each array element 
(receiver). In using the full delay and Doppler resolution of the CSF dwell, there are 
very few samples to work with and, as these are mostly a product of spectral leakage, 
they are not independent. For instance, in Figure B.1, there are just 16 unmasked pixels 
(samples) characterising the F2-low mode, so with 19 elements, an average over these 
samples cannot produce a full-rank covariance matrix estimate. Time-averaging, under 
the assumption of stationarity, can potentially be employed to overcome this, but to do 
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so requires the coherent integration time of the fixed-length CSF dwell to be reduced, 
sacrificing Doppler resolution. 
Figure B.6 gives polar diagrams for the MVDR beamformer (top row) and MUSIC 
algorithm (bottom row), for the same data as in Figure B.5. Owing to the rank-deficient 
covariance matrix estimate, regularisation (diagonal loading) was necessary to gain 
meaningful results from the MVDR beamformer and, by its very nature, this raises the 
apparent white noise background. In the process of nulling the highly correlated side-
lobe structure, it appears the peak power in the MVDR image has also been suppressed 
to some extent. Again, the peak position is consistent with the standard (phase-only) 
AoA approach. Results are similar for the MUSIC pseudo-spectrum, assuming just one 
signal source (𝑝 = 1). 
Introducing now all three distinct F2 propagation modes from Figure B.1 into the 
processing, the MVDR and MUSIC output is shown in Figure B.7. The MUSIC 
algorithm uses knowledge of the additional signal components (𝑝 = 3), which can also 
be deduced from the eigenspectrum of the covariance matrix estimate. Of course, this is 
a rather contrived example, as separation of the F2-low and F2-high modes is routinely 
possible based on the delay dimension alone. However, the results do demonstrate a 
modest ability to resolve signals in the spatial dimension, despite the fact that the high-
ray O- and X- components (separated by only ~3° in elevation) remain indistinguishable 
in the image. It is interesting to also note a shift in the position of the F2-low peak 
output by MUSIC. 
One avenue that has not been explored is the use of a Bayesian framework for adaptive 
beamforming. As described in Bell et al. [2000], this can take the form of a weighted 
sum of MVDR beamformers, incorporating a known a priori probability density 
function that characterises the uncertainty in the signal source direction. For the HF 
radar application, assembling such a function would need to take into account details of 
ionospheric variability, so long-term ionosonde observations would likely be well-
suited to such a study. This is acknowledged as an area of future work. 
In conclusion, preliminary results from imaging on the ELOISE array have revealed 
limitations in the array geometry that may be difficult to overcome for direction finding 
applications. Impressions are that the spatial domain offers very little in terms of extra 
resolvability of one-way oblique modes compared to the delay and Doppler dimensions 
 278 
that are already used in the standard ELOISE on-board processing, and many of these 
imaging techniques may be less robust and more computationally expensive. Should 
further experimentation be possible, other sparse 2D array geometries, such as circular 
or elliptical arrays (e.g. Kozick & Kassam [1992]), and/or larger apertures may prove to 
be better candidates for imaging purposes. 
 
 
Figure B.6. Polar AoA images showing the results of the regularised MVDR 




Figure B.7. As in Figure B.6, but with both F2 low- and high-ray modes combined. 
Standard AoA estimates for each of three modes, indicated by the black cross and 
circle markers, are resolved using the CSF delay and Doppler dimensions only. 
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Appendix C Near-field extension to AoA fitting 
For direct line-of-sight propagation from a near-field source, the wave vector varies 
over the array aperture and defines a spherical wavefront to first order. As such, the 
standard planar fitting approach for AoA estimation from Section 4.2.2, applicable to 
far-field (sky-wave) sources, is no longer appropriate. Assuming free space propagation 
from a source at 𝒓𝑠 = [𝑥𝑠, 𝑦𝑠, 𝑧𝑠]
𝑇, with phase path 𝑃 equal to the geometric path length, 
the spherical function of position vector 𝒓 = [𝑥, 𝑦, 𝑧]𝑇 can be written in the following 
form: 





= ‖𝒓 − 𝒓𝑠‖
2 = (𝑥 − 𝑥𝑠)
2 + (𝑦 − 𝑦𝑠)
2 + (𝑧 − 𝑧𝑠)
2, (C.1) 
where Φ = −(𝜑 + 𝜑ref) is the (unwrapped) total phase change along the path, for some 
unknown reference phase angle 𝜑ref common to all relative phase angles 𝜑. The 
negative sign reflects the fact that the measured phase 𝜑 decreases (i.e. phase lags) as 
the path length from the source increases (cf. the negative sign in the −𝑖2𝜋𝑓𝑇𝑔,𝑛
′  
exponent of equation (A.5) from Appendix A). 
This can be rewritten in terms of vector dot products as 






(𝒓 ⋅ 𝒓 − 2𝒓 ⋅ 𝒓𝑠 + 𝒓𝑠 ⋅ 𝒓𝑠). (C.2) 
At the origin (i.e. 𝒓 = 𝟎), equation (C.2) reduces to 





where 𝑟𝑠 = √𝑥𝑠
2 + 𝑦𝑠
2 + 𝑧𝑠
2. If the source position 𝒓𝑠 is known, and phase angle 𝜑0 
estimated from a preliminary planar fit, then 𝜑ref can be determined. 
Inserting equation (C.3) and the wave vector at the origin 𝒌0 =
2𝜋
𝜆
?̂?𝑠 (for unit vector 
?̂?𝑠 ≡ 𝒓𝑠 𝑟𝑠⁄ ) back into equation (C.2) gives the following: 






𝑟2 + 2(𝜑0 + 𝜑ref)(𝒌0 ⋅ 𝒓) + (𝜑0 + 𝜑ref)
2, (C.4) 
or equivalently, 










Thus, for array element 𝑛, 
 𝒌0 ⋅ 𝒓𝑛 = 𝜑𝑛
∗ − 𝜑0, (C.6) 













that for far-field sources, as 𝑟𝑠 → ∞, 𝜑ref → −∞ and 𝜑𝑛
∗ → 𝜑𝑛; i.e. equation (C.6) 
reverts to defining a standard planar wavefront. 
The planar wavefront fit from Section 4.2.2 can thus be generalised to a spherical 
wavefront fit by solving the least-squares problem in an iterative fashion with a 
“corrected” phase field across the array. At each step, the measured phase angles are 
effectively flattened into a plane, using the previous AoA estimate, to which the 
standard (planar) least-squares fit yields an updated AoA estimate. This process is 
repeated until the fitted parameters converge to within some predefined tolerance. 
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Appendix D JORN ionospheric profile 
parameterisation 
The Jindalee Operational Radar Network (JORN) comprises three sky-wave over-the-
horizon radars in central Australia. It relies on a Real-Time Ionospheric Model (RTIM) 
for waveform advice and coordinate registration of targets, which assimilates data from 
a dense network of vertical and oblique incidence sounders. The inputs to the RTIM are 
the automatically-scaled electron density profiles from the sounder network, 
parameterised as a sequence of multiple quasi-parabolic (QP) segments representing 
each 1-hop mid-point. The output is a set of spatial maps for each of the profile 
parameters, in a form suitable for either analytical or numerical ray tracing. Sporadic-E 
is handled separately based on a sector model of mirror reflectors. The D layer is 
omitted from the profile altogether, noting that non-deviative absorption effects can be 
modelled alongside the ray tracing if required (e.g. Pederick & Cervera [2014]). 
The QP layer formulation and ray path integrals were originally developed by Croft & 
Hoogasian [1968] and later generalised to multi-segment QP (MQP) profiles by Hill 
[1979], Dyson & Bennett [1988], Chen et al. [1990], and Bennett et al. [1991]. The 
advantage of QP layers over parabolic layers is the fact that exact analytical ray 
equations exist for a spherical Earth geometry. The JORN parameterisation is a 
constrained form of the MQP profile, which includes inverted joining segments but no 
valleys; that is, the electron density is assumed to be monotonically increasing with 
height. It also imposes geophysical limits on the E, F1 and F2 layer parameters and the 
amount of overlap between layers to ensure a valid and realistic profile shape. 
The JORN MQP profile building rules [Gardiner-Garden et al., 2018], described in 
further detail below, reduce the number of independent profile parameters to just ten, as 
listed in Table D.1. These are the critical frequencies, peak heights (radii), and semi-
thicknesses for each of the three QP layers (E, F1 and F2), along with a single index 
defining the start point of the F2 join. The F1 join has its start point fixed to the peak of 
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Here 𝑓𝑐 is the peak (critical) frequency, ℎ𝑚 is the peak height, and 𝑦𝑚 is the semi-
thickness of the layer. The factor of (𝑟0/𝑟(ℎ))
2, which distinguishes the QP layer from 
the true parabolic layer, is the squared ratio of the Earth-centred radius at the bottom of 
the layer (i.e. 𝑟0 = ℎ0 + 𝑅𝐸, where ℎ0 = ℎ𝑚 − 𝑦𝑚 and 𝑅𝐸 is the spherical Earth radius) 
and the radius at the current height (i.e. 𝑟(ℎ) = ℎ + 𝑅𝐸). 
Note that electron density 𝑁𝑒 (in m
-3
) is directly proportional to the square of the 
(electron) plasma frequency 𝑓𝑝 (in MHz): 









where 0 is the permittivity of free space, 𝑚𝑒 is the electron rest mass, and 𝑒 is the 
elementary charge of an electron. 
Adopting the notation in Dyson & Bennett [1988], the QP layer from equation (D.1) can 
also be represented as 
 𝑓𝑝(ℎ)






where 𝑎 = 𝑓𝑐
2 and 𝑏 = 𝑓𝑐
2(𝑟0/𝑦𝑚)
2 are coefficients describing the vertex and curvature 
of the layer, respectively. This is the form that will be used in the JORN profile 
description that follows. 
The JORN MQP profile consists of three QP layer segments, representing E, F1 and F2, 
and three QP join segments (i.e. inverted QP layers), smoothly connected to give a 
continuously differentiable function from the base of the E layer to the peak of the F2 
layer. The formal definition in equation (D.4) below is illustrated for a sample set of 





















,  for  𝑟𝑖0 ≤ 𝑟 < 𝑟𝑗0 (E join),





,  for  𝑟𝑗0 ≤ 𝑟 < 𝑟𝑖1 (E layer),





,  for  𝑟𝑖1 ≤ 𝑟 < 𝑟𝑗1 (F1 join),





,  for  𝑟𝑗1 ≤ 𝑟 < 𝑟𝑖2 (F1 layer),





,  for  𝑟𝑖2 ≤ 𝑟 < 𝑟𝑗2 (F2 join),













The three physical layer segments are defined by their respective critical frequencies, 
peak heights, and semi-thicknesses, which map to the QP coefficients for E, F1 and F2 
layers as follows: 
 
𝑎𝐸 = 𝑓cE
2 ,  𝑎𝐹1 = 𝑓cF1
2 ,  𝑎𝐹2 = 𝑓cF2
2  
















(curvature coefficients of E, F1 and F2 layers), 
(D.6) 
 
𝑟mE = ℎmE + 𝑅𝐸 ,  𝑟mF1 = ℎmF1 + 𝑅𝐸 ,  𝑟mF2 = ℎmF2 + 𝑅𝐸  
(radii of E, F1 and F2 layers). 
(D.7) 
By matching adjacent layer and join segments, and their gradients, at each of the join 
points, the equations for the QP join coefficients can easily be derived. In the majority 
of cases, a valid solution for each join segment exists, although in certain cases 
adjustment of the E, F1 or F2 layer parameters may be necessary. This can occur if the 
E/F1/F2 critical frequencies and heights do not form an increasing sequence, if there is 
too much overlap to construct a join, or if a join would otherwise be excessively large. 
A series of checks and corrections ensures that a valid profile will always be generated, 
and that smoothly varying input parameters result in smoothly varying output, to a level 
of precision suitable for numerical optimisation. 
The E join starts at the vertex of the inverse QP segment, where 𝑓𝑝 = 0 and 𝑟 = 𝑟mj0. 
The following QP coefficients are defined: 
 𝑎𝑗0 = 0  (vertex coefficient of E join), (D.8) 
 𝑟mj0 = 𝑟mE − 1.2𝑦mE  (radius of E join vertex), (D.9) 
 𝑟𝑖0 = 𝑟mj0  (radius of lower E join point). (D.10) 
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The radius of the upper E join point 𝑟𝑗0 and the curvature coefficient of the E join 𝑏𝑗0 
can then be derived by applying the continuity conditions stated above (cf. equation (7) 

























(curvature coefficient of E join). 
(D.12) 
Similar equations apply to the F1 join, which starts at the E layer peak with 𝑓𝑝 = 𝑓cE and 
𝑟 = 𝑟mj1 = 𝑟mE: 
 𝑎𝑗1 = 𝑎𝐸   (vertex coefficient of F1 join), (D.13) 
 𝑟mj1 = 𝑟mE  (radius of F1 join vertex), (D.14) 
 𝑟𝑖1 = 𝑟mj1  (radius of lower F1 join point), (D.15) 
 
𝑟𝑗1 = 𝑟mF1𝑏𝐹1 (
𝑟mF1
𝑟mj1




(radius of upper F1 join point), 
(D.16) 
 







(curvature coefficient of F1 join). 
(D.17) 
The final F2 join differs in construction from the E and F1 joins, in that the segment 
may start below the F1 layer peak. As such, the F1 segment may only consist of an 
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inflection in the profile, rather than a distinct peak. The arbitrary lower join point is 
controlled by the 𝑞 index, which is normalised to vary from 0 (corresponding to a larger 
join segment starting at 𝑟 = 𝑟𝑖2,min) to 1 (corresponding to a smaller join segment 
starting at 𝑟 = 𝑟mF1). Lower values of 𝑞 will tend to produce weaker cusps in the 
synthetic ionogram traces, especially when there is significant overlap between the F1 
and F2 layers. The starting point of the F2 join is defined by 
 
𝑟𝑖2 = 𝑟𝑖2,min + 𝑞(𝑟mF1 − 𝑟𝑖2,min) 
(radius of lower F2 join point). 
(D.18) 
Note that 𝑟𝑖2,min is the lowest possible join point to which an inverse QP function can be 
fitted; this corresponds to a near-linear F2 join segment. The maximum possible join 
point 𝑟𝑖2,max may be less than 𝑟mF1 if the F1 peak is engulfed by the F2 layer (e.g. during 
the night), in which case the maximum valid 𝑞 will be less than 1. 
With 𝑟𝑖2 specified, the unique F2 join is then the solution of four simultaneous equations 
in 𝑎𝑗2, 𝑏𝑗2, 𝑟mj2 and 𝑟𝑗2 (from continuity conditions evaluated at 𝑟𝑖2). The first step is to 








(radius of F2 join vertex), 
(D.19) 
where 
𝐴 = 𝑎𝐹1 − 𝑎𝐹2 − 𝑏𝐹1 + 𝑏𝐹2 + (𝑎𝐹1 − 𝑎𝐹2 − 𝑏𝐹1)𝑏𝐹2𝛾/𝑏𝐹1𝛼
+ (𝑎𝐹2 − 𝑎𝐹1 + 2𝑏𝐹1 − 𝑏𝐹2)𝛽 − 𝑏𝐹1𝛽
2 + 𝑏𝐹2𝛾
2, (D.20) 











































(curvature coefficient of F2 join), 
(D.26) 











(vertex coefficient of F2 join). 
(D.27) 
Unlike the vertex coefficients for the other layers and joins, 𝑎𝑗2 may be negative. 
It is important to note that, being a monotonically increasing profile with a fixed 
number of layers, the F1 segment persists through the night in the JORN 
parameterisation, even though a separate F1 layer is unlikely to exist in reality. 
However, the JORN profile building rules are such that the night-time (pseudo) F1 layer 
can be increased in height to maximise F1/F2 overlap and minimise the extent of the F2 
join; thus, it ultimately has very little effect on the synthetic ionogram traces. 
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Appendix E Ionospheric response to atmospheric 
gravity waves 
Travelling ionospheric disturbances (TIDs) are most commonly thought to be the 
ionospheric response to atmospheric gravity waves (AGWs), which frequently 
propagate up to the thermosphere from sources at lower altitudes. In a series of seminal 
papers, Hooke [1968; 1970] applied a linearised perturbation approach, with careful 
consideration given to each of the ion production, chemical loss and transport effects, to 
derive the governing physical equations for the dynamics and propagation of TIDs. In 
the F2 region, it is the collisional interactions of ions with neutral gas motions that 
dominate, leading to a simplified form of these equations which is outlined here, along 
with specific model implementation details relating to the ELOISE analysis. This has 
been adapted from earlier work by Cervera & Harris [2014], using code provided by 
these authors as a starting point. A full discussion of the assumptions and limitations 
can be found in Section 7 of Hooke [1968]. 
The fundamental dispersion relation for acoustic-gravity waves, relating the (intrinsic) 
angular wave frequency 𝜔 to the horizontal and vertical wave numbers 𝑘ℎ and 𝑘𝑧, is 
given by [Hines, 1960, eq. (14); Kelley, 2009, eq. (6.3)] 
 𝜔4 − 𝜔2𝑐𝑎
2(𝑘ℎ
2 + 𝑘𝑧
2) + (𝛾 − 1)𝑔2𝑘ℎ
2 + 𝑖𝛾𝑔𝜔2𝑘𝑧 = 0, (E.1) 
where 𝑐𝑎 is the speed of sound, 𝛾 is the ratio of specific heats, and 𝑔 is the acceleration 
due to gravity. The assumptions involved are described by Kelley [2009, ch. 6.2]. 
In terms of the neutral atmospheric scale height 𝐻 ≡ 𝑐𝑎
2 𝛾𝑔⁄  [Hines, 1960, eq. (12)] and 





















= 0. (E.2) 
In practice, the scale height at the path midpoint is calculated based on the standard 
formula 𝐻 = 𝑘𝐵𝑇 ?̅?𝑔⁄ , in which 𝑘𝐵 is the Boltzmann constant, using temperature 𝑇 and 
mean molecular mass ?̅? derived from the NRLMSISE-00 reference model [Picone et 
al., 2002]. The ratio of specific heats 𝛾 ≡ 𝑐𝑝 𝑐𝑣⁄  (i.e. between the specific heat of dry air 
at constant pressure 𝑐𝑝 and that at constant volume 𝑐𝑣) is interpolated from the look-up 
table in Hilsenrath et al. [1955] and is approximately equal to 1.4. The speed of sound 
and Brunt-Väisälä frequency follow from the definitions above. 
On the assumption that 𝑘ℎ is real, this implies 𝑘𝑧 is complex; i.e. 𝑘𝑧 = 𝑘𝑧𝑟 + 𝑖𝑘𝑧𝑖. 
Inserting this into equation (E.2) and solving for the real and imaginary components 
gives [Hines, 1960, eq. (21)] 










 𝑘𝑧𝑖 = 1 2𝐻⁄ , (E.4) 
where the acoustic cut-off frequency 𝜔𝑎 ≡ 𝑐𝑎 2𝐻⁄ . Note that the value of 𝑘𝑧𝑖 above is 
purely a growth factor and allows for no dissipation (e.g. due to molecular viscosity, 
thermal diffusion and ion drag); 𝑘𝑧𝑖 can be reduced to partially compensate for the 
effects of dissipation if required. The following modified expression was applied to the 
ELOISE analysis, with the dissipation factor 0 ≤ 𝛿 ≤ 1 typically assigned a value of 
0.3 based on previous work by Dr Manuel Cervera: 
 𝑘𝑧𝑖 = (1 − 𝛿) 2𝐻⁄ . (E.5) 
For internal atmospheric gravity waves with 𝜔 < 𝜔𝐵 < 𝜔𝑎, equation (E.3) reduces to 
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− 1. (E.6) 
The wave solution in 3D space and time, which governs the neutral atmospheric 
motions (wind velocities), takes the following form [Hooke, 1970, eq. (1)]: 
 𝒖(𝒓, 𝑡) = 𝑢(𝒓, 𝑡)?̂? = 𝑈0exp (𝑘𝑧𝑖(𝑧 − 𝑧0)) exp(𝑖(𝜔𝑡 − 𝒌𝑟 ⋅ 𝒓 + 𝜑0))?̂?, (E.7) 
where 𝑈0 = 𝑈(𝑧0) is the magnitude of the wind variation at reference height 𝑧0 (taken 
to be 250 km in the ELOISE analysis), and ?̂? is a constant unit vector along the axis of 
motion. In this local East-North-Up (ENU) Cartesian coordinate system,  𝒓 = [𝑥, 𝑦, 𝑧]𝑇 
is the position vector, 𝑡 is the time, and 𝒌𝑟 = [𝑘𝑥, 𝑘𝑦, 𝑘𝑧𝑟]
𝑇 is the real 3D wave vector 
(separating out 𝑘𝑧𝑖). For a given wave azimuth 𝜃, measured clockwise from True North, 
and forward tilt angle 𝜓 = atan(−𝑘𝑧𝑟 𝑘ℎ⁄ ) ≈ atan (√𝜔𝐵
2 𝜔2⁄ − 1), measured between 
the direction of phase propagation and the local horizontal, 𝑘𝑥 = 𝑘ℎ sin 𝜃  , 𝑘𝑦 =
𝑘ℎ cos 𝜃  and ?̂? = [sin 𝜃𝜒 sin𝜓 , cos 𝜃𝜒 sin𝜓 , cos𝜓]
𝑇. By definition, ?̂? ⊥ 𝒌𝑟 for such a 
transverse wave. 
At this point, it is worth noting that the curvature of the Earth and ionosphere can be 
included to first order by letting 𝑥 and 𝑦 represent great circle distances to the East and 
North, respectively, at reference height 𝑧0 above a spherical Earth. 
Travelling ionospheric disturbances are created primarily by ion motion under the 
influence of ion-neutral collisions and the geomagnetic field (Lorentz forcing). On this 
basis, the ion drift velocities due to the neutral winds are given by [MacLeod, 1966, 
eq. (5); Hooke, 1970, eq. (2)] 




2 ?̂? + 𝜌𝑖𝑛?̂? × ?̂? + (?̂? ⋅ ?̂?)?̂?), (E.8) 
where 𝜌𝑖𝑛(𝑧) ≡ 𝜈𝑖𝑛 𝜔𝑖⁄  is the normalised ion-neutral collision frequency (i.e. the ratio 
of the collision frequency 𝜈𝑖𝑛 to the ion gyrofrequency 𝜔𝑖), and ?̂? is a unit vector in the 
direction of the geomagnetic field. Note that 𝑢(?̂? ⋅ ?̂?) ≠ 𝒖 ⋅ ?̂? in general, as 𝒖 includes a 
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complex phase component that should not be conjugated as part of the inner product; to 
make this explicit, the notation above deviates slightly from Hooke [1970] and only 
includes the real ?̂? in the inner product. 
The ion-neutral collision frequency 𝜈𝑖𝑛 can be calculated using the formula from Davies 
et al. [1997, eq. (9)], modelling the collisions between an ionosphere comprising NO
+
, 
and a neutral atmosphere comprising N2, O2 and O, with densities given by 
NRLMSISE-00. The NO
+
 gyrofrequency 𝜔𝑖 = 𝑞𝑖𝐵0 𝑚𝑖⁄  is calculated using ion charge 
𝑞𝑖 = 1.602 × 10
−19 C, and ion mass 𝑚𝑖 = 30 amu = 4.98 × 10
−26 kg. The magnitude 
of the geomagnetic field 𝐵0 is derived from the International Geomagnetic Reference 
Field (IGRF) with 2015 coefficients [Thébault et al., 2015]. 
The value of 𝜌𝑖𝑛 decays exponentially with height, being of the order of 1–10 in the E 
region [MacLeod, 1966], but close to zero in the F region. At lower altitudes, the first 
term on the right-hand side of equation (E.8) dominates, resulting in 𝒖𝑖 ≈ 𝒖; i.e. the ion 
and neutral wind velocities are approximately the same. At higher altitudes, the third 
term dominates, and ion motion is restricted to the direction of the geomagnetic field. 
Divergence of the ion motion leads to electron density perturbations, on the assumption 
that the electrons move in tandem with the positive ions due to ambipolar diffusion 
[Francey, 1963]. Given a background (unperturbed) electron density distribution 
𝑁𝑒0(𝒓), which may be as simple as a spherically-symmetric profile, the perturbations 
can be represented to first order by [Hooke, 1970, eq. (4)] 
 𝑁𝑒
′(𝒓, 𝑡) = 𝑖𝜔−1𝛁 ⋅ (𝑁𝑒0𝒖𝑖) = 𝑖𝜔
−1(𝒖𝑖 ⋅ 𝛁𝑁𝑒0 + 𝑁𝑒0𝛁 ⋅ 𝒖𝑖). (E.9) 
This is just a statement of the continuity equation, assuming production and loss terms 
are in equilibrium. The gradient of 𝑁𝑒0, which appears in the first term on the right-hand 
side of equation (E.9), is dominated by its vertical component. In the absence of strong 
horizontal gradients (e.g. around the dawn/dusk terminators), it is reasonable to make 
the following approximation: 





The divergence of 𝒖𝑖, which appears in the second term on the right-hand side of 
equation (E.9), can be expanded out using the product rule: 
 𝛁 ⋅ 𝒖𝑖 = 𝛁𝑢 ⋅ (
𝒖𝑖
𝑢



































+ (2𝜌𝑖𝑛?̂?𝑧 + ?̂?𝑥?̂?𝑦 − ?̂?𝑦?̂?𝑥)). 
(E.13) 
Inserting equations (E.10)–(E.13) back into equation (E.9) gives 
 𝑁𝑒
′(𝒓, 𝑡) ≈ 𝑖𝜔−1 (𝑢𝑖𝑧
𝜕𝑁𝑒0
𝜕𝑧
+ 𝑁𝑒0𝛁 ⋅ 𝒖𝑖), (E.14) 
where 
 







(−2𝜌𝑖𝑛𝑢𝑖𝑧 + 𝑢(2𝜌𝑖𝑛?̂?𝑧 + ?̂?𝑥?̂?𝑦 − ?̂?𝑦?̂?𝑥)). 
(E.15) 
In short, equation (E.14) expresses the ionospheric electron density perturbation in 
terms of the AGW frequency and wave vector, along with the background geomagnetic 
field, ion-neutral collision frequency, and electron density distribution. In the F region, 
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the normalised collision frequency 𝜌𝑖𝑛 ≪ 1. Setting both 𝜌𝑖𝑛 ≈ 0 and 
𝜕𝜌𝑖𝑛
𝜕𝑧
≈ 0 reduces 
equation (E.8) to 
 𝒖𝑖(𝒓, 𝑡) ≈ 𝑢(𝒓, 𝑡)(?̂? ⋅ ?̂?)?̂?, (E.16) 
and equation (E.14) to the standard approximation presented by Hooke [1968, eq. (50)]: 
 
𝑁𝑒
′(𝒓, 𝑡) ≈ 𝑖𝜔−1 (𝑢𝑖𝑧
𝜕𝑁𝑒0
𝜕𝑧
+ 𝑁𝑒0 (𝑘𝑧𝑖𝑢𝑖𝑧 − 𝑖𝑢(?̂? ⋅ ?̂?)(𝒌𝑟 ⋅ ?̂?))) 
= 𝑖𝜔−1𝑢𝑏 (sin 𝐼 (
𝜕𝑁𝑒0
𝜕𝑧
+ 𝑁𝑒0𝑘𝑧𝑖) − 𝑖𝑁𝑒0𝑘𝑏𝑟), 
(E.17) 
where 𝑢𝑏 = 𝑢(?̂? ⋅ ?̂?) and 𝑘𝑏𝑟 = 𝒌𝑟 ⋅ ?̂? are the components of 𝒖 and 𝒌𝑟, respectively, in 
the direction of the geomagnetic field, and 𝑢𝑖𝑧 ≈ 𝑢(?̂? ⋅ ?̂?)?̂?𝑧 = 𝑢𝑏sin 𝐼 from equation 
(E.16). Such a form is well suited to TID model simulations. Here 𝐼 is the geomagnetic 
inclination (dip angle), defined in the same sense as Hooke [1968]; that is, positive in 
the Southern Hemisphere (contrary to the usual convention). Note that equation (E.16) 
implies all ion motion is constrained to the geomagnetic field lines under this 
approximation, unlike the more general equation (E.8). The factor of 𝜔−1 means that 
the ionospheric response to larger-scale AGWs is greater than smaller-scale AGWs. 
Naturally it is the real part of 𝑁𝑒
′(𝒓, 𝑡) in equations (E.14) and (E.17) that is of practical 
use and which has been used in this thesis to produce synthetic “observables” via ray 
tracing through realistic ionospheric perturbations. Full 3D magneto-ionic ray tracing is 
carried out in WGS-84 coordinates, using the PHaRLAP toolbox developed by 
Dr Manuel Cervera [Cervera & Harris, 2014; Cervera, 2019]. Rays are fired off from 
the transmit site through a grid of triangulated vertices on a unit sphere, to give a 
uniform distribution in solid angle that spans all feasible path directions. Total 
absorption loss through the D and E regions is estimated using the method of George & 
Bradley [1974], while deviative absorption above the E layer is calculated by 
integrating the imaginary component of the complex wave number along the ray path 
[Davies, 1990, eq. (7.14); Pederick & Cervera, 2014; Zawdie et al., 2017]. The latter 
makes use of an empirical expression for the electron-neutral collision frequency as a 
function of height [Coleman, 1997]. 
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Those ray triplets found to straddle the receive site are linearly interpolated from the 
Delaunay triangulation [Press et al., 2007] to yield the synthetic observables. 
Focusing/defocusing losses were calculated from the PHaRLAP outputs using the 
effective distance method outlined in Davies [1990, ch. 7.3], but with ray flux tubes of 
triangular cross-section; see Nickisch [1988] and Västberg & Lundborg [1996] for more 
details. Direct comparisons of path losses estimated by such methods against oblique 
HF propagation measurements have been carried out by Netherway & Gardiner-Garden 
[2015]. 
Note that in the computational form given by Hooke [1968, eq. (51)], the sin 𝐼 term is 
pulled out of the amplitude factor, which in effect adds an extra 180° phase shift in the 
Northern Hemisphere. Hooke appears to cancel this out by adopting a strictly positive 
value for 𝑈𝑏0 = 𝑈𝑏(𝑧0) = 𝑈0 (?̂? ⋅ ?̂?(𝑧0)), which would otherwise be negative for most 
latitudes in the Northern Hemisphere. However, this approach becomes problematic 
more generally, including in the Southern Hemisphere, so to avoid confusion and 
preserve the phase relationship between the AGW and TID, equations (E.14) and (E.17) 
are chosen as the preferred form for calculating the electron density perturbation. 




− atan2 (𝑢𝑏𝑁𝑒0𝑘𝑏𝑟,  𝑢𝑏 sin 𝐼 (
𝜕𝑁𝑒0
𝜕𝑧
+ 𝑁𝑒0𝑘𝑧𝑖)), (E.18) 
where atan2(𝑦, 𝑥) represents the four-quadrant arctangent. This varies by up to ±90° in 
the vertical dimension [Hooke, 1970]. 
The forward tilt angle of the TID phase-front, which is not the same as the 
corresponding AGW tilt angle 𝜓 = atan(−𝑘𝑧𝑟 𝑘ℎ⁄ ) due to the second height-varying 
term in equation (E.18), is then given by [Morgan & Calderón, 1978; Ballard, 1981] 










Given a discretely sampled electron density field, the derivative of the phase offset in 
equation (E.20) is estimated as a centred finite difference at each height. 
For a typical 20 min MSTID period at mid-latitudes, both AGW and TID tilt angles are 
of the order of 45° at F2 heights [Hines, 1960; Davies & Jones, 1971; Clarke, 1972, 
p. 267], while for longer period LSTIDs this can increase up to around 80°; that is, such 
that the phase propagation direction is more vertical and phase-fronts more horizontal. 
The tilt angle tends to decrease with height through the F2 region, and for magnetic dip 
angles over Australia, the TID tilt angle will usually be a little larger than that of the 
forcing AGW (by up to ~10°). 
Note that in discussing TIDs, some authors (e.g. Bowman [1992]) refer to tilts in the 
iso-ionic contours, between the phase-fronts and the local horizontal plane, which is 
essentially the complement of the angle defined above. This is consistent with the usage 
in Chapter 7, in relation to large-scale gradients, but not Chapter 8, in the context of 
TID characterisation, where the more common definition above is adopted. 
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The following list of publications relate to or include work undertaken as part of this 
PhD project and have been reproduced in the subsequent sections of this appendix as 
noted below. Certain parts of these papers have been directly incorporated into the body 
of the thesis and are cited as such in the relevant chapters. 
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incidence ionosonde’, Radio Science, 54(1), pp. 104–114. doi:10.1029/ 
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parameterized fitting algorithm for bottom-side oblique and vertical incidence 
ionograms’, Radio Science, 54(1), pp. 115–134. doi:10.1029/2018RS006682 
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F.1 Heitmann et al., Radio Science, 2018 
The following is a reprint of Heitmann, A. J., Cervera, M. A., Gardiner-Garden, R. S., 
Holdsworth, D. A., MacKinnon, A. D., Reid, I. M., & Ward, B. D. (2018), 
‘Observations and modeling of traveling ionospheric disturbance signatures from an 
Australian network of oblique angle-of-arrival sounders’, Radio Science, 53(9), 
pp. 1,089–1,107. 
This paper was presented at the 32
nd
 URSI General Assembly and Scientific 
Symposium, Montreal, Canada, initially appearing in summary form as Heitmann et al. 
[2017]. Its contents, which include an overview of the ELOISE AoA ionosonde, 
preliminary observations, and synthetic TID comparisons, have largely been distributed 
among Chapters 3, 4, 5 and 8 of this thesis. 
The manuscript was written by myself, as the lead and corresponding author, and covers 







































F.2 Ayliffe et al., Radio Science, 2019 
The following is a reprint of Ayliffe, J. K., Durbridge, L. J., Frazer, G. J., Gardiner-
Garden, R. S., Heitmann, A. J., Praschifka, J., et al. (2019), ‘The DST Group high-
fidelity, multi-channel oblique incidence ionosonde’, Radio Science, 54(1), pp. 104–
114. 
This paper summarises the hardware and software components of DST Group’s Digital 
Oblique Receiving System (DORS) OIS, which were later adapted for the ELOISE 
AoA ionosonde. It thus provides relevant background material to supplement the 
descriptions in Chapters 3 and 4 of this thesis. 
The manuscript was written by myself, as the corresponding author, and covers a 
program of work carried out by both myself and others at DST Group. My own 
contributions to the work are mainly in the area of the on-board signal and image 






















F.3 Heitmann & Gardiner-Garden, Radio Science, 2019 
The following is a reprint of Heitmann, A. J., & Gardiner-Garden, R. S. (2019), ‘A 
robust feature extraction and parameterized fitting algorithm for bottom-side oblique 
and vertical incidence ionograms’, Radio Science, 54(1), pp. 115–134. 
This paper provides a detailed explanation of the ionogram feature extraction and 
parameterised profile fitting algorithm developed for DST Group’s Digital Oblique 
Receiving System (DORS) OIS. The so-called DST-IIP algorithm was later included 
among the on-board processing for the ELOISE AoA ionosonde. The paper thus 
provides relevant background material to supplement the signal processing description 
in Chapter 4 of this thesis. 
The manuscript was written by myself, as the lead and corresponding author, and covers 
a program of work carried out by myself under the supervision of Dr Robert Gardiner-






























F.4 Turley et al., Radio Science, 2019 
The following is a reprint of Turley, M. D. E., Heitmann, A. J., & Gardiner-Garden, 
R. S. (2019), ‘Ionogram RFI rejection using an auto-regressive interpolation process’, 
Radio Science, 54(1), pp. 135–150. 
This paper provides a detailed explanation of the radio frequency interference (RFI) 
mitigation algorithm developed for DST Group’s Digital Oblique Receiving System 
(DORS) OIS. The algorithm, based on autoregressive detection and interpolation of 
impulsive signals, was later included among the on-board processing for the ELOISE 
AoA ionosonde. The paper thus provides relevant background material to supplement 
the signal processing description in Chapter 4 of this thesis. 
The manuscript was written jointly by myself and Dr Mike Turley, and I served as the 
corresponding author. My own contributions to the work were mainly in the validation 
and testing of the algorithm, developed by Dr Turley, and its deployment on-board the 
sounder, which was carried out under the supervision of Dr Robert Gardiner-Garden. 



























F.5 Gardiner-Garden et al., Advances in Space Research, 2019 
The following is a reprint of Gardiner-Garden, R., Cervera, M., Debnam, R., Harris, T., 
Heitmann, A., Holdsworth, D., et al. (2019), ‘A description of the Elevation sensitive 
Oblique Incidence Sounder Experiment (ELOISE)’, Advances in Space Research, 
64(10), pp. 1,887–1,914. 
This paper summarises the ELOISE 2015 experiment as a whole, of which the AoA 
ionosonde was but one important part. It thus provides contextual information on the 
purpose of the wider experiment and some of its preliminary outcomes, which are 
related to but mostly outside the scope of this PhD project. 
The manuscript was written by Dr Robert Gardiner-Garden, with myself as a co-author, 
mainly contributing to the description and figures for the AoA and CSF capabilities. 
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