In this paper, a new heuristic scheme for the approximate solution of the generalized Burgers'-Fisher equation is proposed. The scheme is based on the hybridization of Expfunction method with nature inspired algorithm. The given nonlinear partial differential equation (NPDE) through substitution is converted into a nonlinear ordinary differential equation (NODE). The travelling wave solution is approximated by the Exp-function method with unknown parameters. The unknown parameters are estimated by transforming the NODE into an equivalent global error minimization problem by using a fitness function. The popular genetic algorithm (GA) is used to solve the minimization problem, and to achieve the unknown parameters. The proposed scheme is successfully implemented to solve the generalized Burgers'-Fisher equation. The comparison of numerical results with the exact solutions, and the solutions obtained using some traditional methods, including adomian decomposition method (ADM), homotopy perturbation method (HPM), and optimal homotopy asymptotic method (OHAM), show that the suggested scheme is fairly accurate and viable for solving such problems.
Introduction
Most physical phenomena arising in various fields of engineering and science are modeled by nonlinear partial differential equations (NPDEs). The investigation of solutions to NPDEs has attracted much attention due to their potential applications and many numerical schemes have been proposed, see for example [1] [2] [3] [4] . The generalized Burgers 0 -Fisher equation is one of the important NPDE which appears in various applications, such as fluid dynamics, shock wave formation, turbulence, heat conduction, traffic flow, gas dynamics, sound waves in viscous medium, and some other fields of applied science [5] [6] [7] [8] [9] [10] . The generalized Burgers 0 -Fisher equation is of the form [10] [11] [12] u t þ au d u x À u xx ¼ buð1 À u d Þ 8x 2 ð0; 1Þ; t ! 0 ð1Þ subject to the following initial condition
The exact solution is given by [10] [11] [12] u exact ðx; tÞ
Many researchers have investigated the analytical and numerical solutions of the generalized Burgers 0 -Fisher Equation (1) by using several different methods [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] . For example, Ismail et al. [11] used adomian decomposition method (ADM), Rashidi et al. [12] employed homotopy perturbation method (HPM), Nawaz et al. [10] applied optimal homotopy asymptotic method (OHAM),for obtaining approximate solutions of the generalized Burgers 0 -Fisher Equation (1) . Very recently Mittal and Tripathi [8] employed modified cubic B-spline functions for the numerical solution of generalized Burgers 0 -Fisherand Burgers 0 -Huxley equations.
Khattak [13] used collocation based radial base functions method (CBRBF) for numerical solution of the generalized Burgers 0 -Fisher equation. Javidi [14] used modified pseudospectral method for generalized Burgers 0 -Fisher equation.
The Exp-function method was introduced recently by He and Wu [18] to obtain the generalized solitonary solutions and periodic solutions of nonlinear wave equations. The method has attracted much attention due to its simple and straightforward implementation and many authors used it [19] [20] [21] [22] [23] [24] . Among many authors, Xu and Xian [19] used Exp-function method for obtaining the solitary wave solutions for generalized Burgers 0 -Fisher equation. Özişand
Köroğlu [20] used Exp-function method for obtaining travelling wave solutions of the Fisher equation. Chun [21] used Exp-function method for solving Burgers 0 -Huxley equation.
In recent years, many authors have used heuristic computation based techniques for solving variety of differential equations [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] . Very recently Malik et al. [25, 26] used nature inspired computation based approach for solving systems of nonlinear ordinary differential equations (NODEs), including biochemical reaction model [25] , and boundary value problems arising in physiology [26] . Khan et al. [27] used evolutionary computation (EC) based artificial neural network (ANN)method for solving van der pol oscillator equation. Arqab et al. [28] used genetic algorithm (GA) based method for solving linear and nonlinear ODEs. Caetano et al. [29] used the ANN based method for solving NODEs arising in atomic and molecular physics.
The aim of this work is to obtain the approximate solution of the generalized Burgers 0 -Fisher equation using a novel scheme. The scheme is based on the elegant hybrid approach of Exp-function method and evolutionary algorithm (EA). In the proposed scheme the Expfunction method is used to express the approximate wave solution with unknown parameters. The given NPDE is converted into a global error minimization problem using a fitness function with unknown parameters. Genetic algorithm (GA), one of the renowned evolutionary algorithms is adopted for solving the minimization problem and to achieve the unknown parameters.
To the best of our knowledge nobody as yet has tackled with the generalized Burgers 0 -Fisher equation with the scheme presented in this work. The proposed scheme is simple and straightforward to implement and also gives the approximate solution at any value of choice in the solution domain. The efficiency and reliability of the proposed scheme is illustrated by solving generalized Burgers 0 -Fisher and Burgers 0 equations successfully.
Materials and Methods
In this section, stochastic global search algorithm GA is introduced, the basic idea of Expfunction method is given, and description of the proposed scheme is provided.
Genetic algorithm (GA)
Genetic algorithm (GA) is one of the well-known evolutionary algorithms (EAs) that find the optimal solution of a problem from a randomly generated population of individuals called chromosome. Each individual within a population is regarded as a possible solution to the problem. The individuals within a population are evaluated using a fitness function that is specific to the problem at hand. The algorithm evolves population iteratively by means of three primary operations: selection, crossover, and mutation to reach the optimal solution [36] . The procedural steps of GA are given in algorithm 1, while the parameters settings of the algorithm used in this work are given in Table 1 . Algorithm 1.
Step 1: (Population Initialization) A population of N individuals or chromosomes (C 1 , C 2 , . . ..,C N ) each of length M is generated using random number generator. The length of each chromosome represents the number of unknown parameters.
Step 2: (Fitness Evaluation) A problem exclusive fitness function is used to compute the fitness of each chromosome.
Step 3: (Selection and Reproduction)
The chromosomes from the current population are chosen on the basis of their fitness value which acts as parents for new generation. These parents produce children (offsprings) with a probability to their fitness through crossover operation.
Step 4: Mutation Mutation operation introduces random alterations in the genes to maintain the genetic diversity to find a good solution.
Step 5: (Stoppage Criteria) The algorithm terminates if the maximum number of cycles has exceeded or a predefined fitness value is achieved. Else go to step 3. Using a transformation, u(x,t) = u(η) with η defined as follows
Equation (4) is converted into a following ODE Pðu; ku 0 ; ou 0 ; k 2 u″; ::::
where k and ω are unknown constants, and prime denotes derivation with respect to η.
According to Exp-function method [18] , the solution of (6) where c, d, p, and q are unknown positive integers, a n and b m are unknown constants. The values of c and p are determined by balancing the linear term of highest order in (6) with the highest order nonlinear term, which gives p = c [18, 37] . Similarly the values of d and q are determined by balancing the lowest order of linear and nonlinear terms in (6), which yields q = d [18, 37] . Once c, d, p, q are determined their values are freely chosen [18] . Next the unknown constants a n and b m are determined by substituting (7) into (6) and equating the coefficients of exp(nη) to zero, which results into a set of algebraic equations with unknown constants. The systems of algebraic equations are solved using some software package like Matlab, Maple or Mathematica for determining the unknown constants a n and b m , Consequently the solution of NPDE (4) is obtained.
Description of the proposed scheme
We consider the NPDE given by (4) subject to the following initial condition uðx; 0Þ ¼ f ðxÞ ð 8Þ
Apply the transformation variable η = kx + ωt to (4) yields NODE given by (6) . We assume that the approximate solution of (6) is expressed in the following form in view of the Expfunction method [18] . As mentioned above the values of c and d can be feely chosen, therefore we accordingly set their values. The rest of the unknown parameters existing in (9) including (a -c ,. . .,a d ;b -c ,. . .,b d ; k,ω) need to be found to obtain the approximate solution of (6) . To determine the values of these unknown parameters, the transformed NODE (6) along with the initial condition (8) is converted into an equivalent global error minimization problem by developing a trial solution using a fitness function (FF). The fitness function (FF) consists of the sum of two parts. The first part represents the mean of sum of the square errors associated with the transformed NODE (6), and the second part represents the mean of sum of the square errors associated with the initial condition (8) , which are given respectively as follows
where N and S are the total number of steps taken in the solution domain of x and t, and u _ , u _0 , u _ ″ are given by (9) and its derivates respectively. The FF which is denoted as " j is accordingly formulated as follows
where j is the generation index.
The error minimization problem given by (12) is solved using the application of evolutionary algorithm, such as GA, to find the optimal values of unknown parameters (a -c ,.
Once the values of the unknown parameters are achieved, they are used in (9), which consequently provides the approximate numerical solution of the given NPDE.
Numerical approximation of generalized Burgers 0 -Fisher equation
To solve the generalized Burgers 0 -Fisher Equation (1) using the proposed scheme, we first apply the transformation variable η = kx + ωt which yield the following NODE
Assume the approximate solution of (13) is given by (9) in the view of the Exp-function method [18] . To determine the unknown parameters (a -c ,. (9) for obtaining the approximate solution, the FF is formulated as follows (14)- (16) 
The FF given by (16) contains unknown parameters in the form of a chromosome for GA. The objective is to solve the global error minimization problem given by Equation (16) and to achieve the optimal chromosome which represents the values of unknown parameters. Consequently the approximate solution u _ ðZÞ of the generalized Burgers 0 -Fisher equation is obtained using the values of the unknown parameters in (9) .
Convergence of the Proposed Scheme
Let the exact solution be g(η This is a continuous function on a compact set. We apply Stone-Weierstrass theorem to prove that for any given g(η) on U and arbitrary ε > 0, there exists a system like u(η) as given above such that
That is u(η)can be a universal approximator. For this three conditions given in StoneWeierstrass theorem have to be satisfied.
Let Z be a set of real continuous functions like u(η) on a compact set U. Condition 1: All these must be closed under addition, multiplication, and scalar multiplication.
As we can see that addition (u 1 (η) + u 2 (η)) will give same type of function. Similarly multiplication (u 1 (η) × u 2 (η)) will also give same type of function, which is real, continuous and on compact set of U. The same is true for scalar multiplication.
Condition 2: For every η 1 andη 2 2U,η 1 6 ¼ η 2 there exists function u2Z such that u(η 1 )6 ¼u(η 2 ) Condition 3: u(η)6 ¼0 for each η2U As we can easily judge from the function that its numera-
Thus with these three conditions satisfied, there exists for g(η) a function u(η) with arbitrary ε > 0 such that
Numerical Results and Discussion
In this section, we apply the proposed scheme to the Burgers 0 -Fisher equation to test and assess its performance and to demonstrate the efficacy of the proposed scheme. Further to prove the accuracy and reliability of the proposed scheme comparisons of the numerical results are made with the exact solutions and some traditional methods, including OHAM [10] , ADM [11] , HPM [12] , and CBRBF [13] . For simulations, Matlab 7.6 has been utilized in this work. Example 1. We consider the generalized Burgers 0 -Fisher equation transformed into NODE given by Equation (13) with the initial condition given by (2) . The approximate solution is obtained in the domain x 2 (0,1) and t 2 (0,1) for different values of α,β,and δ as follows. As mentioned above that the values of c and d can be freely chosen, we set p = c = 2 and d = q = 2 in Equation (9), therefore we get the approximate solution in the form
The unknown parameters (a -2 ,. . .,a 2 ;b -2 ,. . .,b 2 ;k,ω) in Equation (20) are achieved using the stochastic global search algorithm GA by formulating the fitness function given by Equations. (14)- (16) . For instance the fitness function corresponding to case 2, with N = 11 and S = 11is given by
" 2 ¼ 1 11
Similarly we formulate fitness function corresponding to each case defined above. The parameter settings and values used for the implementation of GA are given in Table 1 . The number of unknown parameters (a -2 ,. . .,a 2 ;b -2 ,. . .,b 2 ;k,ω) which need to be tailored is 12, therefore the size of chromosome is chosen as12. The values of these unknown adjustable parameters are restricted between -10 and +10. The global search algorithm GA is executed to achieve the minimum fitness, with the prescribed parameter settings and values given in Table 1 .
The optimal chromosomes representing the values of unknown constants corresponding to the minimum fitness achieved by GA are provided in Table 2 . Using the values of unknown constants from Table 2 In Table 3 we have presented numerical solutions obtained by the proposed scheme for time t = 0.1 for case 1-case 4, also exact solutions are given for comparison. Table 4 shows Tables 6 and 7 show the comparison of numerical solutions and absolute errors obtained by the proposed scheme, with the exact solutions, and absolute errors obtained by OHAM [10] and ADM [11] , for α = β = 0.001,δ = 1 and α = β = 0.001,δ = 2 respectively. Further, Table 8 shows comparison of numerical solutions from the proposed scheme with the exact solutions, and absolute errors obtained by HPM [12] .
From the comparison of numerical solutions and absolute errors, the efficiency and reliability of the proposed scheme is quite evident. Moreover, it is observed from the findings that the proposed scheme is more accurate than traditional methods including OHAM [10] , ADM [11] , and HPM [12] .
Example 2. With β = 0 and α = 1 Equation (1) is reduced to the generalized Burgers 0 equation [11] . Table 3 . Numerical solutions of generalized Burgers 0 -Fisher equation by the proposed scheme for different values of α, β, δ and comparison with exact solutions for time t = 0.1. Table 4 . The absolute errors for example 1 for different values of α, β, δ and for time t = 0.1. The approximate solution is obtained by the proposed scheme for three different values of δ = 1,2,3 in the domain x 2(0,1) and t 2(0,2)for δ = 1,2, and t 2(0,5) for δ = 3.
We assume the solution is expressed by Exp-function method given by Equation (20) . The fitness function is developed for each value of δ with β = 0 and α = 1. For example, the fitness function with δ = 3 is given as follows GA is used to solve the minimization problem such as given by Equation (24) and to obtain the optimal values of unknown constants in Equation (20) . The parameter settings for the implementation of GA are given in Table 1 .
The optimal values of unknown constants achieved by GA are given in Table 9 for each value of δ = 1, 2, 3. The approximate solutions of generalized Burgers 0 equation are obtained consequently by using the values of unknown constants in Equation (20) .
In Tables 10-13 we provide the comparison of numerical solutions obtained by the proposed scheme with the exact solutions, and the solutions obtained by ADM [11] and CBRBF [13] . The comparisons of numerical solutions and absolute errors reveals that the proposed scheme is quite competent with other methods including ADM and RBF used in [11, 13] for solving the generalized Burgers 0 equation. The comparison further reveals that the proposed scheme is capable to achieve the approximate solutions in the larger domain of time t with greater accuracy. Moreover, for δ = 3 more accurate results are obtained by the proposed scheme as compared to ADM [11] and CBRBF [13] . Table 7 . Comparison of numerical solutions and absolute errors between the proposed scheme, OHAM [10] and ADM [11] for α = β = 1 and δ = 2. Table 9 . Optimal values of unknown constants acquired by GA for example 2 for different values of δ. Table 10 . Numerical solutions of generalized Burgers 0 equation by the proposed scheme and comparison with exact solutions, ADM [11] , and RBF [13] for β = 0, α = 1, and δ = 1. Table 11 . Numerical solutions of generalized Burgers 0 equation by the proposed scheme and comparison with exact solutions, ADM [11] , and CBRBF [13] for β = 0, α = 1, and δ = 2. Finally, we study the effect of change in the values of c and d in Equation (9) on the accuracy of approximate solution, and show the reliability of the proposed scheme. We used following test cases
We consider the generalized Burgers 0 -Fisher Equation (1) with α = β = 0.001, and δ = 1. The approximate solution is obtained in the domain x 2(0,1) and t 2(0,1). GA has been used with the same settings for all the four cases (i)-(iv) as prescribed in Table 1 for example 1, except with a change in chromosome size for each case which is 8, 12, 16, and 10 for case(i), case(ii), case (ii), and case(iv) respectively. The approximate solutions have been obtained for each case and absolute errors have been computed. In Table 14 we provide the approximate solution obtained by the proposed scheme for each case at time t = 0.1. Table 15 shows average absolute errors obtained by the proposed scheme for each case (i)-(iv) for t 2(0,1), also computational time and number of generations utilized are given for the sake of comparison. From the comparison of Table 15 , it is observed that the average absolute error corresponding to case(i) with p = c = 1 and d = q = 1 is relatively very high compared to other cases (ii)-(iv). It is also observed that the accuracy is fairly equal for the remaining cases (ii)-(iv), however the computational time is quite different. It can be seen from Table 14 that for case (iv) we get the average absolute error fairly comparable to cases (ii) and (iii), but with lesser number generations and smaller computational time. Therefore it can be concluded on the basis of the simulation results that the choice of c, d have influence on the accuracy of approximate solutions and computational time. Nonetheless the comparison clearly demonstrates the accuracy and reliability of the proposed scheme.
Conclusions
A simple straightforward heuristic scheme based on the hybridization of Exp-function method and evolutionary algorithm has been proposed for obtaining the numerical solution of NPDEs. The proposed scheme has been successfully implemented for obtaining the numerical solutions of the generalized Burgers 0 -Fisher and Burgers 0 equations. From the comparisons of numerical solutions made with the exact solutions, and some traditional methods including ADM, HPM, OHAM, and CBRBF, it can be concluded that the proposed scheme is effective and viable for solving such problems. Moreover, the beauty of the proposed scheme is that it can provide the approximate solution of the given NPDE on continuous values of time in the solution domain, once the unknown parameters are achieved. 
