Abstract. In this paper we show a density property for fractional weighted Sobolev spaces. That is, we prove that any function in a fractional weighted Sobolev space can be approximated by a smooth function with compact support.
Introduction
Goal of this paper is to provide an approximation result by smooth and compactly supported functions for a fractional Sobolev space with weights that are not necessarily translation invariant.
The functional framework is the following. Given s ∈ (0, 1), p ∈ (1, +∞) and (1.1) a ∈ 0, n − sp 2 we introduce the semi-norm ( .
The spaceẆ s,p a (R n ) has recently appeared in the literature in several circumstances, such as in a clever change of variable (see [9] ), and in a critical and fractional Hardy equation (see [6] ). Even the case with a = 0 presents some applications, see e.g. [5] .
A natural question is whether functions with finite norm inẆ s,p a (R n ) can be approximated by smooth functions with compact support. This is indeed the case, as stated by our main result: Theorem 1.1. For any u ∈Ẇ s,p a (R n ) there exists a sequence of functions u ε ∈ C ∞ 0 (R n ) such that u − u ε Ẇ s,p a (R n ) → 0 as ε → 0. Namely,
We observe that Theorem 1.1 comprises also the "unweighted" case a = 0 (though, in this setting, the proof can be radically simplified, thanks to the translation invariance of the kernel, see e.g. [7] ). The result obtained in Theorem 1.1 here plays also a crucial role in [6] to obtain sharp decay estimates of the solution of a weighted equation near the singularities and at infinity.
For related results in weighted Sobolev spaces with integer exponents see for instance [3, 10, 2, 12] and the references therein.
The paper is essentially self-contained and written in the most accessible way. We tried to avoid as much as possible any unnecessary complication arising from the presence of the weights and to clearly explain all the technical details of the arguments presented.
The paper is organized as follows. In Section 2 we show a basic lemma that states that the space under consideration is not trivial. In Section 3 we show that we can perform an approximation with compactly supported functions.
The approximation with smooth functions is, in general, more difficult to obtain, due to the presence of weights that are not translation invariant. More precisely, the standard approximation techniques that rely on convolution need to be carefully reviewed, since the arguments based on the continuity under translations in the classical Lebesgue spaces fail in this case. To overcome this type of difficulties, in Section 4 we estimate the "averaged" error produced by translations of the weights and we use this estimate to control the norm of a mollification in terms of the norm of the original function.
Then, in Section 5, we perform an approximation with continuous functions, by carefully exploiting the Lusin's Theorem. The approximation with smooth functions is proved in Section 6, by using all the ingredients that were previously introduced. Finally, Section 7 is devoted to the proof of Theorem 1.1.
A basic lemma
In this section we consider a more general semi-norm and we show that it is bounded for functions in C ∞ 0 (R n ). This remark shows that there is an interesting range of parameters for which the space considered here is not trivial.
We take α, β ∈ R such that (2.1) − sp < α, β < n and α + β < n, and we define
Then there exists a positive constant C such that
Proof. We take ϕ ∈ C ∞ 0 (R n ) and we suppose that the support of ϕ is the ball B R (for some R > 1). Therefore, if x, y ∈ R n \ B R then ϕ(x) = ϕ(y) = 0, and so we can assume in the integral in (2.2) for ϕ that x ∈ B R , up to a factor 2, i.e. we have to estimate
where
We first estimate I 1 : we have (2.4)
for some constant C > 0 depending on the C 1 -norm of u. Now, if α, β < 0 then |x|
−β . Therefore, by the change of variable z = x − y, we get
up to renaming C, that possibly depends on R. Now we suppose that α, β 0. We claim that (2.5)
Indeed, if |x| |y|, then formula (2.5) trivially follows from (2.4). On the other hand, if |x| |y|, then
and so by symmetry we get (2.5). From (2.5) we obtain that
dz |z| n+sp−p C, thanks to (2.1), up to renaming C.
Finally, we deal with the case α 0 and β 0 (the other situation is symmetric). Then, |y| −β (2R) −β , and so
thanks to (2.1), up to relabelling C (that depends also on R). Therefore, we have shown that for any α, β that satisfy (2.1) we have that (2.6)
up to renaming the constant C. Now we estimate I 2 . For this, we observe that if x ∈ B R and y ∈ R n \ B 2R then
thanks to (2.1). Using this and (2.6) into (2.3) we obtain that I is bounded.
As an obvious consequence of Lemma 2.1, we have that
, and so, by (1.1), we see that
. This says that the approximation seeked by Theorem 1.1 is meaningful.
Approximation with compactly supported functions
In this section we will prove that we can approximate a function inẆ s,p a (R n ) with another function with compact support, by keeping the error small.
Proof. We set
by the Dominated Convergence Theorem. Moreover,
Also, we observe that if both x and y lie in B j , then τ j (x) = τ j (y) = 1. Therefore
We estimate these two terms separately. First of all, we estimate I j . For this, we define
|x| > |y|/2 and |x − y| < j , and we write, for k ∈ {0, 1, 2},
Notice that
So we define σ 0 := s, and we fix σ 1 ∈ (0, s) and σ 2 ∈ (s, 1). We write
Thus we apply the Hölder inequality with exponents n/sp and p * s /p (which is in turn equal to n/(n − sp)) and, for any k ∈ {0, 1, 2}, we obtain that
Now we change variable X := x/j and we see that
That is, if we set P := n/s, we get that
is the usual Gagliardo semi-norm (which coincides with W σ,P a (R n ) with a = 0, see e.g. [4] ). In addition, if (x, y) ∈ D j,0 , we have that |x − y| |y| − |x| |y|/2 and so
Moreover, if k ∈ {1, 2}, using the change of variable z := x − y (and integrating in y ∈ R n \ B j separately), we see that
Thus, recalling that σ 1 < s < σ 2 , we conclude that, for any k ∈ {1, 2},
As a matter of fact, in virtue of (3.6), and recalling that σ 0 = s, we have that the above equation is valid also for k = 0. So, for k ∈ {0, 1, 2}, we insert formulas (3.7) and (3.5) into (3.4) and we conclude that
.
Thus, by (3.3), we obtain (3.8)
Now we consider J j . For this, we define
thus, by the Dominated Convergence Theorem,
This, (3.2) and (3.8) give that
The latter formula and (3.1) give the desired result.
Estimates in average and control of the convolution
Here we perform some detailed estimate on the "averaged" effect of the weights under consideration. Roughly speaking, the weights themselves are not translation invariant, but we will be able to estimate the averaged effect of the translations in a somehow uniform way.
From this, we will be able to control the norm of the mollification by the norm of the original function, and this fact will in turn play a crucial role in the approximation with smooth functions performed in Section 6 (namely, one will approximate first a given function in the space with a continuous and compactly supported function, so one will have to bound the convolution of this difference in terms of the difference of the original functions).
Due to the presence of two types of weights, the arguments of this part are quite technical, but we tried to explain all the details in a clear and self-contained way. We start with an averaged weighted estimate: for every x, y ∈ R n \ {0}.
Proof
From this, we observe that if D 1 = ∅ it follows that r |x|/2 and so, using the substitution ζ := x + z, 
|x| a |y| a = C 6 r n |x| a |y| a .
(4.5)
Notice that we have used all over in the integrals that a 2a < n, thanks to (1.1). The desired result now follows by combining (4.1), (4.3), (4.4), (4.5) and the fact that
A simpler (but still useful for our purposes) version of Proposition 4.1 is the following: for every x ∈ R n \ {0}.
Proof. The proof is similar to the one of Proposition 4.1, just dropping the dependence in y. We give the details for the facility of the reader. Fixed r > 0, consider the following two domains:
and
Then (4.6)
Now we observe that if there exists z ∈ B r such that |x + z| |x|/2, then r |z| |x| − |x + z| |x|/2. From this, we observe that if D 1 = ∅ it follows that r |x|/2 and so (4.7)
for some constant C 1 > 0. We observe that we have used here above that b < n, thanks to (1.1). Then, formulas (4.7) and (4.6) imply the desired result. Now, we observe that, in this paper, two types of "different" weighted norms appear all over, namely (1.2) and (1.3). In order to deal with both of them at the same time, we introduce now an "abstract" notation, by working in R N (then, in our application, we will choose either N = n or N = 2n). Also, we will consider two functions ̟ : R n → R N and Θ :
The main assumption that we will take is that
for a suitable C > 0, for a.e. X ∈ R N . We point out that the integral in (4.8) is always performed on an n-dimensional ball B r (i.e., in that notation, z ∈ B r ⊂ R n ), but the point X lies in R N (and n and N may be different).
Concretely, in the light of Propositions 4.1 and 4.2, we have that condition (4.8) holds true when
and when 
for a suitable C > 0.
Proof. We may suppose that the right hand side of (4.10) is finite, otherwise we are done. We use the Hölder inequality with exponents q and q/(q − 1), to see that
, for some C 1 > 0, and so, by (4.8) , and using the change of variable X := X − ̟(z) over R N , we obtain
as desired.
With the estimate in Lemma 4.3, we are in the position of bounding a (suitable variant of) the standard mollification. For this, we take a radially symmetric, radially decreasing function η o ∈ C ∞ (R n ), with η 0, supp η o ⊆ B 1 and (4.11)
With a slight abuse of notation, we write η o (r) = η o (x) whenever |x| = r. Given a measurable function v = v(x, y) from R 2n to R, we also define
Then we have:
Proposition 4.4. For every measurable function v = v(x, y) from R 2n to R, we have that
|v(x, y)| p |x| a |y| a dx dy, for a suitable C > 0.
Proof. The argument is a careful modification of the one on pages 63-65 of [11] . First of all, we use an integration by parts to notice that (4.13)
for some C 0 > 0, due to (4.11). We define |v(x, y)| p |x| a |y| a dx dy, (4.14)
for some C 1 > 0. Moreover, by polar coordinates,
and therefore ∂ ∂r Λ(r, x, y) = C 2 λ(r, x, y).
Notice also that Λ(0, x, y) = 0 = η o (1). Consequently, using again polar coordinates and an integration by parts, we obtain
(4.15)
We recall that η ′ o 0, so the latter term is indeed non-negative. Now we use the Minkowski integral inequality (see e.g. Appendix A.1 in [11] ): this gives that, for a given F = F (r, x, y), and dµ(x, y) := dx dy |x| a |y| a , we have
Using this with F (r, x, y) := Λ(r, x, y) η ′ o (r) and recalling (4.15), we conclude that
Therefore, recalling (4.14),
This and (4.13) give the desired result.
A simpler, but still useful, version of Proposition 4.4 holds for the standard convolution of a function u :
The reader may compare the latter formula with (4.12). In this more standard setting, we have:
. For every measurable function u from R n to R, we have that
Proof. The argument is a simplification of the one given for Proposition 4.4. For the convenience of the reader, we provide all the details. We define λ(r, x) := r n−1
and Λ(r,
Here we use Lemma 4.3 with N := n, ̟(z) := z, X := x, Θ(X) := |x| b , q := p * s and V (X) := u(x), see (4.9) . In this way we obtain that Notice also that Λ(0, x) = 0 = η o (1). Consequently, using again polar coordinates and an integration by parts, we obtain
Now we use the Minkowski integral inequality (see e.g. Appendix A.1 in [11] ) and we conclude that
So, recalling (4.16),
From this and (4.13) we obtain the desired result.
Approximation in weighted Lebesgue spaces with continuous functions
In order to deal with the semi-norm in (1.2), it is often convenient to introduce a weighted norm over R 2n , by proceeding as follows. Given a measurable function v = v(x, y) from R 2n to R, we define
Now we give two approximation results (namely Lemmata 5.1 and 5.2) with respect to the norm in (5.1).
We have that v M → v a.e. in R 2n and
thus the claim follows from the Dominated Convergence Theorem.
. Then there exists a sequence of continuous and compactly supported functions v δ :
In the light of Lemma 5.1, we can also assume that
2n as j → +∞, and
As a consequence, by the Dominated Convergence Theorem,
So, fixed δ > 0, we find j δ ∈ N such that
Notice that v j δ is supported in {P ∈ R 2n s.t. |P | j δ + 1}. Also, given a set A ⊆ R 2n , we set µ a,a (A) := A dx dy |x| a |y| a .
By (1.1), we see that µ a,a is finite over compact sets. So, we can use Lusin's Theorem (see e.g. Theorem 7.10 in [8] , and page 121 there for the definition of the uniform norm). We obtain that there exists a closed set E δ ⊂ R 2n and a continuous and compactly supported function v δ :
, and this quantity is finite, due to (5.3). Therefore
From this and (5.4), we
δ, which concludes the proof.
We remark that a simpler version of Lemma 5.2 also holds true in L p * s a (R n ). We state the result explicitly as follows:
Then there exists a sequence of continuous and compactly supported functions u δ :
Proof. The argument is a simplified version of the one given for Lemma 5.2. Full details are provided for the reader's convenience. First of all, by the Dominated Convergence Theorem, we can approximate u in L p * s a (R n ) with a sequence of bounded functions
Consequently, we can also assume that
, with τ j (P ) = 1 if |P | j and τ (P ) = 0 if |P | j + 1. Let u j := τ j u. Then u j → u pointwise in R n as j → +∞, and
Notice that u j δ is supported in B j δ +1 . Also, given a set A ⊆ R n , we set . By (1.1), we see that µ a is finite over compact sets. So, we can use Lusin's Theorem (see e.g. Theorem 7.10 in [8] , and page 121 there for the definition of the uniform norm). We obtain that there exists a closed set E δ ⊂ R n and a continuous and compactly supported function u δ : R n → R such that u δ = u j δ in R n \E δ , µ a (E δ ) δ p * s and u δ L ∞ (R n ) u j δ L ∞ (R n ) . In particular, since τ j δ ∈ [0, 1], we have that u δ L ∞ (R n ) u L ∞ (R n ) , and this quantity is finite, due to (5.5). Therefore
From this and (5.6), we obtain that u − u δ L p * s a (R n ) 1 + 4 u L ∞ (R n ) δ, which concludes the proof.
Approximation with smooth functions
In this section we show that we can approximate a function in the spaceẆ s,p a (R n ) with a smooth one. We remark that, if there are no weights, smooth approximations are much more standard, since one can use directly the continuity of the translations in L p (R 2n ). Since the weights are not translation invariant, and the continuity of the translations in Lebesgue spaces is, in general, not uniform, a more careful procedure is needed in our case (namely, to overcome this difficulty we exploit the techniques developed in Sections 4 and 5).
We take a radially symmetric, radially decreasing function η ∈ C ∞ 0 (R n ) such that η 0, supp η ⊆ B 1 and (6.1)
η(x) dx = 1, and, for ε > 0, we define the mollifier η ε as η ε (x) := 1 ε n η x ε , for any x ∈ R n .
Then, given u ∈Ẇ s,p a (R n ), we consider its standard convolution with the mollifier η ε . That is, for any ε > 0, we define (6.2) u ε (x) := (u * η ε )(x) =
