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Abstract
When watching omnidirectional images (ODIs), sub-
jects can access different viewports by moving their heads.
Therefore, it is necessary to predict subjects’ head fixa-
tions on ODIs. Inspired by generative adversarial imita-
tion learning (GAIL), this paper proposes a novel approach
to predict saliency of head fixations on ODIs, named Sal-
GAIL. First, we establish a dataset for attention on ODIs
(AOI). In contrast to traditional datasets, our AOI dataset
is large-scale, which contains the head fixations of 30 sub-
jects viewing 600 ODIs. Next, we mine our AOI dataset
and determine three findings: (1) The consistency of head
fixations are consistent among subjects, and it grows along-
side the increased subject number; (2) The head fixations
exist with a front center bias (FCB); and (3) The magni-
tude of head movement is similar across subjects. Accord-
ing to these findings, our SalGAIL approach applies deep
reinforcement learning (DRL) to predict the head fixations
of one subject, in which GAIL learns the reward of DRL,
rather than the traditional human-designed reward. Then,
multi-stream DRL is developed to yield the head fixations of
different subjects, and the saliency map of an ODI is gen-
erated via convoluting predicted head fixations. Finally, ex-
periments validate the effectiveness of our approach in pre-
dicting saliency maps of ODIs, significantly better than 10
state-of-the-art approaches.
1. Introduction
In recent years, omnidirectional images (ODIs) have be-
come increasingly popular, along with the rapid develop-
ment of virtual reality (VR). Different from the traditional
2D images, ODIs provide an immersive and interactive VR
viewing experience. Moreover, they enable spherical stim-
uli, meaning that the range of 360◦×180◦ can be accessible
to subjects through the head-mounted display (HMD). In
other words, humans can freely move their heads to change
viewports for viewing attractive regions. Hence, head fixa-
tions play a vital role in modeling visual attention on ODIs.
Accordingly, it is necessary to predict head fixations, which
can be widely used in many applications of ODIs, e.g.,
compression [12], rendering [44] and visual quality assess-
ment [13].
Most recently, there have emerged several works [3, 27,
30, 59] on predicting the saliency maps of head fixations
on ODIs. For example, Lebreton et al. [27] developed two
new models for saliency prediction of head fixations on
ODIs, that are based on the traditional 2D saliency predic-
tion models: Boolean Map based Saliency model (BMS)
[55] and Graph-Based Visual Saliency (GBVS) [15]. Thus,
these models are called “BMS360” and “GBVS360”, re-
spectively. Zhu et al. [59] proposed a multi-plane projection
method to predict head fixations on omnidirectional scene,
in which several blocks are generated to simulate viewports.
Then, the low-level features (spatial frequency, orientation
and color) and high-level semantic features (car and per-
son) are extracted in each block, which are further fused and
mapped into the overall saliency map. The above works can
be seen as heuristic methods, as their features for predicting
head fixations are hand-crafted. In fact, the great success
of deep learning has boosted the development of saliency
prediction on 2D images, which is a closely related area of
head fixation prediction on ODIs. However, none of the ex-
isting saliency prediction approaches for ODIs is based on
deep learning; therefore, their performance is fair.
Further complication are that the existing head fixation
datasets for ODIs are all small-scale collections, which can
hardly be used to train the deep learning models. Specif-
ically, [37] is the first ODI dataset with human attention,
which is composed of the head and eye fixations of 63 sub-
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Table 1: Basic properties of the existing ODI/ODV datasets.
Dataset Scene Images/videos Subjects Resolution Durations (s) Ground-truth recorded HMD/Eye-tracker
IMAGE
Rai et al. [37] Static 98 40 ≤18,332×9,166 25 Head and eye fixations Oculus Rift DK2/SMI Eye-tracker
Sitzmann et al. [42] Static 22 169 ≤ 8,192×4,096 30 Head and eye fixations Oculus Rift DK2/Tobii EyeX Eye-tracker
Upenik et al. [46] Static 104 40 1,334×750 - Head fixations MERGE VR Goggles1 plus iPhone 6
Hu et al. [17] Static 70 27 640×480 10 Head fixations Google Cardboard
Abreu et al. [11] Static 21 32 4,096×2,048 10/20 Head fixations Oculus Rift DK2
VIDEO
Yu et al. [54] Dynamic 10 10 ≤ 6,144×3,072 10 Head fixations Oculus Rift DK2
Lo et al. [31] Dynamic 10 50 4,096×2,048 60 Head fixations Oculus Rift DK2
Xu et al. [52] Dynamic 208 31 4,096×2,048 20-60 Eye fixations HTC Vive/aGlass Eye-tracker
Zhang et al. [56] Dynamic 104 27 - 20-60 Head and eye fixations HTC Vive/aGlass Eye-tracker
Ozcinar et al. [34] Dynamic 6 17 ≤ 8,192×4,096 10 Head fixations WebVR [49]
Corbillon et al. [8] Dynamic 7 59 3,840×2,048 70 Head fixations Razer OSVR HDK2 HMD
Xu et al. [51] Dynamic 76 58 ≤ 8,192×4,096 10-80 Head and eye fixations HTC Vive/aGlass Eye-tracker
Deep 360 Pilot [18] Dynamic 342 5 - - Annotate salient object in panorama Without using HMD
David [10] Dynamic 19 57 ≤3,840×1,920 20 Head and eye fixations Oculus Rift DK2/SMI Eye-tracker
Our dataset Static 600 30 ≤24,028×12,014 22 Head and eye fixations HTC Vive/aGlass Eye-tracker
jects on 98 ODIs. In addition, both the head and eye fixa-
tions of 169 subjects on 22 ODIs are available in the dataset
of [42]. In [46], the dataset has 104 ODIs viewed by 40
subjects. However, only the head fixations data are avail-
able in [46] without any eye fixations data. Moreover, the
dataset of [17] includes the attention data of 27 subjects who
were asked to view a total of 70 different ODIs in the VR
environment.
In this paper, we establish a large-scale dataset for atten-
tion on ODIs (called the AOI dataset), which is comprised
by head and eye fixations data of 30 subjects viewing 600
ODIs. Note that the 600 ODIs of our AOI dataset are di-
verse in both the resolution and content. By mining our
dataset, we find that high consistency exists for head fixa-
tions among subjects when viewing ODIs. Besides, we have
some additional findings. (1) The distribution of head fixa-
tions are variant between individual subjects; however, the
consistency of head fixations tends to increase and converge
when the number of subjects increases. (2) The front center
bias (FCB) characteristic exists for the head fixations. (3)
The magnitude of head movement (HM) is similar across
all subjects over all ODIs in our AOI dataset. Based on the
above findings, this paper proposes a generative adversarial
imitation learning (GAIL) based approach for saliency pre-
diction of head fixations on ODIs, which is called SalGAIL.
Specifically, our SalGAIL approach predicts the head
fixations through a deep reinforcement learning (DRL)
model. In the DRL model, we regard the directions of head
trajectories as the actions of the DRL model and take the
viewed omnidirectional content as the observation of the
environment. As such, the DRL model can be learned to
predict the head fixations of one subject on an ODI. Then,
multi-stream DRL is used to generate the head fixations of
different subjects, and the predicted head fixations are con-
voluted to generate the saliency map of the input ODI. How-
ever, different from the traditional DRL tasks, the reward
is intractable to be obtained and quantified in our task for
saliency prediction on ODIs. Instead, we propose to learn
reward by imitating the head trajectories of subjects in the
Yaw
Pitch
Viewport
(-90°,0°) (90°,0°)
(0°,90°)
(0°,-90°)
(180°,0°)
Latitude
Longitude
HM Position
(0°,0°)
Figure 1: An example of HM in the sphere. The latitude
and longitude of the HM position, i.e., the center of a view-
port, are only dependent on the angles of pitch and yaw,
respectively.
training stage. This strategy benefits from the most recent
success of GAIL [16, 29].
In brief, the main contributions of this paper are summa-
rized as follows.
• We establish a large-scale AOI dataset with several
findings about human attention on ODIs.
• We propose a multi-stream DRL model to predict head
fixations on ODIs.
• We apply GAIL to learn the reward of our DRL model
by imitating the head trajectories of subjects.
2. Related Works
In this section, we review the approaches and datasets
for saliency prediction on ODIs.
2.1. Saliency prediction approaches for ODIs
Saliency prediction on 2D images. The past two
decades have witnessed extensive works on saliency predic-
tion for 2D images, such as [55], [7, 14, 22, 23, 39, 53] . In
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Figure 2: Some examples of ODIs in our AOI dataset.
the task of image saliency prediction, many effective spatial
features have been proposed in predicting human attention
with either a top-down or a bottom-up strategy. Specifi-
cally, Itti et al. [20] considered low-level features at mul-
tiple scales and combined them to form the saliency map
of an image. Harel et al. [15] introduced a graph-based
visual saliency (GBVS) model that defines Markov chains
over various image maps, and treated the equilibrium dis-
tribution over map locations as activation and saliency val-
ues. Considering top-down image semantics, Judd et al.
[22] proposed a saliency model based on low-, middle- and
high-level image features. Moreover, Borji et al. [4] pro-
posed combining low-level features of the bottom-up mod-
els with top-down cognitive visual features, and then learn-
ing a direct mapping from those features to eye fixations.
Inspired by deep learning, deep neural networks (DNNs)
have been successfully used to predict image saliency in
an end-to-end manner, such as [9, 19, 25, 26, 35, 36, 41, 57].
Specifically, a DNN-based structure was proposed in Deep-
fix [26] to learn a multiscale semantic representation for im-
age saliency. Moreover, saliency in context (SALICON)
was proposed in [19], which fine-tunes the existing DNNs
with an effective saliency-related loss function. In [25], a
readout architecture was proposed for image saliency pre-
diction, in which both low-level and DNN features are con-
sidered.
Saliency prediction of eye fixations on ODIs. Al-
though saliency prediction has been well developed for
2D images, there are only a few approaches for predict-
ing the saliency maps of ODIs. Different from 2D images,
the saliency of ODIs refers to two forms: head fixations
and eye fixations. Most of the existing saliency predic-
tion approaches for ODIs focus on eye fixations, includ-
ing [1, 3, 27, 30, 32, 43, 59]. In particular, Battisti et al. [3]
presented a saliency model for predicting the saliency maps
of eye fixations on ODIs, which is based on the combina-
tion of low-level and semantic features. Startsev et al. [43]
proposed a new saliency prediction approach by consider-
ing projection distortions, equator bias and vertical border
effects, for predicting saliency of eye fixations on ODIs.
In addition, Ling et al. [30] took human color perception
into account and proposed a model using color dictionary-
based sparse representation for ODI saliency prediction.
Besides, DNNs have also been successfully applied [1, 32]
for saliency prediction on ODIs. “SalNet360” [32] was pro-
posed to fine-tune traditional CNN models of 2D saliency
prediction for the task of ODI saliency prediction. Ad-
ditionally, “SaltiNet” [1] was developed to train a DNN
model for eye fixation prediction on ODIs, which is based
on a temporal-aware representation of saliency information
called saliency volume.
Saliency prediction of head fixations on ODIs. In par-
ticular, there are relatively few works [11, 27, 59] to pre-
dict the saliency maps of head fixations for ODIs. Zhu
et al. [59] employed a method of multiview projection to
generate the saliency maps of head fixations on ODIs. In
their work, an ODI is first projected into multiview blocks
to simulate viewports. Then, both bottom-up and top-down
features of all blocks are extracted and fused to generate
the final saliency map of head fixations. In addition, [11]
proposed adding the center bias of human attention into the
saliency maps of ODIs through a postprocessing method.
Lebreton et al. [27] developed new models for saliency pre-
diction on ODI, called “BMS360” and “GBVS360”, which
are based on the traditional 2D saliency prediction models,
boolean map based saliency model (BMS) [55] and GBVS
[15]. More specifically, “BMS360” applied multiple fusion
saliency (FMS) [11] to remove the border constraints. In
“GBVS360”, the input ODI in equirectangular format is
projected into several rectilinear images, corresponding to
different viewports, and then feature extraction is performed
according to each rectilinear image. Finally, the resulting
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feature maps are back-projected to the equirectangular do-
main to yield the saliency map. In contrast to ODIs, more
works [18, 51, 52, 56] have been proposed for predicting
head fixations on omnidirectional videos (ODVs). For ex-
ample, Xu et al. [51] proposed a DRL approach for saliency
prediction of head fixations on ODVs. Additionally, Zhang
et al. [56] presented a spherical CNN-based scheme for
saliency prediction of ODVs. In the following, we overview
the existing datasets for attention modeling on ODIs/ODVs.
2.2. Attention datasets for ODIs
To learn saliency models on ODIs/ODVs, datasets
with head fixations and eye fixations are urgently re-
quired. Along with saliency prediction approaches, sev-
eral ODIs/ODVs datasets have been recently established to
collect the head fixation/eye fixation data of subjects when
viewing omnidirectional scenes. Table 1 summarizes the
basic properties of these datasets. To the best of our knowl-
edge, Salient360 (Rai et al. [37]) and Saliency in VR (Sitz-
mann et al. [42]) have been widely used in the recent ODI
saliency prediction works. These datasets are reviewed in
more details as follows.
Salient360 (Rai et al. [37]) is one of the earliest ODI
datasets for saliency prediction. It contains 98 stimuli,
which mainly include indoor, outdoor and people scenes.
For each ODI, at least 40 subjects were asked to view
the stimuli with free head movement in the range of
360◦×180◦. The maximum resolutions of these stimuli are
18,332×9,166. Each ODI was presented for 25 seconds
with an identical initialized viewport for all subjects. Then,
the eye fixations and head fixations were recorded. Finally,
the ground truth saliency maps of head fixations and eye fix-
ations were both converted into the equirectangular format.
Saliency in VR (Sitzmann et al. [42]) is also a public
dataset that records 1,980 trajectories of head fixations and
eye fixations, obtained from 169 subjects viewing 22 static
ODIs. In their experiment, the data of head fixations and
eye fixations were captured using an HMD in both standing
(called VR standing ) and seated (called VR seated) condi-
tions. In addition, [42] also collected the data of observ-
ing the same scenes through a desktop monitor, called desk-
top condition. The dataset offered the ground truth saliency
maps of head fixations and eye fixations using three differ-
ent projections from sphere to plane, i.e., equirectangular,
cube map and patch-based projection.
The attention dataset can benefit the saliency prediction
approaches for ODIs/ODVs. In particular, the deep learning
approaches require large-scale data for training the DNN
models. Unfortunately, as shown in Table 1, the existing
datasets lack sufficient data, especially for ODIs. Therefore,
we establish a large-scale dataset for saliency prediction on
ODIs, namely the AOI dataset. The details about our dataset
are discussed in Section 3.
3. Dataset
3.1. Data collection
Stimuli. First, we collected 600 ODIs from Flickr
[47], the resolution of which ranges from 4,000×2,000 to
24,028×12,014. Each ODI was downloaded in the equirect-
angular format and at the maximum resolution. Note that
all 600 ODIs were available under the creative commons
copyright. To enrich the diversity of the content in our
dataset, four categories of ODIs were collected including
cityscapes, natural landscapes, indoor scenes and human
scenes. Figure 2 shows some examples for each category of
ODIs in our dataset.
Equipment. We obtained the HM and eye movement
(EM) data of the subjects through the HTC vive and aGlass.
Here, the HTC vive is used as an HMD to view ODIs. The
HM data can be captured by the HTC vive, while the aGlass
device is able to capture the EM data within FoV. Note that
the aGlass device is embedded in the HTC vive. When the
subjects viewed ODIs, the “virtual desktop” was used to dis-
play all images, and meanwhile the software of [28] was ap-
plied to record both HM and EM data. Note that the whole
HM data along with the time stamps form the head trajec-
tory of viewing an ODI, from which we can extract the head
fixations. Similarly, the eye fixations can also be obtained
from the EM data.
Subjects. There were in total 30 subjects (19 females
and 11 males) involved in our experiment, and their ages
ranged from 18 to 30, with an average of 21 years old.
Note that all subjects have normal or corrected-to-normal
eyesight2. Before viewing ODIs, a simple training session
was conducted to familiarize the subjects with the HTC
vive. Furthermore, the procedure of the experiment was ex-
plained to all subjects. Finally, the subjects underwent the
experiment of viewing ODIs with the following procedure.
Procedure. The 600 ODIs were randomly and equally
divided into 2 equal groups. Two groups of ODIs were
viewed by each subject on different days to avoid the fa-
tigue. According to the Salient360 dataset [37], the duration
was set to 22 seconds for viewing each ODI. After viewing
each image, we inserted a gray ODI with a red dot located at
longitude = 0◦ and latitude = 0◦, and the subjects pressed to
enter the next ODI once they fixated on the red dot. Conse-
quently, when the subjects viewed the next ODI, their HM
and EM can be re-initialized to the center of the correspond-
ing equirectangular image. Note that the subjects were al-
lowed to have a rest when they felt fatigue. When viewing
ODIs, the subjects wearing the HTC vive were asked to sit
in a comfortable swivel chair, allowing them to rotate 360◦
freely. As such, all panoramic regions in the image can be
easily accessed.
Raw data. Then, the raw HM data are recorded in the
2The device of aGlass can also be used to correct eyesight.
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Figure 3: Examples for head fixations and saccades as well as saliency maps (in the form of gray maps and heat maps).
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Figure 4: Histogram distribution of the velocities of fixa-
tions (blue) and saccades (orange).
following format. Note that our AOI dataset does not pro-
cess the EM data, as this paper only focuses on predicting
head fixations on ODIs. In fact, the HM data of a subject at
one ODI can be represented by a vector: [Time stamp, HM
pitch, HM yaw]. Specifically, the above vector is composed
of the time stamp and HM position. (1) Time stamp: The in-
terval time between two neighboring sample points of HM
are recorded and represented in milliseconds for each ODI.
(2) HM position: Two elements are related to the HM posi-
tion, including 2 Euler angles: the angles of pitch and yaw.
As shown in Figure 1, the location of the viewport can be
represented in latitude and longitude, corresponding to the
angles of pitch and yaw, respectively.
3.2. Data processing
Given the above raw HM data, we need to distinguish
head fixations and saccades. In this paper, we mainly focus
on predicting the saliency maps of head fixations. However,
our dataset can also be used to predict HM saccades of HM
for the future work. Our algorithm for distinguishing head
fixations and saccades is presented as follows.
Head fixations and saccades. When viewing ODIs, one
subject may move his/her head along with saccades, and
then fix on the regions that are attractive to him/her, seen as
head fixations. Next, we focus on extracting head fixations
and saccades from the HM data. First, the velocity of HM
is measured through the orthodromic distance [33] between
two successive HM data divided by the corresponding time
stamp. Mathematically, the HM velocity vi at the i-th sam-
ple can be denoted as
vi =
di
∆T
, (1)
where ∆T is the duration of the time stamp, and di is the
orthodromic distance between the (i-1)-th and i-th samples.
Here, di is defined as follows:
di = r ·∆σi, (2)
where ∆σi is the spherical distance:
∆σi = 2 arcsin
√
sin2(
∆ψi
2
) + cosψi · cosψi−1 · sin2(∆θi
2
).
(3)
In addition, r is the radius of the omnidirectional sphere.
For the i-th HM sample, ∆ψi is the difference in latitude;
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∆θi is the difference in longitude; and ψi−1 and ψi are lat-
itudes of two successive samples.
Then, using the velocity-threshold identification algo-
rithm (I-VT) [40], we separate the head fixations and sac-
cades based on the sample-to-sample velocities of HM. In
this paper, we follow [46] to set the velocity threshold to
be 18 degrees/second. In other words, if the velocity of an
HM sample is below 18 degrees/second, it belongs to the
head fixations; otherwise it belongs to saccades. Figure 4
shows the histograms of head fixations and saccades, calcu-
lated over all HM data of 600 ODIs in our dataset. Since
this paper mainly focuses on predicting head fixations, all
saccades (HM with the speed above the threshold) are dis-
carded prior to the further analysis. After this process, we
obtain the head fixations for our dataset. Figure 3-(Second
row) shows a raw head trajectory of one subject when view-
ing an ODI, which is composed of saccades and head fixa-
tions.
Saliency maps of head fixations. For obtaining the 2D
saliency maps of head fixations, we apply equirectangular
projection to process the sphere-format data according to
[58]. In equirectangular projection, the yaw and pitch of
the i-th head fixation on the sphere coordinate (in degrees)
are mapped to a 2D pixel in the equirectangular image, i.e.,
a head fixation denoted by (xi, yi) in the equirectangular
coordinate. Here, the origin (0, 0) of the equirectangular
coordinate is located at the lower left corner of the ODI.
Then, (xi, yi) can be obtained by
xi = (
θi
360
+
1
2
)×W ,
yi = (
ψi
180
+
1
2
)×H . (4)
For the i-th head fixation, θi and ψi are its yaw and pitch,
respectively; W and H denote the width and height of the
equirectangular image, in the form of pixel numbers.
Then, the head fixations of all subject are convolved with
a Gaussian kernel to generate the saliency map for each
ODI. According to [10,21], a 2D Gaussian kernel with 1.5◦
visual angle centered at the head fixation is used in this pa-
per. The kernel that locates at head fixation (xi, yi) can be
represented as:
G(xi, yi) =
1
2piσ2
· e−
x2i+y
2
i
2σ2 , (5)
where the standard deviation is σ = W
2
√
2ln2
with W a con-
stant value of 90 pixels [38]. Figure 3 shows some examples
of the original equirectandular images and saliency maps.
4. Dataset analysis
In this section, we mine our dataset to investigate human
behavior in viewing ODIs. Specifically, we have the follow-
ing findings.
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Figure 5: (a): Average CC values alongside increased numbers of sub-
jects per ODI over our AOI dataset; The two curves denote CC values be-
tween A and B, randomly sampled maps, respectively. (b): Probability dis-
tribution for the HM magnitude between adjacent HM across 30 subjects,
over 600 ODIs of our AOI dataset. Each curve stands for the distribution
of one subject.
Finding 1: The distribution of head fixations are vari-
ant between individual subjects; however, the consistency
of head fixations among subjects increases and converges
when the number of subjects increases.
Analysis: We analyze the consistency of the head fixation
distribution across subjects when the number of subjects in-
creases. To this end, we randomly divide the subjects into
two equal groups, denoted as A and B, and the number of
subjects in these two groups progressively increases from 1
to 15. For each ODI in our dataset, the saliency maps of
A and B are generated by convolving with the 2D Gaus-
sian kernel (see (5)) over the corresponding head fixations,
which are denoted as SA and SB , respectively. Then, the
consistency of head fixations between two groups is mea-
sured by calculating the linear correlation coefficient (CC)
of saliency maps between SA and SB . Figure 5-(a) shows
the average CC values between SA and SB along with the
increased number of subjects. We also plot the CC values
between saliency map SA and the saliency map of randomly
generated head fixations (with the same number as group
A). Note that in Figure 5-(a), the CC values are calculated
and averaged over all ODIs, after randomly dividing A and
B 20 times. We can see from this figure that the CC value
is 0.335 when the subject number is 1 in each group. This
result indicates that the head fixations are variant between
two subjects, despite a certain consistency that exists (larger
than that between the subject and the randomly generated
head fixations). In addition, the CC value increases and con-
verges along with the increased subject number. Therefore,
this completes the analysis of Finding 1.
Finding 2: There exists FCB for the head fixations on
ODIs.
Analysis: Given all collected fixations in our dataset, we
calculate the distribution of their locations along with the
longitude and latitude. The results are shown in Figure 6-
(a) and (b), respectively. We can see from this figure that
the head fixations tend to be attracted by the regions near
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Figure 6: (a): Numbers of head fixations alongside longitude over (from -180◦ to 180◦), (b): Numbers of head fixations alongside latitude (from -90◦ to
90◦), (c): Numbers of head fixations at different omnidirectional regions, calculated over all 30 subjects and all ODIs in our AOI dataset.
0◦ longitude (i.e., the front region) and 0◦ latitude (i.e., the
equator). Hence, high probability exists that the head fixa-
tions fall into the front center region. In other words, the
FCB holds for the head fixations on ODIs. In addition,
Figure 6-(c) counts the numbers of head fixations in differ-
ent omnidirectional regions over our dataset. In this figure,
the full equirectangular region of 360◦ × 180◦ panorama is
equally segmented to 4.5◦ × 2.25◦ grids. Then, the num-
bers of head fixations of all 30 subjects are counted in each
grid. As observed in Figure 6-(c), head fixations are more
likely to be attracted by the equator (i.e., the latitude is close
to 0◦), especially the center of the equator (i.e., the longi-
tude is also close to 0◦). Again, this observation verifies that
the FCB exists for the head fixations in our dataset. There-
fore, the analysis of Finding 2 is substantiated.
Finding 3: The HM magnitude is similar across all sub-
jects over all ODIs in our AOI dataset.
Analysis: For each subject, we calculate the magnitude
between two HM positions of two adjacent samples through
the spherical distance. Figure 5-(b) shows the distributions
of HM magnitudes for all subjects in our AOI dataset, and
in this figure each curve stands for the distribution of one
subject. As can be seen in this figure, the distributions of the
HM magnitudes are similar among subjects. In particular,
most of the HM magnitude values locate at the range of
2◦ ∼ 6◦ for almost all subjects (confidence interval: 95%).
Consequently, there exists similarity for the HM magnitude
across all subjects when viewing ODIs. This completes the
validation of Finding 3.
5. SalGAIL approach
5.1. Framework
In this section, we present our SalGAIL approach that
aims to predict head fixations on ODIs in the form of
saliency maps. Figure 7 shows the overall framework of
the SalGAIL approach. As seen in this figure, our SalGAIL
approach is composed of two stages: training and test. In
the training stage, we propose a GAIL method for learning
the reward of imitating the head fixations of each subject.
Then, the learned reward of each subject is used in the cor-
responding DRL stream to predict a head trajectory. In the
test stage, an ODI is input to a multi-stream DRL model,
and given the learned reward; then, each DRL stream pre-
dicts one head trajectory. Consequently, the predicted head
fixations can be obtained from the head trajectories of all
DRL streams. Finally, the predicted head fixations are con-
voluted to generate the saliency map of the input ODI.
5.2. Test: multi-stream DRL for saliency prediction
Problem formulation. First, we formulate the problem
of saliency prediction on the input ODI (denoted by I) as
follows. Assume that there are in total N DRL streams,
each of which corresponds to one subject. Since there are
30 subjects in our AOI dataset, N is chosen to be 30 in this
paper. Note that the head fixations of 30 subjects have con-
verged to consistency, according to Finding 1. Then, we
establish an N -stream DRL model to predict the head tra-
jectories of N subjects, in which the n-th stream aims to
generate the head trajectory of subject n, denoted as τn =
{(xˆnt , yˆnt )}Tt=1. Here, xˆnt and yˆnt are the 2D coordinates
of the HM position obtained from the n-th DRL stream at
time step t, and T means the total duration of viewing each
ODI. Next, we need to extract the head fixations from all
predicted head trajectories {τn}Nn=1 = {(xˆnt , yˆnt )}T,Nt=1,n=1.
Let {pnk}Kn,Nk=1,n=1 denote all extracted head fixations, where
{pnk}Knk=1 is the set of all head fixations from the n-th DRL
stream, and Kn is the total number of fixations output by
this DRL stream. Then, saliency map S˜ can be generated for
the input ODI, via convoluting all fixations {pnk}Kn,Nk=1,n=1
with a 2D Gaussian kernel (see (5)). Since Finding 2 re-
veals that the FCB exists for head fixations, FCB map C is
added into the generated saliency map S˜ to output the final
saliency map S:
S = Norm(C+ S˜), (6)
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Figure 7: Framework of the SalGAIL approach.
where Norm(·) is the normalization operation that ensures
all saliency values range from 0 to 1.
Multi-stream DRL model. Now, we focus on the
multi-stream DRL model for predicting all head trajecto-
ries {(xˆnt , yˆnt )}T,Nt=1,n=1. In our approach, each multi-stream
DRL shares the same framework, but with different re-
wards. See Section 5.3 for more details about the reward
modeling. Here, we take the n-th DRL stream as an exam-
ple. Specifically, we define the terms of the DRL stream as
follows.
• Observation Oˆnt is the viewport at time step t for the
n-th DRL stream.
• Action aˆnt at time step t is formulated by the HM from
t − 1 to t. Similar to [51], the action space includes
8 discrete directions {0◦, 45◦, 90◦, · · · , 315◦}. Dif-
ferent from [51], one additional action (denoted as
stay) is added to indicate that the HM is fixed with-
out any change in the viewport. Thus, the action space
is {0 : stay, 1 : 0◦, 2 : 45◦, 3 : 90◦, · · · , 8 : 315◦}.
• Policy pinω is modeled as the predicted probability dis-
tribution over the actions of HM across time steps with
ω as its parameters.
• Reward rnt denotes the reward of the action made at
time step t in the n-th DRL stream. In our approach,
the reward function is learned to imitate the human ac-
tions of head trajectories, to be described in Section
5.3.
• Environment E is composed of the reward estimator
and viewport extractor, such that the reward and obser-
vation can be obtained for the agent in action-making.
Given the above terms, the procedure of our multi-stream
DRL is summarized in Figure 8. Specifically, for the n-th
DRL stream, observation Oˆnt at time step t is obtained from
the viewport. That is, the viewport is extracted to make its
center locate at the HM position (xˆnt , yˆ
n
t ). It is worth men-
tioning that the size of the viewport is determined by the
HMD. Then, the viewport is projected onto the 2D plane
with the size of 84× 84, as observation Oˆnt . Subsequently,
observation Oˆnt is input into a CNN (see Figure 8-(b) for
the structure of CNN) to produce a policy pin, which max-
imizes reward rnt . Given the policy, the agent follows -
greedy [2] to randomly sample an action aˆnt from stay or 8
discrete directions. Based on action aˆnt , environment E up-
dates the current HM position with a fixed HM magnitude,
from (xˆnt , yˆ
n
t ) to (xˆ
n
t+1, yˆ
n
t+1) for the next time step. Here,
we set the fixed HM magnitude to be averaged magnitude
across all subjects on the ODIs of the training set according
to Finding 3. Then, the new observation Oˆnt+1 can be ob-
tained upon (xˆnt+1, yˆ
n
t+1) for making the action at time step
t+ 1. The transition of the observation is then defined as T:
Oˆnt+1 ∼ T (Oˆnt | aˆnt ).
5.3. Training: GAIL for reward modeling
In this section, we focus on modeling the reward for the
DRL model of our SalGAIL approach, which is based on
GAIL. Specifically, GAIL is applied to make the predicted
head trajectories of our DRL model imitate ground truth
head trajectories of subjects. The framework of the train-
ing stage can be seen in Figure 9-(a). For GAIL, our multi-
stream DRL model acts as the generator, outputting the head
trajectories. Then, the discriminator distinguishes whether
a head trajectory is a predicted one or the ground truth. Con-
sequently, the probability that an input head fixation is the
ground truth can be obtained from the discriminator, viewed
as the reward for the DRL model. Furthermore, we propose
a policy selector to match the policy of one DRL model to
the corresponding subject, when maximizing the reward in
the discriminator. In the following, more details about the
generator, discriminator and selector are presented.
• Generator. The generator of our SalGAIL approach is
the multi-stream DRL model described in Section 5.2 ,
which aims at learning policies to imitate the head tra-
jectories of subjects. The input to the generator is the
training ODIs. Then, the policy of one DRL stream
can be updated at each episode for optimizing the cor-
responding reward. Note that each DRL stream learns
one policy, corresponding to the head trajectories of a
subject. Consequently, the generator outputs the pre-
dicted head trajectories, as the input to the discrimina-
tor. Here, the predicted head trajectories are {τn}Nn=1
correspond to the ground truth head trajectories of sub-
jects {τnS }Nn=1, which are obtained under the policies
of these subjects: piS={pinS}Nn=1.
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Algorithm 1: Training stage based on GAIL.
Input: The training ODIs; the head trajectories of N subjects {τnS }Nn=1 over the training ODIs.
Output: The learned policies {pinω}Nn=1 of the multi-stream DRL model.
1 Initialize: Maximum number of training cycles H; the number of episodes I; the step size of one episode B; random initial parameters
ω0 = {ω0pi ,ω0V }, φ0 and η0 for the generator, discriminator and policy selector.
2 Run the generator, discriminator and policy selector with the initial parameters ω0,φ0 and η0, respectively.
3 while h < H do
4 h← h+1.
5 Randomly sample N ODIs into the multi-stream DRL model.
6 Initialize HM positions {(xˆnt , yˆnt )}Nt=1,n=1← (0, 0), as observations {Oˆnt }Nt=1,n=1.
7 for i = 1→ I do
8 Initialize empty sets χ and χS for collecting the observation-action pairs of prediction and subjects, respectively.
9 for n = 1, 2, . . . , N do
10 Set latent vector cn in an one-hot form, corresponding to n-dimension.
11 Obtain observation-action pairs χnS (size: B) of the n-th subject from τ
n
S : χ
n
S ⊂ τnS .
12 Sample predicted observation-action pairs χn (size: B) under the n-th DRL policy: aˆnt ∼ pinω(aˆnt | Oˆnt , cn), Oˆnt+1 ∼ T (Oˆnt | aˆnt ).
13 Calculate the rewards {rnt }i·Bt=(i−1)·B+1 according to (7) and deliver the rewards into rollout for optimization.
14 if {rnt }i·Bt=(i−1)·B+1 tend to converg then
15 Break from the while loop.
16 end
17 Append χnS and χ
n into χS and χ, respectively.
18 end
19 Update φi to φi+1 by ascending with gradients ∆φi in (18).
20 Update ηi to ηi+1 by decreasing with gradients ∆ηi in (19).
21 for n = 0, 1, 2, . . . , N do
22 Compute Rnt using rewards {rnt }i·Bt=(i−1)·B+1 from rollout according to (10).
23 Update ωiV to ω
i+1
V by decreasing with gradients ∆ωiV
in (16).
24 Update ωipi to ω
i+1
pi by increasing with gradients ∆ωipi in (17).
25 end
26 Assign parameters ωi+1V and ω
i+1
pi to policies {pinω}Nn=1; assign parameters φ and η to Dφ and Sη , respectively.
27 return {pinω}Nn=1.
28 end
29 end
• Discriminator. The discriminator is a binary classi-
fier determining whether an input head trajectory is
the ground truth, which is also used to yield the re-
ward of the DRL model in predicting head trajecto-
ries. The parameters of the discriminator are updated
by distinguishing samples of the head trajectories red
in each episode between subjects and the generator.
Specifically, the CNN structure of the discriminator
can be seen in Figure 9-(b). The input to the dis-
criminator is the observations sampled from the head
trajectories concatenated with the corresponding ac-
tions that are encoded by one-hot vector (9 dimen-
sions). Here, the samples from the head trajectories are
the observation-action pairs in each episode extracted
from {τnS }Nn=1 and {τn}Nn=1, defined as χS and χ, re-
spectively. Hence, the probability of χ being χS seen
as the output of the discriminator is viewed as the re-
ward for our DRL model. Unfortunately, the original
GAIL approach can only learn the reward by imitat-
ing a single subject [16]. It is difficult for each DRL
stream to make correct actions to imitate the head tra-
jectories of multiple subjects. Therefore, we propose a
policy selector that can be used to solve this problem.
• Policy selector. Given a subject, the policy selector is
used to find a suitable policy from one among multi-
ple DRL models, via maximizing the reward of imi-
tating the subject’s head trajectories. This is achieved
by adding a latent vector c into our policy function
pi(aˆ | Oˆ, c) as shown in Figure 8-(b). Here, pi(aˆ |
Oˆ, c) is based on InfoGAN [6] and differs from the
traditional policy function pi(aˆ | Oˆ), which only re-
lies on observation Oˆ = {Oˆnt }T,Nt=1,n=1 and action
aˆ = {aˆnt }T,Nt=1,n=1. In our approach, the latent vec-
tor c is represented by a one-hot vector, of which the
n-th dimension is represented by 1 or 0, corresponding
to the n-th stream DRL model. Guided by c, the policy
selector can select a specific policy from the mixture
of policies of multiple DRL models. Specifically, the
policy selector acts as a posterior estimation, encourag-
ing the maximum of the mutual information between c
andχ. In our approach, the posterior estimation can be
modeled by the CNN of Figure 9-(b) as the policy se-
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for an example, we show the internal structure of the DRL network.
lector. Note that our discriminator and policy selector
share the same parameters in first few layers, and the
last layer outputs different values for the discriminator
and policy selector. In addition, the mutual informa-
tion is viewed as one part of the reward for the DRL
model to be maximized. In the following, the details
about reward modeling are presented.
Reward modeling. We take into account two compo-
nents for modeling the reward. The first component is the
probability of the predicted head trajectories being those of
the subjects, as presented for the discriminator. The second
component is the mutual information between the predicted
head trajectories and the latent vector of the policy selector.
Specifically, for the n-th DRL model of the generator, the
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and the reward II is the output of the selector. (b): The CNN structure of
the discriminator network D and posterior approximation network S.
reward rnt at time step t can be defined as follows:
rnt = r(Oˆ
n
t , aˆ
n
t ;φ) + λ1r(c;η). (7)
where λ1 (> 0) is the hyperparameter that controls the
trade-off between two components of the reward. In the
above equation, r(Oˆnt , aˆ
n
t ;φ) is the first component of the
reward, which is obtained from the output of the discrimi-
nator. Mathematically, it is formulated by
r(Oˆnt , aˆ
n
t ;φ) = − log(1−Dφ(Oˆnt , aˆnt )), (8)
where Dφ denotes the CNN of the discriminator with φ as
its parameters. In addition, r(c;η) is the second component
of the reward obtained from the policy selector, and it is a
mutual information as follows,
r(c;η) =
K∑
k=1
p(ck | Ont , ant ) logSη(ck | Oˆnt , aˆnt ), (9)
where Sη is the CNN of the policy selector with η as its
parameters. In addition, ck is the k-th element in the c, and
p(ck | Ont , ant ) is the probability distribution of the latent
vector matching the DRL model to a given subject. Recall
that K is the number of streams in our DRL model.
Next, the accumulated discount reward of time step t at
each episode can be calculated as follow:
Rnt =
B∑
b=t
γb−trnb , (10)
where γ is the discount factor of Q-learning [48] and B is
the step size of one episode. Finally, rnt and R
n
t are deliv-
ered into the rollout and used for updating the parameters of
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the generator through reward optimization. The optimiza-
tion procedure is discussed in the following.
Optimization. Given (10), we optimize the rewards of
all DRL streams in our SalGAIL approach by maximizing
the expectation of the accumulated discount rewards at each
episode,
max
pi
Epi[Rnt ] = max
pi
Epi[
B∑
b=t
γb−trnb ], (11)
such that policies pi can be learned in the generator. Here,
pi = {pinω}Nn=1 denote the policies of N DRL streams,
which can be learned by updating the CNN parameters of
DRL. Note that a causal entropy regularization term [5] is
added in (11) to ensure the exploration in the decision mak-
ing of DRL. Mathematically, it is written as
H(pi) , Epi[− logpi(aˆ | Oˆ, c)]. (12)
Recall that Oˆ and aˆ are the sets of observations
Oˆ={Oˆnt }T,Nt=1,n=1 and actions aˆ={aˆnt }T,Nt=1,n=1, respectively.
Thus, the optimization formulation of (11) is rewritten as
max
pi
Epi[Rnt ] = max
pi
Epi
[
B∑
b=t
γb−t
(
− log(1−Dφ(Oˆnb , aˆnb ))
+ λ1
K∑
k=1
p(ck | Onb , anb ) logSη (ck | Oˆnb , aˆnb )
)]
− λ2H(pi),
(13)
based on (8) and (9). Here, λ2 (> 0) is the hyperparam-
eter for balancing the trade-off of the first two terms and
the regularization term in (13). Consequently, the genera-
tor is capable of imitating the head trajectories of subjects
through reward optimization (13), once Dφ(Oˆnb , aˆ
n
b ) and
Sη(ck | Oˆnb , aˆnb ) have been obtained. In the following, we
present the details about calculation on Dφ(Oˆnb , aˆ
n
b ) and
Sη(ck | Oˆnb , aˆnb ), which can be achieved through the op-
timization on the discriminator and the policy selector, re-
spectively.
We introduce adversarial training to learn the CNN pa-
rameters of the discriminator, such that Dφ(Oˆnb , aˆ
n
b ) can be
obtained for (13). In adversarial training, the discriminator
tries to make the predicted head trajectories distinguishable
from the corresponding ground truth trajectories. Mathe-
matically, Dφ(Oˆnb , aˆ
n
b ) can be obtained by solving the fol-
lowing optimization formulation:
max
D,Dˆ
EpiS [logD] + Epi[log(1− Dˆ)]. (14)
Recall that pi and piS are the policies of the generator and
subjects, respectively. Here, D = {Dφ(Ont , ant )}B,Nt=1,n=1
and Dˆ = {Dφ(Oˆnt , aˆnt )}B,Nt=1,n=1 are the sets of outputs
from the discriminator in one episode, in which the inputs
Table 2: Settings of hyperparameters in our SalGAIL ap-
proach.
Generator
Maximum number of training cyclesH 5× 104
The number of episodes I 42
The step size of one episodeB 5
Mini-batch size 6
Discount factor γ in (10) 0.99
Initial learning rate 7× 10−4
The angle of the negative slope in LeakyReLU 0.01
Discriminator
& Policy selector
Initial learning rate 2× 10−4
Batch size 150
The angle of the negative slope in LeakyReLU 0.2
Numerical stability value in BatchNorm 1× 10−5
Momentum in BatchNorm 0.1
Weight decay 2× 10−3
Others Trade-off hyperparameter for reward λ1 in (13) 0.7Causal entropy coefficient λ2 in (13) 0.01
are the observation-action pairs for the ground truth and the
prediction.
Next, we learn the CNN parameters of the policy selector
by optimizing the mutual information between the predicted
head trajectories and latent vector to maximum. Then, we
can obtain Sη(ck | Oˆnt , aˆnt ) by solving the following opti-
mization formulation:
max
S
Epi[logS], (15)
where S denotes the set: {Sη(cn | Oˆnt , aˆnt )}B,Nt=1,n=1.
After obtaining Dφ(Oˆnb , aˆ
n
b ) and Sη(ck | Oˆnb , aˆnb ), we
can solve the optimization problem of (13). This is achieved
by updating the parameters of pi. As for pi, its parameters
ω={ωiV ,ωipi} are composed of two parts, where the first
part is used to update the state value in the DRL model,
and the second part is used to update the policy in the DRL
model. Therefore, we can obtain the gradient ωiV :
∆ωiV = Eχ[∇ωiV (R
n
t − VωiV (Oˆ
n, aˆn))2]. (16)
Here, VωiV (Oˆ
n, aˆn) is one part of output of the DRL model.
Based on Lemma 1, the gradient ωipi can be obtained to op-
timize (13), which is as follows:
∆ωipi = Eχ[∇ωipi log pi
n
ωipi
(aˆnt | Oˆnt , cn) · (λ2 +Rnt )]. (17)
Lemma 1 Consider that Rnt is the accumulated discount
reward. The gradient ωipi for optimizing (13) at episode i
can be calculated by (17).
Proof: See Appendix A.
To solve the optimization problem of (14), the parameters
of Dφ can be updated through the following gradient:
∆φi = EχS [∇φi logDφi(O, a)]+Eχ[∇φi log(1−Dφi(Oˆ, aˆ))].
(18)
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Table 3: CC, KL divergence, NSS and AUC results of saliency prediction by our and other approaches over the test set of our AOI dataset.
Categories Approaches 2D images saliency models ODIs saliency models Our modelDVA BMS SALICON MLNet BMS360 GBVS360 Startsev Zhu DHP Battisti SalGAIL
Cityscapes
CC 0.667 0.643 0.547 0.566 0.721 0.642 0.691 0.747 0.653 0.596 0.766
KL divergence 0.578 0.549 0.626 0.994 0.755 0.626 0.496 0.432 0.569 0.939 0.345
NSS 1.063 0.975 0.620 0.771 1.268 1.051 0.992 1.176 0.975 0.926 1.447
AUC 0.768 0.762 0.731 0.754 0.825 0.784 0.790 0.806 0.788 0.744 0.841
Indoor Scenes
CC 0.594 0.536 0.512 0.662 0.655 0.551 0.484 0.636 0.579 0.535 0.686
KL divergence 0.662 0.642 0.683 0.689 0.546 0.627 0.665 0.552 0.649 0.835 0.458
NSS 1.115 0.789 1.109 1.258 1.209 0.917 0.768 1.230 0.954 0.846 1.449
AUC 0.782 0.747 0.803 0.831 0.829 0.762 0.758 0.805 0.774 0.759 0.848
Human Scenes
CC 0.607 0.548 0.512 0.611 0.712 0.567 0.600 0.735 0.621 0.598 0.757
KL divergence 0.545 0.530 0.586 0.727 0.639 0.513 0.472 0.354 0.545 0.722 0.352
NSS 1.209 1.072 0.858 1.249 1.430 0.965 1.259 1.417 1.318 1.203 1.603
AUC 0.794 0.770 0.767 0.831 0.846 0.762 0.817 0.843 0.802 0.799 0.859
Natural Landscapes
CC 0.492 0.443 0.401 0.366 0.734 0.532 0.613 0.725 0.512 0.606 0.756
KL divergence 0.625 0.779 0.827 1.381 0.401 0.664 0.572 0.478 0.688 0.929 0.228
NSS 0.875 0.809 0.438 0.489 1.502 0.894 0.931 1.205 0.881 0.847 1.725
AUC 0.713 0.704 0.700 0.630 0.842 0.722 0.776 0.796 0.718 0.757 0.863
Overall
CC 0.590 0.557 0.511 0.589 0.714 0.590 0.595 0.727 0.591 0.589 0.742
KL divergence 0.603 0.584 0.637 0.844 0.584 0.566 0.532 0.420 0.613 0.786 0.345
NSS 1.066 0.975 0.856 1.064 1.378 0.995 1.052 1.295 1.032 1.014 1.556
AUC 0.764 0.758 0.757 0.784 0.841 0.766 0.793 0.821 0.771 0.775 0.853
Similarly, the parameters of Sη can be updated through the
gradient of objective (15):
∆ηi = −λ1Eχ[∇ηi logSηi(c | Oˆ, aˆ)]. (19)
Finally, we can train the CNN parameters of all networks
in our SalGAIL approach by solving the optimization prob-
lem of (13)-(15). In summary, the training stage of our Sal-
GAIL approach can be seen in Algorithm 1.
6. Experimental results
6.1. Settings
In this section, we validate the effectiveness of the pro-
posed SalGAIL approach. To this end, each category of
ODIs in our AOI dataset is randomly divided into train-
ing and test sets in a ratio of 5 : 1. As a result, there
are 500 training ODIs and 100 test ODIs. Then, we com-
pare the performance of our SaGAIL approach with other
state-of-the-art approaches, including DVA [50], BMS [55],
SALICON [19], MLNet [9], BMS360 [27], GBVS360 [27],
Startsev et al. [43], Zhu et al. [59], DHP [51] and Battisti et
al. [3]. Among these approaches, DVA, BMS, SALICON,
and MLNet are the latest saliency prediction approaches for
2D images. The remaining approaches are the recent ap-
proaches for predicting saliency maps of head fixations on
ODIs. Since only the training models of SALICON, ML-
Net and DHP are available online, they are retrained over
our training set for a fair comparison.
In our SalGAIL approach, the input to the generator at
each time step is the predicted viewport at the last time
step, which has been projected onto a 2D plane and down-
sampled to 84 × 84. The number of streams N was set to
30 in our SalGAIL approach, the same as the subject num-
ber. When training the generator of our SalGAIL approach,
the hyperparameters were tuned to optimize the accumu-
lated discount rewards over the training set. The values
of these hyperparameters can be found in Table 2. Table
2 further tabulates the key hyperparameter settings of the
discriminator and the policy selector, also tuned over the
training ODIs. Then, the RMSprop optimizer [45] and the
Adam optimizer [24] were used to update the parameters of
the generator and the discriminator/policy selector, respec-
tively. All experiments were conducted on a computer with
an Intel(R) Core(TM) i7-6700K CPU@4.0 GHz, 32 GB of
RAM and a single Nvidia GeForce GTX 1080Ti GPU.
6.2. Performance evaluation on SalGAIL
Objective evaluation. In our experiments, we objec-
tively evaluate the accuracy of saliency prediction of head
fixations in terms of four metrics: CC, KL divergence, nor-
malized scanpath saliency (NSS) and the area under the re-
ceiver operating characteristic curve (AUC). The larger val-
ues of CC, NSS or AUC indicate higher accuracy in saliency
prediction, while a smaller KL divergence means better per-
formance of saliency prediction. Table 3 tabulates the re-
sults of CC, KL divergence, NSS and AUC for our own
and 10 other approaches over each category of ODIs and
all ODIs. We can see from this table that our SalGAIL ap-
proach performs much better than other approaches in terms
of different metrics. In particular, our SalGAIL approach
has a 0.015 increase in CC, 0.075 reduction in KL diver-
gence, 0.178 increase in NSS and 0.012 increase in AUC,
over Zhu et al. and BMS360 which perform the best among
all compared approaches. In addition, our approach is also
superior to other approaches in four metrics for categories
of cityscapes, indoor scenes, human scenes and textnatural
landscapes. For human scenes, our approach achieves the
best performance in terms of CC, NSS and AUC, while its
KL divergence result is slightly worse than those of Zhu
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Figure 10: Examples of saliency maps of head fixations, predicted by our SalGAIL and other approaches.
et al.. Generally, our SalGAIL approach is effective in
saliency prediction of head fixations on ODIs and is supe-
rior to other state-of-the-art approaches.
Subjective evaluation. Next, we compare the subjective
results of saliency prediction on ODIs. For each category
of ODIs, 2 test ODIs are randomly selected from our AOI
dataset. Figure 10 visualizes the saliency maps of the se-
lected ODIs generated by our own and 10 other approaches.
As seen in this figure, the saliency maps of our SalGAIL
approach are much closer to those of the ground truth,
when compared with other approaches. This result implies
that our SalGAIL approach performs well in the subjec-
tive results of saliency prediction. In summary, both objec-
tive and subjective results show that our SalGAIL approach
outperforms other state-of-the-art approaches for predicting
saliency of head fixations on ODIs.
6.3. Generalization ability test
Evaluation over the Salient360 dataset. Now, we as-
sess the generalization ability of our approach by testing
over the Salient360 dataset [37]. Here, the SalGAIL model,
learned from the training set of our AOI dataset, is directly
used to predict the saliency maps of head fixations on all
ODIs of the Salient360 dataset. We also compare the perfor-
mance of our SalGAIL approach with 10 other approaches
in terms of CC, KL divergence, NSS and AUC. The average
results are reported in Table 4. As shown in this table, our
SalGAIL approach again outperforms all other approaches.
Specifically, there is at least a 0.021 increase in CC, 0.095
reduction in KL divergence, 0.085 increase in NSS, and
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Table 4: Mean (standard deviation) values for saliency prediction accuracy of our and other approaches over Salient360 and
Saliency in VR datasets.
Salient360 (Seated condition)
Ours DVA BMS SALICON MLNet BMS360 GBVS360 Startsev Zhu DHP Battisti
CC 0.757 0.534 0.502 0.467 0.429 0.736 0.502 0.612 0.678 0.565 0.563
KL divergence 0.366 0.727 0.597 0.764 1.367 0.647 0.642 0.555 0.461 0.738 0.742
NSS 0.893 0.643 0.665 0.387 0.462 0.808 0.607 0.479 0.720 0.658 0.652
AUC 0.708 0.661 0.655 0.633 0.638 0.695 0.642 0.637 0.691 0.664 0.665
Saliency in VR (Standing condition)
Ours DVA BMS SALICON MLNet BMS360 GBVS360 Startsev Zhu DHP Battisti
CC 0.641 0.502 0.475 0.444 0.458 0.627 0.286 0.441 0.544 0.475 0.523
KL divergence 0.425 0.618 0.644 0.686 1.169 0.495 0.989 0.815 0.586 0.764 0.626
NSS 1.467 1.086 1.072 1.061 1.052 1.413 0.624 1.059 1.198 1.124 1.150
AUC 0.747 0.705 0.694 0.678 0.665 0.738 0.608 0.665 0.711 0.689 0.702
Saliency in VR (Seated condition)
Ours DVA BMS SALICON MLNet BMS360 GBVS360 Startsev Zhu DHP Battisti
CC 0.603 0.376 0.356 0.295 0.344 0.518 0.370 0.261 0.586 0.421 0.503
KL divergence 0.454 1.157 1.102 0.946 1.489 1.861 0.905 1.286 0.492 0.923 1.110
NSS 1.042 0.635 0.576 0.510 0.567 0.970 0.624 0.571 0.977 0.745 0.815
AUC 0.772 0.671 0.665 0.669 0.665 0.760 0.669 0.641 0.742 0.695 0.718
0.013 increase in AUC. This result demonstrates the high
generalization ability of our SalGAIL approach.
Evaluation over the VR dataset. We further test the
performance of our SalGAIL approach over the VR dataset
[42]. In the VR dataset, two groups of head fixations are
collected, for viewing the same ODIs in the standing and
seated conditions, respectively. Note that the head fixations
are obtained in the seated condition for both our AOI dataset
and the Salient360 dataset. Consequently, the generaliza-
tion ability of our SalGAIL approach can be evaluated for
different viewing conditions. The average results of the CC,
KL divergence, NSS and AUC are also reported in Table 4.
We can see from this table that our SalGAIL approach also
performs better than all other approaches, for both standing
and seated conditions. In summary, our SalGAIL approach
has higher generalization ability on different datasets and in
different viewing conditions.
6.4. Ablation analysis
Ablation on DRL. We evaluate the effectiveness of DRL
applied in our SalGAIL approach, via replacing it by the
supervised learning baseline. Specifically, the supervised
baseline acts as a classifier, which is modeled by the CNN,
to predict the 8 discrete HM directions or stay in the ac-
tion space. For a fair comparison, the CNN structure of the
supervised baseline is the same as that of the DRL model
in our SalGAIL approach. Meanwhile, the input to the su-
pervised baseline is the viewport extracted from the ODI,
which is also the same as the input to SalGAIL. Addition-
ally, the output of the supervised baseline is the probabil-
Table 5: Comparison of saliency prediction results among
our SalGAIL approach, the supervised baseline and the ran-
dom baseline.
SalGAIL Supervised Random
CC 0.742 0.524 0.235
KL divergence 0.345 0.754 1.867
NSS 1.556 0.612 0.325
AUC 0.853 0.593 0.387
ity distribution over 8 discrete HM directions and stay in
the action space. Similar to our SalGAIL approach, the su-
pervised baseline also runs 30 streams of classifiers to pre-
dict the head fixations of 30 subjects. In the training stage,
for one stream, the supervised baseline learns one classi-
fier model from the ground truth data of the corresponding
subject. In the test stage, the baseline selects an action for
one stream at each time step, based on the corresponding
trained classifier. In addition to the supervised baseline, we
also compare SalGAIL with the random baseline, in which
the action of HM directions and stay are randomly gener-
ated. Figure 11 shows the accuracy of predicting HM direc-
tions along with time steps, for our SalGAIL approach, the
supervised baseline and the random baseline.
We can see that the prediction accuracy dramatically de-
creases when replacing DRL by the supervised baseline and
random baseline. Moreover, the predicted head trajectories
can be obtained upon the predicted actions from all streams,
and then the saliency map is generated by convoluting all
head fixations which are sampled from the predicted head
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Figure 11: Accuracy of predicting HM directions alongside
time steps.
trajectories. Table 5 tabulates the CC, KL divergence, NSS
and AUC values of SalGAIL, the supervised baseline and
the random baseline. As shown in Table 5, the proposed
SalGAIL approach performs much better than both the su-
pervised and random baselines. This result validates the
effectiveness of DRL applied in our SalGAIL.
Ablation on the stream number of DRL models. In
our SalGAIL approach, the multi-stream DRL model is
used to imitate the head fixations of different subjects. Here,
we conduct the ablation experiments to investigate the in-
fluence of DRL stream numbers on the performance of our
SalGAIL approach. The results are plotted in Figure 12.
As shown in this figure, the values of NSS, CC and AUC
grow and the KL divergence decreases, along with the in-
creased stream number. Additionally, all four metrics con-
verge when the stream number of DRL approaches 30. This
result implies the necessity of the multi-stream DRL and the
reasonableness of setting the stream number to 30.
Ablation on the learned Reward. Here, we evaluate the
effectiveness of the reward learned by the GAIL algorithm
of our approach. To this end, we replace the learned re-
ward by a hand-designed reward [51]. Then, we obtain the
performance of our approach with the learned and hand-
designed rewards. In addition, we perform a comparison
with a random reward approach, which randomly samples
actions at each time step during the whole training process.
The comparison results are shown in Figure 13. We can
see from this figure that the learned reward makes our ap-
proach perform significantly better than both hand-designed
and random rewards. Therefore, the proposed GAIL algo-
rithm of our approach is effective in modeling the reward of
DRL for saliency prediction on ODIs.
Ablation on the FCB. Finally, we ablate the FCB in our
SalGAIL approach to investigate its effect on saliency pre-
diction of ODIs. Specifically, we remove the FCB map in
(6), such that the results of our approach without the FCB
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Figure 12: Performance of SalGAIL at different numbers of
DRL streams.
can be obtained. Consequently, after removing the FCB,
there is a 0.027 reduction in CC, 0.045 increase in KL di-
vergence, 0.085 reduction in NSS and 0.018 reduction in
AUC. Thus, it is necessary to embed the FCB in our Sal-
GAIL approach.
7. Conclusion
In this paper, we have proposed the SalGAIL approach
for predicting the saliency maps of head fixations on ODIs.
First, we established the AOI dataset, which is composed
of both head fixations and eye fixations of 30 subjects on
600 ODIs. To the best of our knowledge, AOI is the largest
dataset for attention modeling on ODIs. Second, we mined
the AOI dataset and achieved several findings regarding the
head fixations of subjects when viewing ODIs. Third, in-
spired by these findings, we proposed a multis-tream DRL
model in our SalGAIL approach for saliency prediction on
ODIs, in which the reward is learned by imitating head
trajectories of human through the proposed GAIL algo-
rithm. In the multi-DRL model, each DRL stream yields
the HM trajectory of one subject, and then head fixations
can be sampled from the yielded HM trajectories of all DRL
streams. The experiment also validates the high generation
ability of our SalGAIL approach across different datasets.
Finally, a processing technique was presented to convolute
the predicted head fixations of an input ODI with a Gaus-
sian kernel, such that the saliency map of the ODI can be
generated as the output of our SalGAIL approach. The ex-
tensive experiments showed that our SalGAIL approach is
superior to 10 state-of-the-art approaches in predicting the
saliency maps of head fixations on ODIs.
There are two promising research directions of future
work. (1) The proposed SalGAIL in this paper mainly
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Figure 13: Performance evaluation over the DRL model that
uses learned reward, hand-designed reward and random re-
ward on four categories in AOI.
focuses on saliency prediction of head fixations on ODIs.
Saliency prediction of eye fixations remains to be devel-
oped for ODIs. This is an important area for future work.
(2) Our SalGAIL approach may be used to remove visual
redundancy for some ODI processing tasks, e.g., ODI qual-
ity assessment and compression. This is another interesting
application for future work.
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