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ABSTRACT
A new technique for calculating absorbed fraction
has been studied. This technique employs Monte Carlo
integration of the specific absorbed fraction,', for
a point source to complete the six dimensional integral
a-(s.,-) TT =TS .EdT -$STSSy
Comparisons with previously published values are
presented along with a systematic investigation of
the absorbed fraction where the source and target are
separated. The successful application of this method
shows the promising furture of using Monte Carlo in-
tegration technique as a tool to calculate absorbed
dose for small targets, particularly for the case of
organ to organ dose.
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CHAPTER ONE THEORY
I - 1 Introduction
One of the most important physical parameters in study-
ing the biological effects of an exposure of ionizing radia-
tion is the absorbed dose. It is defined as the amount of
radiation energy absorbed by unit density of biological tis-
sue. Traditionally, absorbed dose has been calculated by
assuming a point source function with exponential absorption
and integrating over the source and target regions(Loevinger,
Japha & Brownell, 1956; Loevinger, Holt & Hine, 1956). A
recent development in dosimetry calculation has been the in-
troduction of the quantity called the absorbed fraction, which
is a result of the application of the Monte Carlo simulation
technique. The absorbed fraction concept allows a straight-
forward calculation of the average radiation dose delivered
to a given target. Absorbed fractions for point and dis-
tributed sources for various gamma-ray energies in different
geometries have been computed(Ellett, Callahan & Brownell,
1964;1965). The absorbed fraction method is already used
10
widely and has been adopted by the Medical Internal Radition
Dose Committee of the Society of Nuclear Medicine.
The absorbed fraction is defined as the emitted radia-
tion energy absorbed in a volume of interest. The source of
radiation may be a point, line, surface or volume. Under
certain conditions, the source and target may overlap or
coincide as in the case of self dose to an organ from acti-
vity within that organ. If the absorbed fraction is express-
ed by i ' then the average dose fi ' received by a volume
of mass M from a source(or sources) of cumulative activity
A, emitting energy Ei is given by
D A . ni I - 1 - 1
Wheren i is called the equilibrium dose constant. For
a fractional abundance Pi, the equilibrium dose constant is
expressed as
A i = 2.13PiEi  gram-rad/jXcurie-hour
I-1-2
= 1.60210 8 PiEi gram-rad/disintegration1i
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The idea of the absorbed fraction has been extended to
include the dose at a point (Loevinger and Berman, 1968).
The so-called point specific absorbed fraction is thus intro-
duced. It is defined as the emitted energy absorbed per gram
of absorbing material at a particular point. By knowing the
point specific absorbed fractions as a function of distance,
the absorbed fraction of any target can be evaluated by inte-
grating over the target and source geometries. Point speci-
fic absorbed fractions in an unbounded absorber for various
gamma-ray energies have been computed by Monte Carlo simu-
lation and analytical technique (Ellett, 1969). Absorbed
fractionsfor small volumes for point and uniform distribut-
ed sources have been calculated by a Simpson integration
method based on the point specific absorbed fraction data
(Ellett & Humes, 1970). A Monte Carlo integration technique
is investigated in this study. The advantage of using Monte
Carlo integration will be mentioned in the latter part of
this chapter. This Monte Carlo integration code is expected
to be able to apply to more general geometric configurations
such as the case for separate target and source, like in the
calculation of the organ to organ dose.
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The following section covers a formal discussion of the
theory of absorbed dose starting from the definition of the
point specific absorbed fraction using a slightly different
approach than Loevinger and Berman's.
I - 2 Theory of absorbed dose
Consider a target absorbing material with a mass distri-
bution P('t)(mass/unit volume) around a point rt .  Assume
a gamma-ray emitting source with an activity distribution
ofcC(s, 1 ) (disintegration/unit volume/unit time) around a
point r s at a particular time Z. We define the point speci-
fic absorbed fraction (r t-rs1) such that
(Irt-rs) C (rs' ,Z)dt de s P(Cr t )dr t
= Number of the emitted photons from an infinites-
mal source region drs about rs, absorbed by an
infinitesmal target region drt about r t , for a
time interval A= T2 -1 I - 2 - 1
* Other kinds of radiations can be treated in similar ways.
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Divide the left hand side of I-2-1 by the total number of
emitted photons, we have
(r t-rs() (r" t)drt
= Fraction of the emitted photons absorbed in drt
in a time interval I - 2 - 2
From I-2-1 and I-2-2 one can consider (Irt-rsI) as
the fraction of emitted photons absorbed per unit mass of
target, since
S(Irt- 
sl)ir
P(r t ) dr t
Fraction of emitted photons absorbed
Unit mass
I-2-3
Figure 1 shows the geometric configurations of the target
and the source, where T drt and S = drs represent the
volumes of target and source regions respectively,
volumes of target and source regions respectively.
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As mentioned in the definition of the point specific ab-
sorbed fraction, we are talking about an infinitesmal region
which means a region having a vanishingly small volume but
still preserving its physical content so that the ionization
effects in the target and the radioactivity of the source will
not be jeopardized.S
R = r -r
(0,0,0)
Figure 1 Target and source configurations
Let the disintegrations of the radionuclide in the source
region contains various gamma-rays of different energies E1,
E2, . . . ,E., . . *, each with a fractional abundance Pi.
The fraction of photons absorbed as indicated in equ. I-2-1
gives rise to a differential dose dD(drs, drt,&t), where
dD(drs , drt,at)
P ( t)dFrt
I-2-4
For a source distributed in a region S, the total dose on
the infinitesmal target volume is
S T( (rt-rs(
rad
(rIs,t )dt drs
1-2-5
For a target distributed over a region T, the mean(average)
dose is given by
D(S, T, t) =
SD(S, drt ,At) P(rt)dr
rad
Tcr d
1-2-6
or , by substituting equ. I-2-5 into equ. I-2-6
D(S, drt, ) = Z1i
16
D(S, T, at)
rad
S ( c ( j .t ) j rt-rs )drtdrsd-r
S r )Tdr5 T t t
I-2-7
The cumulative radioactivity over the source is given
by
A = c (rs, )dt drs I-2-8
Multiply A both to the numerator and the denominator of the
ith component of the average dose D (S, T, at), we have
Di(S ,  T, At) = A .t r T4 ) " dt
) T(S C )dr d
.drtdrsdT. rad I-2-9
Define the mean specific absorbed fraction ;(S, T, AZ) as
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T S At= F(rt) (ri , ,a )  (r trs )drtds C
T~i(S, TtAt) = I TO4 ( t ) £c (r s , )drtdrs
T S At )t s, ) dt dsd't
I - 2 - 10
and the total absorbed fraction overall the target region T,
(i(S, T,A t), as the mean specific ab-sorbed fraction multi-
plied by the target volume, then
i(S, T,a) = T. (S, T,4t) I - 2 - 11
Insert equ. 1-2-10 and equ. 1-2-11 into equ. 1-2-9, we
obtain the dose for an energy component Ei , Di(S, T,4t), as
D (S, T,At) =A L (S, T, At)
A
Temai di (s , T, Z)
The mean dose 5(S, T,bt) then reads
5(s, T, 4) = A i1i , , )
I - 2 - 12
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A
- 2 1A1 (S, T, At) I - 2 - 13
T
Equation I-2-13 shows that for a given cumulative radioacti-
vity A arid the corresponding equilibrium dose constant ,
the calculation of the mean dose of a target region T deliv-
ered by a source of region S reduced to the evaluation of the
mean specific absorbed fraction (S, T, 4t) or the total ab-
sorbed fraction()(S, T,dZ ).
We have chosen a Monte Carlo integration technique to
calculate the mean specific absorbed fraction. The method of
Monte Carlo integration is discussed in the following section
while its practical application to the calclation of the
mean specific absorbed fraction (or the total absorbed frac-
tion) is to be dicussed in chapter two.
I - 3 Method of Monte Carlo integration
A standard techniques used to calculate a multi-dimen-
sional integralJ f(X)dX, where dX=dxidx 2 ... dx .. , is the
trapezoidal or the Simpson rule. In these methods each xi
space is divided into N intervals and the value of f is then
evaluated at the mid- or the end-points of those intervals.
For a n-dimensional integral, we need about Nn of the so-
called mesh points to compute the integral. The number of
mesh points will be extremely large for a six-dimensional
integral as involved in the case of calculating the target
absorbed fraction indicated in section 1-2. We have inves-
tigated another method which reduces the number of mesh
points needed and permits the ultilization of small compu-
ters (Brownell & Alpert, 1973). The Monte Carlo integration
method is chosen for this purpose.
The Monte Carlo integration method enables us to con-
vert the integral f(X)dX into an arithmatical sum Z, by
introducing a probability density distribution function
P(X). That is, for a given P(X), the integral can be writ-
ten as
f(X)
I = P( P(X)dX
P(X)
then it can be approximated as
A 1 A/
-n = I
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by selecting f(Xn ) according to P(X).
There are two basic principles underlying Monte Carlo
integration, the strong law of large numbers and the central
limit theorem. Consider a set of independent random varia-
bles fZ} distributed in a domain fX) , where X can have
any dimensions and Z(X) has a corresponding probability
density distribution function P(X), which is nonzero and
positive. We then make the following assumptions
1.P(X)dX = 1 I - 3 - 1
2, Each random variable has the same values of ex-
pectation E(Z) and variance V(Z), which are given
by
E(Z) =/Z)= Z(X)P(X)dX I - 3 - 2
v(z) = V ~..23V Z   = 2 I - 3 - 3
= 1 Z(xz)Z> 2P(X)dX
S((z-(Z))2 > 2> ( 2
where 6" is defined as the standard deviation of Z from <Z.
The strong law of large numbers states that if we define
a new random variable Z , the arithmatic mean of arbi-
trary N random variables picked up from the probability densi-
ty distribution function P(X), as
a 1 N
Z = -- 4Zn
N n=1 n
I-3-4
A
then the probability of finding Z equal to (Z as N-9 
is unity. Mathematically the strong law is written as
Prob Lim(IZ - Z})) = 0}= 1 I-3-5
In other words, the strong law of large numbers implies
C Z> = Lim Z
N-10
I-3 -6
A
The arithmatic mean Z is called an estimate of (Z> for
a certain sample size N. Combining equations 1-3-2 and 1-3-
6, we have
22
A
<Z>= Z(X)P(X)dX = Lim Z
fx3
Since
riance
is the
Z has been chosen
can be calculated
A
variance of Z ,
V ( ) 2 2( / )
I-3-7
as a new random variable, its va-
according to equ. I-3-3. If V
it can be expressed as
the expectation of Z is just the expectation of Z, since
Sz = ±-- Zn>
1 n--1 n
N
N n=1
NN n=
= Z)
I-3-8
Z(X)P(X)dX
I-3-9
A A
we then consider V as a measure of the deviation of Z from
the expectation value Z Z .
It is well known that
= () =( z -4)z>)2 -
N
= z> - (z> 2 )
N
I - 3 - 10
A
the standard deviation oa is given explicitly as, by replacing
<(Z > and (Z by their estimates,
A _ Z )2V
SZ n T Z )2N N n=1n N' n1
I - 3 - 11
The essential point of doing Monte Carlo integration is
to approximate the expectation value (Z> by the estimated va-
lue Z without letting N- oO. This requires an estimate
to specify how far Z deviates from (Z> for a finite sample
size N . It is at this stage the central limit theorem co-
* See for example, Numerical Methods of Reactor Analysis,
Clack and Hansen, Academic Press, 1964.
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mes in. The central limit theorem states that for a given
N, the probability of finding Z deviating from Z by an
amount not greater than k is given by
A = 1 h -t2/2dt
Prob((Z>- kZ <<Z>+ k ) et 2/2dt
+ H.O.T. of1-3-12
where h = k/f
For a sufficiently large N, higher order terms of 1/f
can be neglected. Table 1-3-1 summarizes the numerical
values of this probability as we vary h, the multiple of
standard deviation 7.
* This can be found in many references. A couple of them are
worthy mantioned here
1. H. Cramer, Mathematical Methods of Statistics,
Princeton Univ. Press, Princeton, N. J., 1946.
2. M. Loeve, Probability: Foundations, Random Sequences,
Van Nostrand, New York, 1955.
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TABLE I
h = k/ V Prob(lZ - (Z>Ik)
0,675 0.5000
1.000 0.6827
2,000 0.9545
3.000 0.9973
4.000 0.9999
The strong law of large numbers allows us to convert an
integral into a problem of calculating the expectation value
of a random variable, by choosing suitable probability density
distribution function for this variable, and to approximate
this expectation by its estimate, as seen in equ, I-3-7. And
the central limit theorem tells us that the probability of the
estimated value Z deviating from the expectation value 4Z>
by no greater than k does not depend on the random variable
Z(X) nor on the probability density distribution function
P(X), but depends only on the sample size N and the variance
or the standard deviation 6-. By examing equ. I-3-11, we
found that the standard deviation of Z depends only on the
smample size N and has nothing to do with the dimensionality
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of the integral as is true of the trapezoidal and the Simpson
rules. Though for a given N, a- will increase with the
dimensionality of the integral, it can be reduced by a factor
of 2 by increasing N a factor of 4, still far less than the
mesh points needed in the trapezoidal and the Simpson rules
as mentioned at the beginning of this section. These are
the grounds of choosing Monte Carlo integration techniques
for higher multidimensional integration.
* Only a few references are available, the best introductory
material is an article written by Herman Kahn, see ref. 12,
CHAPTER TWO CALCULATION OF ABSORBED FRACTION
As discudsed in section 1-2, the calculation of the mean
absorbed dose delivered to a target region can be reduced to
the calculation of the mean specific absorbed fraction
S(S,T,A?). Equ. 1-2-10 shows
~-A
_ rt)cc(r s,T ) F(It-r s)drtdrsdT
T t ((rs T)d r drd
I - 2 - 10
Once the point specific absorbed fractions are obtained as
a function of the distance between the target and the source
points, the mean specific absorbed fraction can be calculated
by integrating over the target and source geometries and over
a certain time interval dt . We treat the point specific ab-
sorbed fractions (Ellett, 1969; Berger,1968) as random varia-
bles which are in turn selected by a sequence of uniformly
distributed random variables, or random numbers within the
range of interest. We follow directly the Monte Carlo inte-
gration technique as described in section 1-3.
General geometric descriptions
Equ. 1-2-10 can be simplified if we only consider
isotropic target and uniformly distributed source. Let
p(03t) 
=f
II - 1 - 1
and normalize pand S(t )dt to unity, i.e.,
P oC(t )dt =
then equ. I-2-10 becomes
II - 1 - 2
I--n (jt -rs)) d drs
(S, T) =
T. S
the total target absorbed fraction follows immediately
(S, T) = To (S, T)
II - 1
29
ST S 4( rt-rs)ddrtdr s  II - 1 - 3
The geometric configurations of target and source have
been shown in figure 1. Consider now an arbitrary source of
ellipsoidal geometry centered at Cartesian coordinates Us, Vs
and Ws with axes As, Bs ans Cs * An uniformly distributed
activity normalized to one photon emitted per second is assum-
ed. An arbitrary target of uniform mass distribution and el-
lipsoidal geometry is centered at Ut, Vt and Wt with axes At,
Bt and Ct . The target absorbed fraction of thesource radia-
tion is to be calculated based on equ. I-1-3. The corres-
ponding geometric configurations are also shown in figure 1.
The magnitude of the position vector RI =(s-r I can be ob-
tained from random coordinates xs, ys, zs; xt, Yt' zt genera-
ted by a random number generator. We also define At and As
as the shortest semi-axes of the target and the source res-
pectively. The magnitude R is then written as
R =R I= (xt + Ut) - (x + Us2
= - +
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+ (Yt + Vt) - (Ys + Vs) 2
+ (zt + Wt) - (zs + )2 II - 1 4
Once R is calculated, the specific absorbed fraction J(R)
can be interpolated from Ellett's tabulations of specific ab-
sorbed fractions for various photon energies, Ellett's va-
lues of specific absorbed fraction are expressed as 4JK R2 kR).
For the cases when the target volume overlap with the source,
the interpolated ((R) becomes divergent as the value of R
approaches to zero. In order to avoid this difficulty, we
artificially divide the integration into two parts: first,
a one dimensional Monte Carlo integration over a sphere of a
reasonably large radius R0 as it turns out in the later part
of this thesis, R0=0.1At gives a very satisfactory result, the
second part of the integration is performed outside the sphere
of radius R0 and inside the whOle target volume. When the
target and the source are deparated by at least a distance of
R0, we simply do the integration over the whole target and
source region. For values of R0 as small as 0.1At, this
argument is valid.
II - 2 Absorbed fraction for a point source
For the case of a single point source, r s can be consi-
dered as a constant vector so that g (It-r ) varies only
with rt, the radius vector of the target point, Then we can
rewrite ((S,T) as, from equation 11-1-3,
(S,T)= Sim dr (Irt-rs Sd r s
= T dr (I rtsl) II - 2 - 1
If we use small characters to represent space points
and capitals for regions, we have an expression for the tar-
get absorbed fraction due to point source, i.e.,
® (AT) =ST (t - ) II - 2 - 2
Consider the specific absorbed fraction 4(R) as a ran-
dom variable and introduce a probability density distribution
1
function - Physically this means each unit of the target
weight has a corresponding specific absorbed fraction.
The Monte Carlo integration technique is then applied imme-
diately to the calculation of the total absorbed fraction
of the target as shown in the following,
®(s,T) dr- ((-rs (-
N
= T Lim- A.Et (r
= T-( t > II - 2 - 3
The estimated value of O(s,T) is given by
A N
II - 2 -4
The sample variance and standard deviation of the esti-
mated absorbed fraction are written as
= T%
33
NN2 N NA o V N.2 T P T
-N t=1 ( rt r = N 1 ( r t - r s
Cr
A =
N
II -2 - 5
As discussed in section II-1,
1
absorbed fraction diverges as 2
r
define
the point specific
at the origin. If we
I(R) = 47(12 (R) II - 2 - 6
as f approaches zero, the interpolated value
II - 2 - 7(R) = ~I
4AR2
can be extremely large. As mentioned in section I, we can
split the integration into two parts as shown in the fol-
lowing treatment,
(s,T) = -rsIT 
.1-_3
dr ( Irt-rs )
34
+1
(T-T0)J dir (R).
D(s,T) =3
T-T 0 T
To )
dr I(R)t Fa
11 - 2 - 8
where we define
1 (s, T-T O ) = (T-TO) dr O (R)0jT-T 0 f
1
T-T 0 ) II - 2 - 9
II - 2 - 10
To td(R)
For a three-dimensional target, drt = 4R 2 - dR,tR
implies
TO) 0 T 4 R2(R). dR
T 1( R )
=3
T-T0
or
and
TO)
11-2-10
d--  (I --A -dr t r lrs s
1(s, T-TO) +@ o(S,
0 ( s ,
0o(st,
35
i 1
= Ro dR (R)(---)
RoTo0
II - 2 - 11
so that the total target absorbed fraction is given by
Q (s, T) = (T-TO dr __(R)()
T-T0
/ 1
+ R dR (R)(---)
To R,
= (T-TO) + RO
the estimate value is then
A T-T N
N n=1
II - 2 - 12
R N 
0 0P (Rn
No -rly1 0
= {1(s, T-TO) + 0 0 (s, TO)
with a variance of
V = V1 + V0 II - 2 - 14
II - 2 - 13
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where, according to equ. 1-3-11,
N 2
.Q(R n ) -
n=1
0 N 2
N n (Rn N n=
II - 2 - 15
0V -
II - 2 - 16
the individual standard deviation for the corresponding
arithmatical estimate are
1 =
II- 2 - 17
-0=
and the overall standard deviation is
II - 2 - 18
J 2 2
= 1i+0"2
V1
(T-T ) 21
N
and
II - 2 - 19
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Equations II-2-12 and II-2-19 are the basic equations
for the calculation of the absorbed fractions for point
sources inside the target region. For a point source out-
side the target region, TO and 0(s, T) are then set to
zero. These equations give very satisfactory results in
calculating of the absorbed fractions as indicated in chap-
ter IV.
II - 3 Absorbed fraction for uniformly distributed
sources
As shown in the previous section the absorbed fractbn
for a point source is estimated by Monte Carlo integration
and is written as
®(s, T) = Oi(s, T-TO) + 0o(s, T ) II - 2 - 13
If the point source is outside of the target, 00 is
zero and the first integral is performed over the whole tar-
get region. Let us consider the case of a distributed
source. The general absorbed fraction is expressed as
G(S,T) = -s4 dr SdF r- (R)
R= -r r
where Tr is no longer a constant vector as in the single
point source case but varies as the sources vary. Equ.
II-1-3 can be rewritten as
® (S,T) = -sS dr (R) dr
= -S dFs (s,T) II - 3 - 1
) (s,T) II - 3 - 2SS dT .t(R)
1
and -S is the probability density distribution function
of the source. It immediately follows that
(S,T) N' s=T)
N' s=j
where
II - I - 3
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1 N A A
S (1 (s, T-T0 ) +) 0 (sT)
N' t=l1 0
T-T N' N 1 N'
0 (R) + - @0 (s, T)
N'N s=1 t=1 N' s=I
II - 3 - 3
A
Since ® 0 (s,To) is a fixed constant for a fixed RO, Equ.
II-3-3 becomes
T-T
0
(S,T) = -
N'N
N'N /
s,(R) +l
st=1,1 0
.II - 3 - 4
R= t --
The total number of randomly distributed R's is given
by N'X N, the first part of the right hand side of II-3-4
represents N'X N terms of (T-To)1(R). Let N'' = N'X N,
Equ, II-3-4 can be written as
( ST) = N(n 0
N" n=1
II - 3 - 5
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Equ. II-3-5 can also be applied to the case of sepa-
rate source and target. For R0 no greater than 0.1 At, we
can drop 0 and TO, then a general formula for separate
source and target is
A% T N
@ (SrT) = -N- T(Rn) - 3 - 6
n=l
The estimated variance and standard deviation for Equ II-3-6
are the same as given by Equ, II-2-14,15,16 19.
We conclude by reviewing the forgoing discussion that
regardless of the configuration of the source and the target,
Equ. II-2-13,14,15,16,19 and Equ, II-3-5,6 enables us to
employ a simple expression for our absorbed-fraction calcu-
lation, i.e.,
A T-T N(S,T) N Y (Rn 011 3 7
n=1
where Rn is chosen randomly from a uniformly distributed
random generator which is described in section II-1.
Tne statistical variance and standard deviation are es-
timated by
A A /%
V = V1 + V0
II - 3 - 8
2 2
- l= + g o
where V1 and V0 are given by Equ. 11-2-15 and 11-2-16. For
Separate source and target, TO and are automatically zero
by definition.
Equ, II-3-7,8 are the basic equations of the general
six-dimensional Monte Carlo integration model which are used
to calculate the absorbed fractions of any target and source
geometries. This model has been confirmed in Chapter IV in
the latter part of this thesis. Details of the computation
code are discussed in Chapter III.
COMPUTER CODES
_ The detail mathematical derivations of applying the
Monte Carlo Aintegration method to the calculation of
absorbed fraction were discussed in chapter two, Based
on these derivations, two computer codes were written.
The first one is a general program applying to the six-
dimensional case. The second one is one-dimensional and
is dealing only with point source in unit density sphere.
Flow chart for both cases are shown in Figures II and
III respectively. The logic 6f designing these codes are
described as follows.
III - 1 Logic of code
The flow chart of the logic used for the design of the
general Monte Carlo integration for the calculation of ab-
sorbed fraction is shown in Figure II, The case shown is
for an ellipsoidal source located at a fixed center to
center distance from an ellipsoidal target. Both the source
and the target are assumed isotropic and to have unit den-
sity, and are embedded in a uniformly and homogeneous
scattering medium large enough to absorb all the emitted
CHAPTER THREE
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radiations.
The program reads in the input parameters of the target
and the source, such as their weight( Mt, Ms ), coordinates
of the geometrical centers( Ut,Vt,Wt;Us,VsW s ), ratios of
axial lengthes( 1:F 1 :F 2 ;1:E1 :E 2 ) and sample sizes N.
Prepared table of point specific absorbed fractions used for
the purpose of interpolation is read in simutaneously and is
ordered by a subroutine ATSM( described in the IBM system/
360 scientific subroutinepackage and listed in the appendix
at the end of this thesis). The weight, MO, of a small sphere
with radius of AO=0.1 At are calculated. These are seen in
steps 1, 2 and 3 in Figure II. At step 4, a random number
gemerator subroutine in the MIT SLMATH system is called to
generate random coordinates for the position vectors of the
target points ( step 5 ). ( Another random number generator
RANDU, in IBM system/360 SSP, 1970, will also do.) At steps
6 and 7, a rejection technique is employed to select those
coordinates suah that the position vectors generated
are located within or on the the target. Steps 8,9,10 and 11
show the same processes in selecting coordinates of the source
points located within or on the source. The magnitude of the
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position vector for a random pair of target-source points
is then calculated at step 12. An subroutine ALI ( IBM
system/360, SSP, 1970 )is then called to interpolate the
specific absorbed fraction 4(R i ) at a distance of Ri , as
seen at step 13. Values of 4(Ri)'s are then collected by
a do-loop which is assigned to an appropriate sample size
N. The last step of the general code is the calculation of
the absorbed fraction and its standard deviation. Step 14
is a one-dimensional integration program used to calculate
the absorbed fraction for a point source in a sphere of
radius A0 and weight M0 . Its flow chart is shown in Figure
III and since its logic is similar to that of the previous
general program and even simpler, the detailed discussion
is omitted.
III - 2 List of the codes
The following is a list of the six-dimensional code,
The one-dimensional case ig included in this general code,
DESCRIPTION OF PARAMETERS
Z- See appendix
F- See appendix
F1T, F2T- I:FIT:F2T are the ratio column Of the target
axes
UTT, VTT, WTT- Column of the coordinates of the target
centers
KI- Initial weight of a set of target
KF- Final weight of a set of target
KIC- Increment of the weight of a set of target
RSQ- Square of R
ARG, VAL- See appendix
SAS- Conditional code, defined in the program
KD- Number of tabulated values of
IROW, ICOL, NDIM, EPS- See appendix
NT- Number of different target geometries
M- Number of target ests of the same geometry
N- Index of the target set
NNT- Sample size
F1(E1),F2(E2)-Ratio of target(source) axes, the shortest
axis normalized to 1.
UT(US), VT(VS), WT(WS)- Coordinates of the center of target
(source)
Fll(E11), F22(E22), F12(E12)- As defined in the program
IKI- Initial weight of a fixed target set
IKF- Final weight of a fixed target set
IKIC- Increment of weight of a fixed target set
WMT(WMS)- Mass of target(source
AT(AS)- Shortest axis of target(source)
ATT(ASS)- Square of shortest axis of target(source)
AO- Radius of small sphere with central point source
S- Sum of specific absorbed fractions
SS- Sum of square of specific absorbed fractions
ATSM, ALI-See appendi
ABFRN3- Absorbed fraction of the small sphere with central
point source
WM3- Weight of the small sphere with central point
source
ABFRS3- Asefined in- the program
STD3- Standard deviation for the small spherical target
IRR- Number of R's
GGL1- GGL written in assembly language, see appendix
IX(JX)- Seed of the random number generator
R- Distance between a pair of target-source points
ABFRNT- Absorbed fraction not including small sphere
ABFRN- Absorbed fraction
ABFRNS- As define in program
ST1- Standard deviation not account for that due to
small sphere
Standard deviation of the
MAIN PROGRAM SDMC I
PROGRAMMER CHAI
THIS GROGRAM IS
SIX-DIMENSIO NAL
QUAY LEE
TO CALCULATE THE ABSORBED
MONTE CARLO INTEGRATION
FRACTION BY
DIMENSION Z(50), F(50), F1T(50), F2T(50), UTT(
150), VTT(50), wTT(50), KI(10), KF(10), KIC(10),
2ARG(50), VAL(50),RNB(6)
READ(5, 3008) SAS
WRITE(6, 3011) SAS
CINTERPGLATING DATA
WRITE(6, 108)
WRITE($, 109)
READ(5, 200) KD
DO 300 I=1,KD
READ(5, 110) Z(I), F(I)
WRITE(6, 111) Z(I), F(I)
300 CONTINUE
IROW=KD
NDIM=KD
ICOL=1
EPS=0. 0001
PI=3.14159265
C TARGET INFORMATION
READ(5, 200) NT
READ(5, 103) (FIT(I), F2T(I), UTT(I), VTT(I), W
11=1, NT)
READ(5, 200) M
READ(5, 208) (KI(N), KF(N), KIC(N), N=1, M)
C SOURCE INFORMATION
READ(5, 103) El, E2, US, VS, WS
READ(5, 210) L
DO 304 I=1,NT
ERITE(6,3004) I, FIT(I), I, F2T(I), I, UTT(I),I
1(I), I, WTT(I)
304 CONTINUE
WRITE(6, 3006) El, E2, US, VS, WS
DO 305 N=1 ,M
WRITE(6, 3005) N,KI(N),N,KF(N),N,KIC(N)
305 CONTINUE
DO 307 NN=1 MM
READ(5, 2045 NNT
WRITE(6, 205) NNT
WRITE(6, 112)
DO 409 I=1, NT
TT(I),
, VTT
STD- total absorber
F1=F1T(I)
F2=F2t(I)
UT=UTT(I)
VT=VTT(I)
WT=WTT(I)
Fl =F1 *F1
F22=F2*F2
Fl2=F1 *F2
DO 408 N=l, M
IKI=KI (N)
IKF=KF(N)
IKIC=KIC(N)
601 DO 407 K=IKI, IKF, IKIC
WMT=K
AT=(3.*WMT/(4,*PI*F12))**(1,/3.)
ATT=AT*AT
IF (SAS.GE.2) GO TO 602
RO=0.1*AT
WRITE(6, 3009) RO
C ONE-DIMENSIONAL INTEGRAL OF A SPHERICAL TARGET WITH
CENTRAL POINT SOURCE
S=0.0
SS=0.0
JX=65539
DO 301 I=1,1000
CALL RANDU(JX,IY,YFL)
JX=IY
R= RO*YFL
CALL ATSM(R,Z,IROW,ICOL,ARG,VAL,NDIM)
CALL ALI(R,ARG,VAL,Y,NDIM,EPS,IER)
S=S+Y
SS=SS+Y**2
301 CONTINUE
ABFRN3=RO*S/1000
WM3=4*PI*RO*RO (RO/3.0
ABFRS3=RO*RO*SS/1 000
STD3=SQRT((ABFRS3-(ABFRN3**2))/5000.)
C END OF THE ONE-DIMENSIONAL TWIBBRAL
602 SUMT=0.O
SSUMT=O.
SUMR=0.0
IRR=0
IX=65539
21 DO 406 II=1, lNNT
CALL GGL1(IX ,RNB,6)
XT=(2.*RNB(1 )-1, )*AT
YT=(2,*RNB(2)-1,)*AT*F1
ZT=(2,*RNB(3)-1, )*AT*F2
T=XT*XT+YT*YT/F11+ZT*ZT/F22
IF (T-ATT) 11,11,406
C CODE FOR DIFFERENT GEOMETRICAL CONFIGURATIONS, 0 =
C CONCENTRIC POINT SOURCE, 1 = NONCONCENTRIC SOURCE,
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C 2 = DISTRIBUTED SOURCE, 3 = SEPARATED DISTRIBUTED SOURCE
11 IF (SAS.EQ.O) GO TO 507
IF (SAS.EQ.1) GO TO 600
IF (SAS.EQ.2) GO TO 352
IF (SAS.EQ.3) GO TO 353
507 AS=0.0
XS=0.
YS=0.
ZS=0.
GO TO 12
352 WMS=WMT
US=UT
VS=VT
WS=WT
El=Fl
E2=F2
Ell=F11
E22=F22
E12=F12
GO TO 521
353 WMS=WMT
US=0.0
VS=0.0
WS=0.0
E1=F1
E2=F2
Ell=F11
E22=F22
E12=F 2
GO TO 521
600 XS=0,
YS=0.
ZS=0.
US=0.
VS=O0
WS=WS
GO TO 12
521 AS=(3.*WMS/(4*PI*F12))**(1./3.)
ASS=AS*AS
C RESULTS
C CALCULATION OF TARGET ABSORBED FRACTION
510 SNNS=O.O
XS=(2.*RNB()-1, )*AS
YS=(2.*RNB(5)-1. )*AS*El
ZS=(2.*RNB(6)-1,)*AS*E2
S=XS*XS+Ys*YS/E1 1+ZS*ZS/E22
IF (S-ASS) 12,12,4l06 (wsi)O-
12 R2=((US+XS)-(UT+XT))**2 +( 4 +Y) -v r Wr ~
R=SQRT(R2)
IF (R.LE.RO) GO TO 406
35 IRR=IRR+1
CALL ATSM(R,Z,F,IROW,ICOL,ARG,VAL,NDIM)
CALL ALI(R,ARG VAL,Y,NDIM,EPS,IER)
Y1=Y/(4.*PI*P2 S
SUMT=SUMT+Y1
SSUMT=SSUMT+Y1*Y
406 CONTINUE
AIR=IRR
ABFRNT=(WMT-WM3) *SUMT/AIR
ABFRN=ABFRB3+ABFRNT
ABFRNS= (WMT-WM3) * (WMT-WM3) *SSUMT/AIR
ST1=SQRT ( (ABFRNS-ABBFRNT*ABFRNY))/IRR)
STD=SQRT (ST1ST+STD3STD 3)
WRITE(6, 114)
WRITE(6, 115) AT,F1,F2,WMT,ABFRN,STD
407 CONTINUE
408 CONTINUE
409 CONTINUE
FORMAT (5F6.2)
FORMAT(1X,13HINTERPOLATING, 5X,4HDATA//)
FORMAT(1X,8HDISTANCE,16X,18HPOINT SPECIFIC ABFRN//)
FORMAT (F6.3, F7.5)
FORMAT(1X,E20.10,5X,E201O,5X,E20.10O,5X,E20.10/)
FORMAT (2X, 7HRESULTS//)
FORMAT(5X,7HAT (CM),23X, 2HF1,11X,2HF2,14X, 9HWT (GRAMI
1),5X,17HABSORBED FRACTION,13X,18HSTANDARD DEVIARION//)
FORMAT(5X.E20.10,10X,F62,,X,F6.2, 8X,F6.1,1OX,E20.10,
11OX ,E20.10/)
F6RMAT(I5)
FORMAT (217)
FORMAT (5X, 4HNNT=,17/)
FORMAT(3I5)
FORMAT(3I5)
FORMAT(1X,5HREF= ,F5.3,5X,5HGEF= ,F5.3/)
FORMAT(ZX,8HABFRN3= ,E20,10,5X,'WM3 = ',E20, 1 0 ,5x,
1'STD3= ',E20,10,5X,'ST1= ',E20.10/)
FORMAT(1X,4HF1T(,I5,3H)= ,F6.2,5X,4HF2T(,I5,3H)= ,
1F6.2,5X,4HUTT(,I5,3H)= ,F6,2,5X,4HVTT(,I5,3H)= ,F6.2,
15X,4HWTT(,I5,3H)= ,F6.2/)
FORMAT(1X,3HKI(,I5,3H)= ,I5,5X,3HKF(,I5,3H)= ,I5,5X,
14HKIC(,I5 3H)= ,I5/)
FORMAT(iXi E1S= ,F6.2,5X,4HE2S= ,F6.2,5XV4HUSS,F6.2,5
1X,4HVSS,F6.2,5X,4HwSS,F6.2/)
FORMAT(1X,3HLI= ,I5,5X,3HLF= ,15,5X,4HLIC= ,15/)
FORMAT (X ,F3.1)
FORMAT(1X,'RO= ',F8.6/)
FORMAT(1X,5HSAS= ,F3.1)
FORMAT(1X,5HIRR= ,17,2X,6F4.1,2X,6F7.4,3X,3E14.7)
FORMAT(1X,4HAR= ,E20.10,3X,6HASAB= ,E20.10)
STOP
END
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CHAPTER FOUR RESULTS AND DISCUSSION
IV - I The interpolated value
Elett's tabulation of point specific absorbed fractions
for point sources were used to get the interpolated point
specific absorbed fraction for point sources at distances of
interest( Table XV shows the point specific absorbed fractions
multiplied by 41R 2 which are used as the basis of the inter-
polation for point sources at various gamma-ray energies).
We use subroutine ATSM to adjust the table of distance
versus 41R 2. (R) for a gamma-ray energy to a certain order.
The ordered table is then read in the subroutine ALI. Random
distances generated by the random generator are also read in
ALI, value of point specific absorbed fraction for point
source corresponding to the particular distance is an output
of ALI. The interpolated values of the point specific absorb-
ed fraction multiplied by 47CR2 at energy 0.1 Mev within a
distance of 14 cm are shown in Table IV. Figure IV is a plot
of the point specific absorbed fraction for point source as
a function of the distances within a range of 14 cm. Aitken-
lagrange interpolation is used in ALl. Both subroutine ATSM
4JR 2
4
3
2
1
0
FIGURE IV TEST OF INTERPOLATION R cm
TABLE II
SAMPLE OF INTERPOLATED POINT SPECIFIC ABSORBED
FRACTION MULTIPLIED BY 4X(R
GAMMA-RAY ENERGY 0.1 Mev
R(cm) 4XR2 10
- 2
0.072 2.49895
0.220 2.55774
0.551 2.67055
0.0766 2.76538
1.258 2.94001
1.776 3.11059
1.233 2.93138
1.918 3.15487
2.627 3.36377
2.926 3.44536
3.541 3.60716
3.719 3.65073
4.238 3.75823
4.532 3.80511
5.055 3.88311
5.647 3.95473
5.996 3.98958
6.383 4.02570
6.880 4.06315
7.350 4.08917
7.164 4.07996
7,852 4.10605
8,311 4.11302
8,577 4.11338
8,974 4.10689
9.316 4.09621
9.620 4.08258
9.930 4.06460
10.347 4.03041
10.911 3.97305
11.284 3.92334
11.592 3.88807
11.692 3.87646
12.118 3.82578
12.323 3.80066
13.421 3.73235
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and ALI are written and described in detail in the IBM SYSTEM
1360 Scientific Subroutine Package, 1970. These two subrou-
tine are listed in Appendix.
IV - 2 Comparison of the general six-dimensional code
to the specific one-dimensional code
As mentioned in chapter two, the essential part of this
study is to develop a general program which can deal with the
six-dimensional integration problem. The consistancy of this
six-dimensional code has to be challenged by other methods of
calculation. Fortunately, the calculation of the absorbed
fractions for point sources in a sphere is straightforward
by converting the problem into a one-dimensional integration.
Values of absorbed fractions for point sources in a sphere
have been obtained by both the one-dimensional and the six-
dimensional models. They are shown in Table III for target
weight ranging from one gram to five hundred grams at a
gamma-ray energy 0.1 Mev, and in Table IV for target weight
ranging ranging from one gram to sixty grams at a gamma-ray
energy 1.46 Mev. As seen from Table III and IV, the results
from the one-dimensional and the six-dimensional code are
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TABLE III
COMPARISON OF VALUES OF ABSORBED FRACTIONS
FOR CENTRAL POINT SOURCES IN UNIT-DENSITY
SPHERES SURROUNDED BY SCATTERING MEDIUM
GAMMA-RAY ENERGY 0.1 Mev
Wt 1D STANDARD 6D STANDARD
(GRAM) DEVAATION DEVIATION
1 .01608 .00001 .01608 .0008
2 .02050 .00002 .02043 .0010
4 .02620 .00002 .02605 .0012
6 .03029 .00003 .03007 .0014
8 .03360 .00004 .03333 .0015
10 .03642 .00004 .03612 .0017
20 .04693 .00007 .04649 .0021
40 ,06071 .00010 .06008 .0027
60 .07073 .00013 .06995 .0031
80 .07890 .00016 .07801 .0034
100 .08595 .00011 .0854 .0008
200 .11240 .00017 .1123 .0010
300 .13176 .00021 .1316 .0011
400 .14757 .00025 .1473 .0013
500 .16115 .00028 .1608 .0014
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TABLE IV
COMPARISON OF VALUES OF ABSORBED FRACTIONS FOR CENTRAL
POINT SOURCES IN UNIT-DENSITY SPHERES SURROUNDED BYSCATTERING MEDIUM, FROM ONE- AND SIX-DIMENSIONAL
MONTE CARLO INTEGRATIONS, E = 1.46 Mev
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consistant with each other.
IV - 3 Absorbed fraction for central point source and
comparison with other calculations
Values of absorbed fractions have also been tabulated
by Ellett and Humes by using the Simpson integration tech-
nique. Their values for the case of point sources come
very close to the values calculated in this study. Table V,
VI, VII are lists of the values of the absorbed fractions
for central point sources in unit density spheres and ellip-
soids of different shapes surrounded by scattering medium at
a gamma-ray energy 0.1 Mev, calculated in this study and in
Ellett and Humes' tabulations. Figure V, VI and VII are the
graphical comparisons of the abosrbed fractions for central
point source between this study and those of Ellett and
Humes'. For central point sources cases, both the calculation
from Ellett and Humes and this study are in sastisfactory
agreement.
Table VIII shows the absorbed fraction for point source
in unit density spheres surrounded by scattering medium at
gamma energies of 0.03 and 1.46 Mev. Figure VIII demonstrates
TABLE V
ABSORBED FRACTIONS FOR CENTRAL POINT SOURCES IN UNIT-
DENSITY SPHERES SURROUNDED BY SCATTERING MEDIUM
(GAMMA-ENERGY, E = 0.1 Mev)
Att ® s a-tEthis Ellett
(cm) (g) study study
.620 1 .01608 .00001 .015
.782 2 .02050 .00002 ,020
.985 4 .02620 .00002 .025
1.127 6 .03029 .00003 .029
1.241 8 .03360 .00004 .033
1.337 10 .03642 .00004 ,Q36
1.684 20 .04693 .00007 .046
2.122 40 .06071 .00010 .060
2,429 60 .07073 .00013 .070
2.673 80 .o07890 .00016 .078
2.879 100 .08595 .00011 .085
3,628 200 .11240 .00017 .111
4.153 300 .13176 .00021 .131
4.571 400 -14757 .00025 .147
4.924 500 .16115, .00028 .160
62
TABLE VI
ABSORBED FRACTIONS FOR CENTRAL POINT SOURCES IN UNIT-
DENSITY ELLIPSOIDS SURROUNDED BY SCATTERING MEDIUM
(AXES 1 : 2 : 4, E = 0.1 Mev)
A A A
At Wt @this this Ellett
(cm) (g) study study
0310
.391
L,492
*564
.620
9668
.842
1,061
1.214
1.337
1.440
1.814
2,076
2.285
2.462
1
2
4
6
8
10
20
40
60
80
100
200
300
400
500
.01389
.01764
.02249
.o02598
.02879
.03121
,04016
.05190
.06044
.06740
.07512
.09801
.1147
.1282
.1398
.00047
oo00059
.00075
.00086
.00095
.00103
.00130
.00165
.00190
.00210
.00119
.00152
.00175
,oo00194
.00210
0 U1;
.016
.021
.025
.027
.030
.039
.051
.o6o
.068
S074
.097
.114
.124
.139
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TABLE VII
ABSORBED FRACTIONS FOR CENTRAL POINT SOURCES IN UNIT-
DENSITY ELLIPSOIDS SURROUNDED BY SCATTERING MEDIUM
(AXES 1: 3 : 8, E = 0.1 Mev)
At Wt this this OEllett
(cm) (g) study study
.215 1 .01206 .00048 .010
,271 2 .01531 .00061 .014
.341 4 .01951 .00077 .018
.391 6 .02252 .00089 .021
.430 8 .02496 .00098 .023
.463 10 .02704 .00106 .026
.584 20 .03477 .00134 .033
.736 40 .04490 .00170 .043
.842 60 .05225 .00196 .051
.927 80 .05822 .00217 .057
,998 100 .06498 .00136 .063
1.258 200 .08461 .00174 .082
1.440 300 .09882 .00201 .096
1.585 400 .11030 .00222 .108
1.707 500 .12020 .00240 ,118
* This study
o Ellett and
Humes
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TABLE VIII
ABSORBED FRACTIONS FOR CENTRAL POINT SOURCES IN UNIT-DENSITY
SPHERES SURROUNDED BY SCATTERING MEDIUM AT VARIOUS GAMMA-
RAY ENERGIES
E = 0.03 Mev E = 1.46 Mev
A A
At Wt this Q-this et this 'thisttt -h Ellett(cm) (g) study study study study
.620 1 .08754 .00005 .079 .01748 .00001 .016
.782 2 .11127 .00007 .102 .02199 .00001 .020
.985 4 .14142 .00010 .133 .01767 .00001 .026
1,127 6 .16266 .00012 .153 .03164 .00001 .029
1.241 8 .17957 .00013 .171 .03480 .00001 .033
1.337 10 .19381 .00014 .185 .03746 .00001 .036
1,684 20 .24503 .00016 .236 .04708 .00002 .046
2.122 40 .30785 .00019 .299 .05914 .00002 .057
2.429 60 .35038 .00023 .342 .06755 .00002 .066
2.673 80 .38314 .00030 .376 .07421 .00003 .073
2.879 100 .41003 .00038 .402 .07982 .00003 .078
3.628 200 .50138 .00080 .492 .10000 .00005 .099
4.153 300 .55944 .00121 .551 .11400 .00006 .111
4.571 400 .60230 .00159 .591 .12506 .00007 ,122
4.924 500 .63620 .00193 .627 .13433 .00008 .133
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A.F. ABSORBED FRACTIONS FOR CENTRAL POINT
SOURCES IN UNIT-DENSITY SPHERES
SURROUNDED BY SCATTERING MEDIUM, VS
O*i RADIUS OF SPHERES
0.6 -
0.03Mev
0.5
0.3
0,2
0.10Mev
1,46Mev
0.1 -
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FIGURE VIII
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the variations of the absorbed fraction, as the gamma energy
changes from 0.03 to 1.46 Mev, as a function of the target
radius.
IV - 4 Absorbed fractions for uniformly distributed
sources and comparison with other calculations
Similiar to the discussions in section IV-3, the absorb-
ed fraction for the uniformly distributed sources obtained in
this study and those tabulated by Ellett and Humes are listed
in Table IX, X and XI.
Figure IX, X and XI show both absorbed fraction of
spheres and ellipsoids of different axes ratios computed in
this study and by Ellett and Humes. Our results show a
smooth increase of the values of the absorbed fraction with
increasing length of the target axes, while the values from
Ellett and Humes' study show large discontinuities, particu-
larly for targets of larger mass. The discontinuities in
Ellett and Humes' data may be due to an improper choice of
integration mesh.
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TABLE IX
ABSORBED FRACTIONS FOR UNIFORMLY DISTRIBUTED SOURCES IN
SMALL UNIT-DENSITY SPHERES SURROUNDED BY SCATTER-
MEDIUM (GAMMA-RAY ENERGY, E = 0.1 Mev)
TABLE X
ABSORBED FRACTIONS FOR UNIFORMLY DISTRIBUTED SOURCES IN
SMALL ELLIPSOIDS SURROUNDED BY SCATTERING MEDIUM
(AXES 1 : 2 : 4. E = 0.1 Mev)
A A
At Wt Othis (this (OEllett
(cm) (g) study study
0,310 1 .00977 .0004 .008
0.391 2 .01247 .00006 .011
0.492 4 .01595 .00007 .014
0.564 6 .01846 .00008 .016
0.620 8 .02048 .00009 .018
.0668 10 .02221 .00010 .019
.0842 20 .02863 ,00012 .025
1.060 40 .03704 .00016 .032
1.210 60 .04314 .00018 .040
1.340 80 .04810 .00020, .049
1.440 100 .05235 .00021 .053
10ii
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TABLE XI
ABSORBED FRACTIONS FOR UNIFORMLY DISTRIBUTED SOURCES IN
SMALL ELLIPSOIDS SURROUNDED BY SCATTERING MEDIUM
(AXES 1 : 3 : 8, E = 0.1 Mev)
A A
At Wt this this OEllett
(cm) (g) study study
0.215 1 .00703 .00005 .007
0.271 2 .00898 .00007 .009
0.341 4 .01150 .00009 .012
0.391 6 .01331 .00010 .013
0.430 8 .01477 .00010 .015
0.463 10 .01602 .00012 .017
0.584 20 .02066 .00015 .024
0.736 40 ,02673 .00019 .032
0.842 60 ,03110 .00021 .037
0.927 80 .03446 .00024 .042
0.998 100 .03769 .00025 .046
* This study
o Ellett &Humes
P -
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10 - 2
8
6
4.
P00
~.00 .
0-~
I I
z At
cm
FIGURE IX ABSORBED FRACTIONS FOR UNIFORMLY DISTRIBUTED SOURCE IN
UNIT-DENSITY SPUERES SURROUNDED BY SCATTERING MEDIUM
0/
,0
0, 010
.I ,j . I
j
A
A cm
FIGURE X ABSORBED FRACTIONS FOR UNIFORMLY DISTRIBUTED SOURCES IN
UNIT-DENSITY ELLIPSOIDS SURROUNDED BY SCATTERING MEDIUM
(AXES 1:2:4)
A.F.
10 - 2
8
6
2
0
* This study
o Ellett & Humes
cm
XI ABSORBED FRACTIONS FOR UNIFORMLY
DENSITY ELLIPSOIDS SURROUNDED BY
(AXES 1:3:8)
DISTRIBUTED SOURCES IN UNIT-
SCATTERING MEDIUM
A.F. I/0
/
/
A'
1 -
FIGUJ
0.5 At 1,5
Lt
76
IV - 5 Absorbed fractions for sources at various
distances from the center of the target
The absorbed fractions as function of the distances
between the target and the source have been obtained.
Table XII lists the absorbed fractions for point source and
a target of one hundred grams surrounded by scattering medium
versus the target-source distances. Figure XII is a plot
of these absorbed fractions as a function of the distance.
It is interesting to observe that the absorbed fraction for
a point source at the boundary ( D = 2.879 cm ) is about one
half of that for a point source at the center. This has been
expected analytically by the traditional geometrical factor
method ( Hine & Brownell, 1958). If we replace the point
sources by sources of the same size as the target, the
absorbed fraction obtained is close to the point source case
but less by a factor of 0.971 to 0.98 ( Table XIII). This
can be considered as a result of the self absorption of the
photons insider the source material.
TABLE XII
ABSORBED FRACTIONS OF A 100 GRAM SPHERICAL TAR-
GET SURROUNDED BY SCATTERING MEDIUM FROM
POINT SOURCES AT VARIOUS DISTANCES
FROM THE CENTER OF TARGET ALONG
A SYMMETRIC AXIS, E = 0.1 Mev
A
D 0 0
(cm)
0 8.581 E -2 2.055 E -3
1 8.591 E -2 3.575 E -3
2 7.012 E -2 2.661 E -3
3 3.698 E -2 1.007 E -3
5 1.278 E -2 9.578 E -5
10 3,242 E -3 1.291 E -5
15 1.218 E -3 3.927 E -6
20 5.139 E -4 1.485 E -6
25 2.292 E -4 6.728 E -7
30 1.031 E -4 2.997 E -7
35 4.726 E -5 1.293 E -7
40 2.128 E -5 6.507 E -8
45 9.421 E -6 2.796 E -8
50 4.380 E -6 9.767 E -9
55 2.052 E -6 6.663 E -9
10 - 1
A.F.
10 - 2
10-3
1 -4
10-5
-to10 ao
X Il D cm
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TABLE XIII
ABSORBED FRACTIONS OF A 100 GRAM SPHERICAL TAR-
GET SURROUNDED BY SCATTERING MEDIUM FOR UNI-
FORMLY DISTRIBUTED SOURCES AT VARIOUS
DISTANCES FROM THE CENTER OF TARGET
ALONG A SYMMETRICAL AXIS, E=0.1 Mev
* Size of the source is the same as
of the target.
the Size
D
(cm)
0 - -
1 - -
2
3
5.75 1.007 E -2 1.304 E -4 ,980
10 3.278 E -3 2.228 E -5 .981
15 1.230 E -3 6.831 E -6 .980
20 5.194 E -4 2.600 E -6 .980
25 2.318 E -4 1.148 E -6 .980
30 1.043 E -5 5.096 E -7 .986
35 4.775 E -5 2.232 E -7 .988
40 2.152 E -5 1.099 E -7 .980
45- 9.537 E -6 4.700 E -8 .980
50 4.431 E -6 1.789 E -8 .980
55 2.079 E -6 1.119 E -8 .980
TABLE XIV
COMPAR ISON OF POINT SPECIFIC ABSORBED FRACTIONS FOR A POINT
SOURCE AND ABSORBED FRACTIONS OF A 100 GRAM SPHERICAL
TARGET FROM A SOURCE OF SAME SIZE (CENTRAL DISTANCE 20 CM)
ENERGY A
(GAMMA SIMPLE 06D D ELLETT 100
Mev SIZE X10 4  10 - 4  x10
.030 557 .455 .013 .398
.040 557 1.926 .037 1.830
.060o 557 4.269 .063 4.277
.080 557 5.172 .064 5.232
.100 2797 5.194 .026 5.o93
.140 557 4.982 .054 5.033
.364 557 5.184 .047 5.292
.662 557 4.502 .041 4.516
1,460 557 3.899 .034 3.840
2.750 1376 3.267 .018 3.263
_.. ___.________
A.F.
5
10
-4 -
A POINT ABSORBED FRACTION FROM
POINT SOURCE X 100
3- 3 ABSORBED FRACTION FROM SPHERICAL SOURCE
OF THE SAME SIZE
2
1
00.02 0.05 0.1 0.5 1 2 3 c
Mev
FIGURE- XIII ABSORBED FRACTIONS FOR UNIFORMLY DISTRIBUTED SOURCES OF SAME
SIZE AS A 100 G UNIT-DENSITY SPHERE, AT VARIOUS GAMMA-RAY ENER-
GIES, AS COMPARE TO THOSE OF POINT SOURCES, CENTER to CENTER
DISTANCE IS 20 CM,
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IV - 6 Absorbed fractions for separated target and
spurce at various gamma-ray energies
It is interesting to observe that, if we multiply the
point specific absorbed fraction for point source at a fixed
distance D by the mass of a spherical target, we will obtain
the same value of the absorbed fraction ( within the calcu-
lation error ) of this spherical target at a distance D to
the center of a spherical source of the same size, except
in the cases of very low gamma-ray energies. Table XIV and
Figure XI1L demonstrate this fact. We see that for sufficient
high energy, the absorbed fraction of the spherical target
for a source of the same size outside the target is simply
the point specific absorbed fraction for point source mul-
tiplied by the target mass.
IV - 7 Summary
Throughout the study for this thesis, the Monte Carlo
integration was found a method of simplicity. It is strongly
believed by the author that Monte Carlo integration is a
powerful technique for the calculation of internal dose for
small target, particularly in the case of organ to organ
dose, since only a small sample size is needed.
Regretfully, because the computer fund available to
this study was limited, investigation on absorbed fractions
for geometries other than sphere and ellipsoids could not be
carried out. In addition to this, the comparison between
this method and the traditional geometrical factor method
for various geometries, the boundary effects ( Hine &
Brownell, 1956 ) and the application of this Monte Carlo
method to more complicate biological targetsand to time-
varying sources are the immediate topics which the author
would like to extend his work in order to furthermore con-
firm the superiority of the Monte Carlo method.
TABLE XV
SPECIFIC ABSORBED FRACTION AS A FUNCTION OF DISTANCE, R, FROM A POINT
SOURCE IN AN INFINITE TISSUE MEDIUM X94R 2
(4R2~cm 2 gramme - x 10-2 )
EM 0.03 0.04 0.06 0.08 0.10 0.14 0.364 0.662 1,46 2.75
0 13.4 5.76 2.85 2,47 2.47 2.67 3.22 3.23 2.83 233
1 14.9 7.35 3.65 2.95 2.85 2.91 3.26 3.20 2.79 2.29
2 14.2 8.06 4.24 3.41 3.13 3.13 3.28 3.18 2.75 2.25
4 10.8 8,19 5.16 4.10 3.71 3.45 3.30 3.12 2,66 2.18
6 7.33 7.33 5.35 4.54 3.99 3.63 3.31 3.05 2.57 2.12
8 4.75 6.12 5.20 4.62 4,11 3.72 3.26 2.96 2.48 2.05
10 2.96 4,70 4.84 4.50 4.06 3.63 3.26 2.88 2.39 1.98
12 1.82 3.45 4.31 4,22 3.84 3.48 3.20 2.78 2.31 1.91
14 1.07 2.62 3.79 3.81 3.58 3.30 3.08 2.66 2.22 1.84
16 0.60 1.85 3.15 3.41 3.27 3.05 2.97 2.52 2.12 1.77
18 0.37 1.31 2.62 2.98 2.90 2.78 2.83 2.41 2.02 1.71
20 0.20 0.92 2.15 2.63 2.56 2.53 2.66 2.27 1.93 1.64
22 0.12 0.69 1,68 2.21 2.27 2,23 2.50 2.15 1.85 1.57
24 0.074 0.46 1.34 1.84 1.94 1.98 2.33 2.01 1.74 1.51
26 0.32 1.06 1.54 1.64 1.72 2.11 1,89 1.64 1.45
28 0.23 0.83 1.26 1.40 1.48 1.94 1.76 1.55 1.38
30 0.15 0.65 1.04 1.15 1.31 1.81 1.62 1.46 1.32
32 0.10 0.50 0.83 0.959 1.10 1.65 1.48 1.38 1.26
34 0.068 0.39 0.67 0.793 0.926 1.50 1.38 1.29 1,20
36 0.30 0.51 0.654 0.793 1.32 1.25 1.22 1.14
38 0.23 0.41 0.535 0.657 1.21 1.15 1.14 1.08
40 0.18 0.33 0.421 0.547 1.07 1.04 1.06 1.03
44 0.21 0.268 0.365 0.845 0.858 0.92 0.93
48 0.13 0.164 0.249 0.666 0.760 0.79 0.84 o
52 0.077 0.115 0.162 0.485 0.557 0.68 0.75 -p
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APPENDIX
A - 1 SUBROUTINE GGL (IX,X,N,IER)
PURPOSE
THIS PROGRAM GENERATES A SEQUENCE OF N PSEUDO-RANDOM
REAL NUMBERS, I.E., THE STATISTICAL BEHAVIOR OF THE NUMBER
IS THAT OF A SEQUENCE OF RANDOM VARIABLES WHICH ARE INDE-
PENDENTLY AND UNIFORMLY DISTRIBUTED BETWEEN (BUT NOT IN-
CLUDING) 0.0 AND 1.0. AT THE SAME TIME, GGL GENERATES ONE
PSEUDO-RANDOM INTEGER BETWEEN (BUT NOT INCLUDING) 0 AND
231-1.
DESCRIPTION OF PARAMETERS
IX - GIVEN INTEGER VARIABLE CONTAINING THE STARTING
VALUE (SEED) FOR THE GENERATOR WITH 04 IX 4
231-1.
X - RESULTANT REAL VECTOR OF DIMENSION ;N >1,
CONTAINING THE N PSEUDO-RANDOM REAL NUMBERS.
BACAUSE OF THE MIXTURE OF INTEGER AND FLOAT-
ING-POINT COMPUTATIONS, THIS VECTOR IS INTER-
NALLY DENOTED WITH IR.
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N
IER
- GIVEN NUMBER OF PSEUDO-RANDOM REAL NUMBERS
TO BE GENERATED.
- RESULTANT ERROR INDICATOR. IER=O MEANS NO
ERROR WAS DETECTED, IER=1000 MEANS IX* 0,
IER=2000 MEANS N 0.
REMARKS
1. THE SEQUENCE OF REAL NUMBERS COMPUTED BY THESE
ROUTINE IS REPEATED ONLY AFTER 231-2 NUMBERS HAVE
BEEN GENERATED, THEREFORE, THE GENERATOR HAS THE
MAXIMUM CYCLE LENGTH OBTAINABLE ON A 31-BIT-LENGTH
MACHINES.
2. IF N=1, THE FORTRAN STATEMENT
CALL GGL(IX,X,1,IER)
PRODUCES BOTH THE NEXT PSEUDO-RANDOM INTEGER IN THE
SEQUENCE AND THE CORRESPONDING REAL RANDOM NUMBER.
GGL MUST BE USED IN THIS FASHION TO OBTAIN THE
COMPLETE SEQUENCE OF PSEUDO-RANDOM INTEGERS.
METHODS
THE GENERATOR IS OF THE CONGRUENTIAL TYPE GIVEN BY THE
RELATION
Xi+1  AX (MOD P) 0<XO P,i~l - i
WHERE P IS A PRIME NUMBER AND A IS A POSITIVE PRIMITIVE ROOT OF P. THE PARTICULAR
VALUES OF THE PARAMETERS A AND P USED IN GGL ARE
A = 75 = 16807 AND P = 231-1.
BECAUSE 75 IS A POSITIVE PRIMITIVE ROOT OF 231-1, WHICH IS THE LARGEST PRIME LESS
THAN OR EQUAL TO 231-1, THE GGL GENERATOR HAS THE MAXIMUM CYCLE LENGTH OBTAINBALE
ON A 31-BIT-WORD-LENGTH MACHINE.
SUBROUTINE GGL(IX,IR,N,IER)
DOUBLE PRECISION Y,A,P
DIMENSION IR(1)
EQUIVALENCE (II,R)
CALL COIBM
INERR=IER
IER =0
C
C DISCONTINUE PROCESSING IF START VALUE IX LESS THAN OR EQUAL TO 0
C
IF (IX) 1,1,2
1 IER =100
GOTO 10
C
C DISCONTINUE PROCESSING IF NUMBER OF RANDOM NUMBERS TO BE
C CALCULATED IS NOT POSITIVE
C
2 IF (N) 3,3,4
3 IER =2000
GOTO 10
C INITIALIZE A=7**5, P=2**31-1, 13=128, 14 = HEX 400FFFFF,
C IS5 = HEX 40000000 , ZERO = 0
C
4 A =16807,DO
P =2147483647,DO
13 =128
14 = 1074790399
15 =1073741824
ZERO =O.EO
Y =IX
C
C MAIN LOOP
C
DO 8 I=I,N
C
C DETERMINE IX=A*Y (MOD P) AND RETURN THIS PSEUDO RANDOM INTERGER
C
IY =A*Y/P
Y =A*Y-P*IY
IX =Y
C
C SHIFT IX RIGHT 7 BITS AND SET CHARACTERISTIC TO HEX. 40
C
IR(I)=IX/I3+I5
C
C SET LAST BIT OF FRACTION IN ORDER TO AVOID ZERO RESULTS
IF (IR(I)-(IR(I)/2)*2) 6,5,6
5 IR(I)=IR(I)+1
C
C NUMBER SMALLER THAN HEX 40100000 MUST BE NORMALIZED.
C BRANCH IF IR(I) IS GREATER THAN 400FFFFF(= GREATEST UNNORMALIZED
C FLOATING POINT NUMBER HAVING CHARACTERISTIC HEX. 40
C
6 IF (IR(I)-I4) 7,7,8
C NORMALIZELIR(I) BY ADDING ZERO
C o
7 II =IR(I)
R =R+ZERO
IR(I)=II
8 CONTINUE
9 RETURN
10 IF (INERR-12345) 11 9,11
11 CALL WIER(IER,101535
GOTO 9
END
A - II
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SUBROUTINE ATSM(X,Z,F,IROW,ICOL,ARG ARG,VAL,NDIM)
PURPOSE
NDIM POINTS OF A GIVEN TABLE WITH MONOTONIC ARGUMENT
ARE SELECTED AND ORDERED SUCH THAT
ABS(ARG(I)-X).GE.ABS(ARG(J)-X) IF I.GT.J.
DESCRIPTION OF PARAMETERS
X - THE SEARCH ARGUMENT
Z - THE VECTOR OF ARGUMENT VALUES (DIMENSION
IROW). THE ARGUMENT VALUES MUST BE STORED IN
INCREASING OR DECREASING SEQUENCE.
F - IN CASE ICOL=1, F IS THE VECTOR OF FUNCTION
VALUES (DIMENSION IROW).
IN CASE ICOL=2, F IS AN IROW BY @ MATRIX. THE
FIRST COLUMN SPECIFIES THE VECTOR OF FUNCTION
VALUES AND THE SECOND THE VECTOR OF DERIVA-
TIVES.
IROW - THE DIMENSION OF VECTOR 1 AND OF EACH COLUMN
IN MATRIX F.
ICOL - THE NUMBER OF COLUMNS IN F (I.E., 1 OR 2).
ARG - THE RESULTING VECTOR OF SELECTED AND ORDERED
ARGUMENT VALUES (DIMENSION NDIM).
VAL - THE RESULTING VECTOR OF SELECTED FUNCTION
VALUES (DIMENSION NDIM) IN CASE ICOL=1. IN
CASE ICOL=2, VAL IS THE VECTOR OF FUNCTION
AND DERIVATIVE VALUES (DIMENSION 2*NDIM)
WHICH ARE STORED IN PAIRS (I.E., EACH FUNC-
TION VALUES IS FOLLOWED BY ITS DERIVATIVES
VALUE).
NDIM - THE NUMBER OF POINTS WHICH MUST BE SELECTED
OUT OF THE GIVEN TABLE (Z,F).
REMARKS
NO ACTION IN CASE IROW LESS THAN 1.
IF INPUT VALUE NDIM IS GREATER THAN IROW, THE PROGRAM
SELECTS ONLY A MAXIMUM TABLE OF 9ROWPOINTS. THERE-
FORE THE USER OUGHT TO CHECK CORRESPONDENCE BETWEEN
TABLE (ARG,VAL) AND ITS DIMENSION BY COMPARISON OF NDIM
AND IROW, IN ORDER TO GET CORRECT RESULTS IN FURTHER
WORK WITH TABLE (ARG,VAL).
METHODS
SELECTION IS DONE BY SEARCHING THE SUBSCRIPT J I 0RTHAT
ARGUMENT, WHICH IS NEXT TO X (BINARY SEARCH).
AFTERWARDS NEIGHBOURING ARGUMENT VALUES ARE TESTED AND
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SELECTED IN THE ABOVE SENSE.
SUBROUTINE ATSM(X,Z F,IROW ICOL,ARG,VAL,NDIM)
DIMENSION Z(1), F(1),ARG(1,VAL(1)
C
C CASE IROW=1 IS CHECKED OUT
IF(IROW-1)23,21,1
1 N=NDIM
C
C IF N IS GREATER THAN IROW, N IS SET EQUAL IROW.
IF(N-IROW)3,3,2
2 N=IROW
C
C CASE IROW.GE.2
C SEARCH FOR SUBSCRIPT tJ SUCH THAT Z(J) IS NEXT TO X.
3 IF(Z(IROW)-Z(1))5,4,4
4 J=IROW
I=1l
GOTO 6
5 I=IROW
J=1
6 K=(J+1)/2
IF(X-Z(K))7,7,8
7 J=K
GOTO 9
8 I=K
9 IF(IABS(J-I)-1)10,10 6
10 IF(AiS(Z(J)-X)-ABS(Z(I)-X))12,12,11
11 J=1
C
C TABLE SELECTION
12 K=J
JL=O
JR=O0
DO 20 I=1,N
ARG(I)=Z(K)
IF(ICOL-11i4,14,13
13 VAL(2*I-1)=F(K)
KK=K+ IROW
VAL(2*I)=F(KK)
GOTO 15
14 VAL(I)=F(K)
15 JJR=J+JR
IF(JJR-IROW)16,18,18
16 JJL=J-JL
IF(JJL-1)19,19 17
17 IF(ABS(Z(JJR+1S-4-ABS(Z(JJL-1)-X))19,19,18
18 JL=JL+1
K=J-JL
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GOTO 20
19 JR=JR+1
K=J+JR
20 CONTINUE
RETURN
C
C CASE IROW=1
21 ARG(1)Z( ()
VAL(1 )=F(1)
IF.ICOL-2)2322,23
22 VAL(2)=F(2)
23 RETURN
END
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A - III SUBROUTINE ALI(X,ARG,VAL,Y,NDIM,EPS,IER)
PURPOSE
TO INTERPOLATE FUNCTION VALUES Y FOR A GIVEN ARGUMENT
VALUE X USING A GIVEN TABLE (ARG,VAL) OF ARGUMENT
AND FUNCTION VALUES.
DESCRIPTION OF PARAMENTERS
X - THE ARGUMENT VALUES SPECIFIED BY INPUT.
ARG - THE INPUT VECTOR (DIMENSION NDIM) OF ARGUMENT
VALUES OF THE TABLE (NOT DESTROYED).
VAL - THE INPUT VECTOR (DIMENSION NDIM) OF FUNCTION
VALUES OF THE TABLE (DESTROYED).
NDIM - AN INPUT VALUE WHICH SPECIFIES THE NUMBER OF
POINTS IN TABLE (ARG,VAL).
EPS - AN INPUT CONSTANT WHICH IS USED AS UPPER BOUND
FOR THE ABSOLUTE ERROR.
IER - A RESULTING ERROR PARAMETER.
REMARKS
(1) TABLE (ARG,VAL) SHOULD REPRESENT A SINGLE-VALUED
FUNCTION AND SHOULD BE STORED IN SUCH A WAY, THAT
THE DISTANCES ABS(ARG(-X) INCREASE WITH INCREASING
SUBSCRIPT I. TO GENERATE THIS ORDER IN TABLE (ARG,
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VAL), SUBROUTINES ATSG, ATSM OR ATSE COULD BE USED
IN A PREVIOUS STAGE.
(2) NO ACTION BESIDES ERROR MESSAGE IN CASE NDIM LESS
THAN 1.
(3) INTERPOLATION IS TERMINATED EITHER IF THE DIFFERENCE
BETWEEN TWO SUCCESSIVE INTERPOLATED VALUES IS AB-
SOLUTELY LESS THAN TOLERANCE EPS, OR IF THE ABSOLUTE
VALUE OF THIS DIFFERENCE STOPS DIMINISHING, OR AFTER
(NDIM-1) STEPS. FURTHER IT IS TERMINATED IF THE
PROCEDURE DISCOVERS TWO ARGUMENT VALUES IN VECTOR
ARG WHICH ARE IDENTICAL. DEPENDENT ON THESE FOUR
CASES, ERROR PARAMETER IER IS CODED IN THE FOLLOWING
FORM
IER=0O - IT WAS POSSIBLE TO REACH THE REQUIRED
ACCURACY (NO ERROR).
IER=1 - IT WAS IMPOSSIBLE TO REACH THE REQUIRED
ACCURACY BACAUSE OF ROUNDING ERRORS.
IER=2 - IT WAS IMPOSSIBLE TO CHECK ACCURACY BEG,
CAUSE NDIM IS LESS THAN 3, OR THE RE-
QUIRED ACCURACY COULD NOT BE REACHED BY
MEANS OF THE GIVEN TABLE. NDIM SHOULD BE
INCREASED.
IER=3 - THE PROCEDURE DISCOVERED TWO ARGUMENT
VALUES IN VECTOR ARG WHICH ARE IDENTICAL.
METHODS
INTERPOLATION IS DONE BY MEANS OF AITKENS SCHEME OF
LARGRANGE INTERPOLATION. ON RETURN Y CONTAINS AN
INTERPOLATED FUNCTION VALUE OF POINT X, WHICH IS IN THE
SENSE OF REMARK (3) OPTIMAL WITH RESPECT TO GIVEN TABLE.
FOR REFERENCE, SEE F.B.HILDEBRAND, INTRODUCTION TO
NUMERICAL ANALYSIS, MCGRAW-HILL, NEW YORK/TORONTO/
LONDON, 1956, pp. 49-50.
SUBROUTINE ALI(X,ARG,VAL,Y,EPS,IER)
FIMENSION ARG(1) ,VAL (1)
IER-2i J
DELT2=0
IF(NDIM-1)9,7,1
C
C START OF AITKEN-LOOP
1 DO 6 J=2,NDIM
DELTI=DELT2
IEND=J-1
DO 2 I=1,IEND
H=ARG(I)-ARG(J)
IF(H)2,13,2
2 VAL(J)=(VAL(I)*(X-ARG(J))-VAL(J)*(X-ARG(I)))/H
DELT2=ABS(VAL(J)-VAL(IEND))
IF(J-2)6,6,3
3 IF(DELT2-EPS)10,10,4
4 IF(J-5)6,5,5
5 IF(DELT2-DELT1)6,11,11
6 CONTINUE
C END OF AITKEN-LOOP
C
J=NDIM
8 Y=VAL(J)
9 RETURN
C
C THERE IS SUFFICIENT ACCURACY WITHIN NDIM-1 ITERATION STEPS
1 IER=O
GOTO 8
C
C TEST VALUE DELT2 STARTS OSCILLATING
11 IER=1
12 J=IEND
GOTO 8
C
C THERE ARE TWO IDENTICAL ARGUMENT VALUES IN VECTOR ARG
13 IER=3
GOTO 12
END
