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Abstract
In vitro biological experiments and in silico individual-based computa-
tional models are widely used to understand the low-level behavior of cells
and cellular functions. Many of these functions can not be directly observed,
however, may be deduced from other properties that can be well measured
and modeled. In this paper, we present a procedure to evaluate synthetic cell
colony formation generated by an off-lattice individual-based model. The
calculated shape features of the artificial cell aggregates can be related to the
parameter values of the simulated agents, therefore this data can be used to
quantify properties of real-life cells such as motility or binding affinity that
can not be easily determined otherwise. Our experiments showed that only
a few of these parameters are responsible for the difference in shape features
of the colonies.
Keywords: modeling in vitro cells; colony formation; agent-based simulation;
parameter inference; machine learning
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1. Introduction
1.1. Background and motivation
Biological experiments frequently carried out on cell cultures, also known as in
vitro cultures. These cells are usually kept alive in culture media added into dif-
ferent sized culture dishes. At ideal conditions, the cells start to proliferate and
reproduce, which leads to an increased size of the initial populations. Depending
on individual cellular-level properties, these cells may form tight, regularly-shaped
colonies, loosely-connected aggregates with irregular edges or no distinguishable
clusters at all.
An experienced researcher can recognize a change in some cellular functions or
properties only by looking at the culture under a microscope and see the differences
in the pattern of cell aggregates, their size, shape, etc. Analyzing microscopy images
by specific image processing applications can also also provide useful information,
such as the percentage area covered by cells, the number of cell aggregates detected
or the statistical features of the shape descriptors of colonies. On the other hand, it
is usually impossible to objectively and precisely define the changes in cellular-level
functions only by evaluating microscopy photos.
1.2. Aims of the research
Our objective was to propose a method, which demonstrates how it is possible
to relate some pre-selected cellular properties to the measured shape features of
multi-cellular aggregates. To do so, we first created an individual-based model
that captures the selected properties of a single cell in vitro. Then, a large number
of input parameters were generated and multiple simulations were executed. The
resulting dataset was processed by a shape feature extraction algorithm. Finally,
we used a multi-layered neural network to relate the extracted shape features of
the artificial cell-aggregates to the input parameters of each simulation.
2. Related work
In the last few decades, the so-called individual-based modeling technique became
more and more popular in this field, partially because it can provide useful insights
into cellular level features based on the emergent behavior of a large population of
individuals, also called as agents. For instance, such techniques can be utilizes to
study collective cell migration [14], to model the calcium dependent behaviour of
epithelial cells [16] or malignant tumor growth [12], just to mention some.
Previous researches showed, that even a relatively simple individual-based com-
putational model of individual cells is able to produce different colony morphologies
when some of the input parameters were altered [6–8]. The growth dynamics and
morphology features of multi-cellular aggregates can be also captured by statistical
physics models [1, 9]. Such models suggest that the key mechanism in monolayer
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colony formation is the surface diffusion of cells at the boundary of the aggregate
[3], however, this problem is still not entirely solved [4].
3. Methods
3.1. Agent-based modeling
We used a simplified version of the model introduced by Drasdo et al. [8] and pre-
viously presented in [11]. This model uses the position, mean diameter, core ratio,
adhesive ratio, adhesion factor and velocity data of each individual. Therefore,
cells can be interpreted as partially overlapping, sticky disks with diameter 𝑑 on
a two-dimensional circular and bounded flat surface (the bottom of the culture
dish). The position of agent 𝑖 is stored in its coordinate vector 𝑥𝑖. Core ratio
𝑟𝑐 < 1 defines the diameter of an embedded disk (core). For two or more agents
cores should not overlap, so values of 𝑟𝑐 ≈ 0 belong to highly elastic cells, while
𝑟𝑐 ≈ 1 to highly rigid ones. Adhesive ratio 𝑟𝑎 > 1 defines the distance in which
two agents form adhesive bonds. Interaction properties of agents 𝑖 and 𝑗 being in
distance 𝑥 are incorporated by an interaction potential function defined as
𝑉𝑖𝑗(𝑥) =
⎧⎪⎨⎪⎩
∞ if 𝑥 ≤ 𝑑𝑐𝑖𝑗
−𝜀 if 𝑑𝑐𝑖𝑗 < 𝑥 ≤ 𝑑𝑎𝑖𝑗
0 otherwise
(3.1)
where
𝑑𝑐𝑖𝑗 =
𝑟𝑐𝑖𝑑𝑖 + 𝑟
𝑐
𝑗𝑑𝑗
2
and 𝑑𝑎𝑖𝑗 =
𝑟𝑎𝑖 𝑑𝑖 + 𝑟
𝑎
𝑗 𝑑𝑗
2
are the core and adhesion distances of the agents, respectively. Value 𝜀 describes
the agent-agent adhesion energy and can be directly linked to quantities such as
cell membrane adhesion receptor density [2, 7]. To simulate this model, a Monte
Carlo rejection sampling process [13] is executed, during which agent 𝑖 is displaced
by the vector 𝛿?⃗? with acceptance probability
min
⎧⎨⎩1, exp−1
⎛⎝∑︁
?̸?=𝑗
𝑉 𝑡+Δ𝑡𝑖𝑗 −
∑︁
?̸?=𝑗
𝑉 𝑡𝑖𝑗
⎞⎠⎫⎬⎭ ,
where ?⃗? is a randomly directed unit vector, 𝛿 is a gamma distributed distance with
shape parameter 𝑘 and scale parameter 𝜃 and ∆𝑡 is the unit of simulation time
scale.
Duplication of agent 𝑖 is based on its cell cycle time 𝜏𝑖 (the time duration
between two division events) and time counter (internal clock) state 𝑡𝑖. When
𝑡𝑖 ≥ 𝜏𝑖
∆𝑡
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cell duplication is performed by creating a copy 𝑖′ of agent 𝑖 and assigning new
coordinates
𝑥𝑖
new = 𝑥𝑖
old +
1
2
𝑟𝑐𝑖𝑑𝑖?⃗?
𝑥′𝑖
new
= 𝑥𝑖
old − 1
2
𝑟𝑐𝑖𝑑𝑖?⃗?
to the agents, where ?⃗? is a uniformly distributed two-dimensional unit vector. If
there is no sufficient space to locate both agents (that is, when the interaction
energy defined by (3.1) is infinity), the duplication trial is rejected. Otherwise,
both agents are set to their initial cell cycle state.
3.2. Input data generation and simulation
To simulate the model, we generated all possible input parameter combination to
better explore the structure of the feature space. However, to decrease the number
of individual combination, some model parameters were fixed by analyzing and
evaluating real microscopy images, therefore we set 𝑑 = 25 µm, 𝑟𝑐 = 0.8, 𝑟𝑎 = 1.2,
𝜏 = 24 h and 𝜃 = 0.1. All other input values were picked one by one from its
possible range (see Table 2 for details). To minimize stochastic effects, threefold
replication were used with all parameter combinations.
When a simulation is started, a given number of agents (approximately 250)
are randomly placed into the simulation space which is a circular surface with a
diameter of 6.4 mm (this is approximately equivalent to the diameter of a standard
96-well culture dish). The locations of each agent are saved periodically and a
pseudo-microscopy image is rendered from the simulation data, where black disks
represent the simulated cell on a white background (somewhat similar to in Fig. 1).
This photo is later loaded into the image processing software for further evaluation.
3.3. Shape feature extraction
To evaluate the rendered pseudo-microscopy images, we created a batch feature
extraction pipeline in CellProfiler [5]. This pipeline first smooths the image using
a Gaussian filter with kernel size 𝜎 = 1.0 to make the artificial image more real-
istic. Then, an automated binarization using minimum cross-entropy thresholding
separates the foreground (cell aggregates) from the background. To remove small
artifacts and holes at the boundary of the colonies, we performed a closing oper-
ation with a disk structuring element. After that, all distinct foreground objects
are marked and processed one by one. When shape features of all detected objects
are determined, the data is saved as an output file, along with the corresponding
simulation parameter values and identifiers such as object label, frame number,
etc.
The most significant attributes along with their description and key statistical
properties of the produced dataset is summarized on Table 1.
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Figure 1: Representative image of a pseudo-microscopy image of
simulated cells (black dots) in a small circular vessel. The bound-
aries of detected cell aggregate objects are shown red. Note, that
cell diameters and vessel diameter are not realistic on this image.
Attribute Unit Mean SD Min Max
Area: the number of pixels covered by
the given object pixel 1549.77 1995.13 259.0 228649.0
Perimeter: the total number of pixels
around the boundary of each region in
the image
pixel 157.11 119.8 64.42 9792.12
MeanRadius: the mean distance of
any pixel in the object to the closest
pixel outside of the object
pixel 5.74 1.61 3.0 26.65
Compactness: the mean squared dis-
tance of the object’s pixels from the
centroid divided by the area
dimensionless 1.15 0.21 1.0 5.29
Solidity: the proportion of the pixels
in the convex hull that are also in the
object
dimensionless 0.92 0.05 0.36 1.0
FormFactor: calculated as
4𝜋Area/Perimeter2 dimensionless 0.77 0.16 0.03 0.98
Table 1: Most significant shape attributes of simulated cell aggre-
gates along with their short description and basic statistical prop-
erties
3.3.1. Data filtering
Since the set contains time series data, measured values should be reviewed. An
interesting phenomenon can be observed when multiple distinct cell aggregates
merged into one large aggregate. In these cases, the segmentation method is not
able to correctly distinguish these objects, therefore produce invalid shape mea-
surements.
On the other hand, individual cell movements can result in breaking up these
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Parameter Unit Value
𝜀: adhesion energy parameter
(“stickyness”) dimensionless 𝜀 ∈ {1, 3, 5}
𝑘: distribution shape parameter
of the mean displacement step
size (“velocity”)
dimensionless 𝑘 ∈ {2, 3, 4}
Δ𝑡: time resolution of the simu-
lation minute Δ𝑡 ∈ {1, 2, 4, 8, 16, 32, 64}
𝑁𝑀𝐶 : number of repeated
Monte Carlo displacement trials
of an agent in a given time step.
dimensionless 𝑁𝑀𝐶 ∈ {1, 2, 4, 8, 16, 32, 64}
Table 2: Input parameter data of the simulated agents (See 3.1 for
a detailed description)
clusters into separate objects. These combined features cause outliers, resulting
significant noise in the observations. Affected objects can be removed from the
dataset based on the area sizes, using a simple algorithm. At time step 0, all
objects are removed from the set where the area size is considered large, according
to the input values. At every other time step 𝑖, the observed area size 𝐴𝑗𝑖 of object
number 𝑗 is compared to the last observation 𝐴𝑗𝑖−1, and if 𝐴
𝑗
𝑖 > 𝑚𝐴
𝑗
𝑖−1, where 𝑚 is
a factor defined as
√
2, 2 or 3, the observation is considered as an outlier; therefore,
it is removed.
The application of this method will result in serious imbalance, or – if all ob-
servations of an object are removed on detection – cropping of the dataset. In our
experiments, approximately 99% of objects are removed because of a size mismatch
at some point of their lifetime. It is important to point out, that object numbers
are not unique identifiers: the numbering in each frame restarts. As a consequence,
some objects which themselves are not affected by clustering error are removed by
the dataset because of incorrect labeling caused by a nearby error.
However, cell aggregate object identification is possible based on the coordinates
of their midpoint: an assumption can be made that object 𝑜1 at observed time
point 𝑡𝑘 and object 𝑜2 of observation 𝑡𝑘+1 are the same for some 𝑘 if the Euclidean
distance 𝑑(𝑜1, 𝑜2) between the center points 𝑐𝑜1𝑡𝑘 and 𝑐
𝑜2
𝑡𝑘+1
are minimal:
min
𝑖
𝑑(𝑐𝑜1𝑡𝑘 , 𝑐
𝑜𝑛
𝑡𝑘+1
).
We would like to note, that other methods, such as the iterative closest point
(ICP) method [15] could also be applied to extend or replace the described matching
procedure. After identifying the cells through frames, the previously described
outlier filtering method can be applied to filter the data, using the calculated
object IDs.
3.4. Statistical analysis
To analyze the behavior of the model for different inputs, a machine learning-based
model for regression was used. As a proof of concept, a classical multi-layered neural
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network was trained to predict the area size of a cell at a given time for a given set
of input parameters.
The input layer receives the normalized time and input features, a total of 11
features. The shallow network architecture (visualized on Fig. 2) consists of 7
hidden layers with parameter numbers between 100 and 25, followed by an output
layer with one single neuron with a “leaky” Rectified Linear Unit activation function
to predict the area. For training, the state-of-the-art Adam optimizer [10] was
used to minimize the mean squared error. Results showed a mean absolute error
of 13.5%.
Input (11)
Hidden (100)
Hidden (100)
Hidden (75)
Hidden (75)
Hidden(50)
Hidden (50)
Hidden (25)
Output (1)
Figure 2: The structure of the fully connected neural network.
The 11 input parameters are followed by a total of 7 hidden layers,
and one single output is calculated. The activation functions are
common ReLU activations, while the output neuron has a “leaky”
ReLU activation to support negative values.
The relatively high error rate can be explained by the dependency of the ad-
jacent cell objects, and the relatively small size of training data. We also would
like to point out, that our future plans include the analysis of convolutional neural
networks (CNN) to incorporate the features of adjacent cells, as well as recurrent
neural networks (RNN) to take the past states of the objects into account. This
paper shows a proof of concept, and the base idea of the procedure.
3.5. Input inference
The presented prediction technique of the output values is used as a basis of an
input inference method. The pre-trained network is extended with a first layer with
random trainable weights, while all other layers, including the trained parameters,
are unchanged. As it is shown in Fig. 3, the neuron number of the inserted layer
equals the number of input parameters, while other parts of the network – including
the weights – remain unchanged.
For a given output value, all input values are set to constant 1, and using these
values a few steps of back-propagation is done. The given values are flown through
the network to get a prediction, the error is calculated from the expected value,
this loss is then back-propagated to the first layer, and the weights are changed
accordingly. A few of these training steps are done until the error rate descends to
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a fixed value.
Afterwards, the final step is to calculate the so-called expected input parameters
from the trained parameters. Layer weights can be represented as a matrix𝑊 with
a size of 11 × 11, as all the 11 neurons of the layer are connected with all the 11
neurons of the input, resulting in 11 rows of weight vectors of length 11. The layer
also has bias values for each neuron, resulting in a total of 11 values represented
by vector 𝑏.
Hidden (11)
Hidden (100)
Hidden (100)
Hidden(75)
Hidden (75)
Hidden (50)
Hidden (50)
Hidden (25)
Output (1)
Input (11)
Figure 3: The structure of the input inference model. The hidden
layers colored with red are “frozen”, non-trainable, the weights are
pre-trained. The fully connected layer inserted as the first layer is
the only trainable layer in the network.
Based on the classic formula of activation, the sum of each row i is calculated
as
𝑁∑︁
𝑗=1
𝑤𝑖,𝑗 ,
resulting in a vector of 11 values. This will be multiplied by the input values, which
are constant ones, therefore, vector 𝑤 is unchanged and the bias is added:
𝑧𝑖 =
𝑁∑︁
𝑗=1
𝑤𝑖,𝑗 + 𝑏𝑖.
In case the expected input values are in the domain of [0, 1], a sigmoid activation
function could be applied as
𝑎𝑖 = sigm(𝑧𝑖)
to get the expected input values for a given output.
It is notable, that the function of the neural network is non-injective, the inputs
can not be inverted, the inputs can only be inferred, while a set of multiple solutions
might exist, the method defined here only results in the input set with the lowest
error rate.
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4. Results
Since the large number of possible features, we inspected the resulting dataset
by performing a hierarchical clustering on the attributes and visualizing their de-
pendence on a correlation heatmap (see Fig. 4). To build the dendrogram of the
attributes, an agglomerative clustering process was used with Ward’s minimum
variance method and Euclidean distance function as a measure of dissimilarity. As
it was revealed, the measured shape attributes are highly interconnected, therefore
it is possible to reduce the number of shape features to a much smaller subset.
We selected Area, Compactness and FormFactor as they fall into separate classes
based on the hierarchical clustering.
FormFactor
Solidity
Extent
Orientation
Eccentricity
Compactness
MaximumRadius
MedianRadius
MeanRadius
MajorAxisLength
MaxFeretDiameter
Perimeter
Area
MinorAxisLength
MinFeretDiameter
−1 −0.5 0 0.5 1
Figure 4: Hierarchical clustering and correlation heatmap of the
dataset. As attributes are highly interconnected, a well-chosen sub-
set is able to catch most of the differences in the shape features of
the cell aggregates.
The final dataset contained approximately 250,000 records. The multi-layered
neural network is trained on these data to predict a selected shape feature. For
demonstration purposes, we chose Area, as it is easy to interpret and it is a good
representative element of the feature set. During training, 70% of the original
dataset was used for training, and the remaining 30% for validation, to detect
overfitting.
The training of this baseline model was evaluated with a separated test set of
1522 synthetic test records: the measured average difference between the expected
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and the predicted area size was 12.6%. After the model was trained, the parameters
were used to infer the input variable, now based on the outcome area size of the
cell aggregate, using the method defined in section 3.5. After freezing the original
weights, training affects only the parameters of the appended first layer. Training
concludes when the measured loss stops descending; during our experiments this
happened with a loss value near zero. During our experiments, the inferred inputs
were fed back to the original model, and the predicted area size is compared with
the expected.
During the experiments, we created a novel embedding structure, where a se-
lected input parameter can be predefined, and are not affected by training. This
defined method is easily extendable, allowing the researchers to predict some input
values for fixed input parameters. Future plans include the extension of the model
to examine the behavior of multiple cells and time-series based on the previously
mentioned CNN or RNN structures.
Our initial aim was to demonstrate the possibility of relating simulation input
parameters to measured shape features. We inspected this relation on our simu-
lation data. Using principal component analysis, we concluded that the two most
significant input parameters are 𝜀 and 𝑘, i.e. the interaction potential well depth
(“stickyness”) and the shape parameter of the step size distribution (“velocity”).
As depicted in Fig. 5, stronger attractive forces between the agents (larger
𝜀 values) results in smaller but more circular cell aggregates. This observation
was confirmed statistically by performing a two-way ANOVA which showed that
𝜀 has a clear effect on those features (𝑝 < 0.001). On the other hand, we found
that the velocity has statistically significant effect only on the FormFactor feature
(𝑝 < 0.001) but not on the Area.
0
2500
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7500
10000
1 3 5
Potential well depth (nd)
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) Velocity (nd)
k=2
k=3
k=4
0.2
0.4
0.6
0.8
1 3 5
Potential well depth (nd)
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rm
Fa
ct
or
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d) Velocity (nd)
k=2
k=3
k=4
Figure 5: The effect of altered input parameters on shape features.
There is a relation between the distribution of Area (left) and Form-
Factor (right) and the input parameters 𝜀 and 𝑘.
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5. Conclusion
In this paper, we proposed a procedure to generate a dataset of colony forma-
tion process of simulated cell cultures. Using a simplified version of an existing
agent-based model, multiple simulations were executed parallelly and the results
were analyzed using an image processing pipeline. The details of the agent-based
model, the feature extraction method as well as the data filtering technique were
also discussed. Following the statistical analysis of the results, a proof-of-concept
regression method was presented to predict an output of the simulation, based on
input parameter data. Built on the regression model, an input inference method is
introduced to produce possible input parameters from the received output.
As a preliminary result, we found that the measured shape features of the
artificial cell aggregates (such as the area or the circularity) can be predicted by only
a few input parameters, namely the simulated time 𝑡 which is simple to understand,
but also the adhesion energy 𝜀 and velocity distribution shape parameter 𝑘 which
both belong to the motility of a living cell. This observation is consistent with other
published results. Our experiments show, that the proposed method – extended
by sensitivity analysis and a precisely defined search – could be promising in case
of parameter search for simulated environments.
We believe that the proposed procedure could serve as a useful base for cre-
ating and testing more accurate prediction models based on machine learning or
developing advanced statistical methods that reveal some non-trivial patterns of
in vitro cell pattern formation. This concept could also contribute to researches
aiming to predict some hard-to-measure properties of living cells by creating and
fitting a model with known parameters to the real phenomenon.
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