A radio network is a distributed system with no central arbiter, consisting of ¡ radio transceivers, henceforth referred to as stations. We assume that the stations are identical and cannot be distinguished by serial or manufacturing number. The leader election problem asks to designate one of the station as leader. A leader election protocol is said to be uniform if in each time slot every station transmits with the same probability.
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Introduction
A radio network (RN, for short) is a distributed system with no central arbiter, consisting of ¡ radio transceivers, henceforth referred to as stations. In a single-channel RN the stations communicate over a unique radio frequency channel known to all the stations. A RN is said to be singlehop when all the stations are within transmission range of each other. In this work we focus on single-channel, single-Q Work supported, in part, by the NSF grant CCR-9522093, by ONR grant N00014-97-1-0526, and by a grant from the Telecommunications Advancement Foundation.
hop radio networks. Single-hop radio networks are the basic ingredients out of which larger, multi-hop radio networks are built [1, 9] . As customary, time is assumed slotted and all transmissions are edge-triggered, that is, take place at time slot boundaries [1, 3] . In a time slot a station can transmit and/or listen to the channel.
We employ the commonly-accepted assumption that when two or more stations are transmitting on a channel in the same time slot, the corresponding packets collide and are garbled beyond recognition. It is customary to distinguish among radio networks in terms of their collision detection capabilities. In the RN with collision detection the status of a radio channel in a time slot is, NULL if no station transmitted in the current time slot, SINGLE if exactly one station transmitted in the current time slot, COLLISION if two or more stations transmitted the channel in the current time slot.
The problem that we address in this work is the classical leader election problem which asks to designate one of the station in the network as leader. In other words, after executing the leader election protocol, exactly one station learns that it was elected leader, while the remaining stations learn the identity of the leader.
The leader election problem can be studied in the following three scenarios: Scenario 1 if the number ¡ of stations is known in advance, Scenario 2 if the number ¡ of stations is unknown, but an upper bound R on ¡ is known in advance, and Scenario 3 if neither the number of stations nor an upper bound on this number is known in advance. It is intuitively clear that the task of leader election is the easiest in Scenario 1 and the hardest in Scenario 3, with Scenario 2 being in-between the two.
Randomized leader election protocols designed for single-channel, single-hop radio networks work as follows: in each time slot, the stations transmit on the channel with some probability. As we will discuss shortly, this probability may or may not be the same for individual stations. If the status of the channel is SINGLE, the unique station that has transmitted is declared the leader. If the status is not SINGLE, the above is repeated until, eventually, a leader is elected. Suppose that a leader election protocol runs for S time slots and a leader has still not been elected at that time. . However, when ¡ is small, this probability is non-negligible.
To address this shortcoming, Nakano and Olariu [7] improved this protocol to terminate, with probability ex-
time slots. Nakano and Olariu [8] also presented an oblivious leader election protocol for Scenario 3 terminating with probability at least ! # , in
In this paper, d q e and f are used to denote the logarithms to the base 2 and g , respectively.
In a landmark paper, Willard [9] presented a uniform leader election protocol for the conditions of Scenario 2 terminating in
expected time slots. Willard's protocol involves two stages: the first stage, using binary search, guesses in
, satisfying
. Once this approximation for ¡ is available, the second stage elects a leader in 2 3 r n expected time slots using the protocol of [4] . Thus, the protocol elects a leader in
expected time slots. Willard [9] went on to improve this protocol to run under the conditions of Scenario 3 in
expected time slots. The first stage of the improved protocol uses the technique presented in Bentley and Yao [2] , which finds an integer Our first contribution is to propose a uniform leader election protocol terminating, with probability exceeding
time slots. Our uniform leader election features the same performance as the non-uniform leader election protocol of [7] even though all the stations transmit with the same probability in each time slot. This protocol is optimal because, as proved by Willard [9] , every uniform leader election protocols needs
expected time slots to terminate and, as we will show later, any uniform protocol that elects a leader with probability at least G ! # needs to run for
Recall that Willard's uniform leader election protocol [9] runs in
expected time slots, it features the same performance as Willard's protocol in terms of the expected number of time slots. However, the distribution of the time slots is different in the two protocols. In order to show this fact, we prove that with probability at least o ! #
Willard's protocol has to run for at least
time slots to elect a leader. Thus, Willard's protocol stands a much larger chance than our protocol to run for a long time before electing a leader.
Further, as we are going to show,
is a dominant factor for some applications. Suppose that ¡ stations are partitioned into H ¡ clusters of H ¡ stations each. Let us consider a task involving the following two steps:
Step 1 elect a leader in each cluster;
Step 2 elect a leader among the leaders elected in Step 1.
Note that, all of the H ¡ leaders must be elected in Step 1 before starting Step 2. Using our leader election protocol, Step 1 terminates, with probability at least
Step 2 takes
time slots. Thus, using our leader election protocol, the task can be completed in
expected time slots. On the other hand, using Willard's leader election protocol, the expected time slots to complete this task is much larger, even if Willard's leader election protocol runs for
Step 1 takes
time slots. Consequently, using Willard's protocol, the task is completed, with proba-
time slots and thus, in
expected time slots. Arguably, Willard's protocol is much slower than our protocol to complete this task. We also provide simulation results that show that our protocol is practically fast and that Willard's uniform leader election protocol is very slow with some probability. More precisely, in 1,000,000 simulations for various values of ¡ up to 100,000,000, our protocol never required more than 52 time slots, while Willard's protocol needed more than 1,600 time slots in the worst case.
A brief refresher of probability theory
The main goal of this section is to review elementary probability theory results that are useful for analyzing the performance of our protocols. For a more detailed discussion of background material we refer the reader to [5] .
For a random variable , u denotes the expected value of . Let be a random variable denoting the number of successes in ¡ independent Bernoulli trials with parameter Y . It is well known that has a binomial distribution and that for every integer
Further, the expected value of is given by
To analyze the tail of the binomial distribution, we shall make use of the following estimates, commonly referred to as Chernoff bounds [5] :
Let be a random variable assuming only nonnegative values. The following inequality, known as the Markov inequality, will be also used
To evaluate the expected value of a random variable, we state the following lemma.
Lemma 2.1 Let be a random variable taking a value smaller than or equal to
ª t j « with probability at least « , i X s « ¬ X n , where ª is a non-decreasing function. Then, u r X t ! ª t « r ® © « .
Uniform leader election protocols
The main purpose of this section is to develop a uniform leader election protocol that terminates, with probability ex-
is an arbitrary parameter. We begin by presenting a very simple protocol that is the workhorse of all subsequent leader election protocols.
Protocol Broadcast(Y ) every station transmits with probability ! r° ; if the status of the channel is SINGLE then the unique station that has transmitted becomes the leader and all stations exit the (main) protocol
In Subsection 3.1 we begin by exhibiting a first uniform leader election protocol terminating, with probability ex-
In Subsection 3.2 we show how this protocol can be modified to run in ) is executed. If the status of the channel is SINGLE then the unique station that has transmitted becomes the leader. , that is, With this preamble out of the way, we are now in a position to spell out the details of our uniform leader election protocol.
A uniform leader election protocol running in
Protocol Uniform-election Phase 1:
; Broadcast(e`) until the status of the channel is NULL; Phase 2:
repeat Broadcast(R ); if the status of channel is NULL then
We now turn to the task of evaluating the number of time slots it takes the protocol to terminate. In Phase 1, once the status of the channel is NULL the protocol exits the repeat-until loop. Thus, there exist an integer S such that the status of the channel is: 
Equation (7) implies that with probability exceeding 
time slots. Since Phase 2 terminates in at most
time slots, we have proved the following result. 
If at the end of Phase 2 R satisfies the double inequality of Lemma 3.2, we have
and, similarly,
Thus, we have,
We note that if
holds at the end of Phase 2, then ã Ê X Ó ã # . By the same reasoning, it is easy to see that if (11) holds at the end of Phase 2, we have
Since a particular call Broadcast(R ) fails with probability at most
Thus, the probability that there are more than 
Uniform leader electing protocol running in
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time slots
The main goal of this subsection is to outline the changes that will make protocol Uniform-election terminate, with probability exceeding 
time slots. Thus, we have the following result. 
Theorem 3.4 There exists a uniform leader election protocol that terminates, with probability at least
3 ! # , in ¢ £ © ¥ ( ¢ ¤ £ ¦ ¥ ¡ h Ô ¢ ¤ £ ¦ ¥ § ¢ ¤ £ ¦ ¥ ¡ Ô 2 3 ¢ £ © ¥ $
Willard's uniform leader election protocol
The main goal of this section is to take a very close look at the performance of Willard's uniform leader election protocol [9] . As it turns out, our uniform leader election protocol presented in Section 3 is very similar to the one in [9] . Both our protocol and Willard's consists of three phases. Phases 1 and 2 are the same for the two protocols. In Willard , until the status of channel is NULL for the first time.
We assume, without loss of generality, that Phase 1 terminates as a result of the fact that the status of the channel is NULL in the call Broadcast(e ) is NULL then It is easy to see that the two uniform leader election protocols have almost the same performance in terms of the expected number of time slots. However, the simulation results show that Willard's protocol is extremely slow with some probability as we have proved mathematically. In this simulation among the 1,000,000 runs, the largest number of time slots taken by Willard's protocol exceeds 1,600, while our leader election never takes more than 56 time slots. 
