Abstract A computer model of learning and representing spatial locations is studied. The model builds on biological constraints and assumptions drawn from the anatomy and physiology of the hippocampal formation of the rat. The emphasis of the presented research is on the usability of a computer model originally proposed to describe episodic memory capabilities of the hippocampus in a spatial task. In the present model two modalities -vision and path integration -are contributing to the recognition of a given place. We study how place cell activity emerges due to Hebbian learning in the model hippocampus as a result of random exploration of the environment. The model is implemented in the Webots mobile robotics simulation software. Our results show that the location of the robot is well predictable from the activity of a population of model place cells, thus the model is suitable to be used as a basic building block of location-based navigation strategies. However, some properties of the stored memories strongly resembles that of episodic memories, which do not match special spatial requirements.
Introduction
Animals spend considerable amount of time moving from one place to an other in their habitat looking for food and avoiding possible dangers. Their survival depends upon how well they are able to find or identify certain places and return to them later. Although, they often make mistakes, routes they choose may not be optimal from a mathematical point of view still they are able to learn rapidly and adapt their behavior to changing environments in a highly flexible way. Thus, the study of brain structures responsible for spatial behavior might offer a unique opportunity to ameliorate artificial navigational algorithms and mobile robotic applications.
Early laboratory experiments have already drawn the attention to the good navigation capabilities of rodents, which are able to quickly find the location of food sources even in complicated mazes. The idea of the formation of a cognitive map was first proposed by Tolman [45] in the late 40s and was later supported by the discovery of place cells by O'Keefe and Dostrovsky [35] . According to their definition an animal possesses a cognitive map if it is able to make novel short-cuts. For interpreting our present results, however, a weaker definition of a cognitive map is sufficient: any neural representation of the space is called a cognitive map [16] (for a comparison of different cognitive map definitions see eg. Bennett [6] ).
One of the most widely accepted theory places the cognitive map of rodents into their hippocampal regions [36] . Electrophysiological experiments with rats in test environments led to the discovery that the firing rate of hippocampal neurons was correlated with the location of the animal in a test environment (these cells are referred to as place cells) [35, 32, 34] ; and that hippocampal damage causes spatial learning deficits [31] (for a review see [17] ).
In humans and rodents the hippocampus plays a key role encoding and storing episodic memories [41] . The question whether the primary function of the hippocampus of rodents is the generation and storage of a cognitive map or it is only a side-effect of a more general memory have arisen in a number or of researchers. For example the experiments by Eichenbaum and co-workers [48] supported the results that hippocampal place cells can code the location of the animal, however, pointed out that similarly, non-spatial properties (desired actions to specific stimuli) might be coded by the hippocampal cells as well. They trained rats to perform a non-matching-to-sample odor recognition task where cups with scented sand in them were placed at different locations in an open platform. They found cells that showed correlated activity with spatial variables but also cells that changed their activity in relation with non-spatial variables like odor, match/non-match, approach of the cup. In a review paper Eichenbaum [11] concludes that "the defining features of hippocampal representation in rodents, as in humans, lie not in the modality of the information processed, but in the organization of the information that supports a capacity for flexible memory expression."
In this article we study the performance of a hippocampus model of the rat [37] -originally created to describe the episodic memory capabilities of the hippocampus -in spatial learning. The basic theory building on detailed anatomical and physiological experiments originates in the early work by Marr [26] . According to Marr's theory the hippocampal formation acts as a temporary memory store that rapidly acquires new memory traces and encodes them by a sparse code. During encoding Hebbian learning takes place in its synaptic pathways, while during recall the recurrent collaterals of the Cornu Ammonis 3 (CA3) region of the hippocampus mediate associative retrieval of the memories initiated by noisy or partial recall cues. This system would enable a gradual consolidation of memories by transferring them into the neocortex for long-term storage.
In our experiments the above theory was implemented in a mobile robot simulator, which moved in a test arena. The simulated robot was equipped with cameras providing visual inputs to the hippocampus model, distance sensors, representing whisker inputs to detect obstacles and wheel rotation sensors used to guide grid cell-based path integration.
Premises of our computer model

Hippocampal memory models
Our model of the hippocampal formation benefits mostly from the theory by Treves and Rolls [47] and its numerical realization [37] , which is closely related to the highly influential theory proposed by Marr [26] . Models [27, 37, 20, 22, 5] , which build on Marr's theory follow some key assumptions. First, the dentate gyrus (DG) region of the hippocampal formation serves the function of a pre-processing stage for the CA3 acting as a competitive network that creates a sparse and clustered code of the pre-synaptic entorhinal cortical (EC) input, which -similarly to other neocortical regions -realizes a denser representation. This sparse, orthogonal code is in turn used as a teaching signal for the subsequent CA3 region. Second, the CA3 region acts as an autoassociation memory, which stores memory traces in its extensive recurrent collateral (RC) network for later retrieval. Third, many previous hippocampal models assume that the hippocampus operates in two distinctly different modes during learning and retrieval, which we also incorporated into our model. In most of the models (but see the suggestions by Hasselmo [19] or Lisman and Otmakhova [25] ) switching between the two modes is done manually, as in our model.
Models of hippocampal place cell generation
Since the discovery of the place cells in 1971 by O'Keefe and Dostrovsky many different models have emerged to explain the generation of place cell activity in the hippocampus.
The first models used distance from and bearing to identified landmarks as input to the hippocampus [49, 42, 46, 10] . Hippocampal place cells were activated when the currently perceived scene matched the stored landmark configuration. However, these models requires exact object recognition, and representation of distances and angles between objects in the EC.
Other models [1, 14] trained their multi-layered neural networks with filtered visual information and showed that place correlated cell activity emerges in these simple feed-forward networks. Computations performed by these cell layers, however, are hardly analogous to that of neuron populations in the hippocampus. Furthermore, in the Arleo and Gerstner [1] model resetting of the idiothetic place representation by the allothetic information incorporates heuristic mechanisms.
An other class of the models uses continuous attractors in the CA3 region of the hippocampus According to these models [40, 22] path integration takes place in the CA3 region of the hippocampus, where the pre-configured recurrent connections provide continuous attractor representation of the location. Associations of the attractors with sensory input can be used to reset the path integration system. In contrast to the grid cell (see Sect. 2.4 below) system in the EC, the hippocampus realizes a multichart attractor map, i.e. there are different relations among place fields in different environments. However, the development of specific internal connections required for this multichart architecture is still an open question.
To introduce the continuous properties of space into our model two steps are made. First, the simulated robot moves continuously in its environment and as a result the camera image changes continuously. Second, we implemented the entorhinal grid cell system as a part of the input to the hippocampal model. In the next section we give a brief summary of the properties of grid cells and in Sect. 3.4 its mathematical implementation is described.
Hippocampally-inspired robotic models
Bio-inspired spatial mapping and navigation algorithms have a long history in robotics. Milford and co-workers studied an effective mapping and navigation system (RatSLAM) [29] on real robots in indoor and outdoor environment. They used place cells modelled as a two dimensional competitive attractor network [30] motivated by hippocampal anatomy. Brain-based devices were designed and tested by Krichmar and colleagues using computational neuroscience techniques (eg. [12] ). The Darwin series of robots utilize intricate cortico-hippocampal interactions, while the physical device moves in a real environment [23] .
Our motivation is primarily routed in the neurosciences besides building a functional algorithm to be used in navigating robots. Similarly to the study of Banquet et al. [2] , our question is how the hippocampal formation can fulfill its role in the formation and possible storage of episodic memories, and, at the same time place representation.
Entorhinal cortical grid cell models
Since the discovery of the existence of grid cells in 2005 [15, 18] several theories and models of the generation and function of this cell type were proposed [33, 8, 44, 39, 13, 7] . Grid cells are located in the medial EC and are characterized by special firing properties: they fire selectively when the rat visits points of a hexagonal lattice. So far this is the only neural system we know about that represents a metric space in the brain [21] .
Grid cells are characterized by their spatial frequency or scale, the orientation and the phase of the grid [18] . From our perspective, grid cells are good candidates to be used in the path integration mechanism of animals as suggested by Fuhs and Touretzky [13] or to form synapses with hippocampal principal cells to yield place cells as in the model of Rolls et al. [39] or help in location determination in an economical way as in the theory of [9] .
Methods
Our model -used in computer simulations -aims at understanding how place cell activity is generated in the hippocampus using pre-processed sensory information coming from the EC. In our work the model proposed by Rolls [37] was used and modified to accommodate it with spatial inputs. We simulated topographically mapped, pre-processed sensory information in the EC and two regions of the hippocampus the DG and the CA3 regions (see Fig. 1 for an overview).
Below we demonstrate that using only local learning rules, a realistic connection scheme and realistic sparsity of cell activities, associating visual, tactile and proprioceptive information together in an autoassociative memory network, cell activities show spatial correlates.
Biological constraints and assumptions
Similarly to previous modelling efforts, we incorporated the following biological constraints: 1. Representation of memory traces (coding) is sparse in the DG and in the CA3, while denser in the EC. 2. All hippocampal regions receive pre-processed sensory information from the neocortex via its perforant path (PP) input. 3. The EC innervates both the DG and the CA3, the DG innervates the CA3 and the CA3 innervates itself. Furthermore, to set up the model the following assumptions are made: 1. Only local, Hebbian learning rules are used throughout the model. 2. The DG translate the dense code of the EC to a sparser code used throughout the hippocampus. 3. The mossy fiber (MF) synapses are an order of magnitude stronger than the PP or the RC synapses. 4. The hippocampus operates in two distinct modes: learning (also used as encoding) and recall (also used as retrieval). During learning modification of synaptic strengths is allowed, during recall synaptic strengths are fixed (see Fig. 1 ). 5. During encoding activity of CA3 cells is determined by their MF input from the DG cells. 6. Synaptic strengths of the PP -both in the DG and in the CA3 -and of the RC are modifiable, while the strength of MF synapses do not change in time. 7. During retrieval activity of CA3 cells is cued by its PP input. This subsystem operates as a hetero-associative network. 8. Memory recall is refined by the RC synapses of the CA3 region.
In general, the above outlined scheme serves as a framework to store and recall memories. In particular, the information composing the memories in our model have spatial aspects, which results in the generation of place cell-like activity.
Representation of the hippocampal input
In the simulations we accounted for the following modalities: dead reckoning via the grid cell activities, whisker activity and vision coded as firing rate vectors of real values in the [0..1] interval, respectively. In the EC firing rate of cells is immediately calculated from the simulated sensors.
Hippocampal computation
In this section we separate the two working modes of the hippocampus (see Sect. 3.1) to clearly indicate what processes take place during learning and during recall, respectively.
Learning: Treves and Rolls [47] suggested that any new event to be memorized is represented in the CA3 as a firing rate pattern (vector) of pyramidal cells. To create this pattern, sensory information of the EC is first processed by the DG and its sparse, orthogonalized version is generated. First, the activation of DG cells is calculated:
using the synaptic weight matrix and the activity of EC cells. Then a nonlinear activation function (f j (·)) is applied on the activation vector to calculate the firing rate of each cells:
where s DG is the desired sparseness of the code in the DG area. The sparseness of a given pattern defined by [38] is based on averaging the r firing rate distributions of cells over the stored patterns p (< r > p ):
Learning takes place in the associatively modifiable W (EC, DG) synapses based on the following learning rule:
where α (EC, DG) is the learning rate. During learning activation of CA3 cells is determined by the MF (ie.
) following the form of Eq. 1. Similarly to the case of the DG, activity of CA3 cells is computed by an equation of the form of Eq. 2.
Learning takes place in all synaptic pathways of the CA3 region as it is hypothesized that due to the activation by the DG afferents the membrane potential of CA3 pyramidal cells is depolarized and enables plastic changes in synapses originating from the PP and the RC:
where αs are the learning rates, β is the "forgetting" rate, respectively.
Recall: During recall the EC input is used to initiate retrieval of a stored memory pattern. First, the activation of CA3 cells resulting from the PP (h EC→CA3 j ) is calculated based on Eq. 1, and used to compute the CA3 activity vector by an equation of the form Eq. 2. Second, this initial activity vector was used as the cue to retrieve the memory trace in the autoassociative network. In this process activation vectors h EC→CA3 and h CA3→CA3 resulting from the PP and the RC input, respectively, were calculated and normalized to unitary length. Finally, activation of CA3 cells were computed:
where χ is a scaling factor, s CA3 is the sparseness of coding in area CA3. Calculation of h EC→CA3 , h CA3→CA3 and CA3 were iterated a number of times (τ R ) to allow the network to find a stable attractor corresponding to the memory being recalled.
The grid cell system:
To represent grid cell activity in our model we used a formula motivated by the cosine grating model of Blair et al. [7] . Firing rate of a grid cell can take a value from the G(i) = {0.0, 0.0, 0.1, 0.2, 0.4, 0.6, 0.8, 0.9, 1.0, 1.0} set where the index i is given by:
where r is the position of the robot, ζ sets the scale, the direction of the ω k vectors which were 60
• apart from each other sets the orientation and c sets the phase of the grid.
We used five scales ({36, 41, 47, 53, 61} centimeters), five uniformly distributed orientations and five phases to cover the space.
Parameters and initial values of the model
In the simulations all-to-all connections were applied in all synaptic matrices except for the W (DG, CA3) connections. The learning rules we used in the simulations ensure that while activities are in the [0..1] interval, synaptic weights are also constrained to the [0..1] interval. Initial matrix values are generated randomly from a normal distribution in all four cases (the DG → CA3 matrix was constant in time):
with parameter values listed in Table 1 . Parameters of our model are summarized in Table 2 . 
Numerical simulation
The model was simulated in the Webots [28] mobile robotics simulation software. We constructed a simple, wheel driven model robot equipped with a camera of 360
• field of vision, 10 distance sensors, representing whiskers used partly to detect obstacles. The robot moved in an open arena bounded by vertically striped walls . The robot was restricted to move in the middle of the arena and not allowed to approach the wall closely to assure high variability in the visual signal. The motion of the robot was a random walk with basic obstacle avoidance and was in no connection with the hippocampal model. The EC input vector was composed of a row of the camera image matrix, the value of the distance sensors and the activity vector of the grid-cell system. In the first phase of the simulation the robot moved around the arena for 2000 simulation steps (equaling 4 minutes), which usually allowed the robot to acquire a sufficient sampling of the continuous space. During the first phase the robot was in the learning mode. In the second phase we switched to recall mode and let the robot move around for an other 2000 time steps on a different route. Although routes were different, the EC activity pattern at near-by places were similar due to similar visual and grid inputs.
Results
Simulation results show that although learning occurs simultaneously in the DG and the CA3 stable place representation evolves in both the DG and the CA3 under 4 minutes of exploration (Fig. 2, left panel) . We found that in the DG majority of the cells exhibit one place field, out of the 1000 cells simulated only one had two and one had three place fields. In the CA3 50% of the cells had one single place field, about 32% had two, 15% had three and the rest had more than three place fields (Fig. 2, left panel) . Place fields were identified as continuous places not smaller than 64 cm 2 , where a given cell had high activity. Activities below 25% of the maximal firing rate were discarded from the calculation.
The population of the place cells redundantly covered the space and could reliably be used to predict the location of the robot. For this calculation first, firing rate map of each CA3 cells were calculated on a 4 x 4 cm lattice (see Fig. 2, left panel, column 2 and 4) . In every step of the recall process, active cells were selected, and their rate maps were multiplied in every spatial point. The maximum value in the resulting matrix was considered to give the most probable location of the robot on Fig. 2 , right panel. The input to the hippocampus model arises from sensory readings obtained during continuous motion. As a result, temporally close EC representations are similar. In his paper Rolls [37] showed that recall of different memories in the CA3 region is sufficiently good in certain circumstances. However, input patterns were decorrelated in his model, while highly correlated in ours. To clarify the significance of input correlations in spatial memories we analyzed the similarity of the hippocampal representation of positions.
Our simulations show that the initially temporally uncorrelated CA3 activity vectors (AVs) that follow each other in time become correlated as shown in Fig. 3 . First, due to competitive learning in the DG similar EC activity patterns are grouped and evoke the same DG activity, which in turn determines the CA3 activity during learning. Second, modification of the W (EC, CA3) synapses temporally close AVs become correlated. Third, this correlation is further increased by iterating the CA3 activity via the W (CA3, CA3) matrix and results in a partitioning of the space into areas within which AVs are highly correlated (Fig. 3B, C ) .
Discussion
We have set up and analyzed a biologically constrained computational model of associative memory in the hippocampal formation based on previous works by Treves and Rolls [47] and Rolls [37] , which was used in a spatial context. Extero-and interoceptive sensory signals were used as inputs to the hippocampal model. Specifically, our model is composed of the entorhinal cortex, which represented the source of inputs segregated by their type of modality, the dentate gyrus serving as a pre-processing stage, where learning keys are generated from the entorhinal input and the CA3 region of the hippocampus, which served as an attractor network. We showed that combining pre-processed visual and tactile sensory information with grid cell activity, cells in the DG and the CA3 showed place cell behavior. We studied the properties of the system of place cells and concluded that -even though we have not implemented a biologically based neural system to decode the place cell code -using their activity vector a good prediction of the current position of the animat can be gained.
The model presented and the behaviour it produces agree with the classical view of hippocampal processing and the previous physiological measurements. In the light of the most recent electrophysiological studies, however, the assumptions made in Sect. 3.1 need to be reviewed. Experimental results [24] show that while principal cells in the CA3 region, which exhibit place correlated activity mostly have a single place field, DG granule cells usually have multiple place fields. This phenomena is hard to explain in the framework presented previously as DG cell activities are used as the teaching signal for the CA3 cells in the learning mode of the system. It might, however, be possible to solve the problem of missing multiple place fields in the DG. Solstad et al. [44] showed that summing the activity of a few tens of grid cells with completely random phase would produce a rate maps with multiple poorly defined and scattered place fields even in the absence of any learning. An other solution is that places corresponding to place fields of a given DG cell are indistinguishable for that cell. This means that the grid pattern of afferent grid cells is the same, which would be the case if there were too few grid scales (for an indication see the Supplementary material of Barry et al. [3] ). Finally, the morphology of dentate granule cells might enable that synapses on separate dendritic branches of this cell type would be modified independently. Thus, a given DG cell would be active if any of its dendritic branches were activated.
The goodness of the position reconstruction also depends on the quality or the number of place fields of CA3 cells. If co-activation of multiple DG cells is required to activate a post-synaptic CA3 cell the firing probability of CA3 cells would decrease relative to the case when a single DG cell can activate a CA3 cell. Indeed, cells with a single place field at well defined positions would better encode location that cells with several poor place fields.
The analysis of Fig. 3 reveals a fundamental difference between models designed to describe place cell formation (eg. [43, 40, 22] ) and our approach. To introduce the continuous nature of space into computer models of place cells, a usual approach is to use continuous attractor models to describe the CA3 region. The model by Rolls [37] and similar auto-associative memory models generate discrete attractors. In our model the continuity of space is introduced via the grid cell system, which exhibits a space-periodic activity, the hippocampus itself does not reflect any property of space. As a result, instead of a smoothly changing representation of space nearby positions are clustered as shown in Fig. 3 , C. Indeed, compared with measurements (eg. see Fig. 6 in [4] ) a CA3 without attractor dynamics (Fig. 3, B) is closer to experimental results.
In summary, the presented model is capable of generating place cell-like behavior but misses some of the finescale properties of the real hippocampal place representation. Using the resulting space code reliable prediction of the robot's position can be achieved, thus the model might be used as a basic building block.
