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ABSTRACT  
Several data models exist at the conceptual level, the most popular being the Extended Entity Relationship Model (EERM). 
However, the EERM may be difficult to use by end-users, when specifying their data requirements, and is typically used by 
systems analysts as a precursor to mapping the data to the relational model, in normalized form. A possible reason why the 
EERM may be difficult to use by end-users or novice data modelers is that the constructs in the EERM may be abstract with 
regards to the actual usage of the data. In this research in progress, we present an exploratory empirical study that investigates 
the effects of abstraction of concepts on novice analysts’ data modeling performance.  
Keywords  
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INTRODUCTION 
Conceptual models1 are important in the area of information systems (IS) development. Essentially, a conceptual model is a 
method of documenting elements of an underlying reality. Model schemas may be used as a) a method of either informally or 
formally documenting end-user requirements, which are initially articulated in a natural language like English; and/or b) a 
method of optimally designing the subsequent IS. A commonly used example of both a) and b) is the use of the Entity 
Relationship Model (ERM) (Chen, 1976) to capture end-user requirements for constructing a relational database application. 
Once the requirements are documented in an ERM schema, the ERM schema can then be mapped, using well-known rules, to 
a normalized relational schema design. Over a hundred conceptual models have been proposed for requirements modeling 
(Olle, 1986), with over 1000 brand name methodologies utilizing these models (Jayaratna, 1994). The extended ERM 
(EERM) includes constructs such as generalization (Smith & Smith, 1977) and existence dependencies (Teorey, Yang, & 
Fry, 1986).   
A “standard” methodology to construct business database applications uses the EERM to capture natural language user 
requirements, and then a set of mapping rules to translate to a normalized relational schema, with the overall goal being 
reduced data redundancy and business rule preservation (Korth, Silberschatz, & Sudarshan, 2005). A large scale data model 
is an essential component of a large scale customized information system (IS), and it is important to reduce both the time and 
cost of creating such models. A potential method to reduce the time taken is to create schemas for several end users in 
parallel. Unfortunately hiring several systems analysts to perform this task in parallel can increase costs due to specialized 
personnel. Training end-users to create their own data schemas using the EERM is also impractical, as attested by the limited 
success of  earlier attempts with tutoring software (Ahrens & Sankar, 1993). In this work, we investigate a potential cause for 
the difficulty that end-user may experience when using the EERM: the degree of abstraction of EERM concepts when 
utilized by novice analysts.  
PREVIOUS WORK 
Several desirable attributes of modeling methods have been proposed in earlier work. These include a) the readability of the 
modeling method’s schemas (Hardgrave & Dalal, 1995; Shoval & Frummerman, 1994), and b) how easy it is to use the 
                                                          
1
 In this work, the terms “conceptual model” or “model” refer to the modeling method. We refer to the application of a 
modeling method for a particular situation as a “model schema”.  
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modeling method to represent requirements (Bock & Ryan, 1993; Kim & March, 1995; Kramer & Luqi, 1991; Shoval & 
Even-Chaime, 1987; Siau & Cao, 2001). In addition, studies have also focused on the perceived usefulness and perceived 
ease of use of conceptual modeling methods (Moody, Sindre, Brasethvik, & Sølvberg, 2003). In this work we focus on the 
task of using the modeling method to represent the requirements, as performed by novice analysts with limited experience.  
In a recent comprehensive critique on the evaluation of the EERM (Aguirre-Urreta & Marakas, 2008), the authors state 
“..most of the focus has been on the product of the conceptual modeling effort, as opposed to the effects that employing 
different grammars could have on the process of model creation.” Most past studies have focused on existing models, 
primarily the EERM and object oriented (OO) techniques. Most studies have looked at the modeling process as a “black-box” 
input/output process, where a business description is input and a pictorial representation is output. According to the ideas put 
forth in (Wand & Weber, 2002) and later in (Gemino & Wand, 2004), the main causes of performance differences when 
creating models are  
- the expressiveness or “capabilities” of the modeling technique 
- the degree of training of the modeler, and 
- individual level variables such as general cognitive and problem-solving abilities and perception of the problem 
domain.  
It is clear that the knowledge of how to use the modeling method is critical (Khatri, Vessey, Ramesh, Clay, & Park, 2006). 
There is growing consensus in recent work that the modeler’s perceptions of the domain and knowledge of the modeling 
method interplay to affect the quality of schema created (Aguirre-Urreta & Marakas, 2008; Siau & Tan, 2005; Wand & 
Weber, 2002). As noted in (Aguirre-Urreta & Marakas, 2008), “… as this literature begins to accumulate across tasks and 
populations of interest, the study of individual differences may also shed light on the appropriateness of various training 
approaches for different participants….such as students, junior analysts….” 
In this work, we take an exploratory step in this direction and explore the effect of the degree of abstraction of constructs on 
the modeling performance of novice analysts. Next we present build on existing literature and present our hypotheses.  
 
STUDY OPERATIONALIZATION AND  HYPOTHESES DEVELOPMENT 
The chief research question we explore in this work is: “Does the distance between the mental model enforced by the 
modeling constructs and the mental model of actual usage of the data, lead to differences in modeling performance and model 
perception?” According to (Perner, 1988; Schank, 1985), a mental model consists of  propositions stored in long term 
memory, along with perceptual memory, which deals with sensory areas of the brain. Thus, a mental model of data usage in a 
business domain will consist of propositions on how data is to be used for different business processes, along with perceptual 
memory of using screens to access the data and edit or query it as well as the perceptual memory of the domains of each data 
element and the formatting of each field on nthe screens.   
 
Operationalizing the Study Control  
In order to operationalize the research question, we use the gap between the mental model of database usage in a business 
environment and the mental model imposed by EERM as a control. We start by recognizing that a large portion of the current 
popularity of the EERM in the initial stages of database application development can be attributed to the patterns it offers, 
the application of which facilitate the creation of a normalized relational schema. For this study, we isolate five patterns that 
are most commonly used: entity sets, associative relationship sets, multivalued attributes, subclass/superclass 
generalization/specialization hierarchies and finally, existence dependencies (also called weak entity sets). These patterns can 
be found in most standard database textbooks (Korth, Silberschatz, & Sudarshan, 2005). Usage of these patterns allows the 
analyst to filter an input textual narrative that describes the application domain, so as to group data elements (attributes) along 
these patterns. The grouping of attributes following these patterns, allows for a straightforward mapping of EERM schema to 
normalized relational schema (Teorey, Yang, & Fry, 1986).  
However, usage of these patterns leads to a cognitive burden on the modeler to abstract away from the written narrative and 
to think in general terms about which choice of data model patterns will best group the data elements interspersed within the 
written narrative. The usage of these patterns and the symbols used to represent them creates its own mental model, with 
which the analyst has to be familiar. The mental model imposed by the EERM will consist of propositional links that indicate 
the effects of creating, for example, an entity set grouping, or a weak entity set grouping. In addition, the perceptual 
  Abstraction of EERM Constructs 
 
   
component of the mental model imposed by the EERM stems from the symbols employed to represent each of these patterns. 
Figure 1 displays the symbols used in our study, which are widely known. Representing data elements using these symbols 
will also lead to a perceptual sensation with which the analyst needs to become familiar.  
It then becomes the task of the modeler or analyst to map from the mental model contained within the textual narrative to the 
mental model imposed by the EERM model. The propositional component of the mental model within the textual narrative 
will show how data elements are related to each other, what real world objects, events or links they represent and how the 
data elements are used in processes. The propositional component of the mental model imposed by the EERM schema 
consists of the implications of grouping data elements into the different patterns, such as relationship set or 
subclass/superclass, or the existence dependency.  
The perceptual component of the mental model contained in the textual narrative deals with the sensations created during 
actual usage of the data in a business setting. Since almost all information systems consist of screens to access database 
applications, the sensation of how the data element fields appear on a screen is likely to be paramount. A second influence on 
the perceptual dimension is the usage of actual values for data elements. Thus, the sensations obtained when using literal 
values for each data element, such as “221B Baker Street” for a street_address data element are likely to be familiar to the 
user, because each data element has a domain of values and a representational format, which shape the sensation of inputting 
and editing the data.  
On the other hand, the perceptual component of the EERM imposed mental model will lead to a different sensation: that of 
using the EERM symbols to group the data elements, rather than use screens to manage the data. Further, the sensation of 
using literal values from the domain of each data element, as well as the format and appearance of the values will be missing 
when creating the EERM schema. Thus we qualitatively see gaps in both components of the mental models, which may 
explain previous research that shows that data modeling using EERM is hard for novice users (Ahrens & Sankar, 1993). The 
usage of the EERM patterns shown here, with the symbols in figure 1 constitute the mental model control gap in our study.  
 
Operationalizing the Study Treatment  
In this work, we designed the treatment so that it only varied from the control along the perceptual dimension of the mental 
model. We used the same patterns shown in figure 1, so that our control data model was informationally equivalent to the 
EERM used as control (Siau, 2004). Lack of informational equivalence or difference in expressiveness of two models is a 
potential empirical confound that was eliminated. The gap in the perceptual dimension of mental models was reduced 
because of two changes: each of the five patterns in figure 1 was represented as a data entry screen, and for each data 
element the modeler had to provide sample data values, two for a primary key and one for other elements.  
 
Figure 2(a)  and Figure 2 (b) show the screen model that was used to capture all five patterns from EERM.  
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<Entity Set Name>
<Primary Key>*,
[<Attribute Name>*]
<MultivaluedAttribute Name>
<Entity Set Name>
<Relationship
Set Name>
<Weak Entity Set Name>
<SuperClass name> <SubClass name>
IS
 
A
<Unique Identifier>*
- - - - - - - - - - - -
Entity Set Pattern
Multivalued Attribute Pattern
Relationship set Pattern[<Attribute Name>*]
Existence dependence Pattern
Subclass/superclass specialization/generalization pattern
<Primary Key>*,
[<Attribute Name>*] [<Attribute Name>*]
[<Attribute Name>*]
 
Figure 1. Patterns and their Symbols in EERM  
1: m Relationship set Pattern
Multivalued Attribute Pattern
Entity Set Pattern
 
Figure 2 (a). Patterns and their Symbols in the Screen Model 
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many:many
Relationship set Pattern
Existence dependence Pattern
Subclass/superclass specialization/generalization pattern
 
Figure 2 (b). Patterns and their Symbols in the Screen Model (Contd. From Figure 2(a)) 
 
As can be seen from both parts of figure 2, the screen model, which is the treatment in the study, is informationally 
equivalent to the EERM, i.e. whatever can be represented in the EERM can be represented in the screen model.  Since the 
screen model utilizes data entry screens to manage the data elements, and requires that the modeler provide sample values for 
each data element, the treatment model removes two sources of gap on the perceptual dimension between the mental models 
in the domain and the modeling method.  
  
Hypotheses Development 
Given the reduced gap between the domain and modeling methods’ mental models, we propose the following hypotheses.  
H1 Modeling Effectiveness will be Higher for the Screens Model than for the EERM  
The rationale for this is that the level of abstraction to overcome will be lower, and there will be less cognitive effort 
involved, as described above. Effectiveness is operationalized as the number of errors in the model schemas turned in by the 
subjects. We include errors of both commission and omission to measure effectiveness.  
 
H2 Modeling Involvement will be Higher for the Screens Model than for the EERM 
We operationalize modeling involvement along two dimensions. First, we look at the amount of time spent by the subjects in 
order to come up with a satisfactory schema, given moderate to low motivation to come up with a correct schema. Second, 
we developed three measures that measure self reported understanding of the modeling method, the quality of instruction 
received and the likelihood of using the model for future analysis. These three measures are measures 4,5 and 6 in Appendix 
2.  
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Next, we look at the subjective perceived ease of use (PEOU) and perceived usefulness (PU) values using the measures 
developed in (Davis, 1986).  We hypothesize that the reduced gap in mental models for the screen model will result in 
increased PEOU and PU, as compared to EERM.  
H3 PEOU will be higher for the Screens Model than for the EERM 
H4 PU will be higher for the Screens Model than for the EERM 
The measures used for these two hypotheses are shown in Appendix 2. Next we describe the empirical study procedures.  
 
EMPIRICAL STUDY 
The study was conducted as a controlled trial, where subjects used were MBA students at a Midwestern University in the 
USA. The use of students in lieu of novice analysts has been well justified, and used in several prior studies, including (Batra 
& Davis, 1992; Batra, Hoffer, & Bostrom, 1990; Juhn & Naumann, 1985; Kim & March, 1995; Leung & Bolloju, 2005; 
Shoval & Even-Chaime, 1987).  
Students in each group were trained in the relevant model (EERM or Screen model). The training time for EERM was 
approximately five hours of lecturing and solving examples with the subjects. The time taken for teaching the screen model 
was approximately three hours. In both cases, subjects were given assignments to work on, that would test their skill level 
and ensure it was adequate. The same instructor taught both groups, and the same examples were used to teach the data 
modeling patterns for both models. During the instruction, subjects were taught how to look at text and decide which pattern 
was appropriate. Several examples were provided of both correct and incorrect usage of the patterns. At the end of the 
instruction, subjects had to attempt an assignment that was of a similar level of difficulty as the experimental case. This 
assignment was visually checked by the instructor for each subject, to ensure the subjects had an adequate level of training.  
As a further check, subjects were asked in a post-study questionnaire, to rate the quality of instruction they received in the 
model (see measure 5 in Appendix 2). On a Likert scale of 1-7, with 7 being extremely good and 1 being extremely poor, the 
means were 5.46 and 5.58 for the EERM and Screen models, respectively, with no significant differences between the means 
found in an analysis of variance. These procedures and results eliminate several possible confounds due to instructor 
differences and training differences as summarized in (Aguirre-Urreta & Marakas, 2008). 
The 17 subjects in each group represented MBA students who had enrolled in one section of an MBA course, versus another 
section. As such, no significant differences were anticipated between the subjects. Both sections were taught at similar times 
during the day (at varying days of the week) and were taught during the same calendar dates. The demographic data in Table 
1 illustrates the differences between the demographics of the subjects in the two groups. The group for the screen model has a 
greater percentage of females than the EERM. However, based on earlier work (Bajaj, Daponte, Engberg, & Zheng, 2002) 
there appear to be no differences between males and females in levels of technology usage and  aptitude. Second, the EERM 
group had a higher number of subjects in the 26-35 year old group as opposed to the experimental group. To the best of our 
knowledge, no work exists that demonstrates that there are significant differences in conceptual modeling abilities between 
these two age segments. Finally, the ERM group had more subjects with self reported training experience, but the level of 
training provided in this study equalizes the level of training and familiarity between the groups. None of the subjects in 
either group had used data modeling in the field, or had training in data modeling within a year prior to the study. Hence 
overall, there appears to be little possibility of confounds because of demographic differences between the two segments.  
 
 Male Female Age 19-25 Age 26-35 Age 36-45 Previous Modeling Experience 
EERM 12 5 7 8 2 8 
Screen Model 8 9 13 3 1 4 
Table 1. Demographic Summary of Subjects in the Two Groups 
 
The experimental case that was provided to the subjects is shown in Appendix 1. Both groups were asked to complete the 
case as a means of enhancing their skill in learning the modeling method. This level of motivation is appropriate if the time 
taken to do the study is to be used as a measure of subject involvement. Providing a higher level of motivation (such as 
grades or rewards) would have confounded the study in that students may have spent more time simply for the reward, and 
hence time taken would not have adequately represented subject involvement.  
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The model schemas were graded by the same instructor for both groups. A check for possible bias was performed by utilizing 
an experienced analyst’s assessment that the grading method turned in was fair for both schemas. In both cases, the same 
grading scheme was used. If a schema omitted certain data elements or constructs, each omission cost 10 points out of a 100. 
Inappropriate usage of a pattern in a schema cost 5 points out of a 100. After completing the case, subjects were also asked to 
fill out the post study questionnaire that measured demographics and other measures used in the hypotheses. Next we present 
the data analysis.  
Data Analysis 
Table 2 summarizes the results of an ANOVA comparison between the two subject groups, using t-tests with unequal 
variances in the groups. The first two columns list the hypotheses and the operational measures used. The third and fourth 
columns in the table show the mean values for EERM and the Screen model respectively. The fifth column displays the t-
values using a one-tailed test and the probability of error. The sixth column shows the direction of the differences between 
the means, without regard to statistical significance. The last column shows if the hypothesis was supported or not,  using an 
alpha of 0.05.  
As can be seen from the table, there is significant support for H1, indicating the Screen model allowed for greater modeling 
efficacy in the study. There is partial support for H2 in that all differences between means are as expected, though only one of 
the measures is significant at 0.05. The other two measures have probability values of 0.09 and 0.19. This indicates that there 
is evidence to show that subjects were more involved when using the Screen model than with EERM and are significantly 
more likely to use it in the future.   
There is partial support for H3 that measures the perceived ease-of-use differences. All four measures fall in the right 
direction, though only one is statistically significant at the 0.05 level. This indicates some support that the Screen Model was 
perceived as being easier to use by the subjects, than EERM. Finally, there is no support for H4, that measures differences in 
perceived usefulness. The measures fall in the opposite direction of what was expected, even though they are not significant. 
This indicates weak support for the contra of H4, in that subjects the EERM would be more useful than the screen model, 
though no significant differences were found.  
Hypothesis Measure Description Mean  
(EERM) 
Mean 
(Screen 
Model) 
One tailed t-
value  
(probability) 
Direction of 
differences in means 
Measure 
supported? 
Alpha = 0.05 
H1 Scores Out of a 100 79.70 88.52 -1.84 (0.037) As Hypothesized Yes 
H2 Time Spent in Exercise 1.92 hrs 2.5 hrs -0.87 (0.19) As Hypothesized No 
H2 Understanding of How 
to Use Model 
4.67 5.17 -1.36 (0.09) As Hypothesized No 
H2 Likelihood of Using 
Model in Future 
4.13 5.35 -2.32 (0.01) As Hypothesized Yes 
H3 EOU1 5.01 5.23 -0.36 (0.36) As Hypothesized No 
H3 EOU2 4.53 5.29 -2.37 (0.01) As Hypothesized Yes 
H3 EOU3 5.4 5.41 -0.03 (0.48) As Hypothesized No 
H3 EOU4 5.06 5.17 -0.32 (0.37) As Hypothesized No 
H4 PU1 5.93 5.41 1.678 (0.052) Contra  No 
H4 PU2 5.86 5.52 1.07 (0.145) Contra No 
H4 PU3 5.53 5.41 0.32 (0.37) Contra  No 
H4 PU4 5.66 5.64 0.063 (0.47) Contra  No 
Table 2. Results of two-sample analysis of variance with unequal sample variances 
 
 
  Abstraction of EERM Constructs 
 
   
DISCUSSION AND CONCLUSION 
It has been recognized in earlier work that diagrammatic symbols vary in their degree of abstraction from the problem 
domain. For example, a diagram of a machine that depicts the machine would rank low in abstraction, while “boxes and 
arrows” rank high in abstraction (Fathulla & Basden, 2007). It is recognized in (Lowe, 1996) that extensive training and use 
is required when using abstract diagrams. The need for missing textual cues when doing information modeling using abstract 
diagrams is pointed out in (Kuechler & Vaishnavi, 2008). One of the seminal works on the assessment of empirical studies in 
data modeling presents a problem solving model for data modeling (Kim & March, 1995). In this problem solving model, the 
task of modeling and the characteristics of the modeler produce either a top-down model or a bottom-up model of problem 
solving behavior based on (Newell & Simon, 1972).  
Although the effects of abstraction are implicitly known, to the best of our knowledge they have not been explicitly 
operationalized and investigated in the IS literature. In this work in progress, we take a step forward in explicitly exploring 
the effects of the degree of abstraction on modeling performance. We find that, as expected, modeling efficacy and modeler 
involvement increase as the degree of abstraction is reduced. We also find that less abstract modeling formalisms are easier to 
use. There are two possible explanations for the weak support for the contra finding that the more abstract model is more 
useful. The first is that the EERM is more well known and more subjects in the EERM group had previous modeling 
experience than in the experimental group. The model that they were previously exposed to was most likely the EERM. The 
second possible explanation is that the more abstract a model, the greater the perception that it is more difficult and hence it 
is more likely to be useful. However, our findings that subjects were more likely to use the screen model in their careers 
contradict the second explanation, though the data in this study cannot fully resolve this issue.   
The findings of this study hopefully will open the door to more research studies that deal with the process of model schema 
creation, and operationalization of different factors that can influence that process. The findings here also highlight the need 
for developing different modeling methods for novice modelers or end-users, versus more experienced analysts: models that 
have constructs that are more aligned with the underlying domain.  
 
REFERENCES  
Aguirre-Urreta, M. I., & Marakas, G. M. (2008). Comparing Conceptual Modeling Techniques: A Critical Review of the 
EER vs. OO Empirical Literature. The DATA BASE for Advances in Information Systems, 39(2), 9-32. 
Ahrens, J. D., & Sankar, C. S. (1993). Tailoring Database Training for End Users. MIS Quarterly, 17(4), 419-439. 
Bajaj, A., Daponte, B., Engberg, J., & Zheng, K. (2002). A Field Study of Internet Behavior: Usage Levels and Task 
Preferences (Working Paper): Carnegie Mellon University. 
Batra, D., & Davis, J. G. (1992). Conceptual data modeling in database design: similarities and differences between novice 
and expert designers. International Journal of Man-Machine Studies, 37, 83-101. 
Batra, D., Hoffer, J. A., & Bostrom, R. P. (1990). Comparing Representations of Relational and EER models. 
Communications of the ACM, 33(Feb.), 126-139. 
Bock, D., & Ryan, T. (1993). Accuracy in Modeling with Extended Entity Relationship and O-O Data Models. Journal of 
Database Management, 4(4), 30-39. 
Chen, P. P. (1976). The Entity-Relationship Model: Towards a Unified Model of Data. ACM Transactions on Database 
Systems, 1(1), 9-36. 
Davis, F. D. (1986). A technology acceptance model for empirically testing new end-user information systems: theory and 
results. Unpublished Ph.D. Dissertation, M.I.T., Boston. 
Fathulla, K., & Basden, A. (2007). What is a Diagram? In 11th IEEE Conference on Information Visualization: IEEE. 
Gemino, A., & Wand, Y. (2004). A Framework for Empirical Evaluation of Conceptual Modeling Techniques. Requirements 
Engineering, 9, 248-260. 
Hardgrave, B. C., & Dalal, N. (1995). Comparing Object Oriented and Extended Entity Relationship Models. Journal of 
Database Management, 6(3), 15-21. 
Jayaratna, N. (1994). Understanding and Evaluating Methodologies, NIMSAD: A Systemic Framework. Maidenhead: 
McGraw Hill. 
Juhn, S., & Naumann, J. D. (1985). The Effectiveness of Data Representation Characteristics on User Validation. Paper 
presented at the International Conference on Information Systems, Indianapolis, IN. 
Khatri, V., Vessey, I., Ramesh, V., Clay, P., & Park, S.-J. (2006). Understanding Conceptual Schemas: Exploring the Role of 
Application and Domain Knowledge. Information Systems Research, 17(1), 81-99. 
Kim, Y.-G., & March, S. E. (1995). Comparing Data Modeling Formalisms. Communications of the ACM, 38(6), 103-113. 
  Abstraction of EERM Constructs 
 
   
Korth, H., Silberschatz, A., & Sudarshan, S. (2005). Database Systems Concepts (5th ed.). New York: McGraw Hill. 
Kramer, B., & Luqi. (1991). Towards Former Models of Software Engineering Processes. Journal of Systems and Software, 
15, 63-74. 
Kuechler, W., & Vaishnavi, V. (2008). On Theory Development in Design Science Research: Anatomy of a Research 
Project. European Journal of Information Systems, 17(5), 1-23. 
Leung, F., & Bolloju, N. (2005). Analyzing the Quality of Domain Modedls Developed by Novice Systems Analysts. Paper 
presented at the 38th Hawaii International Conference on System Sciences (HICSS), Hawaii, USA. 
Lowe, R. (1996). Background  Knowledge and the Construction of a Situational Representation from a Diagram European 
Journal of Psychology of Education, 11(4), 377-397. 
Moody, D. L., Sindre, G., Brasethvik, T., & Sølvberg, A. (2003, May 3-10). Evaluating the Quality of Information Models: 
Empirical Testing of a Conceptual Model Quality Framework. Paper presented at the 25th International Conference 
on Software Engineering, Portland, Oregon. 
Newell, A., & Simon, H. A. (1972). Human Problem Solving: Prentice Hall. 
Olle, T. W. (Ed.). (1986). Proceedings of the IFIP WG 8.1 Working Conference on the Comparative Review of ISD 
Methodologies: Improving the Practice.: Borth Holland. 
Perner, J. (1988). Developing Semantics For Theories of Mind: From Propositional Attitudes to Mental Representation. In J. 
W. Astington, P. L. Harris & D. R. Olson (Eds.), Developing Theories of Mind (pp. 141-172): Press Syndicate of the 
University of Cambridge. 
Schank, R. (1985). Reminding and Memory Organization. In A. Aitkenhead & J. Slack (Eds.), Issues in Cognitive Modeling 
(pp. 229-249). London: Lawrence Erlbaum. 
Shoval, P., & Even-Chaime, M. (1987). Database Schema design: An Experimental Comparison Between Normalization and 
Information Analysis. Database, 18(3), 30-39. 
Shoval, P., & Frummerman, I. (1994). OO and EER Schemas: A Comparison of User Comprehension. Journal of Database 
Management, 5(4), 28-38. 
Siau, K. (2004). Informational and Computational Equivalence in Comparing Information Modeling Methods. Journal of 
Database Management, 15(1), 73-86. 
Siau, K., & Cao, Q. (2001). Unified Modeling Language (UML)-A Complexity Analysis. Journal of Database Management, 
12(1), 26-34. 
Siau, K., & Tan, X. (2005). Improving the Quality of Concetual Modeling Using Cognitive Mapping Techniques. Data and 
Knowledge Engineering, 55, 343-365. 
Smith, J. M., & Smith, D. C. P. (1977). Database Abstractions: Aggregation and Generalization. ACM Transactions on 
Database Systems, 2(2), 105-133. 
Teorey, T. J., Yang, D., & Fry, J. P. (1986). A Logical Design Methodology for Relational Databases Using the Extended ER 
Model. Computing Surveys, 18(2), 197-222. 
Wand, Y., & Weber, R. (2002). Information Systems and Conceptual Modeling: A Research Agenda. Information Systems 
Research, 13(4), 363-376. 
 
 
  Abstraction of EERM Constructs 
 
   
 
APPENDIX 1 
Case Used For Both Control Group and Treatment Group 
 
POP organization: 
The POP (publish-or-perish) organization publishes several academic journals. They would like us to build them a database 
system, to help manage their business. As a first step, you interview 5 key users, and this is what we end up with after the 
interview.  
 
Description of user requirements: 
POP publishes a few hundred journals. A journal has a name, a chief editor, and several area editors. Each issue of a journal 
has a date and contains several articles. For example, the Journal of IT will have several issues, each one with an issue ID, 
starting from 1. Each article has a title, up to 10 authors, an area topic, and an abstract. POP interfaces heavily with the 
research community. All work at POP is done by members of the research community. Members of the research community 
have a name, an institution (no pun) to which they belong, an address, a phone number and up to 3 different research 
specialties.  
 
A researcher can be a chief editor of up to 3 journals (all different of course), at any one time. In addition, a researcher can be 
an area editor of up to 8 journals. Chief editors and area editors of a particular journal are disjoint sets of researchers. 
Researchers also serve as reviewers for articles that have been submitted for review to a particular journal. All articles are 
written by researchers, and all articles are submitted for review to journals. A submitted article has a name, authors, an area 
topic, an abstract and from 2-4 reviewers. If it gets published, it becomes a published article, and appears in an issue of the 
journal to which it was submitted. If an article is submitted to multiple journals, it is treated as a separate submission each 
time.  
 
Reviewers for a particular journal are disjoint from the editors of that journal. A researcher cannot submit an article to a 
journal for which he/she is an editor, and also cannot review an article for which he/she is an author. Note that a researcher 
can be an editor as well as a reviewer, just not of the same journal. Similarly, researchers can be reviewers as well as authors, 
just not for the same article.  
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APPENDIX 2 
Measures Used Post-Experiment  
1. Gender:___________________ 
 
2. Age group (circle one):  
18 & below  19-25  26-35  36-45  Over 45 
 
3. Any previous analysis models: ________________ 
Time taken to complete assignment 1: ___________  
 
4. Overall, I would rate my understanding of the SCREEN MODEL method of requirements analysis as (circle 
one)  
Extremely poor 
Quite poor 
Somewhat poor 
Neither poor nor good 
Somewhat good 
Quite good 
Extremely good 
 
5. Overall, I would rate the instruction I received in learning to use SCREEN MODEL as  
Extremely poor 
Quite poor 
Somewhat poor 
Neither poor nor good 
Somewhat good 
Quite good 
Extremely good 
 
6. Overall, I would use the SCREEN MODEL method in my career to analyze real requirements 
Extremely unlikely 
Quite unlikely 
Slightly Unlikely 
Neither likely nor unlikely 
Slightly likely 
Quite likely 
Extremely likely 
 
  Abstraction of EERM Constructs 
 
   
7. I have the following comments on the SCREEN MODEL method and how it was taught (what I like and how it 
can be improved): 
 
 
The following measures were all given the following scale: Extremely unlikely 
Quite unlikely 
Slightly Unlikely 
Neither likely nor unlikely 
Slightly likely 
Quite likely 
Extremely likely 
Subjects had to circle one choice for each measure.  
 
Ease of Use: 
(Circle one for each question) 
1. Learning to use SCREEN MODEL method would be easy for me 
 
2. I would find it easy to get SCREEN MODEL method  to do what I want it to do 
 
3. It would be easy for me to become skilful at using the SCREEN MODEL method 
 
4. I would find the SCREEN MODEL method easy to use 
 
Usefulness: 
(Circle one for each question) 
1. Using the SCREEN MODEL method would improve my performance to analyze and design a system 
 
2. Using the SCREEN MODEL method would enhance my effectiveness in analyzing and designing a system 
 
3. Using the SCREEN MODEL method would increase my productivity in analyzing and designing a system 
 
4. I would find the SCREEN MODEL method useful when analyzing and designing a system 
 
 
 
