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Variability and change of the Earth’s climate
are of fundamental importance to humankind. In
particular anthropogenic climate change has been
considered widely as one of the most urgent con-
cerns for the society (United Nations, 1992, 2002).
It is therefore vital to improve the understanding
of the Earth’s climate system and its variability.
In a very simple approximation, climate change
can be studied by the linear equation
∆F = ∆R+ ∆H + λ∆Ts (1.1)
where ∆Ts is the deviation in global mean near-
surface temperature from an unperturbed equilib-
rium climate state, ∆F a radiative forcing, the
implied change in the Earth’s energy budget by a
perturbation external to the physical climate sys-
tem, ∆R the radiation imbalance at the top of
the atmosphere (ToA), ∆H the ocean heat up-
take, and λ the feedback parameter. If a radiative
forcing is imposed, first the net radiation at ToA
will be perturbed by the same amount (∆F = ∆R;
∆H=∆Ts=0) . Over time, ocean and Earth sur-
face will warm, and the ToA radiation imbalance is
reduced. In equilibrium, ∆ R = ∆ H = 0, so that
∆F = λ∆Ts (1.2)
If the global mean surface temperature is a first-
order quantity characterising the Earth’s climate,
then ∆Ts can be seen as the quantity most funda-
mentally characterising climate change. Indeed, it
is widely used, where a prominent example is the
limit of a +2 K warming, below which according
to political statements global warming should be
contained (EU, 2002). A special case is the value
∆Ts takes for a doubling of the atmospheric car-
bon dioxide concentration. For this, ∆F is about
+4 Wm-2, and ∆Ts also known as the climate
sensitivity. Its magnitude depends then on the
feedback parameter λ. This feedback parameter is
composed of contributions by different individual
effects, including the water vapour, lapse rate, sur-
face albedo, and cloud feedbacks. Biogeochemical
feedbacks, including feedbacks due to the carbon
cycle, are not investigated here but are likely of
substantial influence in the Earth system.
For anthropogenic climate change, all anthro-
pogenic activities leading to a non-negligible per-
turbation of the Earth’s energy budget - or the
global-mean ToA net radiation flux - have to be
considered for the radiative forcing, ∆F . The most
important forcings are, according to Denman et al.
(2007), due to anthropogenic emissions of green-
house gases and aerosols. Aerosols exert different
kinds of radiative forcings, including the direct ef-
fect by scattering and absorption of sunlight, and
the indirect effect via their ability to serve as cloud
condensation nuclei and subsequent alteration of
cloud radiative effects.
Due to their first-order impact on the radiant en-
ergy system, their large spatio-temporal variability,
and the very large range of scales involved perti-
nent processes, the cloud-related terms have been
isolated as the terms dominating uncertainties in
Eq. 1.2: The cloud feedback in λ, and the aerosol
indirect effect in ∆F . In order to improve state-
ments about climate change, or ∆Ts, it is thus
crucial to study cloud processes.
1.1. Cloud-climate feedbacks
The main processes by which clouds influence cli-
mate are their interaction with radiation, the re-
lease and transport of latent heat, the generation
of precipitation, and the transport of mass, mois-
ture and momentum in convective clouds. In my
work, I focus primarily on the first of these, which
is the influence of clouds on the radiation budget.
In Meteorology, the electromagnetic spectrum is
usually broken down into two broad spectral bands,
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namely the “solar” or “short-wave” spectrum - ap-
prox. 0.2 to 5.6 µm in wavelength - and the
“terrestrial” or “long-wave” spectrum - approx. 4
to 35 µm in wavelength. The energy budget of
the Earth system is to be evaluated at the top of
the atmosphere (ToA). The only energy fluxes at
ToA are radiative ones, and the budget may be de-
composed into three parts: (i) the incoming solar
radiation, which at each point may be determined
by the solar constant, S0, the distance between sun
and Earth, and the solar zenith angle, Θ; (ii) the
reflected solar radiation, determined by the albedo,
α, of the combined surface-atmosphere system;
and (iii) the outgoing long-wave radiation (OLR),
determined by the brightness temperature, TB, of
the surface-atmosphere system, and thus essen-
tially influenced by the temperature of the surface
and the greenhouse effect in the atmosphere.
Clouds influence both the reflected short-wave as
well as the outgoing long-wave radiation. In the
short-wave, cloud droplets and ice crystals scatter
radiation. The scattering depends on the particle
size spectra. The bulk quantities determining the
cloud albedo, though, are its vertically intergrated
water content (the liquid and ice water paths),
and its particle number concentrations. Usually
the albedo of clouds is much larger than the one of
the surface alone, so that the effect of clouds on
the short-wave spectrum is to increase the reflected
outgoing short-wave radiation, and thus increase
the loss of energy of the Earth system. Cloud par-
ticles also absorb and re-emit infrared radiation.
Since emission is at lower temperatures compared
to the surface, clouds exert a greenhouse effect:
The cloud effect in the long-wave spectrum is to
reduce OLR, and thus reduce the loss of energy
of the Earth system. In the global annual mean
the cloud effect in the short-wave is approximately
-47 Wm-2, and in the long-wave +30 Wm-2, both
of which are sizeable fractions of the average total
incoming solar energy of +340 Wm-2 (Loeb et al.,
2009).
Clouds form where enough condensation nuclei are
present - this condition is fulfilled virtually every-
where in the troposphere -, and where air becomes
supersaturated, usually in ascending motions. The
atmospheric circulation and convection lead to
cloud distributions which are highly variable in
space and time, with a global average cloud cover
of about 60 %. It is likely that climate changes,
as measured by changes in the surface tempera-
ture, introduce changes in cloudiness, which in turn
implies potentially large feedbacks on the Earth’s
energy budget. Changes in any of the cloud prop-
erties relevant for radiation will introduce an effect
on the radiation budget. These include the geo-
graphical distribution, the fractional cloud cover,
the liquid and ice water contents, the cloud top
height, and the cloud particle number concentra-
tions (e.g., Slingo, 1990).
It may be considered particularly important to
assess how human activities alter climate. Thus,
it is necessary to assess the cloud feedbacks in the
framework of anthropogenic climate change.
1.2. Aerosol indirect radiative
forcing
Cloud particles form on cloud condensation nuclei
(CCN), the subset of atmospheric aerosol particles
that are suitable in terms of their size and solubility.
Since by combustion of fossil fuels and biomass,
aerosol particles and aerosol precursor gases are
emitted, a fraction (Bellouin et al., 2005, globally
averaged approximately one third) of present-day
aerosol is anthropogenic. The resulting increase
in CCN alters cloud properties, where a first-order
influence is to change cloud droplet number con-
centration, Nd, which, with everything else con-
stant, increases cloud albedo - a negative radiative
forcing (first aerosol indirect effect or cloud albedo
effect, Twomey , 1974). Subsequently, when the
cloud particle size distributions change, also cloud
microphysical processes (interactions of cloud and
precipitation particles) and cloud dynamics will
change, leading to further perturbations of cloud
characteristics and perturbations of the radiation
budget (second aerosol indirect effects). These
aerosol indirect forcings are likely to be relevant in
magnitude, but not well quantified (Denman et al.,
2007).
I am interested in my research mainly in global
climate change. The principal tool to assess and
understand climate variability and change at a large
scale are general circulation models (GCMs). In
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terms of observations for model evaluation and
process understanding, the most important source
of information at a large scale are satellite obser-
vations. Thus, these are the two tools I mainly use
in the studies summarised here.
1.3. General circulation models
General circulation models (GCMs) aim at simu-
lating the large-scale dynamics of either the atmo-
sphere or the ocean. The Primitive Equations are
solved numerically, with typical resolutions of the
order of 100-200 km in the horizontal, and 100-
500 m in the vertical. Influences by subgrid-scale
processes are taken into account via parameterisa-
tions. These describe the effect a process exerts on
the resolved model variables statistically in terms
of resolved processes. Parameterisations of cloud
processes are central to the work presented here.
Since several years, atmospheric and oceanic GCMs
have been coupled in order to simulate the en-
tire climate system. These coupled GCMs further
evolved into Earth system models (ESMs), where
interactions with land surfaces including dynamic
vegetation and land ice, interactions with sea ice,
as well as atmospheric chemistry and ocean and
land biogeochemical processes are taken into ac-
count. In ESMs, different parts of the climate
system are coupled not only by wind stress and the
energy and water cycles, but also by exchanges of
mass of other species, most prominently carbon -
carbon dioxide in the atmosphere -, and aerosols.
In the present work, it is mostly sufficient to apply
an atmosphere-only GCM with simple descriptions
of ocean, sea-ice and land surfaces.
1.4. Satellite observations
Theory and experiment complement each other in
climate science like in other natural sciences. The
main tools for theory, for insights in cause-effect
relationships and conceptual understanding of ef-
fects and feedbacks for climate science interested
in large scales are GCMs. The experiments, or
observations, allowing to confront these models
with measurements should rely on a multitude of
methods, and a “virtual reality” by high-resolved
accurate numerical models should play a role as
well. However, where the focus is on large-scale
climate, the probably most important source of
information is from satellite remote sensing. In-
struments on board of platforms in various types
of orbits - geostationary allowing for high tempo-
ral sampling, inclined orbits focusing on special
regions such as the Tropics, or polar (usually sun-
synchronous) orbits - allow for large scale - up to
global - observations with high spatial and tempo-
ral coverage.
The remote sensing analyses, spectrally resolved
reflected sunlight and emitted terrestrial radiation,
or, in case of lidar or radar observations, the re-
flected signal of the emitted visible or microwave
radiation. Satellite instruments have improved
vastly since the first launches in the AD 1960s, and
now allow to determine a broad range of param-
eters related to clouds with increasing resolution
and accuracy. For some quantities, very long time
series now exist.
1.5. Thesis outline
My main contribution to the field over the last years
was to develop and apply process-oriented observ-
able metrics which allowed to constrain cloud pa-
rameterisations in general circulation models rele-
vant for radiative forcing and feedbacks. In Chap-
ter 2, I describe the studies investigating the ra-
diative forcing via aerosol-cloud interactions. In
Chapter 3, studies evaluating cloud processes and
cloud-climate feedbacks are reported. Chapter 4




2. Aerosol indirect radiative forcings
According to IPCC (2007), ∆F as defined in
Eq. 1.2, valid for the year AD 2005, is linearly com-
posed of
∆F ≈ ∆FGHG + ∆FO3
+∆Find + ∆Fdir + . . .
≈ +2.6± 0.3 Wm-2 + 0.3± 0.4 Wm-2
−0.7± 1.1 Wm-2 − 0.5± 0.4 Wm-2
where the four largest contributors are the radia-
tive forcings due to well-mixed greenhouse gases
(GHG), ozone (O3), and the aerosol direct (dir)
and indirect (ind) effects. In absolute terms, the
forcing due to GHG is dominant. However, in terms
of uncertainty range, the aerosol indirect forcing
dominates the overall uncertainty. This has been
illustrated by Kiehl (2007) who showed that for the
transient climate change over the 20th century, in
climate models, climate sensitivity and total an-
thropogenic forcing are complementary to each
other so that the observed global mean warming is
correctly simulated - for climate models with large
sensitivity often a relatively weak aerosol cooling
forcing is implemented, and vice versa for high-
sensitivity models (Fig. 2.1). Currently, this is jus-
tifiable since neither the aerosol forcing nor climate
sensitivity are well constrained. The large scatter
in simulated forcings among models is dominated
by the uncertainty in the imposed aerosol forcings.
“Aerosol indirect” radiative forcings refers to a
perturbation of cloud optical properties due to the
addition of aerosols from anthropogenic emission
sources.
2.1. Aerosols as cloud
condensation nuclei
When water vapour in the atmosphere condenses,
cloud droplets are created. These droplets are of
approximately spherical shape. Due to the surface
tension, very small droplets can exist in thermo-
dynmic equilibrium only when water vapour con-
centrations are very high. The Kelvin equation
describes the ratio of the saturation vapour pres-
sures over a curved and a flat water surface as
exponentially dependent on the inverse radius of
the droplet curvature. On the other hand, if matter
- e.g., an acid - is dissolved in the condensed wa-
ter, the saturation vapour pressure is reduced. As
described by Raoult’s law, the ratio in saturation
vapour pressures over a solution and a pure water
surface is exponentially dependent on the negative
of the concentration of the dissolved matter in the
droplet. In the Earth’s atmosphere, aerosol parti-
cles are usually sufficiently abundant to allow water
vapour to condense into liquid droplets at relative
humidities only slightly above 100%. Aerosol par-
ticles which are large enough in size and soluble
enough to allow for condensation at ambient rela-
tive humdities are called cloud condensation nuclei
(CCN). In the atmosphere, the processes allow-
ing relative humidity, or the ratio between water
vapour pressure and saturation vapour pressure,
to rise are either humidification (increase in water
vapour pressure) or cooling (decrease in satura-
tion vapour pressure according to the Clausius-
Clapeyron equation). The most frequent processes
by which saturation is reached in the troposphere
are adiabtic cooling due to rising air, and cooling
due to radiative emission. At slight supersatura-
tion, cloud particles form on CCN, yielding a cloud
droplet size spectrum. CCN compete for the avail-
able water vapour, but despite this, in general more
droplets form if more CCN are available.
Anthropogenic activities such as fossil-fuel and
biofuel combustion lead to the emission of aerosols
emitted as particles (primary aerosols) and aerosol
precursor gases (secondary aerosols). A prominent
example is the combustion of sulfur to sulfur diox-
ide, emitted when sulfur-containing fossil fuels are
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Figure 2.1.: (left) Total anthropogenic radiative forcing at the end of the 20th century (Wm2) as a
function of equilibrium climate sensitivity (◦C) from nine coupled climate models and two
energy balance models. (right) Total anthropogenic forcing (Wm2) as a function of the
aerosol forcing (Wm2). After Kiehl (2007).
burned, which oxidises in the atmosphere to liq-
uid sulfate particles. Sulfate particles are potent
CCN. Thus, a fraction of present-day CCN are
of anthropogenic origin, and thus, cloud droplet
number concentrations and subsequently cloud ra-
diative effects are altered by human activity. This
is called “aerosol indirect radiative forcing”, to be
distinguished from the “aerosol direct effect”, the
scattering and absorption of radiation by anthro-
pogenic aerosols.
The effect of clouds on the Earth’s energy bud-
get, or the ToA radiation flux, can be separated
into the two spectral components. In the solar
spectrum, clouds mainly scatter radiation. Since
the albedo in cloudy skies is usually larger than in
clear skies, more sunlight is reflected into space due
to the presence of clouds, and the radiative effect
thus is negative. Cloud particle sizes are compara-
ble in size to the wavelength of solar radiation, and
the scattering can thus be approximated as Mie
scattering. The scattering phase function thus has
peaks into forward- and backward radiation of ap-
proximately equal magnitude. The dampening of
radiation intensity due to scattering is described by
Beer’s law as exponentially dependent on the neg-
ative of the optical thickness, τc. Optical thickness
for liquid water clouds can be described as the
integral over the scattering cross sections of all
droplets within a cloud. If the droplet size distri-
bution is vertically homogeneous within a cloud,
optical thickness can be expressed in terms of two
bulk quantities, the liquid water path, L, or the
vertical integral of the liquid water mixing ratio,
rl, and the effective radius, re, or the ratio of the
third and second moments of the size distribution,










































where ρw is the density of liquid water, z the height
between the Earth’s surface and ToA, and Qsc the
scattering efficiency, which for scattering of visi-
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ble light at liquid cloud droplets is approximately
Qsc ≈ 2. In the last row, it has been assumed that
re is constant with height.
For typical atmospheric cloud droplet size distri-
butions, the effective radius is proportional to the
volume-mean radius, rv,
re ∝ rv = 3
√∫ ∫ ∞
0





with the density of dry air, ρd, and the droplet
number concentration, Nd.
So, if Nd increases, re decreases inversely pro-
portional to its cube root. τc, in turn, increases
inversely proportional to re, and cloud albedo, αc,
logarithmically with τc:




If Nd is a monotonic function of anthropogenic
aerosol concentration, thus, cloud albedo increases
due to anthropogenic emissions. One challenge
is to determine the dependence of Nd on anthro-
pogenic aerosol concentrations.
Within a cloud, the droplet size spectrum evolves
due to condensation of vapour onto particles, due
to evaporation or new formation of cloud particles
at cloud edges where environmental air is mixed in
(“entrainment”), and due to interaction of cloud
particles in collision and coalescence. Parts of the
size spectrum may become large enough by this
processes to have non-negligible fall velocities and
thus precipitate. If initial droplet size spectra are
altered due to anthropogenic aerosols, then all
these processes are influenced, potentially leading
to various effects on precipitation formation rates
and cloud lifetimes (“second indirect effects”).
Also cloud dynamics may change, due to altered
entrainment processes, or if thermodynamic pro-
files are changed when aerosols warm the air due
to absorption of radiation.
At colder temperatures, also the ice phase be-
comes important. Liquid water droplets freeze
at temperatures below 0◦. At temperatures be-
low about -32◦ (Doutriaux-Boucher and Quaas,
2004), the crystalline structure of ice is readily
generated, and homogeneous freezing takes place.
At temperatures between -32◦C and 0◦, however,
an ice nucleus is needed to allow for the struc-
ture to generate. Ice nuclei are typically solid
particles, which may be present within a droplet
(heteorogeneous freezing) or may collide with the
particle, either immersing in it (immersion freez-
ing) or just touching it (contact freezing). The
concepts discussed above for liquid-water clouds
are pertinent to ice clouds, with the caveat that
ice crystals are not necessarily spherical in shape,
and that the ice density is not independent of this
shape. In addition to their role as condensation
nuclei, aerosols are important as ice nuclei for cold
clouds. If liquid and ice phase co-exist in a volume,
the difference in saturation vapour pressure above
liquid and ice surfaces may become important,
and water may evaporate from liquid droplets and
sublimate on ice crystals (Bergeron-Findeisen pro-
cess; Bergeron, 1933). Heterogeneous freezing is
less efficient for smaller particles, thus for polluted
convective clouds, freezing, and the release of la-
tent heat associated with it, may take place higher
in the cloud, accelerating the updraft velocity and
allowing for a deeper cloud.
At the scales of a general circulation model (10-
100 km horizontally, 0.1 - 100 m vertically, and
100-1000 s temporally), none of the above pro-
cesses is adeqately resolved. In the 1990ies, nev-
ertheless, climate modelling groups have started
to include parameterisations of cloud microphysi-
cal processes into GCMs, specifically because the
radiative forcing by the aerosol indirect effect has
been considered important. In the simplest of such
microphysical schemes, the bulk mass mixing ratios
of cloud water and cloud ice are treated prognos-
tically, while Nd is often linked via an “empirical”
formula diagnostically to aerosol mass concentra-
tions (e.g., Jones et al., 1994; Boucher et al.,
1995; Lohmann and Roeckner , 1996). Such em-
pirical diagnostic formulations rely on field mea-
surements of Nd and sulfate aerosol mass concen-
trations, with an empirical formula linking the two
quantities (e.g., Boucher and Lohmann, 1995).
More elaborate schemes also consider some mea-
sure of cloud updraft velocities, and are often
derived from Köhler theory rather than measure-
ments (e.g., Abdul-Razzak et al., 1998; Lohmann
et al., 1999). In recent years, Nd and ice crys-
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tal number concentrations have been introduced
more frequently also as prognostic model variables
in so-called “double-moment” cloud microphysical
schemes (e.g., Quaas et al., 2004a; Lohmann et al.,
2007b). Such schemes allow for a treatment of not
only the cloud albedo aerosol indirect effect (the
effect on cloud albedo via increased Nd with ev-
erything else unchanged), but also second aerosol
indirect effects. However, large uncertainties re-
main.
In parameterisations considering Nd, some mea-
sure of aerosol concentration is needed. In the
simplest approach, sulphate aerosol mass can be
prescribed from pre-calculated geographical distri-
butions. Since two different fields could be diag-
nosed, one from a perturbed (e.g., present-day),
and one from an unperturbed (e.g., pre-industrial)
aerosol distribution, such a method allows to diag-
nose a well-defined aerosol indirect radiative forc-
ing. In more recent approaches, aerosol mass or
number concentrations can be computed within
the GCM in an aerosol module where sources,
transformations, transport and sinks of aerosols
are considered (e.g., Feichter et al., 1997; Stier
et al., 2005). In the latter, different aerosol species
may be allowed to be mixed externally (with each
aerosol of unique chemical composition) or inter-
nally (where different chemical components may
compose each particle). When aerosol distribu-
tions are computed interactively, radiative forcing
is difficult to define.
2.2. Radiative forcing and
radiative flux perturbation1
Radiative forcing is defined as the change in net
radiative flux at the tropopause due to an external
perturbation with the climate state kept constant,
i.e., in the sense of a partial derivative (Hansen
et al., 1997). As an example, radiative forcing due
to a doubling of the atmospheric carbon dioxide
concentration may be diagnosed in a GCM by the
difference of two computations of the radiative flux
at the tropopause, with the reference (1x[CO2])
and with the perturbed (2x[CO2]) concentrations.
In a similar way, the aerosol cloud albedo effect can
be diagnosed in a simple set-up with external pre-
scribed aerosol fields and diagnosed Nd from two
radiation flux computations, with Nd from per-
turbed and unperturbed prescribed aerosol fields
(e.g., Quaas et al., 2004b). However, it is diffi-
cult to clearly define the radiative forcing when
aerosols are computed interactively, since only one
aerosol distribution can be computed (e.g., the
perturbed one), while the reference state is usually
not computed interactively. It is even impossible
to compute the aerosol indirect radiative forcing, if
a double-moment cloud microphysical parameteri-
sation is used, since then clouds in the perturbed
and unperturbed states in general evolve differ-
ently. Thus, the radiative forcing metric becomes
useless.







































Figure 2.2.: Scatterplot of the global annual mean
flux perturbation vs. radiative forc-
ing for the perturbation of [CO2],
[CH4], aerosol direct and indirect ef-
fects from pre-industrial to present-day
conditions, from five different GCMs.
Vertical error bars show the inter-
annual standard deviation from five
years of simulation. After Lohmann
et al. (2010).
An alternative definition is the “radiative flux per-
turbation” (Quaas et al., 2009a), also referred to
as “quasi-forcing” (Rotstayn and Penner , 2001) or
1This section relies on the studies published in Quaas et al. (2009a) and Lohmann et al. (2010).
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“fixed-SST forcing” (Shine et al., 2003; Hansen et
al., 2005). The method to derive this quantity is
to compare the net radiation flux at ToA between
a perturbed and unperturbed simulation. In con-
trast to the radiative forcing, this metric allows for
“fast feedbacks”, or processes which react to the
perturbation itself. “Slow feedbacks”, or processes
that react to changes in the surface temperature,
are excluded. It should be noted that with this
definition, while the ∆F term in Eq. 1.2 becomes
less sharply defined, the feedback term λ is now
clearly defined as processes reacting only to sur-
face temperature changes. For small perturbations,
or for perturbations which do not provoke a “fast
feedback”, the radiative forcing and the radiative
flux perturbation are expected to yield very sim-
ilar results. In a recent study, we compared ra-
diative forcing and radiative flux perturbations to
different external perturbations such as aerosol di-
rect and (first) indirect effects, and carbon dioxide
and methane concentrations from pre-industrial to
present-day conditions (Lohmann et al., 2010). In
result, only for the (relatively strong) carbon diox-
ide effect there is a noticeable difference in the two
metrics (Fig. 2.2). Thus, the radiative flux pertur-
bation can be seen as a practical alternative to the
previous radiative forcing definition.
2.3. Evaluating GCM cloud
parameterisations2
Cloud processes are implemented in GCMs as pa-
rameterisations, or statistical descriptions of the
effect of a subgrid-scale process on the large-scale
resolved model variables, and the process has to
be expressed depended on the resolved variables.
In a model intercomparison study, where we con-
ducted a set of experiments with three different
GCMs, we found the most important source of
uncertainty for the aerosol radiative forcing was
not due to structural differences between models,
simulated cloud distributions, or aerosol direct and
semi-direct effects, but it was due to the param-
eterisations of the aerosol indirect effect, namely,
the droplet activation and autoconversion parame-
terisations (Penner et al., 2006).
If a climate model is refined to include an addi-
tional process, a parameterisation for this process
has to be derived. There are two options. (i) where
possible, the formulation should be derived from
process-scale physical understanding. Where this
is not possible, either because of a lack in clear
physical description (as is e.g., still the case for
many mixed-phase cloud processes), or because
it is computationally too demanding, (ii) observa-
tions from field campaigns, laboratories, or “virtual
reality” (fine-scale modelling) can serve to derive
the parameterisation. In any case, the parame-
terisation will be pertinent to the process scale
which in general is much smaller than the resolu-
tion of the GCM. It has to be adapted to this large
scale. This scale-dependency of the parameterisa-
tion poses a problem, since GCMs will be applied
at different resolutions, and because parameters
will be adjusted for these. In order to provide ev-
idence for the applicability of a parameterisation
at the GCM grid scale, it has to be evaluated
using a process-oriented metric, at the appropri-
ate scale. Evaluation has to cover a large variety
of different meteorological, seasonal and regional
situations. We identified two main approaches sat-
isfying these demands, which are (i) application of
data assimilation in general circulation models (see
Section 4) and (ii) process-oriented metrics derived
from satellite observations (see Sections 2.4 and
3.2). While many useful observations already exist,
a full evaluation of parameterisations of processes
related to aerosol indirect effects would require
further improvements in observation capabilities,
in particular in terms of spatial and temporal res-
olution of satellite observations (Lohmann et al.,
2007a).
2.4. Satellite-based constraints on
the aerosol indirect effect3
The “uncertainty” of the aerosol indirect radiative
forcing is quantified by, e.g., the IPCC assessment
report (Denman et al., 2007) by the diversity in
published estimates, all of which at the time of
publication of the report relied on GCM simulation
2This section relies on contributions to the studies published by Penner, Quaas et al. 2006 and Lohmann, Quaas et al.
2007a
3The first part of this Section refers to the studies published as Quaas and Boucher (2005b) and Dufresne et al. (2005).
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Figure 2.3.: Evaluation of the GCM aerosol indirect effect parameterisation using POLDER satellite
data, and resulting aerosol indirect radiative forcing. (a) global annual mean relationship
between re,top and ατa from POLDER (black circles), the LMDZ GCM using the standard
Boucher and Lohmann (1995) parameterisation (red squares) and using a fitted formulation
(green triangles). A simple “satellite simulator” is applied to yield comparable quantities
in model and observations. (b) Zonal annual mean aerosol indirect radiative forcing (cloud
albedo effect). After Quaas and Boucher (2005b).
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Figure 2.4.: As Fig. 2.3, but using the relationship between re,top and τa from MODIS. After Quaas and
Boucher (2005b).
14
2. Aerosol indirect radiative forcings 2.4. Satellite-based constraints on the aerosol indirect effect
results. As a sidenote, the definition of “forcing”
was not sharp in this chapter of the IPCC report,
but the forcing estimates compiled partly have been
radiative flux perturbations (see Section 2.2).
Among the 28 published results from which the
mean and 5 to 95% uncertainty range for the cloud
albedo indirect effect radiative forcing have been
computed (their Fig. 2.14), the two estimates yield-
ing the lowest forcing values were the ones based
on our studies constraining the GCM parameterisa-
tion of the indirect effect with satellite data (Quaas
and Boucher , 2005b; Dufresne et al., 2005). As
a process-oriented metric we used the statistical
relationship between the cloud-top droplet effec-
tive radius for liquid water clouds, re,top, and the
column aerosol concentration as measured by the
aerosol optical depth (τa) or the aerosol index
(ατa), respectively, investigated earlier by Bréon
et al. (2002) and Quaas et al. (2004a). The two
studies were different in their setup. Dufresne
et al. (2005) used prescribed distributions of sul-
phate aerosols for current and pre-industrial con-
ditions to estimate the aerosol indirect radiative
forcing, applying a version of the Boucher and
Lohmann (1995) parameterisation adapted using
the relationship between re,top and ατa derived
from global POLDER satellite observations. This
study obtained a global annual mean radiative
forcing by the cloud albedo effect of anthropogenic
sulphate aerosols in the year AD 1995 compared
to AD 1750 of -0.2 Wm-2. In contrast, Quaas and
Boucher (2005b) used a bulk interactive aerosol
module considering besides sulphate also sea salt
and carbonaceous aerosols as suitable CCN. In this
study, we used the maximum of the mass mixing
ratios of the individual species, a proxy for the
assumption of an internal mixture of aerosol parti-
cles. In both cases, the LMDZ GCM was used at a
horizontal resolution of 3.75◦x2.5◦ with 19 vertical
layers, and the 2D field of re at the top of liquid
water clouds not obstructed by higher clouds was
sampled using the cloud overlap hypothesis and us-
ing the local overpass time of the sun-synchronous
satellite in a simple “satellite simulator” (see also
Section 3.2). We obtained a reduction in radiative
forcing from -0.7 Wm-2 using the original formu-
lation by Boucher and Lohmann (1995) down to
-0.5 Wm-2 when adjusting the parameterisation to
the relationship of re,top and ατa from POLDER
(Fig. 2.3), and down to -0.3 Wm-2 when adjusting
it to the relationship of re,top and τa from MODIS
(Fig. 2.4), reflecting some of the uncertainty in the
satellite-derived relationships. The principal reason
for this reduction is the reduction in slope of the
re - aerosol relationship, or the sensitivity of re to
an aerosol perturbation.
2.4.1. Satellite-derived cloud droplet
number concentration and refined
constraint on simulated aerosol
indirect radiative forcing4
The former studies could be criticised since the
cloud-top droplet effective radius is not only a func-
tion of aerosol concentration, but also strongly de-
pends on the cloud liquid water path (cf. Eq. 2.6).
If due to an aerosol perturbation of a cloud, liq-
uid water path changes, the relationship between
re and aerosol concentration is affected, and the
assumption of constant L for the Twomey (1974)
effect is violated. A solution to this is to use
Nd rather than re as the pertinent cloud metric.
However, Nd is not readily available from satel-
lite retrievals. We proposed the solution to derive
it from τc and re applying Eq. 2.6 and Eq. 2.5,
where we assumed that over an entire cloud, the
liquid water mixing ratio increases adiabatically
with height (Brenguier et al., 2000). For low-level
liquid water clouds, we constructed a dataset of
adiabatic Nd from MODIS retrievals (Quaas and
Boucher , 2005a). The new, improved process-
oriented metric for evaluation of the aerosol in-
direct effect we then used was the relationship
between Nd and fine-mode aerosol optical depth,
τa,fm, available over global oceans from MODIS. In
this study, we included the LMDZ and ECHAM4
GCMs, which contained two different implementa-
tions of cloud droplet number concentration as a
function of aerosol mass concentration, an “empir-
ical” one in LMDZ (Boucher and Lohmann, 1995),
and a “mechanistic” one in ECHAM4, which also
considers cloud updraft velocity (Lohmann et al.,
2000). Both parameterisations contain adjustable
parameters, which we modified in a way that the
observed relationship between Nd and τa,fm was ap-
4This Section refers to the work published as Quaas et al. (2006).
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Figure 2.5.: Evaluation of the LMDZ (red squares) and ECHAM4 (green triangles) aerosol indirect effect
parameterisation using the relationship between Nd and τa,fm from MODIS (black circles).
(a) original parameterisations, (b) adjusted parameterisations. Error bars indicate ±1σ
standard deviation of Nd within each τa,fm bin, for which bin width is chosen so that each
bin contains an equal number of data points. After Quaas et al. (2006).
proximated (Fig. 2.5). In result, the total aerosol
indirect radiative forcing, including the simulated
second aerosol indirect effect (cloud lifetime ef-
fect), was reduced from -0.8 Wm-2 to -0.5 Wm-2
in LMDZ, and from -1.3 Wm-2 to -0.3 Wm-2 in
ECHAM4.
In a further investigation using the LMDZ GCM,
we assessed sensitivity of the simulated aerosol in-
direct radiative forcing due to the assumptions on
aerosol mixing (Quaas et al., 2009d). For diagnos-
ing Nd in the model, we used aerosol mass mixing
ratios (i) from sulphate only, (ii) from the sum of
the mass concentrations of all hydrophilic and hy-
groscopic aerosols, and (iii) from the maximum of
the hydrophilic and hygroscopic aerosol mass con-
centrations. The three different hypotheses mimic
the assumption that (i) only sulfate aerosols are
efficient CCN, or that (ii) aerosols are externally
mixed when acting as CCN (sum of the aerosol
masses), or (iii) that aerosols are internally mixed
(maximum of the aerosol masses). For hypothesis
(i), we use the parameters originally proposed by
Boucher and Lohmann (1995), and for the two
others, the ones adjusted as in Fig. 2.5. All three
hypotheses produced relationships which are in
rough agreement with the satellite-retrieved one,
with a certain overestimation of the slope of the
relationship by hypothesis (i), and a slight underes-
timation by hypothesis (iii). The radiative forcing
by the combined aerosol effect is -2.0 Wm-2, -
0.5 Wm-2, and -0.4 Wm-2, respectively, for the
three hypotheses. The main reason for the sulfate
only case being much more negative than the two
others is the fact that the natural fraction of hy-
drophilic or hygroscopic aerosols other than sulfate
(sea salt and organic aerosols) is larger than for
sulfate.
2.5. Satellite-based estimate of
aerosol indirect forcing5
At a given geographical location, the daily-mean
radiative forcing due to the first aerosol indirect ef-
fect, ∆Find can be expressed as the perturbation of
the ToA short-wave radiation due to anthropogenic
5This section relies on the study published as Quaas et al. (2008), and partly on the studies published by Jones et al.
(2009) and under publication by Peters et al. (2009).
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aerosols via a change in cloud droplet number con-
centration, with everything else unchanged. As-
suming that τa is an aerosol metric that scales
with cloud-base CCN, and assuming further that
the aerosol indirect effect is zero where ice clouds







∆ ln τa,ant (2.8)
where F̄ ↓ is the daily-mean incident solar radiation,
fliq the projected liquid cloud fraction, α the broad-
band short-wave planetary albedo, and ∆τa,ant the
change in τa due to anthropogenic emissions of
aerosols and aerosol precursor gases. We used
satellite data to evaluate the right-hand-side of this
equation. F̄ ↓ is readily available for known loca-
tion and time, and fliq provided by the satellite re-
trievals. The relative change in Nd with a change
in τa can be computed from satellite data in a lin-
ear regression as done in Section 2.4.1. ∆τa,ant
has been derived from satellite data and ancillary
data by Bellouin et al. (2005). The remaining chal-
lenge is to derive the susceptibility of clouds to a
perturbation in Nd at constant cloud fraction and
cloud liquid water path from data. For this, we
did a multi-linear regression to derive an analytical
expression relating broad-band short-wave plane-
tary albedo to Nd, L and f . These quantities are
available from satellite data, with α measured by
the CERES instrument on board the Terra satel-
lite, and Nd, L and f derived from measurements
by the MODIS instrument on the same spacecraft.
We found that a sigmoidal fit, as proposed by Loeb
(2004), yields satisfying results. The regressions
were computed independently for fourteen differ-
ent continental and oceanic regions on the globe,
and the four seasons, allowing for a certain dis-
crimination of regionally and seasonally predomi-
nant aerosol types. In this study, we also computed
the aerosol direct radiative forcing. This was done
by deriving in a linear regression the dependence
of albedo variability on τa in clear-sky scenes, as-
suming a negligible aerosol direct forcing in cloudy
scenes, and adjusting for zenith-angle dependency.
In result, we obtain a global annual mean direct
effect of -0.9±0.4 Wm-2 and of -0.2±0.1 Wm-2
for the first indirect effect. The distribution shows
both effects to be larger in the northern hemi-
sphere, where most anthropogenic aerosol sources
are located (Fig. 2.6).
Figure 2.6.: Five-year (March 2000 - February
2005) averaged satellite-derived short-
wave radiative forcing by (a) the direct
and (b) the first indirect aerosol effect
[Wm-2]. After Quaas et al. (2008).
For the same reason, the direct effect is found to
be larger over land. The indirect effect, however,
is larger over oceans. The reason is that in these
clouds, a perturbation in aerosol yields a stronger
perturbation in Nd.
The computation of the direct radiative effect has
been criticised. In cloud free conditions, aerosols
usually exert a negative radiative forcing at ToA
due to scattering. When located above clouds, ab-
sorbing aerosols can reduce the shortwave planetary
albedo, resulting in an often significant local pos-
itive direct radiative forcing (Keil and Haywood ,
2003). Neglecting this might have high-biased
the above estimate of the aerosol direct radia-
tive forcing. A method for deriving the aerosol
radiative effects of absorbing aerosols in cloudy
situations from satellite retrievals has been devel-
oped by Peters et al. (2009). Data of 2005 and
2006 from various sensors aboard satellites of the
17
2.6. Evaluation of second aerosol indirect effects 2. Aerosol indirect radiative forcings
“A-Train” constellation, restricted to the tropical
and subtropical Atlantic ocean, have been used. A
multiple linear regression was performed to identify
the dependence of α in cloudy scenes on cloud liq-
uid water path and aerosol optical depth, using the
OMI UV Aerosolindex as an indicator for absorbing
aerosols. The results show an increase of α with
increasing aerosol load, and a relative decrease of
α with increasing amount of absorbing aerosols
in cloudy scenes. This allows to derive the direct
aerosol effect of absorbing aerosols above clouds,
with the effect of aerosol absorption over clouds
in the Atlantic contributing +0.08±0.0012 Wm2
to the global ToA aerosol radiative forcing (Peters
et al., 2009).
For the aerosol indirect effect, the study has been
extended by Jones et al. (2009) to find a quite
large seasonal and regional variability in the indi-
rect radiative forcing. Also, it has been found that
cloud thickess in terms of L plays a large role, with
thicker clouds exhibiting a larger aerosol indirect
effect.
2.6. Evaluation of second aerosol
indirect effects
When cloud droplet size distributions are perturbed
by anthropogenic aerosols (first aerosol indirect ef-
fect, cloud albedo effect or Twomey (1974) effect),
second aerosol indirect effects may follow as cloud
microphysical and dynamical processes are altered.
A broad range of such effects has been postu-
lated. If precipitation formation is delayed due to
smaller average droplet sizes and narrower droplet
size distributions, cloud lifetime may be enhanced
(Albrecht, 1989) with larger average cloud cover
and larger cloud liquid water paths. Such an effect
may also lead to an increased geometrical thick-
ness of clouds (Pincus and Baker , 1994; Brenguier
et al., 2000). In convective clouds, smaller droplets
may freeze at higher altitudes above cloud base,
releasing latent heat higher up in the atmosphere,
potentially invigorating updrafts (Devasthale et al.,
2005; Koren et al., 2005). This “thermodynamic
effect” may be another reason for increased cloud-
top heights (decreased cloud-top temperatures),
leading to a potentially increased warming cloud
greenhouse effect. Other effects on cloud lifetime,
precipitation formation rate, cloud cover, cloud
liquid water path, and freezing of droplets have
been proposed as well (Denman et al., 2007). A
yet different kind of aerosol effect on cloudiness
is by absorption of radiation and warming of the
environment, by which the thermodynamic profile
is altered, which may influence cloudiness - the
so-called semi-direct aerosol effect.
All these effects involve temporal evolutions of
cloud-related processes, and thus are difficult to
assess unambiguously, and even more difficult to
quantify in terms of their influence on the radia-
tion budget. A solution to the latter problem in
the framework of climate modelling is to use the
radiative flux perturbation in replacement of the
radiative forcing (see Section 2.2). Correlations of
satellite-derived aerosol concentrations with cloud
liquid water path and cloud cover may not be inter-
preted readily as cause-effect relationships. Also,
effects of different sign, and feedbacks from other
cloud processes, may “buffer” the signal of an-
thropogenic aerosols, leading to a small net effect
(Stevens and Feingold , 2009).
2.6.1. Correlation of aerosol optical























































Figure 2.7.: Slope of the relationship ln f vs.
ln τa from three different satellite
datasets (MODIS on board of Terra
and Aqua, and ATSR2 on board
of ERS2), and from sensitivity stud-
ies with the ECHAM5-HAM aerosol-
climate model. The weighted average
for land (red) and ocean regions (blue)
is shown, with the variability as error
bar. Error bars for the satellite data
also include the inter-annual variabil-
ity. After Quaas et al. (2010).
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Satellite data show a distinct positive relationship
between cloud cover and aerosol optical depth.
Some studies attributed this relationship to an
aerosol cloud lifetime effect (e.g., Kaufman and
Koren, 2006). If this was true, a very large ra-
diative climate forcing by anthropogenic aerosols
would be implied. However, this hypothesis is de-
bated in the literature, and other causes have been
invoked as possible reasons. These are (i) meteoro-
logical co-variation (meteorological situations such
as large-scale convergence lead to co-incidentally
increased aerosol number concentrations and larger
TCC; Mauger and Norris, 2007; Loeb and Schus-
ter , 2008); (ii) aerosol swelling (aerosol size in-
creases in the air surrounding clouds where relative
humidity is higher; Haywood et al., 1997; Charlson
et al., 2007; Koren et al., 2007; Myhre et al., 2007;
Twohy et al., 2009); (iii) satellite retrieval errors, as
“3D radiation bias” (scattering of sunlight at sides
of clouds with complex shapes increases reflected
radiation in the vicinity of clouds, which results in
a high-bias in the retrieved τa near clouds; Loeb
and Manalo-Smith, 2005; Wen et al., 2007; Vàrnai
and Marshak , 2009) and “cloud contamination”
(spurious clouds un-detected by the retrieval algo-
rithm in regions identified as clear and thus used
for an τa retrieval; Kaufman et al., 2005; Zhang
et al., 2005; Tian et al., 2008). (iv) cloud pro-
cessing or in-cloud nucleation of aerosols (inside
cloud droplets, aqueous sulfur chemical reactions
lead to sulfate formation, which, together with
collision-coalescence processes support the growth
of embedded CCN upon the evaporation of cloud
droplets, potentially enhances τa; Feichter et al.,
1997; Su et al., 2008); and (v) wet scavenging (this
is the predominant sink of CCN, and would intro-
duce a relationship between τa and cloud cover,
which, however, presumably would be negative).
We used the ECHAM5 GCM with the interactive
aerosol model HAM to investigate these poten-
tial reasons for the positive relationship between
cloud cover and τa. As shown in Fig. 2.7, three
different satellite datasets show consistently this
strongly positive relationship. We carried out sev-
eral sensitivity studies with the aerosol-climate
model ECHAM5-HAM (Stier et al., 2005). In
the control simulation, we applied a double mo-
ment cloud microphysical scheme considering all
aerosol-cloud interactions (CTL; Lohmann et al.,
2007b). In the experiment simulation, we used a
single-moment cloud scheme without aerosol in-
direct effects (NOAIE; Lohmann and Roeckner ,
1996). From the latter simulation, in a test, we
computed τa (AOD) from dry aerosol mass mixing
ratios rather than humidified aerosol (DRYAOD),
and in another test, from dry mass mixing ratios
of only soluble aerosol modes (DRYSOLUBLE).
From the simulations, the clear conclusion is drawn
that the dominant effect is from aerosol swelling
in the vicinity of clouds, where relative humidi-
ties are high. The negative relationship found for
dry aerosol optical depth and cloud cover is likely
explained by the wet scavenging.
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Figure 2.8.: Weekly cycle [%, deviation from mean]
of aerosol optical depth (AOD, top
row), cloud droplet number concentra-
tion (CDNC, middle row), and cloud
fraction (bottom row). Left col-
umn: Satellite data (red: MODIS
Terra, blue: MODIS Aqua), mid-
dle: HadGEM2 GCM (experiment with
weekly cycle in anthropogenic emis-
sions in red, control in dashed grey),
right: ECHAM5. After Quaas et al.
(2009b).
6This section refers to Quaas et al. (2009b).
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Weekly cycles have been identified for a variety of
atmospheric and meteorological quantities. The
analysis of such cycles, where statistically signifi-
cant, is useful since a period of seven days is a mode
of temporal variability likely to be attributable to
human activity. In particular, aerosol precursor
gases and aerosols have been observed to show a
weekly cycle over Europe with minima at weekends,
and maxima during weekdays. This relates to the
lower emissions on weekends, due to less commuter
traffic, decreased industrial activity, and, at least
in some countries, a driving ban for heavy duty ve-
hicles on Sundays. We have exploited this cycle
to analyse aerosol-cloud interactions (Quaas et al.,
2009b). In two different general circulation models,
we carried out a control simulation with monthly
varying emissions, and an experimental simulation
in which anthropogenic aerosol emissions were low-
ered during weekends. We were able to show that,
compared to the observed weekly cycles, the mod-
els do well reproduce the cycles in surface aerosol
concentration, aerosol optical depth, and also cloud
droplet number concentration. This is evidence
that the simulated aerosol life cycles, and also the
(first) aerosol indirect effect, or the aerosol activa-
tion, are well captured by both GCMs. However,
we found from the comparison of the experimental
and control simulations with the observed cycles,
and from statistical significance tests, that there
is no evidence yet which would allow to attribute
weekly cycles in cloud liquid water content, top-of-
the-atmosphere radiation, surface temperature, or
precipitation, to aerosol indirect effects (Fig. 2.8).
2.7. Effects of aerosols on
monsoon convection7
Water supply by the Indian summer monsoon pre-
cipitation is essential for agriculture in India and
surrounding countries, assuring the nutrition of
over 1 billion people. Research on the monsoon
system is thus of large importance in atmospheric
sciences. It has recently been postulated that the
very large amounts of aerosols due to pollution
and desert dust may influence monsoon precipi-
tation distributions (Lau et al., 2006). In partic-
ular, it has been proposed that light absorption
by aerosols above the bright snow-covered surfaces
of the Tibetan Plateau might serve as an “ele-
vated heat pump”, leading to an intensified cir-
culation with earlier onset and increased intensity
of summer monsoon precipitation. The availabil-
ity of the new spaceborne lidar data now allowed
for a measurement-based assessment of this effect.
Profiles of aerosol amount and optical properties
for two entire pre-monsoon seasons (March-April-
May) have been used in combination with a radia-
tive transfer model. We concluded from this study,
that aerosol amounts in the Tibetan Plateau region
are far too scarce to allow for a substantial radia-
tive effect, and that thus this elevated heat pump






As stated above, the “uncertainty” in aerosol in-
direct radiative forcing is commonly estimated as
the spread in forcings simulated by different general
circulation models. Much of this variability is due
to the different parameterisations in these models
(Penner et al., 2006). It seems thus useful to ap-
ply the methods to evaluate and constrain these
parameterisations using observational data from
satellites to different GCMs. In an initiative for an
international model intercomparison project within
the AEROCOM project, this method has been ap-
plied to ten global aerosol-climate models, with
contributions from almost all of the major mod-
elling centres (Quaas et al., 2009e). In this study,
we further generalised the concept of evaluation
of GCM parameterisations using satellite-derived
relationships (Lohmann et al., 2007a) by investi-
gating other cloud and radiation quantities besides
Nd, building on the experience that quantites like L
are also correlated to column aerosol concentration
(Quaas et al., 2004a). Following Feingold (2003),
we define the relationship strength as the rela-
tive change in a quantity x with a relative change
in aerosol optical depth τa as ∆ lnx/∆ ln τa and
7This Section relies on the diploma thesis by Julian Kuhlmann (Kuhlmann, 2009).
8This Section summarises the study published as Quaas et al. (2009e).
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Figure 2.9.: Forcing estimates for the aerosol direct and indirect effects. (a) Clear-sky short-wave aerosol
forcing histograms (in bins of width 0.25 Wm-2) for the original model estimates as mean
values over land (orange) and oceans (green); new estimates of the forcings over land (red)
and ocean (blue), rescaled using the relationship between clear sky forcing and anthro-
pogenic τa from the model ensemble as shown in (c) applying the satellite-based estimate
for anthropogenic τa by Bellouin et al. (2005) over oceans (dashed blue line) and the
model-median anthropogenic τa over land (dashed red line). (b) Cloudy-sky short-wave
aerosol forcing histograms (0.25 Wm-2 bin width), with rescaled forcing estimate using the
cloudy sky forcing vs. Nd - τa-regression-slope relationship from the multi-model ensemble
as shown in (d) applying the MODIS Terra-derived Nd - τa slope estimates over land and
ocean (shown as dashed vertical lines in (d) in red and blue, respectively). The median
forcing values and standard deviation are shown on the top of (a) and (b). Clear and cloudy
sky forcings are scaled by the clear and cloudy fraction. After Quaas et al. (2009e).
compute it from a linear regression, again sampling
the fourteen regions and four seasons as described
in Section 2.5. As reference, we used data from
the MODIS and CERES instruments on board the
Terra (sun-synchronous orbit with local overpass
time of approx. 10.30 a.m.) and Aqua (approx.
13.30 p.m.) satellites, and ATSR-2 on ERS2. The
relationship between Nd and τa, most fundamental
to aerosol indirect effects, is simulated relatively
well by the GCMs over oceans (the relationship
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strength is within a factor of 2 of the reference
satellite datasets), while it is strongly overesti-
mated by many models over land. The latter find-
ing is consistent with our previous studies (Quaas
and Boucher , 2005b; Quaas et al., 2006). For
this relationship, we were also able to evaluate the
satellite data by comparing it in the region of ma-
rine stratocumulus clouds at the Californian coast
to the same metric as derived from ground-based
remote sensing (McComiskey et al., 2009) to find
that the ground-based and satellite-derived metrics
agree very well. As a particularly interesting result,
we found that the relationship between L and τa
was very much too strong in all models compared
to the three satellite data sets, which, though, also
showed significantly positive relationships. As a
part of the reason for this we could identify the
problematic implementation of the second aerosol
indirect effect (cloud lifetime effect) in terms of
autoconversion. Models where autoconversion
is parameterised to depend strongly on Nd tend
to overestimate this relationship even more than
other models. For other relationships, results were
mixed and relatively inconclusive. In particular no
clear conclusion could be drawn about a potential
aerosol effect on cloud top height (cloud top tem-
peratures) and subsequently outgoing long-wave
radiation. Satellite data show negative correlations
of cloud top temperatures and outgoing long-wave
radiation with τa - consistent with a thermody-
namic aerosol effect and a long-wave warming
effect, but the models - except for one - do not
show such correlations consistently. A strong cor-
relation between f and τa is found in both, satellite
datasets and models. This finding was one of the
motivations for the study published by Quaas et al.
(2010) and summarised above.
We investigated which observable might best pre-
dict the simulated radiative forcings for both di-
rect and indirect effects, defining the simulated
radiative forcing in clear skies as direct effect,
and in cloudy skies, as indirect effect. We found
that the simulated anthropogenic fraction in τa
is a very good predictor of the clear-sky forcing
(Fig. 2.9c). For the cloudy-sky forcing (indirect
effect), the strength of the Nd to τa relationship
is a very good predictor (Fig. 2.9d). The lat-
ter is readily observed from the satellite data, as
discussed above. Anthropogenic τa is available
from satellite data over oceans (Bellouin et al.,
2005), but not over land. There, we used the
model-median value, usually found to be more
realistic than any single-model estimate, as a re-
placement for an observable. From these best
estimates of anthropogenic τa and the Nd - τa re-
lationship strength, we could rescale the clear- and
cloudy sky forcing estimates for each of the mod-
els. The scaled estimates show a reduced uncer-
tainty range for both the direct and indirect effects,
with the rescaled direct forcing slightly increas-
ing from -0.27±0.23 Wm-2 to -0.38±0.19 Wm-2,
and the rescaled indirect forcing decreasing from
-1.13±0.51 Wm-2 to −0.70±0.37 Wm-2. The
new estimate of the total aerosol radiative forcing




Figure 3.1.: Scatterplot of equilibrium climate sen-
sitivity vs. change in cloud radia-
tive effect (∆CRE) for an ensemble
of ECHAM5 simulations with varied
parameters in the cloud parameterisa-
tions (black symbols) and the CMIP3
GCM ensemble (red symbols). After
Klocke et al. (submitted).
The climate feedback parameter λ, as defined in
Eq. 1.2, can be written as the change in global-













where the summation is performed over all pro-
cesses x that change in response to a surface tem-
perature change, and which affect the net ToA
radiation balance. For the atmosphere, if only
the physical climate system without biogeochem-
ical feedbacks is considered, it can be thought
of as linearly composed of mainly four feedbacks
x, namely the Planck (P, blackbody radiation in-
creases as the surface temperature increases; some-
times also called “null-feedback”), the combined
water vapour (WV, increase in atmospheric water
vapour concentrations and subsequently enhanced
greenhouse effect) and lapse-rate (LR, change in
vertical temperature lapse rate as climate warms),
surface albedo (A, mainly due to melting snow and
sea-ice) and cloud (C) feedbacks
λ ≈ λP + λWV+LR + λA + λC
≈ (−3.2 + 1.0± 0.1 + 0.3± 0.1
+ 0.7± 0.4) Wm-2 K-1
where the mean values and uncertainty ranges (1σ
standard deviation) stem from a multi-model en-
semble (Soden and Held , 2006; Bony et al., 2006).
The largest feedback in absolute terms (besides
the Planck feedback) is from the water vapour
feedback. However, in terms of the uncertainty
range, this is dominated by the uncertainty in the
cloud feedback parameter. This is particularly true
when considering that water vapour and lapse-rate
feedbacks are tightly linked and the uncertainty
range for the sum of the two is much smaller than
the one for each individual one. This finding is
illustrated in the study by Klocke et al. (submit-
ted), where we show that for both an ensemble
from the ECHAM5 GCM, in which parameters
in the cloud parameterisations have been varied
across a range of plausible values, and the ensem-
ble contributing to the CMIP3 experiment, un-
certainty or scatter in climate sensitivity is largely
explained by cloud feedbacks, as measured, e.g.,
by the change in cloud radiative effect (Fig. 3.1).
This study corroborates previous findings by Cess
et al. (1990, 1996), which had be re-confirmed by
a study we contributed to in the framework of the
Cloud Feedback Model Intercomparison Project
(CFMIP, Ringer et al., 2006).
Eq. 3.1 is an idealised definition, since processes
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may lead to a change in the global ToA net radi-
ation budget in response to an imposed radiative
forcing, without a change in global-mean surface
temperature Ts. This is particularly relevant for
processes involving clouds (Gregory et al., 2004;
Gregory and Webb, 2008; Andrews and Forster ,
2008; Doutriaux-Boucher et al., 2009, see also
discussion in Section 2.2). Nevertheless, Eq. 3.1
defines a useful approximation. From a general
circulation model, it may be evaluated by deriving
the ToA radiation sensitivity to a parameter x,
∂R/∂x, with everything else kept constant, or for
a small unit change in a linear approximation (Col-
man, 2003; Bony et al., 2006; Soden and Held ,
2006; Soden et al., 2008). The change in the pa-
rameter as climate warms may be estimated by the
change between two equilibrium states, assuming
the changes are small enough to a allow for a linear
approximation.
So far, only GCMs allow to quantify feedbacks.
However, very interesting studies have shown that
for the water vapour feedback (Soden et al., 2002)
and the snow/ice albedo feedback (Hall and Qu,
2006) convincing observational constraints exist
from the observed change after the Mt. Pinatubo
volcanic eruption showing that relative humidity
stayed approximately constant (Soden et al., 2002),
and from the observed seasonal cycle in snow and
sea ice extent (Hall and Qu, 2006).
Unfortunately, no such constraints have been iden-
tified yet for the cloud-climate feedbacks (Quaas
et al., 2009a). Rather, the assessment relies on
GCMs, in which cloud proceses are parameterised.
In order to improve the understanding of cloud-
climate feedbacks and to reduce its uncertainty, it
is essential to assess and improve these parame-
terisations until credible and reliable results can be
obtained (Quaas et al., 2009a). In the remainder
of this chapter, this avenue is followed.
3.1. Satellite retrievals of cloud
properties
Cloud parameterisations in GCMs need evaluation
at the apropriate scales, and for a large range of
meteorological conditions. Satellite data, covering
the whole globe, and long time series, offer the
most comprehensive datasets available for such
purposes (Lohmann et al., 2007a, see also Sec-
tion 2.3). In this work, we are interested in mea-
surements relevant for the Earth’s atmosphere and
surface, thus in remote sensing from satellites. In
the Earth orbit, satellite instruments measure ra-
diances, or fluxes of electromagnetic radiation at
different wavelength intervals for a certain viewing
geometry. Usually, one may choose among three
kinds of orbits, which are (i) geostationary (i.e.,
above the equator, viewing always the same disc
at the Earth’s surface), (ii) sun-synchronous polar
orbiting (so that the local solar satellite overpass
time is the same every day), or (iii) inclined orbits
(where a particular focus may be on the Tropics).
In this work, mainly data from sun-synchronous
polar-orbiting satellites are used, which cover the
entire globe up to once per day. Satellites may
measure three kinds of radiation: (i) scattered
sunlight (in principle, also moonlight or starlight
could also be used, or, in case of limb sounding,
also the attenuation of sunlight could be mea-
sured), (ii) infrared radiation emitted by Earth
surface and atmosphere, or (iii) scattered radiation
from a source on board the satellite (active remote
sensing). Main characteristics of a satellite instru-
ment are the spectral resolution, or the choice of
the number of spectral channels and their spectral
width; the viewing geometry, including scanning
along- or across the track, and subsequently the
swath covered and the size of an individual pixel
at the Earth’s surface; and additional capabilities
such as measurement of the polarisation signal.
Since clouds have a large influence on radiation
(see Section 1.1), satellite remote sensing is in
principle well suited to retrieve cloud properties.
However, in numerous situations, large deficiencies
remain for present-day cloud retrievals. A main
reason for this is the large heterogeneity of clouds,
with variability down to the microscale. In the solar
spectrum, clouds are difficult to distinguish from
clear skies when the surface is bright (snow- or
ice-covered surfaces, deserts, sun-glint at sea sur-
faces), or when there are thick aerosol layers in the
atmosphere. In the terrestrial spectrum, clouds
are difficult to detect when their emission tem-
perature (temperature near cloud top) is not much
lower than the surface temperature, such as for low
clouds when isothermal or inversion lapse rates are
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present. In the microwave spectrum, the scattered
and emitted signal is dominated by precipitation,
so that clouds remain undetected. From passive
remote sensing, only a single bulk cloud layer may
be detected, so in general cloud properties are seen
as two-dimensional structures. For the properties
of inhomogeneous clouds, only the average charac-
teristics over the satellite instrument footprint may
be retrieved. Assumptions in the retrieval algo-
rithms bias the results. Most prominently, clouds
in the atmosphere are usually assumed to be plane-
parallel homogeneous structures over the satellite
footprint. Since this is generally not true, but the
three-dimensional structure and the heteorogene-
ity largely modify the radiative characteristics, the
retrieved quantities are biased, especially at large
viewing angles (Seethala and Horvath, 2010).
It is therefore needed to address these shortcomings
in satellite retrievals. Then satellite data provide,
despite their deficiencies, a unique opportunity to
analyse cloud processes, and to evaluate the cloud
representation in climate models.
3.2. Satellite simulators
A good way to assure comparability between model
results and satellite observations, and to prop-
erly define cloud fraction and cloud properties, is
to apply “satellite simulators”, or operators that
generate cloud fields comparable to the satellite
retrievals, in climate models (e.g. Quaas et al.,
2004a, 2009e). The most direct way to apply
satellite simulators is to compute the radiative
transfer based on the simulated cloud fields (“for-
ward model”), and to compare the simulated ra-
diances with the satellite measurements. This
avoids any need for retrievals from satellites. The
disadvantage is that this method, which is widely
used for data assimilation purposes, does in gen-
eral not easily allow to identify individual processes
or model variables responsible for model deficien-
cies. An alternative method is to construct cloud
fields consistent with the ones retrieved from mea-
surements by the satellite instrument. This allows
to directly compare physical quantities consistently
from both model and observations, but has the dis-
advantage that some retrieval problems (e.g., the
assumption of plane-parallel homogeneous clouds)
are still present in the observations, for which thus
no unique error bar can be obtained.
In any case, a “satellite simulator” must include
three main steps. Since climate models usually
have a much coarser resolution than satellite in-
struments, the simulator (i) has to generate some
information about the sub-grid scale cloud vari-
ability. In the simplest case, this is obtained by
using the vertical overlap assumption for fractional
clouds in different layers. The simulator further
should (ii) sample the satellite orbit in order to
sub-sample spatial and temporal variability in the
model consistently with the data. It finally has to
apply to the extent possible (iii) the same algo-
rithmic assumptions, such as detection thresholds.
A simple, versatile simulator has been developed
by Quaas et al. (2004a, see also Section 2.4) and
applied in various GCMs (Quaas et al., 2009e).
Other examples for satellite simulators are the
construction of a joint cloud top pressure - cloud
optical depth histrogram consistent with Interna-
tional Satellite Cloud Climatology Project (ISCCP,
Rossow and Schiffer , 1991, 1999) retrievals (Yu
et al., 1996; Klein and Jakob, 1999; Webb et al.,
2001), and the diagnostics of joint cloud altitude -
frequency diagrams (CFAD) for the radar reflectiv-
ity as obtained from the CloudSat Cloud Profiling
Radar (CPR, Bodas-Salcedo et al., 2008; Marc-
hand et al., 2009) or for the lidar scattering radio as
obtained from the CALIPSO lidar (Chepfer et al.,
2008, 2010).
3.3. Evaluation of cloud
parameterisations using
satellite data
The task of cloud parameterisations in climate
models is to represent the influence of subgrid-scale
cloud processes on the resolved model variables.
The parameterisations express the processes in a
statistical way in terms of the resolved variables.
In this sense, clouds mainly have a three-fold influ-
ence in climate models.
1. Clouds affect the Earth’s radiation budget in
both the solar (scattering of sunlight) and
terrestrial (greenhouse effect) spectra (see
Section 1.1)
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2. Clouds distribute heat (mainly latent heat,
via condensation and evaporation), mass,
moisture and momentum (mainly via convec-
tion), where they are of crucial importance in
particular for the vertical transport
3. Clouds form precipitation.
In GCMs, all three of these effects are param-
eterised. Usually, “stratiform” and “convective”
clouds are distinguished, and often only stratiform
clouds affect radiation, while only convective clouds
affect the vertical transport of mass and momen-
tum. Precipitation and latent heat is computed for
both cloud types.
3.3.1. Cloud cover parameterisation1
In order to allow for the computation of the effect
of clouds on radiation, the fractional coverage of
clouds in each grid cell has to be predicted. A sim-
ple way to diagnose fractional cloud cover, f , is to
relate it to the simulated (grid-box mean) relative
humidity, r, and allowing for fractional cloud cover
above a “critical relative humidity”, rc of less than






This parameterisation is equivalent to assuming a
uniform subgrid-scale distribution of total water
mixing ratio (e.g. Le Treut and Li , 1991) with the
distribution width related to saturation mixing ra-
tio. Thus, the critical relative humidity in such a
scheme is the measure of cloud subgrid-scale vari-
ability. Since it relates the observable parameters
grid-box mean relative humidity and cloud cover,
rc itself is an observable. It may serve to analyse
subgrid-scale variability of humidity and to evalu-
ate cloud cover parameterisations.
Fig. 3.2 shows the geographical distribution of
rc as obtained from Atmospheric Infrared Sounder
(AIRS; Susskind et al., 2003, 2006) satellite re-
trievals and from a combination of relative humid-
ity from the ECMWF Re-Analyses (ERA-Interim;
Simmons et al., 2006) and cloud fraction from
the GCM-Oriented CALIPSO lidar satellite data
(GOCCP; Chepfer et al., 2010).
Figure 3.2.: Geographical distribution of the an-
nual mean critical relative humidity rc
for selected vertical levels; as obtained
from AIRS satellite data for AD 2003
(a,c,e,g) and from the combined ERA-
Interim relative humidity and GOCCP
cloud fraction for AD 2007 (b,d,f,h).
For AIRS, the data from the ascend-
ing orbit are shown (descending orbit
results are very similar). White areas
indicate missing data. Where rc has
low values, the subgrid-scale variabil-
ity of humidity is high. After Quaas
(submitted).
It is found that there is a clear vertical profile in
rc, with on average larger subgrid-scale variability
(lower rc) in the free/middle troposphere, very lit-
tle subgrid-scale variability near the surface and in
the lower planetary boundary layer, and less vari-
ability as well in the upper troposphere.
A distinct geographical distribution is observed,
with large subgrid-scale variability in the subtrop-
1This Section summarises the study of Quaas (submitted).
26
3. Cloud-climate feedbacks 3.3. Evaluation of cloud parameterisations using satellite data
ics, less in the extra-tropical strom tracks, and
quite little in the inner Tropics. The subgrid-scale
variability tends to be lower above continents than
over oceans. In Fig. 3.3, the global mean pro-
files of rc are shown for observations, and from
different model versions. The profile of rc as
parameterised by Sundqvist (1978) captures the
global-mean observed profile shape well, but the
absolute amount of variability is grossly underesti-
mated. Also, or even more, the prognostic param-
eterisation of subgrid-scale variability of humidity
by Tompkins (2002, see Section 3.3.2) largely un-
derestimates the variability, and here, also the
shape of the vertical profile is wrong. Fig. 3.3 also
shows the rc profile from ERA-Interim alone (i.e.,
also cloud fraction as provided from ERA-Interim)
in evaluation of the cloud cover parameterisation
in the underlying model, the Integrated Forecast-
ing System (IFS). This prognostic cloud scheme
(Tiedtke, 1993) does better than the ones applied
in ECHAM, both in terms of the vertical profile,
and in terms of subgrid-scale variability of humid-
ity, but still underestimates the latter. It is found
that for a large range of horizontal grid resolutions
(approx. 5◦ to 1◦), the average rc profiles are vir-
tually unchanged. Varying the parameters in the
Sundqvist (1978) scheme, the profiles as observed
can be better captured.
Choosing the parameters from the fit to the ob-
served profiles of rc does not change the simulated
global annual mean cloud cover or cloud radia-
tive effects very much (see Quaas, submitted).
However, some sensitivity of the cloud feedback
to the parameter choice is found. In order to
allow for a certain feedback of changes in dy-
namics to cloud cover, a simple modification to
the Sundqvist (1978) parameterisation is proposed
where different rc profiles are used depending on
lower-tropospheric stability. Less stable regimes
are considered to allow for more mixing and thus
less subgrid-scale variability in humidity, consistent
with the geographical disrtibution found in the ob-
servations of rc. With this slightly modified param-
eterisation, the cloud feedback is almost doubled
compared to the standard parameter setting, de-
spite the finding that the present-day simulated cli-
matological cloud cover and cloud radiative effects
are not very different from the control simulation.
This indicates that cloud cover parameterisations
with fixed variance, or a fixed critical relative hu-
midity, might under-estimate climate sensitivity.
Figure 3.3.: Global mean profiles of rc as diagnosed
from the ascending (AIRS A, red) and
descending (AIRS D, orange), as well
as ERA/GOCCP (black) observational
datasets; and as simulated using the
Sundqvist (1978, blue) and Tompkins
(2002, purple) cloud cover schemes
in the ECHAM GCM, as well as the
Tiedtke (1993, turquoise) parameter-
isation in the IFS model. Dashed
lines show fits to the AIRS (red) and
ERA/GOCCP (black) results adjusting
parameters in the Sundqvist (1978)
parameterisation. The long-dashed
black line shows the result of a differ-
ent way of obtaining the average pro-
file for ERA/GOCCP, which is by esti-
mating the rc at each grid-point which
best fits Eq. 3.2 for the time series of
f and r. After Quaas (submitted).
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3.3.2. Statistical cloud scheme2
Cloud processes could be parameterised perfectly if
the subgrid-scale joint probability distribution func-
tions (PDF) of the pertinent quantities were known
(at least for liquid water clouds, where condensa-
tion takes place at approximately 100% relative
humidity). These quantities are (i) the total water
mixing ratio, (ii) the saturation water vapour pres-
sure, or the temperature, (iii) the updraft velocity,
in order to diagnose cooling rates and supersatu-
ration, and (iv) aerosol characteristics (ideally size
distributions and chemical composition). As a first
step, one could assume that usually, temperature
and aerosols are much more homogeneous than
total water mixing ratio, and can thus be assumed
constant troughout a grid-box, and assume some
simple distribution for updraft velocities. First at-
tempts to simulate higher moments of the total wa-
ter mixing ratio PDF prognostically in GCMs have
been performed by Bony and Emanuel (2001) and
Tompkins (2002), where the latter used ECHAM
as GCM. Once variance and skewness of the total
water distribution are known, cloud cover and the
subgrid-scale variability of cloud water can be diag-
nosed, and used in parameterisations of non-linear
cloud processes (e.g., Pincus and Klein, 2000;
Rotstayn, 2000). However, it is difficult to con-
strain these parameterisations from observational
data.
Weber (in preparation) investigates in his PhD
thesis the subgrid-scale variability of the total wa-
ter path, or the vertical integral of the sum of
water vapour and cloud condensate. As a refer-
ence dataset, he constructed at a GCM grid (T63,
or approx. 1.8◦) resolution the mean values, vari-
ance and skewness from histrograms of MODIS
retrievals, available from a 5 km horizontal resolu-
tion in order to evaluate the implementation of the
Tompkins (2002) parameterisation in ECHAM5.
This evaluation focuses on boundary layer clouds,
since the vertical integral is dominated by the large
moisture values in the lower troposphere. He found
that the mean values are rather well simulated, but
variance is grossly underestimated in all regions
(even more over land than over oceans). Skew-
ness is very much overestimated over oceans, in
particular in the Tropics, and underestimated in
continental mid-latitudes. A likely reason for the
overestimation in skewness is the fact that only
positive skewness was allowed, but the test of a
simple way of allowing for negative values did not
improve the situation very much. Another short-
coming is that the main source of subgrid-scale
variability is the parameterised increase in skew-
ness by convective detrainment, which is a crude
assumption for much of the globe, and in partic-
ular neglecting the influence also of downdrafts
generating negative skewness in convective areas
in the boundary layer is a likely reason for the too
large average skewness in the Tropics. Further
investigations on how to better parameterise the
distributions are needed, and current projects in-
clude the use of high-resolved model simulations as
“virtual reality” and of ground-based active remote
sensing of water vapour where temporal and verti-
cal resolutions, as well as measurement accuracies,
are high. In further studies, by Weber (in prepa-
ration) and others, the effect of applying the PDF
parameterisation for non-linear cloud processes is
examined.
3.3.3. Deep convection3
Deep convective clouds are of particular interest
for climate modeling, since the convective trans-
port of mass, moisture and momentum is a cru-
cial component in the general circulation. In her
PhD thesis, Gehlot (2010) analysed processes re-
lated to convective clouds using ISCCP satellite
data, and applying the ISCCP satellite simulator
within the ECHAM5 GCM. In the evaluation of ge-
ographical cloud distributions, it was found that -
consistent with previous results - too few low-level
clouds are simulated, where in particular low sub-
tropical clouds with low optical thicknesses (“cu-
mulus” in ISCCP terminology) are too infreqent,
with the total cloud cover close to observations.
An idealised climate change study also showed that
these clouds are central to the cloud-climate feed-
back in ECHAM. High clouds are too high in the
atmosphere, i.e., there are too many high clouds,
but too few mid-level clouds; and these clouds are
optically too thick. The analysis of the life cycle
of clouds originating from deep convection allowed
2This section relies on parts of the PhD thesis by Torsten Weber, in publication as (Weber and Quaas, submitted).
3This part refers to parts of the PhD thesis by Swati Gehlot.
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to identfy reasons for this. In a Lagrangian track-
ing of clouds after deep convection events, Gehlot
(2010) found that compared to ISCCP, ECHAM
overall captures the transition from thick anvil cir-
rus to thinner cirrostratus and cirrus, before com-
pletely decaying. However, the fractional cover-
age and optical thickness of the cirrus are overesti-
mated in particular in the first two days. This leads
to the conclusion that predicted quantity and alti-
tude of moisture transport iare too large, explain-
ing the lack in mid-level clouds and the excessive
amount and thickness of high-level clouds. Also
the cloud lifetime seems overestimated, where sed-
imentation and evaporation seem to act on too long
timescales. In an idealised climate change simula-
tion, it was found that these features are further
enhanced, with even higher and even more long-
lived thicker cirrus clouds in the warmer climate -
a positive feedback by convection.
3.3.4. Boundary layer clouds4
As discussed in Section 3.3.3, boundary layer clouds
are particularly important for climate change, since
the net radiative effect is very large. Novel satel-
lite instruments, in particular from active remote
sensing, may help to better evaluate parameter-
isations of low clouds in GCMs, since such in-
struments allow to penetrate overlying high-level
clouds. In her PhD thesis, Nam (in preparation)
implemented the CFMIP Observational Simulator
Package allowing to reproduce CFADs compara-
ble to the GOCCP lidar scattering ratio - alti-
tude joint histogram (Chepfer et al., 2008), and
to the CloudSat radar reflectivity - altitude joint
histogram (Bodas-Salcedo et al., 2008). The syn-
ergy of radar and lidar instruments allows to dis-
entangle processes that may lead to compensating
errors undetectable by other metrics. In particu-
lar, it was re-confirmed that high-level clouds are
too abundant, and that low-level clouds are too in-
frequent. A well-reproduced radiation balance is
maintained by the compensating error of the too
few low-level clouds being substantially too reflec-
tive in various cloud regimes. The radar reflectiv-
ity histograms show that the simulated signal from
drizzle is far too large. This implies that the fre-
quency of occurrence of light precipitation is too
large. The overall well-simulated accumulated rain-
fall is obtained by too frequent yet too light precipi-
tation. Nam (in preparation), in collaboration with
colleagues from the KNMI and the ETH Zurich,
implemented two other low-level cloud parameter-
isations, following Neggers et al. (2009); Neggers
(2009) and von Salzen and McFarlane (2002), as
well as some modified version of the ECHAM5 shal-
low convection scheme. The differences in terms
of observed present-day climate are noticeable, but
not extremely large. However, the signal in terms
of cloud-climate feedbacks, quantified from an ide-
alised climate change simulation, are substantial.
3.4. Vegetation-cloud-radiation
interactions5.
One of the important drivers of global climate
change are modifications in land-use patterns. Par-
ticularly in the Tropics, large areas have been defor-
ested and converted into grass- and cropland. So
far, studies have only quantified the radiative forc-
ing by the surface albedo change due to land use
change (IPCC , 2007). However, when vegetation
is altered, so are surface fluxes of latent and sensi-
ble heat, and of radiation. It seems likely that cloud
distributions and properties react to these modifi-
cations, introducing a feedback that enhances or
reduces the top-of-the-atmosphere radiative forc-
ing. We used satellite data for cloud properties
and ToA radiation, and compared them statistically
for underlying forest and grasslands in the Ama-
zon region. It has been found that indeed cloud
fields are significantly different over the two vege-
tation regimes, and that this difference affects ToA
cloud radiative effects. With this method, we were
able to estimate the radiative forcing due to de-
forestation in the Amazon region in the time pe-
riod AD 2000 to 2005 as a positive +0.16 Wm-2
(Schneider , 2009).
4Here, results from the PhD thesis of Christine Nam are reported.
5This section relies on the work done in the framework of the Diploma thesis by Nadine Schneider (Schneider , 2009)
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Society expects climate science to provide re-
liable predictions of climate change in response
to given political scenarios. However, due to the
complexity of the Earth system, it has proven dif-
ficult to provide estimates even for the simplest
metric for climate change, namely the global-mean
surface temperature change. For a small perturba-
tion, such an estimate could be derived by a linear
approximation from the imposed radiative forcing,
and its amplification due to feedbacks, quantified
by the feedback factor. In both factors, the uncer-
tainty is dominated by the terms involving clouds:
The anthropogenic aerosol indirect effect for the
radiative forcing, and the cloud-climate feedback
for the feedback term. For reducing this uncer-
tainty, and for providing more reliable predictions,
the central topic is the role of clouds in climate
forcings and feedbacks. This is where my research
focuses on.
The avenue to improve the projections, which
rely on general circulation models, is to use ob-
servations to constrain the parameterisations by
which the cloud-related processes are represented
in these models. Since observations are needed
for a broad range of meteorological situations, and
with sufficient coverage to provide sound statistics,
the data source of choice is from satellite instru-
ments. I have worked on methods to use satellite
data in spite of the limitations of spaceborne re-
mote sensing, by developing and applying “satellite
simulators” to take into account instrument spec-
ifications when comparing model and data. An
important task was to identify process-oriented
evaluation metrics from statistical relationships.
The following principal conclusions result from my
research:
Cloud albedo aerosol indirect effect: Forcing
smaller than previously thought
1. When constraining the parameterisation of
the cloud droplet number concentration as
a function of aerosol concentration using
satellite data, the radiative forcing obtained
by the constraint models is by about 50%
lower than from the original parameterisa-
tions (Quaas and Boucher , 2005b; Quaas
et al., 2006). The reason is that the
process-scale parameterisation needs adapta-
tion when applied to the heterogeneous cloud
fields at the scale of a GCM grid-box.
2. The aerosol indirect radiative forcing ob-
tained from satellite data alone is compara-
ble to the one from the constrained climate
models (-0.2±0.1 Wm-2; Quaas et al., 2008).
3. The the median and uncertainty range in the
simulated total aerosol indirect effect from
a large model ensemble (10 GCMs) is re-
duced when adjusting the forcing accord-
ing to satellite data (-0.70±0.37 Wm-2 com-
pared to −1.12±0.51 Wm-2; Quaas et al.,
2009e).
Cloud lifetime aerosol indirect effect: Only
very small signal
1. All models in the intercomparison very much
overestimate the relationwhip between cloud
liquid water path and aerosol concentration
compared to the satellite data, indicating
that the second aerosol indirect effect (cloud
lifetime effect) is probably wrongly imple-
mented and much too strong (Quaas et al.,
2009e).
2. An analysis of the weekly cycle over conti-
nental Europe yields a clear anthropogenic
signal for aerosols and cloud droplet num-
ber concentration. However, a signal of
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second aerosol indirect effects (effects on
cloud cover) was undetectable (Quaas et al.,
2009c).
3. The correlation between cloud cover and
aerosol optical depth found in satellite data,
often invoked as evidence for a large cloud
lifetime effect in the literature, was found to
be dominated by relative humidity swelling,
with only a minor contribution by a cloud
lifetime effect (Quaas et al., 2010).
Cloud-climate feedbacks: Diagnosing
weaknesses of current models
1. Evaluation from different satellite data
sources show patterns of compensating er-
rors: High clouds are predicted too high
in the atmosphere, with too little mid-level
clouds. A reason is the too intense convec-
tive moisture transport. Low clouds are too
infrequent yet too reflective. Precipitation is
too light but also too frequent (Gehlot, 2010;
Nam, in preparation).
2. Much work is still needed to improve the
cloud subgrid-scale variability scheme. Vari-
ance is largely underestimated, patterns of
skewness are wrong, with missing negative
skewness in the Tropics (Weber and Quaas,
submitted).
3. Subgrid-scale variability of humidity is under-
estimated in all investigated schemes, lead-
ing to not enough partial cloud cover (Quaas,
submitted).
4. Allowing for a more flexible cloud cover
scheme substantially enhances the cloud-
climate feedback. Note that this, however, is
incompatible with a lower negative radiative
forcing found for the aerosol indirect effect
(thus larger overall positive) (Quaas, submit-
ted).
In summary, constraining cloud parameterisations
in general circulation models has been shown to
indeed help to reduce uncertainties in fundamental
climate change metrics. Also the use of observa-
tions as a reference allows to better understand and
represent processes in climate models.
4.1. Avenues for future research
It is promising to futher proceed along this avenue.
Statistical cloud schemes are the most promis-
ing way to represent cloud processes in a more
realistic way in general circulation models. On-
going research in my group focuses on the use of
high-resolution models (LES, regional numerical
weather prediction models), and on ground-based
and aircraft-based remote remote sensing profile
observations for water vapour, cloud water, and
ancillary informations. The goal is to clearly de-
scribe the processes governing variability in relative
humidity at various scales, and thus cloud occur-
rence and cloud water distributions. Current satel-
lite observations of water vapour are too coarsely
resolved both horizontally and vertically to allow
for this analysis from spaceborne observations. It
would be highly valuable for cloud-climate feed-
back research if sometime in the future a lidar was
flown in space allowing to measure water vapour
and relative humidity profiles at high vertical and
horizontal resolution.
“Virtual realtity”, or high-resolved model results,
are useful to analyse cloud processes statistically
from a consistent dataset, and to evaluate and de-
velop large-scale model parameterisations. A cur-
rent shortcoming are the limited ensemble sizes,
where only a small variety of meteorological situa-
tions can be covered. It would be of large value if
in the future large-scale, long-term, high-resolved
model simulations became available, ideally at the
global scale.
With the development of decadal prediction, where
ocean models are initialised to allow for realis-
tic simulations of climate trajectories over years
to decades, hindcasts with coupled models for
different scenarios and sensitivity studies varying
parameterisations become feasible for the period
of the satellite record. This will allow to iden-
tify hypotheses on aerosol-cloud interactions, and
on cloud-climate feedbacks which are, or are not,
consistent with the satellite record of the top-of-
atmosphere radiation budget, cloud variability and
precipitation distributions.
Data assimilation has been shown to be useful for
climate model evaluation, when fast-acting pro-
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cesses are relevant for climate-relevant processes,
such as is the case for cloud processes. The initial
drift from the assimilated “observed” state to the
model attractor within a few hours of model sim-
ulation pinpoints model deficiencies. In my group,
research is underway to exploit this. A further,
even more objective application of data assimi-
lation might be to include uncertain parameters
in the assimilated state vector, and choosing the
most realistic choice from the covariances with the
assimilated physical fields. A diploma thesis in my
research group currently investigates the feasibility
of this approach.
The search for an overarching observational con-
straint on cloud-climate feedbacks and climate
sensitivity should continue despite the current lack
of success. While the “bottom up” approach of
improving credibility of cloud parameterisations
in large-scale models is increasing confidence in
the skill of climate models to accurately simulate
cloud-climate feedbacks, the “top down” approach
of providing an observational constraint, even if
associated with a large error bar, would provide
important additional confidence that model results
are reliable. Observational systems should be pre-
pared to measure the Earth’s radiation balance,
cloud properties and meteorological profiles as re-
liably as possible over a range of time scales when
the next large volcanic eruption occurs. With to-
day’s capabilities, it may be much more feasible
to infer conclusions about cloud-climate feedbacks
from a large cooling due to volcanic ash than it
has been after the AD 1991 Mt. Pinatubo erup-
tion. Statistical approaches analysing variability at
different scales - diurnal cycles, weekly cycles, sea-
sonal cycles, El Niño cycles, solar cycles - should
be pursued in general circulation model ensembles
and related to climate change signals, in order to
identify possible observational metrics constraining
cloud-climate feedbacks, or signals of aerosol influ-
ences on cloud characteristics.
These studies will ultimately allow for more reliable
projections of climate change, and to provide the
basis of political decisions on emissions of aerosols
and greenhouse gases, or even on geo-engineering.
An important aspect of a better understanding of
cloud processes in the Earth system, besides the
central question of climate change, are the use
for weather forecasts. Here, clouds are crucially
relevant to better predict the surface energy bud-
get, and thus near-surface temperatures, as well as
precipitation characteristics, including extremes.
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A. Abbreviation and notation list
A.1. Abbreviations
AIRS Atmospheric Infrared Sounder
AOD Aerosol Optical Depth
ATSR-2 Along-Track Scanning Radiometer
CALIPSO Cloud-Aerosol Lidar and Infrared Pathfinder Satellite Observations
CCN Cloud Condensation Nuclei
CDNC Cloud Droplet Number Concentration
CDR Cloud Droplet Radius
CERES Clouds and the Earth’s Radiant Energy System
CFAD Cloud Frequency Altitude Distribution
CFMIP Cloud Feedback Model Intercomparison Project
CMIP Coupled Model Intercomparison Project
COD Cloud Optical Depth
CPR Cloud Profiling Radar
CRE Cloud Radiative Effect
DJF December-January-February
ECHAM ↑ECMWF-HAMburg ↑GCM
ECMWF European Centre for Medium-Range Weather Forecasting
ERA-Interim ↑ECMWF Interim Re-Analysis
ESM Earth System Model
ETHZ Eidgenössische Technische Hochschule Zürich
GCM General Circulation Model
GHG GreenHouse Gases
GOCCP GCM-Oriented CALIPSO Cloud Product
HAM Hamburg Aerosol Model
HadGEM Hadley Centre Global Environmental Model
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A.1. Abbreviations A. Abbreviation and notation list
IFS Integrated Forecasting System
IPCC Intergovernmental Panel on Climate Change
ISCCP International Satellite Cloud Climatology Project
JJA June-July-August
KNMI Koninklijk Nederlands Meteorologisch Instituut
LES Large Eddy Simulation model
LMD Laboratoire de Météorologie Dynamique
LMDZ ↑LMD-Zoom ↑GCM
LW Longwave
LWP Liquid Water Path
MODIS MODerate Resolution Imaging Spectroradiometer
NH Northern Hemisphere
OMI Ozone Monitoring Instrument
PDF Probability Density Function




SST Sea Surface Temperature
SW Shortwave
TCC Total cloud cover
ToA Top of the Atmosphere
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A. Abbreviation and notation list A.2. Notation list
A.2. Notation list
α Broad-band short-wave planetary albedo
ατa POLDER aerosol index
cp Specific heat of dry air at constant pressure, 1004.64 J kg
−1 K−1
esat Saturation vapor pressure, [hPa]
∆F Radiative forcing, [Wm−2]
∆Find Radiative forcing by the aerosol indirect effect, [Wm
−2]
f Cloud fraction of grid cell
fliq Liquid-water cloud fraction
λ Climate sensitivity parameter, [Wm-2 K-1]
L Cloud liquid water path, [kg m−2]
n (r) Cloud particle size distribution, [m−3µm−1]
Nd Cloud droplet number concentration [m
−3]
Qsc Scattering efficiency
ρd Air density, [kg m
−3]
ρw Density of liquid water, 1000 kg m
−3
r Radius, [m], or relative humidity, [%]
rt Total water mixing ratio, [kg kg
−1]
rl Liquid water mixing ratio, [kg kg
−1]
re Cloud droplet effective radius, [m]
τa Aerosol optical depth
τc Cloud optical depth
T Temperature, [K]
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