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Abstract. In this paper we describe a way to integrate Taentzer’s rule amalgama-
tion with the recently proposed notions of nested graph conditions. The resulting
so-called quantified graph transformation rules include (universally and existen-
tially) quantified sub-structures in a flexible way. This can be used for instance
to specify a larger-step operational semantics, thus improving the scalability of
graph transformation as a technique for software verification.
1 Introduction
The idea presented in this paper is motivated by the goal to use graph transformation as a
technique for specifying, and eventually verifying, the dynamic behaviour of software
systems. In this setup, each transformation rule corresponds to a single computation
step of the system, in which, for instance, a method is called or a variable is assigned.
We have observed in previous work, e.g., [13], that such a computation step frequently
involves acting upon a structure whose size is not a priori known, but instead involves
sub-structures of which there may be arbitrarily many copies.
A typical example of this is the encoding of parameter transfer from a method caller
to the called method. Obviously this is the same mechanism for all methods, and so we
would like to have a single rule that captures it. Unfortunately, the number of parameters
is not the same for all methods: in fact, the parameters indeed form a sub-structure with
a varying and a priori unknown number of copies.1 For this reason, it is not possible,
using the standard graph transformation formalism, to capture the parameter transfer
mechanism in a single rule. Fig. 1 shows an example rule for two parameters.
Although there are workarounds, typically involving the use of auxiliary edges which
successively mark all copies of the substructure involved, these have undesirable con-
sequences (besides being inelegant). In particular, such a solution results in a number
of small steps that is linear in the number of substructures involved. In particular in a
setting where the system under analysis has parallelism, these steps get interleaved with
independent actions in other parts of the system, contributing to the state space blow-
up (which is the most urgent problem in verification methods in the first place). This,
 The work reported in this paper was carried out in the context of the Dutch NWO project
GROOVE (project number 612.000.314).
1 To be more precise, the number of parameters is fixed and known for each individual method,
but not from the more global perspective of our semantics, in which calls to all methods are to
be treated as instances of the same mechanism.
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Fig. 1. Method call rule for two parameters
in turn, may be alleviated by further modifying the formalism, for instance by impos-
ing priorities or other forms of control on the set of rules, but at the price of increased
complexity of the formalism and hence of the verification task itself.
To make the example even more challenging: if we are interested in a data-flow
analysis, we want the method call rule to be enabled if and only if all the arguments
to the method are available (and not when control has explicitly reached the point in
the program where the method is called). This involves a further condition on the rule,
involving the existence of all relevant substructures — in this case, values for all method
parameters. This is not a standard (positive or negative) application condition, since,
once more, the number of substructures that are required to exist is not a priori known.
The problem described above has been studied before. On the practical side, many
tools for graph transformation (for instance GREAT [6], FuJaBa [4]) have some notion
of graph patterns that may be matched with cardinality greater than 1, i.e., that match
to an a priori unknown number of sub-graphs in the host graph. Furthermore, Taentzer
[18] has developed an elegant theoretical basis for this type of extension, called rule
amalgamation. This is based on the concept of an interaction scheme which essentially
imposes a sub-rule embedding on a set of rules, and a covering condition which imposes
further conditions on the matches to be considered. Taking the above example, there
would be a single so-called elementary rule that takes care of the hand-over of a single
parameter, and a sub-rule that selects the caller Frame node and creates the called Frame
node; the covering condition would be local-all, which gathers as many copies of the
elementary rule as there are suitable combinations of Var- and Value-nodes attached to
the selected Frame-node.
Elegant and natural though this solution is, it does not yet meet all demands. For
instance, the data flow analysis rule proposed above cannot be captured by a simple sub-
rule embedding, even in the presence of (standard) negative application conditions: the
result would be that the rule as a whole is always enabled, with copies of the elementary
rule precisely for those parameters for which an argument value is already available.
More generally, the problem is to enforce, in a covering condition, that elementary rules
are actually enabled for all sub-structures (in the host graph) of a particular kind, i.e.,
satisfying a certain application condition. In other words, there are further gains to be
made in the appropriate combination of covering conditions and application conditions.
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Recently there have been proposals, by ourselves in [16] and independently by Habel
and Pennemann in [9], to extend the power of application conditions, by generalising
the two-level structures originally introduced in [8] to trees of arbitrary nesting depth.
As shown in [16], every further level of nesting effectively corresponds to an additional
level of quantification in terms of logic.
The core contribution of this paper is to recognise that the two principles of sub-
rule embedding on the one hand and condition nesting on the other can be fruitfully
combined, giving rise to a notion of quantified graph transformation rule that is both
natural and powerful, and complements the framework for rule amalgamation so as to
solve the problem outlined above.
Summarising, in this paper we combine two pre-existing ideas:
Rule amalgamation, developed by Taentzer [18] and later applied for, e.g., refactoring
[1], parallel graph transformation [3] and multi-formalism simulation [2].
Nested graph predicates, recently proposed by Rensink [16] and independently by
Habel and Pennemann [9].
In terms of these techniques, a brief explanation of our proposal is that we merge the
nesting structure of the nested graph predicates with the sub-rule embeddings of inter-
action schemes, as used in rule amalgamation, so that the left hand sides of the rules are
part of a nested graph predicate that simultaneously acts as an application condition.
Another way to put it (slightly more loosely) is to say that we present a way to use
nested graph predicates as a language for covering conditions, in the sense of Taentzer
[18].
The paper is structured as follows: Sect. 2 provides the necessary technical concepts,
Sect. 3 illustrates their use on the basis of a number of examples, and Sect. 4 concludes
the paper.
2 Definitions
We first recall the notion of graph predicates from [16] and in passing establish the
connection to [9]. We assume some category of graphs Graph with an initial element ∅,
objects G,H and morphisms f, g etc. For concrete examples, we will take the common
edge-labelled graphs 〈N,E,L, s, t, 〉, with N as set of nodes, E a set of edges, L a set
of labels, and s, t:E → N and :E → L the source and target mapping and labelling
function, respectively; morphisms will be the homomorphisms over this structure.
We characterise graph predicates as rooted diagrams in the category Graph. Given
such a diagram d and an object G in d, rootd will denote the object at the root of d,
and outd(G) will denote the morphisms in d that originate in G. (Note that a rooted
diagram has a well-defined root even if it has no arrows.) Furthermore, subd(G) will
denote the reachable sub-diagram rooted in G, and for arbitrary f :G→rootd, c = d◦f
is the diagram with rootc = G, initc = {g ◦ f | g ∈ initd} and subc(H) = subd(H)
for all graphs H in d except for rootd. (In other words, d◦f is obtained from d by using
f ’s source as the new root, concatenating f with the initial arrows of d and leaving the
remainder of d unchanged.
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Definition 1 (graph predicate). Let G ∈ Graph be arbitrary. A graph predicate over
G is a tree-shaped diagram p in Graph rooted in G. p is called ground if G = ∅.
Predicate satisfaction is a binary relation |= between predicates and graph mor-
phisms: p |= f expresses that f satisfies p. |= is defined as the smallest relation such
that p |= f whenever the following conditions hold:
– rootp = H;
– There are g:G→K ∈ initp and h:K →H such that f = h◦g and subp(K) |= h.
Moreover, if we say that a graph G satisfies p, denoted p |= G, if p |= f : ∅ → G. (Note
that this implies that p is ground.)
It might take some getting used to that the subjects are morphisms f rather than graphs.
The intuition is that the source of f , which corresponds to the root of the predicate
diagram, only identifies the common context or pattern; typically a subgraph which is
already known to be present. The predicate itself actually states something about the
target graph of the morphism. This intuition is confirmed by the special case where the
source of f is the empty graph: in that case f really contains only the information in its
target.
Satisfaction as defined in Def. 1 is slightly tricky in that it seems to rely on a smallest
fixpoint construction for a function that is not monotonic, but rather anti-monotonic,
due to the negation in the second bullet above. However, this is only superficially true,
since in the sub-clause the satisfaction predicate is applied to a strictly smaller diagram;
hence we can conduct proofs on the depth of the predicate diagram. (Actually, the above
definition and most of the developments of this paper would still work for dags, and
even for diagrams with cycles, as long as for any arrow in the diagram, the length of
every path from the root to that arrow has the same parity, i.e., either all paths have odd
length or all paths have even length. This implies that, in particular, all cycles must have
even length. However, we restrict to tree-shaped diagrams in this paper.)
Alternatively, and perhaps more understandably, predicate satisfaction can be formu-
lated in terms of two distinct satisfaction relations, |=∃ and |=∀, as follows:
Definition 2. Existential and universal satisfaction are the smallest pair of binary re-
lations |=∃ and |=∀ between graph predicates p and graph morphisms f :G → H such
that
– p |=∃ f whenever the following conditions hold:
• rootp = H;
• There are g:G→K ∈ initp and h:K→H such that f = h◦g and subp(K) |=∀
h.
– p |=∀ f whenever the following conditions hold:
• rootp = H;
• For all g:G→K ∈ initp and all h:K→H such that f = h◦g, subp(K) |=∃ h.
Note that the concept of “smallest pair of binary relations” is indeed well-defined, un-
der a pairwise ordering on sets. Also note that the problem due to the negation in the
inductive definition of Def. 1 is no longer present in this formulation; instead, we can
mark every arrow of a predicate diagram as ∃ or ∀, depending on their distance from






Fig. 2. Illustration of a satisfaction relation
the root, to indicate if the arrow should be satisfied existentially or universally. This
is illustrated in Fig. 2, which shows a predicate diagram p and a morphism f , and the
necessary morphisms from the objects of p to the target of f that establish satisfaction.
Obviously we can take this one step further by making the existentiality or univer-
sality a property of the diagram itself rather than of the satisfaction relation. In this
view, graph predicates themselves are either always existentially satisfiable — roughly
corresponding to application conditions in [9], though those may also be negative —
or always universally satisfiable — roughly corresponding to constraints. Further vari-
ations, where individual objects or arrows of a predicate diagram are marked existential
or universal, are also possible; when it comes to usability, rather than extensions to the
theory, these are certainly worth investigating.
The following proposition states that the two definitions of satisfaction given above
are indeed interchangeable.
Proposition 1. For an arbitrary graph predicate p and graph morphism f , p |=∃ f iff
p |= f , whereas p |=∀ f iff p |= f .
So far we have presented satisfaction as a relation between predicate and subject; in
some cases, we need a concrete proof of satisfaction. This is defined as follows.
Definition 3. Let p be a graph predicate over G and let f :G→H be a graph morphism.
– A proof of existential satisfaction Φ : p |=∃ f is a triple 〈g:G → K,h:K → H,Ψ〉,
where g ∈ initp, f = h ◦ g and Ψ : subp(K) |=∀ h is a proof of universal
satisfaction.
– A proof of universal satisfaction Ψ : p |=∀ f is a partial function such that for
all decompositions f = h ◦ g with g:G → K ∈ initp and h:K → H , the image
Ψ(g)(h) : subp(K) |=∃ h is a proof of existential satisfaction.
For instance, in Fig. 2, the proof of satisfaction consists (loosely speaking) of the (hor-
izontal) arrows on the existential levels, and the mapping from arrows to the proof of
the sub-diagram on the universal levels.
Where satisfaction establishes a relation between predicates and subjects (i.e., mor-
phisms), we can also relate predicates among each other. This is formalised in the fol-












Fig. 3. Two illustrative implications
Definition 4. Let p, q be graph predicates over G. A proof of implication φ : p ⇒ q
is a mapping that associates to every initial arrow f :G → H ∈ initp of p a triple
〈if :G → K, ef :K → H,ψf 〉, where
– if ∈ initq is an initial arrow of q;
– f = ef ◦ if , i.e., f is decomposed into if followed by ef ;
– ψf : subq(K) ⇒ subp(H) ◦ ef is a proof of implication.
This is a recursive definition; however, since graph predicates have finite depth there is
no ambiguity in the interpretation. Proofs of implication compose and give rise to a cat-
egory Pred with graph predicates as objects and proofs of implications as morphisms.
An illustration is given in Fig. 3: this shows implications into and from the predicate p
of Fig. 2.
For any predicate diagram p, since it is tree-shaped, every object G has a well-
defined notion of distance from the root, which we will denote distp(G). We call p
non-disjunctive if |outp(G)| ≤ 1 whenever distp(G) is even; in other words, when the
tree does not branch at existential levels. For instance, q1 in Fig. 3 is non-disjunctive
but the other two predicates are not. (In terms of Def. 2, non-disjunctivity means that
when distp(G) is even, either outp(G) is empty, in which case it cannot give rise to a
factorisation of the subject and the sub-diagram rooted at G is essentially equivalent to
false, or the subject can be factored through the unique morphism in outp(G)e. If, on
the other hand, |outp(G)| > 1 then there is a choice of morphisms starting in G, which
acts as a disjunction.)
If q is non-disjunctive, then a proof φ : p ⇒ q closely follows the structure of q and
essentially selects, for every morphism f in the diagram of q, at most one morphism ef
incident with the target of f : tgt(ef ) = tgt(f) if f is existential in q (i.e., dist q(src(f))
is even) or src(ef ) = tgt(f) otherwise. The other end of ef , i.e., the end not incident
with f , is an object in p; in this way φ establishes a mapping from a prefix of the tree
structure of q into the tree structure of p.
A proof of implication φ : p ⇒ q can be used to modify proofs of existential and
universal satisfaction, in the following way: for arbitrary Φ : p |=∃ f and Ψ : q |=∀ f
φ(Φ) = 〈ig, h ◦ eg, ψg(Ψ ′)〉 if Φ = 〈g, h, Ψ ′〉
φ(Ψ) = (g1, h1) → ψg(Ψ(ig1 , h1 ◦ eg1)) for g1 ∈ initp and h1 with f = h1 ◦ g1.
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This gives rise to the following relation between satisfaction and implication proofs:
Proposition 2. Let φ : p ⇒ q, Φ : p |=∃ f and Ψ : q |=∀ f .
– φ(Φ) : q |=∃ f is a proof of existential satisfaction;
– φ(Ψ) : p |=∀ f is a proof of universal satisfaction.
Hence we have the following corollary, which is a property one would expect, essen-
tially stating that implication is sound w.r.t. satisfaction:
Corollary 1. If p ⇒ q then p |=∃ f implies q |=∃ f and q |=∀ f implies p |=∀ f .
Note that we do not have the dual completeness property; i.e., if p |=∃ f implies q |=∃ f
for arbitrary f then it does not follows that there exists a proof of implication p ⇒ q.
However, for our purposes Def. 4 suffices.
We now come to the core definition of this paper, namely that of quantified transfor-
mation rules:
Definition 5 (quantified rule). A quantified rule R = (pL ⇒ pI ⇐ pR) is a cospan
of implication proofs in the category Pred, where pL, pI , pR are non-disjunctive predi-
cates rooted in ∅.
A quantified rule R gives rise to an interaction scheme in a sense slightly extended
from [18]: namely, for every morphism k occurring existentially in pI (i.e., such that
distpI (src(k)) is even), due to the fact that pI is non-disjunctive, there is at most one
span of morphisms rk = (Lk ← Ik → Rk) with Ik = tgt(k), where the two mor-
phisms in the span are part of the proofs of implication in R. Each such rk is a trans-
formation rule of a more ordinary kind. Moreover, R induces a tree structure on the rk,
where the branches of the tree correspond to sub-rule embeddings.
The match of a quantified rule R for a host graph G is a proof of (existential) sat-
isfaction Φ : pL |= G (recall that pL is ground). Φ includes a (possibly empty) set of
matches for each Lk, which (due to the constraints on Φ) overlap in the matches of
sub-rules. By gluing together these individual matches, we obtain an amalgamated rule
in the sense of [18], which transforms G, via some intermediate K , to a target graph H .
It can be shown that (automatically) pI |= K . We consider the transformation valid and
denote G =R,Φ==⇒ H if, in addition pR |= H . Together, this gives rise to a transformation




G K  H
Note that this is not a diagram in any category: the object and arrows on top form
a cospan in Pred and those on the bottom form a span in Graph, whereas the vertical
relations are proofs of satisfaction. We do have some form of commutativity because
(due to Prop. 2) pI |= G and pI |= H , but we currently do not see any universal
characterisation arising out of the above diagram. In other words, quantified rules are
a way to program amalgamated rules. We argue in Sect. 4 that there may be further


















Fig. 4. Quantified parameter transfer rule
3 Examples
In this section we demonstrate the use of quantified rules by showing a number of
illustrative examples.
Parameter transfer. First of all we come back to the example mentioned in the intro-
duction (see Fig. 1). A rule that captures parameter transfer for an arbitrary number
of parameters is given in Fig. 4. This involves three levels of quantification: the usual
existentially quantified rule (corresponding to the sub-rule of an interaction scheme),
universal quantification over all Var-nodes connected to the signature of the method in
question, and existential quantification over the Value-node that the caller Frame has
for this method. Thus, the application condition specifies that the rule is enabled if and
only if there is a value for every parameter. The effect of the rule is then to create a
single new Frame (since this is done by the sub-rule) and deleter, respectively create
local-edges to the individual parameter Values.
The figure should be read as follows: the graphs and their hierarchical structure are
identified by vectors of natural numbers, of the form n1.n2 . . . — in this case, 1, 1.1
and 1.1.1. All elements appearing in a box (delineated by a dotted line) labelled n are
considered to be present in all graphs with an identifier extending n. For instance, since
the Method-node of Fig. 4 occurs in the box labelled 1, it is considered to be part of
graphs 1, 1.1 and 1.1.1. The Var-node, on the other hand, only appears in 1.1 and 1.1.1.
Arrows are considered to be part of the graph with the most deeply nested identifier
that they cross — so, the arrows from the Frame-nodes to the Value-node only occur in
graph 1.1.1.
On the right hand side of the figure the structure of the nested predicates is shown
explicitly, with both the nesting morphisms (vertical) and the implication morphisms
(horizontal). The shaded areas are the actual rules of the resulting interaction scheme
— in this case, a single sub-rule and a single elementary rule.
Petri Net transitions. A second example we present is inspired by [2, 3]: the firing
rule of a Petri net. We do this without giving the full definition of Petri nets or their
encoding in terms of graphs; let it suffice that there are three types of nodes, encoding





















Fig. 5. Quantified condition/event net firing rule
(respectively) places, transitions and tokens, with edges expressing that a place is in the
in- or out-set of a transition, and that a token is on a place.
To make the example more challenging, we will take a condition/event net, which
carry as an additional restriction that a transition is disabled if one or more of the out-
places already have a token. The corresponding rule is given in Fig. 5. In this case
the sub-rule (1) does nothing; there are two elementary rules (1.1.1 and 1.2.1) to take
care of the in-places and out-places, respectively. The fourth level, 1.2.1.1, encodes
the negative condition on the out-places: it is universally quantified but has no further
sub-conditions, which due to Def. 2 means that, if the graph matches (meaning that the
corresponding out-place already has a token), the LHS predicate is always violated.
Note that, in this example, it is crucial that the token on the in-place is existen-
tially quantified (on level 1.1.1) rather than universally (on level 1.1): otherwise the rule
would not require that all in-places actually have a token, but rather remove all existing
tokens from all in-places.
It is also noteworthy that the only difference with the firing rule for P/T nets is in the
negative condition, 1.2.1.1. In particular, if we remove this condition and apply the rule
to a transition with an in-place with more than one token, the (amalgamated) rule would
have two different matches, each of which removes a single token from that in-place. In
fact, this corresponds to the individual token semantics of Petri nets (cf. [5]).
Gossipping Girls. Finally, we present an example for which we have carried out a small
experiment. It concerns a puzzle described (and solved analytically) in [12], which gives
rise to state spaces so large that no model checking approach without good symmetry
reduction can check cases of size greater than 6. In GROOVE (see [7]) we had so far
been able to tackle cases up to size 8; by using universal quantification we achieve an


























Fig. 6. Half of the quantified gossip rule
The puzzle is the following: given a number of girls, each of which has her own se-
cret, and given a protocol whereby girls repeatedly call each other, at which point both
girls divulge (to each other) all the secrets they know, what is the minimal number of
calls after which all girls can know all secrets? For those interested in studying the puz-
zle without having the answer, we have put it in a footnote.2 To simulate this problem
in a model checker, it is necessary to do a breadth-first search where all states are gener-
ated; the number of those is roughly in the order of the number of partitionings of a set
of size n, which grows super-exponentially with n. However, if the basic step, where
one girl calls another and they exchange all secrets, cannot be modelled atomically,
the simulation problem becomes much worse still. This is a clear case where universal
quantification is required.
The problem can be modelled simply by having Girl and Secret nodes, and know-
edges linking each Girl to the Secrets she knows. However, due to the fact that our
graphs can have parallel edges, we must take care explicitly that there is at most one
edge between each given Girl and Secret: it would make no sense (and make the state
space infinite) if we would allow girls to know secrets “more than once”.
The rule required is shown in Fig. 6. Here the graph 1.1 is once more a negative appli-
cation condition; apart from this, as in the condition/event rule there are two universally
quantified parts, this time completely symmetric, which represent the two directions of
communication.
Table 7 reports the results of the experiments. It clearly shows the gain achieved by
using quantification in the gossip rule: the “plain” version of the problem involves a
smaller-step protocol where each production just divulges a single secret, whereas in
the “quantified” version this is done atomically, using the quantified rule above. The
improvement is by an order of magnitude, both in the number of states and in the time
needed for exploration, although the gain in time is less (relatively speaking) than the
gain in number of states — which was to be expected since, naturally, the quantified
rule itself is more complex to evaluate.
2 The answer is 2n − 4 where n is the number of girls.
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Table 7. Comparison: plain versus quantified gossipping
plain quantified
# girls # states # sec # states # sec
5 381 2 52 1
6 4,448 11 353 4
7 80,394 240 3,684 45
8 2,309,763 13,308 60,990 1,400
9 – – 2,132,210 87,302
4 Conclusions
We briefly summarise the contribution of this paper and discuss related and future work.
In the context of existing work, the theory developed in this paper, and illustrated on
the examples in Sect. 3, can be presented in different ways.
– It is a combination of the ideas of nested graph predicates (or generalised applica-
tion conditions) and rule amalgamation;
– It provides a specification language for the covering conditions of rule amalgama-
tion.
In any case, we think to have found a powerful and new combination of rule amalgama-
tion and application conditions that is both theoretically justified and usable in practice.
As discussed below, we intend to provide tool support in the (near) future. The exper-
iment reported in Table 7 has shown that the ability to specify universal elements in
rules may have a large impact on verification performance.
At the same time, the work reported here raises a new question of a theoretical na-
ture. We have characterised quantified rules as cospans of morphisms in the category of
(nested) graph predicates, but the application of the rules does not use this characteri-
sation — instead it goes via the existing technique for rule amalgamation. Ideally, to fit
into the algebraic approach, we should establish a category where rule application cor-
responds to a double pullback (rather than a double pushout because the direction of the
arrows in the category of nested graph predicates is reversed with respect to graph mor-
phisms). A problem here, as pointed out in Sect. 2, is that the cospans that make up the
rules live in a different category than the objects we want to transform, i.e., the graphs,
and rather than one type of morphism from which we can build a pullback diagram, we
have three: implication morphisms (between predicates), satisfaction morphisms (from
predicates to graphs) and graph morphisms. As far as we are concerned, this issue is
entirely open.
Related work. We have already put this paper in the context of some important related
work in the introduction. Here we restrict ourselves to mentioning some more places
where the desire to formulate rules with more general or “programmable” matching
conditions has been noted or addressed.
Outside the algebraic graph rewriting approach, Schu¨rr in [17] presents a different
type of formalisation for graph rewriting, which also offers the possibility to include
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“set-oriented pattern matching”, as it is called there. The relation between the expressive
power of the approach described there and the one in this paper is not easy to establish,
due to the differences in presentation and the different thrust of the approaches: Schu¨rr’s
work aims at programming on the basis of graph transformation; in contrast, our interest
in modelling and verification imposes different requirements, where a powerful and
uniform theoretical foundation is important even at the price of the heavier machinery
of the algebraic approach.
More recently, Hoffmann in [11] proposes to use variables to capture part of the
unknown structure of a host graph and so make rules more generic. In this way, too, a
single finite structure can stand for a rule schema with a potentially unbounded number
of instances, which in this case differ by the concrete instantiation of the variables. Vari-
ables are proposed for different purposes; one of them, called clone variables, allows
to encode a limited form of universal matching. We conjecture that this corresponds to
a special case of the technique proposed here. This proposal is worked out in a more
application-oriented context in [15].
Also recently, Hausmann in his thesis [10] analyses the problem and proposes a lim-
ited solution based on so-called universally quantified structures, essentially consisting
of specially marked nodes and their adjacent edges. These give rise to an interaction
scheme in the sense of Taentzer [18]. As Hausmann observes, after listing a number
of different scenarios in which universal quantification is useful, “up to date no graph
transformation approach takes [all] these possibilities into account and provides distin-
guishing notations”. We concur with that statement; where we believe that the theory
presented here takes a step towards addressing the first part of this observation, the
second is still open.
Future work. We intend to extend the tool set GROOVE [7] to universally quantified
rules, along the lines described here. As described in Sect. 3, we have already carried
out an experiment, using an ad hoc implementation of a single quantified rule, showing
a speedup, for this particular (selected) case, of an order of magnitude.
For this purpose, as pointed in the above quote from [10], we need “distinguishing
notations”: the input to the GROOVE tools is (currently only) through a graph editor,
so the notation needs to be visual and understandable. In our case this first of all in-
volves developing a notation for nested graph predicates. The initial proposal of [16] is
not usable in practice. An alternative is visually separating the (elements residing on)
different levels of a nested graph condition, as in of Figs. 4–6, but this certainly also has
its limitations.
Acknowledgement. Many thanks to Theo Ruys for suggesting the Gossipping Girls
example, which has been a source of inspiration.
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