ABSTRACT Motivation: During microarray production, several thousands of oligonucleotides (short DNA sequences) are synthesized in parallel, one nucleotide at a time. We are interested in finding the shortest possible nucleotide deposition sequence to synthesize all oligos in order to reduce production time and increase oligo quality. Thus we study the shortest common supersequence problem of several thousand short strings over a four-letter alphabet.
INTRODUCTION

Problem setting
In recent years, DNA oligonucleotide microarrays ('DNA chips') have become an indispensable tool to monitor the activity level of many genes in cells of living organisms. Applications range from gene clustering, determining the function of unknown genes, to classification of disease samples. A DNA chip is a plastic or glass slide containing many spots, each consisting of many copies of a known oligomer (for example a DNA 25mer), also called probe, attached to the chip.
Both the design of microarrays and the analysis of microarray data pose many statistical, combinatorial, and computational problems. Current research is concerned with selection of suitable oligonucleotides for gene identification (Kaderali and Schliep, 2002; Li and Stormo, 2001; Rahmann, 2002 Rahmann, , 2003 , the layout of the probes on the chip and optimization of the manufacturing process (Hannenhalli et al., 2002; Kahng et al., 2002) , and quality control (Colbourn et al., 2002; Hubbell and Pevzner, 1999) .
We focus on the probe synthesis process during microarray production. All probes are synthesized on the chip in parallel on a nucleotide-by-nucleotide-basis. In each synthesis step, the same nucleotide is appended to all probes that have been selectively activated to receive it. Activation occurs by exposure to light, enabling the chemical synthesis reaction. Thus each synthesis step consists of 1. a nucleotide (a character from {A,C,G,T})
2. a mask, that is, an index set of probes that do not grow during this step, or alternatively, the complementary index set indicating the activated probes to which the nucleotide is appended.
The sequence of nucleotides used in the synthesis process is called the deposition sequence. Each probe is a subsequence of the deposition sequence, so the deposition sequence is a common supersequence of all probes. We are interested to keep the deposition sequence as short as possible for two main reasons. First, a shorter sequence means shorter manufacturing times, higher throughput, and therefore better cost-effectiveness. Second, longer sequences increase the probability of errors in the manufacturing process, because masking is not perfect. Even when a probe is masked during a step, there is a slight chance that the nucleotide is appended nevertheless, finally resulting in a probe that is longer than it should be. To minimize the overall risk of errors, we must minimize the number of masked steps for each oligo, so we minimize the length of the deposition sequence. Once the deposition sequence is fixed, we can further reduce the possibility of errors by placing probes that share many masked steps next to each other, minimizing the chance of stray light. The resulting 'border minimization problem' was recently studied by Hannenhalli et al. (2002) and Kahng et al. (2002) under the assumption that the deposition sequence is periodic (ACGT) k . However, if the manufacturing process permits, finding a shorter deposition sequence will make this problem easier to solve. The rest of this article explores the microarray production shortest common supersequence problem (MPSCSP). It has several characteristics which distinguish it from previously studied shortest common supersequence problems (SCSPs) in other settings. Here we have many short sequences (10000 to 100000, recently up to a million sequences of 20 to 30 base pairs), and the alphabet is small (four nucleotides).
Related work
Well-known heuristics for the SCSP (see Irving and Fraser, 1995; Jiang and Li, 1995) are
• ALPHABET, the obvious factor-| | approximation ( is the fixed common alphabet of all sequences). Let π be a permutation of the characters in and let L be the length of the longest input sequence. Let s be the sequence obtained by L-fold repetition of π . Clearly s is a supersequence of every sequence of length ≤ L over . Also, the SCS must have length at least L; therefore s is within a factor of | | of the optimum. As our statistical analysis will show, this method is hard to beat for many input sequences of constant length. Therefore and because it is easily implemented, it is the current standard for microarray production.
• Clustering approaches that replace a pair of sequences by one of their shortest common supersequences in every step until only one sequence remains. Examples are TOURNAMENT and GREEDY. These algorithms do not have a guaranteed performance ratio (Irving and Fraser, 1995) .
• Algorithms that move a front through all sequences from left to right. In each step, the method picks the next character of the supersequence based on the partial sequences to the right of the front. Then the front advances in those sequences that can use the picked character. A classical example is MM, the Majority Merge algorithm, that appends the most frequent symbol at the current front position.
More recently, several publications on the SCSP have appeared proposing new heuristics. For example, character selection in Majority Merge can be improved by considering the remaining string length in each step. Combining heuristics with genetic algorithms has been shown to give good performance (Branke et al., 1998) .
Overview
None of the above methods has been designed for or applied to the microarray production setting with thousands of sequences. The running time of clustering methods depends at least quadratically on the number of input sequences, which is prohibitive. Therefore we use ALPHABET to obtain an initial supersequence, and develop refinement methods that improve an existing supersequence by local modifications. The rest of the paper is organized as follows. In the next section, we formally state the required definitions. Then we examine the efficiency of the ALPHABET-LEFTMOST heuristic in the microarray setting, which defines the baseline for potential improvements. We continue by describing our refinement methods for supersequences, and conclude with computational experiments and a summary of our findings.
DEFINITIONS
Let be a finite alphabet of size σ = | | (in the microarray production setting, σ = 4). In the following, we consider strings over . When s is a string, we write |s| for its length and use subscripts to refer to the individual characters:
A string s is a subsequence of s when s can be obtained by deleting some (possibly zero or all) characters from s without changing the order of the remaining characters. We also say that s is a supersequence of s in this case. When I is a subset of {1, . . . , |s|}, we write s I for the subsequence s = (s i ) i∈I .
A string s is a common supersequence of a set S of strings if each string in S is a subsequence of s. The shortest common supersequence problem (SCSP) asks to find a common supersequence of shortest possible length for S. We use the term step to refer to a position within a supersequence, while we reserve the term position for positions within sequences from S. DEFINITION 1 (EMBEDDING). Let S be a set of m strings, t ∈ S, and let s be a common supersequence of S of length n.
An embedding of t in s is a binary vector e t = (e t,1 , . . . , e t,n ) ∈ {0, 1} n or equivalently the index set I t := { j | e t, j = 1} ⊂ {1, . . . , n}, such that s I t = t. Note that for any embedding I t we have |I t | = |t|.
An embedding matrix of the set S in s is a binary m × nmatrix E whose ith row is an embedding of the ith string of S in s.
DEFINITION 2 (LEFTMOST EMBEDDING). An
embedding e t of t in s is called the leftmost embedding, when j ≤ j e t, j ≥ j ≤ j e t, j for all other embeddings e t and all steps j. Intuitively, t uses the characters of s as soon as possible from left to right.
An embedding matrix E is called the leftmost embedding matrix, when every row is the leftmost embedding of its associated string.
DEFINITION 3 (PRODUCTIVITY OF STEPS)
. Let E be an embedding matrix of the sequence set S = {t 1 , . . . , t m } in the supersequence s. We say that sequence t i is masked in step j and that step j is unproductive for sequence t i when e t i , j = 0. Sequence t i is unmasked in step j and step j is productive for sequence t i when e t i , j = 1.
Sequence t i is complete in step j when j < j e t i , j = |t i |; otherwise it is incomplete (it might be completed in step j; then it is complete in step j + 1). The completion step of sequence t i is the largest j where t i is incomplete.
The productivity of step j is the number of sequences for which step j is productive in relation to the number of incomplete sequences in this step. A step with productivity zero is called unproductive. An unproductive step can be safely removed from a supersequence.
ALPHABET-LEFTMOST AND ITS STOCHASTIC PROPERTIES
The following method (ALPHABET-LEFTMOST) will be used as a baseline to compare other methods against. The input set S consists of m strings over , the i-th string having length L i .
ALPHABET-LEFTMOST 1. Let π be any fixed permutation of the letters in ; let L be the length of the longest input string in S.
3. Remove all unproductive steps from s to obtain the result s, and let U := |s|.
Running ALPHABET-LEFTMOST gives us an upper bound U on the length of the SCS. When the alphabet is small, we may run ALPHABET-LEFTMOST on every permutation of and pick the best bound.
A lower bound is also easily obtained. For i = 1, . . . , m and x ∈ , let N i (x) denote the number of occurrences of character x in the i-th sequence, and define N (x) := max i=1,...,n N i (x). Clearly, every common supersequence must contain at least N (x) occurrences of x. Thus a lower bound on its length is given by L := x N (x). The typical range of L and U for π =(A,C,G,T) and 10000 to 500000 uniformly drawn 25mers is shown in Figure 1 .
The rest of this section contains an analysis of the distribution of L and U under a uniform random input model. This model is appropriate for the MPSCSP because the oligo selection process will usually force a uniform distribution on the nucleotides because departures from uniformity increase the average similarity between oligos and hence the risk of cross-hybridization.
Distribution of the lower bound L. Since N i (x) is the number of occurrences of character x in the i-th sequence, N i (x) has a Binomial distribution with parameters L i and 1/σ . Furthermore, for fixed x, the N i are independent. It follows that
Recall that L := x N (x). While the random variables N (x) are not completely independent, they can be treated as such in good approximation when the alphabet size is small compared to the number of oligos. Intuitively, the value of N (x) has little influence on the other values N (y) for y = x (unless N (x) is small), because the maxima over i of N i (x) and N i (y) can stem from many different sequences. Thus we may well approximate the distribution of L by the convolution of the distributions of (N (x)) x∈ . Note the agreement of this theoretical distribution with the empirical distribution in Figure 1 .
Approximate distribution of the upper bound
be the number of consecutive unproductive steps between the (k − 1)-st and k-th productive step for sequence i. Since the sequence characters are independent and uniformly distributed and the deposition sequence is periodic, the W i,k are independent and uniformly distributed on {0, 1, 2, 3}. We can write the completion step of sequence t i as
From this representation, we may compute the distribution of C i explicitly by L i -fold convolution of the uniform distribution on {0, 1, 2, 3}, or approximate it by a Gaussian distribution with mean 2.5 L i and Variance 1.25 L i with the Central Limit Theorem. We set C := max i C i and compute its distribution with the product formula
Note that U ≤ C. Both C and U do not count removed unproductive steps at the end of the periodic deposition sequence, but C does count internal unproductive steps that are removed by ALPHABET-LEFTMOST and hence not counted in U. When the number of sequences is large, internal unproductive steps are rare, and will only occur near the end of the deposition sequence when only few incomplete sequences are left. The plots in Figure 1 show the discrepancy in the right tail between the distribution of U obtained by simulations and the distribution of C, which we use as an approximation to U. Upper'), and theoretically computed distribution of L and C; the latter serves as an approximation to U ('Theoretical Lower', 'Theoretical Upper'). The four panels show the distributions for 10K, 50K, 100K, and 500K DNA 25mers, respectively. Note the exact agreement of theoretical and empirical lower bound. A difference arises for the upper bound because for the stochastic analysis, we do not remove internal unproductive steps, while we do remove them when running ALPHABET-LEFTMOST.
REFINING SUPERSEQUENCES
The results of the previous section show that there is only a limited potential for improvement in comparison to ALPHABET-LEFTMOST. Additionally, we cannot allow the search to take more than a few minutes if we want the method to be practical in custom microarray production where each chip has its unique design. Therefore we are considering methods that refine existing supersequences and whose execution time is easily controlled. Their aim is to increase overall productivity and reduce the number of low-productivity steps.
Supersequence editing
First, we consider three edit operations on the supersequence s = (s 1 , . . . , s |s| ).
• DELETE(k): We shorten the supersequence by removing s k . Every sequence whose embedding uses step k must be re-embedded, and its new embedding may not complete in the shorter supersequence. In such a case we append characters to the supersequence until each sequence is properly embedded. A DELETE-operation may thus shorten the supersequence by one character (when all sequences can be embedded without appending characters), leave the length of the supersequence unchanged (when exactly one character is appended), or even lengthen the supersequence.
• INSERT(k, a): We insert character a before step k (assuming s k = a; otherwise we may equivalently insert before step k + 1) and compute a new leftmostembedding of all sequences whose first productive step after k − 1 appends an a. While the INSERToperation lengthens the supersequence at first, it may result in one or more unproductive steps near the end of the supersequence. These steps are then removed, potentially shortening the supersequence by several characters.
• TWIDDLE(k) for k = 1, . . . , |s| − 1: We switch the characters s k and s k+1 (assuming they are not equal) and re-embed every sequence that was unmasked ii159 in step k + 1. This reduces the completion time of some sequences, while increasing the completion time of others. A TWIDDLE-operation may shorten or lengthen the supersequence by several characters, depending on the circumstances.
These operations may be used in combination with different strategies.
• MCMC: We define a quality function for every supersequence. This can be a function that increases exponentially with decreasing sequence length, and that is otherwise high when the minimum productivity among all steps is small, as such a step may potentially be removed. Given such a quality function, we propose an edit operation randomly and accept it with a probability that corresponds to the quality ratio of new and old supersequence (if the quality improves, the edit operation is always accepted). This procedure is repeated several times.
• BEST: We evaluate all 5|s| − 1 possible edit operations and pick one that leads to the best quality. This procedure is iterated until no further improvement is possible.
We observe that the second strategy finds a local quality maximum after only a few iterations. The MCMC strategy explores the sequence space more thoroughly, but does not usually find shorter supersequences in a reasonable amount of time.
Suffix enumeration
Once we decide that edit operations do not improve the supersequence further, we switch to a branch-and-bound method that enumerates additional sequences for a given number of seconds. Assume that the shortest currently known supersequence s * has length . We want to find out whether there are supersequences of length − 1 or shorter. In principle, we could enumerate every sequence of length − 1, but this is computationally prohibitive. Consider any k-prefix (k ≤ − 1) of a potential supersequence. We can partially leftmost-embed all sequences into this prefix and obtain the lower bound L (see above) on the remaining supersequence length by adding the maximal letter counts for the remaining partial sequences. Whenever k + L ≥ , we can immediately move to the next k-prefix, or (k − 1)-prefix if all k-prefixes have been evaluated. Only if k + L < , we must consider all possible extensions of the current prefix, as they may still lead to a supersequence of length less than . Two modifications make this approach more efficient in practice.
First, we can sometimes improve the lower bound as follows. We find the remaining partial sequence t A with the highest count of As N (A), and similarly partial sequences t C , t G , t T with C-, G-, and T-counts N (C), N (G), and N (T ). Instead of simply computing L = x N (x), we compute the length L of a shortest common supersequence of t A , t C , t G , t T by four-dimensional dynamic programming. This is possible because the partial oligo sequences are short. Clearly L ≥ L, and generally the bound is improved by one or two characters.
Second, we do not enumerate the sequences alphabetically. We begin with the − 1-prefix of s * , and change the character at step k only after all suffixes of length − k − 1 have been explored. The sequences we can explore in this way all share a common prefix whose length depends on the permitted running time. In practice, we feel that 5 to 10 minutes are a reasonable time; sometimes this suffices to shorten the supersequence by one additional character.
COMPUTATIONAL EXPERIMENTS
To measure the impact of our heuristics in a practically relevant setting, we created several sets of 10000 and 50000 uniformly distributed 25mers. For each of the 24 permutations of the alphabet's characters, we construct a supersequence by running ALPHABET-LEFTMOST, and attempt to shorten it using the edit-strategy BEST.
With one of the shortest sequences found in this process, we run the branch-and-bound suffix enumeration for 5 minutes. The results are shown in Figure 2 .
CONCLUSION
The stochastic analysis of ALPHABET-LEFTMOST shows that the supersequence optimization potential is small in the microarray production setting, especially since the lower bound is generally not tight. We have shown that it is possible to shorten the supersequence on average by 2.4 characters for 10000 sequences and 2.3 characters for 50000 sequences using simple edit operations and a branch-and-bound suffix enumeration method. Even this seemingly small improvement is important for error reduction during oligo synthesis. For chips with 10000 25mers, the number of masked steps, and hence the potential number of erroneous synthesis steps due to stray light, is reduced from 57.7 to 55.3 (by 4.2%), which is a respectable result for a few minutes of computation time. Further error reduction techniques (such as synthesizing oligos with similar embeddings next to each other, as described in Kahng et al. (2002) , for example) will be easier to apply after shortening the deposition sequence.
Other approaches like GREEDY or TOURNAMENT that do not attempt to refine an existing supersequence but build one from the individual sequences fail in the microarray production setting, generally leading to supersequences much longer than the lower bound (data not shown). This is not surprising because these heuristics were designed with the idea in mind that we need to integrate relatively few but longer and rather similar sequences into one supersequence.
