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ABSTRACT
Molecular Dynamics of Organometallic Reactions
Ryan Wayne Carlsen
Department of Chemistry and Biochemistry, BYU
Doctor of Philosophy
Metal-mediated organometallic reactions are critical for both catalytic and synthetic
chemistry. Density functional theory (DFT) potential-energy calculations are routinely used with
a transition-state theory type of approach to understand and predict the reaction mechanisms of
organometallic reactions. However, these calculations do not include atomic momentum and thus
ignore dynamic effects. Molecular dynamics is a powerful tool for elucidating mechanistic details
of chemical reactions. In this dissertation, quasiclassical molecular dynamics studies reveal key
mechanistic details about several fundamental organometallic reactions. Chapter 1 provides a brief
overview of key molecular dynamics details. Chapters 2-4 provide details on for three classic
organometallic reactions involving alkane C-H bonds. These Chapters are from previously
published works (J. Am. Chem. Soc. 2018, 140, 11039; Organometallics 2019, 38, 2280;
Organometallics, 2021, 40, 1454). Chapter 5 provides details about progress toward performing
quasiclassical molecular dynamics simulations of organometallic reactions in explicit organic
solvent.
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CHAPTER 1: Introduction

1.1

Molecular Dynamics
Energy landscapes mapping potential energy versus structure, whether generated from ab

initio or DFT calculations, are the foundation for understanding chemical reactions with
calculations. By computing the energy of the stationary points – intermediates (valleys) and
transitions states (saddle points) – on these multidimensional surfaces, both the thermodynamics
and kinetics of a reaction can be determined through the application of statistical theories, such
as transition state theory or RRKM theory.1-7

Figure 1-1: Model potential energy surface for a two-step reaction.
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Transition state theory makes three assumptions that are important to consider. The first is
that the partition functions used are classical, which means that quantum-mechanical effects such
as tunneling are ignored. Second, the transition state population is in thermal equilibrium with that
of the reactants or intermediates. Third, once a molecule leaves the transition state it travels directly
to either the reactant or intermediate, without reversing and recrossing the transition state.8
RRKM theory has similar assumptions, but explicitly considers how the energy from a
collision is partitioned between vibrational, rotational, and translational modes in a molecule,
treating the transition state vibrational mode as a classical translation. By treating the vibrational
modes as harmonic oscillators, some quantum effects associated with discrete energy levels are
addressed, though other effects like tunneling are ignored. Importantly, RRKM theory has the
assumption that intramolecular energy redistribution happens on a faster time scale than motion
through the reaction coordinate.9 It should also be noted that the equations of RRKM theory can
be directly linked to the equations governing transition state theory.10
While transition state theory and RRKM theory are both broadly applicable and remarkable
successful in understanding reaction mechanisms, kinetics, and selectivity, there are some specific
situations where their basic assumptions may fail or the theory is too simplistic to adequately
model complex chemical reactions. For example, some reactions may not have intermediates
where the population is in thermal equilibrium. Traversing a transition state, where chemical bonds
are formed and/or broken, generally takes place on the time scale of femtoseconds (the time scale
of a vibrational oscillations) and this may be faster than the process of vibrational energy
redistribution, (VER) that can take place on the timescale of picoseconds.11-14 VER allows the
energy in the vibrational modes to redistribute in the new set of orthogonal modes at the
intermediate and excess energy to be dissipated through collisions. The IUPAC definition of an
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intermediate is a “lifetime appreciably longer than a molecular vibration,”15 This relatively
ambiguous definition does not make it clear whether an intermediate exists without VER.
VER takes place through two major processes. First, there is intramolecular vibrational
redistribution (IVR,) that is generally governed by the anharmonicity of a molecules vibrational
modes. For organometallic reactions, IVR takes place over the course of a few picoseconds. Thus,
many classical intermediates should have sufficient lifetime for IVR to occur. Second, there is
intermolecular energy transfer (IET) that is governed by intermolecular collisions. IET generally
takes place over the course of tens of picoseconds, an order of magnitude longer than IVR.11-14
At the transition state, which is only achievable through collision, IVR is assumed within
the context of transition state and RRKM theories. Generally, though not defined by IUPAC,
intermediates are assumed to have undergone both IVR and IET, as IVR alone would leave an
intermediate vibrationally “hot” in contrast with the thermal equilibrium assumption of transition
state theory.
Molecular dynamics, which explicitly account for the transfer of momentum in reactions,
provides a method for evaluating the previously possible deficiencies of statistical theories.16-19
Molecular dynamics calculations originated with simulations of the noble gases, first using hard
spheres and later with more detailed representations of intermolecular interactions via potentials,
such as the Lennard-Jones potential.20,21 While initial work often focused on reproducing the
results of statistical mechanics, novel applications quickly emerged leading to two different
approaches to molecular dynamics.
The first major approach utilizes molecular dynamics in the NVT (constant number,
volume, and temperature) and NPT (constant number, pressure, and temperature) ensembles to
explore accessible conformations of a system at a given temperature (and a given pressure in the

3

NPT ensemble). Molecular dynamics in this regime typically utilize parameterized force fields to
represent atomic and molecular interactions. A thermostat is employed to maintain the temperature
of the system within the desired bounds (a barostat is used as well in the NPT ensemble,) and these
systems are generally evaluated on the timescale of picoseconds. By sampling the phase space of
the system over a long period of time, information about the most stable conformations of the
system can be determined through the ergodic hypothesis. While this subfield of molecular
dynamics has great utility, it is not particularly useful for evaluating potential pitfalls of the
assumptions associated with transition state theory. Since the ensemble chosen requires the use of
a thermostat, that means that the rapid IVR assumption is essentially enforced, as any excess
energy in the system is removed through the rescaling of the atomic velocities.
The second major subfield of molecular dynamics uses the NVE (constant number,
volume, and energy) ensemble. By guaranteeing the conservation of energy, an NVE ensemble
allows the internal temperature of the system to vary, which means that very fast IVR is no longer
enforced. Molecular dynamics with this ensemble are often performed as to as ab initio molecular
dynamics with differences based on how the forces are calculated.
Ehrenfest dynamics computes the forces with the coupling of electronic and nuclear motion
intact. While this provides the most accurate forces, it is computationally expensive and
impractical for larger systems, such as the organometallic reactions considered here. Alternatively,
Car-Parinello molecular dynamics not only uncouples the electronic and nuclear degrees of
freedom but also introduces a fictitious mass to the electronic degrees of freedom allowing for the
equations of motion to be propagated with less frequent calculation of the electronic wave function.
This allows larger systems to be analyzed for longer periods of time, but at the cost of loss of
sensitivity to local changes in the electronic potential energy surface.
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In contrast to these two approaches, a method often called Born-Oppenheimer molecular
dynamics uses forces from a potential energy surface. Generally, this is done directly, with the
forces computed at each time step, using either ab initio or density functional theory (DFT)
methods with a moderate size basis set. Because of the computational expense, Born-Oppenheimer
molecular dynamics are only now being able to be applied to systems with up to 50-100 heavy
atoms.
There are several approaches and considerations in implementing Born-Oppenheimer
molecular dynamics, especially for organometallic reactions. One major consideration is whether
the zero-point energy (ZPE) of the vibrational modes will be included. When ZPE energy is
included this is often referred to as quasiclassical molecular dynamics. Including ZPE more
accurately models the starting energy landscape and momenta. However, it is possible for ZPE to
unphysically transfer into other degrees of freedom (e.g vibrational modes, rotations, or
translations).
An algorithm for numerically integrating the forces must also be selected. For direct BornOppenheimer molecular dynamics, the Verlet algorithm22 and the Hessian predictor-corrector23
are commonly used. The Verlet algorithm has the advantage of long-term energy conservation and
mathematic simplicity:
𝑥𝑥𝑛𝑛+1 = 2𝑥𝑥𝑛𝑛 + 𝑥𝑥𝑛𝑛−1 + 𝑎𝑎(∆𝑡𝑡)2
Equation 1-1: Verlet Algorithm

The Verlet algorithm is easily translated into computer code. Hessian predictor-corrector
algorithms have higher accuracy in the short-term, but suffer from slightly higher mathematical
complexity and difficulties in long term energy conservation.
Since most organometallic reactions occur in solvent, an inclusion of solvent effects may
also be necessary. There are several possible choices available for quasiclassical Born5

Oppenheimer molecular dynamics. Solvent can be purposefully absent through a gas phase
simulation, which can be meaningful if the timescale of IET for the reaction is significantly longer
than the timescale of IVR. Thus, in some cases it is reasonable to conclude that molecular collisions
are unlikely events during the major changes of a reaction trajectory. In a similar approach,
continuum (implicit) solvation may be appropriate, since it provides bulk solvation effects for a
low computational cost, and is easily included with DFT calculations.
However, in many scenarios the explicit modeling of solvent may be necessary for accurate
Born-Oppenheimer molecular dynamics. For example, if the solvent is very polar, if the process
is a unimolecular separation with a very late transition state, or if the reaction involves the ejection
of a molecule that might be blocked by the solvent sphere. In these cases for organometallic
reactions, explicit representation of the solvent may be necessary. This can be done through either
judicious placement of a few select solvent molecules, often called microsolvation, or with a more
extensive approach with full explicit solvent spheres surrounding the system.
For explicit solvent, a box or sphere can be mathematically constructed with the reactive
system of interest at the center, and the surrounding space is populated with solvent molecules to
simulate the density of the solvent. Since the constrained space remains artificial, collisions with
the boundary can be dealt with in one of three ways: first, periodic boundary conditions can be
employed, so that as a molecule leaves one side of the box it comes back in the opposite.24
Electronic effects of the molecules in the surrounding boxes can be applied as an average. Second,
collisions with the side of the box can be treated as a hard reflection.25 This conserves the energy
of the system, but violates the conservation of momentum for individual collisions by treating
walls as infinitely massive, although this is unlikely to impact the reaction modeled. Third, solvents
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that leave the box can be returned via a repulsive force.26-28 This option violates the conservation
of momentum and can also possibly violate the conservation of energy.
Finally, a few comments on the general features of organometallic reactions that may have
dynamic effects that can be identified using quasiclassical Born-Oppenheimer molecular
dynamics. First, reactions that have energy surfaces where one transition state is linked to two
products. On the potential energy surface for these reactions, there can exist a so-called valleyridge inflection point (VRI) with the two products divided by a ridge. In the case where the
products are symmetrical, the intrinsic reaction coordinate (IRC) path will lead from the transition
state, down through the VRI, to a second transition state for the reaction directly interconverting
the products. If the products are unsymmetrical, the IRC path will not necessarily pass through the
VRI as it goes to one of the products. Regardless of symmetry, the characteristics of this type of
energy surface result in product selectivity highly sensitive to the momentum of the molecule
transiting the transition state.29,30
Second, reactions that have regions with relatively flat energy surfaces are also highly
sensitive to momentum effects. Since the surface does little to alter the course of a molecule, the
direction in which it leaves the transition state may have a significant effect on the product formed.
Flat surfaces may also include intermediates that are not highly stabilized. On these types of flat
energy surfaces (or very steep energy surfaces) there is also the possibility of non-IRC motion.31,32
Lastly, there are also scenarios where the momentum coming from one transition state
lines up with the direction of the next transition state (or in the direction of molecular separation
for bond breaking processed. In this case the dynamic effect may result in coupling two reaction
steps together.
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CHAPTER 2: Dynamical Mechanism May Avoid High-Oxidation State Ir(V)–H
Intermediate and Coordination Complex in Alkane and Arene C–H Activation by Cationic
Ir(III) Phosphine

2.1 Abstract
Organometallic reaction mechanisms are assumed to be appropriately described by
minimum energy pathways mapped out by density functional theory calculations. For the two-step
oxidative addition/reductive elimination mechanism for C–H activation of methane and benzene
by cationic Cp*(PMe3)IrIII(CH3), we report quasiclassical direct dynamics simulations that
demonstrate the IrV–H intermediate is bypassed in a significant amount of productive trajectories
initiated from vibrationally averaged velocity distributions of oxidative addition transition states.
This organometallic dynamical mechanism is akin to the σ-bond metathesis pathway but occurs
on the oxidative addition/reductive elimination energy surface and blurs the line between two- and
one-step mechanisms. Quasiclassical trajectories also reveal that the momentum of crossing the
reductive elimination structure always induces complete alkane and arene dissociation from the Ir
metal center, skipping weak C–H σ and π coordination complexes. This suggests that these weak
coordination complexes after reductive elimination are not necessarily on the reaction pathway
and likely result from a solvent cage.

2.2 Introduction
Metal-mediated C–H bond activation to give an organometallic intermediate or transition
state has become a general and powerful method to functionalize unreactive alkanes and arenes as
well as highly complex synthetic structures.1 C–H activation reactions have been demonstrated for
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a wide variety of transition metal and main-group metal complexes across the periodic table.2
Computational studies using density functional theory (DFT) calculations to characterize static
potential energy surface structures have provided direct insight into the reactivity and mechanisms
of metal-mediated C–H activation reactions.3 These computational studies have revealed that
oxidative addition/reductive elimination and σ-bond metathesis pathways are bookends of a
mechanistic continuum.4 Starting from a C–H σ-complex (or π-complex for arene C–H activation),
the two-step C–H activation mechanism first involves oxidative addition where a metal directly
inserts into a C–H bond to give an oxidized metal alkyl/aryl hydride intermediate (Figure 2-1a).
In the second step, the metal hydride intermediate can then undergo reductive elimination through
another three-centered transition state where the hydride is translocated from the metal to a ligand.
Alternatively, at the other mechanistic extreme, in a σ-bond metathesis pathway, a metal and ligand
may simultaneously insert into a C–H bond in a one-step mechanism. The σ-bond metathesis
pathway merges the oxidative addition transition state, the metal hydride intermediate, and the
reductive elimination transition state into a single transition state.
Metal-mediated organometallic C–H activation reaction mechanisms (and all other
organometallic reactions) are assumed to be appropriately described by minimum energy pathways
mapped out by static DFT calculations. An example where DFT calculations were key to
identifying the lowest energy C–H activation minimum energy pathway is for the reaction of
methane with [Cp*(PMe3)IrIII(CH3)]+ (1).5,6 In this case, DFT calculations revealed that the twostep oxidative addition/reductive elimination sequence involving a high-oxidation state IrV–H
intermediate is significantly more viable than the one-step σ-bond metathesis pathway.7 The
oxidative addition/reductive elimination C–H activation energy landscape revealed that the IrV–H
structure is a relatively high energy endothermic intermediate in a shallow energy well, and this
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Figure 2-1: (a) Two mechanistic extremes for metal-mediated C–H activation reactions of alkanes and
arenes. R = alkyl or aryl group (e.g., CH3 or C6H5). (b) More O’Ferrall–Jencks type plot comparing twostep (oxidative addition/reductive elimination) and one-step (σ-bond metathesis) C–H activation
mechanisms. Orange line represents our proposed dynamical one-step reaction pathway based on
quasiclassical direct dynamics simulations reported in this work.
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prompted us to consider the possibility of an organometallic reaction mechanism where this
intermediate is dynamically bypassed (Figure 1b, orange pathway). In this dynamical mechanism,
the minimum energy pathway is followed up to the oxidative addition transition state, but after
this transition state, the high-oxidation state IrV–H structure has a very short lifetime and rapidly
progresses through the reductive elimination process.
We report reaction pathway sampling using DFT quasiclassical direct dynamics
simulations that demonstrate the IrV–H intermediate is bypassed in a significant amount of
productive trajectories initiated from oxidative addition transition states for reactions between
methane or benzene with [Cp*(PMe3)IrIII(CH3)]+. This organometallic dynamical mechanism is
akin to the one-step σ-bond metathesis pathway but occurs on the oxidative addition/reductive
elimination energy surface and blurs the line between two- and one-step mechanisms. Dynamics
simulations also reveal that the momentum of crossing through the reductive elimination zone
induces complete alkane and arene dissociation, completely skipping weak σ C–H and π
coordination complexes.

2.3

Results and Discussion
The intense spotlight on Ir-mediated C–H activation reactions began when Bergman

demonstrated that light-generated Cp*(PR3)Ir rapidly inserts into alkane and arene C–H bonds.8
Bergman subsequently demonstrated that thermal activation of alkane and arene C–H bonds is
possible with Cp*(PMe3)IrIII(CH3)(OTf).5,6 Reaction of the IrIII complex with 13CH4 led to about
50% conversion of the
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C complex Cp*(PMe3)IrIII(13CH3)(OTf) after 6 h in dichloromethane

solvent. Cp*(PMe3)IrIII(CH3)(OTf) also induces C–H activation in a solution of benzene with
quantitative conversion to the corresponding IrIII–Ph complex Cp*(PMe3)IrIII(C6H5)(OTf). Several
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experimental studies indicate that C–H activation by Cp*(PMe3)IrIII(CH3)(OTf) requires triflate
dissociation to generate a reactive IrIII monocation [Cp*(PMe3)IrIII(CH3)]+ (1, Figure 2-2a),
although triflate may remain in the solvent cage of nonpolar organic solvents. Evidence for reactive
monocation 1 includes Cp*(PMe3)IrIII(CH3)(Cl) that is much less reactive and conductivity
experiments.5,6

Also,

the

dichloromethane

coordinated

complex

of

1,

[Cp*(PMe3)IrIII(CH3)(CH2Cl2)]+, reacts at room temperature with alkanes to induce C–H
activation.5,6 The similar [Cp*(PMe3)IrIII(CH3)][BArf] complex also induces C–H activation and
overall σ-bond metathesis with alkanes.9 Using mass spectrometry, Plattner and Chen also directly
observed the IrIII monocation complex 1.10-11
While both oxidative addition/reductive elimination and σ-bond metathesis mechanisms
have been considered for the reaction of [Cp*(PMe3)IrIII(CH3)]+ with 13C methane (Figure 2-2a),
indirect experimental and direct theoretical evidence provide credence for the two-step mechanism
rather than the one-step metathesis mechanism. For example, Bergman synthesized the highoxidation state Cp*(PMe3)IrV(CH3)3, which is a structural model for proposed IrV–H intermediate
2.12 Additionally, NMR structural assignments revealed an Ir–H intermediate was formed when
Cp*(PMe3)IrIII(CH3)(OTf)

reacted

with

a

silane.

Also,

reaction

of

[Cp*(PMe3)IrIII(CH3)(CH2Cl2)][BArf] with HSiPh3 gives a spectroscopically observable IrV-arylhydride.13 Computationally, using B3LYP DFT, Hall examined oxidation addition/reductive
elimination and σ-bond metathesis pathways for reaction of methane with the model
[Cp(PH3)IrIII(CH3)]+.7,14 Hall found a weak methane σ C–H coordination complex
[Cp(PH3)IrIII(CH3)(CH4)]+ slightly stabilized relative to separated [Cp(PH3)IrIII(CH3)]+ and
methane. From this σ complex, there is an ∼11 kcal/mol barrier for oxidation addition to give the
IrV–H intermediate [Cp(PH3)IrV(CH3)(H)(CH3)]+, which is endothermic by ∼4 kcal/mol. The
14

Figure 2-2: (a) Outline of OTf anion dissociation from Cp*(PMe3)IrIII(CH3)(OTf) and then possible
oxidation addition/reductive elimination and σ-bond metathesis reaction pathways for 13C labeled
methane C–H activation. (b) M06 energy landscape for 13CH4 C–H activation by [Cp*(PMe3)IrIII(CH3)]+
for an overall σ-bond metathesis through a two-step oxidative addition/reductive elimination mechanism
sequence. (c) M06 energy landscape for benzene C–H activation by [Cp*(PMe3)IrIII(CH3)]+ for an overall
σ-bond metathesis through a two-step oxidative addition/reductive elimination mechanism sequence.
Electronic energy is not zero-point energy corrected (kcal/mol).

relatively low oxidative addition/reductive elimination barriers are consistent with a relatively low
temperature C–H activation process. Importantly, a comprehensive potential energy surface search
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by Hall did not lead to identification of a one-step σ-bond metathesis pathway; therefore, it was
concluded that this pathway does not exist.7,14,15
The M06/6-31G(d)[LANL2DZ for Ir] level of theory was used to optimize all ground-state
and transition state structures in Gaussian 09.16,17 Normal-mode vibrational frequency analysis was
performed to confirm minima or transition state structures. Final electronic energies were
evaluated with M06/def2-TZVP.18 M06/def2-TZVP//M06/6-31G(d)[LANL2DZ] enthalpies at
298 K and 1 atm are the sum of E(SCF,large) + ΔEZPE(small) + ΔU(small) + nRT (Large = M06/def2TZVP; Small = M06/6-31G(d)*[LANL2DZ]). Free energies also include a −TΔS(small) term. Direct
dynamics calculations were performed using our DynSuite program that interfaces with Gaussian
09 for energy and force calculations DynSuite is similar to other direct dynamics programs such
as Progdyn and Venus.19,20 Trajectories were initiated by creating a vibrationally averaged velocity
distribution for each transition state structure at the experimental reaction temperature (283.15 K
for methane and 243.15 for benzene). Zero-point energy was included for all quasiclassical
simulations. Vibrational motion associated with the transition state structure imaginary frequency
was assigned a specific direction to progress toward one of the minima identified by intrinsic
reaction coordinate (IRC) analysis. Each trajectory was propagated using a Verlet integration
algorithm with a one femtosecond (fs) time step. Energies and forces were calculated at the M06/631G(d)[LANL2DZ] level of theory. Trajectories were run for ∼500–800 fs. Twenty-five
additional benzene trajectories were run in both forward and reverse directions to have connected
pathways.
Our M06 calculations gave a qualitatively similar energy landscape compared to Hall’s
previous B3LYP landscape.7,14 The only major difference is that M06 predicts TS2 and TS3 have
∼7 kcal/mol higher activation barriers than B3LYP, but this was likely because we used
16

[Cp*(PMe3)IrIII(CH3)]+ rather than a model ligand. The M06 energy profile shown in Figure 2-2b
shows that the [Cp*(PMe3)IrV(CH3)(H)(13CH3)]+ intermediate 2 is 6.0 kcal/mol lower in energy
than the oxidative addition transition state and 12.4 kcal/mol higher in energy compared to that of
separated

13

C methane and [Cp*(PMe3)IrIII(CH3)]+. The initial methane σ C–H coordination

complex [Cp*(PMe3)IrIII(CH3)(13CH4)]+ is stabilized by 3.0 kcal/mol relative to separated
structures. An identical potential energy surface structure ([Cp*(PMe3)IrIII(13CH3)(CH4)]+) occurs
after TS2.
The benzene oxidative addition and reductive elimination transition states (TS4 and TS5,
Figure 2-2c) are structurally similar to the methane transition state structures TS1 and TS2.
However, the energy landscape for benzene C–H activation and overall σ-bond metathesis differs
somewhat from the methane landscape, which has an impact on dynamics simulations discussed
later. For benzene, the high-oxidation state IrV–H intermediate, [Cp*(PMe3)IrV(Ph)(H)(CH3)]+ (4),
is only 2.5 kcal/mol lower in electronic energy (without zero-point energy) than TS4. This energy
difference is only 0.4 kcal/mol on the enthalpy surface. This indicates that the energy surface
surrounding the IrV–H structure 4 is significantly more flat than the same potential energy surface
region for IrV–H structure 2 for methane C–H activation. This flatter energy surface likely arises
because the phenyl group is slightly less donating than a methyl group to stabilize the highoxidation state IrV. Perhaps even more significant, on the Gibbs energy surface, intermediate 4 is
0.9 kcal/mol higher in energy than TS4, which could suggest no viable IrV–H intermediate. The
benzene oxidative addition/reductive elimination landscape is not symmetrical. The reductive
elimination transition state TS5 is slightly lower in energy than TS4 on the electronic/zero-point
energy surface (0.3 kcal/mol lower) but slightly higher on the enthalpy surface (0.3 kcal/mol
higher).
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In transition state and RRKM theories, intermediates are assumed to have kinetic energy
in an equilibrium distribution among harmonic vibrational modes.21,22 In this approximation, the
static potential energy surface provides an accurate representation of molecular trajectories
traversed along a reaction mechanism, which is often characterized by an average reaction pathway
using an IRC type calculation. Molecular dynamics simulations provide additional information,
such as timing of geometry changes and lifetimes of structures, and can be used to identify
nonstatistical effects or reaction pathways where structures are not obviously connected on a
potential energy surface.23,24 Off-minimum energy reaction pathways are known for several
organic reactions and often associated with post-transition state effects,25,26 such as potentialenergy surface bifurcations.27,28 There are a few cases where static electronic structures provide
delineation between mechanisms, such as one- or two-step mechanisms, but dynamics reveal an
intermediate situation.29,30 While these concepts have been explored for some organic reactions,
nonstatistical effects and off-minimum energy pathway motion has been essentially unexplored in
the context of organometallic reactions. For organometallic reactions, most previous ab initio
molecular dynamics simulations have used constrained Car–Parrinello simulations with the intent
to discover new minimum energy structures and explore transition state regions and vibrational
degrees of freedom were not quantized but assumed to follow Boltzmann statistics.31 Also, these
constrained dynamics simulations likely mask some dynamical motion. Examples of this type of
dynamics simulations include a report by Ziegler’s group of the reaction pathways and transition
states for ethylene coordination and insertion by (Cp)2Zr(Et)(MeB(C6F5)3),32 σ-bond metathesis
and olefin polymerization by [(CpSiH2NH)Ti(R)]+, and nickel bisimine olefin polymerization
catalysts,33,34 where the intent was to compare static and dynamic pathways and structures.35 Using
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constrained dynamics Zeigler’s group also examined alkane oxidative addition by the
photochemically generated (PH3)2Rh(Cl) Vaska-type complex.36
Inspection of the methane and benzene C–H activation landscapes shown in Figure 2-2
revealed significantly endothermic high-oxidation state IrV–H intermediates that occupy a
relatively flat surface region. Therefore, we suspected that in these reactions there was a possibility
that pathway motion coupling37-39 the oxidative addition transition states with the reductive
elimination states would dynamically bypass the IrV–H structures. To test this hypothesis, we
initialized a vibrationally averaged velocity distribution of 100 quasiclassical trajectories from
oxidative addition transition states TS1 and TS4. For the oxidative addition TS1 with 13CH4, we
observed three general types of trajectories. The first type of trajectory was found to have motion
along the minimum energy pathway shown in Figure 2-2b. Figure 2-3a shows snapshots of one
representative trajectory that led from TS1 to IrV–H structure 2. In this trajectory, after only 75 fs
the new IrV–H and IrV–13CH3 bonds were fully formed and undergo vibrational relaxation; there
was no further significant structural reorganization for the remaining several hundred
femtoseconds.
In addition to trajectories that describe the minimum energy pathway, we observed a
second set of trajectories that sampled structures in the vicinity of 2 for a very brief time period
and then progressed further to reductive elimination transition state TS2. Figure 2-3b shows
snapshots of one representative trajectory that led from TS1 to beyond TS2 that bypasses the IrV–
H structure. In this trajectory, after only 75 fs the new C–H bond is formed, and the structure
progressed beyond the IrV–H region. This very fast bypassing of IrV–H structure 2 indicates that
the motion of TS1 is coupled with the motion required to achieve reductive elimination structure
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TS2. The breaking of the methane 13C–H bond in TS1 occurs in the same plane as the forming Ir–
H bond and the forming C–H bond in TS2. These transition states can be dynamically coupled if
the breaking

13

C–H bond motion overlaps with the bending motion of the newly developing

(CH3)–Ir–H mode or the Ir–H intermediate stretching motion is coupled with the Ir–C stretching
motion. Importantly, for this trajectory that bypasses the IrV–H structure and passes the TS2
region, starting between 150 and 225 fs the newly generated methane begins to dislodge from the
Ir metal coordination sphere. By 375 fs, methane is more than 3.5 Å from the Ir metal center and
indicates that complete dissociation can dynamically occur with the motion of methane reductive
elimination overcoming weak dispersion and charge-transfer interactions. Therefore, two
intermediates are dynamically bypassed (Figure 2-3c). We also initialized 100 quasiclassical
trajectories running in the reductive elimination direction from TS1 (reverse direction). All
trajectories that did not rebound resulted in complete methane dissociation, which suggests that
the weak methane coordination complex is not dynamically connected to the reductive elimination
transition state. Instead, it is likely that in this reaction, and potentially other reactions, a weak
coordination complex is induced by a solvent cage rather than on the reaction pathway.
Figure 2-4a plots the breaking C–H bond length versus time for the 100 trajectories
initiated at and propagated from TS1 in the forward direction. In addition to the trajectories that
sample or bypass the IrV–H structure and σ complex, this plot shows the third type of trajectory
that recrosses TS1. The plotted red trajectory lines show the development of a short 13C–H bond
length, which correspond to trajectories that reverse their motion along the energy surface in the
vicinity of TS1 zone and lead back toward [Cp*(PMe3)IrIII(CH3)]+ and

13

CH4. Similar to the

trajectories that bypass structure 2 and lead to methane dissociation, these recrossing trajectories
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Figure 2-3: (a) Snapshots of a trajectory from oxidative addition transition state TS1 leading to the
[Cp*(PMe3)IrV(CH3)(H)(13CH3)]+ structure. (b) Snapshots of a trajectory from oxidative addition
transition state TS1 that bypasses the IrV–H intermediate. (c) Energy surface with map of trajectory types.
Green arrow represents a trajectory along the minimum energy pathway that leads to structure 2. Blue
arrow represents a trajectory that bypasses 2 as well as the methane coordinate complex. Red arrow
represents a recrossing trajectory.

also lead to 13CH4 dissociation. Figure 2-4a shows that there is significant recrossing with 8 out
of 100 trajectories forming 13CH4 and [Cp*(PMe3)IrIII(CH3)]+. While most of the recrossing occurs
in the first 250 fs, recrossing can occur even up to 500 fs beyond the transition state.
The green lines plotted in Figure 2-4a highlight trajectories that follow the minimum
energy pathway and lead to the IrV–H structure. At analysis between 500 and 700 fs, 81 out 100
trajectories follow this path. The blue lines in Figure 2-4a show that 11 out of 100 trajectories
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Figure 2-4: (a) Time (fs) plot of trajectories versus breaking C–H bond length (Å) initiated at the
oxidative addition transition state TS1 between 13CH4 and [Cp*(PMe3)IrIII(CH3)]+. Green lines represent
trajectories with C–H bond lengths that correspond to the [Cp*(PMe3)IrV(CH3)(H)(13CH3)]+ intermediate.
Blue lines represent trajectories with C–H bond lengths where the Ir–H intermediate is bypassed. Red
lines represent recrossing trajectories. (b) Snapshots of a representative trajectory from oxidative addition

22

transition TS4 that bypasses the IrV–H structure. (c) Time (fs) plot of trajectories versus breaking C–H
bond length (Å) initiated at the oxidative addition transition state TS4 between benzene and
[Cp*(PMe3)IrIII(CH3)]+. Green lines represent trajectories with C–H bond lengths that correspond to the
[Cp*(PMe3)IrV(Ph)(H)(CH3)]+ intermediate. Blue lines represent trajectories with C–H bond lengths
where the Ir–H intermediate is bypassed. Red lines represent recrossing trajectories.

bypass the IrV–H structure to generate short 12C–H bond lengths in methane and lead to methane
dissociation. This indicates that out of the 92 trajectories that progressed toward products ∼12%
bypass the high-oxidation state IrV–H structure. While the snapshots of a trajectory in Figure 23b show very fast bypassing of the IrV–H structure, Figure 2-4a shows that nearly half of these 11
trajectories evolve to very long breaking C–H bond lengths (an indication of methane dissociation)
before 200 fs and the other half between 200 and 650 fs. We also launched 15 trajectories of TS1
using all 12C rather than 13C. This gave a statistically identical ratio of trajectories that stayed at
the IrV–H structure and bypassed the structure.
Trajectories showing the coupling of oxidative addition and reductive elimination steps
and bypassing the IrV–H and weak methane coordination structures are related to a few previous
molecular dynamics studies. Using constrained slow-growth molecular dynamics, Ziegler’s group
found that the β-hydride elimination for [(CpSiH2NH)TiIV(CH2CH2CH3)]+ showed a reaction
pathway that first forms the expected Ti–H alkene complex, but then unexpectedly further evolved
to an allyl dihydrogen coordination complex,40 although this intermediate is unlikely to be
observed during catalysis because it is not the major polymerization termination pathway. Woo’s
group reported molecular dynamics without vibrational energy quantization to examine ethylene
migratory

insertion

and

reductive

elimination

hydrogenation

reaction

steps

for

(Cl)(CO)(PH3)RuII(H)(H2)(C2H4).41,42 Because of the very shallow potential energy surface (some
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functionals show no intermediate), a majority of the migratory insertion trajectories traversed the
second transition state for C–H forming reductive elimination. Vidossich, Lledós, and Ujaque
showed by dynamics simulations that for the trans-(Cl)2(H2O)PtII(CH4) complex the oxidative
addition transition leads to a very transient square pyramidal trans-(Cl)2(H2O)PtIV(H)(CH3)
complex that is coupled with release of the apical proton to a solvent water.43
For this methane reaction, trajectories were propagated in gas phase, which potentially
limits the quantitative interpretation of the amount of trajectories that bypass or remain at the IrV–
H structure. However, this C–H activation reaction, as well as the benzene C–H activation reaction,
were experimentally performed in nonpolar and very weakly interacting CH2Cl2 liquid solvent6.
Figure 2-4a shows that nearly half of the trajectories that bypass the IrV–H intermediate do so in
under 500 fs, which is on the time scale of a solvent collision and much faster than the expected
energy transfer time scale for organometallic type structures, which has been estimated to be on
the picosecond time scale.44-47 Therefore, while solvent could potentially inhibit (or potentially
enhance) bypassing the IrV–H intermediate due to energy transfer, this dynamical one-step reaction
mechanism likely occurs faster than energy transfer. Additionally, for reactions where bond
breaking and forming take place on the femtosecond time scale, there is some evidence that
quasiclassical dynamics performed in explicit solvent only slightly perturb the timing in bonding
changes48.
We also propagated 100 trajectories initialized at the oxidative addition transition state TS4
between benzene and [Cp*(PMe3)IrIII(CH3)]+ in both the forward and reverse directions. Figure
2-4b shows snapshots of a representative trajectory that skips the [Cp*(PMe3)IrV(Ph)(H)(CH3)]+
intermediate. In this trajectory, structures similar to the IrV–H are sampled until about 150 fs. After
150 fs, the new methane C–H bond is fully formed, and similar to the methane dynamical C–H
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activation pathway, the motion of methane induces dissociation from the Ir metal coordination
sphere. Figure 2-4c shows a plot of all 100 trajectories emanating from TS4. For benzene C–H
activation, there is more recrossing than methane C–H activation. Out of 100 trajectories, 19
recross TS4 between 150 and 500 fs. Analysis of the reverse trajectories show that the C–H bond
distance that was tracked becomes small, similar to recrossing in the methane reaction. Ir–C
distances indicate in trajectories where TS4 is passed with motion toward possible weak
coordination complexes [Cp*(PMe3)IrIII(CH3)(2-C6H6)]+ or [Cp*(PMe3)IrIII(CH3)(π-C6H6)]+ that
benzene does not remain interacting by its C–H or π bonds but dissociates from the Ir coordination
sphere. Again, this suggests that weak coordination (π or σ) complexes are not direct intermediates
after a reductive elimination transition state,49-51 but may be the consequence of rebound
coordination due to solvent. Of the 81 trajectories that progressed in the forward direction, 63
(78%) resulted in forming an IrV–H structure, which are plotted as green lines in Figure 2-4c. This
large number of trajectories landing on the IrV–H structure is unexpected based on the static DFT
energy surface shown in Figure 2-2c. With the typical application of partition functions, the Gibbs
energy for TS4 is 14.4 kcal/mol, while intermediate 4 is slightly higher at 15.3 kcal/mol. Despite
the higher energy on the Gibbs energy surface, which might suggest structure 4 would not have a
significant lifetime, the majority of trajectories sample structures with this intermediate longer than
750 fs. The remaining 18 (22%) trajectories plotted as blue lines bypass the IrV–H and lead to
dissociated methane and [Cp*(PMe3)IrIII(Ph)]+. The 22% of trajectories that bypass the IrV–H
structure for benzene C–H activation is larger than the 12% of similar trajectories for methane C–
H activation. This is likely due to the flatter energy surface region surrounding the
[Cp*(PMe3)IrIV(Ph)(H)(CH3)]+ structure. We also launched 15 forward trajectories from TS4
without zero-point energy. None of these trajectories dynamically bypassed the IrV–H structure,
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which showcases the importance of using quasiclassical trajectories to analyze organometallic
reactions.

2.4

Conclusions
DFT quasiclassical direct dynamics simulations for the oxidative addition/reductive

elimination mechanism for reaction between methane and benzene with [Cp*(PMe3)IrIII(CH3)]+
revealed that the IrV–H intermediate is bypassed in a significant amount of productive
trajectories. This organometallic dynamical mechanism is akin to a one-step σ-bond metathesis
pathway but occurs on the lower energy oxidative addition/reductive elimination energy surface.
Quasiclassical trajectories also revealed that the momentum of crossing the reductive elimination
structure always induces complete alkane and arene dissociation from the Ir metal center and
skips weak C–H σ and π coordination complexes.

2.5
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CHAPTER 3: Paddle Ball Dynamics during Conversion of a Rh–Methyl Hydride Complex
to a Rh–Methane σ-Complex through Reductive Coupling

3.1 Abstract
We used quasiclassical direct dynamics simulations to examine reaction pathways for
protonation-induced reductive coupling of a pincer (PONOP)Rh–methyl hydride complex. These
dynamics simulations revealed that the majority of trajectories (>90%) emerging from a
vibrationally averaged velocity distribution of the Rh–methyl hydride reductive coupling transition
state led to the Rh–methane σ-complex. Only a few trajectories (<10%) dynamically deviated and
did not sample this σ-complex structure and resulted in direct methane reductive
elimination/dissociation. This indicates that the Rh–methane σ-complex is directly dynamically
connected to the Rh–methyl hydride reductive coupling transition state and is not the result of
methane rebound due to a solvent cage. Unexpectedly, trajectories that resulted in a Rh–methane
σ-complex occurred with paddle ball motion where methane began to leave the Rh coordination
sphere but then returned to the σ-complex, and so the distinction between reductive coupling and
elimination is blurred. Trajectories also revealed that immediately after reductive coupling, there
is relatively fast methane tumbling motion that generally sampled η1-C,H- and η2-C,H-type
structures, and this motion is correlated with the paddle ball motion.

3.2 Introduction
Metal-alkane σ-complexes are commonly proposed as coordination intermediates, either
as a prelude to oxidative addition or as a result of reductive coupling.1-5 For alkanes, because their
interaction with metal centers are weak, these intermediates have generally been proposed based
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on experimental isotope effects,6-7 time-resolved IR,8-12 or static density functional theory (DFT)
calculations,13-29 and, more recently, X-ray characterization.30-34 For methane, Brookhart and coworkers reported that protonation of the (PONOP)Rh−methyl complex (1) stimulated reductive
coupling to the NMR-characterized [(PONOP)Rh(CH4)]+ σ-complex (2, Figure 3-1a).35-41 Static
DFT calculations indicate that 2 is ∼8 kcal/mol lower in energy than 1, and that this σ-complex

has an unsymmetrical η2-C,H interaction between methane and Rh. A transition-state barrier of <1
kcal/mol was identified for the interchange of coordinating C–H bonds, which is consistent with
methane tumbling in the Rh coordination sphere, presumably after reductive coupling or reductive
elimination and recoordination.
Previously, we used quasiclassical direct dynamics simulations to characterize the
oxidative addition and reductive coupling/elimination mechanism for reactions between methane
and [Cp*(PMe3)Ir(CH3)]+.42 These simulations revealed that the Ir–H oxidative addition
intermediate is bypassed in some trajectories. More importantly, despite being a DFTcharacterized structure, the weakly bound Ir–methane σ-complex resulting from reductive
coupling was always bypassed leading to reductive elimination/dissociated methane, which means
that this complex would only result from a solvent cage. This discovery prompted us to investigate
the generality of dynamical skipping of σ-complexes, especially for methane complexes.
Therefore, we examined the dynamics of protonation-induced reductive coupling of 1 to 2.
This reaction was of significant interest to us because the Rh–methane σ-complex is exothermic
relative to the Rh−methyl hydride (1-H) and has an ∼15 kcal/mol barrier for methane dissociation.

We initially assumed there would be three major outcomes from trajectories emanating from the
reductive coupling transition state for 1-H. The blue trajectory in Figure 3-1b represents a scenario
where 1-H smoothly leads directly to 2, presumably followed by methane tumbling within the Rh
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Figure 3-1: (a) Protonation-induced reductive coupling of methane from 1 reported by Brookhart and coworkers with a proposed Rh−methyl hydride intermediate (1-H). (b) Qualitative reductive
coupling/elimination surface showing three possible dynamics trajectories. The blue trajectory connects
the reductive coupling transition state with the Rh–methane σ-complex 2. The black trajectory samples
but ultimately skips 2 and leads to methane dissociation. The green trajectory completely bypasses 2
resulting in methane dissociation.

metal center. The black trajectory shows a scenario where reductive coupling first leads to 2, but
similar to the Ir case would not stop and result in reductive elimination with methane dissociation.
The green trajectory represents a scenario where methane dissociation occurs and the Rh–methane
σ-complex is bypassed with little or no sampling of structure 2, which can be considered direct
reductive elimination.
Here, we report reductive coupling/reductive elimination pathway sampling using DFT
quasiclassical direct dynamics simulations. Our simulations revealed that in >90% of trajectories,
31

the Rh−methyl hydride 1-H leads to the Rh–methane σ-complex 2 without methane dissociation,
which should be considered reductive coupling and is dramatically different than our previous
report for Ir methyl hydride reductive elimination.42 This indicates that the σ-complex is
dynamically directly connected to the reductive coupling transition state and not necessarily the
result of rebound induced from a solvent cage. However, unanticipated from the static DFT energy
surface, nearly all reductive coupling trajectories leading to 2 showed unexpected paddle ball
motion where methane began to leave the Rh coordination sphere, but then returned to the σcomplex, which blurs the distinction between reductive coupling and reductive elimination. In
many trajectories, multiple paddle ball oscillations occurred. These dynamics simulations also
revealed the fast tumbling motion for the Rh–methane σ-complex, which generally alternated
between η1-C,H- and η2-C,H-type interactions between Rh and methane.

3.3

Results and Discussion
To begin quasiclassical direct dynamics simulations, we examined the static potential

surface for reductive coupling of 1-H to 2 and elimination to separated [(PONOP)Rh]+ and
methane using M06/def2-TZVP//M06/6-31G**[LANL2DZ for Rh] in Gaussian 09 (Figure 32).43-49 Similar to the report by Brookhart, Schauer, and co-workers using PBE0 DFT,35-37 we
located TS1 that is a three-centered Rh−methyl hydride reductive coupling transition-state
structure that leads to 2 by an intrinsic reaction coordinate (IRC) calculation. While ΔE‡ for TS1
is <1 kcal/mol, this structure is a fully characterized first-order saddle point with an imaginary
frequency of −384 cm–1, representing the reductive coupling reaction coordinate. Because of the
low ΔE‡ value on the potential surface, and the standard rigid rotor harmonic oscillator
approximation, the static DFT approximation shows slightly negative ΔH‡ and ΔG‡ values, and
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therefore TS1 might be described as a quasiclassical barrier. In TS1, the Rh–H partial bond
distance is 1.53 Å, and the Rh–C and C–H partial distances are 2.11 and 1.89 Å. We also examined
possible alternative transition states, such as direct methyl group protonation by [(Et2O)H]+ and
[(CHFCl2)H]+, but no first-order saddle point structure was located.

Figure 3-2: M06/def2-TZVP//M06/6-31G**[LANL2DZ for Rh] energy landscape for reductive coupling
of methane from 1-H to result in the Rh–methane σ-complex 2 and then methane dissociation. Electronic
energy is not ZPE corrected.

Relative to 1-H, with M06, the σ-complex 2 is 18.7 kcal/mol lower in energy. Our M06
structure of 2 mirrors Brookhart, Schauer, and co-workers previously reported PBE0 structure with
two C–H bonds engaged with Rh in what is best described as an unsymmetric η2-C,H-type
interaction with Rh–H interaction distances of 1.97 and 2.25 Å.35-37 The Rh–C interaction distance
is 2.48 Å. From 2, the ΔE for methane dissociation is 17.4 kcal/mol.
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For organometallic reactions, most previous ab initio molecular dynamics simulations used
constrained Car–Parrinello simulations with no quantization of vibrational modes.50-57 In our
previous work examining the oxidative addition/reductive elimination mechanism of reaction
between methane and [Cp*(PMe3)IrIII(CH3)]+, we showed that only with inclusion of zero-point
energy (ZPE) through quasiclassical direct dynamics simulations was it possible to observe
bypassing of an Ir–H intermediate. Therefore, we performed direct dynamics calculations using
our DynSuite42 program that interfaces with Gaussian 09 for frequency and force calculations
using M06/6-31G**[LANL2DZ for Rh]. The ωB97X-D58/def2-SVP method gave qualitatively
similar trajectory results. DynSuite is similar to other direct dynamics programs, such as Progdyn
and Venus.59-60 Trajectories were initiated by creating a vibrationally averaged velocity
distribution of TS1 at the experimental temperature of −110 °C.35-37 This was carried out by
including ZPE and vibrational partition functions to determine mode excitation at −110 °C. The
transition-state vibrational mode was treated as a vibrational mode with 2 cm–1 of energy and
assigned the direction to progress toward structure 2 for forward trajectories and toward 1-H for
reverse trajectories. All vibrational energy was included as atomic velocities at the equilibrium
structure. Each trajectory was propagated using a Verlet integration algorithm with a 1 fs time step
for approximately 1000 fs.
Similar to the qualitative depiction in Figure 3-1b, examination of the 98 trajectories
initiated at TS1 showed that 93 ended after approximately 1000 fs with a geometry that can be
considered a Rh–methane σ-complex where the Rh–C distance is <3.5 Å. This large amount of
trajectories leading to a σ-complex is consistent with the relatively deep >18 kcal/mol potential
energy well for intermediate 2 relative to separated [(PONOP)Rh]+ and methane. This contrasts
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the situation of the [Cp*(PMe3)Ir(CH3) (CH4)]+ σ-complex that is always skipped due to its very
shallow potential energy well of approximately 1 kcal/mol.42
However, despite the steep energy drop from TS1 to 2, 5 out of the 98 trajectories did not
end with a Rh–methane σ-complex structure after approximately 1000 fs. The ending structures of
these trajectories had Rh–H distances >7 Å where methane should be considered fully dissociated.
While only a minor amount of trajectories led to methane dissociation, this pathway diversion may
be considered a dynamical pathway bifurcation61-62 because close inspection showed that in these
trajectories, a σ-complex structure was not sampled for any significant time period (see below),
and this should be considered direct dynamical reductive elimination. Post-transition state pathway
bifurcations are known for organic reactions, but they are rare for organometallic reactions.63-66 In
this case, this means that the static DFT energy surface and IRC pathway does not fully account
for all reaction pathways and the Rh–methane σ-complex intermediate can be completely
bypassed, although in only a minor amount of trajectories.
Figure 3-3 shows snapshots for one of these five trajectories that does not sample structure
2. This set of trajectory frames shows that after just 100 fs, methane is beginning to leave the Rh
coordination sphere and by 300 fs, methane moved beyond the tBu phosphine groups. By 800 fs,
the methane hydrogens are >7 Å away from Rh, thus methane should be considered completely
separated species. Because the methane complex is thermodynamically more stable than separated
methane and [(PONOP)Rh]+, it is possible that with explicit solvent modeling, there would also
be trajectories where methane will reverse its course rather than eliminating and rebound back to
the methane complex.
Figure 3-4 shows snapshots for one of the 93 trajectories that led to 2. Importantly, these
time frames reveal that from the transition state to 300 fs, methane has motion that potentially
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Figure 3-3: Time-frame (fs) snapshots for one representative dynamical direct reductive elimination
trajectory commencing from TS1 leading to methane dissociation.

leads to dissociation, but then, between 300 and 500 fs, methane returns to the Rh metal center in
what is best described as paddle ball motion. For the remaining 500 fs, this paddle ball motion
occurs two more times before ending at the Rh–methane σ-complex structure. This paddle ball
motion occurs in the majority of the 93 trajectories that led to 2. Figure 3-5 plots the Rh–C distance
time course for all 98 trajectories emanating from TS1. The top five green trajectories generally
displayed the largest initial velocities of the methane carbon movement away from the Rh center
and therefore led to methane dissociation. The bottom blue 93 trajectories show the formation of
2 through paddle ball motion, where the Rh–C distance increases to ∼4 Å and then decreases back
to ∼2.5 Å, which is close to the distance in the static structure of 2.
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Figure 3-4: Time-frame (fs) snapshots for one representative reductive coupling trajectory commencing
from TS1 with paddle ball motion leading to the σ-complex 2.

Figure 3-5: Time-course (fs) plot of trajectories vs Rh–C distance (Å) initiated at the reductive coupling
transition state TS1. Blue lines represent trajectories leading to the Rh–methane σ-complex 2. Green lines
represent trajectories leading to methane dissociation.
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While most trajectories have 2–3 paddle ball back-and-forth motions, there are some
trajectories where during the first 500 fs, methane nearly dissociates, but then returns and so only
one paddle motion occurs within 1000 fs. Especially for these trajectories with a large paddle-ball
Rh–C distance amplitude, the distinction between reductive coupling and reductive elimination
mechanisms is blurred. Figure 3-6 also displays this paddle ball motion by plotting the Rh–H
distance along each trajectory time step. Interestingly, inspection of this plot showed that in many
trajectories, while the Rh–C distance oscillated, the Rh–H distance stayed relatively constant at
approximately 4 Å after approximately 500 fs. This indicated that the hydrogen that was eliminated
from Rh to make the new C–H bond was not the hydrogen atom of methane to interact with Rh
upon return, which suggests methane tumbling motion is correlated with paddle ball motion.

Figure 3-6: Time-course (fs) plot of trajectories vs Rh–H distance (Å) initiated at the reductive coupling
transition state TS1. Blue lines represent trajectories leading to the Rh–methane σ-complex 2. Green lines
represent trajectories leading to methane dissociation.

To showcase the correlated paddle ball and tumbling motions, Figure 3-7 plots all Rh–H
distances for a representative paddle ball trajectory leading to 2, and the time-frame snapshots are
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shown in Figure 3-8. In this case, the new C–H bond is formed with hydrogen 1 within 50 fs after
the reductive coupling transition state. The tumbling motion begins rapidly after C–H bond
formation, which is consistent with the <1 kcal/mol activation barrier for hydrogen interchange
previously reported based on static DFT calculations.35-37 Just after 50 fs, hydrogen 2 moves closer
to the Rh with a Rh–H2 distance of <2 Å, and the Rh–H1 distance increases to >3.5 Å. The Rh–
H2 distance remains the shortest of all Rh–H distances between 50 and 350 fs. Just before 400 fs,
the Rh–H1 resumes having the shortest of all Rh–H distances. Beginning at about 600 fs, the Rh–
H4 distance decreases and until 1000 fs, both Rh–H1 and Rh–H4 have distances of ∼2.5 Å. At

150 fs, the C–H1 bond is formed, and the coordination structure is η1-C,H. At 300 fs, the C–H1–
Rh angle is nearly linear. At 450 fs, the structure returns back to η1-C,H, and then after 600 fs, it
becomes η2-C,H. Because the paddle ball and tumbling motions are correlated, during the entire
trajectory shown in Figure 3-7 and Figure 3-8, there is always a Rh–H distance <2.5 Å. However,
in many trajectories, the Rh–H distances are >4.0 Å.

Figure 3-7: Time-course (fs) plot of a reductive coupling trajectory showing Rh–H distances (Å). 3D
structures and hydrogen labels for this trajectory are shown in Figure 3-8.
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Figure 3-8: Time-frame (fs) snapshots of a representative trajectory involving reductive coupling followed
by methane tumbling. See Figure 3-7 for plotted Rh–H distances.

We also examined the influence of temperature on the ratio of trajectories resulting in the
Rh–methane σ-complex versus methane dissociation. At the experimental temperature of −110 °C,
5% of trajectories led to methane dissociation. Increasing the dynamics simulation temperature to
125 °C resulted in approximately 20% of trajectories leading to methane dissociation. At 277 °C,
approximately 30% of trajectories led to methane dissociation. This suggests that the mechanism
of reductive coupling versus direct reductive elimination is temperature sensitive.
We also examined the impact of changing the tert-butyl phosphine groups to less bulky
methylphosphine groups. In this case, trajectories were launched from the Rh−methyl hydride
intermediate rather than the transition state because this static structure was not readily located.
Figure 3-9 plots 18 trajectories. A total of 17 out of the 18 trajectories progressed with paddle ball
motion toward the Rh–methane σ-complex, which indicates that this motion is due to the Rh metal
center with pincer coordination and not due to the bulky tert-butyl phosphine groups. Also, as
suggested by Figure 3-7, this paddle ball motion is likely determined by the ability of the methane
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hydrogen atoms to interact with the Rh metal center. The purple line in Figure 3-9 shows the
single trajectory that led to methane dissociation.

Figure 3-9: Time-course (fs) plot of trajectories vs Rh–C distance (Å) initiated at the Rh−methyl hydride
structure with methylphosphine ligands. Blue lines represent trajectories leading to the Rh–methane σcomplex. The purple line represents one trajectory leading to methane dissociation.

In addition to following reactive trajectories in the direction from TS1 to 2, we also
examined the reverse direction toward 1-H. Figure 3-10 shows that because 1-H resides in a very
shallow potential energy well, there is generally fast reversal back to TS1 and onto 2. Most
trajectories recrossed TS1 within 300 fs. After recrossing TS1, these trajectories showed very
similar behavior to trajectories that began at TS1; most trajectories led to 2 with paddle ball motion
and a few led to direct reductive elimination.

3.4

Conclusions
Quasiclassical direct dynamics simulations were used to examine reaction pathways for

protonation-induced reductive coupling of (PONOP)Rh–methyl complex 1. The majority of
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Figure 3-10: Time course (fs) plot of DynSuite reverse trajectories versus Rh-C distance (Å) initiated at
the reductive coupling transition state TS1.

trajectories led to Rh–methane σ-complex 2 but with unanticipated paddle ball motion that is
correlated to methane tumbling sampling η1-C,H-and η2-C,H-type structures. While the majority
of reaction trajectories led to the Rh–methane σ-complex, there was dynamical bifurcation with
approximately 5% of trajectories that did not sample this structure and resulted in direct methane
reductive elimination/dissociation at low temperatures and this increased significantly at higher
temperatures. It is possible that the amount of trajectories with methane dissociation will change
if explicit solvation is considered. Also, in the future, it will be interesting to examine the impact
of explicit solvation, and the metal center (e.g., Ir), on the paddle ball motion found in the majority
of trajectories.
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CHAPTER 4: Timing and Structures of σ-Bond Metathesis C–H Activation Reactions
from Quasiclassical Direct Dynamics Simulations

4.1 Abstract
Metal-mediated σ-bond metathesis and σ-complex-assisted metathesis (σ-CAM) reactions
represent a major class of alkane C–H activation reactions. Here, we present quasiclassical direct
dynamics trajectories that analyze the structures and lifetimes of transition states and intermediates
during Lu, Ir, and W metathesis reactions. This provides insight into the influence of atomic
momentum on reaction mechanisms and whether there are nonintrinsic reaction coordinate (nonIRC) and nonstatistical pathways. For the archetype σ-bond metathesis between methane and
(Cp*)2Lu(CH3), trajectories showed this reaction to be an example of a highly concerted process
with extremely rapid traversal of the transition-state region without significant Lu–H vibration.
Despite our locating a (Cp*)2Lu(CH3)(CH4) σ-complex on the potential-energy surface, this
structure is always dynamically skipped, consistent with early speculation about this reaction. For
the reaction of methane with (acac)2Ir(CH3), in contrast to previous DFT studies, a two-step
oxidative cleavage/reductive coupling set of transition states were located. However, in contrast
to the IRC motion for these reaction steps, trajectories reveal complete skipping of the Ir–H
intermediate, although with a few Ir–H oscillations. This reaction generally, but not always, forms
a σ-complex, so the term σ-CAM is a reasonable description. For the reaction of methane and
(Cp*)(CO)2W(BCat), only about half of the trajectories show a methane σ-complex prior to C−H
bond cleavage. After the single metathesis transition state a highly fluxional HBCat coordination
intermediate is formed.
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4.2 Introduction
Metal-mediated C–H bond activation is a general step in the functionalization of unreactive
hydrocarbons.1,2 C–H activation reactions have been demonstrated across the periodic table with
d-block, p-block,3 and f-block4 metal complexes. Applications range from methane hydroxylation
to synthetic installation of functional groups in complex compounds.5-8 There are two common
mechanistic extremes of C–H activation reactions where the bond is broken and the hydrogen
transferred to a metal ligand. The first mechanism involves a two-step sequence of oxidative
cleavage and reductive coupling with an intervening metal–hydride intermediate (Figure 4-1a).9
On this energy landscape, a σ-complex is generally proposed to precede oxidative cleavage and
follow reductive coupling. The second common mechanism of C–H activation involves σ-bond
metathesis where there is a single transition state without a metal–hydride intermediate (Figure 41b).10,11 This type of mechanism was originally proposed based on the reaction of (Cp*)2Lu(CH3)
with alkane isotopomers reported by Watson because no covalent metal–hydrogen interaction is
possible due to the lack of oxidatively available d-electrons.12-16 Interestingly, for this Lu reaction,
it was assumed that no σ-complex precedes the one-step transition state for metathesis.
Modern examples of metal-mediated σ-bond metathesis almost always propose either a
weak or strong σ-complex, and these types of reaction mechanisms are often differentiated from
the Lu reaction with the term σ-complex-assisted metathesis (σ-CAM).17 The proposal of σcomplexes is typically based on isotope effects,18,19 time-resolved IR,20-22 potential-energy/static
density functional theory (DFT) calculations,23-27 and X-ray structures.28-32 In addition to
differences between the σ-bond metathesis mechanism without a σ-complex and the σ-CAM
mechanism with a σ-complex, there has been demarcation of reactions based on the nature of
bonding in transition-state structures.9 Figure 4-1c depicts the continuum of transition states
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Figure 4-1: (a) Qualitative Outline of an Energy Landscape and Key Structures for Metal-Mediated C–H
Activation Involving the Two-step Sequence of Oxidative Cleavage and Reductive Coupling; (b)
Qualitative Outline of an Energy Landscape and Key Structures for a One-step σ-Bond Metathesis
Mechanism With σ-Complexes Flaking the Transition State, Which is Often Referred to as a σ-CAM
Mechanism; (c) Continuum of Bonding Arrangements for Metal-Mediated Alkane C–H Activation (R =
alkyl group. R′ = alkyl or heteroatom.)
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identified for σ-bond metathesis and σ-CAM mechanisms. Most interesting, flanked by the
extremes of oxidative cleavage with a forming metal–hydrogen bond and the traditional depiction
of σ-bond metathesis with no metal–hydrogen interaction, there are several transition states with
significant metal–hydrogen bonding. To date, understanding of these σ-bond metathesis and σCAM mechanisms has been with static DFT calculations of structures located on potential-energy
surfaces and reaction pathways mapped by intrinsic reaction coordinate (IRC) calculations, which
do not reveal the influence of the metal–hydrogen interaction and always lead to σ-complexes.
While IRCs are useful to identify connections on potential energy surfaces through a
steepest decent-type approach, as formulated by Fukui,33 each point along an IRC pathway is
vibrationless and rotationless and has an infinitesimal velocity. Stated another way, the potentialenergy landscape and IRC only provide a possible average of structures that ascend to and descend
from the transition-state structure. Our group is interested in the dynamics of metal-mediated
reactions, especially for the purpose of identifying reactions with significant non-IRC or
nonstatistical intermediates that generally cannot be predicted by static structures on potentialenergy surfaces. In our previous direct dynamics study of the C–H activation reaction between
methane and [Cp*(PMe3)Ir(CH3)]+, we found that while the DFT energy landscape showed a twostep oxidative cleavage/reductive coupling mechanism, dynamics revealed a mixture of the twostep

mechanism

and

a

new

dynamical

one-step

mechanism

that

skipped

the

[Cp*(PMe3)Ir(H)(CH3)2]+ intermediate.34,35 Change of the metal from Ir to Rh revealed a scenario
with only a dynamical one-step mechanism.36 We have also recently shown using direct dynamics
simulations that although a single IRC reaction pathway was identified by DFT potential-energy
calculations

for

the

isomerization

of
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[Tp(NO)(PMe3)W(η2-benzene)]

and

[Tp(NO)(PMe3)W(H)(Ph)] isomers, direct dynamics simulations identified several new non-IRC
reaction pathway connections due to the flat energy landscape.37
Because of the many different σ-bond metathesis and σ-CAM reactions and their
differences in σ-complexes and transition-state structures, we performed direct dynamics
simulations to determine if they have similar or different dynamics trajectory profiles and if there
are non-IRC reaction pathways or nonstatistical intermediates. We focused on Lu, Ir, and W
metathesis reactions shown in Figure 4-2 because of the differences in transition states and
potential-energy landscapes. The reaction between methane and (Cp*)2Lu(CH3) is an archetype
metathesis transformation and originally proposed to have a single transition state and generally
assumed not to have a σ-complex (Figure 4-2a). Previously disclosed potential-energy structures
for this reaction show no significant Lu–H bonding in the transition state.38,39 In contrast to the Lu
metathesis reaction, the σ-CAM reaction between methane and (acac)2Ir(CH3) provides an
example where there is a σ-complex [(acac)2Ir(CH3)(CH4)] and the previously reported one-step
transition-state structure revealed significant Ir–H bonding (Figure 4-2b).40-41 The Ir–H interaction
is so significant that the term oxidative hydrogen migration has been applied to describe this
transformation. The σ-CAM reaction between methane and (Cp*)(CO)2W(BPin) provides an
example where a boryl group, rather than a methyl group, accepts the transferring hydrogen.42 In
this case, while there is a σ-complex before the one-step metathesis transition state, the resulting
HBPin is significantly different from the methane σ-complex.
Overall, DFT direct dynamics trajectories of these Lu, Ir, and W metathesis reactions
provided key insights into the timing of bonding changes and mechanisms. For example, the σbond metathesis between methane and (Cp*)2Lu(CH3) is indeed an example of a highly concerted
reaction with extremely rapid traversal of the transition-state region without significant Lu–H
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Figure 4-2: σ-Bond Metathesis Reactions Examined with Direct Dynamics Trajectories in This Work.

vibrations. Also, despite the location of the (Cp*)2Lu(CH3)(CH4) σ-complex with DFT, this
structure is always dynamically skipped. For the reaction of methane with (acac)2Ir(CH3), in
contrast to previous DFT calculations, our DFT calculations show a two-step energy landscape,
but dynamics trajectories show a dynamical one-step mechanism, although with some Ir–H
oscillations. For the metathesis reaction of methane and (Cp*)(CO)2W(BCat), only half of the
trajectories show significant lifetime of a methane σ-complex prior to C−H bond cleavage and
after very fast hydrogen transfer to the BCat ligand a fluxional HBCat coordination intermediate
is formed.
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4.3

Computational Approach and Methods
DFT structures for energy landscapes were optimized in Gaussian 0943 with the M0644

functional using the 6-31G**[LANL2DZ for Ir, and W, SDD for Lu] basis set. The 631G**[LANL2DZ] basis set gave nearly identical structures and relative energies of stationary
points compared with Def2-type basis sets. All structures and energies were evaluated with an
ultrafine integration grid. Thermochemical corrections for enthalpies and Gibbs free energies were
applied using the standard rigid rotor-harmonic oscillator approximation.
In transition-state-type statistical theories, the structures located on the potential-energy
surface provide a representation of the average molecular trajectory for a reaction because it is
assumed that there is fast equilibration between atomic kinetic energy and vibrational modes
leading to complete intramolecular vibrational energy redistribution (IVR).45-49 Direct dynamics
trajectories provide the ability to examine this assumption by directly evaluating time-dependent
geometry changes, which can identify non-IRC and nonstatistical reaction pathways.50-54 Direct
dynamics trajectories are advantageous because forces needed for propagation of trajectories are
evaluated at every time step with DFT. Trajectory calculations in this work were carried out in
Gaussian 0943 with M06/6-31G**[LANL2DZ] and the ultrafine integration grid. From each σbond metathesis and σ-CAM reaction transition state, initialization of quasiclassical trajectories
was done using local mode and thermal sampling at 298 K, which includes zero-point energy
(ZPE). Energy was added both as kinetic energy (initial velocities) and potential energy (geometry
distortion). Trajectories were propagated in mass-weighted Cartesian velocities with an
approximate average step between 0.35−0.55 femtoseconds (fs), which we previously showed for
organometallic reactions is a short enough time step to give results identical to time steps as small
as 0.25 fs.34,35 Forward trajectories were launched so that the transition-state vibrational mode was
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followed in the direction for increasing the length of the breaking methane C–H bond. Reverse
trajectories followed the direction of decreasing this C–H bond length. Both the gradient and
Hessian were updated at each time step.
4.4

Results and Discussion
In 2003, Cramer used B3LYP and mPWPW91 density functionals to determine structures

and energies for σ-bond metathesis reactions between methane and Sc, Y, and Lu-based
metallocenes [Cp*2M(CH3)].38,39 Cramer’s DFT data suggest that the formation of a tuck-in
complex is 5–10 kcal/mol higher than the bimolecular σ-bond metathesis pathway (Figure 4-1b
and Figure 4-3a). The B3LYP DFT method predicted a σ-bond metathesis barrier nearly double
the experimental enthalpy value of 11.6 kcal/mol for (Cp*)2Lu(CH3), although the data for this
experimental barrier estimate to our knowledge were never fully published. Cramer suggested that
tunneling corrections might account for the difference between the B3LYP calculated and
experimental barriers. Cramer evaluated a one-dimensional tunneling estimate, which lowered the
barrier by ∼7 kcal/mol. Subsequent to the Cramer study, Eisenstein and Maron used B3PW91 to
examine the σ-bond metathesis between methane and (Cp*)2Lu(CH3) and reported an activation

enthalpy of 19.8 kcal/mol.55,56
Cramer also examined the σ-bond complex prior to and after the one-step transition state.
The use of model chloride ligands rather than Cp* groups resulted in the location of relatively
stabilized methane σ-complexes. However, with Cp* ligands, as expected due to the larger donor
capacity of the ligand, Cramer described the located σ-complexes as very loose, very weak van
der Waals-type complexes.
Our M06 energy landscape is different from the previous B3LYP and B3PW91 surfaces.
Figure 4-3a shows the M06 energy landscape for reaction between (Cp*)2Lu(CH3) and methane.
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Figure 4-3: M06/6-31G**[LANL2DZ for Lu, Ir, and W] Energy Landscapes for the Reactions of
Methane with (a) (Cp*)2Lu(CH3), (b) (acac)2Ir(CH3) (Methyl Groups Were Omitted from the acac Ligand
Structure), and (c) Cp*(CO)2W(BCat) (Energies in kcal/mol.)

With M06, the methane σ-bond complex [(Cp*)2Lu(CH3) (CH4)] 2-Lu is exothermic relative to
separated (Cp*)2Lu(CH3) 1-Lu and methane. Previous DFT values for 2-Lu showed this σ56

complex to be higher in enthalpy than separated structures. This is likely because previous DFT
functionals did not significantly account for dispersion interactions. With M06, the ΔH‡ value for
TS1-Lu relative to separated 1-Lu and methane is 12.3 kcal/mol, which is close to the
experimental value of 11.6 kcal/mol. However, the ΔH‡ value for TS1-Lu relative to 2-Lu is 17.1
kcal/mol, which is potentially too large compared to that of the experiment. These M06 values
change by less than 2 kcal/mol with very large basis sets, such as def2-TZVPP, or with the
continuum cyclohexane solvent. We have also compared our M06 results to DLPNO–CCSD(T)
values. Despite the enthalpy of 2-Lu being lower than that of 1-Lu, the Gibbs energy surface
suggests that this σ-complex is higher in energy.
As demonstrated by Cramer, there is the possibility of tunneling impacting the rate of this
Lu σ-bond metathesis reaction. While we could not find an experimental kH/kD kinetic isotope
effect (KIE) for the reaction between methane and (Cp*)2Lu(CH3), Watson reported a kH/kD
estimate of 5.5 for the reaction between (Cp*)2Lu(CH3) and benzene-d6.12,13 Using zero-point
energies from the benzene and benzene-d6 versions of TS1-Lu, our calculated KIE value is 4.1,
which is close to the experimental value, which suggests that our quasiclassical dynamics
trajectories presented later that do not include tunneling effects likely portray the major kinetic
pathway.
The σ-bond metathesis reaction between [(acac)2Ir(CH3)(pyridine)] and a variety of
alkanes was demonstrated by Periana.57-62 Based on experimental studies, it was proposed that the
reactive species (acac)2Ir(CH3) (1-Ir) induces a C–H bond metathesis process through either the
one-step σ-bond metathesis mechanism or the two-step oxidative cleavage/reductive coupling
sequence. B3LYP DFT calculations were used to locate a one-step σ-CAM transition state that is
symmetric for the C–H bond breaking and C–H bond forming and with a short and strong Ir–H
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interaction. Also, this single transition state showed a direct potential-energy connection to a σcomplex.
In contrast to the Lu metathesis reaction, with M06, the [(acac)2Ir(CH3)(CH4)] σ-complex
2-Ir is both exothermic and exergonic relative to 1-Ir and methane. With expectations based on
the previous B3LYP calculations, we were surprised when our M06 calculations located the
(acac)2Ir(H)(CH3)2 structure 3-Ir and an unsymmetrical oxidative cleavage and reductive coupling
transition state TS1-Ir. This implies that caution should be exercised when defining a one-step
versus two-step potential-energy mechanism when using just a single density functional method.
Additionally, our own use of B3LYP showed a two-step mechanism and not a one-step
mechanism. More importantly, 3-Ir is only 0.1 kcal/mol above TS1-Ir on the electronic energy
surface, and this intermediate is 0.4 and 0.2 kcal/mol higher than TS1-Ir on the enthalpy and Gibbs
surfaces, respectively, which suggests a very flat energy surface in the region of the structure and
that the lifetime of this intermediate will be significantly influenced by dynamic effects.
One of the most prominent examples of a metal–boryl complex inducing C–H activation
through a σ-CAM mechanism involves the reaction of photo-generated (Cp*)(CO)2W(BR2) with
alkanes reported by Hartwig and Waltz.63-66 B3LYP DFT transition states by Hall revealed a onestep σ-CAM mechanism that avoids formal W oxidation.67 DFT calculations also provided
evidence for the σ-complex [(Cp*)(CO)2W(B(OR)2)(RH)] before the metathesis transition state
and the borane σ-complex [(Cp*)(CO)2W(R)(HB(OR)2)] after the transition state. The σ-CAM
transition state was described as a three-center four-electron process with a small amount of metal–
hydride bonding. After the borane σ-complex [(Cp*)(CO)2W(R) (HB(OR)2)] is formed, it
rearranges to then undergo a second σ-CAM transition state to generate the alkylborane product.
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Our M06 calculated potential-energy landscape for the reaction of methane and
(Cp*)(CO)2W(CH3) is shown in Figure 4-3c. The enthalpy barrier from 2-W to TS1-W is 11.7
kcal/mol, which is very similar to the B3LYP barrier reported by Hall. The only significant
difference between the previous B3LYP energy surface and the M06 surface is that the
(Cp*)(CO)2W(CH3)(HBCat) complex is close to the energy of the methane σ-complex, while on
the B3LYP surface, this structure is several kcal/mol endothermic.
Prior to our work, only a single study examined dynamic motion of a σ-bond metathesis
reaction with Lu. Maron used Car–Parrinello-type molecular dynamics, which is significantly
different from the quasiclassical trajectories used in this work, to examine the model reaction
between Cl2Lu(H) and Cl2Lu(CH3) with H2.68 In Maron’s work, the focus was on comparing static
potential-energy structures and their thermodynamic and kinetic values with those obtained from
Car–Parrinello dynamics. This Car–Parrinello study did suggest that the energy surface
surrounding the transition state is relatively flat, although it was unclear if this was a result of using
model chloride ligands rather than Cp* ligands.
A total of 52 quasiclassical trajectories for the reaction between methane and
(Cp*)2Lu(CH3) were initiated at TS1-Lu and propagated in forward and reverse directions. Only
1 out of 52 trajectories showed recrossing and began forward progression of the hydrogen to the
methyl ligand and then reversed course and returned to forming the original methane C–H bond.
A representative non-re-crossing trajectory is shown in Figure 4-4. The first snapshot (step 1)
begins at the transition state. Within 100 steps, with an average time step of ∼0.35 fs, the hydrogen

from methane is fully transferred to the methyl ligand. From step 100 to 250 the newly formed
methane directly dissociates from the Lu metal center without significant loitering at a σ-complex.
To inspect the timing of hydrogen transfer and methane dissociation, Figure 4-5 plots the Lu–H
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distance versus trajectory step for all forward trajectories from the transition state. In all cases,
between 35 and 50 fs, the hydrogen is completely transferred to the methyl ligand and methane
dissociation begins. Between 50 and 175 fs, the methane is within the van der Waals distance, but
there is constant, nearly uninhibited motion of methane away from the Lu metal center. By 150 fs,
every trajectory shows complete methane dissociation. This suggests that this reaction should be
regarded as an extremely fast concerted σ-bond metathesis process with no significant lifetime of
a σ-complex despite its location on the potential-energy surface. Further evidence for the
description of a highly concerted hydrogen transfer comes from the analysis of Lu–H vibrational
oscillations during transfer. Between the transition state and when the Lu–H distance exceeded
2.25 Å, there were only on average 1.6 bond oscillations, revealing no significant lifetime of an
oxidized Lu–H intermediate. As a comparison, we also examined 20 trajectories for the reaction
between methane and (Cp*)2Sc(CH3). These trajectories showed nearly identical behavior to the
Lu trajectories with extremely fast traversing of the transition-state zone and uninhibited extrusion
of methane from the Sc metal center. Importantly, these are gas-phase transition states and
trajectories and show the intrinsic skipping of the σ-complex. Stating another way, the Lu and Sc
metal centers do not provide enough attraction to keep the methane tightly coordinated after the
motion of the transition state. However, it is possible that trajectories with explicit cyclohexane
solvent would show a cage effect where methane would return to the metal center by rebounding
from collision with the solvent cyclohexane, but it is not clear if this would lead to a long-lived σcomplex intermediate.
The skipping of the σ-complex 2-Lu is somewhat similar to what we previously found for
the reaction between [Cp*(PMe3)Ir(CH3)]+ with methane but very different from what we found
for the methane reductive elimination from [(PONOP)Rh(H)(CH3)]+. Importantly, direct methane
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Figure 4-4: Snapshots of a representative trajectory initiated at the σ-bond metathesis transition state
TS1-Lu. Each trajectory time step is on average 0.35 fs.

dissociation occurs in both the forward and reverse reaction directions. This indicates that there is
no long-lived σ-complex and that thermodynamics and kinetics should be based on a comparison
between dissociated methane and (Cp*)2Lu(CH3) and that the complex [(Cp*)2Lu(CH3)(CH4)]
likely does not contribute to the experimental activation enthalpy measurement. From this
perspective, the M06 enthalpy barrier of 12.3 kcal/mol is close to the experimental value.
Temperature corrections do not significantly change the barrier height estimate. However, this
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Figure 4-5: Lu–H distance for each trajectory in the forward direction starting at the transition state, TS1Lu. Red trajectories progress to complete dissociation in the forward direction, while lavender trajectories
recross. Each trajectory time step is on average 0.35 fs.

DFT value is likely fortuitously close to the value of the experiment since DLPNO–CCSD(T)69,70
energies for 1-Lu to TS1-Lu show several kcal/mol higher barrier. While tunneling is likely to
occur in this reaction, as demonstrated from Cramer’s estimate, this type of reaction mechanism
is unlikely to dominate the reaction mechanism. However, from one perspective, a tunneling-type
mechanism in the vicinity of the transition-state zone likely enhances the description of this
reaction be a concerted, one-step, extremely fast σ-metathesis pathway. The lack of recrossing
with a relatively flat transition-state zone also suggests a highly concerted mechanism.
A total of 55 quasiclassical trajectories for the reaction between methane and
(acac)2Ir(CH3) were initiated at TS1-Ir and propagated in forward and reverse directions. Figure
4-6 plots the breaking methane C–H bond distance versus trajectory steps, which are on average
0.55 fs. In contrast to the Lu σ-bond metathesis reaction that showed very little recrossing, Figure
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4-6 shows that nearly 1/3 of Ir trajectories (lavender color) recross. All the non-recrossing
trajectories (green and red) show a relatively rapid increase from ∼1.5 to >2.5 Å between the
transition state and ∼110 fs (200 time steps). This indicates that while the (acac)2Ir(H)(CH3)23-Ir

structure was located on the potential-energy surface, this intermediate is skipped. With all
trajectories showing the Ir–H intermediate skipped, this contrasts with the reaction
[Cp*(PMe3)Ir(CH3)]+ with methane where only about 10% of the trajectories skip the oxidized
intermediate. While the Ir–H intermediate is skipped, it is not as concerted as the Lu reaction.
During these skipping trajectories, from TS1-Ir to the formation of the new C–H bond, there are
on average approximately five Ir–H oscillations, although this should not be considered an
intermediate since no significant IVR occurs.
From 200 time steps (∼110 fs) to 400 time steps (∼220 fs), the breaking methane C–H
distance continues to increase and two different types of trajectories become apparent. The
majority green trajectories result in the formation of the σ-complex with a C–H distance fluctuating
between ∼3 and 5 Å. This fluctuation occurs due to the tumbling motion of methane and

scrambling of the C–H bond that is closest to the Ir metal center. The minor red trajectories show
a C–H distance indicative of complete methane dissociation, which while not necessarily
anticipated based on the potential-energy surface shown in Figure 4-3 since the energy of TS1-Ir
is close to the overall energy of separated species. Overall, with most trajectories showing a σcomplex and the Ir–H intermediate always being skipped, the σ-CAM description is appropriate.
Figure 4-7 shows snapshots of a representative trajectory that skips the Ir–H intermediate and
forms the σ-complex 2-Ir. It is important to contrast this trajectory with one of the trajectories that
skips the Ir–H intermediate and ejects methane, which is shown in Figure 4-8. In this latter
trajectory, after methane completely dissociates from the Ir metal sphere, there is isomerization of
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Figure 4-6: Breaking C−H distance for each trajectory in the forward direction starting at the transition
state, TS1-Ir. Red trajectories proceed to separated (acac)2Ir(CH3) and methane, green trajectories
proceed to the σ-complex intermediate, and lavender trajectories recross. Each trajectory step is on
average 0.55 fs.

the acac ligands from an initial relative cis configuration to a trans configuration. This cis-to-trans
isomerization is very rapid and requires approximately 75 fs. Because of the very fast timing
between methane dissociation and isomerization, it is very likely that complete methane
dissociation from the Ir center is correlated and coupled with isomerization motion. This is
reasonable since the cis-to-trans transition state is only ∼5 kcal/mol higher in energy than the

energy of the cis-(acac)2Ir(CH3) structure. Also, this is the first report of ligand motion being

dynamically coupled with inner-sphere metal-mediated covalent bonding changes.
As a comparison to the Lu and Ir metathesis reactions, we also propagated 34 trajectories
for the reaction between methane and (Cp*)(CO)2W(BCat). Figure 4-9 plots the W–C distance
for trajectories in the reverse direction toward 2-W starting from TS1-W. In this case, methane
dissociation occurred in about 25% of the trajectories despite 2-W being 10.7 kcal/mol more
64

Figure 4-7: Snapshots of a representative trajectory initiated at TS1-Ir and stopping at the σ-complex.
Each trajectory step is on average 0.55 fs.
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Figure 4-8: Snapshot of a trajectory initiated at TS1-Ir leading to methane dissociation and cis-to-trans
ligand isomerization. Each trajectory step is on average 0.55 fs.

stable than separated structures. This suggests that the term σ-CAM does not completely apply to
this reaction, at least for the C–H activation step, and some of the trajectories are more akin to
the Lu metathesis process than the Ir metathesis reaction.
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Figure 4-9: Top: W–C distance for each trajectory in the reverse direction starting at the transition state,
TS1-W. Green trajectories progress to the intermediate in the forward direction, while lavender
trajectories recross. Each trajectory time step is on average 0.4 fs. Distances are in angstroms. Bottom: C–
H distance for each trajectory in the forward direction starting at the transition state, TS1-W. Green
trajectories progress to the intermediate in the forward direction, while lavender trajectories recross. Each
trajectory time step is on average 0.4 fs. Distances are in angstroms.
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In the forward direction from TS1-W toward 3-W, there is only a small number of
trajectories that showed recrossing. Most trajectories showed very fast completion of C–H bond
breaking and B–H bond formation and resulted in the formation of the borane σ-complex 3-W. A
representative trajectory is displayed in Figure 4-10. At the transition state, the breaking C–H
bond is highly stretched and there is very little movement of the hydrogen to complete transfer to
metal center. Due to charge-transfer bonding with the W metal center, these B–H oscillations the
BCat ligand, which in this trajectory is complete by step 150. After hydrogen transfer to the BCat
ligand, the remainder of all trajectory time shows B–H bond oscillations coordinated to the are
centered at a length of 1.34 Å, which is longer than that for free HBCat where trajectories show
oscillations centered at 1.2 Å.
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Figure 4-10: Snapshots of a trajectory initiated at the σ-CAM transition state TS1-W proceeding to a σcomplex intermediate. Each trajectory step is on average 0.7 fs.

4.5

Conclusions
Quasiclassical dynamics trajectories provided analysis of the structures and lifetimes of

transition states and intermediates for Lu, Ir, and W metathesis reactions. For the metathesis
between methane and (Cp*)2Lu(CH3), trajectories showed this reaction to be an example of a
highly concerted process with extremely rapid traversing through the transition-state region and
essentially no Lu–H vibration. Despite a (Cp*)2Lu(CH3)(CH4) σ-complex on the potential-energy
surface, this structure is always dynamically skipped. However, these are gas-phase trajectories
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that show the intrinsic skipping of the σ-complex, and it is possible that trajectories with the
explicit cyclohexane solvent would show a cage effect where methane would return to the metal
center by rebounding from collision with cyclohexane solvent. In this type of scenario, it is not
clear if this would lead to a long-lived σ-complex intermediate. For the reaction of methane with
(acac)2Ir(CH3), in contrast to previous DFT calculations, a two-step reaction pathway was
identified. However, trajectories revealed complete skipping of the Ir–H intermediate in a
dynamical one-step mechanism. This reaction generally, but not always, forms a σ-complex. For
the reaction of methane and (Cp*)(CO)2W(BCat), dynamics trajectories show, similar to Lu
metathesis, that in about 25% of the trajectories, there is no significant lifetime of a methane σcomplex prior to C–H bond cleavage and after the single metathesis transition state, a highly
fluxional HBCat coordination intermediate is formed.
4.6
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CHAPTER 5: Approach to Include Explicit Solvation During Organometallic Reaction
Dynamics Simulations

5.1 Background
Direct molecular dynamics offers a unique glimpse into the details of reaction mechanism
by including the effects of momentum. In Chapters 2-4, all the quasiclassical direct dynamics
simulations were performed on organometallic reactions either in the gas phase or treatment of
solvent with a continuum model. However, many of the dynamic effects outlined in Chapter 1 and
demonstrated in Chapters 2-4 might be influenced, to a small degree or large degree, by inclusion
of explicit solvent.
Outlined in Chapter 2, one of the most important classes of organometallic reactions is CH activation, which allows the functionalization of unreactive C-H bonds. One of the best early
examples of C-H activation occurs between methane and the cationic Cp*(PMe3)IrIII(CH3)
complex.1 Using DFT, Hall proposed that this C-H activation reaction mechanism occurs through
a two-step oxidation addition-reduction reductive elimination sequence.2,3 However, in Chapter 2
we showed that dynamically there is both this two-step mechanism and a new dynamic mechanism
where the IrV-hydride intermediate is skipped. Further, our dynamics trajectories showed that for
all reactions the putative σ-complex preceding the oxidative addition transition state and following
the reductive elimination transition state is skipped.4 However, again these trajectories were
performed in the gas phase without explicit consideration of solvent, which in this reaction is
dichloromethane.5
This Ir C-H activation reaction therefore provides an opportunity to determine the impact
of explicit solvent on quasiclassical dynamics trajectories. Generally, due to IET effects between
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the reacting Ir complex and solvent there are three possible alterations that might occur to the
reaction mechanism if explicit solvent is included in the simulations. First, it is possible that
explicit solvent alters the ratio of trajectories showing traditional two-step mechanisms versus the
dynamical one-step mechanism. Second, a σ-complex may occur before the oxidative addition
transition state or after the reductive elimination transition. Third, it is possible that the σ-complex
may be formed only after collision with solvent due to first solvent sphere caging. All of these
effects are possibly impacted by IET bringing the complex to thermal equilibrium. However, it is
important to realize that inclusion of explicit solvent may have no impact since the IET timescale
is possibly much longer than the timescale the reaction chemistry. Unfortunately, there is no
standard approach for including explicit solvent in quasiclassical reaction dynamics. Therefore,
the remainder of this chapters outlines our approach for inclusion of explicit solvent in
quasiclassical trajectories and proof of concept implementation.
There are three key issues to be solved to enable inclusion of explicit solvent in
quasiclassical direct dynamics simulations beginning at an organometallic transition state. First,
solvent molecules need to be placed in a reasonable initial configuration surrounding the solute
transition state. Second, the solvent needs to undergo equilibration around the solute transition
state. Third, during trajectory propagation, provide a reasonable treatment of the solvent edge.
Some of these issues have previously been addressed in molecular dynamics studies, however,
there is no standard program that provides straightforward implementation for organic solvents.
As an example of previous work trajectory calculations that include explicit solvent, Hase
used a noble gas solvent through a NVT ensemble to analyze the effects of solvation on the
decomposition of trimethylene. Thermal Monte Carlo sampling was used for the initial solvation,
and VENUS-MOPAC was used for trajectory propagation with a fourth-order Runge-Kutta and
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sixth order Adams-Moulton predictor-corrector algorithm. In this case periodic boundary
conditions were employed, and the thermostat was linked only to the noble gas bath.6 For organic
solvents, Singleton examined the classic organic Wittig reaction in explicit tetrahydrofuran (THF)
solvent using the Progdyn code. The ONIOM methodology was employed to decrease the
computational cost of including solvent, allowing the system to have greater than 50 THF solvent
molecules. A cubic box was used, with hard, non-specular reflection. Trajectories provided
additional insight into the ratio of two possible mechanisms that allowed them to more accurately
replicate experimental KIE data.7 For nitration of toluene, hydroboration of alkenes, and the
addition of HX acid to a conjugated diene, Singleton also included explicit solvent during direct
dynamics simulations. For these reactions, QM/QM ONIOM force calculations were used and
solvent equilibration was accomplished using a biasing potential to keep the solute near the
transition-state. During propagation, and using a solvated sphere, a restoring force was employed
to keep solvent molecules from leaving the system.8-10
Other examples of explicit non-water solvent included in dynamics simulations were
performed by Carpenter who compared the effects of different halogenated solvents on the
deazetization of a diazocyclopropane. NPT molecular dynamics were first used to determine the
optimal box size and then NVT molecular dynamics employed for the equilibration procedure.
Finally, NVE molecular dynamics with periodic boundary conditions were used for the final
trajectory calculations. The addition of explicit solvent led to the ability to reproduce experimental
product selectivity.11
Privalov examined the effects of toluene and dichloromethane solvent on interacting
frustrated Lewis pairs was explored without using a box at all. Relaxed DFT geometries for the
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cluster were the starting point for these dynamics simulations. Addition of explicit solvent allowed
details of the stepwise mechanism to be identified.12
Overall, these few examples show the dearth of inclusion of non-water solvents in direct
dynamics simulations.

5.2 Implementation
In our approach, we used the software package Packmol to surround the methane[Cp*(PMe3)IrIII(CH3)]+ C-H activation transition state.13 Packmol allows specification of the
geometric boundary of a system, such as a rectangular prism, cylinder, sphere, or other shape along
with the location of the solute. Packmol then introduces the solvent molecules into the system
iteratively, forming unique initial configurations.
Unfortunately, Packmol generates initial configurations that contain added potential energy
on the order of several kcal/mol due to too close of packing the solvent around the solute. While
we initially tried to alleviate this added potential energy through geometry optimization, this
required significant computational time and made it difficult to keep a reasonable solvent
concentration. However, careful testing of Packmol tolerance settings in greatly diminished this
added extra potential energy. We found that for each type of solvent the Packmol tolerance setting
needs to be optimized to minimize the added potential energy. In this case for dichloromethane
surrounding the [Cp*(PMe3)IrIII(CH3)]+ C-H activation transition state bet optimal tolerance
setting was ~3.0 angstroms (Figure 5-1).
After packing the solvent, there is a need to start an equilibration process after providing
solvent with appropriate energy (Figure 5-2). Typically, equilibration occurs for at least 2
picoseconds (ps). A reasonable appropriate amount of thermal energy into the system can be
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obtained by considering each solvent degree of freedom (translation, rotation, and vibration)
should have an amount of thermal energy approximately equal to 1/2 RT. While all of these are
potentially important, since the transfer of energy between solute and solvent takes place primarily
through collisions, we considered translational energy to be most critical in testing its impact on
organometallic reaction mechanisms. Since the starting positions of the solvent molecules is
inconsistent, introducing rotational and vibrational energy appropriately is computationally
difficult. Thus, to begin equilibration this energy is introduced by giving the molecules three times
the expected initial translational energy, which then is redistributed to the other modes during the
equilibration period. The exact amount of energy introduced as center of mass motion to each
molecule is determined using the Maxwell-Boltzmann distribution at the desired system
temperature. Beyond its simplicity, an advantage of this method is that the excess vibrational
energy resulting from the zero-point motion of the vibrational modes is not introduced into the
solvent system, so it cannot bleed into the translational modes, artificially boosting the temperature
of the system throughout the course of the dynamics simulation.
After equilibration, the system is generally several hundred degrees above the desired
temperature resulting from the introduction of additional energy due to the initial potential energy
of the system and also somewhat due to incomplete redistribution of the initial additional
translation energy (though it is visible that rotation and vibration of the molecules has begun over
the course of equilibration). This energy needs to be removed from the system, which takes place
through an annealing phase following the equilibration phase.
Annealing is accomplished by comparing the current translational temperature of the
solvent with the desired translational temperature. The square root of this ratio is then use to scale
the center of mass displacement of each solvent molecule for that timestep, with the maximum
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Figure 5-1: Excess energy for different distance (Å) tolerances in Packmol.

scaling factor set to 0.85 so that the system does not cool too quickly. Only the center-of-mass
displacement vector is affected so that the rotational and vibrational energies of the system are not
altered.
This annealing step takes place every other timestep so that the Verlet algorithm, which
depends on the distance traveled in the past timestep, doesn’t become a feedback loop that
amplifies the cooling. If annealing brings the temperature down too far, it can also raise the solvent
temperature under tighter constraints (1.05 scaling max) in order to prevent temperature
oscillations. Once the translational temperature remains within ± 10 degrees of the desired
temperature for 250 timesteps the equilibration and annealing process is considered to be complete.
The last major issue to address for solvent implementation during dynamics is solvent at
the boundary edge. As previously noted, there are different ways of solving this problem. In our
approach, we chose to implement a boundary reflection algorithm to prevent the molecule from
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Figure 5-2: Basic algorithm for packing, equilibration, and annealing for molecular dynamics with
explicit solvent

leaving the box instead of using the more common restoring force or periodic boundary conditions.
Implementing a box with boundary reflection had several complications, many of them resulting
from reflections unphysically adding energy into solvent rotational or vibrational modes. Our
initial strategy to prevent this solvent reflection issue involved negating the solvent displacement
vector whenever a move took the solvent molecule outside the boundaries of the box. This had
two main issues, which compounded each other. First, simply negating the vector added energy
into the vibrational modes by stretching or compressing bonds. Second, if a molecule was near an
edge or corner of the box, it could be trapped moving back and forth between leaving different
sides of the box. This led to situations where bonds were continually stretched or compressed as a
solvent molecule bounced between the two walls, with the temperature rapidly increasing as
energy was constantly introduced through this vibrational distortion.
The molecule distortion issue was fixed by only negating the center of mass displacement
vector, which guaranteed that additional energy was not added by stretching or compressing bonds.
However, this did not solve the problem that molecules could become trapped on edges or in
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corners. To fix this problem, we introduced a simple reflection algorithm (see Figure 5-3), where
an image of the molecule was placed outside the box and the motion of the displacement vector in
the physical direction of that wall only was negated. While this hard reflection is more physical,
as a consequence of the Verlet algorithm it still slowly removes energy out of the system due to
loss through translational energy. This energy loss occurs because the original position and the
new position had a shortened center of mass displacement vector than the actual reflected
displacement vector. Therefore, this problem was solved by tracking when solvent molecules
would have left the box and then use the hypothetical outside of the box position for calculating
the next Verlet step, while leaving the real position only to be tracked for the purposes of
understanding where the solvent molecules actually went. This reflection algorithm conserves
energy while executing a proper hard reflection off the surface of the box.
It is important to note that this method of constructing a box and reflection has some issues
associated with it. The hard reflection box does maintain conservation of energy, but not
momentum. But we note that this is an issue for other solvent implementations. For example, the
restoring force type method neither conserves energy or momentum.
Our current calculations using this code has demonstrated that it is a considerable
improvement. Initial temperature increases are far less pronounced using the proper Packmol
tolerances. Later temperature spikes originating from molecules becoming trapped at corners and
edges of the box are no longer apparent, even over significantly longer equilibration times. Energy
transfer from translation motion into molecular rotations and vibrations is observable. Annealing
effectively removes energy from the system and brings it to the desired translational temperature.
Figure 5-4 provides a snapshot of equilibration taking place at the Cp*(PMe3)IrIII(CH3) CHactivation transition state with 40 dichloromethane explicit solvent molecules.
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Figure 5-3: Pictorial representation of the algorithm we developed for boundary reflection that maintains
conservation of energy.
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Figure 5-4: Bergman Iridium system in a cubic box containing 40 dichloromethane solvent molecules

5.3

References

1

Bergman, R. G. C–H Activation. Nature 2007, 446, 391-393.
Strout, D. L.; Zarić, S.; Niu, S.; Hall, M. B. J. Am. Chem. Soc. 1996, 118, 6068– 6069
3
Zarić, S.; Hall, M. B. Ab Initio Calculations of the Geometries and Bonding Energies of Alkane
and Fluoroalkane Complexes with Tungsten Pentacarbonyl. J. Phys. Chem. A 1997, 101, 4646–
4652
4
Carlsen, R.; Wohlgemuth, N.; Carlson, L.; Ess, D. H. Dynamical Mechanism May Avoid HighOxidation State Ir(V)-H Intermediate and Coordination Complex in Alkane and Arene C-H
Activation by Cationic Ir(III) Phosphine. J. Am. Chem. Soc. 2018, 140, 11039– 11045
2

84

5

Teynor, M. S.; Carlsen, R.; Ess, D. H. Relationship Between Energy Landscape Shape and
Dynamics Trajectory Outcomes for Methane C−H Activation by Cationic
Cp*(PMe3)Ir/Rh/Co(CH3). Organometallics 2020, 39, 1393-1403.
6
Bolton, K.; Hase, W. L.; Doubleday, C. Jr. A QM/MM Direct Dynamics Trajectory
Investigation of Trimethylene Decomposition in an Argon Bath J. Phys. Chem. B 1999, 103,
3691-3698.
7
Chen, Z.; Nieves-Quinones, Y.; Singleton, D. A. Isotope Effects, Dynamic Matching, and
Solvent Dynamics in a Wittig Reaction. Betaines as Bypassed Intermediates J. Am. Chem. Soc.
2014, 136, 13122-13125.
8
Nieves-Quinones, Y.; Singleton, D. A. Dynamics and the Regiochemistry of Nitration of
Toluene J. Am. Chem. Soc. 2016, 138, 15167-15176.
9
Bailey, J. O.; Singleton, D. A. Failure and Redemption of Statistical and Nonstatistical Rate
Theories in the Hydroboration of Alkenes J. Am. Chem. Soc. 2017, 139, 15710-15723.
10
Roytman, V. A.; Singleton, D. A. Solvation Dynamics and the Nature of Reaction Barriers and
Ion-Pair Intermediates in Carbocation Reactions J. Am. Chem. Soc. 2020, 142, 12865-12877.
11
Carpenter, B. K.; Harvey, J. N.; Glowacki, D. R. Prediction of Enhanced Solvent-Induced
Enantioselectivity for a Ring Opening with a Bifurcating Reaction Path Phys. Chem. Chem.
Phys. 2015, 17, 8372-8381.
12
Pu, M.; Privalov, T. Ab Initio Molecular Dynamics with Explicit Solvent Reveals a Two-Step
Pathway in the Frustrated Lewis Pair Reaction Chem. Eur. J. 2015, 21, 17708-17720.
13
L. Martínez, R. Andrade, E. G. Birgin, J. M. Martínez. Packmol: A package for building initial
configurations for molecular dynamics simulations. Journal of Computational Chemistry 2009,
30, 2157-2164.

85

