In this paper, we develop a fully nonparametric approach for the estimation of the cumulative incidence function with Missing At Random right-censored competing risks data. We obtain results on the pointwise asymptotic normality as well as the uniform convergence rate of the proposed nonparametric estimator. A simulation study that serves two purposes is provided. First, it illustrates in details how to implement our proposed nonparametric estimator. Secondly, it facilitates a comparison of the nonparametric estimator to a parametric counterpart based on the estimator of Lu and Liang (2008) . The simulation results are generally very encouraging.
Introduction
Competing risks models are widely used in biostatistics, empirical health economics and labor economics, for example, when analyzing data for onset of diseases, mortality due to mutually exclusive causes of death or unemployment where each individual is faced with competing exits (full-time employment, part-time employment). Hence, studying estimators of the cumulative incidence function within this modelling framework is of great importance.
The goal of this paper is to derive asymptotic results for the nonparametric estimator of the cumulative incidence function in cases where continuous covariates a¤ect the realization of the failure time and the cause of failure is Missing At Random (MAR) for some observations. The proposed nonparametric estimator is complementary to i) the developed (semi)-parametric procedures with right-censored data and continuous explanatory covariates (e.g., Andersen et al., 1993; Jeong and Fine, 2007; Scheike et al., 2008) and ii) the suggested parametric methods for right-censored data where the cause of failure is sometimes missing (Lu and Liang, 2008) . Finally, we compare our results on uniform convergence rates with the results of Bordes and Gneyou (2011) who discuss the uniform convergence rate for the nonparametric estimator with right-censored competing risks data.
The Nonparametric Estimator
For expositional convenience, we will focus on two risks, 1 and 2. Let Y be the (actual) failure time and 2 f1; 2g be a failure type indicator. Let X 2 X R d be a vector of observed covariates and denote by x its realization. De…ne for each risk j = 1; 2 and (t; x) 2 R + X the cumulative incidence function F j (tjx) := P(Y t; = jjx):
2
We introduce the cause-speci…c hazard rate j (t; x) := lim t!0 P(t Y < t + dt; = jjY t; x) t :
The cumulative cause-speci…c hazard rate is de…ned as follows: j (t; x) := R t 0 j (u; x)du. Also, consider the overall hazard rate (t; x) := 1 (t; x) + 2 (t; x), the corresponding cumulative overall hazard rate (t; x) := R t 0 (u; x)du; and the survival function S(t jx) := P(Y tjx). By using (1) and (2) we get for j = 1; 2
where
Denote by Z the censoring variable with Z ? ? Y; j X, where the symbol ? ? implies independence between the underlying random variables. Also, T := min(Y; Z);~ := 1 fY Zg.
We observe n independently and identically distributed copies (T i ; X i ; 1f~ i > 0g; R i ; R i~ i ; ),
where R i is the missing indicator variable and the missing data mechanism satis…es the MAR assumption (Rubin, 1976; Little and Rubin, 1987) . The value of R i equals 0 if T i = Y i and the cause of failure is not observed. On the other hand, the indicator variable R i is equal to 1 if T i = Y i and the cause of failure is observed or if T i = Z i : The MAR scheme that we adopt is described as follows:
The independence of the probability on T has as its consequence the predictability of all integrands of the proposed estimator. We also assume that
3
The latter is necessary in order to ensure that the underlying martingale processes are zeromean. In the above discussion we assume that the covariates are time-invariant. This setup is adopted only for notational convenience as all the results in the sequel are true if X is predictable.
We will study the two following estimators for the cumulative incidence function,
where the superscripts C and L refer to the type of smoothing with respect to vector x: In particular, C is used for the local constant smoothing, whereas L is used for the local linear smoothing.
Let ! = (! 1 ; :::
; where K is a kernel with compact
;k=1 . The notations x and X i refer to the th element of the corresponding row vector. The quantity K h (:) will be used for the construction of the weights for the local constant estimator. On the other hand, the quantity L h;x (:), which is also commonly referred to as the equivalent kernel, will be used for the construction of the weights for the local linear estimator.
First, we will describe the nonpamatetric estimator for the probability of having an observation with a missing cause of failure. The estimator of this probability is needed for the estimator of j (t; x). De…ne (x;~ ) := P(R = 1jx;~ ) = 1f~ > 0g (x) + 1f~ = 0g.
That is, (x;~ ) speci…es the probability of having an observation with a missing cause of failure given the observed characteristics x and the value of the indicator~ . This probability is independent of the exact value of~ in case the latter is strictly positive (i.e., 1 or 2), 4 whereas it is equal to one if~ > 0 (i.e., the observation is censored). For the local constant smoothing we have^
, whereas for the local linear smoothing we
Next, we proceed with the description of the estimator for the function j (t; x). For this purpose, consider the counting process N ji (t) = 1 fT i t;~ i = j; R i = 1g. This process describes whether subject i has failed due to risk j in the time interval [0; t], and the cause of failure is not missing. Moreover, consider the "at risk" predictable process Y i (t) = 1 fT i tg, which describes whether subject i has survived and has not been censored up to t . Furthermore, we will make use of the following weights for the local constant and local linear smoothing:
Denote by H(tjx) the conditional survival function of the random variable T . The estimator of the cumulative hazard rate j (t; x) is given bŷ
Note that we employ an inverse probability weighting (either local constant or local linear smoothing) scheme. A similar approach is commonly used in the standard regression context for dealing with MAR observations (Hu et al., 2010) .
Finally, it remains to present the estimator for the survival function S(tjx). We introduce the counting process N i (t) = 1 fT i t;~ i > 0g ; which speci…es whether subject i has failed due to either risk 1 or risk 2 in the time interval [0; t]. Additionally, we will use the following weights for the two di¤erent smoothing techniques:
The estimator of S(t jx) is given bŷ
Note that for the latter estimator, we adopt the conventional smoothing (either local constant or local linear) techniques (i.e., without considering the missing cause of failure). The reason that we do not need inverse probability weights for the estimation is that we always observe variable T i and the stochastic variable 1f~ i > 0g irrespective of whether we observe the cause of failure.
Asymptotic results
We assume that the support of X is of the form
, with x lp < x up for any p = 1; :::; d: We also de…ne the internal region
Finally, H(t; x) := H(tjx)f (x); where f (x) is the probability density function of X; H(t; x;~ > 0) := H(t; xj~ > 0)P(~ > 0); H(t; x;~ = 0) := H(t; xj~ = 0)P(~ = 0) and jjKjj
We will employ the following assumptions to derive the asymptotic normality of the proposed estimator. All the results are proved in the appendix.
Assumption 1
The derivatives of j (t; x) (j = 1; 2) and H(tjx) with respect to x are continuously di¤erentiable up to order 2 on the interior of [0; (x)] for any x 2 X h ; and the corresponding derivatives are uniformly bounded. Moreover, the probability density function,
Assumption 2 It holds that (x) > 0 for any x 2 X .
Assumption 3 The univariate kernel, K, is (i) a continuous probability density function
where 0 < S k < 1; and (ii) of order 2:
Assumption 4 For the bandwidth sequence it holds that nh d+4 = O(1).
De…ne for j = 1; 2;
Additionally, for = 1; 2; with 6 = j;
Moreover,
Let D [0; (x)] denote the space of cadlag functions endowed with the Skorohod topology.
Additionally, the symbol =) will imply weak convergence. We now state the main result of the paper.
Theorem 1 Suppose that Assumptions 1-4 hold. Then, for each x 2 X h ; we have, as n ! 1
is a positive semide…nite matrix on [0; (x)] for each x 2 X h .
Theorem 1 is obtained by applying the martingale central theorem (Andersen et al., 1993; Nielsen and Linton, 1995; Linton et al., 2011) . To digest the above result, recall that
The bias and variance due to^ j (t; x) are captured by the terms b jA (t; x) and v jA (t; x). On the other hand, the bias and variance due toŜ (t; x) are captured by the terms b jB (t; x) and v jB (t; x): Moreover, the term v jAB (t; x) refers to the covariance of the estimators^ j (t; x)
andŜ (t; x). The next result gives the asympotic distribution in case the cause of failure is observed for the uncensored observations.
Corollary 1 Suppose that Assumptions 1-4 hold, and (x) = 1 for all x 2 X h . Then, for each x 2 X h ; we have, as n ! 1
In case there is no censoring, we have that S(tjx) = H(tjx) for each (t; x) 2 R + X , and we can show by using the Duhamel equation (Gill, 1994) that,
where the quantities V jj (t; x); V j (t; x); B jj (t; x); B j (t; x) are de…ned in the appendix by setting (X i ;~ i ) = 1. To derive the above equation, we also use the fact that inf x2X
+ o p (1) for large n; which is obtained by combining standard results in nonparametric density estimation, see, e.g., Hansen (2008) Then the following result emerges:
Theorem 2 Suppose Assumptions 1-3, and 4* hold. Then, for j = 1; 2 and = C; L; we have, as n ! 1
The convergence rate is almost identical to the rate of Bordes and Gneyou (2011) who study the uniform convergence rate just for right-censored competing risks data. In their result, the variance term is of the same order whereas their bias term goes faster to zero as it is of order h 2d .
Simulation studies
In this section, the main focus will be on evaluating the performance of the proposed nonparametric estimators of the cumulative incidence function F j (tjx). The design of the numerical study will be similar to Lu and Liang (2008) , which makes benchmarking to a parametric estimator of F j (tjx) straightforward. The (cause-speci…c) hazards model generating failure time from the …rst course, Y 1 , is given by 1 (tjx) = 1 (t) + 0 x, where x = (x 1 ; x 2 ) 0 ;
= ( 1 ; 2 ) 0 = (1; 1) 0 and the baseline hazard function is de…ned as 1 (t) = 1:3. Furthermore, x 1 is assumed standard normally distributed, while x 2 is following a binomial distribution with a probability of success equal to 0:5. The (cause-speci…c) hazards model generating failure time due to the second course, Y 2 , is speci…ed as 2 (tjx) = exp(a + bt)
for ( causes. We will report only the results based on the kernel-based estimator of the cumulative incidence function. The results for the local constant smoother are similar. 1 Within the described simulations setup, the estimator given by equation (7) is computed numerically aŝ
forŜ
where T i ; R i ,~ i and the functionals w C i (x 1 ; x 2 );^ C (X 1i ; X 2i ;~ i ) and b C i (x 1 ; x 2 ) are de…ned as in Section 1. In all of the computations involving smoothing, the product kernel for mixed continuous and discrete data types, described in Li and Racine (2008) , page 424, is applied. To the best of our knowledge, there is no existing theory currently available regarding datadriven bandwidth selection procedures within our setup. Consequently, we have used an m-fold cross validation approach similar to Nielsen and Linton (1995) . Speci…cally, the selected bandwidth is obtained as h = arg min
where m i denotes a subset of observations (including observation i) randomly drawn from the sample.F benchmark estimator of the cumulative incidence function, denotedF
IP W j
(tjx 1 ; x 2 ; b IP W ); is computed using the inverse probability weighted estimator suggested by Lu and Liang (2008) .
In order to make the benchmark as e¢ cient as possible, the parametric data generating process and the parametric inverse probability weighting scheme applied in the simulations are always correctly speci…ed. explains why the nonparametric CIF estimator becomes " ‡at" after the censoring point.
Conclusion
Studying estimators of cumulative incidence functions is important as these quantities are powerful tools for analyzing competing risks data which arise very often in di¤erent scienti…c …elds such as demography, biostatistics, health economics and labor economics. This paper proposes a nonparametric method for estimating, for each risk, the corresponding cumulative incidence function in competing risks models, when continuous covariates a¤ect the 13 latent failure outcomes and the cause of failure is missing at random for some observations.
The pointwise asymptotic normality as well as uniform convergence rate of the proposed estimators are derived. Existing estimation procedures, which account for covariates and missing cause if failure, are either fully parametric or semiparametric. In contrast to these estimation methods, the proposed estimator does not make any functional assumptions and thus it is robust under any speci…cation of the underlying model. A simulation study shows that the proposed nonparametric estimator performs quite well relatively to a parametric benchmark.
14 Appendix 1
In this appendix a technical proof of Theorem 1 is provided. To obtain the asymptotic results, we need to introduce some extra notation. Consider the counting processes N oi (t) = 1 fT i t;~ i > 0; R i = 0g ; which specify whether subject i has failed due to either risk 1 or risk 2 in the time interval [0; t] and whether the cause of failure is missing. It is straightfor-
For any t > 0; we have the …ltration
where the notation speci…es the sigma algebra generated by the events within the parenthesis. For each j = 1; 2; the counting processes N ji (t) and N oi (t) have stochastic intensities
where N ji (t) = lim u"t N ji (u) and N oi (t) = lim u"t N oi (u). The stochastic intensities j (t;
and (t; X i )(1 R i )Y i (t) are predictable with respect to F t :
For each t > 0; j = 1; 2; and i = 1; :::; n; consider the F t -measurable processes
Working analogously to the proof of Theorem 1 (page 311) of Shorack and Wellner (2009) , we can show that M ji (t) and M oi (t) are zero-mean (by using (6) for this) local square integrable martingales with respect to …ltration F t : For = 1; 2; with 6 = j; introduce the quantities
and
Proof of Theorem 1. Similar to Linton et al. (2011) , we will show the asymptotic normality for the estimatorF
by following similar arguments. For ease of notation we skip the superscript C:
We writeF
Next, we work on^ j (t; x) by making use of the Duhamel equation (Gill, 1994 )Ŝ(tjx)
the Duhamel formula, and the fact that the mapping t 7 ! S(tjx) is continuous for all x 2 X h , as well as doing some algebra, we obtain
By continuity of the mapping t 7 ! S(tjx) and using uniform convergence results (Lecoutre and Ould-Said, 1995) , we obtainŜ
1) uniformly over = 1; :::; n (e.g., Hansen, 2008) with (X i ;~ i ) to be bounded away from zero. Similarly, we can show pointwise in x;
, where we use continuity of the map t 7 ! H(t; x) for the two latter results.
Recall that (t; x) = 1 (t; x) + 2 (t; x) for any (t; x) 2 R + X h . Combining (A-1)-(A-3) and the previous uniform convergence results, we get
for each t 2 [0; (x)] and x 2 X h : The expression is equivalent tô
To derive the asymptotic distribution ofF j (tjx) F j (tjx), it su¢ ces to consider the term { }. Application of the martingale central limit theorem (Andersen et al., 1993; Nielsen and Linton, 1995; Linton et al., 2011) yields and v jo (t; x) = p lim
Consequently,
uniformly over . Given that 1fX i 2 X h g = O p (1) and 1fX i 2 X nX h g = O p (h), we have uniformly over
Using results developed by Lecoutre and Ould-Said (1995) (proof Theorem 2) we can deduce
Combining (A-16) and (A-17), it follows uniformly over F~ =j (t; x) = F~ =j (t; x) + O p ( n ):
The proof of the second statement of the Lemma is similar to the above procedure and thus omitted.
To prove the main result, we need also the following result.
Lemma 2 Suppose Assumptions 1-3, and 4* hold. Then, it holds for j = 1; 2; as n ! 1,
Proof. Using similar arguments as in the proof of Theorem 1 of Lecoutre and Ould-Said (1995) and employing Lemma 1, we can obtain the desired result.
Now we proceed with the proof of Theorem 2. -20) as sup (t;x)2 Ŝ (t jx) = O p (1) (Lecoutre and Ould-Said, 1995) . Regarding the second term, it is straightforward to check that sup (t;x)2 ^ j (t; x) sup (t;x)2 Ŝ (t jx) S(t jx) sup
where we apply Theorem 2 of Lecoutre and Ould-Said (1995) . Combining (A-19)-(A-21) completes the proof.
