The performance of parallel scientific applications depends on many factors which are determined by the execution environment and the parallel application. Especially on large parallel systems, it is too expensive to explore the solution space with series of experiments. Deriving analytical models for applications and platforms allow estimating and extrapolating their execution performance, bottlenecks, and the potential impact of optimization options. We propose to use such "performance modeling" techniques beginning from the application design process throughout the whole software development cycle and also during the lifetime of supercomputer systems. Such models help to guide supercomputer system design and re-engineering efforts to adopt applications to changing platforms and allow users to estimate costs to solve a particular problem. Models can often be built with the help of well-known performance profiling tools. We discuss how we successfully used modeling throughout the proposal, initial testing, and beginning deployment phase of the Blue Waters supercomputer system.
INTRODUCTION
The performance metric for national computing centers that support scientific users is the amount of "completed science per cost and time unit". For expensive systems, execution cost is a large, often dominant component of total cost. Optimizing for this metric can be done with several different techniques, such as
• application optimization (e.g., algorithmic optimizations as well as architecture-specific tuning) • architecture optimization (e.g., selection of a suitable system architecture for the typical workload and workload-specific tuning) • middleware optimization (e.g., optimized scheduling or topology mapping) • policy optimizations (e.g., scheduling policy and priorities).
Those optimizations are often relative and specific to a particular installation and they can be done at the different stages in the lifetime of a computer system, i.e., early design and proposal, final preparation and planning, deployment, testing, and operation and maintenance. As computer systems require significant investments for a limited lifetime, it is important to utilize the systems efficiently from day one. Thus, application performance predictions and optimizations before the deployment phase gain importance.
In this paper, we present a holistic model-driven approach to tackle most optimization problems during all stages of system deployment and operation. Most important applications of a data-center's workload are ported from older systems without complete rewriting. We thus focus to maximize the performance of this workload of existing applications. Thus, the problem is to minimize the execution times of existing applications (or maximize the throughput) on a center's computing system.
The performance of parallel applications is complex. Complex system architectures, such as deep cache hierarchies, advanced out-of-order execution, or hierarchical interconnection networks present significant challenges to application performance analysis and prediction. Tuning applications for new systems is a significant investment, however, it is often unclear how certain changes affect the overall performance of an application. This is especially true for massively parallel systems or new architectures (e.g., accelerated computers).
Performance tuning is an activity performed by the algorithm designers and application developers. Therefore, we focus on tools and methodologies that can be used by the application development teams, with limited interaction with performance specialists. We propose to use simple performance modeling to characterize the behavior of applications on computing systems. With this, we are able to choose between different optimization and architecture options.
In the following sections, we will present an overview of performance projection techniques, with a focus on analytic performance modeling. We also discuss the tradeoffs in accuracy and introduce a set of guidelines for modeling large application codes that we found useful in practice. We then present an example with a prominent and complex application and show how we use the models to guide optimizations and design.
PERFORMANCE PROJECTIONS
Projecting performance of a scientific application application can be done in multiple ways. Depending on the required accuracy and the available resources, one can choose between benchmarking the application on the target system, running a cycle-accurate simulation, a model-based (abstract) simulation, or analytic performance modeling.
Benchmarking.
is the most accurate performance projection. It takes all characteristics of the target architecture into account (it "runs the real code"). However, it provides very little insight and is mostly a black-box technique. Some architectures provide performance counters that can help to gain some insight. However, many architectural details are not accessible. Benchmarking also requires that the target architecture be available at the target scale, which is often not the case during the design phase and remains very expensive during the operational phase.
Detailed Simulation.
such as cycle-accurate CPU or network simulation [1, 2] can provide extremely accurate projections if the target hardware is not available. However, it often is thousands of times slower than the real execution and consumes significant memory resources [3] . Thus, very accurate simulation may not be an option for large scale systems. However, it can be very useful if it is applied to small kernels of applications to obtain execution times for these kernels that are then composed with an analytical model [4] . Simulation can provide much information into the application behavior, e.g., some CPU simulators allow investigation of each pipeline stage. However, the vast amount of data may not lead to the desired insight at the high level or require very high expertise or time investment to interpret the results correctly.
Model-based Simulation.
is a simulation technique where not each hardware detail is investigated but abstract models are used to determine the runtime or resource consumption. This technique forms the middle-ground between cycle-accurate simulation and analytical modeling. The simulation time can be less than the execution time leading to a "simulation speedup" of several orders of magnitude [4] [5] [6] [7] while still accurately capturing important details of the execution. This technique has been used to discover important performance "effects" [8] , however, it often fails to provide the required insight to understand the root cause of such effects. It is a complex task to execute such simulations in practice such that simulation tools are often only used by computer scientists and not by application developers. Nevertheless, model-based simulation is a very accurate practical and accurate technique to predict large-scale performance.
Analytical Performance Modeling.
is a technique where the performance is expressed with purely analytical expressions [9] [10] [11] . Such models need to be designed carefully to tradeoff the number of parameters versus the required accuracy. Models with fewer parameters are easier to generate and parameterize and provide more highlevel insight while models with more parameters can be more accurate because they consider more system effects but can lead to overfitting. Abstract application performance models with a reasonably small number of parameters can be designed and maintained by the application developers while a system model can be provided by the system experts. Thus, we recommend this technique for all optimization purposes. Simpler models can be used as an interface to the application developers and algorithm designers while more complex models can be used for detailed tuning and projections.
For all described projection techniques, there exists a fundamental tradeoff between the number of parameters (e.g., details about the system architecture) and the accuracy of the model. Figure 1 provides a rough overview of this tradeoff and the different projection techniques. The high-level insight that can be gained from the model is also generally higher with less parameters, however, it is of course important that the prediction is characterizing the performance correctly.
Model Error
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Full Simulation Model Simulation Model In the following, we discuss analytic performance modeling techniques in detail followed by a discussion of the parameter-number to model-error tradeoff.
Analytic Performance Modeling
Analytic performance modeling represents application performance with analytic expressions. Those expressions can either model performance directly or indirectly. Semiempirical models express the runtime of the application on a given architecture directly. Application requirement models are more flexible in that they express the application requirements, e.g., the needed number of floating point operations to solve the problem, independently of the architecture. Application requirement models can then be instantiated with a given system model, e.g., the floating point bandwidth, for a performance prediction.
We illustrate analytic performance models with the following simple matrix-matrix multiplication example:
for(int i=0; i<N; ++i) for(int j=0; j<N; ++j) for(int k=0; k<N; ++k)
Semi-Empirical Performance Modeling.
It is well known that the algorithm requires O(N 3 ) floating point operations to be solved. It is easy to see that the time needed to compute the triple-nested loop will also be of order N 3 . We thus use the analytic model for the runtime T (N ) = t · N 3 to assess a semi-empirical model for the runtime. Semi-empirical modeling has only time as unit, thus t is specified in [ns] . Figure 2 shows a measurement series for different N on a POWER7 system and an empirically fitted model with t = 2.2ns and an asymptotic standard error of 0.8%. We call this technique, where an analytic expression of the runtime is parameterized with empirical data semi-empirical modeling.
Application Requirement Modeling.
Instead of measuring the performance directly, we can measure the resource requirements of the problem to be solved (the Application Requirement Model or just Application Model ).
The number of floating point operations required to solve the N × N matrix multiplication is F (N ) = 2 · N 3 (this was verified with performance counters). A second requirement, and potential bottleneck, are loads from main memory. The three loops are arranged to access stride-N and stride-1 doubles in A and B, respectively. Overall, the loop will still cause O(N 3 ) cache misses due to the stride-N access in the inner loop. However, O(N 2 ) of the previously fetched lines remain in cache and can be re-used for the stride-N accesses. Thus, we model the number of last-level cache misses as
The unit of a and b are here [cm] (cache misses).
Generating detailed application models for every memory access can be a complex task. Hence, we propose to use performance counters and curve fitting to determine the analytic application model. However, as opposed to semi-empirical modeling, the fitting is used to determine a parametrized analytic equation for the application requirements and not the overall performance. Figure 3 shows the measured L3 cache misses (measured with PAPI [12] ) and the parametrized model function with a = 0.00038cm, b = 0.278cm, and an asymptotic standard error below 3%. Determining Bounds and Relative Performance.
Since the application requirements and the runtimes are known, one can now compute how well the functional units in the CPU are utilized. We investigate the floating point and memory rates for the matrix multiply example.
The floating point peak performance of the investigated POWER7 system is R F,peak = 3.864 · 10 9 cycles/s · 8f p/cycle = 30.912Gf /s if all instructions are vectorized and all multiply and add operations can be fused (FMA). Assuming that the floating point operations are the only bottleneck, the computation should scale with TF,opt(N ) = 0.064ns · N 3 . We remark that the inner loop has two floating point operations. However, the floating point performance of the simple implementation is T (N ) = 2.2ns · N 3 (0.91Gf /s), which means that the performance is more than 33 times slower than the maximum.
One reason could be the that the performance is limited by the memory bandwidth of the system. The single-core memory read bandwidth of the system has been measured as 5GiB/s. Each cache miss results in a 128 byte read request which results in an overall memory access time of
Since TC < TF and assuming overlap of computation and memory fetches in the out-of-order units, we conclude from our simple models that the code is bound by the floating point rate, however, it is far from optimal (33x). This is because the compiler fails to auto-vectorize and unroll the code. We will discuss modeldriven optimizations for the simple code in Section 2.3. We conclude that semi-empirical models can be used to express real application runtime while application requirement and system models can be used to characterize the quality of the implementation or the compilation tool-chain. Davidson used the latter technique to characterize the quality of the compiler [13] . The roofline model [14] is a related technique to assess the performance relative to the optimal performance. However, in our models, we also consider more potential application requirements, such as integer rate or memory latency depending on the application.
Accurracy Tradeoffs
We showed how to characterize the runtime of a matrixmatrix multiplication on a modern computing system with only a single parameter rather accurately. This semiempirical model is concisely representing a series of measurements with an error below 1% and allows extrapolation to larger matrix sizes that have not been measured.
In our proposed method, the model is specified analytically and instantiated empirically. This general method can be extended to application kernels where the application developer or performance engineer specifies a parametrized model which is then instantiated with measurements and curve fitting. The number of parameters in those models needs to be chosen to achieve the desired accuracy. For example, the constant loop startup overhead in the matrix matrix multiplication can be modeled with an additional parameter b, such that T (N ) = a · N 3 + b, however, b turned out to be insignificantly small in practice and was thus omitted.
Application models should be as simple as possible because this simplifies the design and parametrization and increases the insight. It might even be that the models cannot be used as accurate absolute performance predictors, however, they are merely enough to guide application or system design.
In fact, our simple analytic models are accurate enough to express performance concisely and guide optimization for complex real-world applications. We will discuss real-world examples in Section 4. In the next sections, we demonstrate how analytic models can be used during the different stages of system development and deployment.
Modeling for Performance Optimization
Providing help with optimizing the performance of parallel applications in particular computing systems is one of the main responsibilities of national computing centers. Experience shows that integrated approaches, where domain scientists (application programmers) and performance engineers (computer scientists) work together, are most successful [15] .
Identifying Optimization Opportunities
Performance optimization strategies can roughly be split into two categories: (A) "tune until the performance is sufficient for my needs" and (B) "tune until the performance is within xx% of the optimum". Strategy (A) is most often used in practice, however, since supercomputer systems are large investments and a 10% speedup can often save millions of dollars (e.g., in the Blue Waters project [16] ), strategy (B) can provide additional benefits. But it is often not easy to determine what the optimum performance is.
We use application requirements modeling, where we develop an application model for several parameters (e.g., required memory traffic, floating-point, or fixed-point instructions) and match it to the system model. This enables us to see if there are still optimization opportunities. For example, in the simple matrix multiplication as discussed before, we see that none of the system features is used fully and thus a huge optimization potential exists. In this case, the optimizations would require to use POWER7's Altivec instructions to achieve higher floating point rates. 
Choosing the Right Algorithm
There is often a choice between different algorithms during the application implementation and optimization process. Decisions have to be made at all levels, for example, at the application level and at the implementation level. The application level could offer completely different algorithms for the solution of a scientific problem, such as real-space, Fourier space, or mixed computations in quantum molecular dynamics [17] . At the implementation level one has to make more detailed decisions, for example the order of loop nestings or cache blocking in the matrix matrix multiplication's simple or optimized implementation. Both schemes implement an algorithm with the same arithmetic complexity.
Implementing all different options is often very expensive and not feasible. Thus, we use simple models to classify the implementation options with regards to their relative performance. This means that we advocate the use of simple models as classifiers that do not necessarily predict the correct runtime but enable the selection of implementation options.
Modeling during Software Development
Performance modeling proved to be very useful in the optimization process of applications. We are experimenting with the integration of performance modeling into every step of the software development process. In fact, this is often done implicitly by application developers, however, a structured approach and technique is missing. For example, in the well-known waterfall model, all steps can take advantage of modeling Analysis Modeling is often used to pick the general method to be implemented. Rough asymptotic models are often used to pick the algorithm, for example, order N molecular dynamics [17] . Design In this phase, one identifies modules and functional units to be re-used. The algorithms and implementations for those models and functions are then selected with the help of simple (asymptotic) models. For example one would select quicksort (O(N log(N ))) over bubblesort (O(N 2 )).
Implementation This phase deals with the details of the actual implementation. Performance modeling can be used to determine several implementation tradeoffs as shown with the matrix-matrix multiply example. Testing Application testing should not only include correctness but also performance testing. The application performance over a larger number of experiments can often be expressed with a small set of parameters. Performance tests should monitor those parameters in regression analyses. Maintenance Application performance can be used as an indicator of system health and to monitor any degradations in the system. Performance expectations can also be used to monitor soft errors or performance problems.
A useful strategy to utilize performance modeling during application development and operation would thus be to establish performance models during the design phase and validate and refine them through the whole application lifetime.
Now, we present a data-center-centric view of our performance modeling techniques.
Modeling during System Design and Proposal
We propose a method that can be used during system design (i.e., before the system is available). We model applications as sets of kernels (cf. Section 3.2). The performance of each of those serial kernels on a single CPU of the target architecture can be either be assessed empirically or analytically.
Empirical performance assessment can be performed by running each kernel on a single core of the target architecture or a single-core (or single-node) simulator. Analytic performance prediction requires an application model and can predict the maximum achievable performance (assuming ideal code and compiler). Application requirement models can be very helpful to decide on architectural system properties, such as the ratio between CPU floating point and memory access bandwidth or network bandwidth ratios.
The network can either be benchmarked at smaller scale with network measurement tools [18] [19] [20] [21] [22] or modeled analytically [23] . The application models will provide insight into the communication pattern and expected data sizes. We use different analytical methods and metrics to extrapolate from small networks to larger ones: bisection bandwidth, effective bisection bandwidth [24] , and LogP [23] parameters.
We successfully applied this process during the proposal phase of the Blue Waters system. All application kernels were simulated using the Mambo POWER7 simulator [1] . Large-scale performance was predicted based on the expected network bandwidths and latencies and the bisection bandwidth of the PERCS topology [25] . Using this method, we were able to predict application performance on an architecture and system that was yet to be constructed.
Modeling during Deployment and Testing
The installation phase of a large computing system is often most important. Application models can be used to compare expected performance with measured performance as the system is brought up. This enables efficient functionality checks and the early detection of performance issues.
The models can also be used to demonstrate the final performance of the fully-deployed system. For example, in addition to a set of microbenchmarks to assess the final performance of the Blue Waters system, the contract with the vendor contains model-based performance estimates for several real-world applications that need to be reached to demonstrate the final full-system performance.
Thus, performance modeling can serve as an efficient tool for detecting and debugging performance issues as well as for establishing performance contracts between vendors and customers.
Modeling during Operation
When the system is deployed, the existing performance models can be used by the users (or even the system administrators) to monitor the operational performance of the system to detect a slow degradation or performance bugs due to failures.
If existing performance models can be formalized, then they could be used to automatically aid decisions during system operation. For example, batch schedulers could use the model information to predict the runtime of applications based on their input files and improve the scheduling efficiency. Schedulers could also base their node allocation on the model-based communication pattern of the application (e.g., densely communicating applications should be scheduled "closer together" than sparsely communicating applications). This could increase the efficiency of the overall system.
As discussed in Section 2.2, none of those models need to be ideal, in fact, even very rough application models, such as "heavy dense" vs. "light sparse" communication can aid the operational environment and increase performance.
In the next section, we will discuss a simple modeling strategy that can be used at different granularities (from very coarse to very detailed), depending on the required accuracy.
SIMPLE PERFORMANCE MODELING GUIDELINES
We propose a simple six-step process that can be applied to any existing application to model its performance. The first four steps are analytical, i.e., have to be determined from the source code or specified by a domain expert:
Step A1 identify input parameters that influence runtime
Step A2 identify application kernels
Step A3 determine communication pattern
Step A4 determine communication/computation overlap The last two steps are empirical, i.e., are performed with series of benchmarks to instantiate the empirical or analytical performance models:
Step E1 Determine sequential baseline
Step E2 Determine communication parameters
The empirical steps can either be used to establish semiempirical performance models, i.e., measure absolute performance, or analytical application requirement models, i.e., measure application requirements as described in Section 2.1.
Step A1: Identify all Input Parameters that Influence Runtime
This first step is most important as other steps are based on it. The task is to assemble a list of all input parameters that influence the runtime of the application. We call such input parameters critical (input) parameters in the following. Critical parameters should be scalar values such as sizes of dimensions or number of iterations. If the runtime is determined by an input file or a vector, then it should be condensed into the smallest number of scalar critical parameters (e.g., if the input file is a sparse matrix, the critical parameter could be the number of non-zero elements in the matrix). This step usually requires a domain expert to define the complete set of parameters.
It may not be simple to assess the impact of some critical parameters. For example, some parameters influence the number of iterations of a solver or load balancing strategies. Modeling their influence can be very complex and simplifying assumptions are often necessary (e.g., assume ideal load balance). When making simplifying assumptions, the modeler must be aware of the accuracy-simplicity tradeoffs that are introduced. If no good estimations can be made, then the model could leave some parameters as free parameter in the model (e.g., provide an estimate of the time per iteration but leave the number of iterations as parameter).
Step A2: Identify Code Kernels
The second step uses the list of critical parameters to assemble a list of functions or code blocks that are affected by them. Input-independent initialization functions can often be ignored while all other functions whose runtime depends on any critical parameter (even if it is negligible in small runs) should be listed. We refer to such input-dependent functions or code blocks as kernels in the following.
A serial performance model can either be an analytic application requirement model (e.g., counting the number of operations or loop iterations based on the critical parameters) or a semi-empirical performance model (e.g., benchmarking runtimes with different critical parameter settings, cf. Section 2.1). Instantiating analytic requirement-based models for a particular architecture can be less accurate than direct measurements due to the complexities in computer architectures (e.g., memory access patterns and caches). Empirical measurements, however, may need to cover the whole space of all critical parameters, which scales exponentially with the number of parameters. Thus, we propose to use empirical modeling, a combination of analytic modeling and empirical measurements. In semi-empirical modeling, one derives an analytic model and uses empirical measurements to parametrize it.
Analytic application requirement models can be constructed for each resource that an application demands, for example floating point operations, memory transactions, memory consumption. For example, a memory consumption model models the memory consumption of each kernel in the program. Often, this can be done by tracking all calls to memory allocation functions and determine their scaling with critical parameters. In rare cases, one would also need to investigate stack sizes and maximum recursion depth of function calls.
Step A3: Determine Communication Pattern
The next important application-specific step is to collect information about the communication pattern. Collective communications are typically simple to capture (only needs the type of collective operation [26] ). However, it is important to also record information about the communicator size (it might be as simple as the total number of processes). For point-to-point communication patterns one needs to derive the logical pattern. For some applications, this can be derived from the source code (e.g., analyzing loops). The communication pattern of other applications may depend on the input file (e.g., semi-performing matrix-vector multiplications on sparse matrices). In this case, abstractions have to be introduced, e.g., the average number of neighbors and the average communication volume with regards to the critical input parameters. Models for those applications' communication requirements can be determined empirically. The resulting communication model should describe the data sizes and the communication structure.
It is often useful to express this in one of the well-known network models such as latency-bandwidth or LogGP.
Step A4: Determine Communication/-Computation Overlap
This step identifies all code regions where computation and communication can be overlapped. The modeler needs to extract the duration of the overlappable serial computation and communication for each kernel.
Step E1: Determine Sequential Baseline
Modeling of sequential performance is usually a very complex task. We propose to use a mixture of empirical and analytical modeling in that we define an analytical model and parametrize it with empirical measurements. This means that one designs a model for each kernel with a subset of the critical parameters as input. Then, one runs the code with a strategically chosen set of critical parameters and determines the time that each step takes. The analytic model is then fitted to the empirical measurements. Application requirement models can be constructed in the same way by measuring different values (e.g., cache misses for memory requirements).
Modeling cache effects and architecture details such as the superscalar reorder logic can be tricky, however, empirical measurements can avoid a complex analysis by capturing higher-order effects directly.
Step E2: Determine Communication Parameters
In order to parametrize a machine model, the communication parameters need to be determined. Ideally, all parameters (including collective communications) are specified by the vendor or are available in a central database. However, if this is not the case then the user can establish such models with the empirical modeling method. Several benchmarks are available to gather the parameters [18] [19] [20] [21] [22] .
AN APPLICATION EXAMPLE: MILC
We applied the proposed technique to several applications. Due to space constraints, we will discuss an empirical performance model for one particular application on a POWER7 system in detail.
The discussed performance model is based on the model developed in [27, 28] and key features are repeated here to illustrate the modeling techniques described in Section 3.
The MIMD Lattice Computation (MILC) Collaboration studies Quantum Chromodynamics (QCD) the theory of the strong interaction [29] . Their suite of applications, known as the MILC code is publicly available for the study of lattice QCD. This group regularly gets one of the largest allocations of computer time at NSF supercomputer centers. The MILC suite comprises approximately 100.000 source lines of C code. We focus on one application from the code suite, su3 rmd, which is part of the SPEC CPU2006 and SPEC MPI benchmarks. It is also used to evaluate the performance of the Blue Waters computer based on a simple performance model prediction.
We show all steps to model MILC in full detail and present a complete analytical model for the parallel application performance. We omit step A4 because the application does not overlap computation and communication outside of the CG phase and the overlap for our desired problem size in the CG phase is insignificant.
Experimental Platform
We use a single POWER7-MR system with comparable single-core performance to predict the performance for larger scale (e.g., the Blue Waters system). The system is equipped with 32 POWER7 cores clocked at 3.864 GHz and 64 GiB main memory. We used the IBM XLC compiler version 11.1 and ESSL 5.1 for our experiments.
We used data gathered on this system to predict the performance of a POWER7-IH drawer (1024 cores total) running at 3.864 GHz. The main difference between POWER7-IH and POWER7-MR is the number of memory controllers, allowing more cores to achieve higher bandwidth, and the interconnect between the cores. However, single-core performance is comparable between both systems.
Step A1: Identify all Critical Parameters
MILC specifies a program run through an input file which contains all parameters. Table 1 lists relevant input parameters and describes their influence to the runtime briefly. Some variables, such as nflavors1 or nflavors2 are fixed by a particular type of calculation and are thus assumed to be part of the algorithm. The best way to gather all critical parameters is from the documentation or from a domain expert.
Name Description P number of PEs (intrinsic parameter) nx, ny, nz, nt size in x, y, z, t dimension warms, trajecs warmup rounds and trajectories (outer loop) traj between meas measurement "frequency" (called meas for brevity) steps per trajectory number of "steps" in each trajectory (called steps for brevity) beta, mass1, mass2, error for propagator physics parameters that influence convergence of the conjugate gradient for measurements max cg iterations limits the conjugate gradient iterations Table 1 : MILC Critical Parameters.
Step A2: Identify all Code Kernels
The kernels are most important to our analysis. The runtimes of those blocks serve as the basis for the remaining model. We thus start with a serial performance model for all kernels. We use this model to compose a complete serial performance model for MILC and then extend it to a parallel performance model.
A kernel is either a function or a code block inside a function. A useful way to identify those kernels is to look at the call-graph of a representative run. Figure 6 shows such a callgraph for a run with a grid of size 4 4 , one trajectory, and one measurement per trajectory. The main routine in the code loops over warmups and trajectories. Warmup rounds and trajectories are identical, however, warmup rounds don't produce output and don't perform "measurements". The bulk of the computation happens in the update routine which is called 2·trajecs + warms times. This block is marked as "control logic" in Figure 6 .
The code has five performance-critical kernels that account for most of the time:
(1) LL (load_longlinks), (2) FL (load_fatlinks), (3) CG (ks_congrad), (4) GF (imp_gauge_force), and (5) FF (eo_fermion_force_twoterms). The time to perform each of these functions scales linearly with the number of lattice sites. Let Lx, Ly, Lz, and Lt be the sizes of the dimensions of the lattice on each process and V = Lx · Ly · Lz · Lt. Thus, the time to perform function B ∈ {LL, F L, CG, GF, F F } is T (B, V ) = t(B) · V where t(B) is the computation time of kernel B per grid point. The total serial runtime is b∈B T (b, V ) assuming each kernel is executed once. Choosing the right level of abstraction for modeling is very important. The modeler needs to decide where to cut subtrees in the call graph, i.e., combine them into a single term and he needs to determine functions to ignore. As shown in Figure 6 , our modeling strategy ignores several functions in the callgraph (e.g., trace_su3). This was done after ensuring that those functions did not consume significant time and scaled asymptotically much slower (with all input parameters) than other modeled functions. This is the first of a number of tradeoffs to balance the complexity of the model with its accuracy.
The hardest part is to determine analytical models for the actual runtimes of the five kernels. We know that it scales linearly with the number of lattice sites per process, however, actual performance depends on memory layout, cache sizes, and architectural details of the CPU. Such a model is generally hard to predict and for this example, we choose simple semi-empirical performance modeling. We thus benchmark different local lattice sizes on the target system and match those to our model function T (B, V ). Another possibility to determine this part of the model would be to run the kernels of the application in a simulator.
An analytic way would be to assess the requirements of the code, e.g., number of floating point operations and memory loads. The floating point requirements for the five identified kernels have been determined by the MILC group:
(I denotes the number of conjugate gradient iterations per trajectory). Such counts can give some approximation of the relative numbers of instructions for different parts of the code. We immediately see that LL and a single CG iteration have little demands compared to the other kernels.
However, the relationship between the number of FLOPs and real time is often non-trivial due to varying performance (vectorization, memory, cache) depending on the data layout, cache structure and CPU architecture.
Step E1: Determine Sequential Performance
Many modern computer systems have a memory hierarchy where each level can hold a different number of data elements and has different access times. This hierarchy is often transparent to the programmer in the form of one or more caches which keep temporary copies of parts of the application's working set in faster but smaller memory regions. Assessing the speed of a computation analytically can be very hard on cached architectures [30] . In addition, today's multi-scalar pipelined computer architectures make detailed analytical modeling of the execution units even more challenging. Thus, we rely on empirical benchmark results for different sizes of the application working set. Our analytical model considers two levels of cache: Lattice sites in the first level are computed in t1 and sites in the second level are computed in t2. The first level can hold s(B) data elements.
We ran MILC with multiple different lattice sizes V = Lx · Ly ·Lz ·Lt in order to determine the single-core performance.
The following table provides the parameters for each critical block B. It is important to notice that each block has different parameters which indicates that the working set and the time per site are different for the modeled operations.
The number of CG iterations depends on the complex critical parameters beta, mass1, mass2, error_for_propagator and can not easily be determined analytically and thus left as open parameter. Figure 7 shows the performance model for the GF kernel (line), the actual benchmark results (crosses) and the relative error of the model for each measurement (stars at the bottom). The other four kernels show similar accuracy (less than 10% error). The serial performance of the MILC code for all combinations of critical input parameters can be concisely and precisely defined with 15 parameters. We now show how to construct an analytic equation that composes the single kernel runtimes.
Putting it all Together
In the serial case, Lx = nx, Ly = ny, Lz = nz, and Lt = nt, and V = Lx · Ly · Lz · Lt. We determined the number of calls to each function depending on the critical parameters in Table 1 from the source code structure. The total serial computation time is
The variable niters is the total number of conjugate gradient iterations for light and heavy quarks. The conjugate gradient method is called once per step and twice per measurement. Figure 8 shows the composed serial performance model for the MILC code. The error is below 15% across a wide spectrum of configurations. The number of iterations is different and hard to predict without domain knowledge, thus, we consider the total number of iterations in the model and resort to a domain expert to predict this number. We observed that beginning from a lattice size of 1536 points, niters≈23.000.
4.5
Step A3: Determine Communication Pattern MILC uses point-to-point and collective (allreduce) communication. Collective communication is performed at the end of each conjugate gradient iteration on the whole set of processes (P ).
Point-to-point Pattern
MILC uses a 4-d balanced domain decomposition scheme by trying to cut the largest dimension that is divisible by the largest prime-factor in P . It continues recursively after updating P (divide by prime factor) and the cut dimension. If no dimension can be cut by the largest prime factor, the program aborts.
In the following analysis, we assume that the domain is decomposed in all four dimensions and Lx = Ly = Lz = Lt. MILC models periodic boundary conditions such that all processes have exactly eight neighbors for P ≥ 16. Pointto-point messages are sent along the 4-d lattice and are triggered in gather calls. Each gather call communicates in one direction and uses blocking communication, however, the conjugate gradient phase enables computation/communication overlap with nonblocking communication. The number of messages (gathers in MILC's terminology; this is not to be confused with MPI Gather collectives!) n(B) is specific to each critical block. In the case where all dimensions are cut by the domain decomposition: F F , GF , LL, and F L perform a fixed number of gathers per invocation. Each CG iteration performs one gather for each of the eight directions of all even (or odd) sites in a halo-zone of size three. In addition, at the first invocation (and each restart), it needs one additional gather for each direction (8 messages) of all even (or odd) sites in a halo zone of size one). For simplicity, we assume one restart during each invocation. Each CG invocation sends four messages communicating the su3 matrices one poin deep and four messages communicating them three points deep. CG is invoked twice every step (light and heavy quarks) and four times every measurement.
Point-to-point Sizes.
The code uses two major types of point to point operations. The first type is used in F F , GF , LL, and F L and communicates su3 matrices with 3x3 complex values (18 floating point values) and a 1-element wide halo zone. Thus, a halo zone of one element needs to be communicated at the domain boundaries. As before, Lx, Ly, Lz, and Lt represent the lattice dimensions per process, A d represents the message size for the F F , GF , LL, and F L kernels along dimension d, and s is the size of a single floating point value:
If we assume Lx = Ly = Lz = Lt and
The CG kernel is more complex. It communicates either even or odd su3 vectors with 3 element vectors (3 floating point values) per lattice site and a 3-element wide halo zone in each iteration. This means the message size is
. The conjugate gradient might restart itself to improve the accuracy of the solution. Each of the nrestart restart calls causes another 16 messages of size
. We assume nrestart=1 for simplicity. We will write A instead of A(V ) and B instead of B(V ) where it is clear. In addition, each CG invocation sends four messages communicating the su3 vectors with a halo-zone of size one (message size A) and four messages with a halo zone of size three (message size 3 · A). CG is invoked twice every step (light and heavy quarks) and four times every measurement.
Point-to-point Model.
If we assume a cost of M (x) for a message of size x, the full communication model for point-to-point operations is:
Collective Communication
Only the CG block requires an allreduce of two floating point numbers during each iteration. An additional allreduce call is needed for initialization at each first call for heavy or light quarks (once per step and twice for each measurement). Thus, the number of allreduce calls is:
2 · steps · (trajecs + warms) + 2 · trajecs meas
The time for all collective operations is then simply T coll = T ared · n ared .
Step E2: Determine communication parameters
We used the Netgauge LogGP benchmark [19] to measure the intra-node communication performance and we assume the slowest link in the network (LR, cf. [25] ) for the inter-node communication. The intra-node communication parameters are L=1.43 µs, for small messages (≤ 32kiB) o=0.48 µs, g=1.03 µs, G=0.18 ns/b, and for large messages (> 32kiB) o=5.66 µs, g=1.16 µs, G=0.22 ns/b. The intranode parameters are L=1.8 µs, o=1.5 µs, g=1.5 µs, G=0.2 ns/b.
For 32 cores and an ideal mapping (two 2x2x2x2 blocks per node), we assume that approximately half of the communication is intra-node and half is inter-node.
We estimate the costs of the allreduce communication as a dissemination pattern [31] : T ared = 1.8µs · log 2 (P ).
EXAMPLE USES OF THE MODELS
We now discuss two examples in which we used the model to predict the performance on a system during installation and to assess the optimization potential of a code change.
POWER7-IH Prediction
We used the model to predict the performance of a parallel execution of MILC with P = 1024 and varying grid sizes. The simple model we used was Tpar(V ) = T serial (V )+ Tp2p(V )+T coll (V ). Figure 9 shows the parallel model (line), the benchmark results (stars), the purely serial (computation) model (dashed line), the relative communication overhead (line from the left top), and the relative overhead for packing data for the point-to-point communication (lower line from bottom left). The "pack time" is a part of the communication overhead. It models the time to copy the data that is sent from the application buffer to communication buffers and is modeled with a simple linear equation.
MPI Datatype Optimization
Our communication model showed that the buffer copies for packing were very inefficient (only 300 MiB/s transfer rates). The model shows up to 12% overhead due to packing. Hoefler and Gottlieb thus changed the code to use optimized MPI derived datatypes for the data packing and sending (which also allows overlap and pipelining inside the send call). Details of the implementation are available in [32] .
The resulting code's overall parallel performance was improved by up to 12% on the POWER7 drawer, which means that all the memory copy overhead could be eliminated in the efficient datatype handling.
CONCLUSIONS AND FUTURE WORK
We have shown that performance modeling can support all stages of the procurement and deployment of a large computer system and improve the day-to-day operation of datacenters. We also discussed how developers and users of scientific applications can benefit from a performance model. Therefore, we advocate performance modeling as a tool for application optimization and tuning, system design, procurement and tuning, and operation.
Performance modeling can be used at different levels of complexity, from very rough back-of-the-envelope to very detailed and accurate models. We advocate simple models in which we trade off simplicity for accuracy to guide optimization and tuning. Our simple and effective modeling method can be used by performance engineers, application support engineers, and application developers to generate performance models for a scientific applications without the help of experts. We provide a detailed example for MILC, an important NSF application and showed two practical uses of the model at the National Center of Supercomputing Applications (NCSA).
NCSA is developing a long-term strategy to support performance modeling and use performance models during its operation. The advanced application support team is wellversed with modeling strategies and begins to support external users with the development of performance models. We expect that this support strategy will enhance the quality and performance of many community codes such as MILC.
We strive to make performance modeling techniques accessible to a wider community by showing the usefulness of simple performance models. We also work with performance tool developers to integrate performance modeling techniques in such tools [33] .
Our current ongoing work is using analytic performance models to predict the impact of operating system noise at large scale [8] and to develop noise-resistant algorithms using nonblocking collective communications. We also plan to investigate the limits to the benefit of accelerators. We plan to build upon asymptotic theoretical bounds on the I/O established in [34] .
