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ABSTRACT
ALGEBRAIC RELATIONS VIA A MONTE CARLO SIMULATION
by
Alison Elaine Becker
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Under the Supervision of Professor Jeb Willenbring
The conjugation action of the complex orthogonal group on the polynomial functions on
n× n matrices gives rise to a graded algebra of invariants, P(Mn)On . A spanning set of this
algebra is in bijective correspondence to a set of unlabeled, cyclic graphs with directed
edges equivalent under dihedral symmetries. When the degree of the invariants is n+ 1, we
show that the dimension of the space of relations between the invariants grows linearly in
n. Furthermore, we present two methods to obtain a basis of the space of relations; we
construct a basis using an idempotent of the group algebra C[Sn] referred to as Young
symmetrizers, and we propose a more computationally efficient method for this problem
using a Monte Carlo algorithm.
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The goal of this work is to understand the relations between invariant polynomials of a
specific group action on a finite dimensional representation. We present results about the
dimension of the space of relations, denoted REL, and further discuss two methods for
obtaining a basis of this space. First, we construct a basis of relations by using Young
symmetrizers, however, this can be computationally expensive. Thus we propose a more
efficient method to determine a basis of REL by employing a Monte Carlo algorithm.
In Chapter 3 we discuss our main results about the space of relations between the invari-
ants of the conjugation action of the complex orthogonal group, On(C), on the polynomial
functions on n× n matrices, denoted P(Mn), given by:
g · f(x) = f(gTxg)
where x ∈Mn, f ∈ P(Mn) and g ∈ On(C).
We have that Pd(Mn), the homogeneous polynomials of degree d, are a finite dimensional





and thus a graded algebra of invariant polynomials, P(Mn)On . It is shown in [10], that
this algebra is generated by functions of the form Tr(xa1(xT )a2xa3(xT )a4 · · ·xam−1(xT )am) for
x ∈Mn. Products of these functions span the set of invariants, however, they are not linearly
independent if the degree of the polynomials is greater than n.
In Chapter 3 we give a precise definition of the space REL as the kernel of a specific
map. We then prove the following theorem regarding the linear growth of the dimension of
REL:
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Theorem 1 Let n be a positive integer. The dimension of the space of relations, RELn+1,









The following table illustrates this idea; the columns are indexed by n, and the rows by
the degree, d, of the invariants.
Dimension of REL
d\n 1 2 3 4 5 6 7 8
1 0 0 0 0 0 0 0 0
2 2 0 0 0 0 0 0 0
3 2 2 0 0 0 0 0 0
4 5 3 3 0 0 0 0 0
5 5 7 4 3 0 0 0 0
6 9 13 12 5 4 0 0 0
7 9 21 21 14 6 4 0 0
8 14 33 48 30 19 7 5 0
9 14 51 75 67 39 21 8 5
Table 1.1: Table of values of the space of relations. Columns give the dimension of the defining represen-
tation, rows give the degree of the invariants.
The space of zeros in the table represents what we define as the stable range, where the
degree of the invariant polynomials is smaller than n. In this space there are no relations
between the invariants [15]. The first time relations arise is just outside of the stable range,
when the invariants are degree n + 1. The highlighted diagonal gives the dimension of the
space of relations between the degree n+ 1 invariants, RELn+1, which we see grows linearly
in n.
In order to prove Theorem 1, we rely on correspondences between the elements of
P(Mn)On and several different spaces. In Section 3.1.1 we illustrate a useful bijection be-
tween the invariant polynomials and Necklace diagrams, which are unlabeled, cyclic graphs
embedded in the plane. These graphs are equivalent under dihedral symmetries, and this
2
characteristic corresponds to properties of the trace of a matrix.
For example, the following figure represents a Necklace diagram corresponding to an
invariant polynomial of degree 5:
Figure 1.1: Necklace diagram corresponding to a quintic invariant.
Furthermore, we present a bijection from P(Mn)On to a set of fixed-point free involutions
in Section 3.1.2, and a correspondence from the space of invariants to a double coset of the
symmetric group S2(n+1), in Section 3.1.3.
We use these correspondences to prove the main result regarding the dimension of
RELn+1, and we present this proof in Section 3.3.
Next, we discuss two ways to determine a basis of REL. In Section 3.4.2 we explicitly
describe the relations using idempotents of the group algebra, C[Sn], called Young sym-
metrizers. However, the size of these elements grows exponentially in n, and thus it becomes
computationally overwhelming to obtain a basis using this method as n increases.
Therefore, in Chapter 4, we propose a new approach to explicitly define a basis of the
relations that is more efficient and does not rely on Young symmetrizers. This algorithm is
designed using a Monte Carlo simulation that repeatedly generates random matrices to give
numerical values to the invariants, which allows us solve a linear system of equations and
thus recover a basis of relations.
All of our code is written in Python and Sage [12], and can be found in Chapter 5.
3
2 Preliminaries
In this section we will set up common notation, and introduce important concepts and
theorems that will be used throughout the subsequent discussion of our main results. We give
some basic notions of representation theory, and the construction of the symmetric tensors
and symmetric algebra. Furthermore, we describe Young diagrams and Young symmetrizers
within the context of these ideas and explain a few examples. Finally, we discuss details of
Schur-Weyl duality and several related theorems.
We will be working over the field of complex numbers, C, specifically concerning the
following matrix groups:
Definition 1 The complex general linear group of dimension n, denoted GLn(C), is the
set of n × n invertible matrices with complex entries under the group operation of matrix
multiplication.
Definition 2 The complex orthogonal group of dimension n, denoted On(C), is the group
of n× n orthogonal matrices with complex entries under the group operation of matrix mul-
tiplication. The orthogonal matrices are solutions to the equation XXT = Id, where Id is
the identity matrix.
Remark: We will use the convention that On(C) = On, and GLn(C) = GLn for more
succinct notation.
Next, we define the construction of the group algebra.
Definition 3 Let G be an arbitrary group with operation ∗. The group algebra C[G] is the




kgg | kg = 0 for all but finitely many g
}
(2.1)
equipped with a natural addition and multiplication.
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Remark: We will work with the space C[Mn], which is a C-algebra of polynomial functions





where C[Mn]d denotes the subspace of homogeneous polynomials of degree d. For clarity, we
will use the following definition and notation for this graded algebra of polynomials.
Definition 4 Let d ∈ Z≥0, and let P(V ) denote the algebra of polynomial functions on vector




Pd(V ) is the subspace of homogeneous polynomials of degree d on V .
Next, we describe another algebra called the tensor algebra, and two important related
spaces.
Definition 5 The tensor algebra T (V ) of vector space V is the algebra of tensors on V
where multiplication is defined to be the tensor product.
Construction of T(V): We define V as a vector space over arbitrary field, F . Then for
n ∈ N, the nth tensor power of V is the tensor product of V with itself n times:
T nV = ⊗nV = V ⊗ V ⊗ · · · ⊗ V︸ ︷︷ ︸
n times
together with a bilinear multiplication,
(⊗kV )⊗ (⊗pV )→ ⊗k+pV
We therefore have a graded algebra structure on T (V ):
T (V ) =
⊕
n
T nV = ⊗0V ⊕⊗1V ⊕⊗2V · · ·
5
We can use the tensor algebra T (V ) to define several useful spaces, namely the symmetric
algebra S(V ), and the symmetric tensors Sym(V ).
Definition 6 The symmetric algebra, denoted S(V ), is a quotient of the tensor algebra
T (V ):
S(V ) = T (V )(v ⊗ w − w ⊗ v, v, w ∈ V )
where (v ⊗ w − w ⊗ v) is the ideal of differences generated for all v, w ∈ V .
Essentially, S(V ) may be thought of as the polynomial ring over F in inderterminates in
V (without choosing coordinates) that are a basis for V . We again have a graded algebra




Sk(V ) = S0(V )⊕ S1(V )⊕ S2(V ) · · ·
where Sk denotes the kth-symmetric power of vector space V , that is, the vector subspace of
the symmetric algebra S(V ) consisting of degree k elements.
Definition 7 The space of symmetric tensors, Sym(V ), consists of tensors T , of order n
that are invariant under the natural permutation action of the symmetric group Sn on the
tensor factors:
T (v1, v2, . . . , vn) = T (vσ(1), vσ(2), . . . , vσ(n))
for σ ∈ Sn.
We emphasize the difference between S(V ) and Sym(V ); the symmetric algebra S(V ) is a
quotient of the tensor algebra, while the space of symmetric tensors Sym(V ) is a subspace
of T (V ).
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There is a useful map between S(V ) and Sym(V ) called the symmetrization map:
φ : S(V ) −→ Sym(V ) (2.3)
v1v̇2 · · · vk −→
∑
σ∈Sk
vσ(1) ⊗ vσ(2) ⊗ · · · ⊗ vσ(k) (2.4)
For example, given S(V ) =
⊕∞
n=0 S
n(V ), we may have that Sm(V )⊗Sk(V ) is not symmetric
for some m, k ∈ N, thus we symmetrize via the map 2.3 :
Sm(V )⊗ Sk(V )→ Sm+k(V )








We will use the previous definitions in the context of representation theory. Thus, we
introduce the concept of a representation, and state several theorems that will be necessary
for understanding our subsequent results.
Definition 8 Let n be a positive integer. Then a matrix representation of a group G on a
vector space V over field K is a group homomorphism:
ρ : G→ GLn
Equivalently, for each element g ∈ G, we assign a matrix ρ(g), such that
• ρ(e) = In (the n× n identity matrix), and
• ρ(gh) = ρ(g)ρ(h) ∀g, h ∈ G
The parameter n is called the degree or dimension of the representation.
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Remark: It is common for V to be referred to as the representation when the homomorphism
mapping is clear.
We note that every group has a trivial representation, given by mapping every element
of the group to In, the identity matrix. As our future discussion largely focuses on repre-
sentations of the symmetric group, Sn, we recall Cayley’s theorem which states that every
finite group is isomorphic to a permutation group. Then we remark that it can be shown
that every finite group has a permutation matrix representation. Next, we define what it
means for a representation to be irreducible.
Definition 9 A subspace W of V that is invariant under the group action is called a sub-
representation.
A representation is called irreducible if it contains no non-trivial subrepresentations.
The following theorem describes the setting in which a finite-dimensional representation can
be constructed from irreducible subrepresentations.
Theorem 2 (Maschke’s Theorem) Every representation of a finite group, G, over a field
F with characteristic not dividing the order of G is a direct sum of irreducible representations.
Furthermore, Schur’s Lemma describes the maps between two irreducible representations
of a group G.
Theorem 3 (Schur’s Lemma) Let V,W be vector spaces over C, and let ρV , ρW be irre-
ducible representations of G on V and W , respectively. Then,
• If V  W then there are no nontrivial G-linear maps between them.
• If V = W and ρV = ρW , then the only nontrivial G-linear maps are the identity and
scalar multiples of the identity.
Next, we describe a combinatorial object called a Young tableau, which gives us a convenient
and succinct way to describe the representations of two groups that are of high importance
in our work, namely, the symmetric group Sn, and the general linear group GLn.
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Discussion of Young Tableaux [2], [18]: For a given finite group, G, the number
of its conjugacy classes is equal to the number of irreducible representations of G. For
the symmetric group on n letters, Sn, we have a correspondence between its irreducible
representations and a combinatorial object called a Young Diagram.
First, recall that there is a canonical bijection between the conjugacy classes C , in Sn
and the partitions, Pn, of n:
ϕ : C −→ Pn
σ −→ λ
where for σ ∈ Sn, the corresponding partition λ = λ1 + λ2 + · · · + λk of n is given by the
lengths of the cycles in a decomposition of σ as a product of disjoint cycles.
Then there is a correspondence between this partition λ and a finite collection of boxes
called a Young Diagram; where the total number of boxes in the diagram is n, and the
number of boxes in each row is given by λi of the partition.
For example, the partition of 10 given by 10 = 5 + 3 + 2 gives the Young diagram shown
in Figure 2.1.
Figure 2.1: Example of a Young Diagram
Definition 10 A Young tableau, T , is a Young diagram, D, with a filling that assigns
a positive integer to each box of D, where the number of times each integer appears in a
tableau is called the weight of the T .
• A filling is semi-standard if entries weakly increase along each row and strictly in-
crease down each column.
9
• A filling is standard if entries are a bijective assignments of {1, 2, . . . , |D|}.
Examples of each of these tableaux are shown in Figure 2.2, for the Young Diagram given
by partition λ = (5, 3, 1). In Figure 2.2a, the tableau has weight (1, 4, 2, 2, 1) as there is one
1, four 2’s, two 3’s, two 4’s, and one 5 in the diagram. Similarly the tableau in Figure 2.2b
has weight (1,1,1,1,1,1,1,1,1,1).
1 2 2 4 5
2 2 3
3 4
(a) Example of a Semi-standard Young Tableau.
1 2 3 4 5
6 7 8
9 10
(b) Example of a Standard Young Tableau.
Figure 2.2: Examples of fillings of Young Diagrams
The following definition describes a specific type of Young tableau that will be of partic-
ular importance to the discussion in Section 3.2 of Littlewood-Richardson numbers.
Definition 11 Let λ be a partition of n + m, and µ a partition of m. A skew shape is a
pair of partitions (λ, µ), denoted λ/µ, such that the Young diagram of λ contains the Young
diagram of µ.
The skew diagram of λ/µ is the set of n squares that belong to λ but not to µ.
A standard skew tableau of shape λ/µ is a filling of the skew diagram with the integers
from 1 to n in increasing order in each row and column. If we allow repetitions of numbers
and the rows are weakly increasing, then this filling gives a semi-standard skew tableau.




λ/µ = (4, 3, 2)/(2, 1)




λ/µ = (4, 3, 2)/(2, 1)
(b) Semi-standard skew tableau
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The following theorem gives a bijective correspondence between permutations in Sn and
pairs of standard Young tableau of the same shape. Details can be found in [13], [2].
Theorem 4 (Robinson-Schensted Correspondence) Let σ ∈ Sn. Given a permutation
in two-line notation,
σ =
 1 2 3 · · · n
σ1 σ2 σ3 · · · σn

where σi = σ(i). The Schensted algorithm constructs a sequence of ordered pairs (Pi, Qi) of
standard Young tableaux of the same shape:
(P1, Q1), (P2, Q2), . . . , (Pn, Qn)
where the Qi are called insertion tableaux, Pi are called recording tableaux, and P0 = Q0 is
the empty tableaux.
The Schensted algorithm creates a bijection between the permutation and the tableaux by
simultaneously constructing the recording tableaux P and the insertion tableaux Q defined
above. We start from the empty tableaux P0 and Q0, then insert each element of σ in turn to
get a standard Young tableaux. At the same time, in the sequence of tableau Q, we record
the order in which new cells are created in P .
A useful result of this correspondence tells us that if σ is an involution, then the recording
and insertion tableaux are equal, P = Q.
The following theorems connect these ideas of group algebras, Young diagrams, and
irreducible representations. The proofs are not provided here but can be found in [6], [3]. In
particular, the Schur-Weyl duality theorem will be used in the proof of our result in Section
3.
Discussion of (GLn, GLm) duality [6], [17]: For m,n ∈ Z+, consider the tensor
product Cn⊗Cm. Then the standard GLn(C) action on Cn given by g.v = g−1v for g ∈ GLn,
v ∈ Cn, induces an action on Cn ⊗ Cm. Similarly this holds for the GLm(C) action on Cm.
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It is clear that these actions commute, and thus we construct a GLn × GLm action on the
space Cn ⊗ Cm:
(g, h).v = g−1v1 ⊗ h−1v2
for v = v1 ⊗ v2 ∈ Cn ⊗ Cm and (g, h) ∈ GLn × GLm. Furthermore, we can define an
action on the algebra of degree d homogeneous polynomial functions on Cn ⊗ Cm, denoted
Pd(Cn ⊗ Cm) by
(g, h).f(v ⊗ w) = f(g−1v ⊗ h−1w) (2.5)
for (g, h) ∈ GLn × GLm, (v ⊗ w) ∈ Cn ⊗ Cm, and f a degree d homogeneous polynomial
function on Cn ⊗ Cm. (GLn, GLm)-duality describes the decomposition of this space of
functions into irreducible representations.
Theorem 5 ((GLn,GLm)-duality) Under the action of GLn×GLm on Pd(Cn⊗Cm) given
in equation 2.5, the algebra Pd(Cn ⊗ Cm) has the following decomposition into irreducible
GLn ×GLm modules:





F λn ⊗ F λm (2.6)
The proof of this theorem can be found in [6].
If we consider a similar situation to above, but furthermore let the symmetric group Sn
act on the right of a k-dimensional tensor space, then we develop the following concept of
Schur-Weyl duality.
Discussion of Schur-Weyl duality: [6], [3] Consider the tensor space given by
⊗k(Cn) = Cn ⊗ Cn ⊗ · · · ⊗ Cn︸ ︷︷ ︸
k times
Then we have that the symmetric group on k letters, Sk, has a natural right action on this
12
space by permuting the tensor factors:
(v1 ⊗ v2 ⊗ · · · ⊗ vk)σ = vσ(1) ⊗ vσ(2) ⊗ · · · ⊗ vσ(k)
where σ ∈ Sk, and vi ∈ Cn. Additionally, the general linear group GLn acts on ⊗k(Cn) on
the left by simultaneous matrix multiplication:
g(v1 ⊗ v2 ⊗ · · · ⊗ vk) = gv1 ⊗ gv2 ⊗ · · · ⊗ gvk
where g ∈ GLn and vi ∈ Cn. Then it is clear that g((v1 ⊗ vk)σ) = (g(v1 ⊗ vk))σ, that
is, the two actions commute. Furthermore, the spans of the images of Sk and GLn in the
endomorphism group End(C)⊗k are centralizers of each other. Schur-Weyl duality describes
the multiplicity-free decomposition of this space as a representation of the group Sk ×GLn.





F λn ⊗ Y λk (2.7)
as a representation of Sk ×GLn, where Y λk is indexed over all irreducible representations of
Sk, and each F
λ
n is an irreducible representation of GLn. These irreducible representations
are associated to Young Diagram, λ, with k boxes and number of nonzero rows ≤ n.
The proof of this theorem can be found in [6].
Below is a special case of the Cartan-Helgason theorem (details can be found in [6]).
Theorem 7 Let F λ denote the irreducible finite dimensional representation of the general
linear group GLn with highest weight λ. Then
dim(F λ)On =





In the next chapter we use the definitions and theorems detailed in this section in order
to discuss a new result about the relations between a specific set of invariant polynomials
under an action of the complex orthogonal group.
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3 Main Result
In the following sections we develop our main results regarding the space of relations between
the invariant polynomials under the conjugation action of On on the polynomial functions on
n×n matrices. In Section 3.1 we construct the graded ring of On invariants under this action.
We then illustrate a correspondence between elements of the invariant ring and unlabeled
cyclic graphs called Necklace diagrams. Furthermore, there is an injection between these
diagrams and fixed-point free involutions, which we describe in Section 3.1.2. Our goal is to
understand the space of relations between invariants under the On conjugation action. We
state and prove a theorem about the dimension of this space in Section 3.3, and in Section
3.4 give a construction for a basis of this space. The final result in Chapter 4 presents
a computationally efficient way to recover relations between invariants via a Monte Carlo
algorithm.
3.1 On-invariant polynomials
Consider the complex general linear group, GLn, and the polynomial functions on n × n
matrices, P(Mn) (Definition 4). There is a conjugation action of GLn on P(Mn) defined by
g · f(x) = f(g−1xg)
for g ∈ GLn, x ∈Mn, and f ∈ P(Mn).
We can see that Tr(x) is invariant under this action, since
g · Tr(x) = Tr(g−1xg) = Tr(gg−1x) = Tr(x)
It can be shown, [10], that Tr(xk) is invariant for k ∈ N, k ≤ n, and these functions
generate P(Mn)GLn . Furthermore, there are no relations between these invariants. Thus,
we restrict the adjoint action of GLn to the action of the complex orthogonal group, On, on
15
P(Mn) defined by
g · f(x) = f(g−1xg)
for g ∈ On, x ∈ Mn and f ∈ P(Mn). However, since g ∈ On, this action is equivalent to the
following:
g · f(x) = f(gTxg) (3.1)
The homogeneous polynomials of degree d, denoted Pd(Mn), are a finite dimensional repre-





and a similar grading of the algebra of invariants, P(Mn)On .
The polynomial invariants under the GLn action are also invariant under the orthogonal
group, but there are additional invariants under the action of On. It is shown in [10], that
P(Mn)On is generated by traces of monomials in x and xT ,
Tr(xa1(xT )a2xa3(xT )a4 · · ·xam−1(xT )am) (3.2)
for x ∈Mn, ai ∈ Z+.
Products of these polynomial functions span the set of invariants. When the degree of
the invariants is less than or equal to n, there are no relations between the polynomials. We
call this space the stable range, defined below.
Definition 12 For d, n ∈ N, we define the ordered pair (d, n) to be in the stable range if
d ≤ n.
If the degree, d, of the polynomials is greater than the dimension of the defining repre-
sentation, the spanning set of invariants is not linearly independent. We look at the first
occurrence of relations between invariants, which happens when the invariant polynomials
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have degree d = n + 1. The main result in Section 3.3 gives the dimension of space of
relations between the degree n + 1 invariants under the conjugation action of On described
above.
In the following section we discuss a useful correspondence between the graded invariant
algebra P(Mn)On and unlabeled cyclic graphs called Necklace Diagrams.
3.1.1 Necklace Diagrams
We develop a bijective correspondence between an unlabeled cyclic graph with oriented edges
and the polynomial generators of the invariant ring P(Mn)On .
Definition 13 Let m ∈ N. We embed an unlabeled, directed, cyclic graph with d nodes in
the plane and centered at the origin; each edge is given an orientation of clockwise or coun-
terclockwise determined by choosing an arbitrary edge, E, and noting the direction traveled
to subsequent edges.
These graphs, called Necklace diagrams and denoted Nm, have the following structure:
• An edge may join a node to itself
• At most two edges may join two different nodes
Furthermore, diagrams are considered equivalent under dihedral symmetries of rotation and
reflection.
An example of two equivalent necklace diagrams in N4 is shown in Figure 3.1
=
Figure 3.1: Graph of Tr(x3xT ) or equivalently, Tr(x2xTx), Tr(x(xT )3), etc.
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Then we have the following correspondence, [15], between Nm and the generators of
P(Mn)On . Consider diagram Nm, and let {E1, E2, . . . , Em} be the set of edges in Nm. Let





x if Ei is directed clockwise
xT if Ei is directed counterclockwise
(3.3)
It is clear that f(x) is a function of the form described in 3.2, namely, the trace of monomials
in x and xT . Since the trace of a matrix is invariant under cyclic permutation, this corre-
spondence is independent of the choice of initial edge. Furthermore, as Tr(x) = Tr(xT ), our
assertion of counterclockwise and clockwise is arbitrary.
Let Dd denote the set of (not necessarily connected) necklace diagrams in which each
connected component is in Nm, where there are d total nodes in the set of diagrams. That
is, define




An example of an element in D7 is in figure 3.2 . Then we have a similar correspondence to
3.3 between Dd and the generators of P(Mn)On given by the following:
For f : Mn → C, let f(x) =
d∏
j=1




and the function fi(x) is the same as described in Equation 3.3 .
Figure 3.2: Diagram of Tr(x3xT )Tr((xT )2)Tr(x)), an example of an element in D7.
Let Gn,d denote the set of degree d polynomial functions on Mn, which are the functions
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given by f(x) in Equation 3.4 , that is,
Gn,d =
{




bj + · · · = d
}
Then we have a one-to-one correspondence between elements of Gn,d and elements of the set
Dd. That is,
|Dd| = |Gn,d|
For example, consider M2, and degree 3 polynomial functions on M2. Then we have
G2,3 =
{
Tr(x3), T r(x2xT ), T r(xxT )Tr(x), T r(x2)Tr(x), T r(x)3
}
, and thus the following in-
jection into D3 via the function described in Equation 3.4 :
Tr(x3) Tr(x2xT ) Tr(x2)Tr(x) Tr(xxT )Tr(x) Tr(x)3
Figure 3.3: Injection between G2,3 and D3
Therefore, we adopt the following definition.
Definition 14 The degree of an invariant of the On action on the polynomial functions
on n × n matrices is equal to the number of nodes of the corresponding set of Necklace
diagrams Dd.
It can be shown, [15], that in the stable range where the degree of the invariants, d, is less
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than or equal to n, we have that
|Gn,d| = dimP(Mn)On
That is, in the stable range where d ≤ n, the dimension of the space of invariants under this
On action is exactly equal to the number of necklace diagrams Dd. As a result, there are no
relations between the invariants in this setting. In Section 3.3 we present a new result about
the dimension of the invariant space outside of the stable range, where relations between
the invariants arise. To aid in this discussion, it is useful to note a correspondence between
Necklace diagrams and a set of fixed-point free involutions.
3.1.2 Fixed-Point Free Involutions
There is a one-to-one correspondence between the set of involutions on Sn without fixed-
points and the invariants of P(Mn)On which are described by the Necklace diagrams (Defini-
ton 13).
Definition 15 An involution on a set A is a permutation, σ, of A, where σ(σ(x)) =
x ∀x ∈ A.
A fixed-point free involution is an involution on A which does not contain any 1-cycles.
Thus, by definition, the set of all fixed-point free involutions on set A is the set of all
transpositions of elements in A. Let In denote the set of all fixed-point free involutions on
the set {1, 2, . . . , n}. Then by [15], we have a bijective correspondence
Θ : Dd −→ I2d (3.5)
given in the following way.
Let B ∈ Dd, and label each edge in B with an element of {1, 2, . . . , d} such that each
element is only used once. Then consider the set A = {1, 2, . . . , 2d} and arbitrary element
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k ∈ A. We next construct σ ∈ I2d such that σ is an involution, and gives a bijection between
the desired sets.
First consider 1 ≤ k ≤ d. For the edge labeled k in necklace diagram B, if the tail of the
directed edge is attached to the tail of directed edge i then we let σ(k) = i. If in contrast
the tail of directed edge k is attached to the head of edge i then we define σ(k) = i+ d.
If d+1 ≤ k ≤ 2d, then we define σ similarly. If the head of directed edge k−d is attached
to the the tail of edge i then we let σ(k) = i. If the head of edge k − d is attached to the
head of edge i, then define σ(k) = i+ d.
It is shown in [15] that this gives a bijection between I2d and Dd, so here we illustrate
this idea with an example.
Let d = 8, and consider the set I16 of fixed-point free involutions on the set {1, 2, . . . , 16}
and element (1 13)(2 9)(3 12)(4 5)(6 7)(8 16)(10 11)(14 15). We construct the bijection de-






Figure 3.4: Labeled element B ∈ D8.
In Figure 3.5 we construct a new graph with 16 labeled nodes by making a row of nodes
labeled from the set {1, 2, . . . , 8}, and above them make a row of nodes labeled from the set
{9, 10, . . . , 16}. Then, we connect each node with its image under the involution we chose
from I16.
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9 10 11 12 13 14 15 16
1 2 3 4 5 6 7 8
Figure 3.5: Edges drawn between nodes via the involution ∈ I16.
Next, as shown in Figure 3.6 , we draw a directed edge from each node i to node i + 8,
for i ∈ {1, 2, . . . , 8}.
9 10 11 12 13 14 15 16
1 2 3 4 5 6 7 8
Figure 3.6: Arrows drawn from node j to node j + d.
Finally, we identify the pairs of nodes in the graph when an arrow connects them, and
collapse the remaining edges. For example, using Figure 3.6 , we connect nodes 4 and 12,
and 12 and 3, and so forth. The resulting graph, Figure 3.7, is a necklace diagram in D8, in
which each edge is labeled by a pair (i, i + 8). We note that without loss of generality we

















Figure 3.7: Collapsed edges.
Thus, we are free to consider the degree d elements of P(Mn)On as products of traces of
x and xT , or as Necklace diagrams, or as fixed-point free involutions of the set {1, 2, . . . , 2d}.
In the next section, we describe an important correspondence between these fixed-point free
involutions, I2d, and a set of double cosets of the symmetric group.
3.1.3 Another Useful Bijection
Consider the symmetric group S2n, and note the following inclusion:
∆Sn ⊆ Sn × Sn ↪→ S2n (3.6)
where ∆Sn denotes the diagonally embedded copy of Sn in Sn × Sn, that is,
∆Sn = {(σ, σ)| σ ∈ Sn}.
Additionally, we consider Sn×Sn, where the first copy of Sn is composed of permutations of
the set {1, 2, . . . , n}, and the second copy of Sn is permutations of the set {n+1, n+2, . . . , 2n}.
Then we have an embedding of Sn×Sn into S2n, and thus we can consider ∆Sn and Sn×Sn
as subgroups of S2n.
We define the following element of S2n using disjoint cycle notation:
τ = (1 2)(3 4) · · · (i i+ 1) · · · (2n− 1 2n)
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and we define Hn as the centralizer of τ in the group S2n,
Hn = {σ ∈ S2n| στ = τσ}.
Clearly, by definition τ is also an element of I2n. Now, we can construct a set of double
cosets of the group S2n as follows:
(∆Sn)\S2n/Hn = {(Sn)σHn| σ ∈ S2n}. (3.7)
The ∆Sn conjugation action on I2n is equivalent to the left action of ∆Sn on S2n/Hn by:
ψ : S2n/Hn −→ I2n (3.8)
σHn −→ στσ−1 (3.9)
Then we have that the ∆Sn orbits in I2n are exactly the double cosets ∆(Sn)\S2n/Hn, and
there is a bijective correspondence between these orbits and the set of Necklace diagrams,
Dd, detailed in [15]. We note this construction is used in our code to find the elements of
P(Mn)On , which can be found in Section 5 .
In the following sections our goal is to understand the space of relations between the
invariants, and in order to do this we rely on the combinatorial object called Littlewood-
Richardson numbers.
3.2 Littlewood-Richardson Numbers
There are several equivalent definitions of Littlewood-Richardson numbers, [6], [3], [9]. In
this section we describe the definitions that will be of particular importance to our results.
We view the Littlewood-Richardson numbers as the structure constants in the multiplication
of Schur polynomials, and thus equivalently define them as coefficients in the decomposition
of the induced representation of the symmetric group.
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First, we know that the number of irreducible representations of a finite group is equal
to the number of its conjugacy classes; for example, we have that there are three conjugacy
classes in S3, and thus there are three irreducible representations of S3. These can be







The Littlewood-Richardson rule allows us to compute the multiplicities of the irreducible
representations in such a decomposition of the finite symmetric group Sn. We will discuss
this rule by introducing the connection between Young diagrams and Schur polynomials.
Definition 16 Given partition λ of integer n, consider the semi-standard Young tableau, T ,
associated to λ and fix an upper bound, N , on the size of the entries in the tableau. Then
the Schur polynomial is,







xji such that j is the number of i
′s in tableau T .
The Schur polynomials are a basis of the space of symmetric polynomials, f ∈ C[x1, . . . , xn],
where f is invariant under any permutation σ of subscripts, for σ ∈ Sn.
We recall the following injection (details provided in Section 2):
Conjugacy classes of Sn ↔ Cycle types of σ ∈ Sn.
The cycle type of σ is the sequence of the lengths of cycles, say λ1, . . . , λk, in the decompo-
sition of σ into disjoint cycles. Then since λ1 + · · · + λk = n, we have that the cycle type
gives a partition of n.
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Because the irreducible representations of Sn are in one-to-one correspondence with the
conjugacy classes, we have that the irreducible representations are also in one-to-one corre-
spondence with the partitions of n.
This correspondence is how Schur polynomials are related to representations of the sym-
metric group Sn. By the definition above, each Schur polynomial, sλ, corresponds to a given
partition λ ` n. Thus the sλ corresponds to an irreducible representation of Sn.
The Littlewood-Richardson rule decomposes a representation into irreducible represen-
tations by taking the product of the corresponding Schur polynomials. Then we have the
following definition,
Definition 17 The product of two Schur polynomials sµ and sν is,




where sλ is a Schur polynomial, |µ|+ |ν| = |λ|, and the resulting coefficients cλµν are defined
to be the Littlewood-Richardson numbers.
We can equivalently define the Littlewood-Richardson numbers by inducing a represen-
tation from a subgroup of a symmetric group to the entire symmetric group.
Definition 18 Let µ and ν be partitions of positive integers n and m, respectively. Then








where the coefficients, cλµν are Littlewood-Richardson numbers.
The Littlewood-Richardson rule: Given both the above definitions, the Littlewood-
Richardson rule states that the coefficients, cλµν , count the number of skew semi-standard
Young tableaux of shape λ/µ with weight ν, with the additional restriction that the concate-
nation of the reversed rows is a lattice word. It can be shown using character theory that
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cλµν 6= 0 when µ, ν ⊆ λ. That is, the Young diagrams of µ and ν must fit inside the Young
diagram of λ in order to have nonzero coefficients.
A natural question arises about finding a method for constructing the irreducible repre-
sentations from a partition. For this, we define an idempotent which depends on partition λ
in the group algebra, yλ ∈ C[Sn], such that C[Sn]yλ is irreducible. The element yλ is called
a Young symmetrizer. A thorough discussion of Young symmetrizers is found in Section
3.4.1. We will use them in Section 3.4 in order to determine a basis of the space of relations
between invariants under the On action on polynomials on Mn.
Using the bijections and theorems described in the previous sections, we are now ready
to state and prove a theorem about the dimension of the space of relations between the
polynomial invariants under the action of the complex orthogonal group on P(Mn).
3.3 The Dimension of the Space of Relations
Under the conjugation action of On on P(Mn), we know that there are no relations between
the invariants in the stable range, where the degree of the polynomials is less than or equal
to n. Therefore, we analyze a space outside of the stable range where there are relations.
In this section, we present a result about the dimension of the space relations between the
invariant polynomials of degree d = n+ 1. We start by giving an example.
Example: Let n = 2. We consider invariant polynomials under the action of O2; we
know that there are no relations between the invariants if d ≤ 2. Thus we take one step
outside of the stable range and let d = 3, where we consider cubic invariant polynomials
under the action of O2 on P(M2). Here,
dim(P3(M2))O2 = 5
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The space consists of the following set of cubic invariants,
Tr(x3), T r(x2xT ), T r(x2)Tr(x), T r(xxT )Tr(x), T r(x)3.
In the language of Section 3.1, these polynomials correspond to the set of Necklace diagrams
G2,3, with 3 nodes and oriented edges. We recall Figure 3.3 and show it here again:
Tr(x3) Tr(x2xT ) Tr(x2)Tr(x) Tr(xxT )Tr(x) Tr(x)3
Bijection between Necklace diagrams and elements of P 3(M2)
O2 .
These polynomials span the set of invariants, however, they are not linearly independent.
There are actually two relations,
Tr(x)3 − 3Tr(x)2Tr(x) + 2Tr(x3) = 0
2Tr(x2xT )− 2Tr(xxT )Tr(x) + Tr(x)3 − 3Tr(x2)Tr(x) = 0
The primary result of this section describes how many relations there are between the
degree n+ 1 invariants under the action of On. We start by giving some set up for the main
theorem.









Then we have a surjection between the polynomial spaces:
P [Mn+1]  P [Mn]
where we restrict the (n + 1) × (n + 1) dimensional matrix down to an n × n dimensional
matrix. Recall, in Section 3.1 we discuss the invariants of this space under the conjugation
action of the complex orthogonal group On. Under this action we have a surjection between
the invariant rings:
P [Mn+1]On+1  P [Mn]On (3.13)






where Pd(Mn) denotes the subspace of homogeneous degree d polynomials, which are a finite






Therefore if we fix the degree, d = n+ 1, of the invariant polynomials, we have a surjection
between the algebras
Pn+1(Mn+1)On+1  Pn+1(Mn)On (3.14)










where S(M∗n) is the symmetric algebra (defined in Section 2) of the dual space M∗n of poly-
nomials on Mn.
Then if we again fix the degree d = n+ 1, we see that:
Pn+1(Mn) = Sn+1(M∗n) = Sn+1(Mn)∗
Furthermore, as we are working over the characteristic zero, algebraically closed field C,
we have that Sn+1(Mn) ' [⊗n+1(Mn)]∆Sn+1 . Note that the symmetric tensors are invariant
under the natural permutation action of the symmetric group on the tensor factors. Thus
map 3.14 can be written as the surjective map:
[⊗n+1(Mn+1)]On+1×∆Sn+1  [⊗n+1(Mn)]On×∆Sn+1 (3.15)
where ∆Sn+1 denotes the diagonally embedded copy of Sn+1 in Sn+1 × Sn+1,
Next, we use the following decomposition of Mn in the above map 3.15. Consider the
Gln ×Gln action on Mn given by:
(g, h) · x = gxhT
for x ∈ Mn and (g, h) ∈ Gln × Gln. Restricting to the diagonal Gln action on this space
gives:
(g, g) · x = gxgT
and thus under this action, we have a decomposition of Mn as follows,
Mn ' Cn ⊗ Cn (3.16)
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We focus on the On decomposition of Mn under the adjoint action of Gln, where x→ gxg−1.
Under this action we have that
Mn ' (Cn)∗ ⊗ C
However, consider the map:
Cn → (Cn)∗
v 7→ ϕ : Cn → C
w → v · w
where v, w ∈ Cn and v ·w is the usual dot product. Since the dot product is invariant under
the On action, we have that as an On- representation, Cn ' (Cn)∗. Thus, we are free to
decompose Mn as in 3.16 using this property that On is self-dual.
Remark on the Brauer algebra [16]: Before we symmetrize and consider the ∆Sn+1
action, we can decompose the even dimensional tensor space using the dual, (Cn)∗, which
gives the following,
[(⊗n+1Cn)∗ ⊗ (⊗n+1Cn)]On ∼= EndOn(⊗n+1Cn)
where the endomorphism group is defined to be the Brauer algebra [6], [16]. If we consider
the On action on the tensor space ⊗kCn instead of the traditional general linear group action,
then the Brauer algebra replaces the symmetric group in the decomposition of the space via
Schur-Weyl duality.
Now, returning to our main discussion, using the decomposition of Mn described above,
we can write map 3.15 as:
ζ : [⊗2(n+1)Cn+1]On+1×∆Sn+1  [⊗2(n+1)Cn]On×∆Sn+1 (3.17)
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We see that in the domain of this map, [⊗2(n+1)Cn+1]On+1×∆Sn+1 , we are in the stable range
where the degree of the invariants is equal to the dimension of the defining representation.
In the codomain, [⊗2(n+1)Cn]On×∆Sn+1 , is where relations arise. Thus, the kernel, REL, of
this map
(0)→ REL → [⊗2(n+1)Cn+1]On+1×∆Sn+1 → [⊗2(n+1)Cn]On×∆Sn+1
is exactly the space of relations between the degree n+ 1 invariants.
Definition 19 Let n ∈ N, and let ∆Sn+1 denote the diagonally embedded copy of the sym-
metric group Sn+1 in Sn+1 × Sn+1. Then the kernel of the map,
ζ : [⊗2(n+1)Cn+1]On+1×∆Sn+1  [⊗2(n+1)Cn]On×∆Sn+1
denoted REL, is defined to be the space of relations between the invariants of the conjugation
action of the complex orthogonal group on P(Mn).
Our goal is to understand REL as a vector space in order to compute its dimension, and
determine a basis. The following theorem describes the dimension of this vector space when
we are just outside of the stable range, that is, when the degree of the invariants is n+ 1.
Theorem 8 Let n be a positive integer. The dimension of the space of relations, RELn+1,









In order to determine the dimension of RELn+1, the proof will proceed as follows. First,
we consider the projection:
[
⊗n+1(Mn)
]On −→ Pn+1(Mn)On (3.18)
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where when we project to polynomial space, the tensors become symmetric. The relations
in the polynomial algebra pull back into the tensor algebra, and they form an irreducible
representation of S2(n+1) corresponding to the partition [n + 1, n + 1]. When this partition
is restricted to Sn+1 × Sn+1, there is a multiplicity-free decomposition into irreducible rep-
resentations Y α ⊗ Y α corresponding to size n + 1 diagrams with at most two parts. Thus,
to each α there exists a polynomial relation which corresponds to the Sn+1 invariant where
we embed Sn+1 into Sn+1 × Sn+1 diagonally (see 3.1.3). This ∆Sn+1 is the symmetric group
that symmetrizes to go from the tensor algebra to polynomial space.
The linear growth of RELn+1 is shown in the highlighted diagonal of the following table:
Dimension of REL
d\n 1 2 3 4 5 6 7 8
1 0 0 0 0 0 0 0 0
2 2 0 0 0 0 0 0 0
3 2 2 0 0 0 0 0 0
4 5 3 3 0 0 0 0 0
5 5 7 4 3 0 0 0 0
6 9 13 12 5 4 0 0 0
7 9 21 21 14 6 4 0 0
8 14 33 48 30 19 7 5 0
9 14 51 75 67 39 21 8 5
Here, the columns are indexed by the dimension of the defining representation, and the
rows by the degree of the invariants in Pn+1(Mn)On . The data in this table again shows that
there are no relations when we are in the stable range where the degree of the invariants is
less than or equal to n, and it illustrates the linear behavior of the dimension of the space
of relations.
Proof of Theorem 8 : Recall we are determining the dimension of the kernel, RELn+1,
RELn+1 → [⊗2(n+1)Cn+1]On+1×∆Sn+1







F µn+1 ⊗ Y
µ
2(n+1) (3.19)
where the F µn+1 and Y
µ
2(n+1) are irreducible representations of Gln+1 and S2(n+1), respectively,
which are associated to Young Diagram µ with 2(n+ 1) boxes and number of nonzero rows













On+1 ⊗ Y µ2(n+1)
By the Cartan-Helgason Theorem, (Theorem 7), we have that dim(F µn+1)
On+1 is nonzero
and equal to 1 only when the corresponding tableaux µ has all even parts. Thus, we let










On+1 ⊗ Y 2λ2(n+1) (3.20)
This space consists of all Young diagrams, denoted 2λ, where 2λ ` 2(n+1), and `(2λ) ≤ n+1.
We know from Section 3.1.3 that this space of invariants corresponds to the set of fixed-point






On+1 ⊗ Y 2λ2(n+1)
 = (2(n+ 1))!2n+1(n+ 1)! (3.21)
Remark: The Robinson-Schensted correspondence, Theorem 4, associates a pair of standard
Young tableaux, (P,Q) to a permutation. It is shown, [13], that if the permutation is an
involution, then P = Q. Furthermore, due to a result of Schutzenberger [14], we have that
the fixed-point free involutions correspond to Young diagrams with all even rows. Thus, the
space described above in Equation 3.21 consists of all standard Young tableaux of shape 2λ,
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which again have all even rows.






On+1 ⊗ Y 2λ2(n+1)
is the space of relations between the invariants. Once again, we know that relations do not
exist in the stable range. Therefore, relations occur when we violate the inequality `(2λ) ≤ n.
As such, REL is the space of irreducible representations corresponding to the Young

















On+1 ⊗ Y 2λ2(n+1) is the kernel of the map:
ζ : [⊗2(n+1)Cn+1]On+1×∆Sn+1  [⊗2(n+1)Cn]On×∆Sn+1 .
Now, since we have the restriction that the length of λ must be greater than n, we have only
one option for the Young diagram, that is, `(2λ) = n+ 1,
n+ 1
 =: 2λ...
Thus we define Young diagram 2λ as the Young diagram pictured above, with two
columns and n+ 1 rows. Here, we have that the dimension of the irreducible representation








On+1 ⊗ Y 2λ2(n+1)
 = Cn+1
where Cn+1 is a Catalan number.
The irreducible representation Y 2λ2(n+1) corresponds to partition [n + 1, n + 1], and we
want to restrict this partition to Sn+1 × Sn+1. As dicussed in Section 3.2, we can induce













Where the coefficients c2λαβ are the Littlewood-Richardson numbers discussed in Section 3.3.
These coefficients count the number of skew semi-standard Young tableaux of shape 2λ/α
with weight β.






























The Littlewood-Richardson rule tells us c2λαβ 6= 0 when the Young diagrams of α and β fit
inside the Young diagram of 2λ. Furthermore, since |2λ| = 2(n + 1) and |α| = n + 1 and
|β| = n+ 1 we must have that α = β.
Alternately, we determine that α = β by considering homomorphisms between the two
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irreducible representations. We have that as representations, the Sn+1 are self dual, and thus
we can view the tensor of irreducible representations as an endomorphism group:
Y αn+1 ⊗ Y
β
n+1
∼= End(Y αn+1, Y
β
n+1)
By Schur’s Lemma we see that there are no nonzero homomorphisms between distinct irre-















n+1 ⊗ Y αn+1 (3.23)
Now, the Littlewood-Richardson coefficients c2λαα correspond to the number of semi-standard
fillings of tableaux of skew-shape 2λ/α of weight α. Thus, since 2λ has two columns of length
n+ 1, it is clear that we must have that each coefficient is equal to 1.







(Y αn+1 ⊗ Y αn+1)∆Sn+1 (3.24)
So, to each α there exists a polynomial relation which corresponds to the irreducible
representation Y αn+1.










We proceed by induction on n, the degree of the invariants.
Case I: Let n be a positive, even integer; n = 2m for some m ∈ N.
Base case: Let n = 2. Then we are considering the dimension of the space of relations
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between the elements of P3(M2)O2 . Thus we look at all partitions, α ` 3. We are concerned
with the specific α that give relations in our space; these are the ones in which the Young
diagrams corresponding to α fit exactly inside the column shaped Young diagram (2, 2, 2):
Young diagram (2, 2, 2)
Below we show all of the possible partitions of α and their corresponding Young diagrams:
↔ (1, 1, 1) ↔ (2, 1) ↔ (3)
Clearly, only partitions (1, 1, 1) and (2, 1) will fit appropriately inside the Young diagram
of column shape (2, 2, 2). Thus, when n = 2, we have the dimension of the space of relations




Induction step: We assume the proposition holds for even integer n = k, that is, for pos-




+ 1. We show this holds for k + 2.













Then, it is clear that the Young diagram corresponding to partition (1+ · · ·+1) fits inside




+ 1 partitions of k + 1 that satisfy our condition on the corresponding Young
diagrams. Thus the total number of partitions that work is
k
2










. Case II: Let n be an odd, positive integer; n = 2m+ 1 for some m ∈ N.
Base case: Let n = 1. Then we are considering the dimension of the space of relations
between the elements of P2(M1)O1 . Thus we look at all partitions, α ` 2. We are again
concerned with only the α which correspond to relations in our space, that is, the α in which
their corresponding Young diagrams fit exactly into the column shaped Young diagram (2, 2):
Young diagram (2, 2)
Below we show all the possible partitions of α and the corresponding Young diagrams:
↔ (1, 1) ↔ (2)
Both partitions (1, 1) and (2) fit appropriately inside the column shape (2, 2). Thus,




Induction step: We suppose the proposition holds for odd integer n = k. Therefore
we assume for odd integer k, the dimension of the space of relations between elements of
Pk+1(Mk)Ok is equal to
k + 3
2
. We show this proposition holds for k + 2.
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Similar to Case I, we consider the following two partitions of k + 2 + 1 = k + 3:
1 + 1 + · · ·+ 1︸ ︷︷ ︸
k+3 times
2 + 1 + · · ·+ 1︸ ︷︷ ︸
k+1 times
Then, we know from our assumption that there are
k + 3
2
partitions of the k+ 1 that satisfy










k + 3 + 2
2
.
which thus concludes the proof.
Thus we have determined the dimension of the space RELn+1 of relations between the
invariants of degree n+ 1 under the conjugation action of On on P(Mn). In the next section
we will discuss a basis for REL by using a combinatorial object described in Section 2 called
a Young symmetrizer.
3.4 Finding a Basis of REL
In the previous subsection we state and prove a theorem regarding the dimension of the space
RELn+1. Here, we present a method to determine a basis for this space of relations by relying
on a construction of elements from the group algebra C[S2(n+1)], called Young symmetrizers.
The proceeding section presents a thorough explanation of Young symmetrizers, and states
several important theorems that we will use in order to obtain a basis of the space of relations.
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3.4.1 A Discussion of Young Symmetrizers
Details of the concepts in this section can be found in Fulton and Harris, [3]. Let n, k be
positive integers, and consider vector space Ck. Then we can construct the tensor product
space,
⊗nCk = Ck ⊗ Ck ⊗ · · · ⊗ Ck︸ ︷︷ ︸
n times
.
Recall we have a natural action of Sn on this space given by permuting the tensor factors,
and this gives rise to a group algebra representation on ⊗nCk,
E : C[Sn]→ End(⊗nCk)
where the group algebra consists of all complex-valued functions on Sn with the standard
structure of a complex vector space and multiplication given by convolution. Let λ ` n,
where λ = (λ1, · · · , λr), for r ≤ k. Then we have that λ corresponds to a Young diagram
(details in Chapter 2). We create a standard Young tableau by filling the Young diagram
with the numbers 1, . . . , n such that the rows and columns strictly increase. Then, we can
define the following:
Pλ = {σ ∈ Sn|σ preserves each row of λ}
Qλ = {σ ∈ Sn|σ preserves each column of λ}









where eσ denotes the unit vector corresponding to σ.
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Remark: We have that aλ, bλ are in C[Sn], but we can also view them as operators on
the tensors, ⊗nCk by considering their image under the map E .
To see what these elements do, note that the images of aλ and bλ in the endomorphism
group, End(⊗nCk) are
Im(aλ) ' Symλ1Ck ⊗ · · · ⊗ SymλkCk
Im(bλ) ' ∧µ1Ck ⊗ · · · ⊗ ∧µmCk
where SymλCk and ∧µCk are the symmetric tensors and alternating tensors, respectively,
and µ is the conjugate partition to λ.
By construction, the elements aλ and bλ are idempotents in the group algebra. They
do not commute, however, their product is also idempotent, and is defined as the Young
Symmetrizer [17], [18].
Definition 20 The Young symmetrizer is
yλ := aλ · bλ
corresponding to Young diagram λ.
We recall that Schur-Weyl duality (Theorem 6) gives a decomposition of the tensor space





F λk ⊗ Y λn
where Y λn are irreducible representations of Sn, and F
λ
k are irreducible representations of
GLk.
We note that any element, d, of C[Sn] gives an invariant subspace, C[Sn]d, of C[Sn].
However, the image of a Young symmetrizer (by right multiplication on C[Sn]) is an invariant
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subspace which is irreducible under the action of C[Sn], and unique for each partition λ [3].
The following theorem tells us that the subspaces C[Sn]yλ given by the Young symmetriz-
ers are, in fact, irreducible representations of Sn, and every irreducible representation of Sn
is of this form.
Theorem 9 Given Sn, let λ be a partition of n. Define Y
λ as the subspace of C[Sn] spanned
by the Young symmetrizer yλ. Then:
• Y λ is an irreducible representation of Sn
• If λ, µ are distinct partitions of n, then Y λ  Y µ
• The Y λ account for all irreducible representations of Sn.
Proof of this theorem can be found in Fulton and Harris [3].
Example: We give a simple example of finding a Young symmetrizer in C[S3] with λ
corresponding to partion 3 = 2 + 1. We have a standard Young tableau:
1 2
3
Then the permutation groups Pλ and Qλ are defined as:
Pλ = {1, (1 2)}
Qλ = {1, (1 3)}
thus we have,
aλ = eid + e(1 2)
bλ = eid − e(1 3)
43
If we let an element in ⊗3Ck be given by v1,2,3 := v1 ⊗ v2 ⊗ v3, then
aλv1,2,3 = v1,2,3 + v2,1,3 = (v1 ⊗ v2 + v2 ⊗ v1)⊗ v3,
which clearly spans Sym2Ck⊗Sym1Ck. We have a similiar calculation for the bλ. Then the
Young symmetrizer, yλ is,
yλ = (e1 + e(1 2))(e1 − e(1 3)) = e1 + e(1 2) − e(1 3) − e(1 3 2)
Now, we have a right action of yλ on each basis vector of the group algebra C[S3]. Instead
of multiplying them all out, we use SageMath to generate the matrix,
1 1 −1 0 1 0
1 1 0 −1 0 −1
−1 −1 1 0 1 0
0 0 −1 1 −1 1
0 0 1 −1 1 −1
−1 −1 0 1 0 1

with respect to the basis {1, (12), (13), (23), (123), (132)}. Thus the image C[Sn]yλ of yλ is
the span of
e1 + e(12) − e(13) − e(132) and − e1 + e(13) − e(23) + e(123)
By Theorem 9, we see that this gives a two dimensional irreducible representation of S3, and
this corresponds to the standard representation.
Because we can construct the irreducible representations of Sn in this way, we revisit our
decomposition from Section 3.3 and construct a basis for the space of relations using Young
symmetrizers.
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3.4.2 Constructing a Basis







(Y αn+1 ⊗ Y αn+1)∆Sn+1











On+1 ⊗ Y 2λ2(n+1).
For each partition α of n+1, there exists a polynomial relation, and this relation corresponds
to the Y αn+1.
Furthermore, recall that the dimension of the irreducible representation Y 2λ2(n+1) is equal
to a Catalan number, the dimension of the vector space. A natural basis is in one-to-one
correspondence with the standard Young tableau with two columns of length n + 1. These
tableaux are all the diagrams
n+ 1
 =: 2λ...
with a standard filling (Definition 2.2b) of the numbers [1, 2, . . . , 2n] such that each row and
column strictly increases. Let
T2λ := {T | T is a standard tableau of shape 2λ.}.
Then we know that each T in the set T2λ corresponds to a relation between the elements of
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Pn+1(Mn)On . Additionally, since each element of T2λ is a standard tableau, it corresponds
to an element of C[S2(n+1)] called a Young symmetrizer (discussed in the previous subsection
3.4.1). We denote this element yT .
Section 3.4.1 defines the yT as a product of the row and column stabilizers of its associ-
ated Young tableau, and Theorem 9 states that each Young symmetrizer corresponds to an
irreducible representation of the symmetric group.
Recall in Theorem 3 we determine the dimension of the space of relations between degree
n + 1 invariants under the conjugation action of On on polynomials on n× n matrices. By
averaging over ∆Sn+1, we have the projection,
[⊗n+1(Mn)]On → Pn+1(Mn)On
between the space of orthogonally invariant tensors and the polynomial invariants under the
On action. We discussed the following maps in Section 3.1.3,
S2(n+1) → S2(n+1)/Hn+1 → ∆Sn+1\S2(n+1)/Hn+1.
Recall, the cosets S2(n+1)/Hn+1 are in one-to-one correspondence with the set I2(n+1), the
fixed-point free involutions on S2(n+1). Furthermore, the double cosets in the above map are
in bijective correspondence to a basis of the degree n + 1 polynomial invariants under the
orthogonal group action on P(Mn).
Thus we have the following invariant subspaces of the full group algebra:
C[S2(n+1)]∆Sn+1×Hn+1 ↪→ C[S2(n+1)]Hn+1 ↪→ C[S2(n+1)] (3.26)
where elements of C[S2(n+1)]∆Sn+1×Hn+1 are linear combinations of the permutations that
correspond to the polynomial invariants, Pn+1(Mn)On .
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Then, we consider the following maps:
C[S2(n+1)]∆Sn+1×Hn+1
E−→ [⊗n+1Mn]On×∆Sn+1 → Pn+1[Mn]On
where E takes elements of the group algebra invariant under the left ∆Sn+1 action and the
right Hn+1 action into endomorphisms on tensors.
So, for arbitrary degree of invariants d, we have the projection:
C[S2d]∆Sd×Hd  Pd(Mn)On
where if d = n+ 1, there exists a nonzero kernel which corresponds to the relations between
degree n+ 1 invariants.
Thus we take a Young symmetrizer and conjugate τ = (12)(34) · · · (2(n+ 1)−1 2(n+ 1))
by each of its terms in order to write it as a linear combination of fixed-point free involutions.
We can then determine which double coset, ∆Sn+1\S2(n+1)/Hn+1, each term is in. Thus, we
rewrite the Young symmetrizer using coset representatives for each of its terms. We denote
this by ỹT , so that
ỹT ∈ C[S2(n+1)]∆Sn+1×Hn+1 .
Now, the ỹT form a spanning set for the relations between the degree n+ 1 invariants. In
order to find a basis of relations, we look for a subspace of this vector space with dimension
dictated by Theorem 3.
We give an example to illustrate this construction, but we keep the dimension small as
the number of terms in the Young symmetrizers gets too large in much higher degrees.
Example: Consider the space [⊗3M2]O2 , where the degree of the invariants is three.


















Figure 3.13: All five standard Young tableaux of shape (2,2,2).





= [1, 2, 3, 4, 5, 6]− [1, 2, 3, 4, 6, 5]− [1, 2, 3, 5, 4, 6] + [1, 2, 3, 5, 6, 4] + [1, 2, 3, 6, 4, 5]
− [1, 2, 3, 6, 5, 4] + [1, 2, 6, 3, 4, 5]− [1, 2, 6, 3, 5, 4]− [1, 2, 6, 4, 3, 5] + [1, 2, 6, 4, 5, 3]





= [1, 2, 3, 4, 5, 6] + [1, 2, 3, 4, 6, 5]− [1, 2, 3, 5, 6, 4]− [1, 2, 3, 6, 5, 4] + [1, 2, 4, 3, 5, 6]
+ [1, 2, 4, 3, 6, 5]− [1, 2, 4, 5, 6, 3]− [1, 2, 4, 6, 5, 3]− [1, 2, 5, 3, 4, 6]− [1, 2, 5, 4, 3, 6]
+ [1, 2, 5, 6, 3, 4] + [1, 2, 5, 6, 4, 3]− · · ·+ [6, 5, 4, 3, 2, 1]
In order write each permutation as a fixed-point free involution, we conjugate the element
τ = (1 2)(3 4)(5 6) ∈ S6 by every component of each yT . Then we determine which double
coset the fixed-point free involution is in, and thus replace each term with the appropriate











= (14)(25)(36) + (12)(36)(45) − (12)(36)(45) − · · · + (12)(34)(56)
Next we recall the correspondence between the elements of the double cosets, which are
fixed-point free involutions, and elements of the invariant algebra, Pn+1(Mn)On . There is a
bijection given in Map 3.5 between the set of involutions on S2(n+1) without fixed points, and
the set of Necklace diagrams (Definition 13) with n + 1 nodes. Furthermore, there is then
a bijection between that set of Necklace diagrams and elements of Pn+1(Mn)On , detailed in
Section 3.1.1.


















Thus, each component of the ỹT corresponds to an invariant in P3(M2)O2 , so we combine
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like terms, set equal to zero, and arrive at the following relations:
Tr(x)3 − 3Tr(x2)Tr(x) + 2Tr(x3) = 0
−Tr(x2xT ) + Tr(xxT )Tr(x)− Tr(x2)Tr(x) + Tr(x3) = 0
2Tr(x2xT )− 2Tr(xxT )Tr(x) + Tr(x)3 − Tr(x2)Tr(x) = 0
Here, we note that our result in Theorem 8 dictates that there should only be two relations in
this space. Clearly, only two of these equations are linearly independent. We can arbitrarily
choose any two linearly independent relations as a basis of REL.
We use Python and Sage to write the code for finding relations via this method of Young
symmetrizers. Our code runs on the Sagemath cloud with 11 GB disk space, 5 GB of
RAM and 1 core. However, the size of the Young symmetrizers grows exponentially and the
calculations quickly become too RAM intensive as we increase the degree of the invariants.
For example, in [⊗5M4]O4 there are 42 Young symmetrizers, each with 460, 800 components;
the calculation to find the relations using the method discussed here takes a little over 43
hours to compute on this server.
In the next chapter, we discuss a much faster method for finding the relations between
the invariants under the On action on P(Mn).
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4 A Monte Carlo Method
In this chapter we introduce a new method for determining a basis for the space of relations,
REL.
We want to avoid the lengthy calculations involved in computing relations using Young
symmetrizers, discussed in Section 3.4. We know that the kernel, REL, of the map
ζ : [⊗2(n+1)Cn+1]On+1×∆Sn+1  [⊗2(n+1)Cn]On×∆Sn+1
consists of relations between the degree n+1 invariants under the complex orthogonal group
action on the polynomial functions on n× n matrices.
We showed in Chapter 3 that P(Mn)On , the algebra of invariant polynomials under the
conjugation action of On, is generated by elements of the form,
Tr(xa1(xT )a2xa3(xT )a4 · · ·xaM )
for matrix x ∈Mn. Products of the above polynomials form a spanning set of the invariants,
and they are not linearly independent when the degree of the monomials is greater than n.
We want to find a basis of REL using elements of the invariant algebra, Pn+1(Mn)On ,
and avoid computations with Young symmetrizers. Determining the relations between these




ai1 (xT )ai2 · · · ) = 0 (4.1)
where x ∈ Mn, k = dim(Pn+1(Mn)On), (recall that this is the number of double cosets
Sn+1\S2(n+1)/Hn+1), and the yi are constant coefficients in C.
Solving these nonlinear equations can be computationally challenging. However, we in-
troduce a method for finding relations that allows us to instead solve a k × k linear system
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of equations via a Monte Carlo algorithm.
Each of the invariants Tr(xai1 (xT )ai2 · · · ) are constructed using a matrix x ∈Mn(C). By
definition,
Tr(xai1 (xT )ai2 · · · ) ∈ C.
Therefore, if we randomly generate a matrix x ∈ Mn we can compute a numerical value for





ai1 (xT )ai2 · · · )︸ ︷︷ ︸
∈C
= 0.
Thus, if we generate k random matrices in Mn, and compute the values of each invariant in
Pn+1(Mn)On , this gives k different linear equations.
Let x1, x2, . . . xk denote the k randomly generated matrices in Mn(C). We can then solve

















































ak2 · · · ) = 0 (k)
and the solution is exactly the relations in the space RELn+1.
Example: We revisit the space P3(M2)O2 of degree 3 invariants under the conjugation
action of O2 on M2. We know that the dimension of the invariant space is 5, recall we have
the following invariants:
Tr(x3), T r(x2xT ), T r(x2)Tr(x), T r(xxT )Tr(x), T r(x)3
We construct a basis for this space using the Monte Carlo method described above. The rela-
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tions can be described as solutions to the following the nonlinear equations in the invariants:
y0Tr(x
3) + y1Tr(x
2xT ) + y2Tr(x
2)Tr(x) + y3Tr(xx
T )Tr(x) + y4Tr(x)
3 = 0 (4.2)
where the yi’s are constant coefficients.
In order to avoid solving a complicated nonlinear system, we first repeatedly generate
random complex 2× 2 matrices and compute numerical values for each of the five invariant
polynomials. By generating five random matrices, we produce five linear equations using the
numerical values for the invariants. That is we generate,
y0Tr(x
3) + y1Tr(x
2xT ) + y2Tr(x
2)Tr(x) + y3Tr(xx
T )Tr(x) + y4Tr(x)
3 = 0 (1)
y0Tr(x
3) + y1Tr(x
2xT ) + y2Tr(x
2)Tr(x) + y3Tr(xx
T )Tr(x) + y4Tr(x)




2xT ) + y2Tr(x
2)Tr(x) + y3Tr(xx
T )Tr(x) + y4Tr(x)
3 = 0 (5)
where each equation uses a different randomly generated 2×2 matrix to compute a numerical
value for each of the invariants, and thus the equations are all linear in the yi with coefficients
in C.
We then run code, (detailed in Section 5), to solve this 5×5 linear system, and the result
is two linearly independent relations in the space REL,
Tr(x)3 − 3Tr(x2)Tr(x) + 2Tr(x3) = 0
2Tr(x2xT )− 2Tr(xxT )Tr(x) + Tr(x)3 − Tr(x2)Tr(x) = 0
Again, we use Python and Sage to write the code for finding relations via this Monte
Carlo simulation method. Our code runs on the Sagemath cloud with 11 GB disk space, 5
GB of RAM and 1 core. However, this method is much faster at finding relations than the
method of Young symmetrizers. For example, in the case of [⊗5M4]O4 which took over 43
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hours to compute relations via Young symmetrizers, our new method takes just a bit over 2
minutes.
4.1 Classical Invariant Theory
Classical invariant theory involves finding polynomial functions that are invariant under the
natural action of three linear groups on representations of a finite dimensional vector space:
The general linear group, Gln, the orthogonal group, On, and the symplectic group, Sp2n.
The First Fundamental Theorems (FFT) of invariant theory give the generators for the ring
of invariants under these group actions, and the Second Fundamental Theorems (SFT) give
the relations between the invariants given in the FFT.
In this section we give a brief description of the classical cases, [11], and then give a few
examples to illustrate that the Monte Carlo method described above in Section 4 recovers
the relations described by the SFT for Gln, On, and Sp2n.
Let V be a finite dimensional vector space over C. Then for positive integer n, consider
the following vector space:
V p ⊕ (V ∗)q := V ⊕ · · · ⊕ V︸ ︷︷ ︸
p times
⊕V ∗ ⊕ · · · ⊕ V ∗︸ ︷︷ ︸
q times
We note there is a useful canonical identification,
V p ⊕ (V ∗)q = Mn×p ⊕Mq×n
Then the representation of Gln on this space is given by
g(v1, . . . , vp, ϕ1, . . . , ϕq) := (gv1, . . . , gvp, gϕ1, . . . , gϕq)
where (gϕi)(v) = ϕi(g
−1v). The following FFT describes the invariants under this group
action,
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Theorem 10 (First Fundamental Theorem (FFT) for Gln) Let V be a finite dimen-
sional C-vector space. The ring of invariants for the action of GLn(V ) on V p ⊕ (V ∗)q is
generated by the invariants (i|j):
C[V p ⊕ (V ∗)q]GL(V ) = C[(i|j)|i = 1, . . . , p, j = 1, . . . , q]
Where (i|j) is a bilinear function on V p ⊕ (V ∗)q given by
(i|j) : (v1, . . . , vp, ϕ1, . . . , ϕq)→ (vi|ϕj) = ϕj(vi)
Furthermore, the SFT gives the relations between these invariants,
Theorem 11 (Second Fundamental Theorem (SFT) for GLn) The set of all (n +
1) × (n + 1) minors is a minimal generating set for the ideal of polynomials vanishing on
DVk,m,n, the space of all matrices in Mk,m of rank at most n.
Proofs of the FFT and SFT can be found in [11].
We can recover these relations by using the Monte Carlo algorithm described in Section
4. We give the following example of using this method to generate the relations described
by the (SFT) for Gln. We consider a small n since in high dimensions where n >> p and
n >> q, the relations vanish.
Example: Let n = 1 and consider Gl1. Then we have that Gl1 acts on
V = C1 ⊕ C1 ⊕ (C1)∗ ⊕ (C1)∗ ⊕ (C1)∗
. Let (a1, a2, b1, b2, b3) ∈ V , and ai ∗ bj = µij for i ∈ {1, 2} and j ∈ {1, 2, 3}.





Using the Monte Carlo simulation, we generate random matrices to calculate numerical
values for each element of the above matrix, and we look for quadratic relations. Thus we
construct a linear system of equations using these numerical invariants, and our code gives
the following solution:
(a1b1)(a2b2)− (a1b2)(a2b1) = 0
(a1b1)(a2b3)− (a1b3)(a2b1) = 0
(a1b2)(a2b3)− (a1b3)(a2b2) = 0
These are exactly the 2×2 minors of the above [µij] matrix, which are the relations described
in the SFT.
There are similar first and second fundamental theorems for the orthogonal and symplec-
tic groups [11]. We don’t state or prove them here, but we note that code for using a Monte
Carlo simulation to recover the relations between the invariants under these group actions
can be found in the following section.
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5 Code
The following code finds the invariant polynomials of degree n + 1 under the conjugation
action of On on P(Mn), and gives relations between these invariants via two methods. First
it gives and explicit basis using Young Symmetrizers, which is computationally expensive.
The second method gives a basis by using the Monte Carlo method described in Section 4.
1 import numpy as np
2 import itertools
3 import string
4 from sage.groups.perm_gps.permgroup_element import string_to_tuples
5
6 def symgroup(n): #makes symmetric group object in sage and Gap
7 return (SymmetricGroup (2*n), libgap.eval(’G:= SymmetricGroup (2*n)’))
8 def tau(n): #make the element Tau of the group
9 list1 =[]
10 for i in range(1, 2*n+1):
11 list1.append(i)
12 m = zip(*[ iter(list1)]*2)
13 return ’’.join(map(str , m))
14 def central(Tau , H, G): #find the centralizer of Tau in S_2n
15 t = H(Tau)
16 a = t.gap()
17 return G.Centralizer(a)
18 def dcosets(n, H, q): #find double cosets , and their reps/sizes
19 list2 , list3 , list4 = ([] for i in range (3))
20 for i in range(1,n):
21 list2.append ((i, i+1))
22 for i in range(n+1, 2*n):
23 list3.append ((i,i+1))
24 A = PermutationGroup(list2)
25 B = PermutationGroup(list3)
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26 list4 = list(map(list , zip(A,B)))
27 p = [inner for outer in list4 for inner in outer]
28 A1 = PermutationGroup ([p[i] * p[i+1] for i in range(0, len(p), 2)])
29 B1 = H.subgroup(A1)
30 u = B1.gap()
31 return (G.DoubleCosets(u,q), G.DoubleCosetRepsAndSizes(u,q).sage())
32 def duplicate(testList , n):
33 return [elt for elt in testList for i in range(n)]
34 def ModCorresp(n, t, d): #Symmetric Group 2n mod centralizer of Tau
35 list5 , list6 , list7 , list8 , list9 , list10 , list11 , list12 , list13 ,
list14 , list15 , list16 , list17 = ([] for i in range (13))
36 for i in range(len(d)):
37 list5.append(d[i][0])
38 for i in range(len(list5)):
39 list6.append(list5[i]. to_permutation_group_element ())
40 for i in range(len(list5)):
41 list7.append ((( list5[i]. to_permutation_group_element ()).inverse ())
)
42 for i in range(len(list6)):
43 list8.append(list6[i]*t*list7[i])
44 for i in range(len(list8)):
45 list9.append(string_to_tuples(str(list8[i])))
46 for sublist in list9:
47 for item in sublist:
48 list10.append(item)
49 list11 = [x for y in list10 for x in y]
50 list12 = [list11[i:i+2*n] for i in range(0, len(list11), 2*n)]
51 x = duplicate(iter(list(string.ascii_lowercase)) ,2)
52 L = [x for i in xrange(len(list8))]
53 for i in range(len(list8)):
54 dictionary = dict(zip(list12[i], L[i]))
55 for value in dictionary.values ():
56 list13.append(value)
58
57 list14 = [list13[i:i + 2*n] for i in range(0, len(list13), 2*n)]
58 u = []
59 for i in range(0,n):
60 u.append ((i, i+n))
61 myorder = [x for y in u for x in y]
62 for j in range(len(list8)):
63 list15.append ([ list14[j][i] for i in myorder ])
64 for i in range(0, len(list8)):
65 list16.append(’’.join(map(str , list15[i])))
66 for i in range(0, len(list8)):
67 list17.append(",".join([ list16[i][j:j+2] for j in range(0, len(
list16[i]), 2)]))
68 return list17 , len(list8)
69 ############################################
70 ## Run for Monte Carlo method ##
71 ############################################
72 eqnlist = []
73 n = 2 #n = degree of invariants
74 n = libgap.eval(’n:=2’)
75 H,G = symgroup(n)
76 Tau = tau(n)
77 t = H(Tau)
78 q = central(Tau , H, G)
79 c,d = dcosets(n,H,q)
80 invariants , numinv = ModCorresp(n, t, d)
81 for x in range(0, numinv):
82 list19 = []
83 M = MatrixSpace(CC, n-1, n-1).random_element ()
84 coeff = var(’,’.join(’y%s’%i for i in range(0, numinv)))
85 for i in range(0, numinv):
86 list19.append ((np.einsum(invariants[i], M,M,M,M,M)))
87 eqn = sum(coeff[w]* list19[w] for w in range(0, numinv))
88 eqnlist.append(eqn)
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89 solve([ eqnlist[i]==0 for i in range(0, numinv)], coeff)
90 #############################################
91 ## Run for Young symmetrizer method ##
92 #############################################
93 from sage.combinat.symmetric_group_algebra import e
94 eqnlist = []
95 n = 2 # n = degree of invariants
96 n = libgap.eval(’n:=2’)
97 H,G = symgroup(n)
98 Tau = tau(n)
99 t = H(Tau)
100 q = central(Tau , H, G)
101 c,d, B1 = dcosets(n,H,q,G)
102 invariants , numinv = ModCorresp(n, t, d)
103 doublecosets = [] # A list of all the elts of each double coest from c
104 for i in range(len(c)):
105 doublecosets.append(c[i].List().sage())
106 doublecosetsffi = []
107 for elt in doublecosets:
108 tempy = []




112 ST = list(StandardTableaux ([2 ,2])); #change this for size of tableaux
113 YS = []
114 for elt in ST:
115 YS.append(e(elt)) #this finds the Young symmetrizer
116 YSlist =[]
117 for i in range(len(YS)):
118 YSlist.append(list(YS[i]))
119 Y = []
120 for j in range(len(YSlist)):
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121 tempy = []
122 for i in range(len(YSlist [0])):
123 tempy.append(YSlist[j][i][0])
124 Y.append(tempy)
125 Yffi = []
126 for elt in Y:
127 tempy = []




131 YScoset = []
132 YSsgn = []
133 for lst in Yffi: #assign coset rep to each component
134 tempy = []
135 for permu in lst:
136 for i in range(len(c)):
137 if permu in doublecosetsffi[i]:
138 tempy.append(i+1)
139 YScoset.append(tempy)
140 YScoset1 = []
141 for i in range(len(YSlist)):
142 tempy = []
143 for elt in YSlist[i]:
144 tempy.append(elt [1])
145 YSsgn.append(tempy)
146 YSSgnCosets = []
147 for i in range(len(YScoset)):
148 YSSgnCosets.append ([a*b for a,b in zip(YScoset[i],YSsgn[i])])
149 N1= []
150 for elt in YSSgnCosets: #gives relations , output is coefficients
151 tempy = []




Listing 5.1: Code to find the dimension and basis of REL. There is code for using both a
Monte Carlo and Young symmetrizer approach.
The following code finds the invariants and relations under the three classical group actions
of invariant theory, GLn, On and Sp2n using a Monte Carlo simulation. The results are
consistent with those given by the first and second fundamental theorems of invariant theory.
1
2 ###########################







10 for x in range(0,p):
11 l=[]
12 k=[]
13 Pnumbers = MatrixSpace(CC ,1,n).random_element ()
14 Qnumbers = MatrixSpace(CC ,1,m).random_element ()
15 coeff= var(’,’.join(’y%s’%i for i in range(0,p)))
16 for i in range(0,n):
17 for j in range(0,m):
18 l.append(Pnumbers[0,i]* Qnumbers[0,j])
19 for i in range(len(l)):
20 for j in range(len(l)):
21 if i <= j:
22 k.append(l[i]*l[j])
23 z=sum(coeff[w]*k[w] for w in range(0,p))
24 b.append(z)
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25 solve([b[i]==0 for i in range(0,p)], coeff)
26
27 #############################







35 for x in range(0,p):
36 l=[]
37 k=[]
38 numbers = MatrixSpace(CC ,1,n).random_element ()
39 coeff= var(’,’.join(’y%s’%i for i in range(0,p)))
40 for i in range(0,n):
41 for j in range(0,n):
42 if i <= j:
43 l.append(numbers[0,i]* numbers[0,j])
44 for i in range(len(l)):
45 for j in range(len(l)):
46 if i <= j:
47 k.append(l[i]*l[j])
48 z=sum(coeff[w]*k[w] for w in range(0,p))
49 b.append(z)
50 solve([b[i]==0 for i in range(0,p)], coeff)
51
52 #############################






58 m=(( factorial ((n**2-n)/2 + 1))/( factorial (2)*factorial ((n**2-n)/2 -1)))
59 z= (n**2-n)/2





65 for i in range(0,n-1):
66 for j in range(1,n):
67 if j > i:
68 B=A.matrix_from_rows_and_columns ([0,1], [i,j])
69 D=det(B)
70 l.append(D)
71 for i in range(0,z):
72 for j in range(0, z):
73 if i <= j:
74 p.append(l[i]*l[j])
75 coeff= var(’,’.join(’y%s’%i for i in range(0,m)))
76 k= sum(coeff[n]*p[n] for n in range(m))
77 b.append(k)
78 solve([b[i]==0 for i in range(0,m)], coeff)
Listing 5.2: Code to find relations in the three classical invariant theory cases.
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