ABSTRACT
INTRODUCTION
The foundations of traffic engineering were laid out by the traffic flow model of Lighthill-Whitham [1] and Richards [2] in the mid-1950s. Many studies on traffic parameter estimation are based on this model. Yang [3] developed a traffic state estimation algorithm based on a specific stochastic traffic flow model which takes into consideration many random factors related to time and space, such as driver behavior, weather, and road conditions. These random events render predicting traffic parameters difficult. On the other hand, methods such as the Unscented Kalman Filter and Particle Filter, which were used in [3] , make estimating traffic parameters possible. Yang proposed a stochastic macroscopic flow model that focused on such traffic parameters as density and volume. An application for dynamic pricing of toll lanes was suggested using this model [3] .
In a study similar to Yang's work, Qui [4] also performed macroscopic traffic state estimations using traffic information from wireless networks. In that study, Qui was interested in speed and density as traffic parameters. While the standard Kalman Filter and Particle Filter methods were used for speed estimation, the Extended Kalman Filter method was reserved for density estimation. When it comes to speed estimation, there is no significant difference between standard Kalman Filter and Particle Filter. As for density estimation, the loop detector system was compared against Extended Kalman Filter based on real-time cell phone traffic data [4] . Results showed that the performance of the Extended Kalman Filter was not noticeably better than that of the loop detector system. However, the Extended Kalman Filter could still increase the accuracy of speed estimation at times [4] .
The aim of another study [5] , which estimated traffic parameters using the Extended Kalman Filter, was detecting traffic incidents. Congestion, accidents, estimating the speed. Their results showed that information provided by the feature of weather condition did not improve the accuracy of their estimations [10] .
As can be seen from the studies mentioned above, being the subject of many disciplines of traffic engineering, estimation of traffic parameters is a complex problem to be solved. Different from the methods used in those studies, in this work we propose simple yet efficient algorithms which use only the average speed data of the near past for predicting near future average traveler speed (ATS) (Algorithm 1) and traffic status (Algorithms 2 through 5).
The rest of the paper is organized as follows. In Section 2, we explain the employed traffic dataset in detail. In Section 3, we introduce five different algorithms that we propose. We evaluate the performances of the proposed methods employing several criteria and compare them in Section 4. In the Conclusions section, we discuss our results.
DATASET DESCRIPTION
The dataset used in this study was provided by the Traffic Control Center of Istanbul Metropolitan Municipality. It includes values of multiple traffic parameters belonging to a busy highway section (D100 Caglayan) in Istanbul (Figure 1) . D100 Caglayan in the Caglayan district of Istanbul is a short section of D100 state highway which starts from the Turkish border with Bulgaria and ends at the Iranian border having a total length of 1,788 km. D100 Caglayan is one of the busiest highway sections in Istanbul, especially during rush hours. The traffic data for D100 Caglayan includes the total number of vehicles in the lanes, average speed, and average occupancy labeled by time intervals of 10 minutes. Exemplary portions of the original 2013 and 2016 data are presented in Tables 1 and 2 , respectively. Our delays, roadworks, etc. can adversely affect the traffic flow and cause fatal accidents, material damages, and significant gas emissions. Real-time traffic incident management systems in that study aimed to reduce such incidents and to prevent occurrences of secondary events by informing the drivers [5] .
In [6] , traffic density was estimated by the Switching Mode Model (SMM), which is a macroscopic traffic flow model produced using the Cell Transmission Model. The Cell Transmission Model simulates a highway by dividing it into cells which are composed of equal distances traveled by vehicles at a given time interval [7, 8] . SMM is a hybrid method that switches between linear differential equations (or modes) by taking into account the congestion status of separated cells and other traffic parameters at the input-output boundaries in a highway [6] .
Another study was focused on Dynamic Traffic Assignments (DTA) that evolved to the Cell Transmission Model in intelligent traffic systems [9] . DTA systems are traffic models that classify driver behaviors and guide them by giving information about dynamic equilibrium conditions including routes that are tracked for minimizing travel time and travel costs of drivers. Estimation of traffic parameters is highly important for those models. A new framework for those models was suggested in [9] .
In [10] , speed prediction was performed by using the Decision Tree Regressor (DTR) and K-Nearest Neighbor (KNN) algorithms employing traffic data measured by 122 sensors in a small part of the D100 state highway in Istanbul. The authors predicted the speed 30 minutes into the future on that highway section with the help of the current speed, along with the speed values 15 and 30 minutes into the past. They used measured speed values, day of the week, time interval, and weather conditions as features for are possible due to sensor, road, or communication failures or even no measurements at some instances. In those cases, the average speed data appears with a "null" notation indicating that it is faulty. After the faulty data samples were extracted, the remaining data was used in our study. In Algorithm 1 below, the average speed data is used in its raw form. For the other four proposed algorithms, the average speed data is first converted into binary or ternary states representing the traffic status before further processing.
In the binary form, the average speed data is labeled by "0" to represent "fluent" traffic status if it is higher than 50 km/h and by "1" to represent "congested" traffic status if it is lower than 50 km/h. In the ternary form, the average speed data is labeled by "0" (fluent) if it is higher than 50 km/h, by "1" (moderately congested) if it is between 30 km/h and 50 km/h, and by "2" (congested) if it is lower than 30 km/h [11] . These labels are indicated in Table 3 . Here, speed intervals are assigned as determined by the Traffic Control Center of Istanbul Metropolitan Municipality.
PROPOSED ALGORITHMS
In all the algorithms, we construct a set of vectors through a history window containing five past data values toward predicting the future status of traffic for the traffic data was collected by radar-based Smart Microwave Sensors. These radar-based sensors are traffic measurement detectors specifically designed for traffic detection applications. They measure the distance to the objects entering the microwave radiation field. They obtain cross-sectional traffic flow information (occupancy, speed, etc.) at points where they are located. They are positioned along the road and mounted on poles planted at regular intervals of 1 km.
There are many travel-aid applications for drivers which are based on short-term prediction of traveling speed. Istanbul Metropolitan Municipality, like many other metropolitan municipalities in the world, offers a mobile phone application for drivers indicating the average speed value on roads and provides traffic status maps ( Figure 2) . Hence, fast, efficient, and reliable short-term prediction of average traveling speed or traffic status on metropolitan roads is crucial for such applications. It is also valuable and necessary for the development of adaptive traffic control and traffic management systems.
In this study, we used the average speed data on D100 Caglayan for the last 3 months of 2013 and the first 5 months of 2016. The reason for using traffic data of different years on the same highway section is to test the robustness of our methods. We expect that despite an increase in the number of vehicles, the traffic flow on a highway section should have similar characteristics over the years due to investment and improvements in highway infrastructure.
The average speed data is formed by taking the average of speeds of all the vehicles passing through that highway section. Vehicle speeds are automatically measured and the average is calculated every 10 minutes. However, sometimes erroneous measurements In the binary version of Algorithm 2, if L1S is greater than L0S and the difference between them is less than the average duration of busy state 1/ZO) [12] , the decision is given as State 1. Otherwise, the decision is given as State 0. On the contrary, if L0S is greater than L1S, and the difference between them is less than the average duration of idle state (1/OZ) [12] , the decision is given as State 0. Otherwise, the decision is given as State 1. A similar logic applies for the ternary version. The flowchart of Algorithm 2 can be seen in Figure 4 where PTS stands for "Predicted Traffic State". In the flowchart, the additions for the ternary version are written in grey font, as opposed to blocks in black font belonging to the binary version.
Algorithm 3: The probability of predicting the congested state (State 2) correctly by Algorithm 2 is rather low for the case of ternary labeling. Hence, Algorithm 2 has been modified as Algorithm 3. In Algorithm 3, if there exist at least three identical data samples among the last five slots, the prediction is made based on the majority rule. For example, if the last five samples are 0, 1, 0, 1, 1, then the predicted state becomes 1. In the ternary version, if the number of occurrences (NO) of two states within the five past data values is equal, the predicted state is assigned as the state of the last slot (LS) of the history window. The flowchart of Algorithm 3 is given in Figure 5 , where the black-and grey-colored blocks belong to the binary and ternary versions of the algorithm, respectively.
Algorithm 4 and Algorithm 5
Algorithms 4 and 5 are based on a Markov chain model as sketched in Figure 6 . In Algorithms 4 and 5, prediction is performed by calculating the state transition probabilities in the history window and the probabilities of observing States 0 and 1. Those probabilities are obtained by analyzing the data values in the history window. After that, the value of the prediction slot is determined based on those probabilities.
The following probabilities are used in Algorithms 4 and 5:
# history window size of in history window P 0 0 = # history window size of in history window P 1 1 = next 10-minute interval. In Figure 3 , a prediction interval containing the history window and prediction slot is illustrated.
History window
Prediction slot Figure 3 -Prediction interval
Algorithm 1
Algorithm 1 aims to find the tendency (increase or decrease) of the average speed data by looking at the differences between the successive speed values in the history window. By adding the mean value of those differences to the last speed data value, the average speed in the next 10-minute interval is predicted.
In Figure 3 , X values in the history window slots represent the average speeds in the five past successive 10-minute intervals. X n value in the prediction slot corresponds to the predicted average speed in the next 10-minute long interval. We calculate the differences of speed values as
By taking the average of the differences of speed values, the mean of the differences, M, can be calculated as
Based on the value of M, the predicted speed, X n , is determined as follows:
where X n-1 is the actual speed value in the last slot of the history window (see Figure 3 ). Figure 3 correspond to binary or ternary traffic status labels (as opposed to actual average speed values) in the five past 10-minute intervals.
For the next four proposed algorithms, X values in

Algorithm 2 and Algorithm 3
In Algorithms 2 and 3 we use both binary and ternary labeled status data in the prediction interval. The nine parameters used in Algorithms 2 and 3 are introduced below. Zero-one rate (ZO): Ratio of the number of 0-to-1 transitions in the history window to window length. One-zero rate (OZ): Ratio of the number of 1-to-0 transitions in the history window to window length. Zero-two rate (ZT): Ratio of the number of 0-to-2 transitions in the history window to window length. Two-zero rate (TZ): Ratio of the number of 2-to-0 transitions in the history window to window length. 
PERFORMANCE EVALUATIONS
We used sample accuracy (Acc), balanced accuracy (Bac), and root mean square error (RMSE) for performance evaluation of our algorithms.
Acc is one of the most commonly employed performance criteria for problems addressed in this paper. This criterion is calculated as the ratio of the total number of correct decisions to the total number of trials [13] ,
where k cor is the total number of correct decisions and N represents the total number of trials.
Bac is another criterion that allows all classes to participate equally in the performance evaluation of classification problems. It is calculated as
where L denotes the total number of classes, k i is the number of correct decisions for class i, and N i represents the total number of trials for that class. We used RMSE to measure the error in estimating speed by Algorithm 1. RMSE is calculated as
In Equation 11 , x i represents the measured actual speed, xi t denotes the predicted speed, and N represents the total number of trials.
In Algorithm 1, we first predict the ATS using only the average past speed data. In order to make comparisons with other algorithms we proposed, we convert those predicted ATS values into traffic status labels in accordance with the threshold values determined by the Traffic Control Center of Istanbul Metropolitan Municipality, as explained in Section 2. For the other four proposed algorithms, we first convert the speed data into traffic status labels (0, 1, and 2) via that conversion process. The predicted traffic status labels obtained by these algorithms are based on those converted labels. In the binary case, we classify the traffic status as fluent (0) or congested (1), while in the ternary case we classify it as fluent (0) 
Algorithm 4:
In Algorithm 4, a decision is made by comparing P(0) and P(1), which are defined above. Whichever is higher, the prediction slot is assigned as that state. If P(0) and P(1) are equal, we compare the number of occurrences of each state in the history window. The state with a higher number of occurrences (NO in Figures 7 and 8) is assigned as the predicted state. In the ternary version, if the number of occurrences of two states within five past data values is equal, the predicted state is assigned as the state occurring in the last slot (LS in Figures 7 and 8) of the history window. A flowchart of Algorithm 4 is given in Figure 7 where blocks belonging to binary and ternary versions are indicated by black-and grey-colored fonts, respectively.
Algorithm 5: In Algorithm 5, unlike Algorithm 4, the final decision is based on the transition probabilities only. The predicted state is assigned as the one with the highest transition probability, as explained below.
If the state of the last slot of the history window is 0, the probability of transition from State 0 to State 0 is compared against the probability of transition from State 0 to State 1 (additionally, the probability of transition from State 0 to State 2 in the ternary version). For example, if the probability of transition from State 0 to State 1 is higher, the prediction slot is assigned as 1. If the transition probabilities are equal, the same process as in Algorithm 4 is applied. The flowchart of Algorithm 5 can be seen in Figure 8 , where the operations and blocks of binary and ternary versions are labeled by black-and grey-colored fonts, respectively. and "2 positive" are also displayed. For the binary case, "true positive" shows the probability of correct prediction for State 0 (fluent). Similarly, "true negative" indicates the probability of correct prediction for State 1 (congested). For the ternary case; "0 positive", "1 congested (1), or congested (2) . Comparisons of the algorithms presented for the binary and ternary cases in terms of sample accuracy (Acc) and balanced accuracy (Bac) are given in Tables 4-8 where values of "true positive", "true negative", "0 positive", "1 positive", 2013 was slightly better than for 2016. If we examine the ATS data more closely, we can explain the better performance for 2013 as follows. Firstly, we observed in that if the probability of correct prediction of State 0 (for binary case it is "true positive", and for ternary case it is "0 positive") is high, then Acc increases. Hence, we compared the frequencies of occurrence of State 0 (fluent) in the entire data sets of 2013 and 2016 and noticed that they were 75% and 71% for 2013 and 2016, respectively. This indicates that, as we expected, State 0 appeared more frequently in the 2013 dataset. Secondly, we wanted to detect the unexpected traffic events (accidents, rain, snow, etc.) in those two years. For that purpose, we evaluated the addition of probabilities of abrupt transitions from the fluent state (State 0) directly to the congested state (State 2) and vice versa. Additions of probabilities of these sudden transitions were 0.0179 and 0.0226 positive", and "2 positive" correspond to the probabilities of correct prediction of State 0 (fluent), State 1 (moderately congested), and State 2 (congested), respectively. In Table 6 , we display the RMSE values of Algorithm 1 for the data obtained in 2013 and 2016 from the same highway section. The processing time values (in seconds) in the last columns of are measured on a PC having an Intel Core i7 CPU with 6 GB of RAM memory and 2.40 GHz processor speed using the Matlab R2011a software. In each column, the algorithm with the best performance is emphasized by employing boldface characters.
When we compare the prediction performances in Tables 4-7 for 2013 and 2016 data of the same highway section, we observe that the performances are close as expected. However, as can be seen from the Acc and Bac values, the prediction performance for Notwithstanding the failure for this specific case, one of the greatest advantages of the proposed methods against other existing methods is in terms of the processing time, as can be seen in the last columns of the tables. All the proposed algorithms predict ATS or traffic status in a very short time. When the algorithms are evaluated in terms of Acc, their success rates surpass 90% (96.74% at maximum), which is another important advantage of the proposed methods. In addition, in this study, predictions were performed using only the past speed data without the requirement of multiple parameters such as total number of vehicles, average occupancy, day of the week, time of the year, weather conditions, etc., which were used in other relevant studies. Therefore, the reliable predictions obtained in a very fast manner by our proposed algorithms can be considered as a modest contribution to the related field. for the datasets of 2013 and 2016, respectively. This slight increase can be the result of the fact that the 2016 dataset covers a longer time span of challenging winter weather conditions, and we can infer that a greater number of unexpected events occurred in 2016. Thus, the above two factors may explain the minor performance degradation in simulations for the 2016 dataset.
When we compare the results of binary and ternary cases, we observe that binary prediction is more successful than ternary prediction, especially when Bac is taken into consideration. Binary prediction is more general, with only one threshold; hence its error rate is lower, as expected.
When we look at the results in terms of Acc and Bac, we see that Algorithm 1 is the most successful method for both binary and ternary prediction and for both datasets of 2013 and 2016. Finally, in Table 8 , when we compare the RMSE values (the error between the actual speed data and the predicted speed data) of Algorithm 1 for 2013 and 2016, it can be seen that there is a negligible difference between the two years.
CONCLUSIONS
In this study, the future state of traffic (as ATS or traffic status) on a busy highway section is predicted by five different simple and efficient algorithms. In Algorithm 1, the average speed values were predicted by looking at past data for two different datasets belonging to the years of 2013 and 2016. In the other four algorithms, the same datasets were used after being converted into the binary or ternary labeled states in order to predict the future traffic status. Looking at the traffic data of the same highway section in 2013 and 2016, it was observed that the average number of vehicles increased from 319 in 2013 to 756 in 2016. However, the average speed values did not quite change. From this result, it can be deduced that although the traffic load increased, ATS stayed nearly the same due to possible infrastructure improvements.
When the algorithms are evaluated using performance criteria, Algorithm 1 seems the most successful one in terms of Acc and Bac. However, for all the algorithms, the probability of correctly predicting State 1 for ternary case is extremely low, and because of this Bac values are also low. It has been suspected that the lack of success for predicting State 1 in the ternary version is caused by the adverse effects of unexpected traffic events involving rush hour, accidents, and seasonal weather conditions such as rain or snow. 
