Abstract: Phase retrieval problems occur in a width range of applications in physics and engineering such as crystallography, astronomy, and laser optics. Common to all of them is the recovery of an unknown signal from the intensity of its Fourier transform. Because of the wellknown ambiguousness of these problems, the determination of the original signal is generally challenging. Although there are many approaches in the literature to incorporate the assumption of non-negativity of the solution into numerical algorithms, theoretical considerations about the solvability with this constraint occur rarely. In this paper, we consider the one-dimensional discrete-time setting and investigate whether the usually applied a priori non-negativity can overcame the ambiguousness of the phase retrieval problem or not. We show that the assumed non-negativity of the solution is usually not a sufficient a priori condition to ensure uniqueness in one-dimensional phase retrieval. More precisely, using an appropriate characterization of the occurring ambiguities, we show that neither the uniqueness nor the ambiguousness are rare exceptions.
Introduction
In many fields of physics and engineering, one is faced with the recovery of an unknown signal only from the intensity of its Fourier transform. This phase retrieval problem occurs in different applications as crystallography [Mil90, Hau91] , astronomy [BS79, DF87] and laser optics [SST04, SSD + 06]. In general, the recovery of an analytic or numerical solution is challenging because of the well-known ambiguousness of the problem. Therefore, it is of essential importance to employ suitable a priori information about the original signal in order to find a meaningful solution or, in the best case, the original signal itself.
In the rich literature on the phase retrieval problem, there are different approaches to reduce the solution set or to ensure uniqueness. For instance, the unknown signal x can be superposed with an appropriate reference signal h such that one has access to the additional Fourier intensity of x + h. This idea was studied in [KH90a, KH90b, BP15] for a known and in [KH93, RDN13, BP15, Bei16] for an unknown reference signal. More particular reference signals have been considered in [BFGR76, CESV13, Bei16] . Instead of interference measurements, it is also possible to use additional measurements in the time domain. For instance, one can employ additional magnitudes or phases to ensure a unique recovery of the desired signal [LT08, BP16] .
In the last years, the phase retrieval problem has been generalized from the classical setting to the recovery of an finite-dimensional vector x from appropriate frame measurements | x, v k |. Here the question arises how the underlying frame vectors have to be chosen, and how many frame vectors are needed to ensure the recovery of x, see for instance [BCE06, BBCE09, BCM14, BH15] and references therein.
In this paper, we consider the one-dimensional phase retrieval problem for discretetime signals, where we restrict ourselves to the recovery of an unknown signal with finite support. Here the occurring ambiguities can be explicitly specified by an appropriate factorization of the autocorrelation signal, see [BS79, BP15] . Additionally, we assume that the unknown signal is real-valued and non-negative. This a priori constraint is usually applied if the unknown signal represents some intensity, see for instance [Fie78, BS79, DF87, SSD + 06, LP14] and references therein. Although there are many efforts to incorporate the non-negativity into numerical algorithms, the solvability under this constraint is studied rarely. For this purpose, we consider the issue whether the usually applied a priori non-negativity can overcame the ambiguousness of the phase retrieval problem or not.
The paper is organized as follows. In section 2, we introduce the one-dimensional discrete-time phase retrieval problem and briefly recall the characterization of the occurring ambiguities in [BP15] . Here we distinguish between negligible, trivial ambiguities, like reflection and time shifts, and non-trivial ambiguities. Based on this characterization, we derive appropriate conditions whether a solution is non-negative or not by exploiting that the Fourier transform of a finite-supported signal is mainly an algebraic polynomial, see section 3. Transferring our observation to the complete solution set, we can explicitly construct phase retrieval problems that are uniquely solvable or have a certain number of non-trivial non-negative solutions, see section 4. Finally, in section 5, we present our main result that neither the ambiguousness nor the uniqueness are rare exceptions, and that the non-negativity thus is not sufficient to ensure the unique recovery of the desired signal.
The phase retrieval problem
In the following, we consider the one-dimensional discrete-time phase retrieval problem. This variant of the phase retrieval problem consists in the recovery of an unknown discrete-time signal x := (x[n]) n∈Z from its Fourier intensity | x|, where the discrete-time Fourier transform is given by
Further, we assume that the unknown signal x has a finite support and that all components x[n] are non-negative.
Similarly to the recovery of a complex-valued signal, the phase retrieval problem for non-negative signals always possesses some negligible ambiguities. More precisely, we can simply transfer [BP15, Proposition 2.1] to non-negative signals.
Proposition 2.1. Let x be a non-negative signal with finite support. Then
have the same Fourier intensity | x|.
Consequently, the applied assumption that the unknown signal is non-negative cannot ensure uniqueness of the discrete-time phase retrieval problem. However, since the shift and the reflection in Proposition 2.1 are closely related to the original signal, we call these negligible ambiguities trivial. Unfortunately, besides this trivial ambiguities, our phase retrieval problem can have further non-trivial ambiguities as exemplarily shown in [BS79, Example 1, et seqq.] and [Fie78, Figure 2 ]. In order to decide whether these examples are rare exceptions or the general case, we adapt the characterization of the complete solution set in [BP15] to our specific problem.
For this purpose, we recall that the autocorrelation signal a of a signal x is given by
and that the squared Fourier intensity can be written as
Since x has a finite support, this property is transferred to the autocorrelation signal. Furthermore, the definition immediately implies that the components of a have to be symmetric, i.e., a[−n] = a[n] for n ∈ Z. Thus, the autocorrelation function a is here always an even non-negative trigonometric polynomial of degree N − 1, where N denotes the support length of the signal x. Since a trigonometric polynomial is completely determined by finitely many samples at appropriate points, it is not necessary to know the Fourier intensity | x(ω)| for all ω ∈ R. Indeed, the complete Fourier intensity of a real signal with support length N is already defined by N samples in the interval [0, π).
Following the lines in [BP15] , we define the associated polynomial P to the trigonometric polynomial a by
. Since the coefficients of P are real and still satisfy a[−n] = a[n], the zeros of P have a special structure. More precisely, the real zeros occur in pairs (γ, γ −1 ) and the complex zeros in quads (γ, γ, γ −1 , γ −1 ) or in the two pairs (γ, γ −1 ) and (γ, γ −1 ). Thus, the associated polynomial can always be written in the form
Based on this observation, we can factorize the even non-negative polynomial a by
which yields the following characterization of the solution set, see [BP15, Theorem 2.4].
Theorem 2.2. Let a be an even non-negative trigonometric polynomial of degree N − 1. Then, each solution x of the discrete-time phase retrieval problem | x| 2 = a with finite support and non-negative components has a Fourier representation of the form
where n 0 is an integer, and where for each j the value β j is chosen from the zero pair (γ j , γ −1 j ) of the associated polynomial to a.
Thus, each solution x of the discrete-time phase retrieval problem | x| 2 = a is uniquely given by the shift parameter n 0 and the chosen values β j . Since B := {β 1 , . . . , β N −1 } is a subset of the zero set of the associated polynomial P , we call B the corresponding zero set of the solution x. Besides the trivial shift ambiguity, which is directly encoded in (1) by the factor e −iωn 0 , Theorem 2.2 covers the reflection ambiguity too. More precisely, one can show that the reflection x[−·] corresponds to the reflected zero set {β −1 1 , . . . , β −1 N −1 } if x corresponds to {β 1 , . . . , β N −1 }. Consequently, the discrete-time phase retrieval problem to recover a non-negative signal x with support length N can have at most 2 N −2 non-trivially different solutions.
Algebraic polynomials with non-negative coefficients
To answer the question whether the phase retrieval problem in Theorem 2.2 can have more than one non-negative non-trivial solution, we investigate conditions on the zero set B := {β 1 , . . . , β N −1 } which ensure that a real signal with finite support possesses only non-negative components. We notice that the signal x in (1) is non-negative if and only if all coefficients of the monic polynomial
are non-negative. Using Vieta's formulae and the elementary symmetric polynomials S n defined by S n (β 1 , . . . , β N −1 ) :=
as well as S 0 := 1 and S n := 0 for n < 0 and n ≥ N , we obtain the representation
The theorem of Descartes [Obr63, Satz 13.2] states that the number of positive zeros of an algebraic polynomial with real coefficients is equal to the number of sign changes in the coefficient sequence or less than it by an even number. In our case, the polynomial Q has no sign changes, and thus all real zeros of the polynomial Q have to be negative. In order to examine the dependency of the non-negativity of the coefficients of Q on the complex zero pairs, we generalize the observations in [Bri85] .
Lemma 3.1. Let Q be a monic polynomial with real coefficients corresponding to the zero set {β 1 , . . . , β N −1 }. Assume that (β N −2 , β N −1 ) is a conjugated zero pair, and define σ n := (−1) n S n (β 1 , . . . , β N −3 ) for every n ∈ Z. Then Q has only non-negative coefficients if and only if β N −1 fulfils
Proof. Since the zeros β N −2 and β N −1 form a conjugated pair, the monic polynomial Q can be written as
Observing that the product over the first N −3 linear factors is itself a monic polynomial, we can again apply Vieta's formulae and obtain
which completes the proof. whenever the radius exists. Indeed (2) implies ℜβ N −1 ≤ σ 1/2 for n = 1 and
for n = 2, . . . , N − 2. This specific behavior is a complex version of the findings by Briggs in [Bri85, Section 7].
Non-negative ambiguities of the phase retrieval problem
Based on our findings about the non-negativity of the coefficients of an algebraic polynomial, we now investigate the non-negativity of the non-trivial solutions x in Theorem 2.2, which can be constructed by reflecting some of the corresponding zeros β j at the unit circle. First we show that, in the worst case, the additional non-negativity constraint cannot reduce the set of non-trivial solutions at all.
Proposition 4.1. Let x be a real-valued discrete-time signal with finite support. If the corresponding zero set {β 1 , . . . , β N −1 } is contained in the left half plane, i.e. ℜβ j < 0 for all j = 1, . . . , N − 1, then all occurring real-valued non-trivial ambiguities of the corresponding phase retrieval problem are non-negative.
Proof. Using Theorem 2.2, we can generate all real-valued non-trivial ambiguities of the phase retrieval problem to recover x by reflecting a subset of the real zeros β j and conjugate zero pairs (β j , β j ) at the unit circle. Since all zeros β j and hence their reflections β −1 j have a negative real part, the corresponding linear factors
of the real zeros β j and conjugate zero pairs (β j , β j ) in (1) have only non-negative coefficients. Thus, all possible non-trivial solutions have only non-negative components since a product of polynomials with non-negative coefficients has again non-negative coefficients.
Besides this observation, we can exploit Theorem 3.1 to construct phase retrieval problems with a specific number of non-negative non-trivial solutions. appropriately. Since the reflection of the complete corresponding zero set leads to the reflection of the original signal, all further non-trivial solutions y 1 , y 2 , and y 3 according to Theorem 2.2 are given by the zero sets
respectively.
The non-negativity constraints in Theorem 3.1 for these zero sets are visualized in Figure 1 . More detailed, the signal x with zero set Λ has only non-negative components if and only if the zero pair (β 4 , β 5 ) lies in the half plane left from the imaginary axis through 7 /4 and outside the circles with centres 7 /2, 10 /7, and 3 /5 in the complex plane and radii √ 29 /2, √ 58 /7, and 3 /5 respectively as discussed in Remark 3.2. The intersection of the half plane and the complements of the three discs is shown in Figure 1(a) . The non-negativity constraints for the remaining sets M 1 , M 2 , and M 3 can be determined analogously. Choosing (β 4 , β 5 ) in one or more intersections, we can thus ensure the non-negativity for certain non-trivial solutions and can directly influence the number of non-negative solutions. For instance, if we choose β 4 := 3 4 + i and β 5 := 3 4 − i, then the non-negativity constraints for Λ, M 1 , and M 3 are fulfilled, which means that the phase retrieval problem to recover x has two further non-negative non-trivial ambiguities.
The corresponding signals and Fourier intensities are shown in Figure 1 (b) and 1(c).
Uniqueness and ambiguousness under non-negativity constraints
Looking back at Example 4.2, it seems that the non-negativity usually cannot reduce the number of arising non-trivial ambiguities. However, the situation dramatically depends on the fixed zeros β 1 , . . . , β N −3 in Lemma 3.1. Although we cannot see the efficiency of the non-negativity constraint directly, we can nevertheless use our findings to show that neither uniqueness nor ambiguousness under the non-negativity constraint are rare exceptions. For this, we exploit that the non-trivial solutions continuously depend on their corresponding zero sets, and vice versa. Proof. Based on the real-valued signal x, we consider the monic polynomial
whose roots coincide with the zero set {β 1 , . . . , β N −1 }. In the following, we denote the coefficients of P by c n :
. Using the continuity of roots theorem, see [Ort72, Theorem 3.1.1], we find, for every sufficiently small number ε > 0, a number η > 0 such that the zerosβ j of all monic polynomials
with |c n − c n | ≤ η for n from 0 to N − 2 can be ordered in a way that
If we identify x with an N -dimensional vector, then the continuous mapping between the components x[n] and the coefficients c n is given by
Hence, for every sufficiently small number η > 0, there exists a number δ > 0 such that the components of the image of every vectorx in R N with |x[n] − x[n]| ≤ δ for n from 0 to N − 1 satisfy
for n from 0 to N − 2. In order to avoid thatx[N − 1] becomes zero, we assume without loss of generality that δ < x[N − 1]. Interpreting the vectorx as discrete-time signal with support {0, . . . , N − 1} and combining both constructions yield the assertion.
Remark 5.2. If we consider the discrete-time signalsx in Lemma 5.1 as N -dimensional vectors, these signals form a closed ball with respect to the maximum norm. Moreover, we can extend this ball to a cone since the multiplication of a signal with a positive real constant does not change the corresponding zero set. By construction, the resulting cone cannot be contained in a set with zero Lebesgue measure. Consequently, this cone is an unbounded set with infinite measure.
Applying Lemma 5.1 to all possible non-trivial ambiguities in Theorem 2.2, we can conclude that the occurring ambiguities continuously depend on the original signal x. In other words, for all signalsx in a small neighbourhood around x, the corresponding phase retrieval problem to recoverx has the same solution behaviour as for x. Moreover, this observation also holds for the number of non-negative solutions if the corresponding zero set of x fulfils some further assumptions. In the next two lemmata, we construct such signals.
Lemma 5.3. For every N ∈ N, there exists a signal x with support {0, . . . , N − 1} and positive components x[n] for n from 0 to N − 1 such that the phase retrieval problem to recover the signal x has exactly 2 N −2 non-trivial solutions satisfying the same assumptions.
Proof. We consider a signal x with N − 1 distinct real corresponding zeros fulfilling β j < −1. As a consequence, the signals in Theorem 2.2 differ up to the trivial reflection ambiguity. Choosing n 0 = 0, the phase retrieval problem to recover x thus has 2 N −2 nontrivially different solutions with support {0, . . . , N −1}. The positivity of the components immediately follows from Proposition 4.1.
Lemma 5.4. For every N > 3, there exists a signal x with support {0, . . . , N −1}, positive components x[n] for n from 0 to N − 1, and distinct zeros {β 1 , . . . , β N −1 } lying not on the unit circle such that the phase retrieval problem to recover the signal x is uniquely solvable up to reflection.
Proof. Using the approach in Example 4.2, we choose distinct zeros β 1 , . . . , β N −3 with ℜβ j < 1 and extend this set by selecting an appropriate conjugate zero pair (β N −2 , β N −1 ). Since the fixed zeros β 1 , . . . , β N −3 lie in the left half plane, we can apply the slightly simpler constraints in Remark 3.2 to ensure the non-negativity of the corresponding signal x. In this manner, (β N −2 , β N −1 ) has to lie in the half plane left of the imaginary axis through σ 1/2, which means that
By replacing a subset of zeros β j by their reflections at the unit circle, we obtain the non-negativity constraints for the remaining ambiguities in Theorem 2.2 analogously. Since ℜβ j < −1 and thus ℜβ −1 j > −1 for j from 1 to N − 3, the reflection of some zeros at the unit circle leads to a strictly smaller right-hand side of (3). Consequently, we can choose (β N −2 , β N −1 ) so that the zero set {β 1 , . . . , β N −1 } of the signal x satisfies the non-negativity condition in (3) strictly, and that the zero sets of the remaining non-trivial ambiguities violate this condition. Figuratively, the zeros β N −2 and β N −1 have to lie in an appropriately small band in the complex plane, cf. Figure 1(a) . If we further ensure that the conjugate zero pair (β N −2 , β N −1 ) strictly lies outside the discs in Remark 3.2, the constructed signal x only possesses positive coefficients x[n] for n from 0 to N − 1 as desired.
We combine our findings in this section and finally show that neither the uniqueness nor the ambiguousness under the non-negativity constraint is a rare exception. Hence, the assumed non-negativity of a discrete-time signal can be used to enforce the uniqueness of the corresponding phase retrieval problem, but unfortunately not for every signal.
Theorem 5.5. The set of real-valued discrete-time signals with support {0, . . . , N − 1} of length N > 0 that can be recovered uniquely up to reflection as well as the set of signals that cannot be recovered uniquely from their Fourier intensities employing the non-negativity constraint are both unbounded sets containing a cone of infinite Lebesgue measure.
Proof. In Lemma 5.3 and Lemma 5.4, we have constructed signals x so that the corresponding phase retrieval problem has either exactly 2 N −2 non-trivial ambiguities or is uniquely solvable by choosing the corresponding zero set {β 1 , . . . , β N −1 } explicitly. Since the non-negativity constraints in Lemma 3.1 and in Remark 3.2 continuously depend on the zeros β j , there exists a small neighbourhood U B with respect to the maximum norm around the chosen set B := {β 1 , . . . , β N −1 } such that the corresponding zero sets B ∈ U B satisfy the same inequalities (2) as B. Now, Lemma 5.1 implies the existence of a small neighbourhood U x around the constructed signal x so that the corresponding phase retrieval problems have 2 N −2 non-trivial solutions or are uniquely solvable respectively. Extending the ball U x to a cone as discussed in Remark 5.2 leads to the assertion.
