Abstract. We describe an efficient algorithm for the computation of the regulator and a fundamental unit of an arbitrary totally complex quartic order. We analyze its complexity and 4,-we present tables with computational results for the orders Z[y -d ], 1 < d < 500.
1. Introduction. The computation of fundamental units in orders of algebraic number fields is one of the main problems in computational algebraic number theory.
The simplest fields for this problem are those with only one fundamental unit. There are three types of such fields; the real quadratic, the complex cubic, and the totally complex quartic fields.
It is well known that the fundamental unit of a real quadratic field can be computed by means of the ordinary continued fraction algorithm, cf. [2, II, Section 7] . There are interesting refinements of this algorithm due to Shanks [16] and Lenstra [13] .
The fundamental unit of complex cubic fields can be computed using Voronoi's generalized continued fraction algorithm, cf. [5] , [18] . This algorithm was discussed and improved in several interesting papers of Williams et al., cf. [20] .
For totally complex quartic fields there are only a few results. If the field contains a real quadratic subfield, the computation of a fundamental unit can be reduced to the computation of the fundamental unit of the subfield, cf. [8] .
For complex quartic fields containing an imaginary quadratic subfield, Scharlau proved that a fundamental unit is a minimal solution of a certain relative Pell equation, cf.
[15], but he did not give a method for solving it.
For complex quartic fields containing quadratic subfields of class number one, there are results due to Amara [1] and Lakein [9] , [10] .
More generally, the author proved that the generalized Voronoi algorithm (GVA), developed in [3] , yields a fundamental unit for any order of a totally complex quartic field. The algorithm of Jeans [7] seems to have some similarities with this method.
In this paper we describe how to apply the GVA practically. We analyze its complexity and prove that it yields a fundamental unit of any totally complex quartic order in 0(RDe) binary operations (for every e > 0), where D is the absolute value of the discriminant and R is the regulator of the order.
We establish an analogue of Galois' theorem on the symmetry of the continued fraction expansion of the square root of a rational number. We conclude the paper 4,- by presenting computational results for the orders Z[y -d ], 1 < d < 500.
The author is indebted to the referee for many helpful corrections and suggestions.
2. Notations. In this paper L = Q(p) is a totally complex quartic algebraic number field, o is a Q-isomorphism of L into C, different from the complex conjugation. For £ e L we write £<!> = £, {W-a(É), £(3> = f and €<4>=aW-0 is an order of L, D is the absolute value of the discriminant of 0, R is the regulator of 0, ux,..., <o4 is a Z-basis of 0, <o*,..., toj is the corresponding dual basis, W = max{\w^\\l < i, A:<4}, W* = max{|<o£<0||l < i, k^4}. We assume that (2.1) W^D1'2. Such a basis can be computed using a basis reduction algorithm, e.g., [11] , in the Minkowski lattice corresponding to 0. It follows immediately that (2.2) W* < 6D.
For a (fractional) ideal a of 0 we fix d(a) = min{d<= N|Ja ç 0), N(a) = norm of a.
3. The Method. We recall the main definitions and results of [3] . There, we introduced the map L^R2, ¿-É=(m2,io(oi2)'
which, restricted to the multiplicative group Lx, is a homomorphism, if we use the product
Moreover, L x acts on L by £*4' = 44' for every ¿eLx, 4'g L.
For a point y = (yx, y2)' e R2 its norm is defined by MjOHj'i^I-Now let a be a (fractional) ideal in 0. Then the image a is a discrete set in R2. A point 0 #= m in a is called a minimal point of a, if its norm body Q(m) = [ye R2|0 < .y, < m,; for 1 < / < 2} License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use does not contain points of a aside from 0 and m. Minimal points are of bounded norm (3.1) JV(m)< (4/tr2)Dl/2N(a).
Moreover, for {u, v] = {1,2} the u-neighbor of a minimal point in is defined to be the (uniquely determined) minimal point m' with m'u< mv and minimal m'u. For this neighbor we have by Minkowski's convex body theorem
Finally, 1 is a minimal point in 0 and all the minimal points of 0 can be arranged in a two-sided sequence (mk)keZ, m0 = 1, where mk+x is always the 2-neighbor of mk and, in turn, mkis the 1-neighbor of mk+x for every k e Z. This sequence, called the GVA-expansion in 0, is of the purely periodic form Here e is a unit in 0, and if p is chosen minimal, then e is a fundamental unit of 0, and p is called the period length of the GVA in 0.
4. The Algorithm. Here is our algorithm for computing a fundamental unit e and the regulator R of 0.
Algorithm 4.1.
Input: «j,...,to4.
Output: R, e. Notice that we can compute a maximal system of pairwise nonassociated "minima" in the sense of [21, Section 3], if we calculate in step 2(b) all the ijin a such that t| is the 2-neighbor of 1 in a.
The representation of the principal ideals a will be discussed in Section 6 and the computation of r\k+x will be described in Section 7.
We conclude this section by giving a justification for our algorithm. We define for k (4.1) M* = rk-
Then we have (4.2) pk e 0 and \ik = rhk for 0 < k < p, and in step 2(b)
In fact, (4.2) and (4.3) are true for k = 0. Now suppose that (4.2) and (4.3) hold for k > 0. Since -qk+x e (l/pk)0, we must have pk+x = pkr¡k+x e 0. Moreover, T)k+I is the 2-neighbor of 1 in (l/uk)0, and therefore (ik+1 = ukT|k+i must be the 2-neighbor of (ik = mk in 0, i.e., jik+1 = wA+1. It follows immediately that in step 2(c), It follows by (5.1) and Proposition 5.1 that
and that in step 2(d)
it follows from (5.4) and (5.7) that e is a unit in 0. Moreover, by (5.5) and (5.6), Because of the minimality of the period length p, this can happen only if p \ 2 k + 1. But if p = 2k + 1, then (5.9) holds for every fundamental unit e with |e| < 1. Let e be such a fundamental unit. It follows from (5.5), (5.6) and (5.9) that
with a e L, a = 1. We set tj = ccr)k+x and see by (5.4), (5.7) and (5.10) that r/ e a, ri = T|k+1, anda(a) = (l/7))a.
Analogously, one can show that in step 2(f) one has a((l/t]k+x)a) = (l/r/)a only if e is a unit and p\2k + 2 and, in turn, that this happens in fact if p = 2k + 2. Then e is again a fundamental unit of 0. First of all, we recall some properties of the basis reduction algorithm of Lenstra, Lenstra and Lovász [11] . Let bx,..., b" he a basis of a lattice T in Z" and let B > 2, \bj\ < B for 1 <;' «s «.** This algorithm yields in 0(nA logB) binary operations a basis ax,..., a" of T which satisfies (6.1) fl|ûv|<2"(n-1>/4det(r), where det(F) is the determinant of T. are represented in terms of their common denominator and an LLL-matrix. It has turned out in our computational experience that these representing integers are always small compared to the discriminant of a. We are also able to give bounds on the denominators and the elements of the LLL-matrices. These bounds are polynomials in D, and this means that the number of digits of these integers is 0(log D). This statement will be useful in our complexity analysis in Section 8. Proof. Let ax,...,a4 be defined as in (6.2). Then we have for 1 < j < 4, \aVf\aV\2 =\Nm(aj)\> N(a).
Hence, we have |«J'J| > N(a)1/4 for i -1 or /' = 2, and the first inequality of (6.3) follows from (2.1), (6.2), and Cauchy's inequality, whereas the second one follows from the first one and (6.1), since in this case det(T) = N(a). D The last result shows that the ideals a in Algorithm 4.1 and Algorithm 5.2 can be represented by integral matrices which are-independently of k-of the same "small" size.
•The numbers ck, k e N, are of the form uD", u, v > 0.
We finally remark that the comparison of the ideals in Algorithm 5.2 step 2(d) and 2(f) can be carried out by comparing the denominators and Hermite normal forms of the representation matrices.
7. The Neighbor Computation. In step 2(b) of Algorithm 4.1 we want to know a number tj in the ideal a such that t¡ is the 2-neighbor of 1 in a. Following the explanation given in Section 3, this means that we have to find tj in a with The comparisons in (7.3) have to be carried out using rational approximations ùt o u{k\ 1 < k, i < 4. We must therefore discuss the question of how this is to be done. Let X > 0 have the property (7.5) max{ |akn -w^111 < /, k < 4} < \.
For x =£ 0, let tj(í)(3c) be the approximation of t)(,)(jc) obtained by substituting ub y &P in (7.2), and let tj(2)(0) be a rational approximation of £>1/4 such that |tj(2)(0) -D1/4| < X. Finally, we set for x e Z4 Then it follows for every x, subject to (7.4), that and we have for every x e Z4, subject to (7.4), and 1 < / < 2,
Hence, (7.3) can be true only if (7.10) \'V^(xx) |2 + \r,m(xx) |2 < 1 + |t)<2>(*2) |2//2 + 3«.
The solutions of (7.10) can be computed using an algorithm of Fincke and Pohst [6] which yields all the integral solutions x of an inequality Q(x) < K, where Q is a positive definite «-dimensional rational quadratic form and K ^ 0 is a real constant. By (7.9) we are able to decide whether a solution of (7.10) satisfies (7.3) as long as \\tfl)(xx)'\-i\>8(xx) and
This, in turn, is true if (7.12) h(1)(*i)|*l and \^(xx)\*\^(x2)\/f, and X is small enough. Notice that (7.12) can be tested by using [21, Proposition
2.2].
Concluding these remarks, we can carry out the search for xx in Procedure 7.1 in the following way.
We enumerate the solutions of (7.10) using the algorithm of Fincke and Pohst [6] . If we find a solution xx, we check if jcj satisfies (7.4). If not, we reject xx as a possible solution of (7.3). Otherwise, we check whether xx is subject to !*»(*)f < l-aOO and W2)(xx)\2<\^(x2)\2/f2-8(xx)-8(x2), or \vm(xx)\2 > 1 + 8(xx) or |Tj<2)(f1)|2>|Tj<2)(f2)|2//2 + ô(f1) + «(^).
In the first case, we have found a solution of (7.3). In the second case, we must reject xx as a possible solution of (7.3).
If neither the first nor the second case holds, a situation which we have never encountered in any of our computations, then we check whether (7.12) is true. If the answer is negative, then we must reject xx; otherwise, we have to increase the precision of our approximation to w^, i.e., we have to decrease X. During our computations we found the value X = 10 ~12 always to be sufficient.
If we have enumerated all the solutions of (7.10) without finding a solution of (7.3), then no such solution exists.
In Algorithm 5.2 we need all the tj g a such that r\ is the 2-neighbor of 1 in a. These numbers can be computed by a further application of the algorithm in [6] .
For our complexity analysis in the next section, it is necessary to be able to prove that there exists a value of X such that (7.11) follows from (7.12). This can be done analogously to the proof of [21, Proposition 4.1]. The result is Proposition 7.12. We can choose X = cfx and 8 = c8X such that for every xx, x2 subject to (7.4) the following statements hold:
(i) Ifx2 = 0, then it follows from (7.13) |tj(1)(*i)|<1 and \r}(2)(xx) \ < (2/w)Dl/4N(a)l/2/f that (7.14) |*)(1)(*i) |2 < 1 -8 and \t)(2)(xx) \* a \ïï2)(x2) |V/2 -«• Conversely, (7.14) implies (7.3).
(ii) Let x2 J= 0; then (7.14) and (7.3) are equivalent.
8. Complexity Analysis. It is well known that the continued fraction algorithm computes a fundamental unit of an order of a real quadratic field in 0(R'D'11) binary operations (for every p' > 0), where R' is the regulator and D' is the absolute value of the discriminants of the order, cf. [19] . An analogous result is true for Voronoi's generalized continued fraction algorithm in complex cubic fields, cf. [19] . The purpose of this section is to prove that Algorithm 4.1 and Algorithm 5.2 are of the same complexity.
Since by [4] the period length of the GVA in 0 is O(R), also the number of iterations in Algorithm 4.1, step 2, is O(R). Since we use LLL-matrices to represent the ideals a in Algorithm 4.1, it follows from Corollary 6.3 and from (7.1) that step 2(a) requires O(D^) binary operations (for every p > 0).
We must now analyze step 2(b), i.e., Procedure 7.1. Since 1 is a minimal point in o, the number of iterations, when / = 2, must be O(logD). But then it follows from the same arguments as used in the proof of [4, Lemma 2] that the number of solutions of (7.3) with / = 1 is 0(1). The number of iterations of the procedure is therefore 0(logD).
It remains to analyze the complexity of the search for xx in Procedure 7.1. It follows from Proposition 7.12 that, instead of searching the convex body described by (7. 3), which has irrational constraints, we can search the convex body described by (7.4) and (7.14), which has rational constraints. Though the algorithm of Fincke and Pohst [6] has turned out to be very efficient in practice, we cannot use the complexity analysis provided for this algorithm in [6] . Therefore, we replace this method by a procedure of Lenstra [12] , which, however, is too complicated for practical implementation. This procedure solves our search problem in polynomial time in the size of the input data, because obviously, our convex set is "solvable", cf.
[12, Remark (d) in Section 2]. In view of (2.1), (2.2), Corollary 6.3, (7.1), (7.5) , and the choice of X in Proposition 7.12, the input data length is 0(logD). Hence, Procedure 7.1 requires 0(0^) binary operations (for every p > 0).
Finally, it follows from (7.1) and the fact that by [4] the number of factors in step 3 of Algorithm 4.1 is O(R), that e can be computed in 0(RD>L) steps (for every p>0).
Concluding these remarks, we have (b) tj = 18 + 6p + p2 is up to association the only number such that t) is the 2-neighbor of 1 in n, tj, «-tj.
(c) R *-7.8633.
(d) a, <-1, a2 «-p, a3 <-p2/2, a4 «-p3/2, (l/iJl)a = 04 Za, * o(a).
(e) R <-14.3402. Table 1 ,
is a fundamental unit of 0, p = v -d.
In Table 2 we denote by PL the period length, REG the regulator, 8322  1209  0644  7798  3334  3585  7027  5545  8075  5164  3062  2540  2070  9380  0583  2886  1354  4639  3833  4442  0549  3465  1234  0557  0703  3731  4328  8745  1631  5120  8157  5423  3769  3516  3738  8558  6027  7444  7772  2256  8083  1458  6175  3695  6173  7329  7403  2099  7549  5225  6433  4730  9320  4831  7578  4960  4180  9429  7214   206  207  208  209  210   211   212  213  214  215  216  217  218  219  220  221  222  223  224  225  226  227  228  229  230  231  232  233  234  235  236  237  238  239  240   241  242  243  244  245  246  247  248  249  250  251  252 .9965
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use Notice that NR = -1 if and only if PL is odd for 5 < d < 500. 
