Abstract-The goal of data center networking is to interconnect a large number of servers with low equipment cost, high performance and balanced network capacity, and robustness to link and server failures. In this paper, we present a new network interconnection structure for data centers, which leverages largely low-cost commodity Ethernet switches to support the full aggregate bandwidth of the network.
significant factor depending on the communication patterns. That is, two nodes connected to the same physical switch may be able to communicate at full bandwidth (e.g., 1Gbps) but moving between switches, potentially across multiple levels in a hierarchy, may limit available bandwidth very severely. Addressing these bottlenecks requires non-commodity solutions, e.g., large 10Gbps switches and routers, which will lead to exorbitant cost.
We argue that the networking architecture of future data centers should meet the following goals:
• High network capacity: It should be possible for an arbitrary host in the data center to communicate with any other host in the network at the full bandwidth of its local network interface.
• Fault tolerance: Individual server and switch failures may become the norm rather than exception. It requests for both redundancies in physical connectivity and robust mechanisms in protocol design.
• Economies of construction: We hope to leverage the commodity PC/servers and the cheap off-the-shelf Ethernet switches as the basis of data center networks.
To address these issues, getting inspiration from the Clos Networks/Fat-Trees topology, we propose a novel networking architecture for data centers by interconnecting commodity switches and servers. Our approach achieves lower cost than existing solutions while simultaneously delivering the full bisection bandwidth. Our solution requires no changes to end hosts, is fully TCP/IP compatible, and imposes only moderate modifications to the forwarding functions of the switches themselves.
The rest of the paper is organized as follows. Section 2 discusses related work. Section 3 presents our designed architecture and its support for typical traffic patterns. Section 4 presents experiments results. Section 5 concludes the paper.
II. RELATED WORK
We now discuss the interconnection structures proposed for data centers, the current practice of the tree-based structure, and three recent proposed approaches of DCell [8] , FiConn [9] and Fat-Tree [10] .
In current practice, servers in data centers are connected by a tree hierarchy of network switches. Fig. 1 shows a typical three-level tree, at the lowest level of the tree, servers are placed in a rack and are connected to a ToR (Top-of-Rack) switch. At the next higher level, server racks are connected using aggregate switches, each of which connects up to several server racks. At the highest level, there are core switches which connect the aggregate switches. ToR switch has many GigE ports to connect servers as well as some number of 10 GigE uplinks to one or more layers of network elements that aggregate and transfer packets. In the higher levels of the hierarchy there are switches with 10 GigE ports and significant switching capacity to aggregate traffic between the edges. In common data center, the top-level switches are the bandwidth bottleneck, and high-end high-speed switches have to be used. Moreover, a high-level switch shows as a singlepoint failure spot for its subtree branch. Using redundant switches does not fundamentally solve the problem but incurs even higher cost. For this reason, recent research activities on data center networks have proposed several interconnection architectures, some of which make use of certain structures proposed in the area of parallel computing.
DCell [8] is a recursively defined structure. Each server connects to different levels of DCells via multiple links. Highlevel DCells is built from many low-level ones recursively, in a way that the low-level DCells form a fully-connected graph. Due to its structure, DCell uses only mini-switches to scale out instead of using high-end switches to scale up, and it scales doubly exponentially with the server node degree. In practice, a DCell with a small degree (say, 4) can support as many as several millions of servers without using expensive coreswitches or core-routers. However, the links in DCell are not evenly loaded. Those links connecting lower level DCells are usually more loaded than the links connecting higher level DCells.
FiConn [9] and DCell share the same design principle to place the interconnection intelligence onto servers and use the similar recursive construction scheme. They are different in several aspects. First, the server node degree in a DCell k is k + 1, but that of FiConn is always two. As a result, FiConn just needs to use the existing backup port on each server for interconnection, and no other hardware cost is introduced on a server. Therefore, the wiring cost in FiConn is less than that of DCell because each server uses only two ports. Second, routing in FiConn makes a balanced use of links at different levels, which DCell cannot. However, due to the inherent recursive scheme, FiConn still has the issue of unevenly loaded links.
The topology of Fat-Tree [10] solution, which has three levels of switches organized like the original tree structure but afford high connectivity. There are n pods in Fat-tree, each containing two levels of n/2 switches, i.e., the edge level and the aggregation level. Each n-port switch at the edge level uses n/2 ports to connect the n/2 servers, while uses the remaining n/2 ports to connect the n/2 aggregation level switches in the pod. At the core level, there are (n/2) 2 n-port switches and each switch has one port connecting to one pod. Therefore, the total number of servers supported by the Fat-Tree structure is n 3 /4. Given a typical n = 48 switch, the number of servers supported is 27,648. The fat-tree network is a switching fabric-based interconnection network and can support the full aggregate bandwidth of the whole network. It uses identical switches to build the switching fabric. There is no need to install the highbandwidth and expensive core switches, thereby reducing the building cost significantly.
We observed that Fat-tree performs well under server failures but its aggregate bottleneck throughput drops dramatically when switch failure increases, especially when the switches in high level break down. To get over the shortcoming of the Fat-Tree and balance the traffic, getting inspiration from the Clos Networks/Fat-Trees topology, we propose a new network architecture specifically designed for data centers. We find that the commodity servers used in today's data centers usually come with two built-in Ethernet ports. Therefore, if both ports are actively used in network connections, we can build a low-cost interconnection structure without the expensive higher-level switches. We make use of both ports of each server and adopt commodity switches to build a network structure. We also design the forwarding algorithm which can balance the traffic in the network. Our approach is fully backward compatible with Ethernet, IP, and TCP and provides higher network capacity. Furthermore, it is more fault tolerant than Fat-Tree, even if the highest level switch is down, the effect is sustainable. More importantly, our approach supports various bandwidth-intensive applications by speeding up oneto-one, one-to-several, and one-to-all traffic patterns, and by providing high network capacity for all-to-all traffic.
III. A HIGH PERFORMANCE NETWORK ARCHITECURE FOR DATA CENTERS
In this section, we will introduce our designed network structure, the addressing resolution and the basic routing algorithm on top of it. We also demonstrate that our approach can speed up typical traffic.
A. Physical Structure
Actually, the price differential between commodity and non-commodity switches provides a strong incentive to build large-scale communication networks from many small commodity switches rather than fewer larger and more expensive ones. We also observe that the commodity servers used in today's data centers usually come with two built-in Ethernet ports. Therefore, if both ports are actively used in network connections, we can greatly improve the network capacity. Consider these two aspects, getting an inspiration from the Fat-Tree topology, we apply ourselves to building a low-cost network structure for data centers, which can support an arbitrary host to communicate with any other host at the full bandwidth of its local network interface in the network, as well as provide more network capacity and fault-tolerance than FatTree. As shown in Figure 2 , we organize a k-ary (in the figure, k=2) structure which looks like a combination of two Fat-Trees using commodity servers and switches. All switches in our topology are the same type, and the parameter k means the number of ports on each switch.
In our structure, servers are distributed into k pods, each pod contains (k/2) 2 servers, and the clusters of switches are divided into two halves bounded by the Pods: the upper half and the nether half. Each half contains two layers of k/2 switches (Edge layer and Aggregation layer). Each switch in the Edge layer is directly connected to k/2 hosts. Each of the remaining k/2 ports is connected to k/2 of the k ports in the aggregation layer of the hierarchy. There are (k/2) 2 switches in the core layer. Each core switch has one port connected to k pods. The i th port of any core switch is connected to pod i such that each port in the aggregation layer of arbitrary pod switch are connected to core layer on (k/2) links.
In general, a structure built with k-port switches supports k 3 /4 hosts. The advantages of our approach are: 1) all switching elements are identical that can enable us to leverage cheap switches in building infrastructure architecture; 2) for arbitrary communication patterns, there are many sets of paths that provide all the bandwidth available to end hosts; 3) both builtin Ethernet port are used, so we can achieve higher network capacity; 4) due to the high network connectivity, our approach does not have single point, since it achieves a good faulttolerance performance.
B. Addressing
We allocate all the IP addresses for the upper half the 10. The address of each Ethernet port of a host follows from the pod switch in each half it is connected to; hosts have addresses of the form: 10.pod.switch.ID or 20.pod.switch.ID, where ID is the host's position in that subnet (in [2, k/2+1], starting from left to right). Therefore, each lower-level switch is responsible for a /24 subnet of k/2 hosts (for k < 256). We have marked some addresses of hosts and switches in Figure 2 for visual illustration.
C. Basic Routing Algorithm
We also present a basic routing algorithm on our target network architecture described in the previous subsection. We aim at achieving maximum bisection bandwidth in this network by spreading outgoing traffic from any given pod as evenly as possible among the core switches. Commodity switches open have low processing capacity and small routing table (typically 16k entries), therefore the adopting routing algorithm should not be very complex. And routing protocols such as OSPF usually take the hop-count as their metric of "shortest path," and in our present network structure, there are k 2 /2 such shortest-paths between any two hosts on different pods, but only one is chosen. This will cause severe traffic congestion and does not take advantage of the path redundancy of our structure. For the above reason, we extend OSPF to balance the flow traffic in the network and use multi-path forwarding. The basic routing algorithm is shown as follows. In the algorithm, Function get_shortest_path is used to get a shortest path which has the free bandwidth more than the requiring bandwidth of the coming flow. Another function get_distinct_Lowest_load_path returns a distinct shortest path to the destination. The algorithm just needs to be implemented in Aggregation and Edge switches, the core switches just need to transmit the flow to appropriate ports.
D. Speed Up for Typical Traffic in Data Centers
Many applications in data centers network need to move huge amount of data among servers, and network becomes their primary performance bottleneck. Well designed network architecture needs to provide good support for typical traffic patterns such as one-to-all and all-to-all communication. We now represent how our present network structure can speed up this typical traffic.
In one-to-all communication case, for example, a source server delivers a file to all the other servers in the network. The file size is S and we assume that all the links are of bandwidth 1.
We omit the propagation delay and forwarding latency. It is easy to see that under tree and fat-tree, the time for all the receivers to receive the file is at least S. But for our present architecture, because of the two Ethernet ports, each sever can send files with both ports in parallel. From each port of the sending server we can build 2 spanning trees. When a source distributes a file to all the other servers, it can split the file into 2 equal parts and simultaneously deliver the two parts via two spanning trees. Since a receiving server is in all the spanning trees, it receives all the parts and hence the whole file. So in our approach, the time for all the receivers to receive the file is less than S.
In the same way, our approach can speed up one-to-several traffic. And due to the good network connectivity, there are no performance bottlenecks in the whole network. It can also provide a high network capacity for all-to-all communications, which frequently appears in the reduce phase of MapReduce [3] in current data centers.
IV. EVALUATION
We run the simulation on an IBM X3650 server with 1U dual-core 3.2 GHz Intel Xeon and 8GB RAM. The sever run CentOS 5.4 x86_64 with the kernel 2.6.28. We use OpenFlow Virtual Machine Simulation (OpenFlowVMS) [11] as our software testbed. OpenFlowVMS makes it possible for developers to test and debug their design by providing a simulated network of virtual OpenFlow switches.
The virtual switches run OpenFlow version 1.0, which provides the means to control switch forwarding tables. One benefit of employing OpenFlow is that it has already been ported to run on a variety of hardware platforms, including switches from Cisco, Hewlett Packard, and Juniper. This gives us some confidence that our techniques may be extended to commercial platforms using existing software interfaces and hardware functionality.
We have simulated a network like Figure 2 using 8-ports switches, which has 128 hosts, and a Fat-Tree network has the same number of hosts. The OpenFlow fabric manager monitors connectivity with each switch module and reacts to the liveness information by updating its fault matrix. Switches also send keep_alive messages to their immediate neighbors every 10ms. If no keep_alive message is received after 50ms, they assume link failure and update the fabric manager appropriately. We use Wirefilter tool together VDE to setup network parameters such as bandwidth, packet loss, delay, etc. All link capacity is set to 1Gbps.
In our experiment, each host keeps sending packet to all the other hosts in the network. For our approach, both Ethernet ports of each host are used to send traffic. We have compared the aggregate bottleneck throughput (ABT) of our present architecture and the Fat-Tree structure, under random switch failures. ABT is defined as the throughput of the bottleneck flow times the number of total flows in the all-to-all traffic pattern, which can reflects the all-to-all network capacity.
From Figure 4 , we can see that the ABT of Fat-Tree drops dramatically when switch failure increases. The reason for this case is that switches in Fat-Tree at different layers have different impact. Our design performs better under switch failures. Compared with fat-tree, each server in our present structure has two network ports connected to different switches. This can result in more balanced traffic and fault-tolerant, as well as achieve bigger ABT under the switch failure model. 
V. CONCLUSION
In this paper, we have presented a new type of physical network infrastructure for data centers. Our goal is to present a structure with high network capacity and low building-cost. Our design needs more switches, however, the switches in our structure are commodity and in the same type. So it can reduce the building cost significantly. The simulation result shows that our design provides high network capacity and graceful performance degradation under switch failures. 
