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Povzetek
Cilj diplomske naloge je implementacija in primerjava algoritmov za rekon-
strukcijo povrsˇin iz rezultatov segmentacije 3D volumetricˇnih podatkov. V
zˇe izdelan program za segmentacijo in prikazovanje modelov NeckVeins je
implementiran pristop Multi-level partition of unity za generiranje utezˇenih
lokalnih implicitnih funkcij. Iz omenjenih funkcij, ki aproksimirajo lokalno
obnasˇanje vhodnih tocˇk, je s postopkom izcˇrpne Bloomenthalove poligoni-
zacije ustvarjen 3D model. Algoritem je optimiziran z uporabo k-d dre-
vesa za iskanje najblizˇjih sosedov in s podporo za paralelno delovanje na
vecˇprocesorskih sistemih. Rezultat je javanski program, pri katerem lahko
z razlicˇnimi parametri uravnavamo natancˇnost, hitrost in gladkost koncˇnega
3D modela. Namesto dosedanje neposredne poligonizacije volumna s staticˇno
locˇljivostjo se v algoritmu MPUI ustvarjena implicitna funkcija lahko raste-
rizira s poljubnim algoritmom za poligonizacijo implicitnih povrsˇin ali pa se
neposredno vizualizira z razlicˇnimi metodami sledenja zˇarkom. Poligonizirani
objekti so lahko v odvisnosti od parametrov dolocˇenih v aproksimaciji bolj
gladki in lahko imajo viˇsjo locˇljivost kot neposredno poligonizirani volumni
z metodo Marching cubes.
Kljucˇne besede: Vecˇnivojska delitev enote, implicitne funkcije, poligoniza-
cija.

Abstract
The aim of the thesis is the implementation and comparison of algorithms for
reconstructing 3D models from the segmented volumetric data. Multi-level
partition of unity approach for generating weighted local implicit functions
is implemented to existing program for visualising 3D models, NeckVeins.
These functions are used to approximate local behaviour of input points. 3D
model is then created using exhaustive Bloomenthal polygonization. The al-
gorithm is optimized with the use of k-d trees for finding nearest neighbours
and with support for parallel operation on multiprocessor systems. The re-
sult is a Java program with a variety of different parameters which control
the accuracy, speed and smoothness of the final 3D model. Instead of a di-
rect volume polygonization with static resolution, MPUI creates an implicit
function that can be rasterized with any algorithm for implicit surface poly-
gonization and is able to provide us with user-defined resolution of triangles.
It can also be directly visualised with different ray tracing methods. Polygo-
nized objects can be smoother and can have a higher resolution than those
created with marching cubes method, which is limited with static resolution
and direct polygonization.
Keywords: Multi-level partition of unity, implicit functions, polygonization.

Poglavje 1
Uvod
V zadnjih nekaj desetletjih se v znanosti in gospodarstvu vedno bolj uvelja-
vlja tridimenzionalna (3D) racˇunalniˇska vizualizacija podatkov, pridobljenih
z razlicˇnimi metodami zajemanja informacij o obliki in povrsˇini objektov
iz realnega zˇivljenja. Prav tako se v odvisnosti od panoge ali celo funkcije
podatkov razlikujejo zahteve po kvaliteti dolocˇenih aspektov vizualizacije
(hitrost, natancˇnost, preglednost in estetika rezultata). Pridobljene podatke
je pogosto potrebno obdelati ali prestrukturirati za prikaz na racˇunalniˇskih
sistemih, omenjeni postopki pa se lahko razlikujejo glede na vhodne podatke.
V medicini se uporabljajo 3D rentgenske tehnike za slikanje notranjih or-
ganov. Uveljavljene so predvsem tehnike rotacijske angiografije, racˇunalniˇske
tomografije (angl. computed tomography, CT) in slikanja z magnetno reso-
nanco (angl. magnetic resonance imaging, MRI). V drugih panogah pre-
vladuje 3D lasersko skeniranje, kjer so zajete le tocˇke na povrsˇini objektov.
Laserska skeniranja so tako uporabna pri zajemu geografskih podatkov in
razlicˇnih objektov za uporabo na podrocˇjih kot so geodezija, arheologija, bi-
ologija in mnogih drugih. 3D podatki so se pojavili kot odgovor na vse vecˇjo
potrebo po globinskem prikazu objektov, ki so predmet preucˇevanja. S hi-
trim razvojem racˇunalniˇske grafike se je pojavila tudi mozˇnost intuitivnega
prikaza velikega sˇtevila 3D podatkov. V tej diplomski nalogi bo poudarek
na vizualizaciji 3D volumnov zˇil, ki lahko v primeru natancˇne in nazorne vi-
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zualizacije ucˇinkovito pomagajo pri diagnostiki nekaterih bolezni ozˇilja. Pri
vizualizaciji je potrebno uposˇtevati sˇume in nizko locˇljivost posnetkov, ki
vcˇasih ne zajamejo natancˇne povrsˇine slikanega objekta, ter ustvariti vizua-
lizacijo, ki bo kljub pomanjkljivostim vhodnih podatkov cˇim bolj natancˇno
predstavila slikani objekt.
Za vizualizacijo volumetricˇnih podatkov se uporabljajo poligonizacijske
metode, katerih rezultat je povrsˇina sestavljena iz mnogokotnikov, ter me-
tode neposrednega izrisovanja med katerimi je najbolj znana metoda meta-
nje zˇarkov (angl. ray casting) [16] [15]. Prednost poligonizacijskih metod
je hitrost izrisovanja koncˇnega modela. V racˇunalniˇstvu so graficˇne kartice
optimizirane za izrisovanje poligonov oziroma trikotnikov. To nam omogocˇa,
da 3D povrsˇine, ki lahko v odvisnosti od zmogljivosti graficˇne kartice vse-
bujejo tudi vecˇ milijonov trikotnikov, izrisujemo v realnem cˇasu. Rezultat
neposrednega izrisovanja z metodo metanja zˇarkov je bolj realisticˇna slika
objekta, vendar je simuliranje velikega sˇtevila zˇarkov lahko zelo pocˇasno. V
diplomski nalogi je poudarek predvsem na algoritmih katerih koncˇni rezultat
je poligoniziran objekt.
Delo bo potekalo na programu NeckVeins [5], ki ima implementirano funk-
cijo prikazovanja 3D objektov in poligonizacijo volumnov z algoritmom Mar-
ching cubes [20] [17]. Marching cubes je zaradi svoje preprostosti in hitrega
izvajanja najbolj razsˇirjena metoda za poligonizacijo volumetricˇnih podat-
kov, vendar je rezultat omejen na locˇljivost volumna in strogo obliko segmen-
tiranih struktur. Posledice so stopnicˇaste povrsˇine in ostri robovi. Problem je
delno resˇljiv z glajenjem v stopnji segmentacije, vendar lahko s tem izgubimo
precej podatkov (tanke zˇile v medicinskih volumnih). Zato je cilj implemen-
tirati pristop, ki bi brez posegov v segmentacijo ustvaril natancˇen model z
gladko povrsˇino in poljubno visoko locˇljivostjo. Probleme v veliki meri resˇuje
algoritem Multi-level partition of unity implicits (MPUI)[18]. Algoritem je
vmesna stopnja med segmentiranimi rezultati in poligonizacijo. S kontroli-
rano delitvijo se iz oblaka tocˇk aproksimirajo utezˇene implicitne funkcije, ki
opisujejo povrsˇino objekta. Poleg MPUI sta implementirani tudi izcˇrpni po-
3ligonizaciji implicitnih povrsˇin s tetraedri in kockami. Tako MPUI kot tudi
poligonizacija sta optimizirana za vecˇnitno delovanje. Opravljena je tudi
primerjava vseh pristopov ter evalvacija natancˇnosti njihovih rekonstrukcij.
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Poglavje 2
Pregled podrocˇja
Diplomsko delo sodi na podrocˇje racˇunalniˇske grafike, ki se ukvarja z vizu-
alnim prikazom tridimenzionalnih (3D) podatkov. 3D podatke je potrebno
predstaviti v najbolj intuitivni obliki, pri vizualizaciji objektov iz realnega
zˇivljenja je to 3D perspektivna projekcija. Za razumevanje problema vi-
zualizacije medicinskih volumnov je potrebno razumeti vrste podatkov in
zmozˇnosti njihovega prikaza na racˇunalniku. Podatki pridobljeni iz 3D sli-
kanja so v volumetricˇni obliki, te je mozˇno vizualizirati z metodami nepo-
srednega izrisovanja [16]. Hitrejˇsi izris lahko dobimo s pretvorbo podatkov v
primitive (rasterizacijo), ki jih lahko racˇunalnik izriˇse (poligoni, trikotniki).
Rasterizacija je lahko uporabljena neposredno na volumnu [17], v tem pri-
meru je locˇljivost primitivov omejena na locˇljivost volumna. Ker je bolj kot
natancˇnost vizualizacije volumna pomembna podobnost slikanemu objektu,
je pogosto potrebna rekonstrukcija povrsˇine predstavljene v volumnu.
Osrednji algoritem diplomske naloge spada v skupino algoritmov, katerih
namen je aproksimirati cˇim bolj natancˇno in gladko povrsˇino. Obstaja vecˇ
pristopov k resˇevanju tega problema. Metoda omejenih elasticˇnih povrsˇinskih
mrezˇ (angl. constrained elastic surface nets, CESN) [10] je pristop, ki s
pomocˇjo mrezˇe povezanih vozliˇscˇ ustvari gladko povrsˇino. Tezˇava tega pri-
stopa je, da se lahko pri rekonstrukciji izgubijo tanke strukture [19]. Ker so
nekatere sicer uspesˇne metode za rekonstrukcijo povrsˇin cˇasovno zelo zah-
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tevne (Poissonova rekonstrukcija [12], power crust [6]), so izlocˇene iz po-
drobnejˇse obravnave. Bolj primerni so pristopi, kjer se iz volumna pridobi
orientiran oblak tocˇk, nad katerim se po obmocˇjih aproksimirajo implicitne
funkcije. Metoda drsecˇih najmanjˇsih kvadratov (angl. moving least squares
- MLS) [14] za vsako vhodno tocˇko v 3D domeni izracˇuna implicitno funkcijo
po metodi najmanjˇsih kvadratov in jo utezˇi glede na oddaljenost. Eden bolj
znanih pristopov je tudi metoda radialnih osnovnih funkcij [8], ki z interpo-
lacijo dosega dobre rezultate, vendar je kljub morebitnim aproksimacijskim
pohitritvam izredno pocˇasna [19].
Za implementacijo je izbran algoritem Multi-level partition of unity [18],
saj poleg hitrejˇsega izvajanja in uravnotezˇenosti med natancˇnostjo in glad-
kostjo ponuja veliko prostora za izboljˇsave ter pohitritve. Algoritem, ki je
bil prvotno namenjen rekonstrukciji podatkov pridobljenih s tehniko 3D la-
serskega skeniranja, se je izkazal uporaben tudi pri rekonstrukciji volumnov
zˇil [19]. Koncept MPUI je zelo podoben pristopu MLS, vendar vsebuje dve
kljucˇni novosti, implicitne funkcije definirane na vecˇ nivojih (posledica de-
litve z osmiˇskim drevesom) in utezˇne funkcije, ki delujejo kot delitev enote
(angl. partition of unity).
Poglavje 3
Algoritmi za rekonstrukcijo
povrsˇin
Generiranje poligoniziranega objekta z algoritmom MPUI poteka v vecˇ ko-
rakih (slika 3.1). Vhodna podatka sta segmentirana 3D matrika, kjer vsaka
vrednost predstavlja eno enoto imenovano voksel, in prag, ki dolocˇa kateri
voksli predstavljajo objekt in kateri prazen prostor. Ker MPUI za vhodni
podatek potrebuje oblak orientiranih tocˇk, je v prvem koraku potrebno iz re-
zultata segmentacije pridobiti tocˇke v 3D prostoru ter pripadajocˇe normale.
Dobljene tocˇke se v drugi stopnji proporcionalno skalira tako, da so ome-
jene s prostorom v obliki kocke (v nadaljevanju “osnovna celica”), ki ima
stranico dolgo eno enoto in vse stranice poravnane s koordinatnimi osmi
v evklidskem prostoru. Priporocˇeno je, da se skalirane tocˇke pomakne v
srediˇscˇe osnovne celice, zaradi staticˇne delitve prostora v naslednji stopnji
(bolj kot je porazdelitev tocˇk enakomerna, manj je praznih celic in bolj urav-
notezˇeno je drevo). V tej stopnji je priporocˇena ustvaritev k-d drevesa za
iskanje najblizˇjih tocˇk.
Tretji korak obsega algoritem MPUI in ustvaritev mnozˇice utezˇenih impli-
citnih funkcij. Dobljene implicitne funkcije omogocˇajo preslikavo poljubnih
3D tocˇk v realno vrednost:
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f(x, y, z) = 0,
R3 → R
Funkcije so na lokalni ravni aproksimirane tako, da imajo vrednost 0
na povrsˇini objekta, v notranjosti objekta negativne vrednosti ter pozitivne
vrednosti zunaj objekta. Ker so implicitne funkcije aproksimirane lokalno,
je njihov vpliv zunaj aproksimacijskega obmocˇja potrebno omejiti. Iz lokal-
nosti aproksimacij poleg omejitve vpliva izvira tudi problem nesklenjenosti
funkcij. Lokalne funkcije v veliki vecˇini primerov aproksimirajo tocˇke, ki
predstavljajo le eno povrsˇino. Zato je smiselna uporaba metode, ki omogocˇa
zlivanje sosednjih funkcij. Resˇitev je uporaba utezˇnih funkcij, ki delujejo
na podoben nacˇin kot radialne funkcije (angl. radial functions). Kljucˇna
lastnost teh funkcij je odvisnost vrednosti funkcije od oddaljenosti od iz-
hodiˇscˇa (pri MPUI se izhodiˇscˇa nahajajo v srediˇscˇih prostorov, kjer se izvaja
lokalna aproksimacija). Za uspesˇno rekonstrukcijo je izredno pomembna de-
litev enote (angl. partition of unity). Za poljubno tocˇko v osnovni celici mora
veljati da je vsota pomozˇnih funkcij (iz katerih so izpeljane utezˇi) enaka ena.
V naslednjih enacˇbah je prikazana lastnost delitve enote v odvisnosti od utezˇi
wi in pomozˇnih funkcij ϕ:
f(x, y, z) =
∑
iwi(x, y, z)Qi(x, y, z)∑
iwi(x, y, z)
=
∑
i
ϕi(x, y, z)Qi(x, y, z) (3.1)∑
i
ϕi(x, y, z) = 1 (3.2)
Dobljeno mnozˇico utezˇenih implicitnih funkcij lahko v zadnjem koraku
vizualiziramo s poligonizacijo, ali pa s Hartovo metodo vcˇrtavanja sfer (angl.
sphere tracing) [11]. Za potrebe te naloge je bila implementirana poligo-
nizacija, katere koncept je podoben Bloomenthalovi [7]. Vendar je zaradi
9prisotnosti locˇenih konstruktov v volumnu uporabljena izcˇrpna poligoniza-
cija namesto metode sledenja povrsˇini. Rezultat poligonizacije so vozliˇscˇa in
normale, ki v trojicah dolocˇajo trikotnike za izris. Vozliˇscˇa so v geometriji
definirana kot presecˇiˇscˇa geometrijskih oblik. V nasˇem primeru definirajo
presecˇiˇscˇa oziroma ogliˇscˇa trikotnikov.
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Slika 3.1: Diagram cevovoda za rekonstrukcijo volumna z algoritmom MPUI.
V pravokotnikih so predstavljeni postopki, v povezavah pa vhodni oziroma
izhodni podatki.
3.1. USTVARITEV OBLAKA TOCˇK 11
3.1 Ustvaritev oblaka tocˇk
Oblak tocˇk je definiran kot mnozˇica tocˇk v evklidskem prostoru. Te imajo
za vsako dimenzijo podano eno realno vrednost. Najvecˇkrat se uporablja za
definicijo tocˇk na povrsˇini objekta, zato je uporaben pri 3D laserskih ske-
niranjih. Oblak tocˇk je lahko upodobljen neposredno (slika 3.3), vendar se
zaradi neintuitivnosti globinskega pogleda in nesklenjenosti ne uporablja za
vizualizacijo medicinskih volumnov. Za algoritem MPUI potrebujemo poleg
informacije o lokaciji tudi informacijo o orientaciji tocˇk. Informacija o ori-
entiranosti nam pomaga predvsem pri odpravljanju topolosˇkih dvoumnosti,
ki se pojavijo pri kompleksnejˇsih strukturah. Orientiranost tocˇk podamo v
obliki normal, ki so izracˇunane za vsako posamezno tocˇko. Normale so nor-
mirani vektorji (dolzˇina normiranega vektorja je vedno enaka 1), ki dolocˇajo
v katero smer je obrnjena povrsˇina.
3.1.1 Implementacija
Pretvorbe rezultatov segmentacije v oblak tocˇk zahteva preprosto implemen-
tacijo. Za vsak voksel v 3D mrezˇi se v odvisnosti od sosednjih vokslov postavi
tocˇke in izracˇuna njihove normale. Tocˇke so postavljene le v vokslih, ki ne
dosegajo dolocˇenega praga, a se stikajo z voksli, ki ga presegajo in tako
predstavljajo mejne voksle oziroma povrsˇino objekta. Vrednosti vokslov v
volumnu so predstavljene kot pozitivna sˇtevila. Odvisno od formata slikanja
so lahko osem ali sˇestnajst bitna. Prag je sˇtevilo med 0 in 2n − 1, kjer je
n sˇtevilo bitov, uporabljenih za predstavitev vrednosti posameznih vokslov.
Voksli, ki presegajo ta prag, dolocˇajo notranjost objekta, ostali pa dolocˇajo
prazen prostor.
Glede na sˇtevilo in postavitev sosedov, ki presegajo prag, obstajajo razlicˇne
konfiguracije za postavljanje in orientiranje tocˇk. Za vsak voksel v mrezˇi se
preveri ali presega prag. Cˇe vrednost voksla ne presega praga, se v odvi-
snosti od rezultata preveri sˇe sˇest vokslov, ki imajo s trenutno izbranim de-
ljene ploskve (definiramo jih kot sosednje voksle). Normale posameznih tocˇk
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izracˇunamo kot vsoto vseh nasprotnih vrednosti relativnih indeksov vokslov
(polozˇaj glede na trenutno izbrani voksel), ki se stikajo oziroma neposredno
dolocˇajo tocˇko. V vecˇini primerov tocˇko neposredno dolocˇajo vsi voksli, ki
presegajo prag. Izjema so le konfiguracije z voksli, ki si lezˇijo nasproti in
nimajo tranzitivnih povezav preko robov ter njihovi inverzi.
V trenutni prostor ne postavimo tocˇk, cˇe:
1. Vrednost voksla presega prag.
2. Vrednost voksla ne presega praga in prav tako ga ne presegajo vrednosti
sosednjih vokslov
V vseh ostalih primerih je v prostor postavljena vsaj ena tocˇka (slika 3.2).
Te konfiguracije so sledecˇe:
1. Cˇe prag presegata dva sosednja voksla, ki si lezˇita nasproti, se na
srediˇscˇe vsake ploskve postavi po ena tocˇka in se shranita njuni normali.
2. Cˇe prag presegajo sˇtirje voksli, ki lezˇijo v isti ravnini (nasprotje zgornji
konfiguraciji), se prav tako postavi tocˇke na srediˇscˇa vseh sˇtirih vokslov
in se shranijo njihove normale.
3. V vseh ostalih primerih se tocˇka postavi v center trenutnega voksla,
normala se shrani kot vsota normal sticˇnih ploskev sosednjih vokslov,
katerih vrednost prestopa prag.
Izgradnja oblaka tocˇk ima zaradi lokalne narave obravnavanja posameznih
vokslov visoko zmozˇnost paralelizacije. Vendar je tudi zaporedna implemen-
tacija v primerjavi z drugimi koraki postopka rekonstrukcije relativno hitra.
Zato paralelizacija tega koraki ni bila implementirana.
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Slika 3.2: Postavitve tocˇk v primeru dveh nasprotnih vokslov, sˇtirih vokslov
v isti ravnini ter poljubnega sˇtevila vokslov z deljenimi robovi.
Slika 3.3: Oblak tocˇk ustvarjen iz volumna pridobljenega s postopkom 3D
angiografije cˇlovesˇke glave
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3.2 K-d drevo
Pred izgradnjo k-d drevesa je potrebno vse elemente oblaka tocˇk omejiti
v 3D celico z enakimi stranicami dolzˇine ena. Tocˇke dobljene pri ustvari-
tvi oblaka tocˇk se v tej stopnji proporcionalno skalira glede na dimenzije
zacˇetnega volumna matrike, tako da je najdaljˇsa dimenzija matrike dolga
eno enoto. Omejevanje polozˇaja tocˇk je bistveno predvsem za parametre, ki
dolocˇajo delovanje algoritma MPUI. Ti parametri so lahko v primeru staticˇno
omejenega prostora oblaka tocˇk konstantni in so posledicˇno konstantni tudi
rezultati pri razlicˇnih vhodnih podatkih. Ko so vse tocˇke transformirane v
celico, se pricˇne izgradnja k-d drevesa.
K-d drevo (okrajˇsava za k-dimenzionalno drevo) je drevesna podatkovna
struktura, ki organizira podatke v k-dimenzionalnem prostoru. Pri imple-
mentaciji algoritma MPUI je k-d drevo uporabno za iskanje najblizˇjih sose-
dov. Brez k-d drevesa je iskanje naivno in se je potrebno sprehoditi cˇez vse
tocˇke, da bi nasˇli tiste, ki se nahajajo v dolocˇenem obmocˇju. Pri iskanju tocˇk
v dolocˇenem obmocˇju z uporabo k-d drevesa lahko zavrzˇemo vozliˇscˇa (tudi
celotna poddrevesa), v primeru da vrednost dimenzije trenutnega vozliˇscˇa ni
vsebovana v iskalnem obmocˇju.
Podatki so binarno razdeljeni glede na lokacijo v dolocˇeni dimenziji. Vsako
vozliˇscˇe v k-d drevesu predstavlja eno tocˇko v prostoru. Ideja je, da se na
vsaki globini drevo razdeli na podatke, katerih vrednost je v trenutno izbrani
dimenziji manjˇsa od mediane in na tiste, kjer je ta vrednost vecˇja. Podatke
z vrednostjo manjˇso od mediane, se postavi v nadaljnjo obravnavo v levo
hcˇerinsko vozliˇscˇe, vecˇje pa v desno. V naslednji stopnji se v obeh hcˇerinskih
vozliˇscˇih podatki locˇijo glede na mediano v drugi dimenziji. Postopek se na-
daljuje dokler ne zmanjka vozliˇscˇ. Dimenzije po katerih locˇimo podatke se z
globino drevesa izmenjujejo v istem vrstnem redu in z enako zastopanostjo.
Postopek grajenja drevesa ima cˇasovno zahtevnost O(nlogn).
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3.2.1 Implementacija
Izgradnja drevesa je implementirana rekurzivno, kot vhodni podatek so po-
dana tri polja (za vsako dimenzijo po eno polje) Vsako polje je sortirano po
velikosti glede na eno izmed dimenzij. Poleg sortiranih polj, ki omogocˇajo
lazˇje iskanje mediane, je potreben tudi podatek o globini drevesa, preko ka-
terega se izracˇuna po kateri dimenziji se podatke locˇi. Za lazˇje razumevanja
algoritma je podana psevdokoda:
Algoritem 1 Ustvaritev k-d drevesa
1: procedure ustvariVozlisce(globina, sortiraneTocke)
2: dimenzija← globina mod steviloDimenzij
3: steviloTock← dolzina(steviloDimenzij[0])
4: if steviloTock = 0 then
5: return NULL
6: if steviloTock = 1 then
7: return novoVozlisce(sortiraneTocke[0][0], NULL, NULL)
8:
9: mediana← poisciMediano(sortiraneTocke[dimenzija])
10: leviSeznam← seznamV ozliscPoDimenzijah().
11: desniSeznam← seznamV ozliscPoDimenzijah().
12:
13: for d in 0...steviloDimenzij do
14: for t in 0...sortiraneTocke[d] do
15: if t < mediana then
16: leviSeznam[d].dodaj(t)
17: else if indeks(t)! = indeks(mediana) then
18: desniSeznam[d].dodaj(t)
19:
20: leviOtrok = ustvariVozlisce(globina+1, leviSeznam)
21: desniOtrok = ustvariVozlisce(globina+1, desniSeznam)
22: return novoVozlisce(mediana, leviOtrok, desniOtrok)
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Iskanje tocˇk, ki lezˇijo v nekem obmocˇju zahteva preprosto implementacijo.
Najprej se preveri, ali je zacˇetno (korensko) vozliˇscˇe v prvi dimenziji vecˇje,
manjˇse in ali seka to obmocˇje. V primeru da je vecˇje, pregledamo levega
otroka po naslednji dimenziji, cˇe je manjˇse pregledamo desnega in cˇe seka to
obmocˇje pregledamo oba. V zadnjem primeru se preveri tudi ali tocˇka v tem
vozliˇscˇu lezˇi v obmocˇju in cˇe je temu tako, se jo doda v rezultat.
3.3 Izgradnja osmiˇskega drevesa
Oblak orientiranih tocˇk, ki je omejen s celico v obliki kocke s stranico dolgo
eno enoto in srediˇscˇem v koordinatnem izhodiˇscˇu, je pripravljen za aproksi-
macijo implicitnih funkcij z algoritmom MPUI. Koncept algoritma je pre-
prost, po metodi najmanjˇsih kvadratov se izracˇuna aproksimacija kvadratne
funkcije iz tocˇk vsebovanih v prostoru. Cˇe je izracˇunana napaka aproksimi-
rane funkcije vecˇja od uporabniˇsko definirane, se z uporabo osmiˇskega drevesa
prostor razdeli na vecˇ podprostorov in se v vsakem izmed njih funkcije znova
aproksimira, tokrat na podlagi manjˇsega nabora tocˇk. Locˇene funkcije se
nato zlije skupaj, kot je opisano v poglavju 3.6.
Osmiˇsko drevo (angl. octree) je drevesna struktura, ki za razliko od k-d
drevesa ne uporablja binarne, temvecˇ osmiˇsko razdelitev. Poleg te razlike
je pomembna tudi staticˇna delitev osmiˇskega drevesa. To pomeni, da ne
uposˇteva porazdelitve tocˇk v prostoru, temvecˇ se vedno deli na enak nacˇin.
Osmiˇsko drevo se najvecˇkrat uporablja pri razdelitvi 3D prostora na podpro-
store. Je analogno sˇtiriˇskemu drevesu (angl. quadtree) za delitev dvodimen-
zionalnega prostora.
V kontekstu algoritma MPUI je delitev osmiˇskega drevesa definirana kot
delitev osnovne celice na osem enako velikih podprostorov. Prednost, ki jo
prinese uporaba osmiˇskega drevesa, je prilagodljivost globine kompleksnosti
objekta, ki ga zˇelimo vizualizirati. Prilagodljivost tako omogocˇi aproksima-
cijo preprostih struktur z zelo majhnim sˇtevilom delitev, kar poleg hitrejˇsega
izracˇuna globalne implicitne funkcije vodi tudi k hitrejˇsi poligonizaciji.
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Vsaka celica ima podporni polmer, katerega dolzˇina je odvisna od dolzˇine
stranice ali prostorske diagonale celice (v tej implementaciji je izbrana odvi-
snost od prostorske diagonale). Tocˇke, katerih oddaljenost od srediˇscˇa celice
je manjˇsa od dolzˇine podpornega polmera, so uporabljene za aproksimacijo
lokalne implicitne funkcije v celici. Podporni polmer dolocˇimo s parametrom
α [18]:
R = α
√
3 (3.3)
Vecˇji kot je podporni polmer, vecˇji bo deljeni prostor funkcij (presek kro-
gel, ki jih dolocˇajo podporni polmeri celic) in vecˇ funkcij bo dolocˇalo globalno
vrednost. Vecˇji podporni polmer pripomore k bolj gladkemu rezultatu apro-
ksimacije, v zameno za daljˇsi daljˇsi cˇas izvajanja programa.
Za aproksimacijo v vsaki celici se uporabijo tocˇke znotraj podpornega pol-
mera. Ker se uporablja staticˇna delitev prostora, se lahko zgodi da nekatere
celice vsebujejo premalo tocˇk ali pa so prazne. Za obravnavo takih primerov
je uporabljen t.i. pomozˇni polmer R′, katerega vloga je podobna vlogi pod-
pornega polmera. Razlika je ta, da pomozˇni polmer pride v posˇtev takrat,
ko celica z definiranim podpornim polmerom vsebuje premalo tocˇk. Pomozˇni
polmer se iterativno povecˇuje, dokler ne vsebuje zadostnega sˇtevila tocˇk za
aproksimacijo. Povecˇevanje pomozˇnega polmera je dolocˇeno s konstanto λ.
Pri prvem pregledu sˇtevila vsebovanih tocˇk se definira:
R′ = R (3.4)
V primeru premajhnega sˇtevila vsebovanih tocˇk, se pomozˇni polmer itera-
tivno povecˇuje v odvisnosti od podpornega polmera:
R′ = R′ + λR (3.5)
Ko so tocˇke, ki so pod vplivom celice dolocˇene, se izvede aproksimacija po
metodi najmanjˇsih kvadratov (poglavji 3.4 in 3.5). Delitev osmiˇskega drevesa
je nato dolocˇena z enacˇbo [9] [18]:
max
|pi−c|<R
|Q(pi)|
| 5Q(pi)| < ε0 (3.6)
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kjer je ε0 uporabniˇsko dolocˇen parameter, ki predstavlja najmanjˇso mozˇno
vrednost, pri kateri se drevo deli sˇe naprej. Tocˇke pi so vse tocˇke, ki so zajete
s pomozˇnim polmerom (ki je lahko vecˇji ali enak podpornemu polmeru). V
primeru da je celica s podpornim radijem R prazna, nobena tocˇka ne zadosˇcˇa
pogoju za iskanje maksimalne vrednosti v enacˇbi (3.6), kar povzrocˇi, da se
celica ne deli naprej.
3.4 Kvadratna implicitna funkcija
Problem, ki ga je v tej stopnji potrebno resˇiti, je aproksimacija kvadratne im-
plicitne funkcije iz nabora n tocˇk P = {p1, p2, p3...pn}. Kvadratna implicitna
funkcija je oblike:
Q(x, y, z) = Ax2 +By2 + Cz2 + 2Dxy + 2Eyz
+2Fzx+ 2Gx+ 2Hy + 2Iz + J = 0 (3.7)
Za definicijo funkcije je potrebno poiskati vseh deset koeficientov (A, B,
C, D, E, F , G, H, I in J). Spremenljivke x, y in z dolocˇajo koordinate.
Funkcijo se lahko z danimi tocˇkami takoj aproksimira po metodi najmanjˇsih
kvadratov, vendar je kljucˇnega pomena tudi njihova orientiranost. Zato se
uporablja t.i. pomozˇne tocˇke.
Za najboljˇsi rezultat je izbranih devet pomozˇnih tocˇk. Izbrana so vsa
ogliˇscˇa celice ter njeno srediˇscˇe. Za vsako izmed pomozˇnih tocˇk q se poiˇscˇe
k najblizˇjih tocˇk (poimenujemo jih kontrolne tocˇke), s katerimi se preveri
zanesljivost pomozˇnih tocˇk. Pomozˇna tocˇka je zanesljiva takrat, ko je od-
stopanje kotov med vektorjem razdalje kontrolne in vsake izmed pomozˇnih
tocˇk ter pripadajocˇim normalnim vektorjem konsistentno. Ta pogoj se pre-
veri z izracˇunom skalarnega produkta med vektorjem razdalje pomozˇne tocˇke
in vsake izmed kontrolnih tocˇk ter vektorjem normale, ki pripada posame-
zni tocˇki. Cˇe so vsi skalarni produkti enakega predznaka je pomozˇna tocˇka
zanesljiva, sicer se zavrzˇe. Za vsako pomozˇno tocˇko, ki ni bila zavrzˇena,
se izracˇuna aritmeticˇno povprecˇje skalarnih produktov, kot je prikazano na
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enacˇbi [18]:
di =
1
6
∑
i
ni · (q − pi) (3.8)
Po preverjanju pomozˇnih tocˇk z aritmeticˇnim povprecˇjem skalarnih produk-
tov se lahko izracˇuna aproksimacija po metodi najmanjˇsih kvadratov. Vse
tocˇke iz nabora P se prestavi v lokalni koordinatni sistem, ki ima srediˇscˇe
v utezˇenem povprecˇju vsote vseh tocˇk in osi vzporedne z osmi globalnega
koordinatnega sistema.
Vsaka izmed tocˇk se nato vstavi v enacˇbo splosˇne kvadratne funkcije (3.7).
Vse dobljene funkcije se utezˇi glede na oddaljenost vstavljene tocˇke od srediˇscˇa
celice in se jih nato kvadrira. Rezultat je n matrik velikosti 10x10, kjer je
n sˇtevilo tocˇk v naboru P . Izracˇuna se vsota vseh dobljenih matrik. Nato
se v enacˇbo splosˇne kvadratne funkcije vstavijo sˇe zanesljive kontrolne tocˇke.
Vsota kvadratov dobljenih funkcij se sesˇteje s prej dobljeno matriko. Posto-
pek je opisan z enacˇbo:
A =
n∑
i
ϕ(pi)Q(pi)
2 +
m∑
i
1
m
Q(qi)
2 (3.9)
Podobno se izracˇuna tudi vektor b, ki bo uporabljen pri vzvratni substi-
tuciji:
b =
m∑
i
1
m
Q(qi)di. (3.10)
Za iskanje minimuma ||Ax − b|| je na matriki A uporabljen singularni
razcep (angl. singular value decomposition, SVD). Cˇe je matrika A dimenzij
n ×m, so rezultat singularnega razcepa matrika U velikosti n × n, matrika
Σ velikosti n ×m in matrika V velikosti m ×m. Matriki U in V sta orto-
gonalni, Σ pa je diagonalna matrika, ki vsebuje lastne vrednosti. Vektorji
U = [u1, u2, . . . un] so levi singularni vektorji, V = [v1, v2, ...vn] pa desni sin-
gularni vektorji. Razcep je opisan z naslednjo enacˇbo:
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UΣV T = A (3.11)
Matrike dobljene s singularnim razcepom se uporabi pri vzvratni substi-
tuciji (enacˇba 3.12). {σ1, σ2, ...σm} so lastne vrednosti dobljene iz diagonale
matrike Σ.
x =
n∑
i=1
uTi b
σi
vi (3.12)
Vektor x je dolzˇine 10 in vsebuje aproksimirane parametre za splosˇno kva-
dratno funkcijo (3.7). Funkcija je aproksimirana v lokalnih koordinatah, zato
je potreben premik v globalni koordinatni sistem. Spodnja enacˇba prikazuje
premik funkcije za vektor v = [xt, yt, zt] (preslikava v globalni koordinatni
sistem):
G′ = G−Dyt − Fzt − 2Axt
H ′ = H − Ezt −Dxt − 2Byt
I ′ = I − Fxt − Eyt − 2Czt
J ′ = J − Ixt −Hyt −Gzt
+Dxtyt + Eytzt + Fztxt
+Ax2t +By
2
t + Cz
2
t (3.13)
Dobljeni parametriG′, H ′, I ′ in J ′, zamenjajo parametreG,H, I in J v splosˇni
kvadratni funkciji (3.7).
3.5 Bivariatna polinomska funkcija
Bivariatna polinomska funkcija je namenjena aproksimaciji nabora tocˇk P =
{p1, p2, ...pn}, kjer je prisotno majhno odstopanje med koti normal. Pogoj
je izpolnjen, cˇe je maksimalni kot Θ med utezˇenim povprecˇjem normal in
vsako normalo posamezne tocˇke manjˇsi od 90 stopinj. Povprecˇno normalo
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se izracˇuna kot normirano utezˇeno vsoto vseh normal iz nabora tocˇk. Ker
je orientiranost povrsˇine znana, je aproksimacija preprostejˇsa kot pri splosˇni
kvadratni funkciji. Uporabljena je kvadratna bivariatna polinomska funkcija.
Za njeno aproksimacijo je potrebno aproksimirati vrednosti sˇestih parame-
trov (A, B, C, D, E in F ). Enacˇba bivariatne funkcije je:
f(x, y) = Ax2 +By2 + Cxy +Dx+ Ey + F (3.14)
Aproksimacija poteka podobno kot pri splosˇni kvadratni funkciji, vendar
obstaja nekaj bistvenih razlik. Pri bivariatni polinomski funkciji se definira
nov lokalni koordinatni sistem, katerega osi (v vecˇini primerov) niso porav-
nane z osmi globalnega koordinatnega sistema. Globalne koordinate tocˇk (x,
y in z) se preslikajo v lokalne (i, j in k). Lokalna koordinatna os k je enaka
utezˇenemu povprecˇju normal, ostali dve koordinatni osi pa sta ortogonalni
osi k (skalarni produkt poljubnih parov osi je enak 0). Koordinatno izhodiˇscˇe
je postavljeno v aritmeticˇno povprecˇje utezˇenih tocˇk.
Za aproksimacijo se uporabi metoda najmanjˇsih kvadratov. Iz vsote kva-
dratov utezˇenih funkcij, v katere se vstavi lokalne koordinate vsake izmed
tocˇk, se dobi kvadratno matriko A, velikosti 6x6. Spodnja funkcija opisuje
izracˇun matrike A:
A =
n∑
i
wif(pi)
2. (3.15)
Vektor b, ki je uporabljen za vzvratno substitucijo, se dobi s pomocˇjo
vrednosti lokalne koordinate k:
b =
n∑
i
wikif(pi). (3.16)
Postopek za minimizacijo ||Ax−b|| je enak kot pri splosˇni kvadratni funk-
ciji, opisan je v enacˇbah (3.11) in (3.12). Rezultat je vektor x, ki vsebuje vseh
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6 aproksimiranih neznank iz enacˇbe (3.14). Zaradi potrebe po standardizi-
ranosti lokalnih funkcij se dobljeno bivariatno funkcijo pretvori v kvadratno
implicitno funkcijo in lokalne koordinate prevede v koordinate, ki so porav-
nane z globalnimi (A− > A′). S projekcijami ortonormirane baze vektorjev
{i, j, k}, ki dolocˇa lokalni koordinatni sistem, se dobi vse potrebne parametre
za splosˇno kvadratno funkcijo:
A′ = −Ai2x −Bj2x − Cixjx
B′ = −Ai2y −Bj2y − Ciyjy
C ′ = −Ai2z −Bj2z − Cizjz
D′ = −(2(Aixiy +Bjxjy) + C(ixjy + iyjx))
E ′ = −(2(Aiyiz +Bjyjz) + C(iyjz + izjy))
F ′ = −(2(Aizix +Bjzjx) + C(izjx + ixjz))
G′ = kx −Dix − Ejx
H ′ = ky −Diy − Ejy
I ′ = kz −Diz − Ejz
J ′ = F (3.17)
Dobljeni parametri so enakovredni parametrom dobljenim z vzvratno sub-
stitucijo pri splosˇni kvadratni funkciji (3.12). Funkcijo se nato premakne v
koordinatno izhodiˇscˇe. Tudi ta postopek je opisan pri aproksimaciji s splosˇno
kvadratno funkcijo (3.13).
3.6 Utezˇne funkcije
Utezˇne funkcije se pri MPUI algoritmu uporablja za zlivanje lokalnih im-
plicitnih funkcij. Cilj utezˇnih funkcij je ustvariti delitev enote na obmocˇju
osnovne celice. To pomeni, da je sesˇtevek prispevkov vseh utezˇi k posame-
znim lokalnim funkcijam v poljubni tocˇki 3D prostora osnovne celice vedno
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enak ena. Prispevek posamezne funkcije opisuje naslednja enacˇba:
fi(x) =
wi(pi, ci, ri)Qi(pi)∑
iwi(pi, ci, ri)
. (3.18)
Utezˇ, ki pripada posamezni funkciji je odvisna od polozˇaja tocˇke pi, srediˇscˇa
celice funkcije ci in podpornega polmera funkcije ri. Pri racˇunanju z utezˇmi
je uporabljen podporni polmer namesto pomozˇnega, ki se uporablja le za
namene aproksimacije (v nasprotnem primeru bi pri praznih celicah povzrocˇal
nenatancˇne rezultate).
Za namene aproksimacije se uporablja funkcija osnovnih zlepkov (angl.
basis spline ali B-spline) [18]. Gladkost koncˇne povrsˇine je v veliki meri
odvisna od uporabljene utezˇne funkcije. V naslednji enacˇbi je definiran odnos
med danimi parametri:
wi(pi, ci, ri) = b(
k|pi − ci|
ri
), (3.19)
Izracˇuna se razdalja med dano tocˇko in srediˇscˇem celice ter razmerje dobljene
razdalje s podpornim polmerom celice. Vecˇja ko je razdalja, vecˇje je razmerje,
ki se nato kot parameter poda v funkcijo osnovnih zlepkov. Poleg omenjenega
razmerja je podan sˇe parameter k, ki je pomemben za sovpadanje parametra
s podrocˇjem definiranosti funkcije osnovnega zlepka. Posredovani parameter
zato vsebuje le vrednosti med 0 (cˇe je tocˇka na srediˇscˇu celice) in k (cˇe je
tocˇka od srediˇscˇa oddaljena za dolzˇino podpornega polmera).
Za izracˇun vrednosti glede na posredovani parameter se za potrebe te
naloge uporablja kvadratna funkcija osnovnih zlepkov (po vzoru na [18]).
Funkcija je definirana kot:
b(t) =
 −t
2 + 0.75 : 0 6 t 6 0.5
(1.5− t)2
2
: 0.5 < t 6 1.5
(3.20)
Cilj dane funkcije je preslikati majhne vrednosti (ki so blizu nicˇle) v visoke,
saj morajo tocˇke ali funkcije, ki so blizˇje srediˇscˇu celice, imeti vecˇji vpliv.
Graf funkcije prikazuje slika 3.4.
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Slika 3.4: Preslikava vrednosti parametra t s funkcijo osnovnih zlepkov (3.20).
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3.7 Implementacija in paralelizacija MPUI
Algoritem MPUI je implementiran v programu NeckVeins, ki obsega bra-
nje volumnov in njihovih informacij v formatu .mhd, izrisovanje modelov iz
datotek formata .obj, segmentacijo in poligonizacijo volumnov, graficˇni vme-
snik ter ostale funkcionalnosti. NeckVeins uporablja knjizˇnico LWJGL (angl.
The lightweight java game library), ki omogocˇa uporabo knjizˇnic OpenGL
(angl. Open graphics library), OpenCL (angl. Open computing language) in
OpenAL (angl. Open audio library). Izris poligoniziranih povrsˇin omogocˇa
OpenGL, ki deluje na razlicˇnih platformah in lahko izkoriˇscˇa strojno opremo,
kot je graficˇna kartica, za pospesˇen izris.
Poleg knjizˇnice LWJGL je uporabljena tudi knjizˇnica EJML (angl. Effi-
cient java matrix library), ki omogocˇa uporabnikom izvajanje razlicˇnih ope-
racij nad matrikami. Uporabljena je za racˇunanje singularnih razcepov pri
aproksimaciji. V primerjavi z ostalimi knjizˇnicami, ki omogocˇajo SVD, je
knjizˇnica EJML pri manjˇsih matrikah (velikosti 6 in 10) najbolj ucˇinkovita [4].
EJML omogocˇa singularni razcep samo na matrikah, ki imajo elemente shra-
njene v dvojni natancˇnosti. Je javanska knjizˇnica, zato je njena vkljucˇitev v
projekt preprosta. Prav tako ima pri mnogih operacijah na matrikah boljˇse
rezultate kot vecˇina domorodnih (angl. native) knjizˇnic (npr. JBLAS, Java
basic linear algebra subprograms, ovojna knjizˇnica za fortranove rutine vek-
torskih in matricˇnih operacij).
Zaradi lokalnih aproksimacij ima MPUI visoko zmozˇnost paralelizacije.
Manjˇse napake in vecˇji podporni polmeri celic povzrocˇijo globoke delitve
drevesa in posledicˇno vecˇ aproksimacij, kar lahko bistveno povecˇa cˇas izvaja-
nja. Paralelizacija na graficˇni kartici je zaradi kompleksnih drevesnih struk-
tur (osmiˇsko drevo in k-d drevo), mnogih pogojnih ukazov ter kompleksnih
postopkov (SVD) tezˇavna in ne zagotavlja pohitritve ali celo uspesˇnosti izva-
janja. Za potrebe te naloge je bila implementirana staticˇna procesorska pa-
ralelizacija z omejitvijo racˇunanja na najvecˇ osem paralelnih enot. Osnovna
celica se staticˇno razdeli na osem delov. Vsaka izmed niti nato obravnava
svoj del kot osnovno celico. Pohitritev paralelizacije je odvisna od poraz-
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deljenosti vhodnih podatkov, zato je izrednega pomena postavitev srediˇscˇa
vhodnih podatkov v srediˇscˇe osnovne celice. Cˇe je prisotnih osem racˇunskih
enot, ki lahko paralelno izvajajo operacije v enojni in dvojni natancˇnosti,
je v najboljˇsem primeru lahko pohitritev osemkratna. To je vecˇ kot do-
volj za vecˇino osebnih racˇunalnikov, ki imajo ponavadi dve ali sˇtiri jedra in
omogocˇajo paralelno izvajanje prej omenjenih operacij.
Za paralelizacijo je bil izbran javanski vmesnik Callable, ki omogocˇa
vecˇnitno izvajanje programske kode. Je razlicˇica vmesnika Runnable, vendar
ima zmozˇnost vracˇanja rezultata in sprozˇanja preverjenih izjem [1].
Poglavje 4
Algoritmi za poligonizacijo
implicitnih povrsˇin
Za ustvaritev interaktivnega prikaza 3D modela so implicitne funkcije raste-
rizirane z uporabo trikotnikov. Koncept vseh poligonizacij uporabljenih v tej
nalogi je enak. Izbrana je poljubno majhna celica, ki se odvisno od algoritma
premika po poligonizacijskem prostoru. Pri vsakem premiku se v vsakem iz-
med ogliˇscˇ celice preverijo vrednosti implicitne funkcije. Celica seka povrsˇino
modela, cˇe se vrednosti v ogliˇscˇih ne ujemajo v predznaku. V tem primeru
se glede na algoritem ustrezno postavijo trikotniki. Pri postavitvi trikotni-
kov je pomembna bisekcija, s katero se ogliˇscˇa trikotnikov postavi cˇim blizˇje
vrednosti nicˇ, ki dolocˇa povrsˇino. Tezˇava tega pristopa je poligonizacija tan-
kih povrsˇin, saj je za to potrebno uporabiti manjˇso velikost poligonizacijske
celice, kar povzrocˇi daljˇsi cˇas racˇunanja in lahko ustvari veliko sˇtevilo trikotni-
kov. Poligonizacija celice je glede na postavitev trikotnikov implementirana
na dva nacˇina, s tetraedri in kockami.
4.1 Bloomenthalova metoda poligonizacije
Bloomenthalova metoda je najbolj uporabljana poligonizacija implicitnih
povrsˇin. Na zacˇetku se poiˇscˇe celico, katere rob seka povrsˇino funkcije. Ko
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je najdena, se izvede poligonizacija te celice. Nato se preveri sˇest sosednjih
celic, ki si delijo ploskev s trenutno. Za vsako celico se preveri ali je zˇe bila
obiskana, ali njeni robovi sekajo implicitno povrsˇino in ali je znotraj poli-
gonizacijskih mej. Celice, ki ustrezajo tem pogojem, so dodane v vrsto za
poligonizacijo. Nato se izbere prva iz vrste in se celoten postopek ponovi.
Prednost tega pristopa je hitrost, saj se vrednosti implicitnih funkcij racˇuna
le v ogliˇscˇih celic, ki so blizu povrsˇine. Slabost tega pristopa je ta, da ne
poligonizira locˇenih komponent (v primeru da posamezni deli niso dovolj
blizu). Pri locˇenih povrsˇinah je uporabljena izcˇrpna poligonizacija, kjer se
poligonizacijska celica premika po 3D mrezˇi, na katero je omejeni prostor
razdeljen. Postopek je cˇasovno bolj zahteven, vendar je poligonizacija vseh
locˇenih povrsˇin zagotovljena.
4.2 Poligonizacija s tetraedri
Pri poligonizaciji s tetraedri se v poligonizacijski celici preverijo vrednosti
ogliˇscˇ. Nato se celica razdeli na sˇest tetraedrov (slika 4.1), vsak izmed njih
ima vlogo poligonizacijske celice. Vsak rob, ki povezuje dve ogliˇscˇi z naspro-
tnim predznakom, seka povrsˇino. Na te robove se postavijo ogliˇscˇa trikotnika.
Ker ima tetraeder sˇtiri ogliˇscˇa, je razlicˇnih konfiguracij sˇestnajst. Racˇunanje
torej poteka za sˇest tetraedrov in vsak ima lahko eno izmed sˇestnajstih kom-
binacij.
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Slika 4.1: Tetraedricˇna dekompozicija celic [7].
Poligonizacija s tetraedri ima to pomanjkljivost, da se pri ostrejˇsih preho-
dih povrsˇine pojavijo nazobcˇane strukture [7]. V takih primerih je potrebno
zmanjˇsati velikost poligonizacijske celice pri poligonizaciji robov, kar zahteva
tezˇavno in cˇasovno potratno implementacijo.
4.3 Poligonizacija s kockami
Koncept poligonizacije s kockami je preprost. Neposredno se polgionizira
osnovna celica (ki ima obliko kocke). Glede na vrednosti ogliˇscˇ se poiˇscˇe
presecˇiˇscˇa robov s povrsˇino implicitne funkcije in se nato izbere eno izmed
256 konfiguracij.
Za poligonizacijo je uporabljen algoritem Marching cubes, ki je zˇe bil
implementiran v programu NeckVeins [20] za neposredno poligonizacijo vo-
lumna. Algoritem je preurejen tako, da namesto vrednosti vokslov izracˇuna
vrednosti implicitnih funkcij in namesto interpolacije za iskanje presecˇiˇscˇa
uporablja bisekcijo. Poligonizacija s kockami pri enaki locˇljivosti poteka hi-
treje kot poligonizacija s tetraedri in ustvari manjˇse sˇtevilo trikotnikov. To
je velika prednost pred tetraedri, saj to pomeni, da se lahko v enakem cˇasu
izvajanja uporabi viˇsja locˇljivost poligonizacijske mrezˇe, kar pripomore h kva-
litetnejˇsemu izrisu rezultata ter poligonizaciji manjˇsih struktur, ki sicer ne
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bi bile zajete. Poleg viˇsje ucˇinkovitosti, poligonizacija s kockami ne pov-
zrocˇa anomalij pri ostrih robovih, kot se to dogaja pri tetraedrih. Zaradi teh
razlogov je pri vecˇini rekonstrukcij uporabljena poligonizacija s kockami.
4.4 Implementacija in paralelizacija
Poligonizacija je implementirana v dveh stopnjah. V prvi stopnji se izracˇunajo
vrednosti v 3D mrezˇi, ki je dolocˇena s poljubno locˇljivostjo. V drugi stopnji
so vrednosti iz prejˇsnje stopnje uporabljene kot vrednosti ogliˇscˇ poligonizacij-
skih celic. Zaradi deljenih ogliˇscˇ sosednjih celic se tako izogne vecˇkratnemu
racˇunanju istih vrednosti. Glede na te vrednosti se izbere poligonizacijsko
konfiguracijo celice in se z dolocˇeno natancˇnostjo izracˇunajo presecˇiˇscˇa s
pomocˇjo bisekcije.
Za racˇunanje vrednosti implicitne funkcije je uporabljeno osmiˇsko drevo,
ki je ustvarjeno pri algoritmu MPUI. Po drevesu se iˇscˇe vse liste, katerih
razdalja med srediˇscˇem celice in dano tocˇko ne presega podpornega polmera.
V teh listih se vrednost funkcije izracˇuna in utezˇi.
Izcˇrpna poligonizacija je zaradi neodvisnosti racˇunanj v vsaki izmed celic
mrezˇe primerna za paralelizacijo. Na procesorju sta implementirani para-
lelizacija postopkov poligonizacije s kockami in tetraedri, medtem ko je na
graficˇni kartici paraleliziran le postopek poligonizacije s kockami. Paraleli-
zaciji na procesorju sta tako kot paralelizacija delitve drevesa (poglavje 3.7)
realizirani s pomocˇjo javanskega vmesnika Callable. Bistvena razlika je ta,
da tukaj sˇtevilo paralelnih procesov ni omejeno na osem, temvecˇ je omejeno
z locˇljivostjo volumna (po osi z).
Za paralelizacijo na graficˇni kartici je uporabljena knjizˇnica OpenCL. Pro-
gram, ki se izvaja na graficˇni kartici uporablja zˇe implementirane MC konfigu-
racije [20]. Velika tezˇava poligonizacije rezultata MPUI je njegova drevesna
struktura. Graficˇne kartice slabo podpirajo kompleksnejˇse strukture, zato
je celotno drevo spremenjeno v vecˇ polj. Polja vsebujejo lokalne funkcije,
srediˇscˇe, podporni polmer in indekse otrok posameznih vozliˇscˇ. Kljub nizko-
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nivojski implementaciji drevesa se pojavljajo tezˇave in nezmozˇnost izvedbe
programa pri vecˇjih globinah. Algoritem lahko pri manjˇsi locˇljivosti in manjˇsi
globini drevesa uspesˇno poligonizira globalno implicitno funkcijo, vendar z
neopazno pohitritvijo. Vzrok za to je prevelika kompleksnost racˇunanja in
uporaba velikega sˇtevila pogojnih stavkov. Vecˇina testiranj je zato potekala
s paralelizacijo na procesorju.
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Poglavje 5
Analiza in primerjava
rezultatov
Primerjava je opravljena na dveh implementiranih algoritmih, MPUI in MC.
Pri testiranju so bistvenega pomena parametri, ki neposredno vplivajo na
rezultat. MC je v vseh testiranjih (razen pri evalvaciji natancˇnosti rezulta-
tov) uporabljen v kombinaciji z Gaussovim glajenjem. Pri MPUI na rezultat
vpliva vecˇ parametrov. α oziroma velikost podpornega polmera vpliva na
gladkost povrsˇine, hkrati pa tudi povecˇa cˇasovno kompleksnost algoritma.
ε0 ali uporabniˇsko dolocˇena napaka dolocˇa globino delitve. Manjˇsa kot je
uporabniˇsko dolocˇena napaka, bolj je model podoben rezultatu neposredne
poligonziacije z MC. Na rezultat vpliva tudi izbira utezˇne funkcije, vendar
njen vpliv v tem delu ni obravnavan. MPUI ni omejen z locˇljivostjo volu-
mna, zato je mozˇna izbira poljubne velikosti poligonizacijske celice oziroma
locˇljivosti rezultata.
5.1 Primerjava rezultatov na razlicˇnih volu-
mnih
Testiranja so potekala na vecˇ volumnih zˇil in volumnu jastoga [3]. Prva opa-
zna razlika med obema algoritmoma je cˇas izvajanja. Medtem ko se zapore-
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dna implementacija MC z Gaussovo eliminacijo izvede v nekaj sekundah pri
manjˇsih volumnih do pol minute pri vecˇjih volumnih (testirano na procesorju
Intel i3 2.1GHz), je MPUI kljub paralelizaciji veliko pocˇasnejˇsi. Odvisno od
parametrov lahko rekonstrukcija z MPUI traja razlicˇno dolgo. Cˇas izvajanja
je predvsem odvisen od kompleksnosti povrsˇine. Najbolj cˇasovno zahteven
korak je poligonizacija, saj je poleg racˇunanj vrednosti vseh funkcij v mrezˇi
(sˇtevilo racˇunanj v mrezˇi je enako produktu vseh treh dimenzij) potrebno
izracˇunati tudi vrednosti bisekcije pri robovih ki sekajo mrezˇo (ponavadi med
5 in 10 racˇunanj za posamezen rob).
V zameno za pocˇasno izvajanje MPUI ponuja svobodo pri manipulaciji
parametrov, ki na razlicˇne nacˇine vplivajo na rezultat. Pri ustreznih parame-
trih so lahko rezultati gladkejˇsi, razlicˇne anomalije pridobljene med procesom
zajema slik so lahko odpravljene. Tudi locˇljivost je lahko izboljˇsana. Algo-
ritma sta testirana na volumnih zˇil (slika 5.3), vendar so omenjene prednosti
bolj vidne pri rekonstrukciji volumna jastoga (slika 5.1). Na sliki 5.2 je pri
rekonstrukciji z MC vidna stopnicˇasta povrsˇina. Njeno izrazitost do dolocˇene
mere zgladi uporaba Gaussovega glajenja, vendar lahko ta pri uporabi vecˇje
konstante glajenja popacˇi izgled modela. Vidne so tudi luknje v povrsˇini,
ki jih povzrocˇi nenatancˇnost samega zajema slik. Obe anomaliji sta v veliki
meri odpravljeni z uporabo algoritma MPUI.
Kljub vsem dobrim lastnostim, ima MPUI pri rekonstrukciji tudi vecˇjo
pomanjkljivost. Veliko sˇtevilo locˇenih vokslov, ki se nahajajo zelo blizu se pri
ustvaritvi oblaka tocˇk pretvori v mnozˇico razlicˇno orientiranih tocˇk na zelo
majhnem prostoru. Aproksimacija povrsˇine je v takih primerih tezˇavna in
lahko nastanejo kroglaste anomalije. To tezˇavo se da odpraviti z dodatnim
vzorcˇenjem tocˇk pri majhnih strukturah v koraku ustvaritve oblaka tocˇk. V
tem delu omenjena resˇitev ni implementirana.
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Slika 5.1: Rekonstrukcija 3D modela jastoga iz volumna. Na zgornji sliki
je volumen rekonstruiran z Gaussovim glajenjem in algoritmom Marching
cubes, spodaj pa z MPUI. Za Gaussovo glajenje je uporabljen parameter σ =
0.5. MPUI uporablja parametre α = 2, ε = 0.008 in velikost poligonizacijske
celice 0.003.
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Slika 5.2: Rekonstrukcija 3D modela iz volumna jastoga. Na zgornji sliki
je volumen rekonstruiran z Gaussovim glajenjem in algoritmom Marching
cubes, spodaj pa z MPUI. Parametri so enaki kot na sliki 5.1.
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Slika 5.3: primerjava rekonstrukcije 3D modela mozˇganskih zˇil, levo zgoraj
je oblak tocˇk, nato si v smeri urinega kazalca sledijo algoritmi MC, MPUI s
tetraedricˇno poligonizacijo ter MPUI z MC poligonizacijo.
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5.2 Evalvacija natancˇnosti rekonstrukcij
Dolocˇanje natancˇnosti posameznih rekonstrukcij poteka v dveh korakih. V
prvem so na izbranem volumnu testirani vsi algoritmi. Rezultati teh algorit-
mov so poligonizirani modeli. V drugem koraku je na vseh poligoniziranih
modelih izvedena vokselizacija povrsˇine. Za vokselizacijo je uporabljen pro-
gram [13], ki poligonizirano povrsˇino postavi v 3D mrezˇo in kot rezultat vrne
vse celice iz mrezˇe, ki sekajo povrsˇino modela.
Cilj primerjave je dolocˇiti natancˇnost postopkov, katerih namen je vzpo-
stavitev ravnotezˇja med natancˇnostjo in izgledom modela. Ker algoritem MC
interpolira vrednosti volumna pri poligonizaciji, je uporabljen kot kriterij za
dolocˇanje natancˇnosti ostalih pristopov. Ostali pristopi so Gaussovo glajenje
volumna z MC poligonizacijo in MPUI z razlicˇnimi velikostmi podpornega
polmera.
Za najboljˇse ravnovesje med natancˇnostjo in izgledom modela je pri Ga-
ussovem glajenju s poligonizacijo MC izbran koeficient glajenja σ = 0.5. Pri
manjˇsih vrednostih je model prevecˇ robat, pri prevelikih pa je natancˇnost
rezultata prenizka (slika 5.4). Pri MPUI algoritmu sta izbrana modela z
velikostjo podpornega polmera α = 1.5 in α = 2.
Primerjava diskretiziranih povrsˇin je opravljena s pomocˇjo programa Ma-
tlab. Rezultat vokselizacije je mrezˇa velikosti n3. Vrednosti vokslov v mrezˇi,
ki sekajo povrsˇino modela, so nastavljeni na logicˇno enico, ostale vrednosti
vokslov pa na nicˇlo. Vsa ujemanja med povrsˇinami se izracˇunajo z logicˇno
operacijo “and” nad obema matrikama. Rezultat je 3D matrika z logicˇnimi
enicami na mestih kjer so vrednosti istolezˇnih vokslov v obeh matrikah enaki
ena. Sˇtevilo ujemanj je sesˇtevek vseh vrednosti matrike.. Ker je poleg uje-
manj povrsˇin pomemben tudi polozˇaj oziroma odmik zgresˇitev, se v nasle-
dnjem koraku povrsˇina vseh algoritmov (razen osnovnega MC, s katerim se
ostali primerjajo) povecˇa. Vsi voksli, ki imajo vsaj enega soseda z logicˇno
vrednostjo ena, so nastavljeni na enico. Ujemanja so izracˇunana na enak
nacˇin. Rezultat je sˇtevilo vokslov v mrezˇi, ki so za najvecˇ eno stranico voksla
oddaljeni od povrsˇine s katero jih primerjamo.
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Rezultati primerjav so prikazani v dveh tabelah. Tabela 5.1 prikazuje
rezultate diskretizacije povrsˇine v mrezˇo velikosti 100x100x100, tabela 5.2 pa
v mrezˇo velikosti 200x200x200. Prva vrstica tabel predstavlja sˇtevilo vseh
vokslov, ki vsebujejo vrednost ena in predstavljajo povrsˇino. Druga vrstica
predstavlja sˇtevilo vokslov (z logicˇno vrednostjo 1), ki se po polozˇaju v mrezˇi
ujemajo z voksli povrsˇine algoritma MC brez glajenja. Naslednja vrstica
predstavlja delezˇ sˇtevila ujemanj v sˇtevilu vseh vokslov povrsˇine pri algoritmu
MC brez glajenja. Cˇetrta vrstica, oznacˇena z * predstavlja sˇtevilo ujemanj,
pri cˇemer se za ujemanje sˇteje tudi, cˇe sta voksla diskretizirane povrsˇine na
sosednjih mestih (razdalja med povrsˇinama priblizˇno enaka stranici enega
voksla). Zadnja vrstica predstavlja delezˇ ujemanj cˇetrte vrstice v sˇtevilu
vseh vokslov algoritma MC.
V mrezˇi velikosti 100x100x100 ima MC z Gaussovim glajenjem priblizˇno
12 odstotnih tocˇk vecˇ ujemanj kot oba MPUI modela. Kljub temu je sˇtevilo
ujemanj pri obeh relativno visoko (med 70% in 84%). Pri naslednji primerjavi
se lahko razbere porazdelitev odklona povrsˇin in najvecˇji odklon. Testirano
je, koliko ujemanj imata povrsˇini, cˇe je dovoljen odklon enega voksla. Rezul-
tati kazˇejo da se pri MPUI modelih celotna povrsˇina ujema (tabela 5.1), kar
pomeni, da je najvecˇja mozˇna razdalja med povrsˇinama enaka stranici enega
voksla (dolzˇini 0.01). Pri MC z Gaussovim glajenjem je ujemanj 99.35%,
kar pomeni da obstaja 0.65% povrsˇine, ki je za vecˇ kot en voksel oddaljena
od povrsˇine osnovnega modela. Odklon pri povrsˇini MPUI je bolj enako-
merno porazdeljen. To prednost bi se dalo izkoristiti za doseganje sˇe vecˇje
natancˇnosti z manipulacijo razlicˇnih parametrov. V tem primeru bi prav
priˇsla zelo majhna sprememba odmika implicitnih funkcij (slika 5.4).
Pri mrezˇi z dvakrat vecˇjo stranico se delezˇ ujemanj pri vseh treh algo-
ritmih zmanjˇsa. Pri MC z Gaussovim glajenjem je sˇtevilo ujemanj za 18
odstotnih tocˇk manjˇse, pri MPUI pa za priblizˇno 25. Sˇtevilo ujemanj s tole-
ranco enega voksla je pri vseh treh algoritmih med 97% in 98% (slika 5.6).
Glede na rezultate je ocˇitno, da razlika v velikosti podpornega polmera (med
1.5 in 2, podobno bi verjetno veljalo tudi za 0.75) nima bistvene vloge pri
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Algoritem MC MC + GG
σ = 0.5
MPUI
α = 2
MPUI
α = 1.5
Sˇt. vokslov 9386 9295 9002 9049
Sˇt. ujemanj / 7719 6652 6685
Delezˇ ujemanj / 83.04% 70.87% 71.22%
Sˇt. ujemanj* / 9325 9386 9386
Delezˇ ujemanj* / 99.35% 100% 100%
Tabela 5.1: Primerjava natancˇnosti povrsˇin razlicˇnih modelov v mrezˇi veli-
kosti 100x100x100.
Algoritem MC MC + GG
σ = 0.5
MPUI
α = 2
MPUI
α = 1.5
Sˇt. vokslov 37440 37252 36012 36146
Sˇt. ujemanj / 24426 17288 17528
Delezˇ ujemanj / 65.24% 46.18% 46.82%
Sˇt. ujemanj* / 36545 36495 36402
Delezˇ ujemanj* / 97.61% 97.48% 97.23%
Tabela 5.2: Primerjava natancˇnosti povrsˇin razlicˇnih modelov v mrezˇi veli-
kosti 200x200x200.
natancˇnosti rekonstrukcije, vpliva pa na gladkost rezultata (slika 5.5). Kljub
temu, da rezultati kazˇejo na bolj natancˇno rekonstrukcijo MC z Gaussovim
glajenjem, ima MPUI poleg zadovoljive natancˇnosti sˇe veliko bolj naraven
izgled rekonstruiranega modela (slika 5.5). Model je bolj gladek in nima
tezˇav z zlivanjem blizˇnjih struktur. Z Gaussovim glajenjem take gladkosti
brez deformacij modela ni mogocˇe dosecˇi, kar ponazarja slika 5.4. Pri vecˇjem
koeficientu glajenja pride do zlivanja povrsˇin glave in trupa modela, ki se
vizualno vedno bolj oddaljuje od osnovnega modela.
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Slika 5.4: primerjava rekonstrukcije 3D modela medveda [2], levo zgoraj je
rekonstruiran z MPUI in pozitivnim odmikom (0.006) nato si v smeri urinega
kazalca sledijo MPUI z negativnim odmikom (-0.006), algoritem MC z Gaus-
sovim glajenjem ter konstanto glajenja σ = 0.6 in MC z Gaussovim glajenjem
s konstanto σ = 0.4. Odmik pri MPUI je konstanta, ki se priˇsteje vrednosti
izracˇunane lokalne funkcije. Z negativnim odmikom se tako povecˇa povrsˇina
modela, s pozitivnim pa zmanjˇsa (negativne vrednosti so znotraj modela,
pozitivne zunaj).
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Slika 5.5: primerjava rekonstrukcije povrsˇine medveda [2], levo zgoraj je re-
konstruiran z MC nato si v smeri urinega kazalca sledijo algoritmi MC z
Gaussovim glajenjem, MPUI s parametrom α = 2 ter MPUI s parametrom
α = 1.5.
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Slika 5.6: zgresˇitve pri primerjavi rekonstrukcije z MC (levo, z Gaussovim
glajenjem, σ = 0.5) in MPUI (desno, s podpornim polmerom α = 2). V
prvi vrsti sta modela vokselizirana z locˇljivostjo 100x100x100, v drugih dveh
pa z 200x200x200. V zadnji vrsti se kot zgresˇitve obravnavajo voksli, ki so
za vecˇ kot en voksel oddaljeni od originalne povrsˇine. Rumeni voksli prika-
zujejo ujemanja rekonstrukcij teh dveh algoritmov z osnovnim MC, vijolicˇni
pa zgresˇitve. Vecˇina zgresˇitev se nahaja na obmocˇjih, kjer se stopnicˇasta
povrsˇina algoritma MC ne ujema z gladko povrsˇino glajenja oziroma apro-
ksimacij MPUI.
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Poglavje 6
Sklepne ugotovitve
V diplomskem delu je implementiran algoritem MPUI za rekonstrukcijo 3D
modelov iz oblaka tocˇk. Vhodni podatki za MPUI so pridobljeni z ustva-
ritvijo oblaka tocˇk iz volumetricˇnih podatkov. Mnozˇica utezˇenih lokalnih
funkcij, ki je rezultat MPUI algoritma, je poligonizirana z uporabo izcˇrpne
poligonizacije. Glede na konfiguracije poligonizacijske celice sta uporabljeni
poligonizacija s tetraedri in s kockami. Zaradi pocˇasne izvedbe MPUI in poli-
gonizacije sta algoritma paralelizirana za vzporedno izvajanje na procesorjih.
Z izboljˇsavo obravnave manjˇsih struktur pri aproksimaciji ali ustvaritvi
oblaka tocˇk in pohitritvijo poligonizacije ima algoritem potencial za uporabo
pri medicinski diagnozi. Adaptivna aproksimacija, s katero se lahko kljub po-
manjkljivostim volumetricˇnih podatkov vizualno priblizˇamo realnemu izgledu
objekta, omogocˇa sˇiroko mozˇnost uporabe algoritma. Pristop je primeren za
vecˇino rekonstrukcij, kjer so vhodni podatki orientirane tocˇke ali volumni.
Algoritem se zˇe uporablja za rekonstrukcijo modelov iz 3D laserskih skeni-
ranj, vendar bi lahko imel tudi vecˇjo vlogo pri rekonstrukciji medicinskih po-
datkov. Zaradi gladkosti in realnega izgleda modelov so lahko te uporabljeni
za ucˇne namene. Mozˇnost izbire visoke locˇljivosti modela lahko pride prav
pri 3D tiskanju objekta, kjer visoka locˇljivost pripomore k natancˇnejˇsemu
koncˇnemu izdelku.
Za potrebe medicinske diagnostike bi bila smiselna implementacija spro-
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tnega prilagajanja parametrov, glede na natancˇnost povrsˇin. Natancˇnost
bi lahko bila izracˇunana kot sˇtevilo ujemanj med diskretizirano povrsˇino in
volumnom. Implicitna funkcija je lahko neposredno diskretizirana, zato se
lahko natancˇnost preverja pred poligonizacijo, s cˇimer se bistveno skrajˇsa cˇas
izvedbe. S tem bi lahko dosegli vecˇjo vlogo implicitne rekonstrukcije povrsˇin
pri diagnostiki s pomocˇjo medicinskih volumnov.
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