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RIGID LOCAL SYSTEMS AND THE MULTIPLICATIVE EIGENVALUE
PROBLEM
PRAKASH BELKALE
Abstract. We give a construction which produces irreducible complex rigid local systems on P1C −
{p1, . . . , ps} via quantum Schubert calculus and strange duality. These local systems are unitary
and arise from a study of vertices in the polytopes controlling the multiplicative eigenvalue problem
for the special unitary groups SU(n) (i.e., determination of the possible eigenvalues of a product of
unitary matrices given the eigenvalues of the matrices). Roughly speaking, we show that the strange
duals of the simplest vertices of these polytopes give (all) possible unitary irreducible rigid local
systems.
As a consequence we obtain that the ranks of unitary irreducible rigid local systems (including
those with finite global monodromy) on P1−S are bounded above if we fix the cardinality of the set
S = {p1, . . . , ps} and require that the local monodromies have orders which divide n, for a fixed n.
We also show that all unitary irreducible rigid local systems on P1C−S with finite local monodromies
arise as solutions to the Knizhnik-Zamalodchikov equations on conformal blocks for the special linear
group. Along the way, generalising previous works of the author and J. Kiers, we give an inductive
mechanism for determining all vertices in the multiplicative eigenvalue problem for SU(n).
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1. Introduction
1.1. Rigid local systems. A rank ` local system of complex vector spaces on P1C − S where
S = {p1, . . . , ps}, a collection of distinct points, is equivalent to an s-tuple (A1, . . . , As) of matrices
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2 PRAKASH BELKALE
Ai ∈ GL(`,C) with product A1A2 · · ·As = I`, the identity. Such tuples are taken up to conjugacy,
i.e., (A1, . . . , As) ∼ (CA1C−1, CA2C−1, . . . , CAsC−1) where C ∈ GL(`,C).
The connection to local systems arises from the standard description of the fundamental group
of an s-punctured Riemann sphere pi1 = pi1(P1 − {p1, . . . , ps}, b) at any base point b as the free
group on generators γ1, . . . , γs given by suitable loops around the punctures, modulo the relation
γ1γ2 · · · γs = 1. Rank ` local systems can then be identified with `-dimensional representations
ρ : pi1 → GL(`,C), with ρ(γi) = Ai. The conjugacy class of Ai is called the local monodromy at the
point pi of the local system, and the image of ρ is called the (global) monodromy group of the local
system.
Such a local system is irreducible if the representation of pi1 is irreducible. It is called rigid if
any other local system with the same conjugacy classes of local monodromies is isomorphic to it,
i.e., if B1B2 · · ·Bs = I` and there exist Ci ∈ GL(`,C) such that Bi = CiAiC−1i then there exists a
C ∈ GL(`,C) such that Bi = CAiC−1 for i = 1, . . . , s [Kat96].
Several classical examples of differential equations have local systems of solutions which are rigid
and irreducible, namely the standard generalization of the hypergeometric functions nFn−1 and
Pochhammer differential equations (see e.g., [BH89] and [Har94]). Katz [Kat96] has given an induc-
tive procedure of constructing all rigid irreducible local systems on P1−S via two operations, called
middle convolution and tensoring. Simpson has classified rigid irreducible local systems with the
conjugacy class of at least one of the matrices semisimple with generic distinct eigenvalues [Sim91].
Any irreducible rigid local system on P1 − {p1, . . . , ps} with quasi-unipotent local monodromies
(i.e., the Ai have roots of unity as eigenvalues) is conjugate to the (usual) dual of its complex
conjugate, and hence carries a non-degenerate hermitian form [Kat96, Section 9.5]. The signature of
this hermitian form is determined in the corresponding classical cases in [BH89] and [Har94]. There
is a unique complex variation of Hodge structures that underlies an irreducible rigid local system,
and the corresponding Hodge numerical data have been determined in [DS13] in a complemented
Katz algorithm (which keeps track of additional local and global Hodge data), which then determines
the signature of the form in general in an algorithmic procedure.
The case of unitary irreducible rigid local systems, i.e., those for which the form is positive
or negative definite, is of special interest because it includes all irreducible rigid local systems
with finite global monodromy (with a suitable converse, applied to all Galois conjugates, see e.g.,
[Bel01, Theorem 11]). We note here that for an irreducible unitary local system it is the same to
require that it is rigid in the sense of Katz as it is to require that it is rigid as a unitary representation,
see Remark 4.8 (and these are both equivalent to a numerical condition (4.2)).
The problem of listing all rigid local systems with finite global monodromy groups has classical
origins. The global monodromy group of an irreducible local system is finite if and only if the
corresponding differential equation (with regular singularities) has algebraic solutions. For Gaussian
hypergeometric functions, which correspond to rigid local systems of rank 2, the finiteness problem
was solved in the 19th century by Schwarz [Sch73]. More recently [BH89] and [Har94] solved the
finiteness problems for the hypergeometric functions nFn−1 and Pochhammer differential equations,
respectively. For Goursat-II rigid local systems [Gou86] of rank 4 the question of when the global
monodromy group is finite has been analysed recently in [RRV18].
Fix a natural number n. In Theorem 1.3 (resp. Corollary 1.5) we show there are only finitely
many unitary (resp. finite global monodromy) irreducible rigid local systems (without fixing the
ranks) with eigenvalues of local monodromy nth roots of unity, and also parameterise them. We
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do this by relating the existence of such local systems (via strange duality) to the multiplicative
eigenvalue problem for the special unitary group SU(n), and quantum Schubert calculus, which are
described in the next section.
1.2. Vertices in the multiplicative eigenvalue problem. Conjugacy classes in the special uni-
tary group SU(n) are in bijective correspondence with points of the simplex
(1.1) ∆n = ∆(SU(n)) = {a = (a1, . . . , an) ∈ Rn | a1 ≥ a2 ≥ · · · ≥ an ≥ a1 − 1,
n∑
i=1
ai = 0}
(The correspondence takes a to the conjugacy class of the diagonal matrix with entries exp(2pi
√−1ai).
Define Pn(s) ⊂ ∆sn to be the set of tuples ~a = (a1, a2, . . . , as) such that there exist A1, A2, . . . , As ∈
SU(n) with Ai in the conjugacy class corresponding to a
i and A1A2 · · ·As = In ∈ SU(n).
It is known that Pn(s) is a compact polytope cut out by a finite set of inequalities controlled by
quantum Schubert calculus of Grassmannians (Theorem 1.10 below). A point ~a = (a1, a2, . . . , as) is
in Pn(s) iff there is a representation of the fundamental group ρ : pi1(P1 − {p1, . . . , ps}, b)→ SU(n)
such that the local monodromy around pj , Aj = ρ(γj) is conjugate to a
j , j = 1, . . . , s, and hence
the problem of determination of Pn(s) is the same as the following: Does there exist a unitary local
system on P1 − {p1, . . . , ps} with given local monodromy data ~a? The polytope Pn(s) also controls
non-zero structure constants in the quantum cohomology of Grassmannians, and in the fusion ring
of SL(n), see e.g., [Bel08]. The rational cone over the polytope Pn(s) is a generalization of the
fundamental Littlewood-Richardson cone of algebraic combinatorics [Ful00, Zel99] (also Remark
1.18).
The problem of determining the vertices of Pn(s) was suggested to the author by Nori in 1996-97.
It was noted in the author’s PhD thesis (see [Bel01, Section 7]) that there are vertices of Pn(s) other
than the “trivial” ones (i,.e, when a1, . . . , as correspond to ζmiIn with ζ = ζn = exp(2pi
√−1/n) with
n dividing
∑s
i=1mi). Thaddeus has recently given interesting examples of many other non-trivial
vertices [Tha14]. The Mehta-Seshadri theorem [MS80] can be used to derive a system of inequalities
determining Pn(s) [Bis98,AW98,Bel01], see Theorem 1.10 below.
Note that if ~a ∈ Pn(s) is a vertex and ρ any unitary representation of the fundamental group with
local monodromies given by ~a, then ρ is reducible (see Lemma 11.7).
Definition 1.1. A vertex ~a of Pn(s) is called a F-vertex if there is a unique unitary local system
(possibly reducible) with local monodromies given by ~a. In other words the corresponding matrix
equation A1A2 · · ·As = In has a unique (possibly block diagonal) solution up to conjugacy. Not all
vertices of Pn(s) have this property (see Section 12.7 for an example).
1.3. Parameterisation of rigid and irreducible unitary local systems. Suppose we are given
an s-tuple of semisimple conjugacy classes A = (A¯1, . . . , A¯s) in GL(`,C), which are all nth roots
of the identity (i.e., A¯ni = I`) such that
∏s
i=1 det A¯i = 1. Assume that the eigenvalues of A¯i are
exp(2pi
√−1µij/n) with integers 0 ≤ µij < n, so that the µi = (µi1, . . . , µi`) are Young diagrams that
fit in an `×n box, i.e., for i ∈ [s], n > µi1 ≥ µi2 ≥ · · · ≥ µi` ≥ 0. We will describe below a construction
that assigns to A a point v(A) of ∆sn.
Consider the vector of transpose Young diagrams ~λ = (λ1, . . . , λs) with λi = (µi)T . These are
Young diagrams that fit in an n× ` box. Define points ai ∈ ∆n as follows
ai =
1
`
(
λi − 1
n
|λi|(1, 1, . . . , 1))
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Here |λi| is the number of boxes in the Young diagram λi, i.e., |λi| = ∑nj=1 λij . Note that the
transpose operation is related to strange duality (see Section 1.8, and Remark 4.1) which is a
important technique in our work.
Definition 1.2. Define v(A) = (a1, . . . , as) ∈ ∆sn.
Theorem 1.3. Let n be fixed. Then A 7→ v(A) is a bijective correspondence between the following
sets
(1) The set of all A with varying `, but fixed n (i.e., eigenvalues of A¯i are nth roots of unity)
such that there is a rigid, irreducible unitary local system with local monodromy data A.
(2) The set of F-vertices in Pn(s).
Therefore, since there are only finitely many vertices of Pn(s), there are only finitely many unitary
rigid local systems (without fixing the ranks) with eigenvalues of local monodromy nth roots of unity.
The ranks ` of such local systems are therefore bounded above by a constant C(|S|, n) (also see
Remark 4.6).
(We do know whether the conditions of irreducibility, rigidity, and semisimplicity of local mon-
odromies, but without unitarity, imply an upper bound for ` in terms of n, see Section 4.8.)
The quantum versions of the saturation theorem [Bel08], a Fulton conjecture type scaling result
(see [BK16, Remark 8.5]), as well as a numerical version of strange duality (see Section 1.8) are
essential ingredients in the proof of the above result. The mapping A 7→ v(A) has the following
preliminary property (see Prop 4.3): There is a unitary representation of pi1 with local monodromy
data A if and only if v(A) is a point of Pn(s). Theorem 1.3 is a finer comparison of properties under
A 7→ v(A).
For rigid local systems with finite global monodromy there is also an exact parameterisation:
Definition 1.4. The simplex ∆n is identified with ∆
′
n = {x = (x1, . . . , xn−1) | xi ≥ 0,
∑
xi = 1}.
The correspondence takes (a1, . . . , an) in Def. 1.1 to x with xi = ai−ai+1, i ∈ [n−1]. If gcd(m,n) =
1, then there is a map Tm : ∆
′
n → ∆′n given by x 7→ x′ with x′mi (mod n) = xi. We will denote the
resulting map ∆sn → ∆sn also by Tm.
Corollary 1.5. Let n be fixed. Then A 7→ v(A) is a bijective correspondence between the following
sets
(1) The set of all A with varying `, but fixed n (i.e., eigenvalues of A¯i are nth roots of unity)
such that there is a rigid, irreducible local system with local monodromy data A with finite
global monodromy.
(2) The set of F-vertices ~a in Pn(s) with the property Tm(~a) is a F-vertex of Pn(s) for all integers
1 ≤ m ≤ n relatively prime to n.
In Section 4.5, we give a complete classification of all unitary, rigid irreducible local systems, and
those with finite global monodromy, for n ≤ 6 and |S| = 3.
Remark 1.6. If we restrict to rigid local systems whose local monodromies (possibly non-semisimple)
have eigenvalues nth roots of unity, Katz’s algorithm [Kat96] produces local systems that continue
to have this property. But Katz’s middle convolution does not stay inside the semisimple local mon-
odromy category.
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Definition 1.7. Use the notation a 7→ α · a to denote the natural action of α ∈ µn = Z(SU(n)) on
a conjugacy class a ∈ ∆n. Define a finite group τn(s) as follows. Here ζ = ζn = exp(2pi
√−1
n ) ∈ C∗,
τn(s) = {(ζm1 , ζm2 , . . . , ζms) |
s∑
i=1
mi ≡ 0 (mod n)}
There is a coordinate by coordinate action of τn(s) on Pn(s). The permutation group of {1, . . . , s},
denoted Ss also acts on Pn(s). The semidirect product τn(s)oSs therefore acts on Pn(s) permuting
its vertices.
There is a coordinate by coordinate action of τn(s) also on the set of possible A with product of
det(A¯i) equal to one. The correspondences above are compatible under the inverse automorphism
τn(s)→ τn(s). There is a similar compatibility with the semidirect product.
1.3.1. Determination of vertices. There is a system of inequalities that cuts out the compact poly-
tope Pn(s) (Theorem 1.10 below). But the nature of the vertices of Pn(s), whether they are “struc-
tured” quantities, is a priori not clear from such an approach. Generalising the solution of the
classical version of this problem, which is the determination of the extremal rays in the Hermitian
eigenvalue problem for arbitrary type [Bel19, BK18, Kie], we approach the problem of determining
vertices using the following:
(1) The cone over Pn(s) is the effective cone of a moduli stack of parabolic bundles (Theorem 1.16
and Proposition 1.17 below). The main point is that the Mehta-Seshadri theorem recasts
the description of Pn(s) as existence of semistable points in the moduli stack of parabolic
bundles.
(2) One can then construct points of Pn(s) by constructing divisors (suitable degeneracy loci)
on moduli stacks of parabolic bundles.
We consider a particular inequality from the system of inequalities given by Theorem 1.10, and
construct some basic vertices (all are F-vertices) on the corresponding facet by describing some
degeneracy loci on moduli stacks of parabolic bundles (Theorem 1.22 and 1.23). An algorithm
describing the construction of the corresponding rigid local systems is isolated in Section 4.6. The
local monodromies, and even the ranks, of these local systems are given by Gromov-Witten numbers
and quantum Schubert calculus. The set of all F-vertices can be determined without solving the
system of inequalities given in Theorem 1.10, see Prop. 3.16.
The remaining vertices on the facet will arise from a numerically explicit induction process from
Levi subgroups (see Section 1.7 below).
1.4. The inequalities defining Pn(s). Denote the Grassmannian of r-dimensional vector sub-
spaces of a vector space W by Gr(r,W ), and let Gr(r, n) = Gr(r,Cn). Also fix a set of s distinct
points S = {p1, . . . , ps} on P1.
Definition 1.8. Let
E• : E0 = 0 ( E1 ( E2 ( · · · ( En = W
be a complete flag of vector subspaces in an n-dimensional vector space W . Let I = {i1 < · · · <
ir} ⊂ [n] = {1, . . . , n} be a subset of cardinality r. The open Schubert variety Ω0I(E•) ⊆ Gr(r,W ) is
defined as follows (i0 = 0, and ir+1 = n):
Ω0I(E•) = {V ∈ Gr(r,W ) | rk(V ∩ Ej) = a, for ia ≤ j < ia+1, a = 0, . . . , r}
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The closure, in Gr(r,W ), of Ω0I(E•) is the closed Schubert variety
ΩI(E•) = {V ∈ Gr(r,W ) | rk(V ∩ Eia) ≥ a, a = 1, . . . , r}
Let σI ∈ H2|σI |(Gr(r,W ),Z) be the cycle class of ΩI(E•). Here |σI | =
∑r
a=1(n − r + a − ia) is
the complex codimension of ΩI(E•) in Gr(r,W ).
Definition 1.9. Let I1, . . . Is be subsets of [n] each of cardinality r and d an integer ≥ 0. The
Gromov-Witten number 〈σI1 , σI2 , . . . , σIs〉d is the number of maps (count as zero if infinite) f :
P1 → Gr(r, n) of degree d such that for i = 1, . . . , s, f(pi) ∈ ΩIj (F j• ) ⊆ Gr(r, n). Here F 1• , . . . , F s• are
complete flags on Cn in general position. It is known that the number does not depend upon the choice
of the distinct points p1, . . . , ps. If
∑n
a=1 codimσIs 6= dn+ r(n− r), then 〈σI1 , σI2 , . . . , σIs〉d = 0.
The system of inequalities that cuts out Pn(s) inside ∆n is the following [AW98,Bel01], which is
obtained using the theory of parabolic bundles and the Mehta-Seshadri theorem [MS80]:
Theorem 1.10. Let ~a = (a1, . . . , as) ∈ ∆sn. Then, ~a ∈ Pn(s) if an only if for any collection of data
(d, r, n, I1, . . . , Is) as in Definition 1.9, with 〈σI1 , σI2 , . . . , σIs〉d = 1, the inequality
(1.2)
s∑
j=1
∑
k∈Ij
ajk ≤ d
holds.
The system of inequalities in (1.2) is irredundant, see [BK16, Remark 8.6], and hence equality in
each inequality (1.2) defines a facet of Pn(s). Such facets are called regular, these are exactly those
facets of Pn(s) not contained in one of the alcove walls (i.e., a wall of ∆
s
n). In Lemma 11.7, we show
that every vertex of Pn(s) lies on such a facet.
1.5. Stacks of parabolic bundles. As noted in Section 1.3.1, the Mehta-Seshadri approach to-
wards describing Pn(s) relies on studying line bundles on moduli of parabolic bundles, which we
review in this section.
1.5.1. Lie theoretic definitions. Let ∆n,Q ⊆ ∆n be the subset of points with rational coordinates and
Pn,Q(s) ⊆ ∆sn,Q, the rational polytope Pn(s) ∩ ∆sn,Q. The convex polytope Pn,Q(s) ⊆ hsn,Q (which
has the same vertex set as Pn(s)) is related to the effective cone of a suitable stack, see Proposition
1.17.
Let hn (respectively hn,Q) be the real (resp. rational) vector space of tuples (a1, . . . , an) with∑
ai = 0. h
∗
n is parameterized by tuples λ = (λ1, . . . , λn) with the identification λ = µ if λa − µa is
constant in a. The Killing form gives an identification κ : h∗n → hn which takes λ = (λ1, . . . , λn) to
a = (a1, . . . , an) where ak = λk − |λ|/n with |λ| =
∑n
b=1 λb. Also recall the positive Weyl chamber
h+,n ⊆ hn (resp. h+,n,Q ⊆ hn,Q) defined as the subset of (a1, . . . , an) with a1 ≥ · · · ≥ an.
1.5.2. Moduli stacks. The flag variety Fl(T ) is the variety of complete flags on a vector space T .
Recall that line bundles on Fl(n) = Fl(Cn) correspond to integral weights λ = (λ1, . . . , λn) ∈ h∗n,Z
(i.e., all λi ∈ Z). The fiber of the line bundle Lλ corresponding to λ over the full flag E• is⊗n
a=1((E
p
a/E
p
a−1)
λa)∗. The line bundle Lλ is effective iff λ ∈ h∗+, defined as the set of λ with
λ1 ≥ · · · ≥ λn.
Definition 1.11. Let S = {p1, . . . , ps} ⊆ P1 be a fixed collection of s distinct points on P1.
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(1) For a vector bundle W on P1, define FlS(W) =
∏
p∈S Fl(Wp). If E ∈ FlS(W), we use the
notation E = (Ep• | p ∈ S).
(2) Let BunN (n) be the moduli stack of pairs (W, γ) where W is a vector bundle on P1 of rank
n, γ is an isomorphism γ : detW ∼→ N where N ∈ Pic(P1). BunN (n) is a smooth Artin
stack of dimension 1− n2.
(3) Let Parn,N ,S be the moduli stack of triples (W, E , γ) where E is a vector bundle on P1 of
rank n, γ is an isomorphism γ : detW ∼→ N , and E ∈ FlS(W). The mapping Parn,N ,S →
BunN (n) is a representable morphism with Fl(n)s as fibers. Parn,O,S is called the moduli
stack of quasi-parabolic SL(n) bundles with parabolic structures at the points p1, . . . , ps. It is
a smooth Artin stack of dimension dim Fl(n)s + 1− n2.
By the shift operations discussed in Section 3, the stacks Parn,N ,S can be identified with each
other as we vary N . Although our primary interest is when N = O, other choices of N are needed:
- In an enumerative (Gromov-Witten) situation of counting suitable subbundles of degree −d
of O⊕n, the subbundle will not have a trivial determinant if d 6= 0. This will be important
for induction operations.
- The shift operation is needed in the derivation of the “level” of our line bundles. It is also
needed in controlling some enumerative complexities.
Definition 1.12. We review some notation for irreducible Artin stacks M:
(1) Pic(M) denotes the Picard group of line bundles on M.
(2) Set PicQ(M) = Pic(M)⊗Q.
(3) Let Pic+(M) ⊆ Pic(M) denote the monoid of line bundles with non-zero global sections.
(4) Let Pic+Q(M) ⊆ PicQ(M) denote the subset of elements such that some multiple has a non-
zero global section. Pic+Q(M) is also called the cone of effective Q-divisors on the stack
M.
Recall a description of the Picard group of Parn,N ,S :
Definition 1.13. There is a mapping
(1.3) (
⊕
p∈S
Pic(Fl(n)))⊕ Z = (h∗Z)s ⊕ Z→ Pic(Parn,N ,S)
which sends (~λ, `) where ~λ = (λ1, . . . , λs), to
(1.4) B(~λ, `) = D` ⊗
s⊗
j=1
Lλj ,pj
where
(1) For each p ∈ S and integral weight λ = (λ1, λ2, . . . , λn), Lλ,p is the line bundle whose fiber
over (W, E , γ) is
Lλ(Wp, Ep•) =
n⊗
a=1
((Epa/E
p
a−1)
λa)∗.
(2) D is the determinant of cohomology line bundle on Parn,N ,S, whose fiber over (W, E , γ) is
detH0(P1,W)∗⊗detH1(P1,W), where detT is the top exterior power ∧mT of a vector space
T , m = rkT .
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(3) Note that the line bundle on Parn,N ,S with fiber detWp over (W, E , γ), for any fixed point
p ∈ P1, is trivial because it is isomorphic to the fixed line Np. Hence we may replace any λi
~λ by λi + (1, 1, . . . , 1) without changing the isomorphism type of B(~λ, `).
Remark 1.14. We call ` the level of B(~λ, `).
Proposition 1.15. The mapping (1.3) is an isomorphism.
When N = O, Parn,N ,S can be identified with the moduli stack of parabolic G-bundles for
G = SL(n), and the result follows from [LS97]. We use the shift operation (see Section 3), and its
effect on line bundles to obtain the general case.
The following result allows us to rephrase the problem of finding extremal rays of the cone over
Pn(s) in terms of the effective cone of Parn,O,S , see e.g., [BK16, Theorem 5.2] for a proof:
Theorem 1.16. Assume N = O, and ` 6= 0. H0(Parn,O,S ,Bm(~λ, `)) 6= 0 for some m > 0 if and
only if the following conditions are satisfied:
(1) ` > 0 and λj are dominant integral weights of level `, j = 1, . . . , s, i.e.,
(1.5) λj1 ≥ λj2 ≥ · · · ≥ λjn ≥ λj1 − `.
(2) The point 1` (κ(λ
1), . . . , κ(λs))) lies in ∆sn by the first condition. The second condition is that
this point is in Pn(s).
Theorem 1.16 implies the following:
Proposition 1.17. (1) Pic+Q(Parn,O,S) ⊆ (h∗Q)s × Q is the cone over Pn,Q(s) × 1 in hsn,Q × Q
under the Killing form identification h = h∗.
(2) The extremal rays of Pic+Q(Parn,O,S) correspond to vertices of Pn,Q(s) (which coincide with
those of Pn(s)).
We will henceforth consider the problem of describing the extremal rays of Pic+Q(Parn,O,S). The
description follows the methods introduced in [Bel19,BK18,Kie].
Remark 1.18. There is a natural open embedding of the quotient stack [Fl(n)s/SL(n)]→ Parn,O,S
by considering flags on a trivial vector bundle. The complement is a divisor with associated line
bundle D (see Def. 1.13). This gives a surjection of Picard groups
Pic(Parn,O,S)→ Pic([Fl(n)s/ SL(n)])
inducing a surjection on the subsets of effective line bundles (using the fact that when the level is
large with fixed ~λ, conformal blocks equal classical invariants). Pic+([Fl(n)s/ SL(n)]) is the classical
Littlewood Richardson cone whose extremal rays (of the corresponding Q-cone) were determined in
[Bel19].
1.5.3. F-line bundles.
Definition 1.19. An effective line bundle L = O(E) = B(~λ, `) on Parn,N ,S is called an F-line
bundle if
- h0(Parn,N ,S ,Lm) = 1 for all integers m ≥ 0 (it is sufficient to verify this condition for
m = 1 by the quantum Fulton conjecture (see Proposition 3.10)), and
- E is a non-empty, reduced and irreducible divisor on Parn,N ,S.
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Note that the scaling properties are reminiscent of a conjecture of Fulton (see Section 8.2, but
note that Fulton’s conjecture did not include any irreducibility of the zero sets of sections).
The following is an easy generalization of [Bel19, Lemma 2.1].
Lemma 1.20. (1) An F-line bundle L = O(E) on Parn,N ,S gives an extremal ray Q≥0O(E) of
Pic+Q(Parn,N ,S), which therefore lies on some regular face of Pic+Q(Parn,N ,S).
(2) An F-line bundle L = O(E) on Parn,N ,S gives a Hilbert basis element of the semigroup
Pic+(Parn,N ,S).
There is a bijective correspondence between F-vertices of Pn(s) and F-line bundles on Parn,O,S
(see Lemma 3.13).
1.6. The extremal rays problem. The cone Pic+Q(Parn,O,S) is cut inside the space of (~λ, `) by
three kinds of inequalities (1) the “affine Weyl alcove” inequalities (1.5), (2) ` ≥ 0 and (3), the
eigenvalue inequalities (corresponding to inequalities (1.2)):
(1.6)
s∑
j=1
∑
k∈Ij
λjk ≤ d`+
s∑
j=1
r|λj |
n
for any collection of data (d, r, n, I1, . . . , Is) as in Definition 1.9, with 〈σI1 , σI2 , . . . , σIs〉d = 1.
By Lemma 11.7 and Proposition 1.17, any extremal ray of Pic+Q(Parn,O,S) lies on a face given
by equality in inequality (1.6) for some (d, r, n, I1, . . . , Is) with 〈σI1 , σI2 , . . . , σIs〉d = 1. Denote this
face of Pic+Q(Parn,O,S) by F = Fd,r,I1,...,Is . This leads us to the problem of describing the extremal
rays of F = Fd,r,I1,...,Is which we consider next.
1.6.1. A description of some extremal rays of F . Let (a, j) be a pair with a ∈ [n] and 1 ≤ j ≤ s
such that
(1) a > 1, a ∈ Ij , and a− 1 6∈ Ij , or
(2) a = 1, 1 ∈ Ij , n 6∈ Ij .
We will produce a divisorD(a, j) ⊆ Parn,O,S , such thatO(D(a, j)) is an extremal ray of Pic+Q(Parn,O,S)
which lies on the face F . We will also write O(D(a, j)) = B(~λ, `) (see Def. 1.13) and give formulas
for ` and ~λ.
Definition 1.21. Define subsets J1, . . . , Js of [n] each of cardinality r and an integer d′ as follows:
In case (1) let Jk = Ik if k 6= j, J j = (Ij − {a}) ∪ {a− 1} and d′ = d, and in case (2) let Jk = Ik
if k 6= j, J j = (Ij − {1}) ∪ {n} and d′ = d− 1.
Let D(a, j) denote the set of (W, E , γ) ∈ Parn,O,S such that there exists a coherent subsheaf
V ⊆ W of rank r, degree −d′, and for each p = pi ∈ S, the map
Vp →Wp/Epjik
has a kernel of rank ≥ k for k = 1, . . . , r. We will consider D(a, j) as a reduced closed substack of
Parn,O,S.
Theorem 1.22. (1) D(a, j) is an irreducible divisor in Parn,O,S.
(2) h0(Parn,O,S ,O(mD(a, j))) = 1 for all positive integers m. Hence O(mD(a, j)) is an F-line
bundle on Parn,O,S.
(3) Q≥0O(D(a, j)) is an extremal ray of Pic+Q(Parn,O,S).
(4) The extremal ray Q≥0O(D(a, j)) lies on the face F = Fd,r,I1,...,Is of Pic+Q(Parn,O,S).
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Set
O(D(a, j)) = B(~λ, `).
There are formulas for ` and ~λ, and hence for B(~λ, `): Write λi = ∑n−1b=1 cbiωb, where ωb corresponds
to (1, . . . , 1, 0, . . . , 0) with b ones and n− b zeros, and is the bth fundamental weight.
Theorem 1.23. (1) Let Js+1 = {1, n− r + 1, n− r + 2, . . . , n− 1}. Then
(1.7) ` = 〈σJ1 , σJ2 , . . . , σJs , σJs+1〉d′+1.
(2) cbi = 0 if b 6∈ J i, or b + 1 ∈ J i. If b ∈ J i and b + 1 6∈ J i, define subsets J ′1, . . . , J ′s of [n]
each of cardinality r as follows: J ′k = Jk if k 6= i, and J ′i = (J i − {b}) ∪ {b+ 1}. Then
cbi = 〈σJ ′1 , σJ ′2 , . . . , σJ ′s〉d′ .
We can readily convert the formulas for cbi and ` above into the ranks of suitable conformal blocks
for slr at level k = n− r (by using Witten’s theorem, see [Bel08, Proposition 3.4] and Section 3.4).
Let µi = (λi)T . These are Young diagrams that fit into an ` × n box. The following corollary,
which is one of the main results of this paper, describes a procedure of producing rigid irreducible
local systems from quantum Schubert calculus, and includes all known methods of systematically
producing unitary rigid local systems (including the ones in [BH89, Har94]). For more discussion
see Sections 4.6 and 4.7.
Corollary 1.24. There exists a rigid irreducible unitary local system of rank ` on P1−S whose local
monodromy at pi is conjugate to the diagonal matrix with eigenvalues exp(2pi
√−1µij/n), j ∈ [`] and
i ∈ [s]. Furthermore, the following numerical equality holds:
2 = (2− s)`2 +
s∑
i=1
(
(`−
n−1∑
b=1
cbi)
2 +
n−1∑
b=1
(cbi)
2
)
.
Remark 1.25. Since O(D(a, j)) is on the face F (by Theorem 1.22), the numbers ` and cib satisfy
a linear equality (equality in the inequality (1.6)) in addition to the quadratic equality in the above
corollary.
We speculate that in the setting of Theorem 1.23, the level ` is always < n. That is, under the
assumption 〈σI1 , σI2 , . . . , σIs〉d = 1, the number ` given by (1.7) is < n. If true, the strange dual of
B(~λ, `) will arise from a smaller group SL(`). The evidence for this bound and a generalization to
all F-line bundles (see Section 1.5.3) is discussed in Remark 4.6.
Some more examples of vertices arising from Theorem 1.23 are given in Section 12. These include
a vertex of P8(3) found first by Thaddeus [Tha14].
1.7. Induction. Let D1, . . . , Dq be the basic extremal ray generators produced as [D(a, j)] in Sec-
tion 1.6.1. The following two results complete our picture of F : There is a rational cone F (2) such
that there is a natural product structure (Prop. 9.2)
(1.8) F ∼→
q∏
i=1
Q≥0Di ×F (2)
and a surjection (called induction), with explicit formulas (see Section 11),
(1.9) Pic+Q(Parr,O(−d),S)× Pic+Q(Parn−r,O(d),S)  F (2).
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Therefore the extremal rays of F are either one of the Q≥0Di for 1 ≤ i ≤ q, or extremal rays of
F (2). From the surjection (1.9), the extremal rays of F (2) are images of some of the extremal rays of
Pic+Q(Parr,O(−d),S) (which is a shift of the cone for SL(r)) and Pic+Q(Parn−r,O(d),S) (which is a shift
of the cone for SL(n− r)), although not all such images need give extremal rays of F (2).
1.8. Strange duality. The numbers h0(Parn,O,S ,B(~λ, `)) are structure coefficients in the Verlinde
algebra (also called the fusion ring) for the Lie algebra sln at level `. We will use strange duality, in
its numerical form in genus zero, which asserts that these Verlinde structure coefficients for the Lie
algebra sln at level ` are equal to structure coefficients for the Lie algebra sl` at level n. The data
~λ goes over to the transposed data ~λT with a central twist (assume here that ~λ consists of Young
diagrams that fit into an n× ` box).
- Strange duality takes (~λ, `) on Parn,O,S to ( ~λT , n) on Par`,O(−d˜),S with −d˜ = 1n(n`−
∑ |λi|)
(assumed to be an integer). The matter of central twisting tells us how to pass to d˜ = 0, see
Section 3.
This picture is very general, and applies to many other groups: in the physics picture it accom-
panies conformal embeddings of Lie algebras (see [Bel09] and the references therein). In the case of
special linear groups there is a simple and vivid way of explicating this numerical relation using the
result of Witten [Wit95] (also Section 3.4 below) that the fusion structure coefficients for the Lie
algebra sln at level ` are equal to, up to some cyclic twists, the structure constants in the quantum
cohomology of the space Gr(n, n+ `). Since (by “Grassmann duality”) Gr(n, n+ `) = Gr(`, n+ `),
the strange duality follows.
Theorem 1.3 and Corollary 1.5 are proved using strange duality in Section 4. Here we use the
fact that the non-zeroness of ranks of line bundles on parabolic moduli stacks control existence of
unitary local systems with prescribed monodromies (Propositions 3.10, 3.11, and 3.12).
1.9. Rigid local systems and KZ equations. The Knizhnik-Zamalodchikov equations from con-
formal field theory are differential equations (i.e., vector bundles with flat connections) on the con-
figuration spaces of points in A1 corresponding to a Lie algebra and certain data of representations,
and a level. These differential equations are special cases of the WZW connection on conformal
blocks in any genus [TUY89] (which includes Hitchin’s connection on spaces of non-abelian theta
functions as a special case [Las98]). The WZW formalism allows for a study of the differential equa-
tions on the boundary of moduli spaces (i.e., when the marked points coalesce, and the connection
is logarithmic over the boundary). In Section 6.1, we give a construction that shows that all unitary
rigid local systems with local monodromies of finite orders come from KZ equations. Here is an
outline of this construction:
Let T be a unitary irreducible rank ` > 1 rigid local system on P1 − S, S = {p1, . . . , ps} ⊂ A1.
Suppose the local monodromy of T at the points pi is of the form exp(2pi
√−1µij/n) with integers
0 ≤ µij < n, so that the µi are Young diagrams that fit in an `× n box. Let N˜ be a line bundle on
P1 of degree −∑ |µi|/n ∈ Z. We therefore get the data of an effective line bundle L′ = B(~µ, n) on
the moduli stack Par
`,N˜ ,S . Let L = B(~λ, `) be the strange dual line bundle on Parn,O,S where ~λ is
the vector of transposes ~µT (the transposes are taken in an `× n box).
It turns out that L and L′ will have exactly one dimensional spaces of global sections (on different
stacks). Theorem 4.5 shows that the rigidity of T is equivalent to L being an F-line bundle on
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Parn,N ,S . Write it as O(E) for an irreducible reduced divisor E. Next E is shown to be the non-
semistable-locus of L. Therefore it has an extra (“Harder-Narasimhan”) subbundle that contradicts
semistability. Such E are classified (in terms of how the extra subbundle meets the flags) and one has
a formula for O(E) (Proposition 5.1 and the result of Witten mentioned before). The level in this
formula is the dimension of a conformal block. Therefore the rank of T is the rank of a conformal
block. This gives us the hint to which KZ system one should match with T . It then suffices to
verify that the local monodromies are equal (Theorem 6.4). Therefore all rigid local systems which
are irreducible and unitary (e.g., those that have finite global monodromy) with finite order local
monodromies come from KZ equations on conformal blocks.
1.9.1. Acknowledgements. I thank N. Fakhruddin, J. Kiers, S. Kumar, M. Nori, S. Mukhopadhyay
and A. Wilson for useful discussions and comments/corrections.
2. Quot schemes and some of their basic properties
Definition 2.1. Suppose N is a line bundle on P1. Let Quot(d, r,N , n) → BunN (n) denote the
representable relative quot scheme of quotients, whose fiber over W ∈ BunN (n) is the quot scheme
of flat quotients W → Q where Q is a coherent sheaf of rank n− r and degree d+ deg(N ).
See [Lau88,CF99] for the proof of the following:
Proposition 2.2. Quot(d, r,N , n) is a smooth and irreducible Artin stack of dimension r(n− r) +
deg(N )r + dn+ 1− n2.
Definition 2.3. Let ~J = (J1, . . . , Js) be an s-tuple of subsets of [n] each of cardinality r.
(1) Let Ω = Ω(d, r,N , n, ~J) be the stack parameterizing tuples (V,W, E , γ) where W → W/V
gives a point of Quot(d, r,N , n), so that V is a rank r bundle of degree −d, and for each
p = pi ∈ S, the map
Vp →Wp/Epjik
has kernel of rank ≥ k for k = 1, . . . , r. Clearly the map Ω(d, r,N , n, ~J)→ Parn,N ,S, which
sends (V,W, E , γ) to (W, E , γ), is representable and proper.
(2) Let Ω0 = Ω0(d, r,N , n, ~J) be the substack of Ω parameterizing tuples (V,W, E , γ) with V a
subbundle of W, and Vp ∈ Ω0Ji(Ep) ⊆ Gr(r,Wp) for all p = pi ∈ S.
The following is the main result of this section. Statements of this form were first proved in
[Ber97]:
Proposition 2.4. Ω = Ω(d, r,N , n, ~J) is irreducible (possibly singular) of dimension
(2.1) dim Quot(d, r,N , n) + dim Fl(n)s −
s∑
i=1
|σJi |
Furthermore, Ω0(d, r,N , n, ~J) is dense in Ω.
By definition Ω is a subset of tuples (V,W, E , γ) cut out by certain rank conditions on the maps
Vp → Wp for p = pi ∈ S. These rank conditions are given locally by |σJi | equations for each i (see
the universal local case in the proof of [Ful98, Theorem 14.3]), and hence the dimension of each
irreducible component of Ω is at least as much as (2.1).
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It is also clear that Ω0(d, r,N , n, ~J) is a smooth fiber bundle over an open subset of Quot(d, r,N , n)
with fibres of dimension dim Fl(n)s−∑si=1 |σJi | (Any fiber can be built by first considering induced
flags on the fibers of the subbundle and then extending these flags to the fibers of the universal
bundle). Hence Ω0 has exactly the dimension (2.1).
To conclude the proof we need to show that any irreducible component of Ω−Ω0 has dimension
less than (2.1). This follows from the computations in Sections 2.1, 2.2 and 2.3 below. We consider
special cases in these sections. The general case is a linear superposition of these cases.
2.1. Subbundle property failing at points not in S. Consider first the following simple case:
Let q 6∈ S and Ωq() ⊂ Ω the substack formed by (V,W, E , γ) such that the following conditions are
satisfied:
(a) V ⊆ W is a subbundle on P1 − {q}.
(b) Vp ∈ Ω0Ji(Ep) ⊆ Gr(r,Wp) for all p = pi ∈ S.
(c) Vq →Wp has a kernel of dimension .
Let Quot(q) ⊆ Quot(d, r,N , n) be the substack formed by V ⊆ W such that conditions (a) and (c)
hold. Then the dimension of Ωq() is ≤ (2.1) plus
(2.2) dim Quot(q)− dim Quot(d, r,N , n)
Consider a point (V,W) in Quot(q), and let K be the kernel in (c). Let V˜ be the subsheaf of
W which coincides with V outside of q and whose sections in a neighborhood of q are meromorphic
sections s of V such that ts is a holomorphic section of V with fiber at q in K. Here t is a uniformizing
parameter at q. V ⊂ V˜ ⊆ W and the image Q of Vq → V˜q has dimension r − . The degree of V˜
is −d′ where d′ = d − . The pairing (V,W,K) to (V˜,W, Q) is a bijection between triples with K
a subspace of the kernel of Vq →Wq, and triples (V˜,W, Q) with Q a subspace of V˜q. The quantity
(2.2) is therefore
dim Gr(r − , r) + (d′ − d)n = (r − n− ) = −(n+ − r) ≤ −2.
The point q moves over a curve of dimension one. Therefore the following is a definite possibility:
• On a codimension one substack of Ω, the quotient W/V fails to be locally free. The only
case where this could happen is r = n− 1 and  = 1.
2.2. Subbundle property fails at a point of S. Consider first the following simple case: Let
q = p1 ∈ S and Ωq,J() ⊂ Ω the substack formed by (V,W, E , γ) such that the following conditions
hold:
(a) V ⊆ W is a subbundle on P1 − {q}.
(b) Vp ∈ Ω0Ji(Ep) ⊆ Gr(r,Wp) for all p 6= q ∈ S.
(c) Vq →Wp has a kernel of dimension .
(d) The image Q of Vq →Wp is an r−  dimensional subspace of Wq which lies in the Schubert
cell corresponding to J = {j1, . . . , jr−}.
Computing as before, the dimension of Ωq,J() is ≤ (2.1) plus
(2.3) dim Gr(r − , r) + (d′ − d)n+ |σJ | − |σJ1 |
We also use ja ≤ j1a+ for a ≤ r−  (this follows from the rank conditions). This gives |σJ | − |σJ1 | ≤
−∑a=1(n− r + a− j1a). Therefore the quantity (2.3) is ≤ ∑a=1(a− j1a − ). This number is ≤ −2
except for one case when  = 1 and j11 = 1.
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2.3. Schubert condition strengthens at a point of S. We need to now consider the cases in
which V is a subbundle of W, but the Schubert condition at p = p1 strengthens to a Schubert cell
parameterized by a subset J of [n], |J | = r. Dimension counts still apply, and we see that the
codimension drops by 1 whenever J is of the form J = (I1 − {a}) ∪ {a − 1} where a > 1, a ∈ I1,
a− 1 6∈ I1.
Definition 2.5. The pushforward of the cycle [Ω] to Parn,N ,S gives an effective cycle (possibly zero)
of codimension
∑s
i=1 |σJi | − (dn + deg(N )r + r(n − r)). Denote this cycle by C(d, r,N , n, ~J). The
pushforward of cycles is taken in the sense of intersection theory [Ful98, Section 1.4]. This operation
commutes with flat base changes [Ful98, Proposition 1.7], and is therefore applicable in the setting
of representable morphisms of Artin stacks.
3. Shift Operations
Let p = pi ∈ S. We define a shift operation Shp : Parn,N ,S → Parn,N (p),S , as follows:
Shp(W, E , γ) = (W ′, E ′, γ′)
where
(1) W ′ coincides with W away from p, and is defined in a neighbourhood of p as follows: Let
t be a uniformizing parameter at p, U an open subset containing p, and assume t does not
vanish on U − {p}. Sections s of W ′ on U are meromorphic sections of W of U , regular on
U − {p} such that ts is a regular section of W whose fiber at p is in Ep1 . It is easy to see
that W ′ is independent of the choice of the uniformizing parameter t at p. Clearly W ⊆W ′.
(2) The natural map det(W) → det(W ′) has a zero of order 1 at p, and hence det(W ′) is
isomorphic to N (p). Let γ′ denote this isomorphism.
(3) Since W and W ′ are isomorphic outside of p, we can take E′q• = Eq• for q ∈ S − {p}. To
complete the definition of E ′ we need to define E′p• . Now Wp → W ′p has kernel Ep1 , so we
define E′pa to be the image of Epa+1 for a < n and equal to W ′p for a = n.
The exact sequence
0→W →W ′ →W ′p/E′pn−1 → 0
allows us to define the inverse IShp to Shp.
3.1. The effect of the shift operation on line bundles. Writing Shp(W, E , γ) = (W ′, E ′, γ′) we
have an exact sequence
(3.1) 0→W ′ →W(p) t→ Epn/Ep1 → 0
which we make independent of the choice of t by twisting by the canonical bundle:
(3.2) 0→W ′ →W(p)→ (Epn/Ep1)⊗K∗p → 0
Lemma 3.1. Epa/E
p
a−1 = E
′p
a−1/E
′p
a−2 if 2 ≤ a ≤ n, and Ep1/Ep0 = (E′pn /E′pn−1)⊗Kp.
Lemma 3.1, and (3.1) (and Def. 1.13) imply the following:
Proposition 3.2. Let p = pi ∈ S.
(a) Sh∗p(B(~λ, `)) = B(~µ, `) where µj = λj for j 6= i and µia = λia−1 if 2 ≤ a ≤ n, and µi1 = λin+ `.
(b) ISh∗p(B(~λ, `)) = B(~ν, `) where νj = λj for j 6= i and νia = λia+1 if 1 ≤ a < n, and νin = λi1− `.
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The morphism Shp : Parn,N ,S → Parn,N (p),S induces bijections Pic+(Parn,N (p),S) ∼→ Pic+(Parn,N ,S)
and Pic+Q(Parn,N (p),S)
∼→ Pic+Q(Parn,N ,S).
Definition 3.3. Define maps: Gr : Pic(Parn,N ,S)→ Z/nZ by (~λ, `) 7→
∑s
i=1 |λi|+ `degN ∈ Z/nZ.
Note that shift operations preserve this grading. It is also easy to verify that the grade of an effective
line bundle is zero (reduce to the case degN = 0 using shift operations).
Remark 3.4. Recall the Killing form isomorphism h∗n → hn from Section 1.5.1. In case (a) of
Proposition 3.2, we note that κ(µ
j
` ), κ(
λj
` ) ∈ ∆n give the same conjugacy class in SU(n) if j 6= i
and κ(µ
i
` ) equals ζ
−1
n · κ(λ
i
` ) (see Def. 1.7). In case (b), we have κ(
νj
` ) = κ(
λj
` ) if j 6= i and
κ(ν
i
` ) = ζn · κ(λ
i
` ).
Lemma 3.5. Tensoring W with O(p) sets up an isomorphism Parn,N ,S → Parn,N (np),S. This
isomorphism coincides with an n-fold composition of Shp. This isomorphism carries the line bundle
B(~λ, `) on one stack to a line bundle with the same parameters B(~λ, `) on the other.
3.2. The effect of shift operations on cycles. Let p = pi ∈ S. To study the effect of the shift
operations on the stacks Ω0(d, r,N , n, ~J) defined in Def. 2.3, we begin with a basic commutative
square:
(3.3) Ω0(d, r,N , n, ~J)

Shp // Ω0(d′, r,N (p), n, ~K)

Parn,N ,S
Shp // Parn,N (p),S
where the terms d′ and ~K are determined as follows,
(1) d′ = d if 1 /∈ J i, and d′ = d− 1 if 1 ∈ J i
(2) Kk = Jk for k 6= i.
(3) Ki = {ji1 − 1, ji2 − 1, . . . , jir − 1} if 1 /∈ J i, and Ki = {ji2 − 1, . . . , jir − 1, n} if 1 ∈ J i.
To see that we note that there is a bijective correspondence between subbundles of bundles W
andW ′ when we have a relation Shp(W, E , γ) = (W ′, E ′, γ′). Keeping track of the Schubert cell data
gives Diagram 3.3.
Recall the cycles C(d, r,N , n, ~J) on Parn,N ,S defined as pushforwards of Ω(d, r,N , n, ~J) (Def.
2.5).
Lemma 3.6. Let p = pi ∈ S. Then
Sh∗pC(d
′, r,N (p), n, ~K) = C(d, r,N , n, ~J)
Proof. The operation Shp lifts to a map Ω
0(d, r,N , n, ~J) → Ω0(d′, r,N (p), n, ~K) (as in (3.3)), but
may not lift to a map of the closures Ω(d, r,N , n, ~J)→ Ω(d′, r,N (p), n, ~K). Since the multiplicities
of the divisor C(d′, r,N (p), n, ~K can be calculated at generic points, we obtain the stated result
from Diagram 3.3 and Proposition 2.4. 
3.3. Generalized Gromov-Witten numbers. Definition 1.9 is an enumerative count of subbun-
dles on O⊕n, which is the “general” rank n vector bundle with trivial determinant. We can replace
the role of O⊕n by a general rank n vector bundle with arbitrary determinant N of degree −D,
[Bel08, Definition 2.4]:
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Definition 3.7. Let I1, . . . Is be subsets of [n] each of cardinality r and d ∈ Z. Let N be a line
bundle on P1 of degree −D. Let W be a general rank n bundle of degree −D (hence detW = N ).
Let E ∈ FlS(W) be a general point.
The Gromov-Witten number 〈σI1 , σI2 , . . . , σIs〉d,D is defined to be the number of subbundles (count
as zero if infinite) V ⊆ W of degree −d and rank r such that for p ∈ S, Vp ∈ ΩIj (Ep•) ⊆ Gr(r,Wp).
It follows from the dimension formula for quot schemes that if 〈σI1 , σI2 , . . . , σIs〉d,D is non-zero,
then
(3.4)
s∑
j=1
|σIj | = r(n− r) + dn−Dr.
These new Gromov-Witten numbers reduce to the usual Gromov-Witten numbers using shift
operations by the following: Assume that the codimension of the cycle C(d, r,N , n, ~J) in Parn,N ,S
is 0, then in the setting of Lemma 3.6
Ω(d, r,N , n, ~J, S)→ Parn,N ,S , Ω(d′, r,N (p), n, ~K, S)→ Parn,N (p),S
have the same degree. Let D = −deg(N ). We then have by Lemma 3.6,
(3.5) 〈σJ1 , σJ2 , . . . , σJs〉d,D = 〈σK1 , σK2 , . . . , σKs〉d′,D−1.
Also note the formula
(3.6) 〈σJ1 , σJ2 , . . . , σJs〉d+r,D+n = 〈σJ1 , σJ2 , . . . , σJs〉d,D
which is obtained by an n-fold application of the shift operation at any pi.
3.4. Quantum cohomology of Grassmannians and ranks of conformal blocks. There is
an expression for 〈σI1 , σI2 , . . . , σIs〉d,D (with notation from Definition 3.7) as equal to a suitable
h0(Parr,O(−d),S ,L) [Gep91, Wit95] (and Section 3.4 below). The formula in general (even when
D = 0) has some shifting. The most succinct way of stating it is to reduce to d = 0 (using (3.5))
and then using the following: Assume d = 0 in Definition 3.7 and hence
∑s
j=1 |σIj | is divisible by
r. Let λ1, . . . , λs be highest weights for SL(r) given by λi = λ(Ij) following Definition 3.9 below.
Then (see [Bel08, Proposition 3.4]),
Lemma 3.8. Suppose d = 0 in Definition 3.7. Then
〈σI1 , σI2 , . . . , σIs〉d,D = h0(Parr,O,S ,L)
where L = B(~λ, n− r).
Note that the h0 above is also the rank of a vector space of conformal blocks for the Lie algebra
slr and the representations ~λ placed at the points of S at level n− r.
Definition 3.9. Given a subset I = {i1 < i2 < · · · < ir} ⊆ [n] = {1, . . . , n}, |I| = r, let λ(I) =
(λ1, . . . , λr) where λa = n− r + a− ia, a = 1, . . . , r.
If d 6= 0, there is a similar equality. Let λj = λ(Ij), and L = B(~λ, n − r) on Parr,O(−d),S . The
assumption (3.4) shows that the grade of L is zero (see Def. 3.3) and using the shift operations and
Lemma 3.8 we obtain
(3.7) 〈σI1 , σI2 , . . . , σIs〉d,D = h0(Parr,O(−d),S ,L).
One can use shift operations to reduce the h0 to the rank of a suitable vector space of conformal
blocks.
VERTICES OF EIGENPOLYTOPES AND RIGID LOCAL SYSTEMS 17
3.5. Quantum saturation and Fulton conjectures. We recall quantum saturation [Bel08] and
a quantum generalization of a conjecture of Fulton [BK16, Remark 8.5]. These (now theorems)
generalize statements in the classical invariant theory of the special linear group [KT99,KTW04].
Proposition 3.10. Suppose B(~λ, `) is a line bundle on Parn,N ,S of grade zero, where λi, i = 1, . . . , s
are dominant integral weights for SL(n) and ` > 0. Then
(1) For any positive integer N , H0(Parn,N ,S ,LN ) 6= 0 if and only if H0(Parn,N ,S ,L) 6= 0.
Therefore H0(Parn,N ,S ,L) 6= 0 if and only if there is a semi-stable point in Parn,N ,S for the
polarization given by L.
(2) For any positive integer N , h0(Parn,N ,S ,LN ) = 1 if and only if h0(Parn,N ,S ,L) = 1.
Proof. The shift operations reduce (1) to the case N = O, this case of (1) follows from quantum
saturation [Bel08, Theorem 1.8].
For (2), we can reduce to the case N = O, which follows from [BK16, Remark 8.5]. Proposition
8.1 below also contains a proof of the quantum Fulton conjecture. See [She16] for a recent discussion
of the quantum saturation and Fulton conjectures. 
Proposition 3.11. Suppose B(~λ, `) is a line bundle on Parn,N ,S of grade zero where λi, i ∈ [s] are
dominant integral weights for SL(n) and ` > 0. Let D = −deg(N ). Let p = pi ∈ S. Define a point
~a = ∆sn as follows: a
j = κ(
~λj
` ) if j 6= i and ai = ζDn · κ(
~λi
` ) (see Def. 1.7). Then,
(1) B(~λ, `) is effective if and only ~a ∈ Pn(s), i.e., there exist matrices Ai ∈ SU(n) conjugate to
ai, i = 1, . . . , s with product A1A2 · · ·As = In.
(2) h0(Parn,N ,S ,L) = 1 if and only if there is a unique Ai ∈ SU(n) conjugate to ai, i = 1, . . . , s
with product A1A2 · · ·As = In. Here uniqueness means that if (A′1, . . . , A′s) is another such
collection, there exists a C ∈ SU(n) with A′i = CAiC−1 for i = 1, . . . , s.
Proof. Suppose −D = deg(N ) ≤ 0. Then IShDp : Parn,N (D),S → Parn,N (D),S . Let B(~ν, `) ∈
Pic+(Parn,N (D),S) be the pullback of B(~λ, `). Since N (D) is trivial and of grade zero, (1) follows
from Proposition 1.16, quantum saturation [Bel08](see Proposition 3.10(1)), and Remark 3.4. The
case D < 0 is handled similarly using Shp instead of IShp.
For (2), we similarly reduce to D = 0. In this case if h0(Parn,N ,S ,L) = 1 then by quantum Fulton
(Theorem 3.10(2)), h0(Parn,N ,S ,LN ) = 1 for all N and hence the Mehta-Seshadri moduli space is a
point. This shows the uniqueness of the Ai. To go the other way, note that h
0(Parn,N ,S ,L) is the
space of global sections of a line bundle over a point and is hence one dimensional. 
The κ operation introduces some unnecessary denominators. In fact working in the unitary group
U(n), there is an equivalent formulation where the local monodromies are `th roots of unity. Here
` is the level of the corresponding line bundle:
Corollary 3.12. Suppose L = B(~λ, `) is a line bundle of grade zero on Parn,N ,S where λi, i ∈ [s] are
dominant integral weights for SL(n) and ` > 0. Write
∑s
i=1 |λi|+`degN = nu, u ∈ Z, Then, B(~λ, `)
is effective on Parn,N ,S if and only if there exist matrices A1, . . . , As, C ∈ U(n) with A1 · · ·As = C,
where
(1) Ai is conjugate to the diagonal matrix with entries exp(2pi
√−1λij/`) for j = 1, . . . , n.
(2) C is the central matrix cIn with c = exp(2pi
√−1u/`).
Moreover, h0(Parn,N ,S ,L) = 1 if and only if the corresponding representation variety of unitary
local systems on P1 − (S ∪ {ps+1}), ps+1 6∈ S (with local monodromies A1, . . . , As, C−1) is a point
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(this implies that there is a unique (possibly block reducible) solution to the matrix equation above
in U(n) up to conjugation).
Proof. By Proposition 3.11, B(~λ, `) is effective on Parn,O,S if and only if there exist matrices
B1, . . . , Bs ∈ SU(n) with B1 · · ·Bs = ζdegNn In, where Ai is conjugate to the diagonal matrix with
entries exp(2pi
√−1(λij/`−∑ |λi|/(n`))) but ∑ |λi|/(n`) = u/`− degN/n. This proves the desired
statement.

3.6. F-vertices and F-line bundles.
Lemma 3.13. There is a bijective correspondence between F-line bundles on Parn,O,S, and F-
vertices in Pn(s). The correspondence takes B(~λ, `) to ~a = (κ(λ1/`), . . . , κ(λs/`)). For the reverse
correspondence a vertex ~a = (a1, . . . , as) corresponds to B(~λ, `) so that
(1) (κ(λ1/`), . . . , κ(λs/`)) = ~a.
(2) B(~λ, `) is of grade zero (i.e., ∑ |λi| divisible by n).
(3) The ` > 0 above is the smallest possible.
(The condition on B(~λ, `) is that it is indivisible as a grade zero line bundle.)
Remark 3.14. Note that “in practice” to find an F-line bundle corresponding to a vertex ~a we write
aj = bj/˜` for a common denominator ˜`, so that bj ∈ Zn for all j ∈ [s]. Now let νj = bj−bjn(1, . . . , 1).
The line bundle B(~ν, ˜`) has grade zero and (κ(ν1/˜`), . . . , κ(νs/˜`)) = ~a. But it may not be indivisible
by this property. We then divide (~ν, ˜`) by a positive integer k so that it is indivisible of grade zero.
The desired pair (λ, `) is then 1k (~ν,
˜`).
Proof. Let L = (~λ, `) and ~a satisfy the relation ~a = (κ(λ1/`), . . . , κ(λs/`)). Then the representation
variety of unitary representations with local monodromies given by ~a is identified with the Proj
of the graded ring ⊕∞N=0H0(Parn,O,S ,B(~λ, `)N ). If B(~λ, `) is an F -line bundle, then this Proj is a
point. This shows the forward direction of the correspondence (also use Proposition 1.17).
For the reverse direction, note that the B(~λ, `) described in the statement is effective by quantum
saturation. Since (by construction) it is not a multiple of an effective line bundle, the reverse
direction follows from Proposition 1.17. 
Lemma 3.15. Let L = B(~λ, `) be an F-line bundle on Parn,O,S. Write it as O(E) for a reduced
irreducible divisor E ⊆ Parn,O,S. Then E is equal to an effective cycle C(d, r,O, n, ~J) (Def. 2.5) of
codimension one i.e., dn+ r(n− r)−∑si=1 |σJi | = 1.
Proof. Any (generic) point (W, E , γ) of E is unstable for L. Here we have used the quantum Fulton
conjecture (Prop. 3.10 (2)) that h0(Parn,O,S ,LN ) = 1 for all N > 1, and hence all sections of
H0(Parn,O,S ,LN ) vanish on E.
Let the Harder-Narasimhan maximal contradictor of semistability at a (generic) point (W, E , γ)
of E be a subbundle V of the universal bundle W on Parn,O,S of rank r, and suppose it meets the
flags of the universal bundle in points corresponding to the Schubert cells parameterized by subsets
J i ⊆ [n], |J i| = r. That is, assume Vp ∈ Ω0Ji(Ep) ⊆ Gr(r,Wp) for all p = pi ∈ S. Let d = −deg(V).
It is now easy to see that E = C(d, r,O, n, ~J), and the codimension of this class is one, i.e.,
dn+ r(n− r)−∑si=1 |σJi | = 1. This is because the stack Ω(d, r,O, n, ~J) is irreducible and its image
under pi : Ω(d, r,O, n, ~J) → Parn,O,S is destabilizing for L, and hence pi maps Ω(d, r,O, n, ~J) into
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E. The uniqueness of Harder-Narasimhan maximal contradictors of semistability then shows that
pi : Ω(d, r,O, n, ~J)→ E is generically one-to-one. Therefore E is the cycle theoretic pushforward of
Ω(d, r,O, n, ~J). 
The following give a more practical approach towards listing all F-line bundles (hence F-vertices
of Pn(s) by Lemma 3.13) on Parn,O,S in that we do not have to solve systems of linear inequalities.
Proposition 3.16. Consider a line bundle L = B(~λ, `) which is indivisible as a grade zero line
bundle on Parn,O,S. Then L is an F-line bundle iff there is a cycle E = C(d, r,O, n, ~J) (Def. 2.5)
of codimension one i.e., dn+ r(n− r)−∑si=1 |σJi | = 1 so that the following conditions hold:
(i) L = O(E). Note that we have formulas for O(E) from Prop. 5.1.
(ii)
∑s
i=1
∑
k∈Ji λ
i
k > d`+
∑s
i=1
r|λi|
n .
Therefore one can list all F -line bundles on Parn,O,S by listing all cycles E = C(d, r,O, n, ~J),
computing O(E) = B(~λ, `) from Prop. 5.1, checking if O(E) satisfies the strict inequality in (ii),
and is indivisible as a grade zero line bundle.
Proof. If L = B(~λ, `) is an F-line bundle then the cycle C(d, r,O, n, ~J) exists by the proof of Prop.
3.15. For the reverse implication note that O(E) is non-semistable on the support of the cycle
C(d, r,O, n, ~J) (the support is irreducible because it is the image of the irreducible Ω(d, r,O, n, ~J))
by (ii), hence any global section of L vanishes on this support. The desired assertion follows since
E is not a multiple of an effective divisor by the indivisibility property. 
4. Strange duality
4.1. Proof of Theorem 1.3. Let ` and n be fixed. The following sets are in bijective correspon-
dence:
(A) The set of s-tuples of semisimple conjugacy classes A = (A¯1, . . . , A¯s) in GL(`,C), with
A¯ni = 1, such that the product of the determinants is the identity matrix.
(B) The set of grade zero bundles B(~λ, `) of level ` on Parn,O,S with ~λ dominant integral of level
`.
As in Section 1.3 assume that the eigenvalues of A¯i are exp(2pi
√−1µij/n) with integers 0 ≤ µij < n,
so that the µi = (µi1, . . . , µ
i
`) are Young diagrams that fit in an `× n box, i.e., for i ∈ [s], n > µi1 ≥
µi2 ≥ · · · ≥ µi` ≥ 0. Then the correspondence takes A to B(~λ, `) with λi = (µi)T . Note that λin = 0,
so the weights of λ are normalised for SLn. The grade zero condition in (B) is equivalent to the
product of determinants condition in (A).
Remark 4.1. We have used above a bijective correspondence between the set of semisimple con-
jugacy classes in A¯ ∈ GL(`,C) with A¯n = I`, and level ` representations of SL(n), this takes a
conjugacy class with eigenvalues exp(2pi
√−1µi/n) with n > µ1 ≥ µ2 ≥ · · · ≥ µ` ≥ 0 to the level `
dominant integral weight λ = µT of SL(n) of level ` (i.e., λ1 − λn ≤ `, note that λn = 0 here).
The following numerical strange duality is a direct consequence of results of Witten and Gepner
[Gep91,Wit95]:
Proposition 4.2. Suppose L = B(~λ, `) is grade zero line bundle on Parn,O,S with ` > 0, ~λ an s-tuple
of dominant integral weights, which are normalised, i.e., λin = 0, i ∈ [s]. Write
∑s
i=1 |λi| = nu. Let
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N˜ be a line bundle of degree −u on P1. Let L′ be the grade zero line bundle B(~λT , n) on Par
`,N˜ ,S.
Then,
(4.1) h0(Parn,O,S ,L) = h0(Par`,N˜ ,S ,L′)
Proof. The rank ofH0(Parn,O,S ,L) equals a generalized Gromov-Witten number 〈σI1 , σI2 , . . . , σIs〉0,D
with D = `−u, I1, . . . , Is are subsets of [n+ `] each of cardinality n corresponding to the partitions
~λ (see Def. 3.9 and Lemma 3.8).
Now interpret the GW count as a count of subbundles of rank ` of degree D of a generic bundle
of degree D by forming the (ordinary) dual of the quotient (W/V)∗ ⊆ W∗ above. Using (3.7), we
write the numbers above as h0(Par`,N ′,S ,B(~µ, n)), with deg(N ′) = D = ` − u. Using Lemma 3.5,
these numbers are equal to h0(Par
`,N˜ ,S ,L′), which finishes the proof.

Proposition 4.3. The following are equivalent in the correspondence between (A) and (B):
(1) There is a unitary representation of pi1 with local monodromy data A.
(2) The line bundle B(~λ, `) on Parn,O,S is effective.
(3) v(A) is a point of Pn(s).
Proof. As in Prop 4.2, write
∑ |µi| = nu. Let N˜ be a line bundle of degree −u on P1. There is
a unitary representation with local monodromy data A if and only if L′ = B(~µ, n) is effective on
the moduli stack Par
`,N˜ ,S (use Corollary 3.12 with n and ` interchanged): We have an equation∑ |µi|+ n deg N˜ = 0 · `.
By strange duality, L′ is effective if and only if its strange dual L on Parn,O,S is effective (4.1).
Since the grade of L is zero, it is effective if and only if (κ(λ1/`), . . . , κ(λs/`)) is a point of Pn(s)
(use Proposition 3.11). It is easy to check that v(A) = (κ(λ1/`), . . . , κ(λs/`)), which finishes the
proof. 
Definition 4.4. We will also assign parabolic weights if the λi are dominant and ` > 0: The
parabolic weights of B(~λ, `) are λi` at pi. The parabolic degree of a point of Parn,O,S corresponding
to the line bundle B(~λ, `) is 1n(degO + 1`
∑s
i=1 |λi|) = ` − 1 − deg N˜ . The parabolic degree of the
strange dual is then 1` (deg N˜ + 1n
∑s
i=1 |(λi)T |) = n− n = 0.
Theorem 4.5. Under the correspondence between the sets (A) and (B) above,
(i) B(~λ, `) is a Hilbert basis element of the semigroup Pic+(Parn,O,S) if and only if there is
a unitary local system on P1 − S with local monodromy data A, and all such unitary local
systems are irreducible.
(ii) B(~λ, `) is an F-line bundle on Parn,O,S (and hence gives rise to a F-vertex of Pn(s) by
Lemma 4.3) if and only there is a unitary, irreducible rigid local system on P1−S with local
monodromy data A.
4.1.1. Proof of Theorem 1.3. The association of F-line bundles on Parn,O,S and F-vertices of Pn(s)
is a bijection by Proposition 3.13. Theorem 1.3 now follows from Theorem 4.5 (ii).
Remark 4.6. The examples of Pochhammer and hypergeometric local systems, and Examples 12.3
and 12.4 in Remark 13.3, suggest the speculation that the best bound in Theorem 1.3 is n− 1, i.e.,
C(|S|, n) ≤ n for n > 1. Looking at the computation of vertices in [Tha14] we see that the inequality
holds when n ≤ 6 and |S| = 3.
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This will imply that if B(~λ, `) is an F-line bundle on Parn,O,S, then ` < n. Since O(D(a, j)) in
Theorems 1.22 and 1.23 are F-line bundles this would imply the inequality ` < n in Theorem 1.23
(see Lemma 3.13).
Remark 4.7. If T is an irreducible rigid local system of rank ` on P1 − S with local monodromies
Bi (not necessarily semisimple), then one has [Kat96, Theorem 1.1.2]
(4.2) 2 = 2`2 −
s∑
i=1
(`2 − dimZ(Bi))
Here Z(Bi) is the subgroup of GL(`,C) of matrices that commute with Bi. Also note that if B is a
semisimple matrix with eigenvalues a1, . . . , ap of multiplicities n1, . . . , np, then dimZ(B) =
∑p
j=1 n
2
j .
Lemma 4.8. Suppose T is a corresponding unitary local system on P1 − S. Let ρ : pi1(P1 − S, b)→
U(`) be the corresponding representation. Then the following conditions on T are equivalent :
(a) T is an irreducible rigid local system in the sense of Katz [Kat96].
(b) T is an irreducible local system, which is rigid as unitary local system (i.e., any ρ′ : pi1(P1−
S, b)→ U(`) with the same local monodromies as ρ is conjugate to it).
Proof. This follows from the fact that the complexification of the Lie algebra of U(`) is the Lie
algebra of GL(`), and the description of tangent spaces of representation varieties. Here is another
direct numerical explanation: To see this, note that the irreducibility requirements in (a) and (b) are
the same. Therefore let us assume these to hold. In this situation (a) is equivalent to the numerical
condition (4.2), which we rewrite as
`2 − 1 =
s∑
i=1
1
2
(`2 − dimZ(Ai))
or as
(4.3)
∑
dimZ(Ai) = `
2(s− 2) + 2
with Ai = ρ(γi). Assuming irreducibility, we have a stable point in the Mehta-Seshadri moduli
space of T (call this moduliM). Using [Bel07, Lemma 5.4], (b) is equivalent to the same numerical
condition: Let T ∈ M correspond to a parabolic bundle whose underlying bundle is W. We may
assume W to be generic, and automorphisms of W is a group of dimension `2 [Bel07, Lemma 9.1],
and (b) says that it has an open orbit in the corresponding variety of partial flags in the fibers of W
at points of S. The corresponding partial flag variety at the point pi ∈ S should be shown to have
dimension 12(`
2 − Z(Ai)). Using Remark 4.7, this follows from [Bel07, Lemma 1.2]. 
4.2. Proof of Theorem 4.5. Suppose,
B(~λ, `) = B(~µ, `′)⊗ B(~ν, `′′)
with ~λ = ~µ+~ν and ` = `′+ `′′, and ~λ, ~µ and ~ν are vectors of normalised weights, i.e., their nth rows
are empty. Hence ~λ = ~µ + ~ν holds as vectors of highest weights of representations of GL(n), and
also that µi and νi fit into boxes of sizes n× `′ and n× `′ respectively. This implies that the λi fit
into a box of size n× `.
Assume the two factors B(~µ, `′) and B(~ν, `′′) both have non-zero global sections. Then the corre-
spondence (A) to (B) for these factors give the corresponding decomposition (the parabolic degree of
each equals 0, by Def. 4.4, and the (generic) semistability of each follows since the corresponding line
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bundles have non-zero sections by strange duality, Proposition 4.2). We have therefore established
the contrapositive of the reverse direction in (i).
For the other direction of (i), assume that (a degeneration of) the strange dual of B(~λ, `) breaks
up as a direct sum Q = Q′ ⊕Q′′′ of semistable bundles of ranks `′ and `′′ respectively. The weights
of Q′ and Q′′ fit into `′×n and `′′×n boxes respectively. Let these weights be ~µ and ~ν respectively.
The parabolic weights of Q′ and Q′′ are integers (the same parabolic degree as Q and Proposition
4.4). Hence the grades of B(~µ, n) and B(~µ, n) are zero. The strange duals of these weights (taken at
level n) give the desired decomposition of B(~λ, `) (and using quantum saturation, see Proposition
3.10(1)). Here we note that since Q′ and Q′′ have the same parabolic degrees, their strange duals
have the same degree of the underlying bundles (by Def. 4.4).
If B(~λ, `) is an F-line bundle on Parn,O,S , then the strange dual also has exactly one section (up
to scalars), making the corresponding moduli space a point, i.e., the strange dual representation is
rigid as a unitary representation. Since it is also irreducible by (i), it is an irreducible rigid local
system (see Remark 4.8).
If the strange dual gives a rigid unitary rep, then it obviously does not break up as a direct sum
of semistable bundles anywhere in its moduli space, and the line bundle has exactly one section (up
to scalars). It then follows from (i) that its dual (i.e., B(~λ, `)) is a Hilbert basis element which has
exactly one section up to scalars (use (4.1)). Writing B(~λ, `) = O(E) we see that E is irreducible
and not a multiple since it is a Hilbert basis element. Therefore, B(~λ, `) is an F-line bundle, as
desired.
Remark 4.9. Let n and |S| be fixed. There is a constant D(n, |S|) with the following property:
Suppose T is an irreducible rank ` unitary local system on P1 − S with local monodromy data
A = (A¯1, . . . , A¯s) with A¯ni = I`, such that any unitary local system with local monodromy data A is
irreducible. Then ` ≤ D(n, |S|). This boundedness property follows from part (i) of Theorem 4.5,
and the finiteness of the number of elements in the Hilbert basis of a saturated semigroup.
Remark 4.10. In Theorem 4.5, the hypotheses of the strange dual unitary local system are invari-
ant under scaling the choice of n, i.e., if local monodromies are nth roots of unity, they are also
(nm)th roots of unity for any positive integer m. Under strange duality, scaling is strange dual to
stretching: The m-stretch of a line bundle B(~λ, `) on Pic+(Parn,O,S) is a line bundle B(~λ[m], `) on
Pic+(Parmn,O,S). Here if λ =
∑n−1
i=1 ciωi is a weight for sln then λ[m] =
∑n−1
i=1 ciωmi is a weight for
slmn (see [GG12, Prop 1.3] for an appearance of this operation in the context of Chern classes of
conformal blocks).
According to Theorem 4.5, the properties of being a Hilbert basis element, and a F-line bundle
(hence for F-vertices), are invariant under stretching. This invariance property for F-vertices (sim-
ilarly for all vertices), under stretching, was proved previously in unpublished joint work with A.
Gibney and A. Kazanova using the natural (“direct sum”) map Parn,N ,S → Parmn,Nm,S , quantum
saturation and Fulton conjectures (Prop. 3.10), and strange duality.
4.3. Proof of Corollary 1.5.
Definition 4.11. If λ =
∑n−1
a=1 caωa is a dominant integral weight of SL(n), and gcd(m,n) = 1, let
Tm(λ) be the dominant integral weight
∑
caωma (mod n).
Lemma 4.12. Suppose σ ∈ Gal(Q¯/Q) has image m ∈ (Z/nZ)∗ = Gal(Q(ζn)/Q).
(1) Then v(σ(A)) = Tm(v(A)) (Tm is as defined in Def. 1.4).
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(2) B(~λ, `) is indivisible as a grade zero line bundle if and only if B(Tm(~λ), `)) is indivisible as
a grade zero line bundle (Tm is as defined in Def. 4.11.
Proof. Consider a semisimple class A¯ ∈ GL(`,C) with eigenvalues exp(2pi√−1µj/n) with n > µi1 ≥
µi2 ≥ · · · ≥ µi` ≥ 0. Let λ = µT be expressed in the form
∑n−1
a=1 caωa. The eigenvalues of A¯ are ζ
a
n
with multiplicity ca for 1 ≤ a ≤ n, and 1 with multiplicity `−
∑
ca. The action of σ on A¯ changes λ
to
∑n−1
a=1 caωma (mod n) since the element of Gal(Q(ζn)/Q) corresponding to m takes ζn to ζmn . The
lemma now follows from a small computation. 
We now prove Corollary 1.5. Suppose there is a rigid local system T with local monodromy data
A, with finite global monodromy. Suppose the corresponding matrices are (A1, . . . , As). Then we
may assume Ai have coefficients in Q¯ (in fact T is defined over the ring of integers of a cyclotomic
number field by a theorem of Katz [Kat96]). Then the twists (σ(A1), . . . , σ(As)) also have finite
monodromy for all σ ∈ Gal(Q¯/Q). Hence there is a unitary rigid local system corresponding to
Aσ for every σ. We can complete the forward implication in the corollary using Theorem 1.3 and
Lemma 4.12.
For the reverse implication let T be the unitary rigid local system corresponding to A. By rigidity,
and our assumptions, all Galois conjugates of T are unitary. Hence by a standard argument, see
e.g., [Bel01, Theorem 11], Katz’s theorem that T is defined over the ring of integers of a cyclotomic
number field implies that T has finite global monodromy.
4.4. More consequences and examples. Theorem 4.5 therefore imposes numerical conditions
on the weights of F-line bundles:
Corollary 4.13. Suppose B(~λ, `) is an F-line bundle on Parn,O,S. Write λi =
∑n−1
b=1 c
b
iωb for
i = 1, . . . , s. Then,
(4.4) 2 = (2− s)`2 +
s∑
i=1
(
(`−
n−1∑
b=1
cbi)
2 +
n−1∑
b=1
(cbi)
2
)
.
Proof. Then the transpose of λi has rows of length b repeated cbi times and a row of length 0 repeated
`−∑n−1b=1 cbi times. Equation (4.4) now follows from Theorem 4.5 and (4.2). 
4.5. Some examples. In this section we use known explicit descriptions of vertices Pn(3) for n ≤ 6
to list all unitary rigid local systems whose local monodromies are nth roots of identity (Note that
all vertices of Pn(3) are F-vertices for n ≤ 6). To do this we start with a F-vertex use Proposition
3.13 and Remark 3.14 to find the corresponding F-line bundle, and then apply Theorem 4.5 to find
the corresponding rigid local system.
By direct computation P2(3) ⊆ [0, 12 ]3 is a polytope with vertices (12 , 12 , 0) and various permu-
tations. Note that ∆2 = {(a,−a) : a ≥ 0, a ≤ −a + 1} = [0, 12 ]. The strange duals of these
vertices are of level one, so we only get rigid local systems of rank 1. Therefore there are no unitary
and irreducible rigid local systems on P1 − {p1, p2, p3} of rank > 1 whose local monodromies have
eigenvalues ±1.
By an explicit computation of P3(3) a similar conclusion holds for n = 3: There are no unitary
and irreducible rigid local systems on P1 − {p1, p2, p3} of rank > 1 whose local monodromies have
eigenvalues third roots of unity.
For n = 4, by [Bel01, Section 7], there are F-vertices of levels are bigger than one: These
correspond to the F-line bundle B(~λ, `) with ` = 2 and λ1 = λ2 = λ3 = ω1 + ω3. Therefore in the
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corresponding the rank 2 local system all local monodromies are conjugate to the diagonal matrix
with entries exp(pi
√−1/4) and exp(3pi√−1/4), i.e., √−1 and −√−1. This local system and all of
its twists by 4th roots of unity are the only unitary rigid local systems on P1 − {p1, p2, p3} of rank
> 1 whose local monodromies have eigenvalues fourth roots of unity. They all have finite global
monodromy by Corollary 1.5, and appear in Schwarz’s list from the 19th century [Sch73].
For n = 5, 6 we use computations of Pn(3) reported in [Tha14].
For n = 5 there are two orbits under τ5(3)oS3 (see Section 1.4) of vertices of P5(3), both consisting
of F-vertices. The first one is the orbit of (0, 0, 0, 0, 0)3 whose strange duals are rank one. The second
is the orbit of (12 , 0, 0, 0,−12)3, the point (12 , 0, 0, 0,−12) corresponds to (1/2, 0, 0, 1/2) ∈ ∆′5 in the
notation of Remark 1.4. There are four choices of m: m = 1,m = 4 give the original point and
its dual. Therefore the only check for finiteness of global monodromy is for m = 2, i.e., whether
(0, 1/2, 1/2, 0)3 ∈ (∆′5)3 (which corresponds to (1/2, 1/2, 0,−1/2,−1/2)3 ∈ ∆35) is a vertex of P5(3).
It is easy to check that this is not in the τ5(3)o S3 orbit of (12 , 0, 0, 0,−12)3: Therefore there are no
irreducible rigid local systems on P1−{p1, p2, p3} of rank > 1, with finite global monodromy, whose
local monodromies have eigenvalues fifth roots of unity.
For n = 6, let us first note that the Galois group Gal(Q(ζn)/Q) has order two, and hence we just
need to list the strange duals of all vertices of P6(3), all of these will have finite global monodromy
(the action on ∆3n is either the identity or by ordinary duals, and both preserve Pn(3)). There
are three orbits under τ6(3) o S3 (see Section 1.4) of vertices of P5(3), all consisting of F-vertices.
There strange duals give us the following local systems on P1−{p1, p2, p3}. These and their central
twists by 6th roots of unity are the only unitary (hence finite for n = 6) rigid local systems on
P1 − {p1, p2, p3} with local monodromies sixth roots of unity, here ζ = exp(2pi
√−1
6 ):
(1) The first local system is a rank 2 local system with all local monodromies conjugate, the
eigenvalues are (ζ5, ζ).
(2) The first local system is a rank 2 local system with eigenvalues of local monodromies given
by (ζ, ζ5), (1, ζ3), and (1, ζ3).
(3) The third local system is a rank 3 local system with eigenvalues of local monodromies
(1, 1, ζ3), (1, ζ2, ζ4), and (ζ, ζ3, ζ5).
4.6. Rigid local systems from quantum Schubert calculus. Theorems 1.22 and 1.23 produce
F-line bundles O(D(a, j)), and hence rigid irreducible unitary local systems as in Corollary 1.24.
Let us recall the steps:
(i) Start with a situation where 〈σI1 , σI2 , . . . , σIs〉d = 1 in a Grassmannian Gr(r, n).
(ii) Choose (a, j): Let (a, j) be a pair with a ∈ [n] and 1 ≤ j ≤ s such that
(i) a > 1, a ∈ Ij , and a− 1 6∈ Ij , or
(ii) a = 1, 1 ∈ Ij , n 6∈ Ij .
(iii) Construct the F-line bundle B(~λ, `) on Parn,O,n by the formulas λi =
∑n−1
b=1 c
i
bωb with for-
mulas for ` and cib as given in Theorem 1.23.
(iv) Finally the rigid local system T is of rank ` on P1−S with local monodromy at pi for i ∈ [s]
conjugate to a diagonal matrix with eigenvalues exp(2pi
√−1b/n) with multiplicity cib, for
b = 1, . . . n − 1, and eigenvalue 1 with multiplicity ` −∑n−1b=0 cib. Note the KZ differential
equation which gives rise (up to a cyclic twist) to T is given explicitly by Theorem 6.4 and
Proposition 6.3, since the data of the divisor E in the proof of Theorem 6.4 is explicit in
this situation.
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Quantum Schubert calculus gives a method of computing all 〈σI1 , σI2 , . . . , σIs〉d, and in the case
d = 0 there are many other methods for computing these numbers (Littlewood-Richardson rule, the
honeycomb and puzzle formulations of Knutson and Tao). As for systematic methods of obtaining
situations where 〈σI1 , σI2 , . . . , σIs〉d = 1, we note the following:
(1) Let λ, µ and ν be dominant integral weights of SLr such that there is a Weyl group element
w ∈ Sr with λ + wµ = ν. In this case, by a result of Kostant [Kos59, Lemma 4.1], Vν
appears with multiplicity one in Vλ⊗Vµ. Since Littlewood-Richardson numbers also compute
structure coefficients in the classical cohomology of suitable Grassmannians Gr(r, n), this
result of Kostant produces a family of 〈σI1 , σI2 , . . . , σIs〉d = 1 with d = 0.
(2) The coefficients that appear in the quantum Pieri rule are all one [Ber97]. These correspond
to s = 3 and λ(I1) = (a, 0, . . . , 0). Some of the unitary local systems that arise from this
situation seem to be a subset of those coming from the classical hypergeometric systems
(Section 13.1). There is also likely an overlap with the first series of examples above.
(3) Let V1, . . . , Vs be subspaces in general position of a vector space W so that
∑s
i=1 dimVi =
dimW + 1. Now there is a unique subspace T ⊂ W of dimension s − 1 that meets all Vi
non-trivially. This sets up a classical intersection number 1 situation in Gr(s − 1,W ) (we
learned of this example from Nori): 〈σI1 , . . . , σIs〉0 = 1 where λ(Ij) = (aj , 0, . . . , 0) (see Def.
3.9) with aj = n− (s− 1) + 1− dimVj . The corresponding unitary rigid local systems seem
to include some classical Pochhammer systems (Section 13.2).
(4) There are examples of Hobson [Hob19] of rank one conformal blocks in type A, which then
give rise to a situation where 〈σI1 , σI2 , . . . , σIs〉d = 1 using the Witten dictionary (see Section
3.4).
(5) Suppose we have a classical intersection number one situation in a Grassmannian Gr(r, n),
i.e., 〈σI1 , σI2 , . . . , σIs〉d = 1 with d = 0. We can then create an intersection number one
situation in Gr(r, n+1): 〈σJ1 , σJ2 , . . . , σJs , σJs+1〉0 = 1 with Js+1 = {n−1, n−2, . . . , n−r−1}
and J i obtained by adding 1 to elements of Ii for i ∈ [s]. Running the above process from the
two intersection one situations above, one gets two local systems (of possibly different ranks),
one on P1−{p1, . . . , ps} and the other on P1−{p1, . . . , ps, ps+1}, and the local monodromies
have eigenvalues that are nth and (n+ 1)th roots of unity respectively.
(6) Any classical GW intersection number (i.e., d = D = 0) in a Grasmannian Gr(r+1, r+`+2)
breaks up as a sum of two GW numbers for d = 1 on Grassmannians Gr(r, r + ` + 1) and
Gr(`+ 1, r+ `+ 1) by [BGM15, Section 9.9]. If the classical intersection number is one, then
exactly of the two GW numbers is one.
Examples in Sections 12.3 and 12.4 show that our examples are more general than the hypergeometric
and Pochhammer type, which have at least one matrix with only two distinct eigenvalues. Several
examples of 〈σI1 , σI2 , . . . , σIs〉d = 1 for n ≤ 16 are given in [OO10] which also includes a discussion
of computational aspects of Gromov-Witten invariants.
4.7. All unitary rigid local systems. One may ask if all unitary rigid local systems with local
monodromy n roots of identity arise from Corollary 1.24, i.e., the procedure described in Section
4.6. By Theorem 4.5 (ii), this is equivalent to the question of whether all F-line bundles on Parn,O,S
are of the form O(D(a, j)). By Lemma 5.5 (also see Prop. 3.16), this is equivalent to asking
Question 4.14. Let B(~λ, `) be an F-line bundle on Parn,O,S. Write λi =
∑n−1
b=1 c
b
iωb. Then is it
necessarily true that there is an i such that cbi = 1 for some b, or `−
∑n−1
b=1 c
b
i = 1?
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The strange dual way of asking this question is the following (see the proof of Corollary 4.13):
Let T be a irreducible rigid unitary local system on P1 − S. Is it necessarily the case that the local
monodromy of T around some pi ∈ S has an eigenvalue of multiplicity one? See Section 12.6 for an
example, due to A. Wilson, in which cbi 6= 1 for all b and i (coming from a classical context), but
in these examples `−∑n−1b=1 cbi = 1 for some i. The rigidity equation (4.2) does not settle this: For
example a rigid local system of rank 7 with |S| = 3, and multiplicity decomposition (3, 2, 2) at each
point is allowed by (4.2). We do not know if there are any unitary irreducible rigid local systems
with these eigenvalue decompositions of local monodromies.
Note the hypergeometric and Pochhammer unitary local systems satisfy Question 4.14, and hence
arise from Corollary 1.24.
4.8. Rigid irreducible local systems without the unitarity condition. We consider the fol-
lowing question:
Question 4.15. Fix a natural number n. Consider the set of irreducible rigid local systems (possibly
non-unitary) on P1 − S such that the local monodromies are semisimple with eigenvalues n roots of
unity. Is this set finite, i.e., are the ranks ` of such local systems bounded above?
In the terminology of Katz’s book [Kat96, Section 6.1], the above question asks whether realizable
classes in NumData(D,Γ), such that the “local monodromies” are semisimple form a finite set
when Γ is the cyclic group of order n (in characteristic zero). We do not know the answer to this
question. We examine below whether plausible ([Kat96, Def. 6.3.3]) elements in NumData(D,Γ)
with semisimple local monodromies form a finite set.
We consider two natural necessary conditions on the local monodromy data A = (A¯1, . . . , A¯s)
of such a local system of rank `. The first one is the rigidity equation (4.3). The second one, a
consequence of irreducibility, is the following condition which can be applied to all cyclic twists of
the data (see [MM18, Lemma III.9.10]):
(4.5)
s∑
i=1
rk(Ai − I`) ≥ 2`
(This is the inequality that χ(P1 − S, j∗T ) ≤ 0 for irreducible T and j : P1 − S → P1, and follows
from Poincare duality, [Kat96, Section 1.1].)
These two conditions do not seem to put an upper bound on ` in terms of n by the following
argument. Fix s = 3 for concreteness. We can then put (4.5) in the following form
(4.6)
3∑
i=1
ni,0 ≤ `,
where ni,0 is the rank of the zero eigenspace of Ai. Consider “two extreme cases”:
(1) All local monodromies are the same with the multiplicity of each nth root of unity the same.
In this case (4.6) is valid for all cyclic twists since 3(`/n) ≤ ` if n ≥ 3. The left hand side of
(4.3) would then be 3`2/n which is less than `2 + 2 (since n > 3).
(2) There are only two eigenvalues at each of the three points, with multiplicities `/2 and `/2
each. The left hand side of (4.3) would then be 3`2/2 which is greater than `2 +2 for ` large.
For (4.6) to fail, all three matrices must have a common eigenvalue (after central twisting).
But that does not seem to be forced by the numerical requirements.
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Therefore assuming (4.6), and that ` is large respect to n, it is not the case that (4.3) always fails
in the same direction. One could also check whether Katz’ algorithm applied to the data formally
produces a rank which is ≥ 0. When s = 3, the rank is of the form 2`− (`1 + `2 + `3) where `i are
ranks of suitable eigenspaces at the three points (see e.g., the proof of Theorem III.9.5 in [MM18]).
In both of the extreme cases this number is positive.
5. Formula for divisor classes
Let ~J = (J1, . . . , Js) be an s-tuple of subsets of [n] each of cardinality r. Recall from Definition 2.5
that the effective cycle E = C(d, r,N , n, ~J) on Parn,N ,S is defined as a pushforward of Ω(d, r,N , n, ~J)
(see Def. 2.3). We will compute E when the codimension of this class is one, i.e.,
(5.1) dn+ deg(N )r + r(n− r)−
s∑
i=1
|σJi | = −1.
We will use the following enumerative computation to prove Theorem 1.23 in Section 8.3. It is
also used to compare KZ local systems to strange duals of F-line bundles in Section 6. Recall the
generalization of Gromov-Witten numbers given in Definition 3.7.
Proposition 5.1. Assume the codimension condition (5.1) and write
O(E) = B(~λ, `)
Write λi =
∑n−1
b=1 c
b
iωb, where ωb is the bth fundamental weight.
(A) Let Js+1 = {1, n− r + 1, n− r + 2, . . . , n− 1}. Then
` = 〈σJ1 , σJ2 , . . . , σJs , σJs+1〉d+1,D.
(B) cbi = 0 if b 6∈ J i, or b + 1 ∈ J i. If b ∈ J i and b + 1 6∈ J i, define subsets J ′1, . . . , J ′s of [n]
each of cardinality r as follows: J ′k = Jk if k 6= i, and J ′i = (J i − {b}) ∪ {b+ 1}. Then
cbi = 〈σJ ′1 , σJ ′2 , . . . , σJ ′s〉d,D.
We prove this proposition in the rest of this section. The proof is modelled after the proofs of
analogous enumerative counts in [Bel19,BK18,Kie].
5.1. Formula (B) implies Formula (A). Add a new point ps+1 and let J
′s+1 = {n−r+1, . . . , n},
and J ′i = J i for 1 ≤ i ≤ s. Then, by Lemma 5.3 below,
O(C(d, r,O(D), n, ~J ′)) = D` ⊗⊗si=1Lλi,pi ⊗ L~0,ps+1
Now, by Proposition 3.2,
ISh∗ps+1 O(C(d, r,O(D), n, ~J ′)) = D` ⊗⊗si=1Lλi,pi ⊗ Lλs+1,ps+1
where λs+1 = (0, 0, . . . ,−`).
Shps+1 maps C(d, r,O(D), n, ~J ′) isomorphically to C(d, r,O(D − 1), n, ~K), where Ki = J i for
1 ≤ i ≤ s and Ks+1 = {n− r, n− r + 1, . . . , n− 1}. Therefore,
ISh∗ps+1 C(d, r,O(D), n, ~J ′) = C(d, r,O(D − 1), n, ~K)
Therefore we obtain the formula
O(C(d, r,O(D − 1), n, ~K)) = D` ⊗⊗si=1Lλi,pi ⊗ Lλs+1,ps+1
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where λs+1 = (0, 0, . . . ,−`). We have another formula for ` = λs+1n−1 − λs+1n using (B):
(5.2) ` = λs+1n−1 − λs+1n = 〈σI1 , σI2 , . . . , σIs , σIs+1〉d,D−1
with Ij = Kj for 1 ≤ j ≤ s and Is+1 = {n − r, . . . , n − 2, n}. We can use the shift equalities, see
Remark 3.3, to get the stated formula for `.
Remark 5.2. We also get formulas for ` without adding new points. Pick any pi. then `− (λi1 −
λir) = 0 if either 1 ∈ J i or n 6∈ J i. If 1 6∈ J i and n ∈ J i, then
(5.3) `− (λi1 − λir) = 〈σJ ′1 , σJ ′2 , . . . , σJ ′s〉d+1,D
where J ′j = J j for j 6= i and J ′i = (J i − {n}) ∪ {1}. Parallel to (5.2), we can shift this to
`− (λi1 − λir) = 〈σI1 , σI2 , . . . , σIs〉d,D−1
where Ij = J j for j 6= i and Ii = {a | a = n or a+ 1 ∈ J i}. Recall that λi1 − λir =
∑n−1
b=1 c
b
i .
Lemma 5.3. Let ps+1 ∈ P1−S, and set Ij = J j for ≤ j ≤ s and Is+1 = {n−r+1, n−r+2, . . . , n}
so that σIs+1 = 1 ∈ H0(Gr(r, n),Z). Let S′ = S ∪ {ps+1} and τ : Parn,N ,S′ → Parn,N ,S be the
natural map which forgets the quasi-parabolic structure at ps+1. Then,
τ∗C(d, r,N , n, ~J) = C(d, r,N , n, ~I)
5.2. Proof of Formula (B). Consider a curve C
∼→ P1 in Parn,N ,S consisting of points (W, E , γ),
with W (general and fixed) and γ fixed, and all flags Ep fixed except when p = pi. The flag Epi
is the only variable, and Epik is fixed except for E
pi
b which varies in a one dimensional family, with
Epib−1 ⊂ Epib ⊂ Epib+1. Here Ep0 = 0. The number cib is the degree of O(E) on this curve. If b 6∈ J i or
b+ 1 ∈ J i the rank condition at b is not needed in the set of conditions defining the closed Schubert
variety ΩJi(Ep). It is now easy to see that, in this case, E does not meet C (for general choices of
the fixed elements above) and the degree is zero, as desired.
Now suppose b ∈ J i and b + 1 6∈ J i and J ′1, . . . , J ′s be as in the statement of (B). Let Ω =
Ω(d, r,N , n, ~J) and Ω′ = Ω(d, r,N , n, ~J ′). Then Ω ⊆ Ω′ and let pi : Ω′ → Parn,N ,S be the natural
projection. Now pi is a generically finite map of degree m = 〈σJ ′1 , σJ ′2 , . . . , σJ ′s〉d,D. The fibers of
Ω′ over points of C are finite sets of subbundles of W. These sets do not vary with the point on
C. Therefore pi−1(C) is m copies of P1. The variation in these P1’s is only in the Epib elements
of the flag (at pi). Each of these P1’s meet Ω ⊆ Ω′ in exactly one point (and transversally so) by
[Bel19, Lemma 8.8]. Therefore, cib = deg(pi∗[Ω] ∩ C) = deg([Ω] ∩ pi−1(C)) = m, as desired.
Remark 5.4. If r = 1 in Proposition 5.1, then ` = 1 as well since the only numbers that appear in
the small quantum products of projective spaces are 0 and 1. In this case, if D = 0 by normalization,
it is easy to see that O(E) = B(~λ, 1) with ~λ = (ωa1 , . . . , ωas) with n|
∑
ai.
5.3. Divisors of F-line bundles. Let L = B(~λ, `) be an F-ray on Parn,O,S . Write it as O(E) for
a reduced irreducible divisor E ⊆ Parn,O,S . Write λi =
∑n−1
b=1 γ
b
iωb.
Lemma 5.5. The following are equivalent :
(1) L is of the form O(D(a, j)) for some choice of (a, j) in Theorem 1.22.
(2) γjb =1 for some choice of j, b, or `−
∑n−1
b=1 γ
j
b = 1 for some j ∈ [s].
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Proof. It is easy to see that (1) implies (2) if a 6= 1, since γja−1 = 1. If a = 1, then we use Remark
5.2.
Assume (2). By Lemma 3.15. E is equal to an effective cycle C(d, r,O, n, ~J) (Def. 2.5) of
codimension one i.e., dn + r(n − r) − ∑si=1 |σJi | = −1. Applying Proposition 5.1, we find an
enumerative formula for L in terms of the data of the cycle C(d, r,O, n, ~J). If γjb = 1 for some
j, b take Ii = J i for i 6= j and Ij = (J j − {b}) ∪ {b + 1} and apply Theorem 1.22 for the cycle
data (d, r,N , I1, . . . , Is), and consider the pair (b + 1, j) If ` −∑n−1b=1 γjb = 1, we can take Ij =
(J j − {n}) ∪ {1}, and the pair (1, j), and replace d by d+ 1 and use Remark 5.2. 
6. Unitary rigid local systems and KZ equations
6.1. KZ equations on conformal blocks. Let ~ν = ν1, . . . , νs, νs+1 be an (s+1)-tuple of dominant
integral weights of slr at level k (a representation ν =
∑r−1
i=1 ciωi is said to be of level k if
∑r−1
i=1 ci ≤ k).
Assume
∑s+1
i=1 ν
i is in the root lattice, i.e.,
∑s+1
i=1 |νi| is divisible by r. Let As+1 be the configuration
space of s+ 1 distinct points on A1:
As+1 = {(z1, . . . , zs, zs+1) | zi 6= zj , 1 ≤ i < j ≤ s+ 1} ⊆ As+1
There is a bundle of conformal blocks V~ν on As+1 [TUY89, Sor96]. These bundles are quotients of
the (constant bundles) of coinvariants in the tensor product of the finite dimensional representations
Vνi of slr of highest weight ν
i. There is a flat logarithmic connection on V~ν over As+1 without any
projective ambiguities.
Remark 6.1. The fiber of V~ν over (z1, . . . , zs+1) is dual to H0(Parr,O,S ,L) where S = {z1, . . . , zs+1},
and L = B(~ν, k) [Pau96]. The following additional properties of conformal blocks are included for
completeness and are not needed in this paper.
(1) Let eθ be the root operator corresponding to the highest root 1 − r of slr. Let V = Vν1 ⊗
Vν2 ⊗ . . . ⊗ Vνs+1 and let T : V → V be the operator T =
∑s+1
i=1 zie
(i)
θ with e
(i)
θ acting on the
ith tensor coordinate. Then the fiber of V~ν at (z1, . . . , zs+1) is the quotient
V
slr · V+ imT k+1
with the natural diagonal action of the Lie algebra slr on V.
(2) The connection on V~ν is induced by a connection on the constant bundle with fibers V. The
operator corresponding to ∂∂zi acts on a constant tensor v1 ⊗ v2 ⊗ . . .⊗ vs+1 as follows:
∂
∂zi
(v1 ⊗ v2 ⊗ . . .⊗ vs+1) = − 1
r + k
∑
1≤j≤s+1,j 6=i
Ωi,j(v1 ⊗ v2 ⊗ . . .⊗ vs+1)
zi − zj
Here Ωi,j is the Casimir operator acting on the i and j tensor summands (see [Uen97, (5.40)]
for more details).
6.1.1. Local monodromy. Let us pullback the KZ system to A1 − {z1, . . . , zs}, under the map t 7→
(z1, . . . , zs, t) ∈ As+1, so that zs+1 is the moving point and the other zi are fixed. The monodromies
of this pullback local system on A1−{z1, . . . , zs} are the following (see the computations of [Fak12,
Section 3.1], placing the trivial representation at ∞). Recall that the local monodromy is the
exponential of 2pi
√−1 times the residue of the logarithmic connection (since the local monodromy
is diagonalizable in our setting).
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- The residue around ∞ is central with residue c(µs+1)r+k times the identity matrix (see Def. 6.2
below).
- To compute the monodromy as t goes around the point zi, for ease of notation assume
zi = zs. Note that there is a rank formula
dimV~ν =
∑
γ
rkV{ν1,...,νs−1,γ} rkV{νs,γ∗,νs+1}.
The local exponents (of the residue) around t = zs are (see Def. 6.2 below)
1
2(r+k)(c(γ) −
c(νs)− c(νs+1)) with multiplicity equal to rkV{ν1,...,νs−1,γ} rkV{νs,γ∗,νs+1}.
Definition 6.2. Let hr be the Cartan subalgebra of slr. For λ ∈ h∗r let c(λ) = (λ, λ + 2ρ) where
( , ) is the normalized Killing for on h∗r (i.e., all roots α have (α, α) = 2) and ρ ∈ h∗r the half sum
of positive roots.
Note that explicit representation-theoretic power series expansions are available for solutions of
KZ equations in neighborhoods of singular points (see e.g., [Uen97]).
6.2. Unitary rigid local systems come from KZ equations. Let E = C(d, r,O, n, ~J) be an
effective cycle of codimension 1 on Parn,O,S (see Def. 2.5). Let L = O(E) = B(~λ, `) be the
corresponding effective line bundle on Parn,O,S . Write λi =
∑n−1
b=1 c
b
iωb. Let L′ = B(~µ, n) be the
strange dual effective line bundle on Par
`,N˜ ,S as in Section 4. We have a local system (L1) and a
nonempty family of local systems (L2) in this situation.
(L1) The first local system is the KZ local system on A1−{z1, . . . , zs} corresponding to the data
ν1, . . . , νs+1 with νs+1 = ω1 (as in Section 6.1) at level k = n−r. The weights νi are defined
as follows. First define µi = λ(J i) for j 6= 1, and µ1 the d-fold shift at level k = n − r of
λ(J1) (i.e., a single shift replaces µ = (µ1, . . . , µr) by (µ2, . . . , µr, µ1 − k). These are Young
diagrams that fit into an r × (n − r) box. Let νi be their (ordinary) duals, i = 1, . . . , s, i.e
νij = (n− r)− µir+1−j .
(L2) The effective strange dual L′ produces a non-empty family of rank ` unitary local systems
on P1 − (S ∪ {∞}) as in Corollary 3.12 applied with ` and n interchanged (note that the
local monodromy at ∞ is trivial). Let m be the remainder when d is divided by r. Twist
this family of local systems by ζ
−j1m
n at the point p1 and ζ
j1m
n at ∞ (set j1m = 0 if m = 0).
This twisted family is (L2).
We will show that these two local systems (L1) and (L2) have essentially equivalent local mon-
odromy up to central twists (in particular these have the same ranks), so that the KZ local system
(up to twists by rank one local systems) lies in the family (L2). More precisely
Proposition 6.3. Twist the local system in (L1) by exp(−2pi√−1|µi|/rn) at the points pi and
exp(2pi
√−1∑si=1 |µi|/rn) at infinity. This twisted local system is in the family of local systems with
fixed local monodromy given by (L2).
Here twisting means that we multiply the local monodromy elements by the central elements
given. Proposition 6.3 will be proved in Section 6.4. It implies the following:
Theorem 6.4. Let T be a unitary and irreducible rigid rank ` > 1 local systems such that the
eigenvalues of the local monodromies are nth roots of unity. Then, there exists 1 < r < n and a KZ
local system on P1 − S ∪ {∞}, for slr at level n− r, with central monodromy around infinity, which
is, up to a twist by rn roots of unity, isomorphic to T .
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Proof. Let T be a unitary irreducible rank ` > 1 rigid local system on P1 − S, S = {p1, . . . , ps}.
Assume S ⊆ A1. Let A be the conjugacy class data of T , and L = B(~λ, `) be the corresponding
F-line bundle on Parn,O,S (Theorem 4.5(ii)). By Lemma 3.15 L = B(~λ, `) is an F-line bundle on
Parn,O,S , with E for a reduced irreducible divisor of the form E = C(d, r,O, n, ~J) (Def. 2.5), a cycle
of codimension one i.e., dn+r(n−r)−∑si=1 |σJi | = −1. The theorem now follows from Proposition
6.3 applied to C(d, r,O, n, ~J) . 
There is a geometric realization [Ram09, Bel12, BM14] of the monodromy of KZ equations on
conformal blocks, in terms of unramified covers of configuration spaces [SV91], providing conformal
blocks with a unitary structure. These works however do not however show that conformal blocks
carry an integral Hodge structure over the ring of integers of a cyclotomic field (briefly, they re-
alise conformal blocks as suitable finite group invariants in the HM,0 of the cohomology of smooth
projective varieties, consistent with connections, however it is not shown that it is a Hodge sub-
structure of HM over the ring of integers of a number field). Note that Katz’s motivic realizations
are over the ring of integers of a cyclotomic field [Kat96, Theorem 8.4.1]. It seems likely however
that the conformal blocks picture should also be over the ring of integers of a cyclotomic field (see
[Loo09, Question 6.2]).
The works [BH89] and [Har94] produce an infinite collection of unitary rigid (irreducible) local
systems with infinite monodromy, and therefore the corresponding KZ connections have infinite
monodromy groups.
Example 6.5. For the strange dual of Thaddeus’ example (see Section 12.3), we see that the KZ
local system on A4 with sl4 and the representations λ1 = 2ω2 + ω3, λ2 = λ3 = ω1 + 2ω2 and
λ4 = ω1 (and the trivial representation at infinity) has infinite monodromy (even infinite projective
monodromy). Examples of TQFT representations (which are equivalent to the monodromy of KZ
equations) with infinite monodromy were first given in [Mas99].
6.3. Proof of Proposition 6.3.
6.3.1. First steps. Since the codimension of the divisor E = C(d, r,O, n, ~J) on Parn,O,S is one, we
have
(6.1)
s∑
i=1
|σJi | = dn+ r(n− r) + 1.
Consider the shifted F -line bundle on Parn,O(−D),n obtained by applying the shift operation at p1
j1m-times. Here D = −j1m. This F bundle has divisor E′ = C(0, r,O(−D), n, ~K) where K1 is the j1m
fold cyclic shift of J1 (the cyclic shift applied once subtracts one from all elements of J1 with zeros
replaced by n). Let Kj = J j for j > 1. Write O(E′) = B(~λ, `). We note the following:
(I) µi in the local system (L1) are equal to λ(Ki) (see Def. 3.9),
(II) (L2) is the rank ` local system with local monodromy data (with eigenvalues nth roots of
identity) given by the local monodromy data (λi)T at the points pi and ζ
j1m
n I` at infinity.
(III) Formulas for ` and ~λ are given in Section 5, we recall them here: write λi =
∑n
b=1 c
b
iωb,
where ωb is the bth fundamental weight. Also note that (6.1) gives
(6.2)
s∑
i=1
|σKi | = rj1m + r(n− r) + 1.
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(A) Let Ks+1 = {n− r, n− r + 1, . . . , n− 2, n}. Then (see Formula 5.2)
` = 〈σK1 , σK2 , . . . , σKs , σKs+1〉0,D−1.
(B) Suppose b < n. then cbi = 0 if b 6∈ Ki, or b + 1 ∈ Ki. If b ∈ Ki and b + 1 6∈ Ki,
define subsets K ′1, . . . ,K ′s of [n] each of cardinality r as follows: K ′k = Kk if k 6= i, and
K ′i = (Ki − {b}) ∪ {b+ 1}. Then
cbi = 〈σK′1 , σK′2 , . . . , σK′s〉0,D.
(C) For b = n, the formula is given in Remark 5.2, which we recall here:
`− (λi1 − λir) = 〈σI1 , σI2 , . . . , σIs〉0,D−1
where Ij = Kj for j 6= i and Ii = {a | a = n or a+ 1 ∈ Ki}.
6.3.2. Rank equality verification of the two local systems. We first verify that the ranks are the same.
We can readily convert the formula (A) into the rank of a conformal block for slr at level k = n− r
using Lemma 3.8. Note that λ(Ks+1) = ωr−1. Passing to (ordinary) dual weights (which does
not change the rank of conformal blocks), we see that ` equals the rank of the KZ local system on
A1 − {z1, . . . , zs} corresponding to the data ν1, . . . , νs+1 with νs+1 = ω1.
6.3.3. The local monodromy of the KZ equation. We now specialize the formulas of Section 6.1.1
to the case νs+1 = ω1 to compute the local monodromies of the KZ system (L1). The following
formulas facilitate this computation:
(a) If µ = (µ1, . . . , µr), and ν = (ν1, . . . , νr), then (µ, ν) = (
∑r
i=1 µiνi)− |µ||ν|r . Here |µ| =
∑
µi
(similarly |ν|).
(b) c(ω1) = (r
2 − 1)/r.
(c) Assume νr = 0. Then rkVν,γ∗,ω1 = 1 if γ is of the form ν + Li for 1 ≤ i < r (and
k ≥ γ1 ≥ · · · ≥ γr = 0), and zero otherwise (see [Gep91]). If νr > 0, the above implies that
we will have to allow one more value of γ if in addition ν1 = k. This entry is ν+L1−(1, . . . , 1).
Note that c(ν + L1 − (1, . . . , 1)) = c(ν + L1).
(d) This motivates the following computation keeping in mind the second residue formula above
in Section 6.1.1: c(ν + Li)− c(ν)− c(ω1) = 2(νi − |ν|r − i+ 1).
We first compute the monodromy of the KZ system first around t = zs. The γ that appear are
of three types (use item (c) above):
- γ = νs + Lj with j > 1, ν
s
j−1 > ν
s
j . This just means that µ
s
r+2−j < µ
s
r+1−j , i.e, k
s
r+2−j >
ksr+1−j + 1, or that if b = k
i
r+1−j , then b ∈ Ki and b + 1 6∈ Ki. The residue of the part
corresponding to γ (of multiplicity rkVν1,...,νs−1,γ) is 1r+k = 1n times
(νsj −
|ν|
r
− j + 1) = (n− r)− µsr+1−j −
|ν|
r
− j + 1
using the formula µsn+r−i = (n−r)+(r+1−j)−ksr+1−j = n+1−ksr+1−j and |ν|r = n−r− |µ|r ,
we see that this residue is equal to 1n times k
s
r+1−j − n+ |µ
s|
r .
- γ = νs +L1 with ν
s
1 < (n− r), i.e., ksr < n. The formulas are similar here and the residue is
equal to 1n times k
s
r − n+ |µ
s|
r . Let b = k
s
r . Then in this case n 6∈ Kj .
VERTICES OF EIGENPOLYTOPES AND RIGID LOCAL SYSTEMS 33
- γ = νs − (1, 1, . . . , 1) + L1 when νs1 = n − r (i.e., ksr = n) and νsr > 0, i., ks1 6= 1. Setting
b = ksr , this case corresponds to b = n, and 1 6∈ Ki. In this case the residue is 1n times |µ
s|
r
which can be written in the same form as ksr − n+ |µ
s|
rn .
Around t =∞ the residue is a constant (r2−1)/rn. Subtracting |µi|rn (the codimension of σKi divided
by rn) at the finite points z1, . . . , zs and adding
∑
i |µi|/rn at infinity, we see that the monodromy
at infinity has residue (using (6.2))
(r2 − 1)/rn+
∑
|µi|/rn = 1
n
((r2 − 1)/r + n− r + 1
r
+ j1m) =
j1m
n
+ 1.
The local monodromy at the finite points zi have residues b − n, b ∈ Ki (with possibly zero multi-
plicities). Therefore the equation of the fundamental group of P1 − {z1, . . . , zs,∞} is a product of
`× ` invertible matrices
(6.3) A1 . . . AsA∞ = I`
with
• Ai, i 6=∞ conjugate to a matrix with eigenvalues (with varying multiplicities)
exp(2pi
√−1(kir+1−j − n)/n) = exp(2pi
√−1kir+1−j/n), j = 1, . . . , r
with multiplicities given by ranks of conformal blocks rkVν1,ν̂i...,νs−1,γ with νi omitted and
γ = νi + Lj (if dominant of level k = n− r, count as zero otherwise).
• A∞ = exp(2pi
√−1j1m/n)I`.
6.3.4. The local monodromies of (L2). By Item (I2) before equation (6.2), (L2) corresponds to
matrix equations
(6.4) B1 . . . BsB∞ = I`
where
• B∞ = exp(2pi
√−1j1m/n)I`.
• For the conjugacy class of Bi we proceed as follows. Note that λi =
∑n−1
b=1 c
i
bωb. Here the
set of b is constrained by (B) in Section 6.3.1. First, the set of b is a subset of Ki. It is also
easy to see that we need in addition one of the following to hold
(1) b = n and 1 6∈ Ki.
(2) b < n and b+ 1 6∈ Ki.
Note that the transpose of
∑n
b=1 c
b
iωb has rows of size b with multiplicities c
b
i (and
∑
cbi = `).
Pick b = kin+r−j . The eigenvalues of Bi are therefore of the form exp(2pi
√−1kin+r−i/n) with
b ∈ Ki with multiplicities cib (possibly zero).
6.3.5. Comparison of local monodromies. We have two matrix equations (6.3) and (6.4). We want
to show that the matrices that appear are conjugate. Clearly A∞ = B∞. It remains to show that
Ai is conjugate to Bi for i = 1, . . . , s.
The eigenvalues of Ai and Bi are both of the form exp(2pi
√−1b/n) with b ∈ Ki with multiplicities
(possibly zero). We need to verify that the multiplicities are the same. Let b = kir+1−j . We need to
verify that
(6.5) cib = rkVν1,ν̂i...,νs−1,γ
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with νi omitted and γ = νi + Lj . Unless b = n and 1 6∈ Ki, or b < n and b + 1 6∈ Ki, both
multiplicities are zero by the above discussion.
If b < n, then cbi is given by case (B) in Section 6.3.2. Let J
′i = (Ki − {b}) ∪ {b + 1}. Let
µ′ = λ(J ′i) and ν ′ = µ′∗. t is easy to see that ν ′ + Lj , and we use [Bel08, Proposition 3.4] again, to
write cbi as the rank of a conformal block for slr at level k = n− r. This gives (6.5).
If b = n and 1 6∈ Ki. We use formula (C) from section 6.3.2. Let Ii = {a | a = n or a+ 1 ∈ Ki}.
We need to show that λ(Ii)∗ = νi + L1 − (1, 1, . . . , 1) which is easy to check. The rest of the
computation is similar to the previous steps.
7. Compactified parameter spaces
The remaining aims for this paper are the following: completing the proofs of Theorems 1.22 and
1.23, and setting up the induction apparatus to induce extremal rays from Levi subgroups as in
(1.8) and (1.9).
Assume that the generalized Gromov-Witten number 〈σI1 , σI2 , . . . , σIs〉d,D = 1, where D =
−deg(N ) (Def. 3.7 (We use this general set up with D possibly non-zero because we will need to use
shift operations to handle the case 1 ∈ Ij for some j). This implies that Ω(d, r,N , n, ~I)→ Parn,N ,S
is birational and
(7.1) dn+ deg(N )r + r(n− r)−
s∑
i=1
|σIi | = 0.
Recall that Ω(d, r,N , n, ~I) is a compactification over Parn,N ,S of Ω0(d, r,N , n, ~I) (which is the
set of subbundles of the universal bundle of determinant N and rank n with fibers in given Schubert
states). Ω(d, r,N , n, ~I) has several defects: (1) for a point (V,W, E , γ) not in Ω0(d, r,N , n, ~I), W/V
can have torsion and one does not have an inductive structure of a subbundle and quotient which
are both bundles with induced flags, (2) even when W/V is locally free the induced flag structures
cannot be assigned without discontinuities ,and (3) Ω(d, r,N , n, ~I) could be singular.
For the induction map and the proof of Proposition 8.1 we need a relative partial compactification
of Ω0(d, r,N , n, ~I) → Parn,N ,S without these defects, as well as stacks for the relevant Levi sub-
groups. We will also need to understand the ramification properties of Ω(d, r,N , n, ~I)→ Parn,N ,S .
This will result in a (known) multiplicative generalization of a conjecture of Fulton, which we prove
for completeness here (see Proposition 8.1 below).
7.1. Stacks for Levi subgroups.
Definition 7.1. Let ParL = ParL(−d, r, n− r, d−D) be the moduli of tuples (V,Q,F ,G, γ) where
(1) V (resp. Q) is a degree −d (resp. d−D), rank r (resp. rank n− r) vector bundle on P1,
(2) F ∈ FlS(V) G ∈ FlS(Q),
(3) γ is an isomorphism detV ⊗ detQ ∼→ N = O(−D).
There is a diagram
(7.2) Ω0(d, r,N , n, ~I)
pi
ww &&
Parn,N ,S ParL
ihh
i′=pi◦i
oo
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Here i is a “direct sum morphism”, i(V,Q,F ,G, γ) = (W, E , γ′) ∈ Parn,N ,S where W = V ⊕ Q,
γ′ : det(W) = det(V) ⊗ det(Q) γ→ O(−D), and E is given by the following rule. For p = pi, write
Ii = {i1 > i2 > · · · > ir}. Define Ep• as follows: For 1 ≤ k ≤ n, define
Epj = F
p
a ⊕Gpj−a
where ia ≤ j < ia+1 (with i0 = 0 and ir+1 = n). Let R ⊆ Ω0(d, r,N , n, ~I) be the ramification locus
of pi (see Section 7.4).
7.2. Desired properties of partial compactifications. One of our basic techniques, inspired
by Ressayre’s work [Res10, Section 4.1] (see [Bel19, Section 8.6] for a comparison) is to take line
bundles on ParL, and lift them to Ω0(d, r,N , n, ~I). By Zariski’s main theorem, Ω0(d, r,N , n, ~I)−R
is an open substack of Parn,N ,S , and we thus get a line bundle on an open substack of Parn,N ,S .
Unfortunately the complement of this open subset may have codimension 1 components, and
we cannot then naturally extend the line bundle to Parn,N ,S . One looks for an enlargement of
Ω0 = Ω0(d, r,N , n, ~I) that does not have this defect (and which still admits maps to Parn,N ,S and
ParL).
In fact this happens in the simplest possible fashion whenever 1 6∈ Ii for any i, and the shift
operations allow us to reduce the general case to this case. This partial compactification will be
inside Ω = Ω(d, r,N , n, ~I).
We do this in two steps: First we enlarge to Ω̂0 → Parn,N ,S where we only weaken the Schubert
conditions, the subsheaves remaining subbundles. The map Ω0 → ParL will be shown to extend to
Ω̂0 → ParL when 1 6∈ Ii for any i.
The second step will extend this to a substack Ω̂0S ⊆ Ω over Parn,N ,S , where the subbundle
condition is imposed only at points of S. We will then have
Ω0 ⊆ Ω̂0 ⊆ Ω̂0S ⊆ Ω.
The map Ω̂0 → ParL will not be shown to extend to Ω̂0S → ParL. Instead we will show in Proposition
7.3 that Ω̂0S − Ω̂0 lies inside the ramification divisor R, but irreducible components of Ω− Ω̂0S are of
codimension ≥ 2. The desired enlargement of Ω0(d, r,N , n, ~I) will then be Ω̂0 (and not Ω̂0S !).
7.3. Construction of the partial compactification. For convenience, we weaken our assump-
tions to the following: Suppose ~I = (I1, . . . , Is) is an s-tuple of subsets of [n] each of cardinality
r. Let Ω = Ω(d, r,N , n, ~I). The representable morphism Ω → Parn,N ,S has relative dimension
dn+ deg(N )r + r(n− r)−∑si=1 |σIi |. We will make the assumption that this relative dimension is
zero:
(7.3) dn+ deg(N )r + r(n− r)−
s∑
i=1
|σIi | = 0.
7.3.1. Definition of Ω̂0 = Ω̂0(d, r,N , n, ~I). We create a smooth open subset of Ω(d, r,N , n, ~I) con-
taining Ω0(d, r,N , n, ~I) in the following way.
Definition 7.2. (1) For a subset I of [n] of cardinality r, let T (I) ⊂ [n] be the subset of all
j ∈ [n] such that one of the following holds j ∈ I or j + 1 6∈ I (equivalently a 6∈ T (I) if and
only if a 6∈ I and a+ 1 ∈ I). Note that T (I) contains n.
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(2) In the setting of Definition 1.8, define a smooth variety Ω̂0I(E•), with Ω
0
I(E•) ⊆ Ω̂0I(E•) ⊆
ΩI(E•) by
Ω̂0I(E•) = {V ∈ Gr(r,W ) | rk(V ∩ Ej) = a, if ia ≤ j < ia+1 and j ∈ T (I)}
It is easily seen that Ω̂0I(E•) carries a transitive action of a connected group and is hence
smooth. It is easy to see that all irreducible components of ΩI(E•)− Ω̂0I(E•) are of codimen-
sion ≥ 2 in ΩI(E•), see [Bel19, Lemma 7.9].
Define Ω̂0 = Ω̂0(d, r,N , n, ~I) ⊆ Ω(d, r,N , n, ~I) to be the smooth substack parameterizing tuples
(V,W, E , γ) with V a subbundle of W, and Vp ∈ Ω̂0Ii(Ep) ⊆ Gr(r,Wp) for all p = pi ∈ S. Clearly,
Ω̂0(d, r,N , n, ~I) ⊇ Ω0(d, r,N , n, ~I). By [Bel19, Lemma 7.10]), the morphism Ω0 → ParL extends to
a morphism Ω̂0 → ParL, and we get a commutative diagram
(7.4) Ω0 //

Ω̂0
||
ParL
7.3.2. Definition of Ω̂0S = Ω̂
0
S(d, r,N , n, ~I). There is an even larger open subset: Instead of requiring
that V is a subbundle ofW, we can require only that it is a subbundle near points of S. Denote this
open subset by Ω̂0S = Ω̂
0
S(d, r,N , n, ~I) with the subscript S denoting that the subbundle property is
only imposed at points of S. Clearly
Ω0 ⊆ Ω̂0 ⊆ Ω̂0S ⊆ Ω.
Proposition 7.3. (a) If 1 6∈ Ii for all i, then all irreducible components of Ω − Ω̂0S are of
codimension ≥ 2.
(b) Ω̂0S is a smooth Artin stack.
(c) Any point in Ω̂0S − Ω̂0 is in the ramification locus of Ω̂0S → Parn,N ,S.
Part (a) in the above theorem follows from the computations in Sections 2.2 and 2.3. Note
that if J is as in Section 2.3, then Ω0J(E•) ⊆ Ω̂0I1(E•), and therefore Ω̂0S(d, r,N , n, ~I) includes the
codimension 1 degenerations of Section 2.3. Ω̂0S is smooth and representable over Quot(d, r,N , n)
which implies (b). Part (c) of Proposition 7.3 is proved in Section 7.5.
7.4. Ramification divisors. Suppose X pi→ Y is a representable morphism of smooth Artin stacks
of the same dimension over C. We construct a natural ramification Cartier divisor R ⊆ Y as follows.
Let U → Y be an atlas. We get a morphism of smooth schemes of the same dimension U×Y X pi
′→ U .
The map on tangent spaces results in a map of bundles of the same rank on U ×Y X given by
T (U ×Y X )→ pi′∗TU . From this data we obtain a line bundle detpi′∗TU ⊗ detT (U ×Y X )−1 and a
section. We denote the corresponding Cartier divisor by R and the line bundle by O(R). The line
bundle and the section glue in the smooth topology of X .
To prove Part (c) of Proposition 7.3, we introduce a line bundle on Ω̂0S(d, r,N , n, ~I) with a section
which we will later prove to be equal to O(R) and the corresponding section. Consider a point
x = (V,W, E , γ) ∈ Ω̂0S(d, r,N , n, ~I).
Here,
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– V ⊂ W is a locally free subsheaf. Let Q = W/V which is by assumption, locally free near
points of S.
– Let F (respectively G) be the induced flags on the fibers of V (respectively Q) at points
p ∈ S.
– For each p = pj ∈ S define a subspace Tp of Hom(Vp,Qp) as follows:
Tp = {φ : Vp → Qp | φ(F pk ) ⊆ Gpikj−k, k = 1, . . . , r}
Note that Tp is the tangent space of the Schubert cell Ω
0
Ij
(E•) of Gr(r,Wp) at Vp ⊆ Wp and
has dimension |σIj |.
Consider the kernel Kx of the natural surjective mapping of sheaves on P1 (the right hand side is a
sum of skyscraper sheaves)
(7.5) Hom(V,Q)→
⊕
p∈S
Hom(Vp,Qp)
Tp
|p .
The Euler characteristic χ(P1,Kx) is easily computed to be zero using (7.3) (note that V is locally
free), and hence we get a determinant of cohomology line (i.e., a one dimensional complex vector
space) D(Kx) = detH0(P1,Kx)∗⊗detH1(P1,Kx) together with a canonical section (i.e., an element
in this line). This construction (as x varies) gives
- A locally free sheaf K on Ω̂0S(d, r,N , n, ~I)× P1.
- A line bundle Θ = D(K) on Ω̂0S(d, r,N , n, ~I), together with a section θ on Ω̂0S(d, r,N , n, ~I).
The fiber of this bundle over x ∈ Ω̂0S(d, r,N , n, ~I) is the determinant of cohomology of the
coherent sheaf Kx (as above) on P1.
Proposition 7.4. The Cartier divisor on Ω̂0S(d, r,N , n, ~I) corresponding to θ equals R, the ramifi-
cation divisor of the representable morphism of smooth Artin stacks pi : Ω̂0S(d, r,N , n, ~I)→ Parn,N ,S.
Proof. Note that the ramification divisor R is supported on the points where the fiber of pi is not
smooth. The tangent space of a fiber of pi at a point x is the same as H0(P1,Kx), which is non zero
only at points at which θ vanishes. Therefore the desired equality is true at the level of sets. We
need to show that we have equality as Cartier divisors.
We ignore the data of det(W) γ→ N for simplicity. There exists an N > 0, and a large open
substack Bun′N (n) of BunN (n) (complement of codimension ≥ 2) such that
- For points (W, γ) ∈ Bun′N (n), the vanishing H1(P1,W(N)) = 0 holds, and H0(P1,W(N))
is generated by global sections.
Suppose that the H0(P1,W(N)) above is M -dimensional. Let T = (O⊕M )⊗O. There is a suitable
component Q′ of the quot scheme of quotients of T such that there is a smooth atlas Q′ → Bun′N (n)
so that Bun′N (n) is the stack quotient [Q′/G] with G = Aut(T ) = GL(M).
The space Parn,N ,S is a bundle over Bun′N (n) whose fibers are of the form Fl(n)s. We can base
change Ω̂0(d, r,N , n, ~I)→ Parn,N ,S to Q′. The base changed objects are now smooth schemes with
actions of G, so that the original objects are stack quotients by G (but only over Bun′N (n)). Let
the resulting map of smooth schemes be denoted by pi′ : W → P .
Note that W parameterizes points (V,W, E , γ) ∈ Ω̂0S(d, r,N , n, ~I) together with a surjection
T W(N), so that W∗ is a subbundle of T ∗(N). Therefore W is a fiber-bundle over a hyperquot
scheme. P is the data of (W, E , γ) with a surjection T W(N).
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We claim that given a point x ∈ W , there exist sheaves Ax and Bx on P1, and a surjective map
of sheaves Ax → Bx so that
(1) TWx = H
0(P1,Ax), TPpi′(x) = H0(P1,Bx) and H1(P1,Ax) = H1(P1,Bx) = 0.
(2) The sheaves Ax and Bx fit together and give sheaves A and B on W × P1 together with a
surjective map A → B.
(3) The sheaf K pulled back to W × P1 equals the kernel of A → B. The pushforward, in the
derived category, of (this pullback of) K to Ω is represented by a two term complex of vector
bundles with fibers H0(P1,Ax) and H0(P1,Bx).
This will imply that D(Kx) (together with the section) is canonically identified with detH0(Ax)∗⊗
detH0(Bx) (together with the canonical section), and hence with the ramification line bundle and
its section, and hence complete the proof.
To prove the claim, we appeal to the description of tangent spaces to hyperquot scheme param-
eterising hyperquotients of the trivial bundles (i.e., of flags of subsheaves of the trivial bundles),
see e.g., [CF99] (particularly Theorem 1.2, and Proposition E in the appendix). Ignoring the flag
structures, both W and P are hyperquot schemes and the description of K as the kernel of A → B
follows from [CF99, Prop. E].
When flag structures are introduced, we need to replace P by a product (locally) over Bun′N (n) of
the form Bun′N (n)× (Fl(n))s because the fibers at p ∈ S of the universal bundles on Bun′N (n)× P1
are locally trivial. The replacement of Ax will be a subsheaf A′x of Ax⊕Te(Fl(n))s with the quotient
a sum of skyscraper sheaf (on fibers), see Remark 7.5 below. We want H1 of this sheaf to be zero
to apply the above reasoning. This follows because we know that the dimension of H0(A′x) is the
expected one (Ω̂0S(d, r,N , n, ~I) is smooth of the expected dimension). 
Remark 7.5. Consider the universal Schubert variety ΩI in Gr(r, n)× Fl(n), and a smooth point
x = (V,E•) in ΩI . Then the tangent space of ΩI fits into an exact sequence
0→ T (ΩI)→ T (Gr(r, n))V ⊕ T (Fl(n))E• → Q→ 0
where Q is a vector space of dimension given by the codimension of ΩI(E•) in Gr(r, n).
There is a morphism ParL → Ω0(d, r,N , n, ~I). Let RL ⊆ ParL be the pullback of R. From the
description of R as the zeroes of a determinant given in (7.5), it follows that
Lemma 7.6. The Cartier divisor R on Ω̂0(d, r,N , n, ~I) equals pi∗RL where pi : Ω̂0(d, r,N , n, ~I) →
ParL.
Note that (7.4) restricts to
(7.6) Ω0 −R //

Ω̂0 −R
xx
ParL −RL
7.5. Proof of Proposition 7.3, (c). We need to show that a point x ∈ Ω̂0S−Ω̂0, H0(Kx) 6= 0. This
is clear because Hom(V,Q) has torsion supported outside of S, and therefore gives rise to torsion
in Kx. This proves (c) of Proposition 7.3. Proposition 7.3 has the following important corollary:
Corollary 7.7. Suppose 〈σI1 , σI2 , . . . , σIs〉d,D = 1, and 1 6∈ Ii for all i. Then Ω̂0(d, r,N , n, ~I)−R
maps isomorphically to an open substack of Parn,N ,S whose complement has codimension ≥ 2.
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Proof. The assertion follows from Propositions 2.4 and 7.3, the surjectivity and birationality of
Ω→ Parn,N ,S , and Zariski’s main theorem. 
8. Proofs of Theorems 1.22 and 1.23
8.1. Shift operations. The spaces Ω0(d, r,N , n, ~I) (but not Ω̂0(d, r,N , n, ~I)) together with their
maps to ParL behave well under shift operations:
Let degN = −D and p = pi ∈ S. Parallel to Diagram (3.3) we have a diagram
(8.1) Ω0(d, r,N , n, ~I)

Shp // Ω0(d′, r,N (p), n, ~K)

ParL(−d, r, n− r, d−D)
Shp// ParL(−d′, r, n− r, d′ −D + 1)
where the terms d′ and ~K are determined as in Diagram 3.3:
(1) d′ = d if 1 /∈ Ii, and d′ = d− 1 if 1 ∈ Ii
(2) Kk = Ik for k 6= i.
(3) Ii = {ii1 − 1, ii2 − 1, . . . , iir − 1} if 1 /∈ Ii, and Ki = {ii2 − 1, . . . , iir − 1, n} if 1 ∈ Ii.
The shift operation in the bottom row of (8.1) is shift on one of the factors and identity on the
other. It is a shift on the rank r vector bundle factor if d′ = d − 1 and on the rank n − r vector
bundle if d′ = d.
8.2. A scaling property. We have a self-contained proof of a generalization of a conjecture of
Fulton (known before, see [BK16, Remark 8.5]). In Remark 8.3, we explain how the version in
Proposition 3.10 (2) follows from the following:
Proposition 8.1. For all integers n ≥ 0, dimH0(ParL,O(nRL)) = 1.
Proof. Note that RL is the pullback of R under ParL → Ω0(d, r,N , n, ~I). We can therefore reduce
to the case 1 6∈ Ii for all i using diagrams (8.1) and (3.3). Under this assumption, a function on
ParL − RL pulls back to a function on Ω̂0 − R which embeds in Parn,N ,S with complement of
codimension ≥ 2 by Corollary 7.7. Since h0(Parn,N ,S ,O) = 1, the proof is complete. 
Proposition 8.2. H0(Ω0 −R,O) = C.
Proof. Let f ∈ H0(Ω0 − R,O). By Proposition 8.1, the restriction of the function f to ParL is a
constant c. Given a point p ∈ Ω0, there is a mapping g : A1 → Ω0 which
- Sends 1 to p and 0 lies in the image of ParL and equals the image of p under the map
Ω0 → ParL.
- The isomorphism class of g(t) remains constant for t 6= 0.
The existence of such a mapping can be explained more easily in the general group situation. Let
P be the standard parabolic for the Grassmannian Gr(r, n). Let L be the corresponding Levi
subgroup. A point of Ω0 corresponds to a principal P -bundle with some extra structure at the fibers
over points of S (see e.g., Lemmas 3.3 and 3.4 in [BK18]). We now use the Levification operation
in [BK16, Section 3.8] to produce the family g. 
Remark 8.3. Assume d = 0 in Proposition 8.1 (but D is arbitrary). By a basic computa-
tion (see Proposition 11.5 below), dimH0(ParL,O(RL)) is a tensor product H0(Parr,O(−d),S ,A)⊗
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H0(Parn−r,O(D−d),S ,B) where the line bundles A and B are in strange duality, and hence the di-
mensions of their spaces of sections are the same. The formula for A in Proposition 11.5 shows that
it includes all line bundles of grade zero on Parr,O,S. This implies Proposition 3.10 (2).
8.3. Proof of Theorem 1.22 and Theorem 1.23. Most of the steps are similar to the proof
of [Bel19, Theorem 1.9]. The proof will use shift operations and we will prove a generalization to
Parn,N ,S . We start with a 〈σI1 , σI2 , . . . , σIs〉d,D = 1, where D = −deg(N ). The inequality (1.6) is
replaced by (10.1), so that F is now given inside PicQ(Parn,N ,S) by equality in (10.1).
We first deal with the case that a 6= 1. We will show that Ω0(d, r,N , n, ~J) ⊂ Ω̂0(d, r,N , n, ~I) is
not contained in R, the ramification locus of Ω̂0(d, r,N , n, ~I)→ Parn,N ,S .
Choose a point x = (V,W, E , γ) ∈ Ω0(d, r,N , n, ~I) such that Ω̂0(d, r,N , n, ~I) → Parn,N ,S is
etale at x, and then modify an appropriate element in the flag E
pj• , so that the point lies now in
Ω0(d, r,N , n, ~J). The modification is the following: replace Epja−1 by Epja−2 + Vpj ∩ Epja . This way
we get a new E ′ ∈ FlS(W), and y = (V,W, E ′, γ) ∈ Ω0(d, r,N , n, ~J). The tangent space “situation”
at y ∈ Ω̂0(d, r,N , n, ~I) is the same as at x, since the element Epja−1 does not appear in the rank
conditions defining Ω̂0(d, r,N , n, ~I). Therefore y 6∈ R.
The birational morphism Ω̂0(d, r,N , n, ~I) → Parn,N ,S is therefore etale at y ∈ Ω̂0(d, r,N , n, ~I).
Since D(a, j) is the image of the irreducible Ω(d, r,N , n, ~J), it is irreducible and it coincides with
the cycle theoretic image Ω̂0(d, r,N , n, ~I) → Parn,N ,S . This proves part (1) of Theorem 1.22.
Proposition 5.1 now implies Theorem 1.23.
Note that D(a, j) lies in the complement of the open subset Ω0(d, r,N , n, ~I) − R of Parn,N ,S ,
since otherwise the image y ∈ Ω0(d, r,N , n, ~J) in Parn,N ,S will have a disconnected inverse image in
Ω̂0(d, r,N , n, ~I). Part (2) of Theorem 1.22 now follows from Proposition 8.2. Part (3) of Theorem
1.22 follows from parts (1) and (2) using a suitable generalization of [Bel19, Lemma 2.1]. In fact,
part(3) is already covered by Lemma 1.20.
Finally for part (4) we want that the line bundle O(D(a, j)) on Parn,N ,S lies on the face F .
The numerical equality in (10.1) is then just the statement that the center of L acts trivially on
O(D(a, j)) restricted to ParL, which follows from the fact that the restriction is effective: Using
arguments of Ressayre [Res10] this is equivalent to the line bundle restricted to ParL being effective,
which is certainly the case because D(a, j) does not contain the image of ParL. Note ParL − RL
does not meet D(a, j) since ParL −RL ⊆ Ω0(d, r,N , n, ~I) −R, and D(a, j) does not intersect the
last set. This proves (4).
Finally we can remove the assumption a 6= 1. Assume a = 1 ∈ Ij . Consider the shifted data
(d′, r,N (pj), n, ~K) associated to (d, r,N , n, ~I), with d′ = d− 1, with the shift applied at pj , so that
Kj = {ij2−1, . . . , jjn−1, n}. We refer to Theorem 1.22 (also see (3.3)) with the ~I replaced by ~K. We
now consider D˜(n, j) for the tuple (d′, r,N (pj), n, ~K) and the above reasoning applies to it. Using
the inverse of the shift operation at pj , and properties of the shift operation, we obtain the desired
statement about D(1, j).
8.4. Proof of Corollary 1.24. B(~λ, `) is a F-line bundle by Theorem 1.23. The corollary now
follows from Theorem 4.5. The numerical equality is the rigidity condition (4.2): The eigenvalues
of the monodromy of the rank ` local system at the point pi are the numbers exp(2pi
√−1b/n) with
multiplicity cbi for 1 ≤ b ≤ n − 1 and 1 with multiplicity ` −
∑n−1
i=1 c
b
i (the transpose of an n × `
matrix
∑n−1
b=1 cbωb has rows of length b repeated cb times, and length 0 repeated `−
∑
cb times).
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9. The face F as a product
We want to show the product structure (1.8) of the face F . Recall the setting: we have a tuple
(d, r, I1, . . . , Is) such that 〈σI1 , σI2 , . . . , σIs〉d = 1. This defines a face F of the monoid of effective
Q bundles Pic+Q(Parn,O,S) given by equality in inequality (1.6). In Theorem 1.22 we have produced
extremal ray generators [D(a, j)] of Pic+Q(Parn,O,S) which lie on F .
Definition 9.1. (1) Let Pic′ = Pic′(F) ⊆ Pic(Parn,O,S) be the subgroup formed by B(~λ, `) such
that for any j, both of the following two conditions hold : (a) λja−1 = λ
j
a whenever a ∈ Ij,
a > 1 and a− 1 6∈ Ij and (b) if n 6∈ Ij and 1 ∈ Ij then λj1 = λjn + `.
(2) Let Pic′+,deg=0(F) = F ∩ Pic′(F).
The product structure (1.8) follows from the following:
Proposition 9.2. Let D1, . . . , Dq be the list of elements [D(a, j)] produced by Theorem 1.22. There
is an isomorphism
⊕q
i=1QDi ⊕ Pic′(F)Q ∼→ Picdeg=0Q (Parn,O,S), where Picdeg=0Q (Parn,O,S) is the
subset of Pic(Parn,O,S) formed by line bundles for which equality holds in (1.6). This isomorphism
restricts to a bijection
q∏
i=1
Q≥0Di × Pic′+,deg=0Q (F)
∼→ F .
Lemma 9.3. Each of the divisors D(a, j) in Theorem 1.22, fails exactly one of the equalities defining
Pic′: Write O(D(a, j)) = B(~λ, `).
(1) If a > 1, then λja−1 = λ
j
a + 1.
(2) If a = 1, then λjn = λ
j
1 − `+ 1.
Proof. These statements follow from Theorem 1.23 and equation (5.3). 
9.1. Proof of Proposition 9.2. The proof is a direct generalization of [Bel19, Theorem 1.15]. The
main point is the following: The first isomorphism follows immediately from Lemma 9.3. For the
second bijection we proceed as follows. Suppose we have a point B(~λ, `) ∈ F not in Pic′. Assume
first that it fails an inequality λja−1 = λ
j
a with a ∈ Ij , a > 1 and a− 1 6∈ Ii. We will then show that
any global section of B(~λ, `) vanishes at any point of the divisor D(a, j), so that B(~λ, `)(−D(a, j))
is still effective. It still lies on F because D(a, j) is on F by Theorem 1.22.
To show the vanishing, let (V,W, E , γ) be a general point of D(a, j). The semistability inequality
(1.6) holds as an equality for B(~λ, `). The semistability inequality corresponding to V for B(~λ, `)
replaces λja in the above equality by λ
j
a−1 and hence fails because of Lemma 9.3. Therefore any
global section of B(~λ, `) vanishes on D(a, j) as desired.
If B(~λ, `) fails an inequality λj1 = λjn + ` with n 6∈ Ij and 1 ∈ Ij then we proceed similarly: In this
case V is only a subsheaf of W, but we can consider the subbundle given by V (“the saturation”).
The semistability inequality corresponding to the saturation is violated at a generic point of D(1, j):
In this case the left hand side of (1.6) decreases by `− 1 and the right hand side by ` since d drops
by one (by Lemma 9.3).
By repeatedly carrying out these subtractions we can write any element of F as sum corresponding
to the second bijection.
Remark 9.4. As in [Bel19,BK18,Kie], we may distinguish two types of rays of F . A ray Q≥0(~λ, `)
is a type I ray of F if B(~λ, `) is not in Pic′(F), and type II otherwise. The extremal rays generated
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by D(a, j) are type I on F . An extremal ray of Pic+Q(Parn,O,S) may lie on two different regular
facets. It is possible that it is a type I ray of one facet and a type II of the other. All rays that are
type I on some regular facet are F-rays.
10. The induction morphism
Our aim now is to show that Pic′ = Pic′(F) and Pic′+,deg=0(F) (Def. 9.1 and Proposition
9.2) are both controlled by the Levi-subgroup by an induction procedure. Since we need shifting
procedures in the proof, we operate in a more general setting: Assume that the Gromov-Witten
number 〈σI1 , σI2 , . . . , σIs〉d,D = 1, where D = − deg(N ). This implies that Ω(d, r,N , n, ~I) →
Parn,N ,S is birational, and (7.1) holds.
Let Picdeg=0(Parn,N ,S) be the subgroup given by line bundles B(~λ, `) such that equality holds in
the following inequality (this is the same inequality as (1.6) when D = 0)
(10.1)
1
r
(−d+ s∑
j=1
∑
k∈Ij
λjk
`
) ≤ 1
n
(−D + s∑
j=1
|λj |
`
)
Finally F ⊆ Pic+,deg=0Q (Parn,N ,S) is the effective Q subcone.
Definition 10.1. (1) Any line bundle L on ParL (or on ParL −RL ) has an index m(L) ∈ Z:
t ∈ C∗ acts on points (V,Q,F ,G, γ) ∈ ParL, by multiplication by tn−r on V and tr on Q
and leaving γ unchanged. This action lifts to the line bundle L, as multiplication by tm, for
some m ∈ Z. We set m(L) = m.
(2) Let Picdeg=0Q (ParL) ⊂ PicQ(ParL) (similarly Picdeg=0Q (ParL −RL) ⊂ PicQ(ParL −RL)) be
the subspace of line bundles of index 0.
(3) Let Pic+,deg=0Q (ParL) ⊂ PicQ(ParL) (similarly Pic+deg=0Q (ParL−RL) ⊂ PicQ(ParL−RL))be
the subspace of effective line bundles (they automatically have index 0).
In this section, we set up an induction map
(10.2) Ind : Pic(ParL −RL)→ Pic(Parn,N ,S).
We then show the following
(P1) The map Pic+,deg=0Q (ParL)→ Pic+,deg=0Q (ParL −RL) is surjective.
(P2) The map Pic+,deg=0Q (ParL −RL)→ Pic(Parn,N ,S)Q is injective with image exactly F .
(P3) Pic+,deg=0Q (ParL) is identified with Pic+Q(Parr,O(−d),S)× Pic+Q(Parn−r,O(d−D),S),
Putting these together one gets the desired surjection (1.9). Explicit formulas for the induction
morphism will be given in Section 11.
10.1. Construction of the induction morphism. By (7.4), we have a morphism Ω̂0(d, r,N , n, ~I)→
ParL which fits into a diagram:
(10.3) Ω̂0(d, r,N , n, ~I)
pi
ww &&
Parn,N ,S ParL
ihh
i′
oo
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Suppose an s-fold application of shifting (at various points of S, perhaps repeated) leads to 1 6∈ Ii
for all i. Note that there is a minimal choice of these shift operations, and we will use this choice
(note that all shifts will turn out to produce the same induction map).
Let the shifted data be (d′, r,N ′, n, ~K). Set D′ = −deg(N ′) and let Sh denote the composites
ParL(−d, r, n − r, d − D) → ParL(−d′, r, n − r, d′ − D′), as well as Parn,N ,S → Parn,N ′,S(see the
diagram (8.1)). To define the induction map, we take line bundles on ParL(−d, r, n − r, d − D),
obtain line bundles on ParL(−d′, r, n− r, d′−D′) by the inverse of shifting procedure Sh. These line
bundles then give line bundles on Ω̂0(d′, r,N ′, n, ~K), hence on Ω̂0(d′, r,N ′, n, ~K) −R′, where R′ is
the ramification locus of Ω̂0(d′, r,N ′, n, ~K) → Parn,N ′,S . By Corollary 7.7, Ω̂0(d′, r,N ′, n, ~K) −R′
is an open substack of Parn,N ′,S whose complement is of codimension ≥ 2. Therefore we obtain a
line bundle on Parn,N ′,S and we pull these line bundles to Parn,N ,S via Sh.
10.2. Proof of property (P1).
Lemma 10.2. The restriction mapping Pic(ParL) → Pic(ParL − RL) has a section and is hence
surjective.
Proof. We may assume that 1 6∈ Ii for all i without loss of generality. Let M ∈ Pic(ParL − RL).
To define the section we may just restrict Ind(M) via pi ◦ i : ParL → Parn,N ,S . 
Property (P1) is the following:
Proposition 10.3. The restriction map Pic+,deg=0(ParL)→ Pic+,deg=0(ParL−RL) is a surjection.
Proof. Let M be an effective line bundle on ParL −RL with section s. Then Ind(M) is defined as
a pullback ofM and therefore has a non-zero section s˜ defined as a pullback of s. The restriction of
a s˜ to ParL coincides with s on ParL −RL and is hence non-zero. This proves the proposition. 
10.3. Proof of property (P2).
Definition 10.4. Define Pic′ = Pic′(F) ⊆ Pic(Parn,N ,S) as follows (generalizing Def. 9.1 to the
case of arbitrary N ): It is subgroup formed by B(~λ, `) such that for any j, both of the following two
conditions hold : (a) λja−1 = λ
j
a whenever a ∈ Ij, a > 1 and a− 1 6∈ Ij and (b) If n 6∈ Ij and 1 ∈ Ij
then λj1 = λ
j
n + `.
It is easy to see that Pic′ behaves well under shift operations of the tuple (d, r,N , n, ~I): In (3.3)
with ~J = I, the operation Shp pulls back Pic
′ for the tuple (d′, r,N (p), n, ~K) to Pic′ for (d, r,N , n, ~I)
(use Prop. 3.2).
We start with the following:
Proposition 10.5. The image of
Ind : Pic(ParL −RL)→ Pic(Parn,N ,S)
equals Pic′.
Definition 10.6. Since Pic′ behaves well under shift operations, we may assume 1 6∈ Ii for all i.
Consider Par′n,N ,S to be the parameter space of rank n parabolic bundles with γ : detW ∼→ N ,
where for each i, Epi now parameterizes partial flags where only Epia with a ∈ T (Ii) are defined (see
Def. 7.2).
Using the method of [LS97], we obtain
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Lemma 10.7. Assume 1 6∈ Ii for all i. There is a natural mapping Parn,N ,S → Par′n,N ,S.
The subgroup of Pic(Parn,N ,S) formed by Pic(Par′n,N ,S) coincides with the subgroup Pic′ defined
in Prop.10.5.
Proof. (of Proposition 10.5) We may assume that 1 6∈ Ii for all i. Some parts of the flag struc-
tures on Ω̂0(d, r,N , n, ~I) are “unnecessary” for its definition. In fact there is a natural repre-
sentable Ω̂′
0
(d, r,N , n, ~I) → Par′n,N ,S such that the base change to Parn,N ,S → Par′n,N ,S gives
Ω̂0(d, r,N , n, ~I) → Parn,N ,S . Note also that by [Bel19, Lemma 7.10], we have a natural map
Par′n,N ,S → ParL which factorizes Parn,N ,S → ParL.
Therefore assuming 1 6∈ Ii for all i, the induction map (10.2) factors through Pic(Par′n,N ,S) as
desired. 
10.3.1. Injectivity of (10.2).
Proposition 10.8. The induction morphism (10.2) is a bijection of Pic(ParL −RL) with Pic′.
Again to prove this proposition we may assume 1 6∈ Ii for all i. It follows immediately from the
two lemmas below.
Lemma 10.9. Assume 1 6∈ Ii for all i. The composite
Pic(Par′n,N ,S)→ Pic(Parn,N ,S)→ Pic(Ω0(d, r,N , n, ~I)−R)
is an isomorphism.
Proof. We will construct an inverse of the mapping Pic(Par′n,N ,S)→ Pic(Ω0(d, r,N , n, ~I)−R). Take
a line bundle on Ω0(d, r,N , n, ~I)−R and extend it to Parn,N ,S . There are many choices here, any
two choices differ by linear combinations of D(a, j). There is a unique such extension which is in
Pic′(Par′n,N ,S) by Lemma 9.3 (that the failure is by 1 there is crucial). This gives the desired inverse.
The two composites are identity by easy inspection. 
Lemma 10.10. Assume 1 6∈ Ii for all i, The pullback map Pic(ParL−RL)→ Pic(Ω0(d, r,N , n, ~I)−
R)is an isomorphism.
Proof. The section i in (7.2) gives a section ParL−RL → Ω0(d, r,N , n, ~I)−R of the pullback map
(see the Proof of (8.1)). Therefore we need to show only that a line bundle A on Ω0(d, r,N , n, ~I)−R
which restricts via i to the trivial bundle on ParL −RL is itself trivial. We wish to propagate the
non-zero section of A on ParL − RL to a non-zero section on all of Ω0(d, r,N , n, ~I) − R. By the
Levification map ([BK16, Section 3.8]) we construct a map:
- A map φ : A1 × Ω0(d, r,N , n, ~I) → Ω0(d, r,N , n, ~I) such that φ0 equals Ω0(d, r,N , n, ~I) →
ParL followed by the section (where φt is the restriction of φ to t× Ω0(d, r,N , n, ~I)).
We have a section of A on ParL. Let x ∈ Ω0(d, r,N , n, ~I). We obtain a line bundle on A1 by
pulling back A along A1 → Ω0(d, r,N , n, ~I), x 7→ φ(t, x). This line bundle is Gm equivariant, with
trivial Mumford number at 0. It is therefore canonically trivial (since we have a given section at
t = 0). We therefore obtain a canonical element in Tx for any x. This shows T is trivial (see
[Bel19, Lemma 8.6])).
If T ∈ Pic′(F)deg=0, then it is easy to see thatM is in Picdeg=0(ParL −RL), since the degree on
both sides is the weight of the action of the center of the Levi subgroup in both cases. 
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10.3.2. Proof of property (P2). Property (P2) follows from Proposition 10.8 and the following:
Proposition 10.11. Suppose M∈ Picdeg=0(ParL −RL). Then
(a) Ind(M) ∈ Picdeg=0(Parn,N ,S).
(b) H0(ParL −RL,M)→ H0(Parn,N ,S , Ind(M)) is an isomorphism
(c) H0(ParL, Ind(M)|ParL)→ H0(ParL −RL,M) is also an isomorphism.
Proof. For part (a), let Ind(M) = B(~λ, `). Now Ind(M) restricted to ParL−RL lies in Picdeg=0(ParL−
RL), i.e., has index zero. The index is easily computed to be up to a multiple equal to the differ-
ence between the two sides of (10.1) (Note that multiplication by t on a vector bundle acts on the
determinant of cohomology by tχ, with χ the Euler characteristic of the vector bundle). Part(a)
follows.
Part (b) is a generalization of Prop. 8.1 (for M = O), and the proof is similar. The map in (c)
is obviously injective. Since we have maps (reduce first to the case 1 6∈ Ii for all i)
H0(ParL −RL,M)→ H0(Parn,N ,S , Ind(M))→ H0(ParL, Ind(M)|ParL)
the surjectivity follows. 
10.4. Proof of property (P3). We have a natural map
(10.4) Parr,O(−d),S × Parn−r,O(d−D),S → ParL.
Lemma 10.12. Pic+,deg=0Q (ParL)
∼→ Pic+Q(Parr,O(−d),S)× Pic+Q(Parn−r,O(d),S)
This result follows from Lemma 11.6 below applied to (10.4). It is necessary to take Q coefficients
above for the reverse map.
11. Formulas for induction
Definition 11.1. Let P˜arn,N ,S be the moduli stack of pairs (W, E) such thatW is a vector bundle on
P1 with determinant isomorphic to N (but we do not fix an isomorphism), and E ∈ FlS(W). There
is a morphism Parn,N ,S → P˜arn,N ,S surjective on objects but P˜arn,N ,S has more isomorphisms. It
is easy to see that this morphism is surjective on Picard groups (use Proposition 1.15).
The following follows from Lemma 11.6.
Lemma 11.2. (1) The Picard group of Pic(P˜arn,N ,S) is generated by line bundles B(~λ, `) where
~λ = (λ1, . . . , λs) is an s-tuple of weights for GL(n) (these are n tuples of integers without
any equivalence).
(2) Two such tuples (~λ, `) and (~µ, `′) give rise to the same element of Pic(P˜arn,N ,S), if ` = `′,
~λ = ~µ as representations of SL(n), and
∑
i∈S |λi| =
∑
i∈S |µi|.
11.1. Numerical objectives.
Lemma 11.3. The map
(11.1) ParL → P˜arr,O(−d),S × P˜arn−r,O(d−D),S
induces a surjection on Picard groups (the map Ψ in (11.2) below)
Proof. Using Prop. (1.15), it is easy to see that the composite of (11.1) and (10.4) is surjective on
Picard groups, and by Lemma 11.6, both (11.1) and (10.4) are surjective on Picard groups. 
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We have two numerical objectives.
(11.2) Pic(P˜arr,O(−d),S)⊗ Pic(P˜arn−r,O(d−D),S) Ψ→ Pic(ParL) Ind→ Pic(Parn,N ,S).
(O1) Describe the composite (11.2)
(O2) Let A ∈ Pic+Q(Parr,O(−d),S)×Pic+Q(Parn−r,O(d),S) = Pic+,deg=0Q (ParL) (Lemma 10.12)). Find
the inverse image of A under the map Ψ in (11.2)(tensored with rationals).
11.1.1. The numerical objective (O2). Given a A = B(~λ, `) ⊗ B(~µ,m) as above, normalise ~λ and
~ν (these are weights for the special linear group, so we can add 1 to all entries of any λi etc) so
that multiplication by t acts trivially on each of the two factors of A, i.e., −d +∑si=1 |λi|` = 0 and
d−D +∑si=1 |µi|m = 0. The lift to PicQ(P˜arr,O(−d),S)⊗ PicQ(P˜arn−r,O(d−D),S) is just the same line
bundle (note that the λi and µi may no longer be integral).
11.1.2. The numerical objective (O1). We first describe how to induce line bundles B(~λ, `)⊗B(~µ,m)
in Pic(P˜arr,O(−d),S) ⊗ Pic(P˜arn−r,O(d−D),S), with ` = m = 0, so that there are no determinant of
cohomology factors. We will define a line bundle B(~δ, 0) on Parn,N ,S as follows: Write Ij = {ij1 <
ij2 < · · · < ijr} and [n]− Ij = {kj1 < · · · < kjn−r} for j ∈ [s]. Let δjijc = λ
j
c for c ∈ [r] and δj
kjd
= νjd for
d ∈ [n− r].
Proposition 11.4.
Ind(B(~λ, 0)⊗ B(~µ, 0)) = B(~δ, 0)⊗O(
∑
b(a,j)D(a, j))
where the sum is over all the divisors D(a, j) in Theorem 1.22, and the b(a,j) are as follows:
(1) Suppose a > 1, then a ∈ Ij and a− 1 6∈ Ij. In this case, b(a,j) = δja − δja−1.
(2) If a = 1, then b(a,j) = δ
j
1 − δjn
Proof. The method follows the one used in [BK18]. Both sides of the desired equality restrict to the
same line bundle on the open subset Ω0(d, r,N , n, ~I)−R of Parn,N ,S . The difference is then a linear
combination of the divisors D(a, j) (which are the codimension one components of the complement).
But since the left hand side is in Pic′, the values of b(a,j) are as given. 
For the induction of the determinant of cohomology bundles from the factors we proceed as
follows. We know that the induction of a line bundle O(E) is zero whenever the support of E lies
inside the ramification divisor RL. The line bundle O(RL) is described in Proposition 11.5 below.
We define the terms that appear first.
Introduce λ1, . . . , λs highest weights for representations of GL(r) by λj = λ(Ij) using Def. 3.9.
Let A and B be line bundles on P˜arr,O(−d),S and P˜arn−r,O(d−D),S respectively given by
(1) The fiber of A over a point (V,F) ∈ P˜arr,O(−d),S is(
D(V∗)n−r ⊗ detVd−Dx ⊗
s⊗
i=1
(Lλi(Vpi , F pi• )))
(2) The fiber of B over a point (Q,G) ∈ P˜arn−r,O(d−D),S is(
D(T ∗)r ⊗ det T dx ⊗ L(λi)T (Tpi , G˜pi• )
))
where T = Q∗ and G˜ is the induced flag on T .
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See [BGM15, Section 11] and the references therein for a proof of the following result.
Proposition 11.5. The effective line bundle O(RL) on ParL is the pullback of the line bundle AB
on P˜arr,O(−d),S × P˜arn−r,O(d−D),S where A and B are as defined above.
Now dimH0(P˜arr,O(−d),S × P˜arn−r,O(d−D),S ,A  B) = 1 by Proposition 8.1. Let s = s1 ⊗ s2 be
a non-zero global section of the above space with s1 and s2 global sections of A and B respectively.
The zero set of the section s ⊗ 1 of A  B(~0, 0) = A  O lies inside RL. Since we have computed
the inductions of all but the determinant of cohomology factor of AO in Proposition 11.4, we get
a formula for the induction of the determinant of cohomology of the subbundle. One has a similar
formula for the induction of the determinant of cohomology of the quotient bundle (if 1 6∈ Ij for all
j, the product of the induction determinant of cohomology of the sub and the quotient will equal
B(~0, 1), which is equal to the determinant of the universal bundle on Parn,O,S).
11.2. A general stack theoretic statement. Let S be a connected Artin stack with a morphism
to the Picard stack of line bundles of degree d on a P1. Denote the map by x 7→ L(x). Also assume
that the action of C∗ on Pic(P1) by the action of z ∈ C∗ given by multiplication by zn (for some
fixed n) on the line bundle (and identity on P1) lifts to an action on S by isomorphisms.
Let S˜ be the stack that parameterizes objects x ∈ S together with an isomorphism γ : L(x) →
OP1(d). We get a morphism of stacks S˜ → S; examples include P˜arn,N ,S → Parn,N ,S , and also the
maps (11.1) and (10.4). We wish to compare the Picard groups of S and S˜ under the natural map.
(11.3) Pic(S)→ Pic(S˜)
(1) Let F be the line bundle on S with fiber at x given by L(s)p where p is any point of P1
(these line bundles are (non-canonically) isomorphic for all p ∈ P1: choose an isomorphism
L(x)→ OP1(d) and use a non-canonical map O(d)p → O(d)q). Clearly F maps to the trivial
bundle under (11.3).
(2) Every line bundle on S has an index corresponding to the action of C∗ (this number for F
is n). Let Pic(S)deg=0 be the subgroup of index 0.
Lemma 11.6. (i) The kernel of (11.3) is generated by F .
(ii) Pic(S)deg=0Q
∼→ PicQ(S˜), and similarly for the effective parts Pic(S)+,deg=0Q
∼→ Pic+Q(S˜).
Proof. Suppose the line bundle G on S pulls back to the trivial bundle on S˜ under (11.3). Therefore
for every choice of x and isomorphism η : L(x)→ OP1(d) we get a non zero element in s(x, η) ∈ L(x).
There is an isomorphism between the objects (x, η) and (x, tnη) of S˜ (induced by the C∗ action).
Therefore s(x, tnη) = tms(x, η) forcing m to be a multiple of n. It is easy to see that replacing G by
G ⊗ Fm/n we may assume that m = 0 and get that G is itself trivial. This proves (ii).
For (ii) let K be an arbitrary line bundle on S˜. Given x ∈ S choose an arbitrary isomorphism
η : L(x) → OP1(d). We will show that the fibers Knx,η and Knx,tη are canonically isomorphic for
any t ∈ C∗. We have given isomorphisms Kx,η → Kx,tnη. One gets an action of µn on Kx,η, which
is therefore trivial on the tensor power Kn. Let t′ be an nth root of t, we get an isomorphism
between Knx,η and Knx,tη by using the nth tensor power of the given isomorphism Kx,η → Kx,t′nη.
This isomorphism does not depend upon the choice of t′, since two choices have a ratio in µn. This
proves (ii). 
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11.3. Some remarks on induction in the case d = 0. Consider the open substack U of P˜arr,O,S
formed by bundles which are trivial. Let V ∈ U . We have a natural isomorphism H0(P1,V)→ Vx.
Since H1(P1,V) is trivial, we have D(V∗) ∼→ det(Vx). It is easy to see that the corresponding map
on P˜arr,O,S has a simple pole along the complement of U .
This plays a role in the analysis of the induction of D(V∗). Assume 1 6∈ Ii for any i. The induction
of D(V∗) will be exactly equal to the induction of det(Vx) as long as the locus L in Ω̂0(d, r,N , n, ~I)
where the subbundle is non-trivial is dimension ≥ 2. Clearly the locus L lies over points W of
Parn,O,S where the underlying bundle is degenerate. A count of the number of non-degenerate V
over W = O⊕n⊕O(1)⊕O(−1) (with general flags) was made in [BGM15, Section 9.6]. If ~λ are the
corresponding SL(r) weights, then the number of non-degenerate V is equal to the rank of SL(r)
conformal blocks of level n − r − 1. If this number is one, then there are no degenerate V, and
the induction of D(V∗) coincides with the induction of detV. If this number is zero, then the dual
situation in Gr(n − r, n) has the same properties as above so that the determinant of cohomology
of Q has a formula in terms of Q∗x. Since 1 6∈ Ii for any i, we have D(V∗) ⊗D(Q∗) = D(W∗), we
will then get formulas for D(V∗).
11.4. Vertices always lie on regular faces. The following easy property stated in the introduc-
tion shows that we have constructed all vertices of Ps(n).
Lemma 11.7. Any vertex of Ps(n) is on a wall given by equality in one of the inequalities (1.2),
with 〈σI1 , σI2 , . . . , σIs〉d = 1.
Proof. If a vertex ~a of Ps(n) is not on such a wall, then ~a is a vertex of ∆
s
n which is in Pn(s). Such
vertices correspond to scalar matrices ζmiI with
∑
mi a multiple of n, and ζ a primitive nth root
of unity.
Furthermore, any point of ∆sn in a suitable neighbourhood of ~a would again be in Pn(s), but
this is a contradiction because the only point in Ps(n) with first s − 1 coordinates equalling ζmiI,
i = 1, . . . , s−1 is ~a, since the entries of ~a correspond to central elements of SU(n) (such an argument
breaks down in other types). 
12. Examples
In the following we have computed Gromov-Witten numbers in the following way: Convert them
into ranks of conformal block bundles by cyclically shifting of the weights d times using the formulas
given in Section 3.4. The ranks of conformal blocks were computed using Swinarski’s software
package [Swi10].
12.1. An example from Gr(2, 4). Let I1 = {1, 4}, I2 = I3 = {1, 3}, and d = 1. The Gromov-
Witten number 〈σI1 , σI2 , σI3〉1 equals one by using formulas from Section 3.3. Consider the pair
(1, 4), and the divisor D(1, 4) this corresponds to J1 = J2 = J3 = {1, 3}, and d′ = 1. Writing
O(D(a, j)) = B(~λ, `), we find formulas for λ1 = λ2 = λ3 and ` using Theorem 1.23. The for-
mula for ` is 〈σJ1 , σJ2 , σJ3 , σJ4〉2 with J4 = {1, 3}. Using formulas from Section 3.3 again, we
get 〈σJ1 , σJ2 , σJ3 , σJ4〉2 = 〈σA, σA, σA, σA〉2,4 which in turns equals 〈σA, σA, σA, σA〉0,0 = 2, where
A = {2, 4}, the classical count of the number of lines passing through 4 general lines in space.
To compute λ1 we will need 〈σC , σJ2 , σJ3 , 〉1 and 〈σD, σJ2 , σJ3〉1 where C = {2, 3} and D = {1, 4}.
The latter number is already computed as one. The former is also easily computed to be one by
the formulas in Remark 3.3. Therefore λ1 = λ2 = λ3 = ω1 + ω3 = (2, 1, 1, 0). The vertex in P4(3)
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is (~a,~a,~a) with ~a = (1,0,0,−1)` = (
1
2 , 0, 0,−12). This vertex was first found in [Bel01, Section 7]. See
Section 4.5 for the rank 2 rigid unitary local system which corresponds to this vertex.
12.2. An example of Thaddeus. Consider the “non-abelian vertex” on page 25 of [Tha14]. Let
σ1 =
[
0 1
−1 0
]
, σ2 =
[ −√−1 0
0
√−1
]
, σ3 =
[
0
√−1√−1 0
]
.
The 8× 8 matrices
• A = diag(σ1,
√−1,−√−1,√−1,−√−1,−1,−1)
• B = diag(σ2,
√−1,−√−1,−1,−1,√−1,−√−1), and
• C = diag(σ2,−1,−1,
√−1,−√−1,√−1,−√−1)
multiply to the identity and correspond to a “non-abelian vertex” of P8(3). These matrices are
all conjugate to each other and correspond to the point a = (12 ,
1
4 ,
1
4 ,
1
4 ,−14 ,−14 ,−14 ,−12). The
point (a, a, a) ∈ P8(3) comes from one of our basic extremal rays for the data d = 2, Gr(4, 8),
I1 = {2, 3, 4, 7}, I2 = I3 = {1, 3, 4, 7} with a = 2 and j = 1. We compute 〈σI1 , σI2 , σI3〉2 = 1, and
the level ` is computed as 4, and
λ1 = λ2 = λ3 = (4, 3, 3, 3, 1, 1, 1, 0) = ω1 + 2ω4 + ω7.
It is easy to see that 1`κ(λ) = a.
12.3. The strange dual of Thaddeus’ example. We compute the strange dual of the data
consisting of λ1 = λ2 = λ3 = (4, 3, 3, 3, 1, 1, 1, 0) = ω1 + 2ω4 + ω7 at level ` = 4. The data of
A corresponding to the F-line bundle B(~λ, `) on Par8,O,S (by Theorem 1.3 and Prop. 3.13) is
µ1 = µ2 = µ3 = (7, 4, 4, 1) with n = 8. This point corresponds to a rigid, irreducible unitary local
system of rank 4 on P1−{p1, p2, p3}, with the same local monodromy (ζ−18 ,−1,−1, ζ8) at p1, p2, p3.
There are 3 distinct eigenvalues at each point. The rigidity equation (4.4) holds: 2 + (3− 2)42 =
3(22 + 12 + 12). This rigid local system belongs to the Goursat-III family of rigid local systems of
rank 4 (see Goursat’s 1886 paper [Gou86]).
There are only two distinct Galois conjugates of our local system on P1−{p1, p2, p3} corresponding
to ~a. Let ~b = (1/2, 1/2, 1/2, 1/4,−1/4,−1/2,−1/2,−1/2). The non-trivial Galois conjugate is the
point in ∆38 given by (
~b,~b,~b). One can check that this is not a point of P8(3) by a direct computation.
Hence the rigid local system corresponding to ~a has infinite global monodromy.
12.4. An irreducible rigid local system of rank 5. Consider the classical intersection number
corresponding to Gr(5, 8), I1 = {3, 4, 5, 7, 8}, I2 = I3 = {2, 3, 5, 6, 8}, d = 0. It is easy to verify using
the Littlewood-Richardson rule that this intersection number is one. So we are in a position to apply
Theorems 1.22 and 1.23 with (a, j) = (3, 1). Doing the enumerative computations of Theorem 1.23,
we find that ` = 5, λ1 = ω2+2ω5 = (3, 3, 2, 2, 2, 0, 0, 0) and λ
2 = λ3 = 2ω3+2ω6 = (4, 4, 4, 2, 2, 2, 0, 0)
(these are weights for SL(8) at level 5).
We now compute the corresponding unitary rigid local system: The corresponding data A is the
following: µ1 = (5, 5, 2, 0, 0), µ2 = µ3 = (6, 6, 3, 3, 0) and n = 8. There are 3 distinct eigenvalues at
each point with multiplicity decomposition 2, 2, 1 (hence the local system is not of hypergeometric
or Pochhammer type). The rigidity equation 3(22 + 22 + 12) = (3− 2)52 + 2, see (4.3) holds.
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12.5. An example that gives the determinant line bundle. Consider Gr(r, n) = Gr(1, 2),
I1 = {1}, I2 = I3 = {2} and d = 0. Consider D(1, 1) = B(~λ, `). Here d′ = −1 and J1 = J2 =
J3 = {2}. We immediately get λ1 = λ2 = λ3 = 0. The level ` is 〈σJ1 , σJ2 , σJ3 , σJ4〉−1+1 = 1 with
J4 = {1}. It is clear that the divisor D(1, 1) does not intersect the open part of Par2,O,S where
W is trivial. This is because the trivial vector bundles does not have subsheaves of degree 1. The
complement of this open subset is a divisor, which we have computed as D(1, 1).
12.6. A rank 6 rigid local system. This example is due to A. Wilson. In the context of Prop.
3.16, consider the cycle E = C(0, 3,O, 9, ~J) with S = 3 on Par9,O,S with J1 = {2, 6, 9}, J2 = J3 =
{3, 6, 9}. The line bundle O(E) = B(~λ, `) computed by Prop. 5.1 has ` = 6 and λ1 = 3ω2 + 2ω6 and
λ2 = λ3 = 2ω3 + 2ω6. The inequality in Prop. 3.16 (ii) holds and therefore the line bundle B(~λ, `) is
an F-line bundle on Par9,O,S . The corresponding unitary irreducible rigid local system is of rank 6
with multiplicity decompositions (3, 2, 1), (2, 2, 2) and (2, 2, 2) at p1, p2 and p3. The rigidity equation
4.2 holds: 62 + 2 = (32 + 22 + 12) + 2(22 + 22 + 22). The eigenvalues of the local monodromies at the
3 points are: at p1, ζ
2 (with multiplicity 3) ζ2 (multiplicity 2) and 1 with multiplicity 1; and at p2
and p3, the eigenvalues are ζ
3, ζ6 and 1 (with multiplicity 2 each). Here ζ = exp(2pi
√−1/9). The
multiplicity of one at the first point shows that the cycle is of the form O(D(1, 1)) for I1 = {1, 2, 6}
and I2 = I3 = {3, 6, 9}, d = 1 in Theorem 1.22 on Gr(3, 9).
12.7. An example of a vertex which is not an F-vertex. The following example of Ressayre
(reported in [Bel19, Section 10.5]) was made in the classical context: Consider G = SL(9), and
λ = ω8 + ω7 + ω3, µ = ν = ω6 + ω3. The ray Q≥0(λ, µ, ν) is an extremal ray of the tensor cone,
but the rank of (Vλ ⊗ Vµ ⊗ Vν)G is 2 > 1. When converted into a conformal block, the level is 4,
but the tuple (λ, µ, ν, 3) at level three has the same rank. Any level less than three will not lead
to a point in the fundamental alcove (for the first point) and therefore (λ, µ, ν, 3) gives an extremal
ray of Par9,O,S with |S| = 3 (use Remark 1.18, any expression of a multiple as a sum will need to
project to the trivial decomposition in the classical context, so one of the summands should be a
multiple of D, making the other summand have levels that violate (1.5) in Theorem 1.16 at the first
point), and hence (λ, µ, ν, 3) leads to a vertex of P8(3).
Analysing this example further as in [Bel19, Section 10.5], we take the classical intersection d = 0
and I1 = {3, 7, 8}, I2 = I3 = {3, 6, 9} in Gr(3, 9), and show that (λ, µ, ν, 3) is induced from the
extremal ray corresponding to SL(3), and the tuple (ω2, ω2, ω2, 1) (which is a basic extremal ray
coming from Theorem 1.22 for SL(3)).
13. Some classical irreducible rigid local systems
The hypergeometric functions nFn−1 which give rigid irreducible rank n local systems on P1 −
{0, 1,∞}, and the Pochhammer hypergeometric functions, which give irreducible rank n local sys-
tems on P1−{n+1 points}, are classically well-studied rigid local systems. We recall [BH89,Har94]
criteria for when these are unitary. The corresponding strange duals (Theorem 1.3) will give us
F-vertices of suitable Pk(3) and Pk(n + 1) respectively. This produces a rich collection of vertices
in the multiplicative eigenvalue problem. Note that n is now the rank of the rigid irreducible local
system, and not `.
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13.1. The hypergeometric functions nFn−1. Let α1, . . . , αn;β1, . . . , βn ∈ C. Let D = z ddz and
consider the differential equation
(13.1) z(D + α1) · · · (D + αn)F = (D + β1 − 1) · · · (D + βn − 1)F
By classical theory this is a differential equation with regular singularities, which are at 0, 1,∞.
The local exponents are 1− β1, . . . , 1− βn at z = 0, α1, . . . , αn, at z =∞ and 0, 1, . . . , n− 2,−1 +∑n
i=1(βi − αi) at z = 1 (the local monodromies are exp(2pi
√−1x) where x runs through the local
exponents).
Definition 13.1. For α ∈ R define its fractional part 〈α〉 by 〈α〉 = α− bαc.
Theorem 13.2. [BH89, Corollary 4.7] The monodromy of the differential equation (13.1) can be
conjugated to the unitary group U(n) if and only if the αi and βi are real, and either of the following
interlacing conditions hold:
〈α1〉 < 〈β1〉 < 〈α2〉 < 〈β2〉 < · · · < 〈αn〉 < 〈βn〉, or 〈β1〉 < 〈α1〉 < 〈β2〉 < 〈α2〉 < · · · < 〈βn〉 < 〈αn〉
13.1.1. An example. Take n = 2 and (α1, α2) = (
1
4 ,
3
4) and (β1, β2) = (
1
2 , 1). The corresponding
local system has exponents 12 , 0 at z = 0,
1
4 ,
3
4 , at z = ∞ and 0,−12 at z = 1. Using this data
as A in Theorem 1.3, we compute v(A), an F-vertex of P4(3): It has components (12 , 0, 0,−12) and
(14 ,
1
4 ,−14 ,−14). Multiplying the second and third conjugacy classes by i and −i respectively, we find
same vertex as the one in Section 12.1.
13.2. The Pochhammer equation. Let t1, . . . , tn be n distinct points in P1\∞, and let λ1, . . . , λn, ρ
be complex numbers satisfying
∑n
i=1 λi 6= nρ. Let
A(λ, ρ) =

λ1 λ1 − ρ . . . λ1 − ρ
λ2 − ρ λ2 . . . λ2 − ρ
...
...
...
...
λn − ρ λn − ρ . . . λn
 , T =

t1 0 . . . 0
0 t2 . . . 0
...
...
...
...
0 0 . . . tn

The system of equations, with Y = (y1(z), . . . , yn(z))
T
(13.2) (z − T )dY
dz
= A(λ, ρ)Y
is the Pochhammer system of rank n, and is known to have regular singularities. The exponents at
ti are 0 with multiplicity n−1 and λi with multiplicity 1, and the local exponents at∞ are −ρ with
multiplicity n− 1 and −ρ′ of multiplicity 1 where ρ′ = ∑ni=1 λi − (n− 1)ρ.
The corresponding local system is irreducible if and only if λ1 − ρ, λ2 − ρ, . . . , λn − ρ, ρ, ρ′ are
all not in Z [Har94, Proposition 1.3]. We will assume that this is indeed the case. In this case
the monodromy group can be conjugated to U(n), by a result of Haraoka, if and only if one of the
following conditions holds [Har94, Proposition 1.5]
(1) 〈ρ〉 < 〈λj〉, j = 1, . . . , n and
∑n
j=1〈λj〉 < (n− 1)〈ρ〉+ 1, or
(2) 〈ρ〉 > 〈λj〉, j = 1, . . . , n and (n− 1)〈ρ〉 <
∑n
j=1〈λj〉.
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13.2.1. An example. Let n = 3, λ1 = λ2 = λ3 =
1
3 and ρ =
1
6 . The first of the conditions
above is satisfied, and hence the monodromy is unitary. Now ρ′ = 1 − 2ρ = 23 . The local mon-
odromies in Theorem 1.3 (i.e., the exponents) are (0, 0, 26) at t1, t2 and t3 and (−16 ,−16 ,−46) at
∞. The conjugacy class data is n = 6, µ1 = µ2 = µ3 = (2, 0, 0) and µ4 = (5, 5, 2). This
gives λ1 = λ2 = λ3 = (1, 1, 0, 0, 0, 0) = ω2, and λ
4 = (3, 3, 2, 2, 2, 0) = ω2 + 2ω5 at level 3.
Now κ(ω2/3) = (1/3, 1/3, 0, 0, 0, 0) − 1/9(1, 1, 1, 1, 1, 1) = (2/9, 2/9,−1/9,−1/9,−1/9,−1/9) and
κ(λ4/3) = (1, 1, 2/3, 2/3, 2/3, 0)− 2/3(1, 1, 1, 1, 1, 1) = (1/3, 1/3, 0, 0, 0,−2/3).
The point (κ(λ1/3), κ(λ2/3), κ(λ3/3), κ(λ4/3)) is an F-vertex of P6(4).
Remark 13.3. Consider a Pochhammer rigid local system whose local monodromies are mth roots
of unity. Write ρ = ρ˜/m+ bρc and λj = λ˜j/m+ bλjc, with integers 0 ≤ ρ˜ < m and 0 ≤ λ˜j < m.
Assume we are in the first case above. We then have λ˜j = ρ˜ + uj for integers uj > 0, and the
second condition becomes
∑n
j=1 uj < m− u˜. Since n ≤
∑n
j=1 uj, we get that n ≤ m−2. If we are in
the second case, we reach the same conclusion: Write λ˜j = ρ˜− uj for integers uj > 0. The second
condition becomes 0 < ρ˜−∑uj, or that ∑nj=1 uj < ρ˜ ≤ m− 1, so that n ≤ m− 2 again.
The rank of a Pochhammer unitary rigid local system is therefore no more than m− 2, assuming
that all local monodromies are mth roots of unity. The condition that the rigid local system is unitary
is essential for this conclusion. For the hypergeometric local systems, using [BH89, Corollary 4.7]
we reach a similar conclusion: The rank of a hypergeometric unitary rigid local system is no more
than m/2, assuming that all local monodromies are mth roots of unity (see Remark 4.6).
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