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Реальные объекты слишком сложны, поэтому для их исследова-
ния создают различные модели. С одной стороны, в каждой из них 
необходимо отразить существенные черты реального объекта. Но с 
другой – модели должны быть доступными для изучения, т.е. не 
слишком сложными, что приводит к упрощенным копиям реально-
го мира. В силу такой двойственности задачи составление моделей 
во многом является искусством. Чем удачнее построена модель, тем 
полезнее вытекающие из этого исследования выводы и рекоменда-
ции. Составление математических моделей и называется математи-
ческим моделированием. 
Методические указания и задания к курсовой работе по теме 
«Экономико-математические модели и методы в задачах управле-
ния и планирования» помогут студентам освоить задачи оптимиза-
ции наиболее важной области математических моделей и методов. 
Применение методов оптимизации предполагает предварительное 
описание некоторого объекта или процесса, составление его мате-
матической модели, выбор соответствующего математического ме-
тода решения, его алгоритмическую реализацию, а также анализ 
результатов решения. 
В данном издании авторы в сжатой и доступной форме изложили 
теоретический материал по курсу «Экономико-математические мо-
дели и методы». Основные теоретические положения наглядно про-
иллюстрированы решением большого числа примеров и задач. Не-
которые задания подобраны таким образом, чтобы можно было са-
мих себя проконтролировать, овладев при этом необходимыми зна-
ниями. Если в ходе усвоения материала возникнут вопросы, можно 
задать их на консультациях, которые будут проводиться по суббо-
там. Авторы надеются, что данное пособие поможет студентам са-
мостоятельно выполнить курсовую работу по экономико-
математическим моделям и методам в задачах управления и плани-
рования и успешно справиться с экзаменом. 
Все замечания и предложения, которые будут использованы для 
более эффективной работы над новыми пособиями и доработке 







Тема 1. Линейное программирование 
  
Задачи планирования и управления, их математические модели. 
Общая постановка задач оптимизации. Различные формы записи за-
дач линейного программирования (ЛП) и их эквивалентность. Гео-
метрическая интерпретация и графическое решение задач ЛП. Свой-
ства решений задач ЛП. Нахождение начального опорного плана. 
Симплексный метод решения задач ЛП. Метод искусственного базиса. 
Двойственность в ЛП. Построение пары взаимно двойственных 
задач. Основные теоремы двойственности. Экономический смысл 
двойственных переменных. Двойственный симплекс-метод.  
 
Тема 2. Специальные задачи линейного программирования 
 
Математические модели задач транспортного типа. Открытая и 
закрытая модели транспортной задачи (ТЗ). Построение начального 
опорного плана. Метод потенциалов решения ТЗ. Критерий опти-
мальности. 
Элементы теории матричных игр. Решение игры в чистых стра-
тегиях. Смешанные стратегии. Решение матричных игр в смешан-
ных стратегиях путем сведения к паре двойственных задач ЛП. 
Основные понятия теории графов. Элементы сетевого планиро-
вания. Построение сетевого графика и вычисление временных ха-
рактеристик. 
Задача о кратчайшем пути на сети. Алгоритм Дийкстры. 
Потоки на сетях. Постановка задачи о максимальном потоке. 
Понятие разреза в сети. Алгоритм ФордаФалкерсона для построе-
ния максимального потока. 
 
Т Е М А  1.  ЛИНЕЙНОЕ  ПРОГРАММИРОВАНИЕ 
  
1.1. Математические модели задач планирования и управления. 
Общая постановка задач оптимизации 
 
Математическое программирование – это область математики, 
разрабатывающая теорию и численные методы решения задач на 
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экстремум функции многих переменных с ограничениями на об-
ласть изменения этих переменных.  
Для практического решения экономической задачи математиче-
скими методами ее прежде всего следует записать с помощью ма-
тематических выражений (уравнений, неравенств и т.п.), т.е. соста-
вить экономико-математическую модель данной задачи. Для этого 
необходимо: 
1) ввести переменные величины 1x , 2x , …, nx , числовые значе-
ния которых однозначно определяют одно из возможных состояний 
исследуемого явления; 
2) выразить взаимосвязи (присущие исследуемому параметру) в 
виде математических ограничений (уравнений, неравенств), нала-
гаемых на неизвестные величины. Эти соотношения определяют 
систему ограничений задачи, которая образует область допусти-
мых решений (область экономических возможностей). Решение 
(план) Х = ( 1x , 2x , …, nx ), удовлетворяющее системе ограничений 
задачи, называют допустимым (базисным); 
3) записать критерий оптимальности в форме целевой функции  
z = z(X), которая позволяет выбрать наилучший вариант из множе-
ства возможных; 
4) составить математическую формулировку задачи отыскания 
экстремума целевой функции при условии выполнения ограниче-
ний, накладываемых на переменные. Допустимый план, достав-
ляющий целевой функции экстремальное значение, называется оп-
тимальным и обозначается optX  или Х
 *. 
Составим, например, математическую модель следующей задачи. 
 
Пример 1. Пошивочный цех изготавливает три вида обуви из 
поступающих из раскройного цеха заготовок. Расход заготовок на 
пару обуви каждого вида, запасы заготовок, а также прибыль, полу-
чаемая фабрикой при реализации пары обуви каждого вида, заданы 
в табл. 1.1. Сколько пар обуви каждого вида следует выпускать 
фабрике для получения максимальной прибыли при условии, что 











А В С 
Запасы 
заготовок, ед. 
I 1 2 - 12 
II 1 - 1 4 
III 2 2 - 14 
Прибыль, ден. ед. 3 2 1  
 
Решение. Чтобы сформулировать эту задачу математически, 
обозначим через 1x , 2x , 3x  количество пар обуви соответственно 
видов А, В и С, которое необходимо выпускать фабрике для полу-
чения максимальной прибыли. Согласно условиям задачи прибыль 
от выпуска обуви вида А составит 13x  ден. ед., от вида В  22x   ден. 
ед., от вида С  3x  ден. ед. Следовательно, целевая функция при-
были z выразится формулой 
 
max23 321  xxxz . 
 
Поскольку переменные x1, x2 и x3 определяют количество пар 
обуви, они не могут быть отрицательными, т. е. 
 
01 x , 02 x , 03 x . 
 
Согласно условиям задачи на изготовление всей обуви будет ис-
пользовано 21 2xx   заготовок 1-го вида. А так как запасы загото-
вок 1-го вида составляют 12 штук, то должно выполняться неравен-
ство 122 21  xx . 
На изготовление всей обуви будет использовано 31 xx   загото-
вок 2-го вида. Но так как по условию задачи запасы заготовок 2-го 
вида необходимо израсходовать полностью, то должно выполняться 
равенство 31 xx  = 4. 
Аналогично для заготовок 3-го вида должно выполняться нера-
венство 1422 21  xx . 
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Итак, задача состоит в том, чтобы найти неотрицательные зна-
чения 1x , 2x  и 3x , удовлетворяющие системе ограничений и мак-
симизирующие целевую функцию z .  
 
1.2. Различные формы записи  
задач линейного программирования и их эквивалентность. 
Приведение задачи к каноническому виду  
 
1.2.1. Каноническая форма записи  
задач линейного программирования 
 
























 (система ограничений),     (1.2) 
0jx , nj ,1    (ограничения на переменные).                      (1.3) 


























  матрица коэффициентов сис-
темы ограничений; 












































  матрица-столбец неизвестных. 
 
Тогда каноническую форму записи задачи ЛП (1.1)–(1.3) можно 
представить в следующем матричном виде, эквивалентном перво-
начальному: 
 
 Z = C X  max, (1.4) 
 
 A X = B,                   (1.5) 
 
 X  O.   (1.6) 
 
где О  нулевая матрица-столбец той же размерности, что и матрица Х. 
 
Замечание. Не ограничивая общности, можно полагать, что свободные члены 
неотрицательны, т.е. bi  0,  i = m,1  (иначе ограничительные уравнения можно 
умножить на (–1)). 
 
1.2.2. Симметричная форма записи  
















,  i = m,1 , 















,  i = m,1 , 
0jx , nj ,1 . 
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1.2.3. Общая задача линейного программирования 
 






























,   i = mm ,12  ,  (1.10) 
 0jx , 1,1 nj  ,  (1.11) 
 jx   произвольного знака,  j = nn ,11  . (1.12) 
 
1.2.4. Приведение задачи к каноническому виду 
 
Задачи ЛП могут представляться по-разному, но все их можно 
привести к каноническому виду, в котором целевая функция z 
должна быть максимизирована, а все ограничения должны быть за-
даны в виде равенств с неотрицательными переменными. Приведем 
произвольную задачу ЛП (1.7)–(1.12) к каноническому виду, ис-
пользуя следующие правила:  
1) минимизация целевой функции z равносильна максимизации 
целевой функции (–z). Так, если целевая функция исходной задачи 
исследуется на минимум, т.е. z  min, то можно рассмотреть функ-
цию с противоположным знаком, которая будет стремиться к мак-
симуму:   
z  max; 
 
2) ограничения-неравенства вида ininii bxaxaxa  2211  
преобразуются в ограничения-равенства путем прибавления к ле-
вым частям дополнительных (балансовых) неотрицательных пере-
менных inx   0: 
iinninii bxxaxaxa  2211 , i = 1,1 m ; 
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3) ограничения-неравенства вида ininii bxaxaxa  2211  
преобразуются в ограничения-равенства путем вычитания от левых 
частей дополнительных неотрицательных переменных inx    0: 
 
iinninii bxxaxaxa  2211 , i = 21 ,1 mm  ; 
  
4) дополнительные переменные в целевую функцию вводятся с 
коэффициентами, равными нулю:   
 
,0inc  2,1 mi  ; 
 










Замечание. Вводимые дополнительные переменные имеют определенный эко-
номический смысл, прямо связанный с содержанием задачи. Так, в задачах об ис-
пользовании ресурсов они показывают величину неиспользованного ресурса, в 
задачах о смесях – потребление соответствующего компонента сверх нормы. 
 
Пример 2. Привести математическую модель задачи из примера 
1 к каноническому виду: 
 



















.3,1,0  jx j  
 
Решение. Целевая функция и неравенства являются линейными. 
Следовательно, это задача линейного программирования. Приведем 
ее к каноническому виду, прибавляя к левым частям первого и 
третьего ограничений по одной дополнительной неотрицательной 
переменной ( 4x  и 5x  соответственно). При этом получим равенст-
ва. Второе ограничение оставим без изменений, так как оно уже яв-
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ляется равенством. Дополнительные переменные введем в целевую 
функцию с нулевыми коэффициентами. Целевая функция при этом 
не изменится, так как исследуется на максимум. В результате полу-
чим следующую каноническую форму задачи линейного програм-
мирования: 
 
max0023 54321  xxxxxz  
 




















.5,1,0  jx j  
 
Заметим, что сформулированная задача эквивалентна исходной. 
Другими словами, значения переменных 1x , 2x  и 3x  в оптимальном 
решении последней задачи являются оптимальными и для исходной. 
 
1.3. Нахождение начального опорного плана  
задачи линейного программирования 
 
1. Пусть в системе ограничений имеется единичный неотри-
цательный базис. Например, задача ЛП имеет вид 
 














,...            
.................................................................
,...              











jx   0,  j = n,1 , 
ib   0,  i = m,1 . 
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Говорят, что ограничение-равенство канонической задачи ЛП 
имеет предпочтительный вид, если при неотрицательности его пра-
вой части ( ib   0, i = m,1 ) левая часть содержит переменную с еди-
ничным коэффициентом, которая во все остальные ограничения 
входит с коэффициентами, равными нулю. Если каждое ограниче-
ние канонической задачи ЛП имеет предпочтительный вид (т.е. 
система ограничений приведена к единичному неотрицательному 
базису), то начальный опорный план (т.е. неотрицательное базисное 
решение) строится следующим образом. Предпочтительные пере-
менные выбираются в качестве базисных, а все остальные – в каче-
стве свободных переменных. Свободные переменные приравнива-
ются нулю: 0jx , nmj ,1 , тогда базисные переменные будут 
равны свободным членам: jj bx  , mj ,1 . Начальный опорный 
план задачи будет иметь вид  
 






Пример 3. Найти начальный опорный план задачи, приведенной 
к каноническому виду:  
 




















.5,1,0  jx j  
 
Решение. Все ограничения системы имеют предпочтительный 
вид. В первом ограничении предпочтительной (или базисной) явля-
ется переменная 4x , во втором – 3x , в третьем – 5x  (так как они 
входят лишь в одно из уравнений с коэффициентом, равным едини-
це). Следовательно, система приведена к положительному единич-
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ному базису. Для получения опорного решения надо свободные пе-
ременные 1x , 2x  приравнять нулю, а базисные переменные 3x , 4x , 
5x  – свободным членам, т.е. 
 
1x  = 0, 2x  = 0   4x  = 12, 3x  = 4, 5x  = 14. 
 
Тогда начальный опорный план задачи Х 0 = (0; 0; 4; 12; 14), а зна-
чение целевой функции в этой точке )( 0Xz  = 4410203  . 
2. Пусть задача ЛП представлена в симметричном виде, т.е. 
 

























0jx , nj ,1 , 
0ib , mi ,1 . 
 
Привести систему ограничений к единичному неотрицательному 
базису можно, прибавляя к левым частям ограничительных нера-
венств балансовые неотрицательные переменные 0inx , mi ,1 : 
 














,                    ...
..................................................................................
,                         ...











0jx , mnj  ,1 , 
0ib , mi ,1 . 
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Полученная система ограничений эквивалентна исходной и име-
ет предпочтительный вид. Аналогично свободные переменные при-
равниваются нулю, а предпочтительные (базисные) переменные 
равны свободным членам. Начальный опорный план задачи будет 






 , 0)( 0 Xz . 
 
3. Пусть задача ЛП представлена в следующей симметричной 
форме: 
 

























0jx , nj ,1 , 
0ib , mi ,1 . 
 
Привести задачу к каноническому виду можно, рассматривая це-
левую функцию с противоположным знаком и вычитая из левых час-
тей системы ограничений балансовые переменные 0inx , mi ,1 : 
 














,                     ...
..................................................................................
,                          ...











0jx , mnj  ,1 , 
0ib , mi ,1 . 
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 , 0)( 0 Xz . 
 
будет являться базисным решением задачи и называться псевдопла-
ном. Псевдоплан не может быть опорным решением, так как содер-
жит отрицательные компоненты. 
4. Пусть задача ЛП приведена к каноническому виду, однако 
система ограничений не имеет единичного неотрицательного базиса: 
 

























0jx , nj ,1 , 
0ib , mi ,1 . 
 
Для получения предпочтительного вида вводят неотрицательные 
искусственные переменные и рассматривают вспомогательную w-
задачу: 
 














,                      ...
..................................................................................
,                           ...
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mbbbXw  210)( . 
 
Замечание. Если некоторые из ограничительных уравнений системы имеют 
предпочтительный вид (т.е. содержат базисную переменную), то искусственные 
переменные в них не вводят (что упрощает решение задачи). 
 
1.4. Геометрическая интерпретация и графическое решение  
задач линейного программирования 
 
Рассмотрим задачу линейного программирования симметрично-
го вида относительно двух переменных: 
 























  (1.14) 
 
 0jx ,  j = 1,2.  (1.15) 
 
1.4.1. Геометрическая интерпретация  
области допустимых значений 
 
1. Любое из неравенств (1.14) на плоскости Ох1х2 определяет не-
которую полуплоскость. 
2. Система неравенств (1.14)(1.15) определяет выпуклое множе-
ство (выпуклый многоугольник, неограниченную выпуклую много-
угольную область, пустую область или точку), которое совпадает с 




1.4.2. Геометрическая интерпретация целевой функции 
 
1. Уравнение 2211 xcxcz   при фиксированном значении 
0zz   определяет на плоскости 21xOx  прямую 22110 xcxcz  . 
При изменении z получают семейство параллельных прямых, назы-
ваемых линиями уровня.  
2. Вектор коэффициентов целевой функции );( 21 ccc 

 назы-
вается градиентом функции. Он перпендикулярен линиям уровня. 
3. Градиент функции );( 21 ccc 

 показывает направление наи-
большего возрастания целевой функции. 
4. Антиградиент );( 21 ccc 

 показывает направление 
наибольшего убывания целевой функции. 
 
1.4.3. Графическое решение задач 
линейного программирования 
 
Суть графического метода решения задач ЛП основывается на 
следующих утверждениях: 
1) совокупность опорных планов задачи ЛП совпадает с систе-
мой вершин многогранника решений; 
2) целевая функция достигает оптимального значения в вершине 
многогранника решений.  
Для практического решения задачи (1.13) – (1.15) необходимо:  
1) построить с учетом системы ограничений область допустимых 
решений D (многогранник планов); 
2) построить вектор градиента c

; 
3) построить перпендикулярно к нему в области допустимых 
решений одну из прямых семейства z = const; 
4) искомая точка экстремума optX  найдется параллельным пе-
ремещением вспомогательной прямой z = const в направлении век-
тора c

 (если ищется maxz ) и в направлении вектора c

  (если 
ищется minz ); 
5) координаты точки optX  можно определить, решив совместно 
уравнения прямых, пересекающихся в этой точке, или по чертежу. 
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Замечание. Если оптимальное значение целевая функция принимает более чем в 
одной вершине, то она принимает его во всякой точке, являющейся выпуклой линейной 
комбинацией этих вершин. Выпуклой линейной комбинацией точек 1X , 2X , …, kX  







1,  0i ,  i = k,1 . 
 
1.4.4. Задача со многими переменными 
 
Задачу со многими переменными можно решить графически, ес-
ли в ее канонической записи присутствуют не более двух свобод-
ных переменных. Чтобы решить такую задачу, необходимо: 
1) выделить некоторый базис переменных в системе ограничи-
тельных уравнений; 
2) опустить базисные переменные и перейти к эквивалентной 
системе неравенств; 
3) выразить целевую функцию через свободные переменные; 
4) полученную двумерную задачу рушить обычным графиче-
ским способом; 
5) найдя две координаты оптимального решения, подставить их 
в ограничительные уравнения и определить остальные координаты 
оптимального плана. 
Пример 4. Решить задачу линейного программирования из при-
мера 1 графическим способом: 
 
         max23 321  xxxz , 


















         .3,1,0  jx j  
 
Решение. Это задача с тремя переменными. Ее можно решить 
графически, если в канонической или симметричной записи будет 
присутствовать не более двух свободных переменных. Приведем 
данную задачу к симметричному виду. Для этого из 2-го уравнения 
выразим базисную переменную 3x :  
 
13 4 xx  , 
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подставим ее значение в целевую функцию: 
 
max42242323 21121321  xxxxxxxxz . 
 
Так как 03 x , то 04 1  x , что равносильно неравенству 




















01 x , 02 x . 
 
Полученную двумерную задачу решим обычным графическим 
способом.  
1. Так как 01 x , 02 x , то область допустимых решений бу-
дет находиться в первой координатной четверти. На плоскости 

















































 означает, что прямая 
линия отсекает на оси 1Ox  отрезок длиной a, а на оси 2Ox   отре-
зок длиной b.) 
2. Относительно каждой прямой определим полуплоскость, со-





















Чтобы определить полуплоскость, соответствующую 1-му нера-
венству 122 21  xx , возьмем точку, не лежащую на прямой 
122 21  xx  (например, (0; 0)), и подставим ее в неравенство 
122 21  xx  ( 0 + 2  0  12  0  12 ). Если неравенство выполня-
ется, то точка принадлежит данной полуплоскости, в противном 
случае  не принадлежит. В нашем примере неравенство 
122 21  xx  определяет полуплоскость, лежащую ниже прямой 
1l : 122 21  xx .  
3. Построим вектор градиента )2;2(c

, т.е. соединим точки 
начала (0; 0) и конца (2; 2) стрелкой. Перпендикулярно к нему по-
строим одну из прямых семейства const422 21  xxz . На-
пример, при 121  xx  получим z = 8. Заметим, что эта прямая па-
раллельна 3l : 1422 21  xx . 
4. Вспомогательную прямую z = 8 будем параллельно переме-
щать в направлении вектора c

 (так как ищется maxz ) до последней 
точки пересечения с областью допустимых решений D. В нашем 
случае прямая maxz  совпадает с прямой 3l : 1422 21  xx . Поэто-
му  искомых точек экстремума optX  будет множество: все точки 
отрезка [ 1optX ; 
2
optX ]. Координаты точек 
1
optX  и 
2
optX  можно оп-
ределить по рис. 1.1: 1optX  = (2; 5) и 
2
optX  = (4; 3). Но так как пер-
воначальная задача имеет три неизвестные, то 3x  найдем, подста-
вив значение переменной 1x  во 2-е ограничительное уравнение:  
1) для 1optX = (2; 5) получим: 2244 13  xx   
1
optX =  
= (2; 5; 2); 
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2) для 2optX = (4; 3) получим: 0444 13  xx   
2
optX =  






5. Для аналитической записи любого оптимального решения 
optX  необходимо составить выпуклую линейную комбинацию 
опорных решений 1optX  и 
2




2 optX , где 
121   и 01  , 02  . Следовательно, 
 
)2;35;42()0;3;4()4;5;2( 1212121 optX , 
 
где 121   и 01  , 02  . 
Тогда  
 
maxz  = z(
1





Итак, чтобы получить максимальную прибыль, равную 18 ден. 
ед., фабрике необходимо:  
1) по 1optX : выпускать 2 пары обуви вида А, 5 пар обуви вида В и 
2 пары обуви вида С. При этом заготовки 1-го и 3-го видов будут 
израсходованы полностью (так как *4x  = 0 и 
*
5x  = 0). 
2) по 2optX : выпускать 4 пары обуви вида А, 3 пары обуви вида В 
и не выпускать обувь вида С. При этом 2 заготовки 1-го вида (из 12) 
будут не использованы (так как *4x  = 2), а заготовки 3-го вида будут 
израсходованы полностью (поскольку *5x  = 0). 
 
1.5. Симплекс-метод решения задач  
линейного программирования  
 
Одним из универсальных методов решения задач ЛП является 
симплекс-метод или метод последовательного улучшения плана. 
Если задача разрешима, то ее оптимальный план совпадает, по 
крайней мере, с одним из опорных решений системы ограничений. 
Именно этот опорный план и отыскивается симплекс-методом в ре-
зультате упорядоченного перебора опорных решений. Упорядочен-
ность понимается в том смысле, что при переходе от одного опор-
ного плана к другому соответствующие им значения целевой функ-
ции возрастают (или, по крайней мере, не убывают). Так как общее 
число опорных решений конечно, то через определенное число ша-
гов будет либо найден оптимальный опорный план, либо установ-
лена неразрешимость задачи. Чтобы получить новый опорный план, 
первоначальный базис преобразовывают в новый. Для этого из пер-
воначального базиса удаляют некоторую базисную переменную и 
вместо нее вводят другую из группы свободных. 
С геометрической точки зрения перебор опорных планов можно 
толковать как переход по ребрам от одной вершины многогранника 
решений к другой по направлению к вершине optX , в которой це-





1.5.1. Этапы решения задачи ЛП симплекс-методом 
 
Решение задачи ЛП складывается из нескольких этапов: 
1. Задача должна быть приведена к каноническому виду, притом 
все элементы столбца свободных членов должны быть неотрица-
тельными. 
2. Найден начальный опорный план задачи. 
3. Целевая функция выражена через свободные переменные и 
максимизирована. 
4. По симплексному методу находится оптимальный план задачи. 
 
1.5.2. Нахождение оптимального опорного плана 
 
Пусть система ограничений имеет предпочтительный вид, т.е. 
найден начальный опорный план задачи. Не ограничивая общности, 
предположим: 
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0jx , nj ,1 , 
0ib , mi ,1 . 
 
Исключим базисные переменные из целевой функции. Для этого 
выразим их через свободные переменные из системы ограничитель-
ных уравнений:  
 
)...( 11 ninmimii xaxabx   , 0jx , nj ,1 , 
 
и подставим в выражение функции z. Получим приведенные коэф-
фициенты целевой функции:  
 
z = z0 –   11 mm xc 22  mm xc – … – nmnm xc   max. 
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Составим исходную симплекс-таблицу, записывая приведенные 
коэффициенты целевой функции в z-строку с противоположными 
знаками, а константу z0 со своим знаком.  
            
Симплекс-таблица  
 
Б З x1 x2 … mx  1mx  … kmx   … nx  
x1 b1 1 0 … 0 1,1 ma  … kma ,1  … na1  
x2 b2 0 1 … 0 1,2 ma  … kma ,2  … na2  
… … … … … … … … … … … 
lx  lb  0 0 … 0 lmla ,  … kmla ,  … nla  
… … … … … … … … … … … 
mx  mb  0 0 … 1 1, mma … kmma , … nma  
z z0 0 0 … 0 mc  … kmc   … nc  
 
1. Если в z-строке симплекс-таблицы, содержащей некоторый 
опорный план, нет отрицательных элементов (не считая свободного 
члена z0), то данный план оптимален и задача решена. К тому же, ес-
ли в z-строке симплексной таблицы, содержащей оптимальный план, 
нет нулевых элементов (не считая z0 и элементов, соответствующих 
базису), то оптимальный план единственный. Если же в z-строке по-
следней симплексной таблицы, содержащей оптимальный план, есть 
хотя бы один нулевой элемент, соответствующий свободной пере-
менной, то задача ЛП имеет бесконечное множество решений. 
2. Если в z-строке есть хотя бы один отрицательный элемент (не 
считая z0), а в любом столбце с таким элементом есть хотя бы один 
положительный, то можно перейти к новому опорному плану, более 
близкому к оптимальному. Для этого столбец с отрицательным эле-
ментом kmc   в z-строке берут за разрешающий (если в z-строке от-
рицательных элементов несколько, то за разрешающий выбирают 
столбец с наименьшим элементом). Следовательно, столбец с номе-
ром m + k станет ведущим или разрешающим и переменная kmx   
будет включена в базис. 
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3. Среди элементов ведущего столбца находят положительные. 
Если таковых нет, то задача не имеет решений в силу неограничен-
ности целевой функции (z  ).  
4. Для положительных элементов kmia ,  подсчитывают сим-
плексные отношения (отношения свободных членов к соответст-
вующим положительным элементам ведущего столбца) kmii ab , , 
i = m,1 , и выбирают среди них наименьшее. Пусть минимальное 
симплексное отношение будет в строке l. Строка с номером l станет 
ведущей (разрешающей), а элемент kmla ,   ведущим. Переменная 
lx  выйдет из базиса. 
5. Выполняют одну итерацию по замещению базисной перемен-
ной методом ЖорданаГаусса. Строят новую симплексную таблицу 
и переходят к первому пункту. 
 
Замечание. Опорное решение называется невырожденным, если все его ком-
поненты положительные, в противном случае оно называется вырожденным. Зада-
ча ЛП называется невырожденной, если все ее опорные планы невырожденные. 
Если среди опорных решений есть хотя бы одно вырожденное, то задача называет-
ся вырожденной. В этом случае возможен вариант, когда значение целевой функ-
ции при переходе от одного опорного плана к другому не улучшится и может про-
изойти так называемое зацикливание. Для избежания этого фактора изменяют по-
следовательность вычислений путем изменения разрешающего столбца. 
 
Рассмотрим симплекс-метод и метод замещения ЖорданаГаус-
са на примере. 
Пример 5. Решить задачу ЛП из примера 1 симплекс-методом: 
 


















.3,1,0  jx j  
 
Решение. Исходные данные: 
1) задача приведена к каноническому виду, притом все элементы 
столбца свободных членов неотрицательны (см. пример 2): 
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5,1,0  jx j ; 
 
2) найден начальный опорный план задачи (см. пример 3): 
 
Х0 = (0; 0; 4; 12; 14), z(Х0) = 3  0 + 2  0 + 1  4 = 4; 
 
3) целевая функция выражена через свободные переменные и 
максимизирована (см. пример 4): 
 
max422 21  xxz . 
 
Занесем коэффициенты целевой функции и системы ограниче-
ний в симплексную таблицу следующим образом: 
 1-е ограничение x1 + 2x2 + x4 = 12  в 1-ю строку: 
а) в базисный столбец «Б»  базисную переменную х4;  
б) в столбец значений (базисной переменной) «З» – значе-
ние свободного члена, равное 12; 
в) в столбцы коэффициентов « ix » – коэффициенты при ix , 
равные 1, 2, 0, 1, 0 соответственно; 
 2-е ограничение  во 2-ю строку (аналогично); 
 3-е ограничение  в 3-ю строку (аналогично); 
 целевую функцию  в z-строку: 
а) в столбец значений (целевой функции) «З» – константу со 
своим знаком, т.е. 4; 
б) в столбцы коэффициентов « ix » – коэффициенты при ix с 
противоположными знаками, равные 2, 2, 0, 0, 0 соответственно. 








Б З х1 х2 х3 х4 х5 
х4 12 1 2 0 1 0 
х3 4 1 0 1 0 0 
х5 14 2 2 0 0 1 
z 4 2 2 0 0 0 
 
В z-строке есть отрицательные элементы (не считая значения). 
Следовательно, начальный опорный план не является оптимальным. 
Найдем минимальный отрицательный элемент z-строки: (2) в 
столбцах «х1» и «х2». За ведущий выбираем любой столбец, напри-
мер «х1».  Значит,  переменная х1 будет включена в базис. 
Так как среди элементов ведущего столбца есть положительные, 
то существует новый опорный план, более близкий к оптимально-
му. Подсчитаем симплексные отношения (отношения свободных 
членов к соответствующим положительным элементам ведущего 
столбца) и найдем среди них минимальное: min{12/1; 4/1; 14/2} = 4. 
Значит, 2-я строка является  ведущей, а элемент а21 = 1  разре-
шающим. Следовательно, переменная х3 выйдет из базиса.  
Проведем одну итерацию метода замещения (базисных элементов) 
ЖорданаГаусса. Столбцы «х4» и «х5» останутся базисными и в сим-
плекс-таблице 2, а столбец «х1» следует сделать «единичным». Новые 
данные в симплекс-таблицу 2 заносим по следующему алгоритму: 
1. Ведущий элемент делают равным 1. Для этого ведущую строку 
делят на ведущий элемент. В нашем случае ведущий элемент равен 1. 
Значит, ведущая  строка  останется  прежней. Перепишем ее в сим-
плекс-таблицу 2 и назовем строкой, полученной из ведущей. 
2. Остальные элементы ведущего столбца делают нулевыми. 
 Чтобы в 1-й строке вместо 1 получить 0, необходимо каж-
дый элемент сроки, полученной из ведущей, умножить на (1) и 
прибавить почленно к 1-й строке. (Проще говоря, строку, получен-
ную из ведущей, умножить на (1) и прибавить к 1-й строке.)  
 Чтобы в 3-й строке вместо 2 получить 0, необходимо строку, 
полученную из ведущей, умножить на (2) и прибавить к 3-й строке. 
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 Чтобы в z-строке вместо (2) получить 0, необходимо стро-




Б З х1 х2 х3 х4 х5 
х4 8 0 2 –1 1 0 
х1 4 1 0 1 0 0 
х5 6 0 2 2 0 1 
z 12 0 2 2 0 0 
 
Таблицы пересчитывают до тех пор, пока в z-строке все элемен-




Б З х1 х2 х3 х4 х5 
х4 2 0 0 1 1 1 
х1 4 1 0 1 0 0 
х2 3 0 1 1 0 0,5 
z 18 0 0 0 0 1 
 
Так как в z-строке симплекс-таблицы 3 все элементы больше или 
равны нулю, то найден оптимальный план: 
 
1
optX  = (4; 3; 0; 2; 0), maxz = z(
1
optX ) = 3  4 + 2  3 + 1  0 = 18. 
 
Он не единственный, так как существует нулевой элемент z-
строки, соответствующий свободной переменной x3. (Решение 
единственное, если нули в z-строке соответствуют только базисным 
переменным.)  
Чтобы найти второй оптимальный план, столбец «x3» принимают 
за ведущий и находят минимальное симплексное отношение: 
min{2/1; 4/1} = 2. Тогда 1-я строка станет ведущей. Пересчитывают 
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симплекс-таблицу 3 методом замещения ЖорданаГаусса с веду-




Б З х1 х2 х3 х4 х5 
х3 2 0 0 1 1 1 
х1 2 1 0 0 1 1 
х2 5 0 1 0 1 0,5 
z 18 0 0 0 0 1 
 
Из последней таблицы 2optX  = (2; 5; 2; 0; 0), а значение целевой 
функции  maxz  = 18.  
Общее решение записывается как выпуклая линейная ком-
бинация решений  1optX  
 и 2optX
 , т.е. optX = 1
1
optX  + 2
2
optX , где 
1 + 2 = 1,  1  0, 2  0. 
 
1.5.3. Метод искусственного базиса 
 
Если начальный опорный план задачи находится методом искус-
ственного базиса, то сначала надо решить симплекс-методом вспомо-
гательную w-задачу. При этом необходимо в начальную симплекс-
ную таблицу включить и z-строку, соответствующую целевой функ-
ции исходной задачи. Для составления симплекс-таблицы из функ-
ции z исключают базисные переменные, а из функции w – искусст-
венные базисные переменные. В ходе решения возможны случаи: 
1) в оптимальном решении w-задачи хотя бы одна из искусст-
венных переменных отлична от нуля (т.е. не вышла из базиса). То-
гда исходная z-задача не имеет допустимых планов (т.е. ее система 
ограничений несовместна); 
2) в оптимальном плане новой w-задачи все искусственные пе-
ременные равны нулю (т.е. вышли из базиса), а значит, и искусст-
венная целевая функция равна нулю. Тогда значения оставшихся 
координат плана дадут начальный опорный план исходной задачи, 
которую можно решить симплекс-методом. 
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Рассмотрим метод искусственного базиса на следующем примере. 
Пример 6. Хлебозавод может выпекать хлеб в любой из трех ви-
дов печей П1, П2, П3. Трудоемкость и себестоимость выпечки 1 
центнера хлеба на каждом виде печи представлены в табл. 1.2. 
Сколько хлеба необходимо выпечь в каждой печи, чтобы его сум-
марная себестоимость была минимальной при условии, что трудо-
вые ресурсы ограничены 56 н/ч, а общее количество горячего хлеба 
должно быть не менее 60 ц? 
 
Т а б л и ц а 1.2 
 
Вид печи  П1 П2 П3 
Трудоемкость, н/ч 1 0,9 1,2 
Себестоимость, ден. ед. 21 19 22 
 
Решение. Составим математическую модель задачи. Пусть x1, 
x2 и x3 центнеров хлеба необходимо выпекать в печах П1, П2 и П3 
соответственно, чтобы его суммарная себестоимость была мини-
мальной. Согласно условиям задачи себестоимость выпечки хлеба в 
печи П1 будет составлять 21х1 ден. ед., в печи П2  19х2  ден. ед., в 
печи П3  22х3  ден. ед. Значит, целевая функция z будет задаваться 
формулой 
 
min221921 321  xxxz . 
 
Так как неизвестные x1, x2 и x3 выражают количество центнеров 
хлеба, они не могут быть отрицательными, т. е. 
 
.0,0,0 321  xxx  
 
При этом трудовых ресурсов на выпечку всего хлеба будет исполь-
зовано х1 + 0,9х2 + 1,2x3 н/ч. А так как трудовые ресурсы ограничены 
56 н/ч, то должно выполняться неравенство 562,19,0 321  xxx . 
Всего выпекут х1 + х2 + х3 центнеров хлеба. Но так как по условию 
задачи общее количество горячего хлеба должно быть не менее 60 ц, 
то необходимо, чтобы выполнялось неравенство 60321  xxx . 
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Задача состоит в том, чтобы найти неотрицательные значения x1, 
x2 и x3, удовлетворяющие системе ограничений и минимизирующие 
целевую функцию z.  
Целевая функция и неравенства являются линейными. Следова-
тельно, это задача линейного программирования. Приведем ее к ка-
ноническому виду. Для этого к левой части первого ограничения 
прибавим дополнительную неотрицательную переменную x4  и по-
лучим равенство, а из левой части  второго ограничения вычтем до-
полнительную неотрицательную переменную x5, чтобы получилось 
равенство. Так как целевая функция минимизируется, то рассмот-
рим функцию z = z, которая будет стремиться к максимуму, т.е.  
 
max221921 321  xxxzz . 
 
Дополнительные переменные введем в целевую функцию с ну-
левыми коэффициентами. В результате получим следующую кано-
ническую форму: 
 
















0jx , j = 5,1 . 
 
Сформулированная задача эквивалентна исходной, т. е. значения 
переменных x1, x2 и x3 в оптимальном решении последней задачи 
являются оптимальными и для исходной задачи.  
Так как во втором ограничении нет базисной переменной, на-
чальный опорный план найдем методом искусственного базиса. Для 
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получения предпочтительного вида введем неотрицательную искус-
ственную переменную х6 во второе ограничительное уравнение и 
рассмотрим вспомогательную w-задачу: 
 













.6,1,0  jx j  
Выпишем начальный опорный план w-задачи, приравняв сво-
бодные переменные х1, х2, х3, х5 нулю: х1 = х2 = х3 = х5 = 0. Тогда ба-
зисные переменные х4, х6 будут равняться свободным членам: х4 = 
56, х6 = 60. Следовательно, 
 
Х0 = (0; 0; 0; 56; 0; 60), w(Х0) = 60. 
 
Решим сначала симплекс-методом вспомогательную w-задачу. 
При этом в начальную симплекс-таблицу 1 включим и z-строку, 
соответствующую целевой функции z исходной задачи. Для со-
ставления симплекс-таблицы исключим базисные переменные из 
целевой функции z и искусственной целевой функции w. Перемен-
ная х4 не входит в  функцию z. Значит, z остается без изменений. А 
переменную х6 выразим из 2-го ограничения (х6 = 60  х1  х2  х3 + х5) 
и подставим в искусственную целевую функцию w: 
 
max6053216  xxxxxw . 




Б З х1 х2 х3 х4 х5 х6 
х4 56 1 0,9 1,2 1 0 0 
х6 60 1 1 1 0 1 1 
z' 0 21 19 22 0 0 0 
w 60 1 1 1 0 1 0 
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Так как w-строке есть отрицательные элементы (не считая значе-
ния), то начальный опорный план w-задачи не является оптималь-
ным. Найдем минимальный отрицательный элемент w-строки: это 
(1) в столбцах «х1», «х2» и «х3». За ведущий выбираем любой стол-
бец, например «х1». Значит,  переменная х1 будет включена в базис. 
Так как среди элементов a11 и a21 ведущего столбца есть положи-
тельные, то существует новый опорный план w-задачи, более близ-
кий к оптимальному. Подсчитаем симплексные отношения и най-
дем среди них минимальное: min{56/1; 60/1} = 56. Значит, 1-я стро-
ка станет ведущей, а элемент а11 = 1  разрешающим. Следователь-
но, переменная х4 выйдет из базиса. При этом столбец «х6» останет-
ся «единичным» и в симплекс-таблице 2, а столбец «х1» надо сде-
лать «единичным». Таблицу пересчитываем методом замещения 
ЖорданаГаусса и заносим новые данные в симплекс-таблицу 2, 




Б З х1 х2 х3 х4 х5 х6 
х1 56 1 0,9 1,2 1 0 0 
х6 4 0 0,1 0,2 1 1 1 
z' 1176 0 0,1 3,2 21 0 0 
w 4 0 0,1 0,2 1 1 0 
 
Во 2-й таблице ведущим элементом станет a22 = 0,1 и искусст-
венная переменная х6 уйдет из базиса. А когда искусственные пере-
менные выходят из базиса, соответствующие им столбцы можно не 
пересчитывать.  
В общем случае таблицы пересчитывают до тех пор, пока в w-




Б З х1 х2 х3 х4 х5 
х1 20 1 0 3 10 9 
х2 40 0 1 2 10 10 
z' 1180 0 0 3 20 1 
w 0 0 0 0 0 0 
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Итак, получен оптимальный план w-задачи, где все искусствен-
ные переменные равны нулю (т.е. вышли из базиса). Значит, и ис-
кусственная целевая функция равна нулю. Значения оставшихся 
координат плана дадут начальный опорный план исходной z'-за-





Б З х1 х2 х3 х4 х5 
х1 20 1 0 3 10 9 
х2 40 0 1 –2 10 10 
z' 1180 0 0 –3 20 1 
 
Теперь ведущий столбец выбирается по z'-строке, ведущий (раз-
решающий) элемент, как и раньше,  по минимальному симплекс-
ному отношению. Пересчитывают таблицу методом замещения 
ЖорданаГаусса до тех пор, пока в z'-строке все элементы (не счи-




Б З х1 х2 х3 х4 х5 
х4 2 0,1 0 0,3 1 0,9 
х2 60 1 1 1 0 1 
z' 1140 2 0 3 0 19 
 
Так как в симплекс-таблице 5 все элементы z'-строки больше или 
равны нулю (не считая значения), то найден оптимальный план. Он 
единственный, так как нули в z'-строке соответствуют только ба-
зисным переменным.  
 
optX = (0; 60; 0; 2; 0), maxz  = z( optX ) = -1140.  
 
Следовательно, minz = 1140. 
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Исходя из этих данных, можно заключить: чтобы получить мини-
мальную суммарную себестоимость от выпечки всего хлеба, равную 
1140 ден. ед., хлебозаводу необходимо выпекать 60 ц хлеба в печи П2 
(так как *2x = 60) и не выпекать хлеб в печах П1 и П3 (поскольку 
*
1x = 0 
и *3x  = 0). При этом 2 н/ч (из 56 н/ч) будут не использованы (так как 
*
4x  = 2) и выпекут ровно 60 ц хлеба (поскольку 
*
5x  = 0).   
 
1.6. Двойственность в линейном программировании  
 
С любой задачей ЛП тесно связана другая линейная задача, на-
зываемая двойственной. Первоначальная задача называется прямой 

















, i= m,1 , 
0jx , j= n,1 .  















, j= n,1 , 
0iy , i = m,1 . 
 
Экономически пара взаимно двойственных задач может быть ин-
терпретирована, например, так.  
Прямая задача: сколько и какой продукции 0jx , j = n,1 , на-
до произвести, чтобы при заданных стоимостях единицы продукции 
0jc , j = n,1 , объемах имеющихся ресурсов 0ib , i = m,1 , и 
нормах расходов 0ija , i = m,1 , j = n,1 , максимизировать выпуск 
продукции в стоимостном выражении? 
Двойственная задача: какова должна быть оценка единицы каж-
дого из ресурсов 0iy , i = m,1 , чтобы при заданных количествах 
ресурсов 0ib , i = m,1 , величинах стоимости единицы продукции 
0jc , j = n,1 , и нормах расходов 0ija , i = m,1 , j = n,1 , мини-
мизировать общую оценку затрат на все ресурсы? 
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Переменные 0iy ,  i = m,1 , называют оценками или учетными 
(неявными, теневыми) ценами. 
 
1.6.1. Правила построения двойственной задачи  

























, i = mm ,11  , 
0jx , j = 1,1 n , 
 
jx  произвольные, j = nn ,11  .









0iy , i = 1,1 m , 
 
















, j = nn ,11  . 
 
1. Упорядочивается запись исходной задачи: если целевая функ-
ция задачи исследуется на max, то ограничения должны иметь знак 
 или =, а если на min, то ограничения должны иметь знак  или =. 
2. Каждому ограничению исходной задачи ставится в соответст-
вие двойственная переменная iy , i = m,1 , и наоборот, т.е. число 
переменных двойственной задачи равно числу ограничений прямой 
задачи, а число ограничений двойственной задачи равно числу пе-
ременных исходной задачи. 
3. Если целевая функция прямой задачи исследуется на max, то це-
левая функция двойственной задачи исследуется на min, и наоборот. 
4. Коэффициенты целевой  функции прямой задачи становятся 
свободными членами системы ограничений двойственной задачи. 
5. Свободные члены системы ограничений прямой задачи стано-
вятся коэффициентами  целевой  функции двойственной. 
6. Матрицы коэффициентов систем ограничений прямой и двой-
ственной задач являются транспонированными друг к другу. 
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7. Если на переменную jx (j = 1,1 n ) прямой задачи наложено ог-
раничение на знак, то j-е ограничение двойственной задачи  запи-
сывается в виде неравенства, и наоборот. 
8. Если переменная jx (j = nn ,11  ) исходной задачи произволь-
ная, то j-е ограничение двойственной задачи имеет знак равенства. 
9. Если в прямой задаче имеются ограничения-равенства, то на 
соответствующие переменные двойственной задачи не налагаются 
условия неотрицательности. 
Пример 7. Составить к следующей задаче ЛП двойственную: 
 


















.3,1,0  jx j  
 
Решение.  
1. Упорядочим запись задачи. Для этого первое ограничение ум-
ножим на (–1): 
 


















.3,1,0  jx j  
 
2. Каждому ограничению исходной задачи поставим в соответст-




















И наоборот, число переменных исходной задачи равно числу ог-
раничений двойственной.  
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3. Так как целевая функция прямой задачи исследуется на max, то 
целевая функция двойственной задачи будет исследоваться на min:  
 
z  max  F  min. 
 
4. Свободные члены системы ограничений прямой задачи 12, 4, 
14 станут коэффициентами  целевой  функции двойственной, т.е. 
 
min14412 321  yyyF . 
 
5. Коэффициенты целевой функции прямой задачи 3, 2, 1 станут 
свободными членами системы ограничений двойственной задачи. 
6. Матрицы коэффициентов систем ограничений прямой и двой-

































Значит, получим следующую систему ограничений двойствен-

























7. Так как все переменные jx  0, 3,1i , то вместо знака везде 
будут неравенства. Вид неравенств выбирается по целевой функ-
ции. Поскольку F исследуется на min, то неравенства должны быть 





















Слово «наоборот» из пункта 7 правил построения двойственной 
задачи в данном случае означает, что если i-е ограничение прямой 
задачи имеет вид неравенства, то на i-ю переменную двойственной 
задачи налагается условие неотрицательности. Следовательно, в 
нашем примере 01 y  и 03 y , так как 1-е и 3-е ограничения 
прямой задачи являются неравенствами. 
8. В нашей задаче нет переменных jx  произвольного знака. 
9. Так как 2-е ограничение имеет вид равенства, то на соответст-
вующую переменную двойственной задачи не будет налагаться ус-
ловие неотрицательности, т.е. y2 – (любая). 
Значит, двойственная задача к исходной примет вид 
 


















.0,,0 321  yyy  
 
1.6.2. Основные теоремы двойственности 
и их экономическое содержание 
 

















, i = m,1 , 
















, j = n,1 , 
0iy , i = m,1 . 
 
Основное неравенство теории двойственности. Для любых 
допустимых планов Х = (x1; x2; … ; nx ) и Y = (y1; y2; … ; my ) пря-
мой и двойственной задач всегда справедливо неравенство 
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Экономическое содержание неравенства означает, что для лю-
бых допустимых планов Х и Y общая созданная стоимость не пре-
восходит суммарной оценки ресурсов.  
 
Достаточный признак оптимальности. Если для некоторых 
допустимых планов Х* = (  nxx ,...,1 ) и Y
* = (  myy ,...,1 ) пары двой-
ственных задач выполняется равенство z(Х*) = F(Y*), то Х* и Y* яв-
ляются оптимальными планами соответствующих задач. 
Экономический смысл теоремы состоит в том, что план Х* и век-
тор оценок ресурсов Y* являются оптимальными, если цена всей 
произведенной продукции и суммарная оценка ресурсов совпадают. 
 
Принцип двойственности. Если одна из двойственных задач 
имеет оптимальное решение, то и другая также имеет оптимальное 
решение, притом для оптимальных планов Х* и Y* выполняется ра-
венство z(Х*) = F(Y*). Если одна из двойственных задач неразреши-
ма вследствие неограниченности целевой функции на множестве 
допустимых планов, то система ограничений другой задачи проти-
воречива.  
Следствие (теорема существования оптимальных планов). 
Для существования оптимального плана любой из пары двойствен-
ных задач необходимо и достаточно существование допустимого 
плана для каждой. 
Экономическая интерпретация принципа двойственности состо-
ит в том, что план производства и вектор оценок ресурсов являются 
оптимальными тогда и только тогда, когда цена произведенной про-
дукции равна суммарной оценке ресурсов, т.е. оценки выступают 
как инструмент балансирования затрат и результатов. Двойственные 
оценки обладают тем свойством, что гарантируют рентабельность 
оптимального плана (т.е. равенство общей оценки продукции и ре-
сурсов) и обусловливают убыточность всякого другого плана, отлич-
ного от оптимального. Двойственные оценки позволяют сопоставить 




Теорема о дополняющей нежесткости. Для оптимальности до-
пустимых планов Х* = (  nxx ,...,1 ) и Y
* = (  myy ,...,1 ) прямой и двой-


















* , то 0* iy . 
 
Экономически это означает: если по некоторому оптимальному 
плану Х* производства расход i-го ресурса строго меньше его запаса 
ib , то в оптимальном плане соответствующая двойственная оценка 
единицы этого ресурса равна нулю ( 0* iy ); если же в некотором 
оптимальном плане оценок его i-я компонента строго больше нуля 
( 0* iy ), то в оптимальном плане производства расход соответ-
ствующего ресурса ib  равен его запасу.   
Вывод. При решении двойственных задач могут встретиться 
следующие случаи: 
1) обе задачи разрешимы (имеют планы); 
2) области допустимых решений обеих задач пустые; 
3) одна задача имеет неограниченную область допустимых ре-
шений, а вторая – пустую. 
Решая одну из пары симметричных двойственных задач, авто-
матически получаем решение другой. Для этого достаточно вос-
пользоваться соответствием переменных прямой и двойственной 
задач и элементов z-строки последней симплексной таблицы. Для 
несимметричной пары двойственных задач решение также нахо-
дится по последней симплексной таблице. В ней в строке оценок (z-
строке) находят элементы, соответствующие переменным, которые 
входили в исходный базис, и прибавляют к ним соответствующие 
коэффициенты исходной целевой функции. Величина двойственной 
оценки из оптимального плана численно равна изменению целевой 
функции при изменении соответствующего свободного члена огра-
ничений (ресурса) на единицу. 
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Пример 8. Дана пара взаимно двойственных задач. 
 
Прямая задача 


















.3,1,0  jx j  
Двойственная задача 


















.0,,0 321  yyy  
 
Зная оптимальное решение прямой задачи, выписать ответ двой-
ственной задачи. Дать экономическую интерпретацию двойствен-
ных оценок. 
Решение. Базисным переменным прямой задачи х4, х3, х5 поста-
вим в соответствие свободные переменные двойственной задачи y1, 
y2, y3. Удобно свободные переменные двойственной задачи y1, y2, y3 
написать рядом с базисными переменными прямой задачи х4, х3, х5 в 




Б З х1 х2 х3 х4 х5 
х4y1 12 1 2 0 1 0 
х3y2 4 1 0 1 0 0 
х5y3 14 2 2 0 0 1 
z 4 –2 –2 0 0 0 
 
Перепишем их под последнюю симплекс-таблицу (где записан 




Б З х1 х2 х3 х4 х5 
х4 2 0 0 1 1 –1 
х1 4 1 0 1 0 0 
х2 3 0 1 –1 0 0,5 
z 18 0 0 0 0 1 
  y2                 y1                     y3 
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Решение двойственной задачи находим по последней симплекс-
таблице в строке оценок (z-строке). Так как у нас несимметричная 
пара двойственных задач, то в z-строке найдем элементы, соответ-
ствующие переменным  y2, y1, y3: 0, 0, 1 (или, что то же самое, соот-
ветствующие переменным, которые входили в исходный базис, x3, 
x4, x5). Прибавим к ним соответствующие коэффициенты исходной 
целевой функции прямой задачи:  
y2 = 0 + 1 = 1 (так как в целевой функции прямой задачи 
коэффициент при x3 равен 1); 
y1 = 0 + 0 = 0 (потому что в целевую функцию прямой зада-
чи x4 не входит); 
y3 = 1 + 0 = 1 (так как в целевую функцию прямой задачи x5 
не входит).  
Следовательно, optY  = (0; 1; 1). 
Оптимальные двойственные оценки удовлетворяют всем условиям 
двойственной задачи. При этом минимальное значение целевой функ-
ции двойственной задачи, равное minF = 12  0 + 4  1 + 14  1 = 18, 
совпадает с максимальным значением целевой функции maxz  ис-
ходной задачи. 
Дадим экономическую интерпретацию двойственных оценок. 
Переменные *2y  = 1 и 
*
3y  = 1 обозначают оценки единицы загото-
вок 2-го и 3-го видов соответственно. Эти оценки отличны от нуля. 
Следовательно, заготовки 2-го и 3-го видов (по теореме о допол-
няющей нежесткости) полностью используются при оптимальном 
плане производства обуви. Двойственная оценка *1y  единицы заго-
товки 1-го вида равна нулю. Значит (по теореме о дополняющей 
нежесткости), заготовки 1-го вида используются не полностью при 
оптимальном плане производства обуви. Поэтому двойственные 
оценки определяют дефицитность используемых фабрикой загото-
вок, т.е. заготовки 2-го и 3-го вида являются дефицитными, а заго-
товки 1-го вида – недефицитными.  
Более того, величина двойственной оценки из оптимального 
плана показывает, на сколько возрастет максимальное значение це-
левой функции прямой задачи при увеличении количества загото-
вок соответствующего вида на 1 штуку. Так, увеличение количества 
заготовок 2-го вида на 1 штуку приведет к тому, что появится воз-
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можность найти оптимальный план производства обуви, при котором 
общая стоимость изготовляемой обуви возрастет на *2y = 1 ден. ед. и 
станет равной 18 + 1 = 19 ден. ед. Точно так же увеличение количе-
ства заготовок 3-го вида на 1 штуку приведет к тому, что появится 
возможность найти оптимальный план производства обуви, при ко-
тором общая стоимость изготовляемой обуви возрастет на *3y  = 1 
ден. ед. и станет равной 18 + 1 = 19 ден. ед. 
   
1.7. Двойственный симплекс-метод 
 
Симплекс-метод применяется для решения задач с неотрица-
тельными свободными членами ib  и произвольными по знаку приве-
дёнными коэффициентами целевой функции jc . Иногда бывает легче 
найти базис, удовлетворяющий признаку оптимальности (все jc   0), 
но не удовлетворяющий критерию допустимости (не все ib   0). Ва-
риант симплекс-метода, применяемый для решения таких задач, 
называется двойственным симплекс-методом. С его помощью ре-

















, i = m,1 , 
0jx , j = n,1 , 
 
где система ограничений имеет предпочтительный вид и все приве-
дённые коэффициенты целевой функции jc   0, j = n,1 . При этом 
условие ib   0, i = m,1 , не требуется. Определённую таким обра-
зом задачу будем называть задачей в двойственной базисной форме. 
Она имеет базисное, но не опорное решение. 
Двойственный симплекс-метод, применяемый к задаче в двойст-
венной базисной форме, приводит к последовательности задач с 
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возрастающим значением целевой функции, неотрицательными ко-
эффициентами jc , j = n,1 , и значениями ib , i = m,1 , любого зна-
ка. Двойственный симплекс-метод называют методом последова-
тельного улучшения оценок. Преобразования задачи выполняются 
до тех пор, пока не будет установлено, что исходная задача не име-
ет допустимого решения или будет получена задача с допустимым 
базисным планом (все ib   0), который одновременно будет и оп-
тимальным.  
 
1.7.1. Этапы решения задач ЛП 
двойственным симплекс-методом 
 
1. Привести исходную задачу к каноническому виду. 
2. Исключить базисные переменные из целевой функции z. 
3.  Проверить приведенные коэффициенты целевой функции: ес-
ли все приведенные коэффициенты jc   0, j = n,1 , а среди значе-
ний ib , i = m,1 , есть отрицательные, то задача решается двойст-
венным симплекс-методом. Если среди приведенных коэффициен-
тов jc  есть положительные, то в системе ограничений следует пре-
образовать свободные члены в неотрицательные (умножив на число 
(–1) строки, содержащие отрицательные ib ) и решать задачу пря-
мым симплекс-методом.  
 
1.7.2. Двойственный симплекс-метод 
 
1. Составить исходную таблицу Гаусса, записывая приведенные 
коэффициенты целевой функции в z-строку с противоположными 
знаками, а константу z0 со своим знаком.  
2. Выяснить, имеется ли хотя бы одно отрицательное число  в 
столбце значений свободных членов. Если все ib   0, i = m,1 , то 
полученное базисное решение и значение целевой функции, запи-
санное в столбце свободных членов, дают оптимальное решение 
исходной задачи (так как по  предположению  все jc   0, j = n,1 ). 
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3. Среди отрицательных коэффициентов ib , i = m,1 , выбрать 
минимальный. Пусть это lb . Следовательно, строка с номером l – 
ведущая и переменную lx  исключают из базиса.  
4. В ведущей строке проверить знаки всех коэффициентов lja ,  
j = n,1 . Если все lja   0, j = n,1 , то исходная задача неразрешима в 
силу несовместности системы ограничений.  
5. Среди отрицательных коэффициентов lja , j = n,1 , ведущей 
строки выбрать минимальное двойственное отношение (отношение 
элементов z-строки, взятых со знаком минус, к соответствующим 





















Следовательно, столбец с номером k – ведущий, а элемент lka  – 
разрешающий. Переменную kx  включить в базис. 
6. Пересчитать таблицу методом Жордана–Гаусса с ведущим 
элементом lka  и перейти к пункту 2. 
Пример 9. Решить задачу из примера 6 двойственным симплекс-
методом: 
 













0jx , j = 3,1 . 
 
Решение. 1. Приведем задачу к каноническому виду (см. пример 6): 
 













0jx , j = 5,1 . 
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Двойственный симплекс-метод применяется только к задачам в 
двойственной базисной форме, т.е. к задачам, в которых система огра-
ничений имеет предпочтительный вид, а все приведённые коэффици-
енты целевой функции положительны ( 0jc , j = 5,1 ). При этом ус-
ловие неотрицательности свободных членов ( 0ib , i = 2,1 ) не требу-
ется. Чтобы привести эту задачу к предпочтительному виду, необхо-
димо 2-е ограничение умножить на (–1). Тогда переменная х5 станет 















Теперь задача имеет базисное, но не опорное решение (псевдо-
план):  
 
ПСX = (0; 0; 0; 56; –60), z( ПСX ) = 0. 
 
2. Базисные переменные х4, х5 не входят в целевую функцию z. 
Значит, z останется без изменений. 
3. Так как все приведенные коэффициенты целевой функции неот-
рицательны: 
 
0,0,22,19,21 54321  ccccc , 
 
а среди значений свободных членов есть отрицательные (b2 = –60), 
то задачу нужно решать двойственным симплекс-методом. Такой 
способ решения, как правило, более рациональный. 
Составим исходную двойственную симплекс-таблицу. 
 
Двойственная симплекс-таблица 1 
 
Б З х1 х2 х3 х4 х5 
х4 56 1 0,9 1,2 1 0 
х5 –60 –1 –1 –1 0 1 
z' 0 21 19 22 0 0 
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3.1. Так как в столбце значений свободных членов есть отрица-
тельное число (b2 = –60), то базисное решение не является опти-
мальным. Следовательно, строка с номером 2 – ведущая и перемен-
ную x5 исключим из базиса. 
3.2. В ведущей строке проверим знаки всех коэффициентов ja2 , 
j = 5,1  (если все ja2   0, j = 5,1 , то исходная задача неразрешима в 
силу несовместности системы ограничений). Среди отрицательных 
коэффициентов a21 = –1, a22 = –1, a23 = –1 ведущей строки выберем 
минимальное двойственное отношение (отношение элементов z-
строки, взятых со знаком минус, к соответствующим отрицатель-














 } = min {21; 19; 22} = 19. 
 
Тогда столбец с номером 2 – ведущий, а элемент a22 = –1 – раз-
решающий. Значит, переменную x2 включим в базис. 
3.3. Пересчитаем таблицу методом замещения Жордана–Гаусса  
с ведущим элементом a22 = –1 и занесем новые данные в двойст-
венную симплекс-таблицу 2. 
 
Двойственная симплекс-таблица 2 
 
Б З х1 х2 х3 х4 х5 
х4 2 0,1 0 0,3 1 0,9 
х2 60 1 1 1 0 –1 
z' –1140 2 0 3 0 19 
 
Поскольку в столбце значений свободных членов  все элементы 
больше или равны нулю (b1 = 2, b2 = 60), то найден оптимальный 
план: 
 
optX = (0; 60; 0; 2; 0), maxz  = z ( optX ) = –1140. Тогда minz = 1140. 
 
Решение единственное, так как нулевые элементы z-строки соот-
ветствуют только базисным переменным x2, x4. 
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Т Е М А  2.  СПЕЦИАЛЬНЫЕ  ЗАДАЧИ 
ЛИНЕЙНОГО  ПРОГРАММИРОВАНИЯ 
 
2.1. Транспортная задача 
 
2.1.1. Математическая модель задачи транспортного типа 
 
Транспортная задача (ТЗ) является важнейшей частной задачей 
линейного программирования, имеющей обширные практические 
приложения не только к проблемам транспорта. Она выделяется в 
линейном программировании определённостью экономической ха-
рактеристики, особенностями математической модели, наличием 
специфических методов решения. 
Простейшая формулировка транспортной задачи по критерию 
стоимости следующая: в m пунктах отправления mAAA ,...,, 21   
(будем называть их поставщиками) находится соответственно 
maaa ,...,, 21  единиц однородного груза (ресурсов), который должен 
быть доставлен n потребителям nBBB ,...,, 21  в количествах 
nbbb ,...,, 21  единиц соответственно (назовем их потребностями). 
Известны транспортные издержки ijc  перевозок единицы груза из i-
го пункта отправления в j-й пункт потребления ( mi ,1 , nj ,1 ). 
Требуется спланировать перевозки (т.е. указать, сколько единиц 
груза должно быть отправлено от i-го поставщика j-му потребите-
лю) так, чтобы  
1) весь груз из пунктов отправления был вывезен;     
2) потребности каждого пункта потребления были полностью 
удовлетворены; 
3) суммарные издержки на перевозки были минимальными. 
Для наглядности условия транспортной задачи представим в ви-















































Потребность b1 b2 … bn  
 
Здесь количество груза, перевозимого из i-го пункта отправления 
в j-й пункт назначения, равно ijx  ( mi ,1 , nj ,1 ). Предполагает-
ся, что все 0ijx  ( mi ,1 , nj ,1 ). Запас груза в i-м пункте от-
правления определяется величиной 0ia , mi ,1 , а потребность 
j-го пункта назначения в грузе – 0jb ,  nj ,1 . Матрица   nmijc   
называется матрицей тарифов (издержек или транспортных расхо-





 . Если в плане перевозок переменная ijx  принимает 
положительное значение, то его будем записывать в соответствую-
щую клетку (i, j) и считать ее загруженной (занятой) или базисной; 
если же ijx  = 0, то клетку (i, j), как правило, оставляют свободной. 
Составим математическую модель задачи транспортного типа.  
Общие суммарные затраты, связанные с реализацией плана пе-










ijij xcz .                             (2.1) 
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Переменные ijx  должны удовлетворять ограничениям по запа-
сам (2.2), по потребностям (2.3) и условиям неотрицательности 


















;           (2.3) 
 
0ijx , njmi ,1,,1  .               (2.4) 
 
Таким образом, среди множества решений системы ограничений 
(2.2)-(2.3) требуется найти такое неотрицательное решение, которое 
минимизирует целевую функцию (2.1). Полученная задача является 
задачей линейного программирования. Решение ТЗ проводится с 
помощью общего приема последовательного улучшения плана, ко-
торый реализован в симплексном методе. 
 
2.1.2. Этапы решения транспортной задачи 
 
1. Определение исходного опорного плана. 
2. Оценка этого плана. 
3. Переход к следующему плану путем однократной замены од-
ной из базисных переменных на свободную.  
 
2.1.3. Условие баланса 
 
Теорема. Для разрешимости транспортной задачи необходимо и 
достаточно, чтобы запасы в пунктах отправления были равны по-












.      (2.5) 
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Если условие (2.5) выполнено, то модель ТЗ называется закры-
той (сбалансированной). Задача с отсутствием баланса между ре-





















, то в математическую модель вводится фик-
тивный (n + 1)-й потребитель 1nB , для которого потребность равна 
разности между суммарной мощностью поставщиков и фактическим 










in bab  Все тарифы на дос-
тавку груза с фиктивными потребностями считают равными нулю, 
т.е. 01, nic , mi ,1 . Поэтому для новой задачи значение целевой 
функции не изменится. Иными словами, фиктивный потребитель не 
нарушит совместности системы ограничений. В транспортной табли-
це задачи предусматривается дополнительный столбец. 










, то вводится фиктивный (m + 1)-й по-
ставщик 1mA . Для этого в транспортную таблицу добавляется  











1 , а стоимости перевозок полагают равными ну-
лю: 0,1  jmc , nj ,1 . Поэтому в данном случае значение целевой 
функции не изменится, а система ограничений останется совместной. 
 
2.1.4. Особенности системы ограничений 
 
Система ограничений транспортной задачи (2.1)–(2.4) имеет ряд 
особенностей, что позволяет решать ее более рациональными спо-
собами. 
1. Коэффициенты при неизвестных во всех ограничительных 
уравнениях равны единице. 
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2. Любая переменная встречается только в двух уравнениях. 
3. Система уравнений ТЗ симметрична относительно всех пере-
менных. 
4. Матрица системы ограничений состоит из 0 и 1, причем любой 
столбец содержит только два элемента, равных 1, а остальные  0. 
5. Система ограничений содержит m + n уравнений с m  n пере-




















, то ранг 
матрицы транспортной задачи на единицу меньше количества урав-
нений, т.е. r = m + n – 1 , где m  число поставщиковж; n  число 
потребителей. Следовательно, любое опорное решение системы ог-
раничений транспортной задачи должно содержать r = m + n – 1 
базисных переменных и m  n – r = (m – 1)(n – 1) свободных пере-
менных, равных нулю. 
6. Если все ji ba и   целые, тогда значения базисных перемен-
ных в допустимом базисном решении тоже целые. А так как это за-
дача линейного программирования, то оптимальное решение явля-
ется базисным допустимым решением и, следовательно, целым. 
(Это является гарантией, что в задаче не будет получено абсурдное 
решение, например 7,5 тумбочки.) 
Пример 10. Урожай картофеля, собранный фермерами Ф1, Ф2, 
Ф3 в количествах 60, 45 и 130 т соответственно, должен быть дос-
тавлен в четыре магазина М1, М2, М3, М4. Спрос на картофель равен 
50, 70, 60 и 80 т соответственно. Известна матрица транспортных 


















Запланировать перевозку картофеля с минимальными затратами 
при  условии, что запросы 3-го магазина должны быть удовлетворе-
ны полностью. Составить математическую модель задачи и привес-




Решение. Сведем исходные данные в табл. 2.1: 
 




В1 В2 В3 В4 
Урожай  
картофеля, т 
А1 14 16 13 11 60 
А2 15 11 9 8 45 
А3 12 17 10 14 130 
Потребности 
магазинов, т 










jb = 260 
 
Построим математическую модель задачи. Пусть ijx  ( 4,1j , 
,3,1i ) – количество тонн картофеля, перевозимого i-м фермером 
j-му магазину. Тогда общие затраты, связанные с реализацией плана 









ijij xcz  
 















Требуется спланировать перевозки так, чтобы весь груз из пунк-
тов отправления был вывезен. Но поскольку суммарный объем кар-
тофеля, вывезенного от каждого фермера, не может превышать соб-
ранного им урожая, то переменные ijx  должны удовлетворять сле-
























Аналогично потребности каждого пункта потребления должны 
быть полностью удовлетворены. Но поскольку потребность магази-
нов в картофеле (260 т) больше, чем собранный фермерами урожай 
(235 т), то спрос не всех магазинов будет полностью удовлетворен. 






























Объем перевозок картофеля не может быть отрицательным, по-
этому справедливы условия неотрицательности на переменные: 
4,1,3,1,0  jixij . 
Таким образом, сформулированная выше задача свелась к задаче 
нахождения таких неотрицательных значений переменных ijx  
( 4,1,3,1  ji ), которые удовлетворяют системам ограничений по 
поставкам и потребностям и минимизируют целевую функцию затрат.  
Однако транспортная задача разрешима только в том случае, ко-







ji ba . В нашем примере 


























ji ba , то введем фиктивного фермера А4, урожай 











j aba  (т).  
Согласно условию запросы 3-го магазина должны быть полностью 
удовлетворены. Следовательно, стоимость транспортных расходов на 
доставку 1 т картофеля от фиктивного фермера А4 в этот магазин не-





положим, с43 = 20 (ден. ед.). А стоимость транспортных расходов на 
доставку 1 т картофеля от фиктивного фермера А4 во все другие ма-
газины будем полагать равной нулю: 3,4,1,04  jjc j .  
Получим следующую закрытую модель транспортной задачи: 
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4,1,4,1,0  jixij . 
 
Решение сбалансированной транспортной задачи будет являться 





2.1.5. Построение начального опорного плана 
методом «минимального элемента» 
 
План транспортной задачи называется опорным, если из запол-
ненных им m + n – 1 клеток нельзя образовать ни одного цикла. 
Циклом в транспортной таблице называется набор клеток матрицы 
перевозок, в котором две и только две соседние клетки расположе-
ны в одном столбце или одной строке, а последняя клетка набора 
лежит в той же строке или столбце, что и первая. Эту совокупность 
клеток можно представить так: 
 
).,(),(),(),(),( 1222111 jijijijiji sss    
 
Графически цикл представляет собой замкнутую ломаную линию, 
звенья которой лежат только в строках или столбцах. При этом каж-
дое звено соединяет только две клетки ряда. В цикле всегда четное 
число клеток. При правильном построении опорного плана для лю-
бой свободной клетки можно построить единственный цикл, содер-
жащий данную клетку и некоторую часть занятых клеток. 
Сущность метода «минимального элемента» заключается в том, 
что на каждом шаге осуществляется максимально возможное «пе-
ремещение» груза в клетку с минимальным тарифом ijc . Заполне-
ние таблицы начинают с клетки, которой соответствует наимень-
ший элемент ijc  матрицы тарифов, причем выбирают только среди 
стоимостей реальных поставщиков и потребителей, а запасы фик-
тивного поставщика (или потребности фиктивного потребителя) 





вательно, загружается клетка (l, k),  т.е.  kllk bax ;min . Если 
kl ba  , то klk bx   и из рассмотрения исключают столбец с номе-
ром k, соответствующий потребителю, спрос которого полностью 
удовлетворён. А новое значение kll baa  . Если kl ba  , то 
llk ax   и из рассмотрения исключают строку с номером l, соот-
ветствующую поставщику, запасы которого израсходованы полно-
стью. Новое значение lkk abb  . На некотором шаге (но не на по-
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следнем) может оказаться, что потребности очередного пункта на-
значения равны запасам пункта отправления. В этом случае также 
временно исключают из рассмотрения либо столбец, либо строку 
(что-либо одно). Тогда запасы соответствующего пункта отправле-
ния или потребности данного пункта назначения полагают равными 
нулю. Этот нуль записывают в очередную заполняемую клетку. 
Опорный план называется невырожденным, если все его m + n – 1 
компоненты больше нуля, в противном случае он называется  выро-
жденным.  
Пример 11. Построить начальный опорный план сбалансирован-
ной задачи из примера 10. 
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  4,1,4,1,0  jixij . 
 
Решение. Занесем исходные данные задачи в табл. 2.2:  
1) в столбец ia   запасы картофеля i-го фермера, i = 4,1 ; 
2) в строку jb  потребности j-го магазина, j = 4,1 ; 
3) в нижний правый угол каждой клетки, расположенной в i-й 
строке и j-м столбце,  стоимости перевозок ijx , i = 4,1 , j = 4,1 . 
Построим начальный опорный план задачи методом «минимально-
го элемента». Для этого найдем наименьший элемент ijc матрицы та-
рифов (притом выбирать будем только среди стоимостей реальных 
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фермеров и магазинов, а запасы фиктивного фермера  распределим в 





Следовательно, будет загружаться клетка (2, 4), т.е. х24 =  min{45; 80} =  
= 45. Так как a2 = 45  80 = b4, то из рассмотрения исключим строку с 
номером 2, соответствующую фермеру, запасы которого израсходова-
ны полностью. Новое значение 4b  = b4 – a2 = 80 – 45 = 35. 
Из оставшихся клеток снова находим клетку с наименьшим та-








  х33= min{130; 60} = 60. 
 
Так как a3 = 130 > 60 = b3, то из рассмотрения исключаем столбец 
с номером 3, соответствующий магазину, спрос которого полностью 
удовлетворен.  Новое значение 3a = a3  – b3 = 130 – 60 = 70 и т.д. 
Проверяем условие для базисных клеток (их должно быть m + n – 
1): 
 
m + n – 1 = 4 + 4 – 1 = 7. 
 
Заполнено также 7 клеток. Следовательно, начальный опорный план 
построен верно. При этом значение целевой функции будет равно: 
 
z0 = 16  25 + 11  35 + 8  45 + 12  50 + 17  20 + 10  60 + 0  25 =  
= 2685 (ден. ед.) 
 




50 70 60 80 
        










        










130  50   20   60   -  
 
 106 
        
 12  17  10  14 
        











2.1.6. Алгоритм решения транспортной задачи  
методом потенциалов 
 
1. Сравнивают общий запас груза с суммарным спросом и в слу-
чае нарушения баланса приводят задачу к закрытой модели. 
2. Условие задачи записывают в форме транспортной таблицы. 
3. Строят начальный опорный план перевозок. 
4. Проверяют условие для базисных клеток (их должно быть  
m + n – 1). Если это условие не выполняется, то в одну из свобод-
ных клеток (как правило, в клетку с наименьшим тарифом) вписы-
вают число 0, и такая клетка считается базисной. Однако число 0 
записывают лишь в те свободные клетки, которые не образуют цик-
лов с ранее занятыми клетками. 
5. Вычисляют потенциалы iu  и jv . Каждому поставщику (каж-
дой строке) ставят в соответствие некоторое число iu , называемое 
потенциалом поставщика iA   (i = m,1 ), и записывают справа от 
таблицы, а каждому потребителю (или столбцу) – некоторое число 
jv , называемое потенциалом потребителя jB  (j = n,1 ),  и записы-
вают  под таблицей. Числа iu  и jv  выбирают так, чтобы в любой 
базисной клетке их сумма равнялась тарифу, т.е. iu + jv = ijc . Так 
как количество всех потенциалов iu  и jv  составляет m + n, а за-
нятых клеток m + n – 1, то для определения чисел iu   и jv  при-
дется решать систему из m + n – 1 уравнений с m + n неизвестны-
ми. Поэтому одному из неизвестных потенциалов придают произ-
вольное значение. Тогда остальные определяются однозначно. 
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6. Для проверки оптимальности плана просматривают свободные 
клетки, для которых определяют оценки  ij – разность между та-
рифом клетки и суммой потенциалов строки и столбца, т.е. 
 jiijij vuc  . Экономически оценка показывает, на сколько 
денежных единиц изменятся транспортные издержки от загрузки 
данной клетки единицей груза. Если все оценки неотрицательные, 
т.е. 0ij , то план оптимальный и остается подсчитать транс-
портные расходы. Иначе переходят к п. 7. 
7. Из отрицательных оценок ( 0ij )  выбирают минимальную. 
Пусть это будет lk . Тогда клетку (l, k) вводят в число базисных, 
т.е. строят цикл по загруженным клеткам с началом в этой клетке и 
перераспределяют поставки так, чтобы баланс цикла сохранился. 
Для этого вершинам цикла приписывают чередующиеся знаки «+» 
и «-» (свободной клетке (l, k) приписывают положительный знак 
«+»). В «минусовых» клетках отыскивают наименьший груз w, т.е. 
w = ijx
"-"
min  = stx , который и «перемещается» по клеткам замкнуто-
го цикла, т.е. прибавляется к перевозкам ijx  в клетках со знаком 
«+» (включая свободную) и вычитается из перевозок ijx  в клетках 
со знаком «-». Следовательно, клетка (s, t) станет свободной и пе-
ременная stx  уйдет из базиса. Значение остальных базисных пере-
менных переписываются. Таким образом, получают новую транс-
портную таблицу с улучшенным планом, для которого транспортные 
издержки изменятся на величину stlk x . Переходят к пункту 4. 
 
Замечания. 
1. При сдвиге по циклу вместо одной может освободиться сразу несколько кле-
ток (вырожденная задача). Свободной оставляют только одну (с наибольшим та-
рифом), а в остальные освободившиеся клетки вписывают нули и считают их за-
груженными. 
2. Если все оценки 0ij , то оптимальный план единственный. Если сущест-
вует хотя бы одна оценка 0ij , то задача имеет множество оптимальных пла-
нов, которое представляет собой выпуклую линейную комбинацию оптимальных 
решений. Другие оптимальные планы можно получить, загружая по очереди клет-




Пример 12. Решить задачу из примера 10 методом потенциалов. 
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  4,1,3,1,0  jixij . 
 
Решение. 1. Приведем задачу к закрытой модели (см. при- 
мер 10). 
2. Запишем условие в виде транспортной таблицы (см. при- 
мер 11). 
3. Построим начальный опорный план перевозок (см. при- 
мер 11). 
4. Проверим условие для базисных клеток (см. пример 11). 
5. Вычислим потенциалы фермеров iu  и магазинов jv . Для этого 
в строку или в столбец с наибольшим количеством заполненных кле-
ток (3-я строка или 2-й столбец в табл. 2.3) запишем нулевой потен-
циал, например 02 v . Далее, используя уравнения ijji cvu  , 
для базисных (заполненных) клеток найдем остальные потенциалы 
iu   и jv  всех строк и столбцов: 
 
v2 = 0  u1 = c12 – v2 = 16 – 0 = 16,  u3  = c32 – v2 = 17 – 0 = 17,   
 




u1 = 16  v4 = c14 – u1 = 11 – 16 = – 5; 
 
u3 = 17  v1 = c31 –  u3 = 12 – 17 = – 5, v3 = c33 – u3 = 10 – 17 = 
– 7; 
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6. Затем по формуле  jiijij vuc   подсчитаем оценки не-
базисных (пустых) клеток и занесем их значения в левые нижние 
углы незаполненных  клеток табл. 2.3. Например,  
 
13 = c13 – (u1 + v3) = 13 – (16 – 7) = 4; 
 
22 = c22 – (u2 + v2) = 11 – (13 + 0) = – 2 и т.д. 
 
7. Проведем анализ оценок ij . Так как среди оценок есть отри-
цательные (22 = – 2), то данный опорный план неоптимален. Пере-
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менную x22 включим в базис, т.е. перейдем к построению нового 
опорного плана, улучшенного в том смысле, что значение целевой 
функции станет меньше. Построим цикл по загруженным клеткам с 
началом в клетке (2, 2):  (2, 2)(1, 2)(1, 4)(2, 4).  
(В табл. 2.3 цикл изображен пунктирной линией.) 
Вершинам цикла присвоим чередующиеся знаки «+» и «-». При-
чем клетку (2, 2), вводимую в базис, пометим знаком «+». Далее 
выберем клетку с наименьшим грузом среди «минусовых» (в нашем 
примере это клетка (1, 2)) и перераспределим поставки так, чтобы 
баланс цикла сохранился.  Для этого груз w = х12 = 25 прибавим к 
перевозкам в клетках, помеченных знаком «+»: 
22x = х22 + 25 = 0 + 25 =25   и   14x = х14 + 25 = 35 + 25 = 60, 
 
и вычтем из величин ijx  в клетках, помеченных знаком «-»: 
 
24x  = х24 – 25 = 45 – 25 = 20   и   12x  = х12 – 25 = 25 – 25 = 0.  
 
Объемы остальных перевозок не изменятся.  
Таким образом, клетка (1, 2) исключается из базисного множест-
ва, а клетка (2, 2) вводится вместо нее. Получим новую табл. 2.4 с 
улучшенным планом, для которого транспортные издержки изме-
нятся  на величину 22  х12 = –2  25 = –50, т.е. транспортные рас-
ходы уменьшатся на 50 ден. ед. При втором опорном плане перево-
зок значение целевой функции составит: 
 
z1 = 11  60 + 11  25 + 8  20 + 12  50 + 17  20 + 10  60 + 0  25 =  
= 2635 (ден. ед.) 
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Полученный опорный план оптимален, так как среди оценок нет 




















optX ,   26351min  optXzz . 
 
Итак, чтобы перевезти картофель с минимальными затратами 
2635 ден. ед., необходимо: 
- от 1-го фермера в 4-й магазин перевезти 60 т картофеля; 
- от 2-го фермера во 2-й магазин перевезти 25 т картофеля; 
- от 2-го фермера в 4-й магазин перевезти 20 т картофеля; 
- от 3-го фермера в 1-й магазин перевезти 50 т картофеля; 
- от 3-го фермера во 2-й магазин перевезти 20 т картофеля; 
- от 3-го фермера в 3-й магазин перевезти 60 т картофеля. 
Наличие 25 т картофеля у фиктивного фермера свидетельствует 
о том, что при условии полной перевозки картофеля от всех ферме-
ров спрос 2-го магазина не будет удовлетворён полностью. Он не-
дополучит 25 т картофеля. 
Оптимальный план не единственный, так как существует нуле-
вая оценка: 34 = 0. Второе решение 2optX  получим в новой транс-
портной табл. 2.5.  
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vj  12 17 10 14  
В табл. 2.4 загружаем клетку с нулевой оценкой (3, 4), как было 
описано выше, т.е. построим цикл и перераспределим по нему по-
ставки. При сдвиге по циклу вместо одной клетки у нас освободятся 
сразу две (вырожденная задача): (3, 2) и (2, 4). Но свободной оставим 
только одну клетку с наибольшим тарифом (17 ден. ед.): (3, 2); а во 
вторую освободившуюся клетку (2, 4) впишем нуль и будем считать 
ее загруженной. Получили новый оптимальный план 2optX , для кото-
рого транспортные издержки не изменятся, т.е. 2635min z  (ден. ед.).  




















optX ,   26352min  optXzz . 
 
Итак, для того чтобы перевезти картофель с минимальными за-
тратами 2635 ден. ед., необходимо: 
- от 1-го фермера в 4-й магазин перевезти 60 т картофеля; 
- от 2-го фермера во 2-й магазин перевезти 45 т картофеля; 
- от 3-го фермера в 1-й магазин перевезти 50 т картофеля; 
- от 3-го фермера в 3-й магазин перевезти 60 т картофеля; 
- от 3-го фермера в 4-й магазин перевезти 20 т картофеля. 
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Наличие 25 т картофеля у фиктивного фермера свидетельствует 
о том, что при условии полной перевозки картофеля от всех ферме-
ров спрос 2-го магазина не будет удовлетворён полностью. Он не-
дополучит 25 т картофеля. 
Общее решение задачи представляет собой выпуклую линейную 
комбинацию оптимальных планов 1optX  





1 optoptopt XXX  , где 1 + 2 = 1,  1  0, 2  0. 
 
2.2. Элементы теории матричных игр 
 
Человеку для достижения тех или иных целей приходится при-
нимать решения. Ситуации, в которых эффективность принимаемо-
го одной стороной решения зависит от действий другой стороны, 
называются конфликтными. Конфликтная ситуация является анта-
гонистической, если увеличение выигрыша одной из сторон на не-
которую величину приведет к уменьшению выигрыша другой сто-
роны на такую же величину, и наоборот. Математическую модель 
конфликтной ситуации можно представить как игру двух, трех или 
3более игроков, любой из которых преследует цель максимизации 
своего выигрыша за счет другого игрока. Игра ведется по опреде-
ленным правилам. Исход игры – это значение некоторой функции, 
называемой функцией выигрыша (или платежной функцией).  
Теория игр – это систематическая теория конфликтных ситуаций, 
которая занимается выработкой рекомендаций по рациональному 
образу действий участников многократно повторяющегося кон-
фликта. Стороны, участвующие в игре, называются  игроками. При-
нятие игроком того или иного решения в процессе игры и его реа-
лизация называется ходом. Ходы могут быть личными, т.е. созна-
тельными, и случайными. Стратегией игрока называется совокуп-
ность правил, определяющих выбор варианта действий при любом 
личном ходе игрока в зависимости от ситуации, сложившейся в 
процессе игры. Игра называется конечной, если число стратегий 
игроков конечно, и бесконечной, если хотя бы у одного из игроков 
число стратегий является бесконечным. Стратегия игрока называет-
ся оптимальной, если она обеспечивает данному игроку при много-
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кратном повторении игры максимально возможный средний выиг-
рыш или минимально возможный средний проигрыш. 
Игры, в которых участвуют 2 игрока, называются парными, а иг-
ры с большим числом участников – множественными. Если в пар-
ной игре выигрыш одного игрока равен проигрышу второго, то та-
кую игру называют игрой с нулевой суммой. В зависимости от вида 
функций выигрышей игры подразделяются на матричные, бимат-
ричные, непрерывные, выпуклые и др.  
Рассмотрим матричные игры двух партнеров с нулевой суммой и 
конечным числом возможных ходов.  
 
2.2.1. Решение игры в чистых стратегиях 
 
Пусть игроки А и В располагают конечным числом возможных 
действий  (чистых стратегий). Обозначим их соответственно через 
А1, А2, … , mA  и В1,  В2, …, nB . Игрок А может выбрать любую 
чистую стратегию iA  (i = m,1 ), в ответ на которую игрок В может 
выбрать любую свою чистую стратегию jB  (j = n,1 ). Если игра 
состоит только из личных ходов, то выбор пары стратегий ( iA , jB ) 
единственным образом определяет результат ija  – выигрыш игрока 
А или проигрыш игрока В. Если известны значения ija  выигрыша 
для любой пары ( iA , jB ) чистых стратегий, то можно составить 
матрицу выигрышей игрока А (проигрышей игрока В). Эту матри-
цу называют платежной. Цель игрока А – максимизировать свой 
выигрыш, а игрока В – минимизировать свой проигрыш.  
При определении наилучших стратегий игроков основой рассу-
ждений является принцип разумности, который предполагает, что 
противники, участвующие в игре, одинаково разумны и любой из 
них делает все для того, чтобы добиться своей цели. Используя этот 
принцип, найдем наилучшую стратегию игрока А. Для этого про-
анализируем последовательно все его стратегии. Выбирая страте-
гию iA , игрок А должен рассчитывать, что игрок В ответит на нее 
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той из своих стратегий jB , для которой выигрыш игрока А будет 
минимальным. Поэтому найдем в любой строке платежной матри-








Зная число i , игрок А должен предпочесть другим стратегиям 














Величина  называется гарантированным (минимальным) выиг-
рышем, который может себе обеспечить игрок А при любых страте-
гиях jB  игрока В или нижней ценой игры (максимином). 
Игрок В заинтересован уменьшить свой проигрыш или обратить 
в минимальный выигрыш игрока А. Поэтому в любом столбце на-
ходим максимальное значение выигрыша и среди них выбираем 














Величину  называют верхней ценой игры (минимаксом). Она 
показывает максимальный проигрыш, которого может достигать 
игрок В при любых стратегиях iA  игрока А.  
Теорема. В матричной игре нижняя чистая цена игры не превос-








Если для чистых стратегий lA , kB  игроков А и В соответствен-
но имеет место равенство  = , то пару чистых стратегий ( lA , 
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kB ) называют седловой точкой матричной игры, а число  =  =  
 чистой ценой игры. Элемент lka  матрицы называют седловым 
элементом платежной матрицы. Он является наименьшим элемен-
том в строке l и наибольшим в столбце k, т.е.  
 
ljlkik aaa  ,     i = m,1 , j = n,1 . 
 
Так как отклонение игрока А от максимальной стратегии lA  ве-
дет к уменьшению его выигрыша, а отклонение игрока В от мини-
мальной стратегии kB  ведет к увеличению его проигрыша, то стра-
тегии lA  и kB  являются оптимальными чистыми стратегиями со-
ответственно игроков А и В. Тройку ( lA , kB , ) называют решени-
ем игры. Если игра имеет седловую точку, то говорят, что она ре-
шается в чистых стратегиях.  
Пример 13. Два банка А и В осуществляют капитальные вложения 
в пять строительных объектов. С учетом особенностей вкладов и ме-
стных условий прибыль банка А в зависимости от объема финансиро-
вания выражается элементами платежной матрицы А. Для упрощения 
задачи принять, что убыток банка В равен прибыли банка А. Найти 































Решение. Обозначим чистые стратегии банков А и В соответст-
венно через А1, А2, А3, А4, А5 и В1, В2, В3, В4, В5. Предположим, что 
банк А располагает общей суммой а тыс. ден. ед., отпускаемой на 
строительство пяти объектов. Аналогично и банк В имеет сумму b 
тыс. ден. ед., отпускаемую на строительство тех же пяти объектов. То-
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гда чистая стратегия iA   это выделение ia  тыс. ден. ед. банком А на 
строительство i-го объекта, i = 5,1 . Общая сумма средств, выделяемых 
на строительство пяти объектов: а = а1 + а2 + а3 + а4 + а5. 
Аналогично определяются чистые стратегии и для банка В: jB  это 
выделение  
jb  тыс. ден. ед. банком В на строительство j-го объекта, j = 5,1 , а 
общая сумма средств, выделяемых на строительство пяти объектов: 
b = b1 + b2 + b3 + b4 + b5.  
Сведем исходные данные в табл. 2.6. 
 










A1 –2 3 –1 1 4 1 = –2 
A2 –1 4 –2 2 3 2 = –2 
A3 7 0 1 –1 0 3 = –1 
A4 –1 3 0 3 4 4 = –1 







 1= 7 2 = 4 3 = 1 4 = 3 5 = 4
 = –1 
 = 1 
Проверим, имеет ли игра решение в чистых стратегиях. Для этого 
в каждой строке платежной матрицы, записанной в табл. 2.6, найдем 
минимальное число и впишем его значение в соответствующую 
строку последнего столбца. В полученном столбце найдем макси-
мальный элемент (максимин):  = –1, называемый нижней ценой 
игры. Он является гарантированной (минимальной) прибылью, кото-
рую может обеспечить  себе банк А при любых стратегиях jB  банка 
В.  
В каждом столбце найдем максимальное значение элементов 
платежной матрицы и впишем его в соответствующие столбцы по-
следней строки. В полученной строке найдем минимальный эле-
мент (минимакс):  = 1, называемый верхней ценой игры. Он пока-
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зывает максимальный убыток, который может получить банк В при 
любых стратегиях iA  банка А.  
Так как  = –1  1 = , то игра неразрешима в чистых стратегиях 
(игра не имеет седловой точки). Значит, мы можем только заклю-
чить, что цена игры –1    1. В следующем разделе будет изложен 
метод решения данной задачи. 
 
2.2.2. Смешанные стратегии и их свойства 
 
Если матричная игра не имеет седловой точки, т.е.    , то 
применение минимаксных стратегий приводит к тому, что для лю-
бых из игроков выигрыш не меньше , а проигрыш не больше . 
Решение находят, применяя смешанные стратегии.  
Смешанной стратегией игрока А называется вектор p =  








= 1 и 0ip , i = m,1 , 
 
ip  – вероятность, с которой игрок А выбирает свою чистую 
стратегию iA . 
Смешанной стратегией игрока В называется вектор q  = 







 = 1 и jq   0, j = n,1 , 
 
jq  – вероятность, с которой игрок B выбирает свою чистую 
стратегию jB . 
Чистые стратегии являются частным случаем смешанных. На-
пример, если А2 – чистая стратегия игрока А, то вероятность её вы-
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бора равна 1, т.е. p

= (0,1,0,…,0). Так как игроки выбирают свои 
чистые стратегии случайно и независимо друг от друга, то игра 
принимает случайный характер. Случайной становится и величина 
выигрыша игрока А (проигрыша игрока В). Поэтому говорить мож-
но лишь о средней величине выигрыша. Эта величина является 
функцией смешанных стратегий и определяется по формуле мате-
матического ожидания: 
 



















. Смешанные стратегии p

 и q
  называют опти-
мальными, если они образуют седловую точку для платежной функ-
ции f ( p , q ), т.е. удовлетворяют неравенству 
 
f ( p , q )  f ( p , q )  f ( p , q ). 
 




  (т.е. f ( p , q ) = ) называют ценой игры. Со-
вокупность оптимальных стратегий и цены игры составляет реше-
ние игры.  
Стратегия lA  является доминирующей над стратегией iA , если 
все элементы l-й строки не меньше соответствующих элементов i-й 
строки, т.е. ijlj aa  , j = n,1  (  стратегия iA  доминируемая).  
Стратегия kB  является доминирующей над стратегией jB , если 
все элементы k-го столбца меньше или равны соответствующим 
элементам j-го столбца, т.е. ijik aa  , i = m,1  ( стратегия jB  до-
минируемая).  
Исключение из платежной матрицы доминируемых стратегий 
(ими игрокам пользоваться заведомо невыгодно) позволяет умень-
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шить ее размерность, а это упрощает решение игры. Вероятность 
применения доминируемых стратегий равна нулю. 
 








 с ценой  будут 




  с ценой  = b + 
c, где b > 0. 
Следовательно, платежную матрицу, имеющую отрицательные 
числа, можно преобразовать в матрицу с положительными числами. 
В последней матричной игре цена игры будет положительная:  > 0. 
 
Теорема 2. Всякая матричная игра с нулевой суммой имеет ре-
шение в смешанных стратегиях. 
 
Теорема 3. Для того чтобы смешанные стратегии p

 =  
= (  mppp ,...,, 21 ) и q

 = (  nqqq ,...,, 21 ) были оптимальными для 




 и выигрышем , необхо-















* ,  i = m,1 .             (2.7) 
 
Следствия. 
1. Если игрок А применяет оптимальную смешанную стратегию 
p

, а игрок В любую чистую стратегию jB , j = n,1 , то выигрыш 
игрока А будет не меньше цены игры . 
2. Если игрок В использует оптимальную смешанную стратегию 
q

, а игрок А – любую чистую стратегию iA , i = m,1 , то проиг-
рыш игрока В не превысит цену игры . 
 

































Решение. Чтобы упростить платежную матрицу, будем сначала 
поэлементно сравнивать 1-ю строку со всеми остальными, затем  
2-ю строку со всеми остальными и т.д. Элементы 1-й строки мень-
ше либо равны соответствующим элементам 4-й строки. Значит, 1-я 
стратегия является доминируемой, т.е. первой стратегией банку А 
пользоваться заведомо невыгодно. Вероятность ее применения рав-
на нулю. Следовательно, 1-ю строку можно исключить. Аналогично 
элементы 3-й строки больше либо равны соответствующим элемен-
там 5-й строки. Значит, 5-я стратегия является доминируемой, и ей 
банку А пользоваться заведомо невыгодно. Вероятность примене-
ния этой стратегии также равна нулю. Следовательно, 5-ю строку 
можно исключить. Больше сравнимых строк нет. Получим следую-

















































Теперь будем поэлементно сравнивать 1-й столбец со всеми ос-
тальными, затем 2-й со всеми остальными и т.д. Элементы 2-го 
столбца больше либо равны соответствующим элементам 4-го 
столбца. Значит, 2-я стратегия является доминируемой, т.е. этой 
стратегией банку В пользоваться заведомо невыгодно. Следова-
тельно, вероятность ее применения равна нулю, и 2-й столбец мож-
но исключить. Аналогично элементы 4-го столбца меньше либо 
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равны соответствующим элементам 5-го столбца. Значит, 5-я стра-
тегия является доминируемой, и этой стратегией банку В пользо-
ваться заведомо невыгодно. Вероятность ее применения также рав-
на нулю. Следовательно, 5-й столбец исключаем. Больше сравни-




































 = А2. 
 
Снова сравниваем строки. Элементы 1-й строки меньше либо 
равны соответствующим элементам 3-й строки. Исключаем доми-
нируемую 1-ю строку. Больше сравнимых строк нет. Получаем сле-






























 = А3. 
 
Опять сравниваем столбцы. Сравнимых нет. Значит, платежная 
матрица упрощена. При этом последняя матрица эквивалентна ис-
ходной. 
 
2.2.3. Решение матричных игр в смешанных стратегиях 
путем сведения к паре двойственных задач 
 
Рассмотрим игру с платежной матрицей nmA  . Будем полагать, 
что все элементы платежной матрицы неотрицательны, т.е. 0lja , 
i = m,1 , j = n,1  (в противном случае можно ко всем элементам мат-
рицы добавить достаточно большое число L > 0; при этом по тео-
реме 1 цена игры увеличится на L, а смешанные стратегии игроков 
не изменятся). Тогда можно считать  > 0. И пусть платежная мат-
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рица не содержит седловой точки, т.е. игра решается в смешанных 
стратегиях p

 = (  mppp ,...,, 21 ) и q

 = (  nqqq ,...,, 21 ). 
Если q

 – оптимальная смешанная стратегия игрока В, то по 








* , i = m,1 . 
 
Преобразуем эту систему неравенств, разделив обе части на чис-























jij xa , i = m,1 . 






































Поскольку игрок В стремится минимизировать цену игры  
(свой проигрыш), то величина 1/ будет максимизироваться. По-
этому оптимальная стратегия игрока В определится из задачи ЛП 









jx           (2.8) 
 








jij xa , i = m,1 ;            (2.9) 
 
0jx , j = n,1 .       (2.10) 
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Аналогично рассуждая с позиции игрока А (используя неравен-






, i = m,1 ), получим, 
что оптимальная стратегия игрока А определится решением задачи 
ЛП следующего вида:  








iyF                      (2.11) 
 









ij ya ,    j = n,1 ;           (2.12) 
 
0iy ,    i = m,1 .                   (2.13) 
 
Задачи (2.8) – (2.10) и (2.11) – (2.13) являются парой симметрич-
ных взаимно двойственных задач ЛП. Решив одну из них, автома-
тически получают решение другой. При этом оптимальные сме-
шанные стратегии p

 = (  mppp ,...,, 21 ) и q

= (  nqqq ,...,, 21 ) 
соответственно игроков А и В находят по формулам 
 
miyp ii ,1,
**   ;          (2.14) 
 
njxq jj ,1,
**  ,         (2.15) 
 








2.2.4. Этапы решения матричной игры 
 
1. Проверить, имеет ли игра решение в чистых стратегиях. 
2. Упростить платежную матрицу. 
3. Если среди элементов платежной матрицы есть отрицатель-
ные, то ко всем элементам матрицы необходимо прибавить такое 
число L > 0, чтобы все элементы стали неотрицательными. При 
этом цена игры  увеличится на L, а оптимальные смешанные стра-
тегии не изменятся. 
4. Составить пару взаимно двойственных задач ЛП (2.8) – (2.10) 
и (2.11) – (2.13), эквивалентных данной матричной игре. 
5. Определить оптимальные планы двойственных задач. 
6. Найти решение игры, используя формулы (2.14) – (2.16). 
 
Пример 15. Найти оптимальные стратегии банков для задачи из 































Решение. 1. Проверим, имеет ли игра решение в чистых страте-
гиях (см. пример 13). 































































Подпишем над столбцами матрицы смешанные стратегии банка 
В, которые остались после исключения доминируемых стратегий 
В2, В5, вероятности применения которых равны нулю: q2 = 0, q5 = 0. 
Рядом со строками матрицы подпишем смешанные стратегии банка 
А, которые остались после исключения доминируемых стратегий А1, 
А2, А5, вероятности применения которых также равны нулю: p1 = 0,  
p2 = 0, p5 = 0. 
3. Так как среди элементов упрощенной матрицы есть отрица-
тельные, то ко всем элементам А прибавим такое число L > 0, чтобы 
все значения стали неотрицательными. В нашем примере возьмем  
L = 1. При этом цена игры  увеличится на L = 1 и станет равной 1 =  
=   + 1, а оптимальные смешанные стратегии банков не изменятся. 































4. Составим пару взаимно двойственных задач, эквивалентную 
матричной игре с платежной матрицей А4. Для этого подпишем над 
столбцами матрицы переменные х1, х2, х3, соответствующие сме-
шанным стратегиям банка В, а рядом со строками матрицы  пере-



























Целевая функция z прямой задачи исследуется на максимум и 
равна сумме переменных jx , т.е. 
 
z = х1 + х2 + х3 max. 
 




















Целевая функция F двойственной задачи исследуется на мини-
мум и равна сумме переменных iy , т.е. 
 
F = y1 + y2  min 
 
при ограничениях, больших либо равных единице, которые выпи-
























(Можно также просто построить двойственную задачу к прямой.) 
5. Решим прямую задачу симплекс-методом: 
 

















Приведем ее к каноническому виду: 
 


















Выпишем начальный опорный план задачи (это возможно, так как в 
каждом ограничении есть по одной базисной переменной: в 1-м – х4, 




Х0 = (0; 0; 0; 1; 1), z(X0) = 0. 





Б З х1 х2 х3 х4 х5 
х4y1 1 8 2 0 1 0 
х5y2 1 0 1 4 0 1 
z 0 – 1 –1 –1 0 0 
 
Найдем ведущий элемент по минимальному симплексному от-
ношению и пересчитаем таблицу методом замещения Жордана–




Б З х1 х2 х3 х4 х5 
х4 1 8 2 0 1 0 
х3 0,25 0 0,25 1 0 0,25 
z 0,25 –1 –0,75 0 0 0,25 
 
Аналогичным образом будем пересчитывать таблицы до тех пор, 





Б З х1 х2 х3 х4 х5 
х1 0,125 1 0,25 0 0,125 0 
х3 0,25 0 0,25 1 0 0,25 







Б З х1 х2 х3 х4 х5 
х2 0,5 4 1 0 0,5 0 
х3 0,125 –1 0 1 –0,125 0,25 
z 0,625 2 0 0 0,375 0,25 
                                                                                         y1                      y2   
 
Так как в z-строке последней симплексной таблицы все элемен-
ты больше или равны нулю, то найден оптимальный план. Он един-
ственный, поскольку нули z-строки соответствуют только базисным 
переменным: optX = (0; 0,5; 0,125; 0; 0), а значение целевой функции  
maxz  =  0,625. 
По соответствию переменных прямой и двойственной задач вы-
пишем решение двойственной задачи. Так как у нас симметричная 
пара двойственных задач, то в строке оценок (z-строке) найдем эле-
менты, соответствующие переменным, которые входили в исход-
ный базис, x4, x5, и присвоим их значения двойственным неизвестным 
y1, y2, т. е. 
*
1y  = 0,375, 
*
2y  = 0,25. Следовательно, optY  = (0,375; 0,25). 
При этом минимальное значение целевой функции двойственной 
задачи совпадает с максимальным значением целевой функции ис-
ходной задачи, т.е. maxmin zF  = 0,625.   
6. Используя соотношения между оптимальными решениями па-





 и ценой игры , найдем решение игры в смешанных стра-
тегиях. 










1 = 10,625 = 1,6    =  1  1 = 1,6   1 =  0,6 (тыс. ден. ед.). 

























найдем оптимальные смешанные стратегии банков А и В по формулам  
 
5,1,1
**  iyp ii ; 
 
5,1,1
**  jxq jj . 
 
Тогда оптимальные стратегии банка А будут равны: 
 




























Следовательно, из общей суммы средств а тыс. ден. ед., выделяе-
мых банком А на строительство пяти объектов, на долю 3-го объекта 
следует выделить 60 % (так как *3p  =  0,6), а  на долю 4-го  40 % 
этой суммы (так как *4p  =  0,6). На остальные строительные объекты 




1  ppp ).  
Для банка В соответственно получим: 
 




































Таким образом, из общей суммы средств b тыс. ден. ед., выделяе-
мых банком В на строительство пяти объектов, на долю 3-го объекта 
следует выделить 80 % (так как *3q  =  0,8), а на долю 4-го  20 % всей 
суммы (так как *4q  =  0,2). В остальные строительные объекты деньги 




1  qqq ).  
Такое распределение денежных средств банками А и В на строи-
тельство пяти объектов позволит им получить максимальную при-
быль 0,6 тыс. ден. ед. 
 
2.3. Основные понятия теории графов 
 
Теория графов применяется в различных областях знаний. В част-
ности, она нашла важные приложения в управлении производством, 
в календарном и сетевом планировании, при обработке экономиче-
ской информации. Основным объектом этой теории является граф. 
Граф  это множество точек плоскости или пространства и мно-
жество линий, соединяющих все или некоторые из этих точек. Точ-
ки множества называются вершинами, а линии, их соединяющие,  
дугами (если указано, какая вершина является начальной) или реб-
рами (если ориентация не указана). Примерами графов могут слу-
жить схемы железных или шоссейных дорог, схемы связи постав-
щиков и потребителей, структурные формулы молекул и т.д.       
Математически конечным графом G(V, U) называется совокуп-
ность двух конечных множеств, а именно: непустого множества то-
чек V  множества вершин iv , и множества U  пар вершин 
  ijji uvv , , связанных между собой (рис. 2.1). 
 
                                                                    
            
 
                                                                                 


















V = {v1, v2, v3, v4}; 
 
U = {u12, u14, u21, u24, u32, u43, u44}. 
 
Граф, состоящий из дуг, называется ориентированным (или ор-
графом), а образованный ребрами – неориентированным. Граф, со-
стоящий из дуг и ребер, называется смешанным. На рис. 2.1 показан 
смешанный граф. 
Вершина и ребро (дуга) называются инцидентными друг другу, 
если вершина является началом или концом ребра (дуги). На рис. 2.1 
вершина v2 инцидентна ребру u24  и дугам u12, u21, u32.  
Два ребра (дуги) называются смежными, если они имеют общую 
концевую вершину. На рисунке смежные дуги, например, u43 и u32 
или дуга u14 и ребро  u24. 
Две вершины называются смежными, если они соединены неко-
торым ребром или дугой. На рис. 2.1 смежные следующие верши-
ны: v1 и  v2 , v1 и  v4 , v2 и  v3 , v2  и v4 , v3 и v4. 
Путем в неориентированном графе называют такую последова-
тельность ребер, в которой любые два соседних ребра смежные. На 
рисунке путь составляют, например, ребра u14 – u24 . 
Путем в орграфе называется последовательность дуг, в которой 
конец каждой предыдущей дуги совпадает с началом следующей. 
На рис. 2.1 путем является последовательность дуг u43 – u32 – u21 
или вершин v4 – v3 – v2 – v1, но не является путем следующая по-
следовательность v1 – v2 – v3.  
Конечный путь в орграфе, у которого начальная вершина совпа-
дает с конечной, называется контуром, а в неориентированном гра-
фе  циклом (на рисунке v1 – v4 – v2 – v1). 
Граф называется связным, если любые две его вершины можно 
соединить путем, в противном случае он называется несвязным. 
Для установления связности орграфа ориентацию его дуг при-
нимать в расчет не следует. Для орграфа еще существует понятие 
 
 133 
сильной связности. Говорят, что орграф сильносвязный, если между 
любыми двумя его вершинами существует хотя бы один путь. 
Ребра (дуги), имеющие одинаковые концевые вершины, называ-
ются параллельными, а ребро (дуга), имеющее в качестве концевых 
вершин одну и ту же вершину (на рис. 2.1 u44), называется петлёй. 
Граф называется простым, если он не содержит петель и парал-
лельных дуг (ребер). 
 
2.4. Основы сетевого планирования 
 
Одним из важнейших приложений теории графов является сете-
вое планирование и управление (СПУ) сложными комплексами 
взаимосвязанных работ. Для этой цели разработаны специальные ме-
тоды, основанные на использовании сетевых графиков, являющихся 
графической моделью всего комплекса работ или производственного 
процесса. С математической точки зрения сетевой график – это 
связный орграф без петель и контуров. Дуги на сети изображаются 
направленными отрезками произвольной длины и интерпретируются 
как работы. А вершины обычно изображаются кружками, в которых 
указывают порядковый номер или шифр, и интерпретируются как 
события. У каждой дуги проставляется время выполнения работы, а 
иногда и другие числовые характеристики, которые называются ве-
сом дуги. Такой граф называется взвешенным. 
Работа – это желательный процесс, который связывает между 
собой события или переводит одно из них в другое. Работы делятся 
на действительные и фиктивные. Действительной называется рабо-
та, которая требует затрат времени и ресурсов (на сетевом графике 
изображается сплошными линиями). Фиктивной называется работа, 
которая не требует ни затрат времени, ни ресурсов, а отображает 
только логическую связь между событиями и работами (на сетевом 
графике изображается штриховыми линиями). 
Событие – это результат окончания одной или нескольких ра-
бот, необходимых и достаточных для начала выполнения следую-
щей работы. Поэтому любая работа на сети может быть определена 
двумя событиями, между которыми она находится. Событие может 





2.4.1. Правила построения сетевого графика 
 
Перед построением сетевого графика составляется подробный 
список всех работ, входящих в комплекс. При этом необходимо 
четко представлять  конечный результат (событие) каждой работы, 
знать продолжительность выполнения работы, а также  предшест-
вующие ей  и последующие за ней работы. При создании сложных 
объектов и систем сетевые графики разрабатываются обычно по 
частям, а затем «сшиваются» в единый график. Сетевой график 
строится с соблюдением следующих правил: 
1. В сети не должно быть событий (кроме исходного), в которые 
не входит ни одна работа (так называемых «хвостовых»). 
2. В сетевом графике не должно быть событий (кроме завер-
шающего),  из которых не выходит ни одна работа (так называемых 
«тупиковых»). 
3. Сетевой график не должен содержать контуров (так как ни од-
на операция не может предшествовать сама себе). 
4. Любая пара смежных событий должна быть связана только 
одной работой (рис. 2.2, а), т.е. не должно быть параллельных дуг 






5. Если дано, что после работы p выполняются работы l и m, а 
после работы k  только m, то правильным будет сетевой график на 







2.4.2. Алгоритм построения сетевого графика 
 
1. Строят черновой вариант сетевого графика: 
а) каждую работу изображают в виде дуги; 
б) связи между работами изображают в виде пунктирной (фик-
тивной) дуги. Эту дугу-связь проводят из конца дуги, соответст-
вующей предшествующей работе, в начало дуги, соответствующей 
последующей работе. 
2. Упрощают полученную сеть: 
а) выбрасывают некоторые дуги-связи, удаление которых не на-
рушает порядок выполнения работ, при этом начало и конец выбра-
сываемой дуги объединяют в одну вершину (по таблице, задающей 
проект, проверяют, не нарушится ли порядок выполнения операций 
после выбрасывания дуги); 
б) объединяют вершины, в которые не входит ни одна дуга, в 
одну; 
в) объединяют вершины, из  которых не выходит ни одна дуга, в 
одну. 
3. Находят правильную нумерацию вершин по методу Фалкерсона. 
 
2.4.3. Алгоритм Фалкерсона 
нахождения правильной нумерации вершин 
 
1. Номер 1 получает вершина, в которую не входит ни одна дуга. 
2. Вычеркивают все дуги, выходящие из вершины с номером 1. 
3. В полученном сетевом графике всем вершинам, в которые не 
входит ни одна дуга, присваивают следующие по порядку номера. 
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4. Вычеркивают все дуги, выходящие из пронумерованных вер-
шин. 
5. Повторяют пункты 3 и 4 до тех пор, пока все вершины не бу-
дут пронумерованы. Конечная вершина получает при этом наи-
больший номер. 
 
Пример 16. Информация о строительстве комплекса задана пе-
речнем работ, их продолжительностью, последовательностью вы-
полнения и оформлена в виде табл. 2.7. Построить сетевой график 
комплекса работ и найти правильную нумерацию его вершин.  
 











1 Строительство дорог 2,7 4 
2 Подготовка карьеров к эксплуатации 5,6 6 
3 Строительство поселка 5,6 10 
4 Заказ оборудования 7 2 
5 Строительство завода 7 10 
6 Строительство плотины, дамбы 8 20 
7 Соединение завода и трубопроводов 8 6 
8 Предварительные испытания - 3 
 
Решение. Для построения чернового сетевого графика каждую 
работу изобразим в виде сплошной ориентированной дуги, а связи 
между работами – в виде пунктирной ориентированной дуги. Эту 
дугу-связь будем проводить из конца дуги, соответствующей пред-
шествующей работе, в начало дуги, соответствующей последующей 





                                               
 
 











Большое количество дуг усложняет решение, поэтому упростим 
полученную сеть. Для этого выбросим некоторые дуги-связи, уда-
ление которых не нарушит порядка выполнения работ. Начало и 
конец выбрасываемой дуги объединим в одну вершину. Вершины, в 
которые не входит ни одна дуга и из которых не выходит ни одна 
дуга, также можно объединить в одну. Получим следующий сетевой 
график (рис. 2.5). Он имеет 6 вершин и 9 дуг. В дальнейшем верши-













Найдем правильную нумерацию событий полученного сетевого 
графика. Номер 1 получает вершина, в которую не входит ни одна 
дуга. Удаляем (мысленно или карандашом) дуги, выходящие из вер-
шины с номером 1. В полученном сетевом графике есть только одна 
вершина, в которую не входит ни одна дуга. Значит, она и получает 
следующий по порядку номер 2 (если их несколько, то все вершины, 
в которые не входит ни одна дуга, получают следующие по порядку 
номера). Далее снова (мысленно) удаляем дуги, но уже выходящие из 
вершины с номером 2. В полученном сетевом графике есть только 
одна вершина, в которую не входит ни одна дуга. Значит, она и полу-
чает следующий по порядку номер 3 и т.д. (см. рис. 2.5). 
 
2.5. Временные характеристики задач  
сетевого планирования 
 
К основным временным параметрам относятся продолжитель-
















Пусть ijt  – продолжительность работы (i, j). Это значение обыч-
но надписывают над соответствующей дугой (i, j) и считают ее 
длиной. Продолжительность пути – это время, необходимое для 
выполнения всех работ, лежащих на данном пути.  
Полный путь на сетевом графике – это путь от исходного собы-
тия I до завершающего события S. Их может быть несколько. Пол-
ный путь, имеющий наибольшую продолжительность, называют 
критическим, а его продолжительность крТ  – критическим сроком. 
Критических путей также может быть несколько. 
 
2.5.1. Вычисление ранних сроков  
наступления событий 
 
Ранний срок pjT  свершения события j  это минимальный срок, 
необходимый для выполнения всех работ, предшествующих данно-
му событию. Он определяется продолжительностью самого  дли-
тельного  из  предшествующих j-му событию путей от исходного. 
Для вычисления ранних сроков наступления событий используют 
алгоритм Форда для сети с правильной нумерацией вершин. По 
сетевому графику при этом перемещаются от исходного события I 
вправо. Алгоритм заключается в следующем: 
1. Полагают p1T = 0. 







j tTT  
, 
где  jU   – множество работ (дуг), входящих в j-е событие. 
Ранний срок наступления конечного события называется крити-
ческим временем и обозначается крТ . Всякий полный путь, длина 
которого равна крТ , называется критическим путем. 
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Для удобства вершину с номером j будем изображать так  
(рис. 2.6): 
 
j – номер вершины в правильной нумерации; 
p
jT – ранний срок наступления события j; 
п
jT  – поздний срок наступления события j; 
k – номер предыдущей вершины в пути из 
I в j, на котором осуществляется ранний срок 
p
jT .  
 
 
2.5.2. Нахождение критического пути 
 
Для определения критического пути двигаются от последней 
вершины к тем, номера которых указаны в левой части круга. 
Работы и события, лежащие на критическом пути, называются 
критическими, а остальные работы и события сети – некритическими. 
 
2.5.3. Вычисление поздних сроков наступления событий 
 
Поздним сроком пiT свершения события i называется наиболее 
поздний срок окончания всех работ, входящих в соответствующее со-
бытие i. Для конечной вершины поздний срок наступления совпадает 
со временем выполнения всего проекта крТ . При вычислении поздних 
сроков свершения событий  перемещаются по сетевому графику от 
завершающего события S влево. Алгоритм заключается в следующем: 
1. Полагают     кррп ТSТSТ  . 







i tTT  
, 
 










Замечание. События, у которых ранние и поздние сроки свер-
шения совпадают, являются критическими. Они и определяют кри-
тический путь. 
Пример 17. Рассчитать на сетевом графике (рис. 2.7) ранние и позд-












Решение. Для удобства событие с номером j будем изображать 
кругом, разделенным на три части, в которые проставим основные 
временные характеристики сетевого графика: в верхнюю треть – 
ранний срок наступления события pjT , в правую треть – поздний 
срок наступления события пjT , а в левую треть – номер предыду-
щей вершины в пути из источника I в вершину j, на котором осуще-
ствляется ранний срок (рис. 2.8). 
Пусть ijt – заданная продолжительность работы (i, j). Запишем 
величину ijt  на дуге (i, j) сетевого графика в скобках и будем счи-





















1. При вычислении ранних сроков наступления событий использу-
ем алгоритм Форда для сети с правильной нумерацией вершин. Ран-
ний срок наступления начального события полагаем равным нулю:  
 
p
1T = 0. 
 
Далее для каждой вершины j в порядке возрастания номеров рас-
сматриваем все входящие дуги (i, j) и к ранним срокам начальных 
вершин i прибавляем продолжительность работ ijt . Максимум из 
указанной суммы даст величину pjT . Это значение запишем в верх-
ней трети вершины j, а номера предшествующих вершин, на которых 
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(здесь в верхнюю часть 3-й вершины запишем величину 10, а в ле-
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 =  30 + 3 = 33. 
 
2. Ранний срок наступления конечного события называется кри-
тическим временем и обозначается крТ . В нашем примере крТ  =  
= p6T  = 33 (месяца). Это минимальное время выполнения всего 
комплекса работ. 
Всякий путь из начальной вершины в конечную с длиной крТ  
называется критическим. Для определения критических путей бу-
дем двигаться от последней вершины к тем, номера которых указа-
ны в левых частях круга: 
 
6 – 5 – 3 – 1  и  6 – 5 – 3 – 2 – 1. 
(На сетевом графике (см. рис. 2.8) они выделены жирными ли-
ниями.) 
На критических путях нельзя менять сроки выполнения работ 
без нарушения времени завершения всего комплекса. 
3. Определим поздние сроки наступления событий. Для конеч-
ной вершины поздний срок совпадет со временем выполнения всего 
проекта и будет равен критическому времени, т.е.  
 
п




Затем просмотрим все вершины в порядке убывания их номеров. 
Для каждой такой вершины определим множество всех выходящих 
работ и из поздних сроков вычтем их продолжительность. Мини-
мальная из разностей даст величину пiT . Это значение запишем в 
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= min {10 – 10; 4 – 4; 24 – 2} = 0. 
 
2.5.4. Вычисление полных и свободных резервов времени 
 
Если выполнение какой-либо критической работы будет задержа-
но на некоторый срок, то это вызовет запаздывание выполнения все-
го комплекса работ на тот же срок. Чтобы ускорить выполнение ком-
плекса, необходимо сократить сроки выполнения критических работ. 
Некритические работы допускают некоторое запаздывание с их вы-
полнением, и это не вызывает задержки срока реализации всего ком-
плекса работ. Чтобы определить время, на которое можно задержать 
выполнение некритических работ, вводятся понятия резервов време-
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ни событий и работ, которые в свою очередь выражаются через ран-
ние и поздние сроки свершения событий. Критические работы, как и 
критические события, резервов времени не имеют. 
Полный резерв времени работы (i, j)  это максимальное время, 
на которое можно задержать начало работы или увеличить продол-
жительность ее выполнения, не изменяя срока завершения всего 
комплекса работ. Вычисляется он по формуле 
 
ijR  = 
п
jT  – iji tT 
p . 
 
Если на некоторой работе использовать ее полный резерв, то 
путь, проходящий через эту работу, станет критическим. Полный 
резерв времени любой работы на этом пути станет равным нулю. 
Свободный резерв времени работы (i, j) –  это максимальный за-
пас времени, на который можно отложить начало работы или (если 
она началась в свой ранний срок)  увеличить продолжительность её 
выполнения при условии, что ранние сроки начала всех последую-
щих работ не изменятся. Вычисляется он по формуле 
 
ijr  = 
p




Свободный резерв – это время, которое можно дополнительно 
выделить для выполнения работы без введения дополнительных 
ограничений на время выполнения последующих работ. 
Резерв времени события i показывает, на какой предельно до-
пустимый срок может задержаться свершение события i без нару-
шения срока свершения завершающего события S. Вычисляется он 
по формуле  
 
 iR  = пiT piT . 
 
Пример 18. Найти полные и свободные резервы времени работ 
сетевого графика из примера 16 (см. рис. 2.8). Выяснить, как по-
влияет на срок выполнения проекта увеличение продолжительности 
строительства завода на 4 месяца, а строительства плотины, дамбы 
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на 1 месяц. На какое время можно увеличить продолжительности 
строительства завода и заказа оборудования, не изменяя ранние 
сроки выполнения последующих работ? 
Решение. Зная ранние и поздние сроки свершения событий, вы-
числим резервы времени событий, а также полные и свободные ре-
зервы времени работ. 
Критические работы, как и критические события, резервов вре-
мени не имеют. Значит,  
 
R(1) = R(2) = R(3) = R(5) = R(6) = 0 (мес.), 
 
R12 = R13 = R23 = R35 = R56 = 0 (мес.), 
 
r12 = r13 = r23 = r35 = r56 = 0 (мес.). 
 
Вычислим резервы времени некритических событий: 
 
R(4)  = п4T
p
4T  = 24 – 20 = 4 (мес.). 
 
(Следовательно, 4-е событие может начаться на 4 месяца позже. 
При этом срок завершения всего комплекса работ не изменится.) 





















5 tTT   = 30 – 20 – 6 = 4 (мес.). 


























5 tTT   = 30 – 20 – 6 = 4 (мес.). 
 
Проведем анализ сетевого графика (см. рис. 2.8). 
Выясним, как повлияет на срок выполнения проекта увеличение 
продолжительности строительства плотины, дамбы (работы № 6 
или (3, 5)) на 1 месяц. Так как полный резерв времени этой работы 
равен нулю (R35 =  0), то при увеличении продолжительности строи-
тельства плотины, дамбы (работы № 6 или (3, 5)) на 1 месяц время 
выполнения всего проекта также увеличится на 1 месяц.  
Выясним, как повлияет на срок выполнения проекта увеличение 
продолжительности строительства завода (работы № 5 или (3, 4)) на 
4 месяца. Так как R34 = 4, то на данной работе можно использовать 
ее полный резерв. Иными словами, можно задержать начало работы 
(3, 4) или увеличить продолжительность ее выполнения на 4 месяца, 
не изменяя срока завершения всего комплекса работ. При этом 
путь, проходящий через эту работу, станет критическим. Полный 
резерв времени любой работы на этом пути станет равным нулю. 
Определим, на какое время можно увеличить продолжительно-
сти строительства завода (работы № 5 или (3, 4)), не изменяя ранние 
сроки выполнения последующих работ. Так как r34 = 0, то при за-
держке начала или увеличении продолжительности данной работы 
ранние сроки начала всех последующих работ изменятся на ту же 
величину. 
Поскольку r14 = 18, то отложить заказ оборудования (работы  
№ 4) можно на 18 месяцев. Это время, которое можно дополнитель-
но выделить для выполнения работы (1,4) без введения дополни-
тельных ограничений на время выполнения последующих работ. 
 
2.6. Потоки на сетях 
 
2.6.1. Постановка задачи о максимальном потоке 
 
Теория потоков возникла первоначально в связи с разработкой 
методов решения задач, связанных с рациональной перевозкой гру-
зов. Позднее оказалось, что к задаче о максимальном потоке сво-
дятся следующие: задача об определении максимального количест-
ва информации, которая может быть передана по разветвленной 
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сети каналов связи из одного пункта в другой; задачи, связанные с 
наиболее экономным строительством энергетических сетей, нефте- 
и газопроводов, железных и шоссейных дорог и другие.  
Рассмотрим взвешенный конечный граф без циклов и петель, 
ориентированный в одном общем направлении от вершины I, назы-
ваемой источником, к вершине S, называемой стоком. Иными сло-
вами, рассмотрим сеть G(V, U). Пусть каждой дуге (i, j) = iju  U, 
идущей из i в j, поставлено в соответствие неотрицательное число 
ijd , которое назовем пропускной способностью этой дуги. Пропу-
скной способностью дуги называется максимальное количество ве-
щества ijd , которое можно пропустить по дуге iju за единицу вре-
мени (теоретически). Если вершины i и j соединены ребром (неори-
ентированной дугой), то его заменяют парой противоположно ори-
ентированных дуг iju  и jiu  с одинаковой пропускной способно-
стью jiij dd  . Каждой дуге iju  поставим в соответствие еще одно 
неотрицательное число ijx , которое назовем потоком по дуге iju . 
Потоком по дуге iju  называется количество вещества ijx , прохо-
дящего через дугу iju  в единицу времени (фактически). Из физиче-
ского смысла грузопотока на сети следует неравенство  
 
ijij dx 0 , iju   U,                              (2.17) 
 
т.е. поток по каждому ребру не может превышать его пропускной 
способности.  
Потоком на сети из I в S называется множество Х неотрица-
тельных чисел ijx , т.е. X = { ijx   0 для дуг iju   U}, удовлетво-














kjik   ,,,0 .               (2.20) 
 
Равенство (2.20) означает, что для любой вершины k сети, кроме 
источника и стока, количество вещества, поступающего в данную 
вершину, равно количеству вещества, выходящего из нее. Эта связь 
называется условием сохранения потока, а именно: в промежуточ-
ных вершинах потоки не создаются и не исчезают. Следовательно, 
общее количество вещества, выходящего из источника I, совпадает 
с общим количеством вещества, поступающего в сток S, что и от-
ражается в условиях (2.18) и (2.19). Функция z называется величи-
ной (мощностью) потока на сети и показывает общее количество 
вещества, которое может пройти по сети. Необходимо найти (по-
строить) максимальный поток из источника I в сток S таким обра-
зом, чтобы величина потока ijx  по каждой дуге iju  в сети не пре-
вышалала пропускной способности этой дуги и выполнялось усло-
вие сохранения потока, т.е. найти 
 
Z  max                                        (2.21) 
 
при условиях (2.17) – (2.20). 
Это типичная задача линейного программирования. Но так как за-
дача о максимальном потоке имеет специфическую структуру, то для 
нее имеется более эффективный метод решения, чем симплексный.  
 
2.6.2. Понятие разреза в сети 
 
Каждой дуге ставятся в соответствие два числа ( ijij xd , ): первое – 
пропускная способность; второе – поток. Очевидно, если сеть явля-
ется путем из I в S, то максимальный поток будет равен минималь-
ной из пропускных способностей дуг, т.е. дуга с минимальной про-
пускной способностью является узким местом пути. Аналогом уз-
кого места в сети является разрез.  
Пусть множество вершин V в сети G(V, U) разбито на два непе-
ресекающихся подмножества R, R, причем объединение этих под-
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множеств дает множество V. Разрезом (R, R) в сети G(V, U) назы-
вается множество дуг iju , для которых вершины iv   R, а вершины 
jv   R. Вообще говоря, разрез (R, R) не совпадает с разрезом  
(R, R). Если I  R, а S  R, то (R, R) будем называть разрезом, от-
деляющим источник от стока. Пропускной способностью разреза 





























В данной сети можно построить 7 разрезов. Рассмотрим, напри-
мер, разрез (R, R), где R = {I, v1}, R = {v2, v3, S}. Тогда  
 
(R, R) = {u14, u12, u02, u03}, 
 
C(R, R) = d14 + d12 + d02 + d03 = 6 + 2 + 7 + 4 = 19. 
 
Разрез, отделяющий источник от стока и обладающий минималь-




















2.6.3. Алгоритм Форда–Фалкерсона  
построения максимального потока 
 
Теорема Форда–Фалкерсона (о максимальном потоке и мини-
мальном разрезе). Величина максимального потока в сети G(V, U) 
из I в S равна минимальной из пропускных способностей разрезов, 
отделяющих источник от стока.  
Если поток ijx  по дуге iju  меньше его пропускной способности 
ijd  ( ijij dx  ), то дуга называется ненасыщенной. Если же по дуге 
iju  поток равен его пропускной способности ( ijij dx  ), то такая 
дуга называется насыщенной.  
Дуга, входящая в некоторый путь, называется прямой, если ее на-
правление совпадает с направлением обхода вершин, и обратной  в 
противном случае. Путь из источника I в сток S называется увеличи-
вающим путем, если для прямых дуг выполняется условие  
ijx  < ijd , а для обратных дуг выполняется условие ijx  > 0. 
Алгоритм Форда–Фалкерсона построения максимального пото-
ка и нахождения минимального разреза заключается в следующем: 
1. Находят увеличивающий путь методом расстановки меток. 
1.1. Пусть в сети имеется допустимый поток X = { ijx } (напри-
мер, { ijx } = 0). Источник I = v0 получает метку I
+. 
1.2. Просматривают все непомеченные вершины iv , соседние с 
v0, и присваивают им метку 0v , если iu0   прямая дуга и ii dx 00  , 
и метку 0v , если iu0   обратная дуга и 0ix  > 0, и т.д. 
… 
1.k. Для каждой вершины kv , помеченной на предыдущем (k – 
1) шаге, просматривают соседние с ней непомеченные вершины iv . 
Каждая такая вершина iv  получает метку 

kv , если дуга kiu  прямая 
и kiki dx  , и метку 

kv , если дуга iku  обратная и 0ikx . 
2. Если на k-м шаге не получается пометить сток S, то увеличиваю-
щего пути нет и поток в сети является максимальным. Построенный 
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разрез (R, R), где R – множество помеченных вершин в сети, а R – 
множество непомеченных вершин, является минимальным разрезом, и 
алгоритм заканчивает свою работу. Иначе переходят к пункту 3.  
3. Если на k-м шаге сток S оказался помеченным, то выписывают 
увеличивающий путь P, двигаясь от стока S к вершине, номер кото-
рой указан в ее метке; затем от нее к вершине, номер которой ука-
зан в ее метке; и в результате приходят к источнику.  
4. Выписывают множество P+ (прямых дуг) и множество P (об-
ратных  дуг) увеличивающего пути P. 




















6. Вдоль дуг увеличивающего пути P изменяют поток X = { ijx } 
на величину  = min {1, 2} и получают новый поток X = { ijx }, 


























Переходят к пункту 1.  
Пример 19. Хозяйственно-питьевой водопровод (сеть на рис. 2.11) 

























Имеется несколько путей, по которым можно доставлять воду из 
источника в сток. Вершины сети соответствуют пересечениям труб, а 
ребра и дуги  участкам труб между пересечениями. На сети указаны 
пропускные способности труб, т.е. максимальное количество воды в 
м3, которое можно пропустить по трубам за 1 ч. Также сформирован 
начальный поток с мощностью z0 (м3/ч). Какой поток воды макси-
мальной мощности можно пропустить на данном трубопроводе? 
Указать «узкое место» сети и найти его пропускную способность. 
Решение. А. Вершины 2 и 4 соединены ребром (неориентиро-
ванной дугой), поэтому надо заменить его парой противоположно 
ориентированных дуг u24 и u42 с одинаковой пропускной способно-













Применим алгоритм Форда–Фалкерсона для построения макси-
мального потока и нахождения минимального разреза.  
1. Найдем увеличивающий путь методом расстановки меток. 
1.1. В сети имеется допустимый поток:  
 
z0 =  
i j
IjiI xx = 0 + (4 + 0) = 4 (м
3/ч). 
 
(Сколько воды вытекло из источника I, столько и должно втечь в 
сток S). Источник I = 1 получает метку 1+. 
1.2. Просматриваем все непомеченные вершины, соседние с 1. 
Это вершины 2 и 3. Присваиваем вершине 2 метку 1






















прямая дуга и x12 < d12 (4 < 7). Вершине v3 также присваиваем метку 
1+, поскольку u13  прямая дуга и x13 < d13 (0 < 8). 
1.3. Теперь просматриваем все непомеченные вершины, сосед-
ние с 2. Это вершины 4 и 5. Присваиваем вершине 5 метку 2
+, так 
как u25  прямая дуга и x25 < d25 (0 < 9). Поскольку вершина 5 – это 
сток S, то на данном этапе  вершину 4 можно не рассматривать. 
2. Так как сток оказался помеченным, то выписываем увеличи-
вающий путь P1, двигаясь от стока S к вершине 2, номер которой 
указан в ее метке; затем от нее к вершине 1, номер которой указан в 
метке. Таким образом, приходим к источнику I.  
 
Р1: 1 – 2 – 5. 
 
3. Выписываем множество P+ (прямых дуг)  и множество P 
(обратных  дуг): P+ = {u12, u25}, а P =  (пустое множество), по-
скольку обратные дуги в увеличивающий путь не входят. 
4. Для прямых дуг вычисляем величину 
 






Так как обратных дуг нет, то величину 2 не рассматриваем. 
5. Вдоль дуг увеличивающего пути P1 (рис. 2.13) изменяем по-
ток z0 = 4 (м3/ч) на величину  = 1 = 3 и получаем новый поток z1 = 
z0 +  = 4 + 3 = 7 (м3/ч), такой что  
; ,734: 121212
 Puxx  
 
. ,330: 252525
 Pux  
 
Остальные ijx  остаются без изменений, так как не входят в уве-

























В. Опять применим алгоритм Форда–Фалкерсона для построения 
максимального потока и нахождения минимального разреза.  
1. Найдем увеличивающий путь методом расстановки меток. 
1.1. Источник I = 1 получает метку 1+. 
1.2. Просматриваем все непомеченные вершины, соседние с 1. 
Это 2 и 3. Вершине 2  нельзя  присвоить  метку 1
+, так как u12  пря-
мая дуга, но x12 = d12 (7 = 7). А вершине 3 присваиваем метку 1+, 
поскольку u13  прямая дуга и x13 < d13 (0 < 8). 
1.3. Просматриваем все непомеченные вершины, соседние с 3. 
Это 2 и 4. Вершина 2 получает метку 3
, так как дуга u32 обратная и 
x23 = 4 > 0. А вершине 4 присваиваем метку 3+, поскольку u34  пря-
мая дуга и x34 < d34  (4 < 7).  
1.4. Потом просматриваем все непомеченные вершины, соседние 
с 2. Это 4 и 5. Присваиваем вершине 5 метку 2
+, так как u25  прямая 
дуга и x25 < d25 (3 < 9). Поскольку вершина 5 – это сток S, то на 
данном этапе вершину 4 можно не рассматривать. 
2. Так как сток оказался помеченным, то выписываем увеличи-
вающий путь P2, двигаясь от S к вершине 2, номер которой указан в 
ее метке; затем от нее – к вершине 3, номер которой указан в метке, 
и т.д. пока не придем к источнику.  
 
Р2: 1 – 3 – 2 – 5. 
 
3. Выписываем множество P+ (прямых дуг)  и множество P (об-
ратных дуг): P+={u13, u25}, P={u32}. 


















5. Вдоль дуг увеличивающего пути P2 (рис. 2.14) изменяем поток 
z1 = 7 (м3/ч) на величину  = min{1, 2} = min{6, 4} = 4 и получаем 
новый поток z2 = z1 +  = 7 + 4 = 11 (м3/ч), такой что  
 
; ,440: 131313
 Puxx  
 
; ,743: 252525
 Puxx  
 
. ,044: 322323
 Puxх  
 
Остальные ijx  остаются  без изменений, так как не входят в уве-

















С. Рассуждая, как было написано выше, расставляем метки и вы-
писываем третий увеличивающий путь: 
 
Р3: 1 – 3 – 4 – 5. 
 























P+ = {u13, u34, u45}, P
 = . 
 










Так как обратных дуг нет, то 2 не вычисляем. 
Вдоль дуг увеличивающего пути P3 (рис. 2.15) изменяем поток  
z2 = 11 (м3/ч) на величину  = 1 = 3 и получаем новый поток z3 =  


















Остальные ijx  остаются без изменений, поскольку не входят в 



































D. 1. Снова находим увеличивающий путь методом расстановки 
меток. 
1.1. Источник I = 1 получает метку 1+. 
1.2. Просматриваем все непомеченные вершины, соседние с 1. 
Это 2 и 3. Вершине 2 нельзя присвоить метку 1
+, так как u12  пря-
мая насыщенная дуга, поскольку x12 = 7 = d12. А вершине 3 при-
сваиваем метку 1+, так как u13  прямая дуга и x13 < d13 (7 < 8). 
1.3. Затем просматриваем все непомеченные вершины, соседние 
с 3. Это 2 и 4. Вершине 2 нельзя присвоить метку 3
, так как дуга u32 
обратная, но x23 = 0. А вершине 4 нельзя присвоить метку 3+, по-
скольку u34  прямая дуга, но x34 = d34 (7 = 7).  
2. Так как мы не можем пометить сток S, то увеличивающего пу-
ти нет и поток в сети является максимальным: maxz  = z3 = 14 (м
3/ч). 
Пусть R – множество помеченных вершин в сети, т.е. R = {1, 3}, 
а R – множество непомеченных вершин, т.е. R={2, 4, 5}. Тогда по-
строенный разрез (R, R) = {u12, u34} является минимальным (дуга 
u23 в разрез не входит, так как ее начало  непомеченная вершина, а 
конец  помеченная). И алгоритм заканчивает свою работу.  
 
Минимальный разрез (R, R) является «узким местом» сети. Най-










dRRC  = d12 + d34 = 7 + 7 = 14 (м3/ч), 
 
что совпадает с величиной максимального потока воды в водо-
проводе. 
Проведем анализ сети. Проверим условие сохранения потока на 
примере 2-й вершины. Известно, что в промежуточных вершинах 








Действительно, (х12 + х42)
  ( х23 + х24 + х25) = (7 + 0)  (0 + 0 + 7) =  
= 0 (м3/ч).  
Покажем также, что общее количество воды, вытекающей из ис-
точника I (из водонапорной башни), совпадает с общим количест-




IjiI xx = 
i j
SjiS xx = maxz   
 
 0 + (х12 + х14) = (х25 + х45)  0    7 + 7 = 7 + 7 = 14 
(м3/ч). 
 
2.7. Задача о кратчайшем пути на графе. 
Алгоритм Дийкстры 
 
Рассмотрим взвешенный граф G(V, U) без петель и контуров, 
любой дуге iju  = (i, j)  U которого поставлено в соответствие 
число ijl , называемое длиной (в общем случае, весом). Если граф 
содержит ребра, то любое из них можно заменить на пару противо-
положно ориентированных дуг с той же длиной. Требуется найти 
пути из выделенной вершины v0  V во все остальные вершины 
графа, длина (или суммарный вес) каждого из которых минимальна.  
Пусть для любой вершины iv   V графа G(V, U) элементы l
*(i), 
v*(i) означают длину и предпоследнюю вершину кратчайшего пути 
из источника I в вершину vi, а элементы l(i), v(i) – длину и предпо-
следнюю вершину некоторого (не обязательно кратчайшего) пути. 
Пару (l(i), v(i)) назовем временной меткой, а пару (l*(i), v*(i)) – по-
стоянной меткой. Обозначим через R множество помеченных вер-
шин. Алгоритм Дийкстры заключается в том, что на любой итерации 
одна очередная вершина iv  присоединяется к множеству помечен-
ных вершин R и получает постоянную метку (l*(i), v*(i)), которая в 
дальнейшем не меняется. А для остальных вершин j  R (т.е. для j 
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 V\R) пересматриваются текущие значения длин l(j). Результаты 
вычислений на всех итерациях заносятся в таблицу. Рассмотрим ал-
горитм Дийкстры построения дерева кратчайших путей на примере.  
Пример 13. Туристическая фирма организовывает экскурсион-
ные туры на автобусе с посещением ряда городов зарубежья (v1, v2, 
v3, v4, v5, v6, v7) (рис. 2.16). Выезд планируется из Минска (v0). Тре-
буется найти кратчайшие пути из Минска в эти города, если извест-











Решение. Составим математическую модель задачи. Вершины 
графа можно интерпретировать как пересечение дорог, а ребра – 
как участки дорог, связывающих вершины. Любому ребру можно 
поставить в соответствие длину данного участка дороги в километ-
рах. Тогда задача сведется к нахождению кратчайшего пути из вер-
шины v0 (Минска) во все остальные вершины графа. Расставлять 



























Т а б л и ц а  2.8 
 



















1  0,0 v
 2, v0 4, v0 1, v0 , v0 , v0 , v0 , v0 
2  2, v0 3, v3 

0,1 v  , v0 6, v3 5, v3 , v0 
3   0,2 v  3, v3  8, v1 
6, v3 
6, v1 
5, v3 , v0 
4    3,3 v   8, v1 4, v2 5, v3 , v0 




6     7, v5  

3,5 v  

5,5 v  
7, v6 
7     
5,7 v    7, v6 
8        
6,7 v  
 
Алгоритм Дийкстры: 
1. Так как все пути будут выходить из вершины v0, ее сразу по-
мечают, т.е. присваивают  
 
l(0):= 0*, v(0):= 0v , R:= {v0}. 



















jl jv  
 
и указывают предпоследнюю вершину пути: 
 
0:)( vjv  . 
 




l(1):= 2, так как (v0, v1)  U, v(1):= v0; 
l(4):= , поскольку (v0, v4)  U, v(4):= v0 и т.д. 
 
3. Из непомеченных вершин находят номер i  V\R, для кото-







В нашем примере min {l(1), l(2),…, l(7)} = l(3) = 1. 
4. Если l(i) =  (т.е. минимум равен ) и множество помечен-
ных вершин не совпадает с множеством V (т.е. R  V), то алго-
ритм заканчивает свою работу. В вершины, не имеющие постоян-
ной метки, не существует пути из выделенной вершины v0. Иначе 
переходят к пункту 4. 
5. Если l(i) <  (т.е. минимум конечен), то полагают  
 
i:= iv , R: = R{ iv }, l(i):= l
*(i), v(i):= v*(i). 
 
В данном примере i:= v3, R:= R{v3} = {v0, v3}, l(3):= 1*, 
v(3):= v0
*.   
6. Если R = V (или i = S), то найдены все кратчайшие пути во 
все вершины графа. Алгоритм заканчивает свою работу. Иначе пе-
реходят к пункту 7. 
7. Если R  V (или i  S), то рассматривают дуги (i, j)U, ко-
торые существуют, т.е. i  R, j  V\R. Полагают  
 
l(j):= min{l*(i) + ijl ; l(j)}, 
где l*(i) – постоянная метка вершины iv (начала дуги), ijl – длина 
дуги ( iv , jv ), l(j) – временная метка вершины jv  (конца дуги).  
Если l*(i) + ijl  < l(j), то присваивают v(j):= iv , иначе времен-
ная метка v(j) вершины jv  не меняется. Незаполненные клетки 
данной строки переписывают из соответствующих столбцов. Пере-
ходят к пункту 2. 
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В табл. 2.8 заполняют вторую строку. Для этого находят дуги с 
началом в последней отмеченной вершине, а с концом – в неотме-
ченной. В нашем примере это дуги с началом в вершине v3: (v3, v2), 
(v3, v5) (v3, v6). Для них считают l(2), l(5), l(6) соответственно:  
 
(v3,v2): l(2):= min{l
*(3) + l32; l(2)} = min{1 + 2;4} = 3, v(2):= v3; 
 
(v3,v5): l(5):= min{l
*(3) + l35; l(5)} = min{1 + 5;} = 6, v(5):= v3; 
 
(v3,v6): l(6):= min{l
*(3) + l36; l(6)} = min{1 + 6; } = 7, v(6):= v3. 
 
Аналогично заполняют третью строку табл. 2.8:  
а) пункт 3 алгоритма: l(1):= min{l(1), l(2), l(4),…, l(7)} = 2; 
б) пункт 5 алгоритма: i:= v1, R:= R{v1} = {v0, v1, v3}, 
l(1):= 2*, v(1):= 0v ;  
в) пункт 7 алгоритма: находят дуги с началом в вершине v1 ((v1, v2), 
(v1, v5) (v1, v4)) и вычисляют l(2), l(5), l(4) соответственно:  
(v1, v2): l(2):= min{l
*(1) + l12; l(2)} = min{2 + 3;3} = 3, значит, 
v(2) не меняется; 
(v1, v5): l(5):= min{l
*(1) + l15; l(5)} = min{2 + 4;6} = 6, значит, 
v(5):= {v1, v3}; 
(v1, v4): l(4):= min{l
*
(1) + l14; l(4)} = min{2 + 6; } = 8, v(4):= v1. 
Незаполненные клетки переписываются из второй строки. 
Остальные строки заполняются аналогично.  
 
Замечание. Число l*(i) постоянной метки вершины vi равно длине кратчайшего 
пути из выделенной вершины v0  в вершину i, а сам путь восстанавливается после-
довательным просмотром постоянных меток v*(i) предпоследних вершин в крат-
чайшем пути. 
 
В данном примере выпишем кратчайшие пути из вершины v0 во 
все остальные вершины графа:  
 




v0v6: v0 – v3 – v2 – v5 – v6  или  v0 – v3 – v6,  l*(6) = 5 
(тыс. км); 
 
v0v5: v0 – v3 – v2 – v5,  l*(5) = 4 (тыс. км); 
 
v0v4: v0 – v3 – v2 – v5 – v4,  l*(4) = 7 (тыс. км); 
 
v0v3: v0 – v3,  l*(3) = 1 (тыс. км); 
 
v0v2: v0 – v3 – v2,  l*(2) = 3 (тыс. км); 
 
v0v1: v0 – v1,  l*(1) = 2 (тыс. км). 
 
Так, отправляясь в город v6, туристическая фирма в целях посе-
щения наибольшего числа городов предпочтет маршрут v0 – v3 – v2 
– 
– v5 – v6, хотя на обратной дороге можно сразу следовать в город 
v3, при этом наименьшее расстояние не изменится. 

ТРЕБОВАНИЯ  К  ОФОРМЛЕНИЮ 
КУРСОВОЙ  РАБОТЫ 
 
1. Курсовая работа выполняется на белой бумаге формата А4 на 
одной стороне листа при соблюдении следующих размеров полей: 
левое  30 мм, правое  10 мм, нижнее  20 мм, верхнее  15 мм. 
2. Рекомендуемый тип шрифта в случае применения ЭВМ: Times 
New Roman, 13 или 14 pt (предпочтение следует отдавать операци-
онной системе Windows, используя при этом текстовый процессор 
Microsoft Word, версия 6.0 и выше).  
3. Объем курсовой работы: до 35  40 страниц рукописного тек-
ста или 25  30 страниц печатного текста, выполненного через 1,5 
межстрочного интервала. 
4. Страницы нумеруются арабскими цифрами на верхнем поле 
листа в правом углу без слова «страница» и знаков препинания. 
5. Титульный лист оформляется по следующему стандарту: 
 
 
Министерство образования Республики Беларусь 
Белорусский национальный технический университет 
 
Факультет гуманитарного образования и управления 




Экономико-математические модели и методы 





студент(ка) группы …        (подпись)        Фамилия, имя, отчество 
                                                 (дата) 
Руководитель:  
преподаватель                    (подпись)         Фамилия, имя, отчество 
                                                (дата) 
 
 





Номер страницы на титульном листе не проставляется, хотя 
включается в общую нумерацию страниц. 
 
6. Содержание включает следующие разделы (которые в свою 





1. Введение (раскрывается значение темы и задач, рассматри-
ваемых в работе; обосновывается  актуальность  и  важность  те-
мы; определяется общая цель курсовой работы, а также конкрет-
ные ее задачи и методы исследования). 
 
2. Теоретическая часть (записываются теоретические сведе-
ния, необходимые для решения задач по данной теме; текст рабо-
ты иллюстрируется таблицами и рисунками; на используемые 
источники литературы даются ссылки). 
 
3. Практическая часть (переписываются условия по каждому 
из вариантов; во всех заданиях приводится последовательный ход 
решения; отмечается, что определяется и по какой расчетной 
формуле с расшифровкой условных обозначений). 
 
4. Заключение (логически и последовательно излагаются вы-
воды и предложения по результатам исследования). 
 
5. Список использованной литературы. 
 
 
7. Каждую часть работы начинают с нового листа. 
 
8. Последний лист остается чистым для рецензии преподавателя. 
 





ПОРЯДОК  ЗАЩИТЫ 
КУРСОВОЙ  РАБОТЫ 
 
Курсовая работа направлена преимущественно на практическую 
подготовку студента и составлена в соответствии с учебным пла-
ном. Выполнение курсовой работы является важным средством са-
моконтроля, а также прививает навыки организации самостоятель-
ной работы, развивает мышление, служит основой глубокого усвое-
ния учебного материала, способствует активной подготовке студен-
та к экзаменам и вырабатывает умение публичной защиты. 
Курсовые работы сдаются на проверку не позднее, чем за две не-
дели до начала сессии. Сначала они регистрируются на кафедре, 
после чего передаются руководителю. Руководитель обязан прове-
рить работы, сделать замечания в письменной форме и вернуть их 
студентам для подготовки к защите или на доработку. При оценке 
работы учитываются: содержание работы, степень самостоятельно-
сти, правильность выводов и предложений, качество используемого 
материала, а также математический и экономический уровни гра-
мотности. Рецензент отмечает положительные стороны и недостат-
ки работы; указывает, что надлежит доработать. Заканчивается ре-
цензия выводом, может ли работа быть допущена к защите. В слу-
чае признания курсовой неудовлетворительной, студент (после пе-
реработки) представляет работу на повторное рецензирование с 
обязательным предъявлением оригинала и первой рецензии. 
Защищается курсовая работа перед специальной комиссией в со-
ставе двух-трех преподавателей, один из которых  руководитель. 
На защиту студент представляет данное издание, курсовую работу,  
рецензию руководителя, зачетную книжку и свои знания. В ходе 
защиты студент должен кратко изложить выводы и ответить на во-
просы членов комиссии по курсовой работе. (Следует помнить, что 
заключение является основой доклада перед комиссией.) В процес-
се защиты устанавливаются: умение изучать и обобщать литератур-
ные источники в данной области знаний; способность самостоя-
тельно проводить исследования, систематизировать и обобщать 
фактический материал; умение самостоятельно обосновывать выво-
ды и практические рекомендации по результатам исследования. 
Студентам, которые не явились на защиту курсовой работы в ус-
тановленный срок, в ведомости ставится «неявка». Их работы при-
нимаются к защите только по направлениям, выдаваемым в уста-
новленном порядке после окончания сессии. 
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ЗАДАНИЯ  К  КУРСОВОЙ  РАБОТЕ 
 
«Экономико-математические модели и методы 
в задачах управления и планирования» 
 
Нечетные варианты 




1. Матричные игры 
1.1. Элементы теории матричных игр. Решение игры в чистых 
стратегиях.  
1.2. Смешанные стратегии. Решение матричных игр в смешан-
ных стратегиях путем сведения к паре двойственных задач ЛП. 
2. Программирование на сетях.  
2.1. Основы сетевого планирования. Построение сетевого графика.  
2.2. Временные характеристики задач сетевого планирования и 




3. Применение методов линейного программирования. 
 
Постановка задачи. 
Для производства трех видов продукции используются три вида 
сырья. Нормы затрат каждого из видов сырья на единицу продук-
ции данного вида, запасы сырья, а также прибыль с единицы про-
дукции приведены в таблицах вариантов. Определить план выпуска 
продукции для получения максимальной прибыли при заданном 
дополнительном ограничении. Оценить каждый из видов сырья, 
используемых для производства продукции. 
 
Требуется: 
1) построить математическую модель задачи; 
2) выбрать метод решения и привести задачу к канонической форме; 
3) решить задачу (симплекс-методом); 
4) дать геометрическую интерпретацию решения; 
5) проанализировать результаты решения; 
6) составить к данной задаче двойственную и, используя соот-
ветствие переменных, выписать ответ двойственной задачи; 
7) решить двойственную задачу (двойственным симплекс-методом); 







А В С Запасы  
сырья, ед. 
I 3 2 - 18 
II - 1 1 4 
III 1 2 - 10 
Прибыль, ден. ед. 2 5 1  
 






А В С Запасы  
сырья, ед. 
I 2 1 3 18 
II 2 - - 10 
III 4 - 3 24 
Прибыль, ден. ед. 6 1 9  
 






А В С Запасы  
сырья, ед. 
I - 1 1 8 
II 1 1 - 5 
III - 2 1 12 
Прибыль, ден. ед. 1 5 2  
 






А В С Запасы  
сырья, ед. 
I 2 1 - 14 
II 1 1 - 8 
III - 1 1 3 
Прибыль, ден. ед. 3 4 1  
 







А В С Запасы  
сырья, ед. 
I - 1 1 7 
II 2 1 - 14 
III 1 1 - 10 
Прибыль, ден. ед. 4 5 1  
 






А В С Запасы 
сырья, ед. 
I 1 2 - 10 
II 2 1 - 8 
III 1 - 1 3 
Прибыль, ден. ед. 5 2 1  
 






А В С Запасы 
сырья, ед. 
I 3 5 - 30 
II 1 1 1 8 
III - 2 - 8 
Прибыль, ден. ед. 3 3 1  
 






А В С Запасы 
сырья, ед. 
I 1 1 - 4 
II - 2 3 24 
III - 4 2 24 
Прибыль, ден. ед. 1 5 2  
 







А В С Запасы 
сырья, ед. 
I 3 - 4 36 
II 3 - 2 24 
III 1 1 - 6 
Прибыль, ден. ед. 7 1 4  
 






А В С Запасы 
сырья, ед. 
I 2 - - 8 
II 2 3 1 18 
III 4 3 - 24 
Прибыль, ден. ед. 6 9 1  
 






А В С Запасы 
сырья, ед. 
I 2 1 4 20 
II - - 1 4 
III 3 - 2 18 
Прибыль, ден. ед. 3 1 6  
 






А В С Запасы 
сырья, ед. 
I - 2 2 16 
II 1 1 - 4 
III - 1 2 14 
Прибыль, ден. ед. 1 3 2  
 







А В С Запасы 
сырья, ед. 
I 1 2 - 14 
II 2 2 - 20 
III 1 - 1 8 
Прибыль, ден. ед. 4 3 1  
 






А В С Запасы 
сырья, ед. 
I 2 2 - 16 
II - 2 1 10 
III 1 2 - 12 
Прибыль, ден. ед. 2 6 1  
 






А В С Запасы 
сырья, ед. 
I - 2 - 10 
II - 5 3 30 
III 1 1 1 8 
Прибыль, ден. ед. 1 2 2  
 
Необходимо, чтобы сырье III вида было израсходовано полностью. 
 
4. Планирование перевозок.  
 
Постановка задачи. 
Товары с m баз поставляются в n магазинов. Потребности мага-
зинов в товарах равны jb  тыс. ед., j = n,1 . Запасы товаров на базах 
составляют ia  тыс. ед., i = m,1 . Затраты на перевозку 1 тыс. ед. 
товара в ден. ед. представлены матрицей затрат nmC  . Запланиро-









В1 В2 …  Вn Запасы товаров на 
базах, тыс.ед. 
A1 с11 с12 … nc1  a1 
A2 с21 с22 … nc2  a2 
… … … … … … 




















2) составить математическую модель задачи; 
3) привести ее к стандартной транспортной задаче (с балансом); 
4) построить начальный опорный план задачи (методом мини-
мального элемента); 
5) решить задачу (методом потенциалов); 






= (12;14;8;10),  
b






























































= (10;12;11;7),  
b




















































































































































































































































































































































































































Необходимо полностью удовлетворить потребности 3-го магазина. 
 
5. Программирование на сетях.  
 
Постановка задачи. 
Хозяйственно-питьевой водопровод (сеть) соединяет источник I 
со стоком S. Имеется несколько путей, по которым можно достав-
лять воду из источника в сток. Вершины сети соответствуют пере-
сечениям труб, а ребра и дуги  участкам труб между пересечения-
ми. На сети указаны пропускные способности труб, т.е. максималь-
ное количество воды в м3, которое можно пропустить по трубам за  
1 ч. Также сформирован начальный поток с мощностью z0 (м3/ч). 
Какой поток воды максимальной мощности можно пропустить по 
данному трубопроводу?  
 
Требуется: 
1) посчитать мощность начального потока воды z0 (м3/ч); 
2) построить на сети поток воды максимальной мощности  
maxz  (м
3/ч), направленный из источника I к стоку S; 
3) указать «узкое место» сети и найти его пропускную способ-
ность; 













































































































































































































































































































































































































































1. Транспортная задача.  
 
1.1. Математические модели задач транспортного типа. Откры-
тая и закрытая модели транспортной задачи (ТЗ). 
1.2. Построение начального опорного плана. 
1.3. Метод потенциалов решения ТЗ. Критерий оптимальности. 
 
2. Потоки на сетях.  
 
2.1. Постановка задачи о максимальном потоке. Понятие разреза 
в сети.  





3. Применение методов линейного программирования. 
Постановка задачи. 
Из двух видов сырья необходимо составить смесь, в состав кото-
рой должно входить не менее указанных единиц химического веще-
ства А, В и C соответственно. Цена 1 кг сырья каждого вида, а также 
количество единиц химического вещества, содержащегося в 1 кг 
сырья каждого вида, указаны в таблицах вариантов. Составить 
смесь, имеющую минимальную стоимость. 
 
Требуется: 
1) построить математическую модель задачи; 
2) выбрать метод решения и привести задачу к канонической 
форме; 
3) решить задачу (двойственным симплекс-методом); 
4) дать геометрическую интерпретацию решения; 






Кол-во ед. вещества, 
содержащегося в 1 кг 





А 1 2 12 
В 5 2 20 
С - 4 12 




Кол-во ед. вещества,  
содержащегося в 1 кг 





А - 5 10 
В 4 2 28 
С 2 5 30 




Кол-во ед. вещества,  
содержащегося в 1 кг 





А 2 1 14 
В 1 1 10 
С 2 - 6 




Кол-во ед. вещества,  
содержащегося в 1 кг 





А 4 2 20 
В 2 4 16 
С 6 - 18 





Кол-во ед. вещества,  
содержащегося в 1 кг 





А 3 - 12 
В 2 4 24 
С 3 2 24 




Кол-во ед. вещества, 
содержащегося в 1 кг 





А 3 2 24 
В - 6 18 
С 3 4 36 




Кол-во ед. вещества, 
содержащегося в 1 кг 





А 4 - 12 
В 4 5 40 
С 4 2 28 




Кол-во ед. вещества, 
содержащегося в 1 кг 





А 1 2 10 
В 6 - 12 
С 3 2 18 





Кол-во ед. вещества, 
содержащегося в 1 кг 





А 5 2 30 
В 5 - 10 
С 2 2 18 




Кол-во ед. вещества, 
содержащегося в 1 кг 





А 2 2 20 
В - 4 12 
С 1 2 14 




Кол-во ед. вещества, 
содержащегося в 1 кг 





А - 8 16 
В 4 3 24 
С 2 3 18 




Кол-во ед. вещества, 
содержащегося в 1 кг 





А - 7 14 
В 2 4 20 
С 3 2 18 





Кол-во ед. вещества, 
содержащегося в 1 кг 





А 2 5 30 
В 6 - 24 
С 4 2 28 




Кол-во ед. вещества, 
содержащегося в 1 кг 





А - 4 8 
В 1 2 8 
С 3 1 9 




Кол-во ед. вещества, 
содержащегося в 1 кг 





А 2 1 12 
В 1 2 12 
С 4 - 8 
Цена 1 кг сырья, ден. ед. 4 2  
 
2. Методы решения матричных игр. 
 
Постановка задачи. 
Отрасли А и В осуществляют капитальные вложения в четыре 
объекта. С учетом особенностей вкладов и местных условий при-
быль отрасли А в зависимости от объема финансирования выража-
ется элементами платежной матрицы С. Для упрощения задачи 
принять, что убыток отрасли В равен прибыли отрасли А. Найти 




1) свести исходные данные в таблицу и найти решение матрич-
ной игры в чистых стратегиях, если оно существует (в противном 




В1 В2 В3  В4 i  
A1 с11 с12 с13 с14 1 
A2 с21 с22 с23 с24 2 
A3 с31 с32 с33 с34 3 














2) упростить платежную матрицу; 
3) составить пару взаимно двойственных задач, эквивалентную 
данной матричной игре; 
4) найти оптимальное решение прямой задачи (для отрасли В) 
симплекс-методом;  
5) используя соответствие переменных, выписать оптимальное 
решение двойственной задачи (для отрасли А); 
6) дать геометрическую интерпретацию этого решения (для от-
расли А); 
7) используя соотношение между оптимальными решениями па-
ры двойственных задач, оптимальными стратегиями и ценой игры, 
найти решение игры в смешанных стратегиях; 































































































































































































































































































































































































Информация о строительстве комплекса задана нумерацией ра-
бот, их продолжительностью (в ед. времени), последовательностью 
выполнения и оформлена в виде таблицы. За какое минимальное 
время может быть завершен весь комплекс работ? 
 
Требуется: 
1) по данным таблицы построить сетевой график комплекса ра-
бот и найти правильную нумерацию его вершин; 
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2) рассчитать на сетевом графике ранние и поздние сроки насту-
пления событий, а также резервы времени событий; 
3) выделить на сетевом графике критические пути; 
4) для некритических работ найти полные и свободные резервы 
времени; 




№ работы 1 2 3 4 5 6 7 8 
Последующие работы 2, 4, 5 3, 8 - 8 6 7 - - 
Продолжительность работы 2 5 1 11 4 8 7 8 
 
Как повлияет на срок выполнения комплекса работ увеличение 
продолжительности работы № 3 на 6 месяцев, работы № 5 на 1 ме-
сяц? На какое время можно увеличить продолжительность работ № 




№ работы 1 2 3 4 5 6 7 8 
Последующие работы 6 4, 6 5, 7 5, 7 8 8 6 - 
Продолжительность работы 20 12 8 4 14 7 7 10 
 
Как повлияет на срок выполнения комплекса работ увеличение 
продолжительности работы № 3 на 8 месяцев, работы № 7 на 2 меся-
ца? На какое время можно увеличить продолжительность работ № 1 




№ работы 1 2 3 4 5 6 7 8 
Последующие работы 4 6 7, 8 5 - 8 5 - 
Продолжительность работы 10 13 8 7 15 17 10 3 
 
Как повлияет на срок выполнения комплекса работ увеличение 
продолжительности работы № 4 на 1 месяц, работы № 6 на 2 меся-
ца? На какое время можно увеличить продолжительность работ № 1 





№ работы 1 2 3 4 5 6 7 8 
Последующие работы 7 4, 5, 6 6 8 7 8 8 - 
Продолжительность работы 2 1 2 10 3 4 7 2 
 
Как повлияет на срок выполнения комплекса работ увеличение 
продолжительности работы № 7 на 1 месяц, работы № 3 на 5 меся-
цев? На какое время можно увеличить продолжительность работ № 




№ работы 1 2 3 4 5 6 7 8 
Последующие работы 2, 5 3 - 3, 8 - 7 3 7 
Продолжительность работы 2 2 3 4 7 4 8 6 
 
Как повлияет на срок выполнения комплекса работ увеличение 
продолжительности работы № 5 на 12 месяцев, работы № 8 на 1 ме-
сяц? На какое время можно увеличить продолжительность работ № 




№ работы 1 2 3 4 5 6 7 8 
Последующие работы 2, 5, 8 3, 4 - 8 6 7 - - 
Продолжительность работы 12 10 8 4 2 4 8 4 
 
Как повлияет на срок выполнения комплекса работ увеличение 
продолжительности работы № 6 на 4 месяца, работы № 2 на 1 ме-
сяц? На какое время можно увеличить продолжительность работ № 




№ работы 1 2 3 4 5 6 7 8 
Последующие работы 2, 7 5 4, 5 6 6 - 8 - 
Продолжительность работы 2 8 8 1 10 2 10 10 
 
Как повлияет на срок выполнения комплекса работ увеличение 
продолжительности работы № 5 на 3 месяца, работы № 3 на 11 меся-
цев? На какое время можно увеличить продолжительность работ № 3 





№ работы 1 2 3 4 5 6 7 8 
Последующие работы 2, 7 5, 6 7 5, 6 8 7 8 - 
Продолжительность работы 2 4 14 2 6 8 3 2 
 
Как повлияет на срок выполнения комплекса работ увеличение 
продолжительности работы № 4 на 4 месяца, работы № 7 на 2 меся-
ца? На какое время можно увеличить продолжительность работ № 4 




№ работы 1 2 3 4 5 6 7 8 
Последующие работы 4 5, 6, 7 6 8 4 8 8 - 
Продолжительность работы 10 2 3 2 8 4 8 10 
 
Как повлияет на срок выполнения комплекса работ увеличение 
продолжительности работы № 5 на 4 месяца, работы № 3 на 5 меся-
цев? На какое время можно увеличить продолжительность работ № 6 




№ работы 1 2 3 4 5 6 7 8 
Последующие работы 7 4, 6 4, 5, 6 8 7 7 8 - 
Продолжительность работы 2 11 4 4 1 2 2 4 
 
Как повлияет на срок выполнения комплекса работ увеличение 
продолжительности работы № 6 на 1 месяц, работы № 1 на 3 меся-
ца? На какое время можно увеличить продолжительность работ № 1 




№ работы 1 2 3 4 5 6 7 8 
Последующие работы 2, 6, 8 5 5 7 8 7 8 - 
Продолжительность работы 5 3 2 25 20 20 15 5 
 
Как повлияет на срок выполнения комплекса работ увеличение 
продолжительности работы № 2 на 12 месяцев, работы № 6 на 5 меся-
цев? На какое время можно увеличить продолжительность работ № 2 и 





№ работы 1 2 3 4 5 6 7 8 9 
Последующие работы 2 3 - 5, 6 3 - 8, 9 5 6 
Продолжительность работы 15 5 5 30 50 30 10 20 10 
 
Как повлияет на срок выполнения комплекса работ увеличение 
продолжительности работы № 8 на 4 месяца, работы № 9 на 35 меся-
цев? На какое время можно увеличить продолжительность работ № 1 




№ работы 1 2 3 4 5 6 7 8 9 
Последующие работы 4, 5, 6 3, 7 5, 6 8 8 9 9 - - 
Продолжительность работы 2 1 3 5 4 3 2 1 2 
 
Как повлияет на срок выполнения комплекса работ увеличение 
продолжительности работы № 1 на 1 месяц, работы № 3 на 2 меся-
ца? На какое время можно увеличить продолжительность работ № 1 




№ работы 1 2 3 4 5 6 7 8 9 
Последующие работы 2 3 - 6, 9 6, 7, 9 8 8 - 3 
Продолжительность работы 6 7 3 4 1 4 3 2 9 
 
Как повлияет на срок выполнения комплекса работ увеличение 
продолжительности работы № 7 на 12 месяцев, работы № 4 на 3 ме-
сяца? На какое время можно увеличить продолжительность работ № 




№ работы 1 2 3 4 5 6 7 8 9 
Последующие работы 4 8, 7 5, 6 9 8, 7 7 - 9 - 
Продолжительность работы 3 7 4 3 3 2 2 8 3 
 
Как повлияет на срок выполнения комплекса работ увеличение 
продолжительности работы № 5 на 3 месяца, работы № 6 на 10 меся-
цев? На какое время можно увеличить продолжительность работ № 1 
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