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Анотацiя: Розглядається спосiб тренування нейронних мереж прямого пошире-
ння сигналу з оберненим поширенням похибки з використанням рiзних модифiкацiй
порогової функцiї активацiї Хевiсайда.
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Вступ
Метод оберненого поширення похибки [1] застосовується для трену-
вання штучних нейронних мереж (ШНМ) прямого поширення сигналу
(наприклад, багатошарових персептронiв). Даний метод базується на мi-
нiмiзацiї функцiї похибки шляхом отримання градiєнту цiєї функцiї i
корекцiї вагових коефiцiєнтiв зв’язкiв вихiдного та прихованих шарiв
нейронної мережi.
Даний метод, базуючись на градiєнтах, застосовується тiльки для
мереж, функцiiї активацiї нейронiв яких є диференцiйованими на всiх
областi визначення, яка застосовується для активацiї ШНМ [1]. Саме
тому популярними функцiями активацiї є:
• логiстична функцiя (сигмоїда) (1)
• гiперболiчний тангенс (2)
• гаусiвська функцiя (3)
f(x) =
1
1 + e−x
(1)
f(x) = tanh(x) (2)
f(x) = ae
− (x−b)
2
2c2 (3)
Варто зазначити, що в цей же час одними з найпоширенiших фун-
кцiй активацiї є порогова функцiя, чи функцiя Хевiсайда (4) та лiнiй-
ний пiдйом (5), якi забезпечують бiльшу швидкiсть навчання, особливо
в задачах класифiкацiї.
f(x) = {1, x > 0; 0, x < 0} (4)
f(x) = {−1, x < −1; 0,−1 6 x < 0; 1, x > 1} (5)
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Класичним варiантом застосування функцiї активацiї (1) є одно-
шаровий персептрон (Розенблатта), який навчається згiдно з дельта-
правилом.
Проте описанi функцiї не є диференцiйованими на своїй областi ви-
значення. Так, логiстична функцiя (сигмоїда) недиференцiйовна при ,
функцiя гiперболiчного тангенсу, при x = −1 та x = 1.
Постановка задачi
Для прикладу, в якостi вхiдних даних для задачi вiзьмемо ШНМ
прямого поширення сигналу з одним вхiдним, одним вихiдним та до-
вiльною кiлькiстю прихованих шарiв. В якостi функцiї активацiї не-
ронiв прихованих шарiв та нейронiв вихiдного шару оберемо функцiю
Хевiсайда (4).
Дана задача, у випадку одношарової ШНМ вирiшується за допомо-
гою дельта-правила.
В частковому випадку задачi, коли активацiйною функцiєю вихi-
дного шару є порогова функцiя, а активацiйними функцiями внутрi-
шнiх шарiв є диференцiйовнi функцiї, можна скористатись комбiнацiєю
дельта-правила та методу градiєнтного спуску для реалiзацiї обернено-
го поширення похибки.
Проте така комбiнацiя способiв вирiшення ускладнює реалiзацiю,
оскiльки потребує створення додаткових пiдпрограм чи апаратних еле-
ментiв (у випадку апаратної реалiзацiї).
Замiна активацiйної функцiї
В якостi одного з методiв вирiшення поставленої задачi пропонується
метод замiни вихiдної порогової активацiйної функцiї на подiбну дире-
фенцiйовну.
Для цього необхiдно модифiкувати iснуючi функцiї, якi застосову-
ються в якостi неперервних функцiй активацiї при навчаннi методом
оберненого поширення похибки.
Поведiнки функцiй представленi на рис 1. а, б. Як бачимо з рисунку,
неперервнi функцiї тангенс гiперболiчний та сигмоїда ведуть себе подi-
бно до порогової, за винятком того, що є гладкими та неперервними на
всiй областi визначення.
Для того, щоб неперервнi функцiї вели себе подiбно до порогової фун-
кцiї, їх треба модифiкувати:
• сигмоїду необхiдно “притиснути” до осi ординат;
• тангенс гiперболiчний можна пiдняти на 1 по осi ординат, двiчi
“притиснути” до осi абсцис i знову “притиснути” уже до осi ординат.
Для виконання цих операцiй, внесемо вiдповiднi модифiкацiї в данi
функцiї:
f(x) =
1
1 + e−x∗a
(6)
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Рис. 1 – Диференцiйовнi функцiї: (а) логiстична та порогова функцiї; (б)
логiстична i тангенс гiперболiчний
f(x) =
1 + tanh(a ∗ x)
2
(7)
Таким, чином, обидвi функцiй отримали деякий коефiцiєнт , зi збiль-
шенням якого поведiнка обраних неперервних функцiй буде бiльш по-
дiбною до порогової функцiї, при чому не втрачаючи властивiсть дифе-
ренцiйовностi. Поведiнка функцiй з коефiцiєнтом a = 20 представлена
на рис. 2. а, б.
Рис. 2 – Модифiкованi диференцiйовнi функцiї та функцiя Хевiсайда:
(а) Логiстична функцiя, а=20; (б) Тангенс гiперболiчний, а=20
Експериментальне пiдтвердження важливостi отриманих
результатiв
В якостi експерименту розв’яжемо класичну задачу побудови ШНМ
прямого поширення сигналу для реалiзацiї функцiї “виключаюче АБО”
(“XOR”) з використанням модифiкованих варiантiв функцiй активацiї.
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Як вiдомо, дана задача є задачею класифiкацiї лiнiйно нероздiльних
елементiв в двовимiрному просторi, а тому має декiлька шляхiв вирi-
шення:
1. При побудовi одношарової ШНМ введененя нейрона змiщення [3]
вводить додатковий вимiр простору вхiдних даних, що зсуває по-
рiг активацiї вихiдного нейрона. Даний метод не є унiверсальним,
оскiльки потребує дослiдження вхiдних даних перед тим, як при-
ступити до розв’язання.
2. Побудова двошарової ШНМ з застосуванням методiв навчання, що
враховують недиференцiйовнi функцiї активацiї. Такий метод на-
вчання не є унiверсальним, i, хоча, незручностi вiд цього можуть
бути зменшеними завдяки використанням шаблонiв проектування
програмного заюбезпечення [2], все ж потребує введення в моделю-
ючу систему додаткових пiдпрограм.
3. Побудова двошарової ШНМ з однiєю з вищеописаних функцiй акти-
вацiї, поведiнка якої наближається до порогової. Такий метод вирi-
шення є унiверсальним, i повинен давати вищу швидкiсть навчан-
ня, нiж використання оригiнальних функцiї активацiї (сигмоїдної
чи гiперболiчного тангенса).
Отже, проведемо навчання тришарової нейронної мережi, топологiя
якої зображена на рис. 3, методом оберненого поширення похибки в двох
варiантах:
1. В якостi функцiї активацiї прихованого i вихiдного шарiв застосо-
вується оригiнальна сигмоїда.
2. В якостi функцiї активацiї прихованого i вихiдного шарiв застосо-
вується модифiкована сигмоїда з параметром a = 100.
Рис. 3 – Тришарова повнозв’язна нейронна мережа
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Таблиця 1.
Тренувальна вибiрка
Вхiд 1 Вхiд 2 Вихiд
0 0 0
0 1 1
1 0 1
1 1 0
Тренування вiдбувається на наборi вхiдних даних, представлених в
табл. 1.
Проведемо тренування, умовою зупинки якого буде похибка не бiль-
ше 0.001. Результати тренування приведенi на гiстограмi (рис. 4). По-
ставлений експеримент проведемо тричi з новими випадковим чином
згенерованими ваговими коефiцiєнтами зв’язкiв.
Рис. 4 – Результати проведення експерименту по тренуванню.
Як бачимо з отриманих результатiв, модифiкована функцiя має на-
багато кращi показники швидкостi навчання, проходячи його в 9 разiв
швидше, нiж в класичному варiантi.
Висновок
Метод навчання ШНМ з оберненим поширенням похибки з викори-
станням модифiкованих диференцiйовних функцiй активацiї для iмi-
тацiї поведiнки порогової функцiї дозволяє вирiшувати задачi, де поро-
гова функцiя дає кращi показники швидкостi навчання, нiж логiсти-
чна чи гiперболiчний тангенс.
На вiдмiну вiд iнших способiв тренування ШНМ з недиференцiйов-
ними функцiями активацiї має наступнi переваги:
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1. Даний пiдхiд не потребує додаткових модифiкацiй в iснуюче про-
грамне забезпечення для моделювання ШНМ, що навчаються методом
оберненого поширення похибки;
2. Навчання ШНМ швидше в 9 раз порiвняно з оригiнальними варi-
антами функцiй активацiї в межах проведеного експерименту.
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