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Abstract
We consider a condition on a group G, that was studied by Strebel and independently by
Strojnowski, which implies that the complex group algebra of G has no non-trivial idempotents.
We elaborate on that technique and slightly relax the Strebel–Strojnowski condition. This enables
us to prove in a relatively simple way certain closure properties for the resulting class of groups.
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0. Introduction
As it is often the case with algebraic problems, the study of idempotents in group
algebras (or, more generally, the study of classes in the K-theory of such algebras)
originates from geometric and analytic considerations. For example, Wall [13,14] has
shown that the problem of deciding whether a >nitely dominated space X with fun-
damental group  is homotopy equivalent to a >nite CW-complex leads naturally to
the study of a certain class in the reduced K-theory group K˜0(Z) of the group ring
Z. As another example, let X be a Riemannian manifold and  a discrete group
which acts freely, properly discontinuously and isometrically on X , in such a way
that the orbit space X= is compact. Then, Connes and Moscovici [3] have de>ned
the index of a -invariant 0th-order elliptic pseudo-di@erential operator D on X as an
element in the K-theory group K0(C∗r ) of the reduced C
∗-algebra C∗r  of . The
idempotent conjecture (also known as the generalized Kadison conjecture) asserts that
the reduced C∗-algebra C∗r G of a discrete torsion-free group G has no idempotents
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= 0; 1; this claim may be viewed as a direct consequence of a far-reaching conjecture
of Baum and Connes [2]. Alternatively, one may approach the idempotent conjecture
as an assertion about the connectedness of a “non-commutative space”; if G is a dis-
crete torsion-free abelian group then C∗r G is the algebra of continuous complex-valued
functions on the dual group Gˆ, which is itself a compact and connected topological
space.
In this note, we shall restrict our attention to the complex group algebra CG of
a torsion-free group G; CG consists of the 0nite linear combinations of elements of
G and is contained in C∗r G as a dense subalgebra. Even though it is simpler than
the corresponding problem for the reduced C∗-algebra, the idempotent conjecture for
CG remains still an unproved claim when G is an arbitrary torsion-free group. It
follows from a result of Bovdi and Mihovski [8, Chapter 4, Theorem 3.8] that a central
idempotent in CG must be necessarily equal to 0 or 1, if G is torsion-free. If G admits
a total order which is compatible with its group structure (for example, if G is free)
then G can be easily seen to satisfy the idempotent conjecture. Formanek [5] has proved
that the idempotent conjecture is also satis>ed by the torsion-free polycyclic-by->nite
groups.
There are three general techniques, which do not seem to be related to each other,
that may be used in order to show that a given torsion-free group satis>es the idempo-
tent conjecture. Using a suitable combination of these techniques, one may prove the
conjecture for speci>c examples.
(i) Reduction to positive characteristic [1,15]: Let e= e1g1 + · · ·+ engn ∈ CG be an
idempotent, where ei ∈ C and gi ∈ G for i = 1; : : : ; n, and consider the subring
A = Z[e1; : : : ; en] of C generated by the ei’s. For any maximal ideal m⊆A the
residue >eld k = A=m is a >nite >eld, say of characteristic p. By passage to
the quotient, e de>nes an idempotent Me ∈ kG, which can be studied by means
of the Frobenius operator (pth power map) on kG. For example, Bass [1] used
this technique and proved that CG has no non-trivial idempotents when G is a
torsion-free linear group (i.e. when G is a torsion-free subgroup of GLn(F), F a
>eld). 1
(ii) The cyclic homology approach [4,6,7]): The classical result of Kaplansky on
the values of the canonical trace on idempotent elements of CG [8, Chapter
2, Theorem 1.8] shows the importance of the Hattori–Stallings trace map for
our problem. Using the Connes–Karoubi character liftings of the Hattori–Stallings
trace to the higher cyclic homology groups of CG, one can show that idempotents
in CG are trivial by studying the nilpotence of the periodicity operator in cyclic
homology. For example, Ji [6] has proved in this way the idempotent conjecture
for the torsion-free word hyperbolic groups in the sense of Gromov.
1 It is not known whether the reduced C∗-algebra of a torsion-free linear group has non-trivial idempotents.
This illustrates the fact that establishing the idempotent conjecture for the reduced C∗-algebra of a torsion-free
group is a much more diPcult problem than the purely algebraic one that we examine here.
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(iii) Reduction modulo the augmentation ideal [12]: An idempotent element e ∈ CG
de>nes the projective (left) CG-module P = CG · e. If the augmentation of e
vanishes then the coinvariance of P is zero, i.e. PG = P=IGP = 0 (here IG is
the augmentation ideal of CG). If we could conclude from the vanishing of PG
that P = 0, it would follow that e = 0. Strojnowski [12] has studied a condition
on the group that enables one to make such a deduction; that condition was
independently examined by Strebel [11] in his studies of the derived series of a
group. In the present note, we elaborate on this technique and slightly relax the
Strebel–Strojnowski condition. We also prove in a relatively simple way certain
closure properties for the resulting class of groups.
One di@erence between techniques (i) and (ii) above and technique (iii) is that the
former ones when extended from idempotent elements to projective modules seem to
apply to >nitely generated ones only. In that setting, techniques (i) and (ii) are known
to be very useful in the study of Bass’ conjecture, which is itself a version of the
idempotent conjecture for >nitely generated projective modules [1,4]). On the other
hand, technique (iii) does not seem to have any direct application in the study of
Bass’ conjecture. Nevertheless, the problem of understanding projective CG-modules
P with PG = 0 has its own general interest.
1. Reduction modulo the augmentation ideal
Let us recall that for any group G the augmentation
: CG → C
is the map which sends an element a=
∑
g agg ∈ CG onto the sum of the coePcients∑
g ag ∈ C. It is clear that  is an algebra homomorphism; in fact, it is the algebra
homomorphism induced by the trivial group homomorphism from G to the one-element
group. The kernel IG of  is the augmentation ideal of CG; as a C-vector space, IG
has a basis consisting of the elements g − 1, for g ∈ G \ {1}. Via the augmentation
 we may view C = CG=IG as a right CG-module and consider the coinvariance (or
“reduction modulo the augmentation ideal”) functor
(−)G = C⊗CG- : CG-mod → C-mod:
For a left CG-module A
AG = C⊗CG A= A=IGA= A=〈(g− 1)a; g ∈ G; a ∈ A〉
is the largest quotient of A on which G acts trivially.
We shall be interested in projective CG-modules P for which PG vanishes and
examine whether this vanishing implies that P itself is zero. It is not hard to see that,
if the group G has torsion, it is possible for PG to vanish even though P = 0:
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Example 1.1. Let G be a group and g ∈ G a non-identity torsion element. If g has
order n then e= (1=n)(1+ g+ · · ·+ gn−1) ∈ CG is a non-trivial idempotent and hence
P = CG · (1− e) is a non-zero projective (left) CG-module. Since (e) = 1, we have
1 − e ∈ IG. It follows that P = CG · (1 − e) = CG · (1 − e)2⊆ IG · (1 − e) = IGP and
hence PG = P=IGP = 0.
Denition 1.2. The class S consists of those groups G that have the following prop-
erty: if P is a projective CG-module whose coinvariance PG vanishes, then P = 0:
Example 1.1 shows that a group contained in S must necessarily be torsion-free.
The relevance of S-groups in the study of the idempotent conjecture stems from the
following result.
Proposition 1.3. Let G be a group and N a normal subgroup of it such that N ∈S.
If the quotient MG = G=N satis0es the idempotent conjecture then so does G. In
particular; S-groups satisfy the idempotent conjecture.
Proof. Let e =
∑
g egg be an idempotent in CG, where eg ∈ C for all g ∈ G, and
P = CG · e the corresponding projective CG-module. Considering, if necessary, the
idempotent 1−e, we may assume that (e)=0. Let us also consider the image Me=∑g eg Mg
of e in the group algebra of MG. As Me ∈ C MG is an idempotent with zero augmentation,
our assumption about MG implies that Me = 0 and hence C MG ⊗CG P = C MG · Me = 0. But
C MG⊗CG P is precisely the coinvariance C⊗CN P of the projective CN -module obtained
from P by restriction of scalars. Since N ∈S, we conclude that P=0 and hence e=0.
Remark 1.4. The condition describing the groups in class S is a relaxed version
of a condition studied by Strebel in [11]. More precisely, Strebel considered groups
G having the following property: any homomorphism f: P → Q between projective
(equivalently free, equivalently >nitely generated free) CG-modules is injective, pro-
vided that the induced C-linear map 1 ⊗ f: C ⊗CG P → C ⊗CG Q is injective. The
relevance of this property in the study of the idempotent conjecture was >rst noted by
Strojnowski [12].
It is clear that a group satisfying the Strebel–Strojnowski condition is contained in S.
Indeed, assume that G satis>es that condition and let P be a projective CG-module
with coinvariance PG =C⊗CG P=0. Then, the trivial homomorphism P → 0 must be
injective (since it becomes injective after applying the functor (−)G = C ⊗CG −). It
follows that P = 0 and hence G ∈S.
2. Properties of S-groups
We shall now see that S is closed under many group-theoretic operations and hence
exhibit examples of groups contained therein. The proofs are parallel but simpler than
those needed in order to establish the corresponding closure properties for the class
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studied by Strebel [11] and Strojnowski [12]. In addition, Lemma 2.6, which does not
seem to apply for the latter class, gives a manageable (it is hoped) criterion for a
group to be contained in S.
Proposition 2.1. The class S is closed under subgroups and extensions.
Proof. In order to show that S is subgroup closed, let H be a subgroup of an S-group
G. If P is a projective CH -module with C⊗CH P=0, then P′=CG⊗CH P is a projective
CG-module with C⊗CG P′ = 0. Since G ∈S, we have P′ = 0. But P is containd (as
a direct summand) in P′ and hence P must be zero as well. This shows that H ∈S.
In order to show the closure of S under extensions, let N be a normal subgroup of
a group G and assume that both N and the quotient group MG = G=N are contained in
S. If P is a projective CG-module with C⊗CG P=0, then MP=C⊗CN P is a projective
C MG-module with C⊗C MG MP = 0. Since MG ∈S, we have MP = 0. Since N ∈S and P is
a projective CN -module, we have P = 0. This shows that G ∈S.
Lemma 2.2. Let G be a group; (H) a chain of subgroups of G and H the inter-
section of the H’s.
(i) The intersection of the family (IHCG) of left CH -submodules of CG is equal
to IHCG.
(ii) If P is a projective CG-module and C⊗CH P = 0 for all ; then C⊗CH P = 0.
Proof. (i) It is clear that IHCG is contained in the intersection of the IHCG’s. To
show the reverse inclusion, let x be an element of CG with x ∈ IHCG. We consider
a set T of left H -coset representatives in G and note that there is a decomposition of
left CH -modules
CG =⊕t∈TCH · t:
Then, we can write x= x1t1 + · · ·+ xntn, where xi ∈ CH and ti ∈ T for all i=1; : : : ; n.
Since x ∈ IHCG, there exists i0 with xi0 ∈ IH . Assuming that the ti’s are distinct, we
have tit−1j ∈ H for all i = j; hence, there exists ij with tit−1j ∈ Hij . We can now
>nd an index  such that H⊆Hij for all i = j. Then, tit−1j ∈ H and hence the ti’s
form part of a system T of left H-coset representatives in G. Since xi ∈ CH ⊆CH
for all i=1; : : : ; n, it follows that x= x1t1 + · · ·+ xntn is the expression of x following
the left CH-module decomposition
CG =⊕t∈TCH · t:
Since CH
⋂
IH = IH , we have xi0 ∈ IH ; it follows that x ∈ IHCG.
(ii) Let P be a projective CG-module; then, P is a direct summand of a free
CG-module F . Assuming that C ⊗CH P = 0 for all , we have P = IHP and hence
P⊆ IHF for all . It follows from (i) that the intersection of the family (IHF) is
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equal to IHF ; therefore, P⊆ IHF . Since P is a direct summand of F as a (CG-module
and hence as a) CH -module, it is easily seen that P
⋂
IHF = IHP. Hence, P= IHP, as
needed.
Corollary 2.3. Let G be a group and P a projective CG-module such that C⊗CGP=0.
Then; there exists a subgroup H of G such that C⊗CH P=0; with H minimal having
this property.
Proof. The family F consisting of those subgroups H of G for which C⊗CH P=0 is
non-empty, as it contains G. This family can be ordered by letting H  H ′ if H ⊇H ′
(this is the relation opposite to inclusion). Lemma 2.2(ii) shows that we can choose a
maximal element in F by applying Zorn’s lemma.
Proposition 2.4. Let G be a group and assume that any non-trivial subgroup of it
admits a non-trivial quotient which is contained in S. Then; G ∈S.
Proof. Let P be a projective CG-module with C⊗CG P=0 and choose a subgroup H
of G which is minimal with respect to the property that C⊗CH P=0; such a subgroup
exists by Corollary 2.3. If H is trivial then C⊗CH P=C⊗C P=P and hence P=0. If
H is non-trivial there exists (by assumption) a proper normal subgroup N E H such
that MH =H=N ∈S. Since C⊗C MH (C⊗CN P)=C⊗CH P=0 and C⊗CN P is a projective
C MH -module, we conclude that C⊗CN P=0. But this is absurd, since it contradicts the
minimality of H .
Corollary 2.5. The class S is closed under direct products.
Proof. Let (Gi)i be a family of S-groups and H a non-trivial subgroup of the direct
product G =
∏
i Gi. Then, H maps by the restricition of a suitable projection of the
direct product onto a non-trivial subgroup of one of the Gi’s. Since S is closed under
subgroups (Proposition 2.1), we conclude that G ∈S invoking Proposition 2.4.
If I is an ideal in a ring R we de>ne I! as the intersection of the powers I n, n ∈ N.
The ideals I!
m
, m ≥ 1, are then de>ned inductively by letting I!m+1 = (I!m)!.
Lemma 2.6. Let G be a group and assume that the augmentation ideal IG of the
group algebra CG is such that I!
m
G = 0 for some m ≥ 1. Then; G ∈S.
Proof. Let P be a projective CG-module. If I is an ideal in CG such that P = IP
then we also have P= I!P. Indeed, if F is a free CG-module containing P as a direct
summand, then P= I nP⊆ I nF for all n ∈ N and hence P⊆⋂n(I nF)=(
⋂
n I
n)F= I!F .
Therefore, P = P
⋂
I!F = I!P.
Now assume that C⊗CG P=0. Then, P= IGP and hence we can use repeatedly the
observation in the previous paragraph in order to show that P = I!
m
G P for all m ≥ 1.
In particular, if I!
m
G = 0 for some m ≥ 1, then P = 0.
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Proposition 2.7. Torsion-free abelian groups are S-groups.
Proof. A torsion-free abelian group is contained in a Q-vector space. Such a vector
space is a direct sum of copies of Q and hence contained in the corresponding direct
product of these copies. Since S is closed under subgroups (Proposition 2.1) and direct
products (Corollary 2.5), it suPces to show that Q ∈S.
If G =Q then CG = C[ta; a ∈ Q] and IG = (ta − 1; a ∈ Q). We note that for any
x ∈ I nG the ith derivative dix=dti vanishes at t=1 for all i¡n. Let x=
∑m
j=1 xjt
kj ∈ I!G ,
where the xj’s are complex numbers and the kj’s are distinct rational numbers. Then,
dix=dti|t=1=0 for all i ≥ 0 and hence the xj’s satisfy the linear equations
∑m
j=1(
∏i−1
&=0(kj−
&))xj=0, i=0; 1; : : : ; m−1. The determinant of this linear system is non-zero (in fact, it
is equal to the product
∏
i¡j(kj−ki)) and hence we must have xj=0 for all j=1; : : : ; m.
Therefore, x = 0 proving that I!G = 0. We conclude that G ∈S invoking Lemma 2.6.
Corollary 2.8. The class S is closed under free products.
Proof. Let (Gi)i be a family of S-groups and H a non-trivial subgroup of the free
product G=∗iGi. Then, according to a theorem of Kurosh [10, Chapter 1, Theorem 14],
H decomposes into the free product of a free group and a free product of certain sub-
groups of G, which are isomorphic (in fact, conjugate in G) with subgroups of the Gi’s.
Since S is closed under subgroups (Proposition 2.1) and Z ∈ S (Proposition 2.7),
the hypothesis of Proposition 2.4 is satis>ed and hence G ∈S.
Remark 2.9. (i) The basic argument in the proof of Proposition 2.7 consisted in show-
ing that I!G = 0 when G =Q. In fact, I
!
G = 0 in the more general case where G =Q
n,
n ≥ 1; this can be proved by viewing elements of CG as analytic functions de>ned
in a neighborhood of the point (1; : : : ; 1) ∈ Cn and noting that the Taylor series ex-
pansion of any x ∈ I!G around (1; : : : ; 1) is identically zero. Since a Q-vector space
is the inductive union of its direct summands of the form Qn, n ≥ 1, it follows that
I!G =0 when G is any Q-vector space. More generally, I
!
G =0 if G is any torsion-free
abelian group (any such group being contained in a Q-vector space). Combined with
Lemma 2.6, this provides an alternative approach to the proof of Proposition 2.7.
(ii) The ideal I!
m
G vanishes if G is an iterated extension of m in>nite cyclic groups;
this was noted by Sehgal in [9, Chapter 1, Lemma 3.15]. Using (i) and Sehgal’s
argument, it follows that I!
m
G =0 if G is an iterated extension of m torsion-free abelian
groups.
(iii) Given a torsion-free group G, one may attempt to prove that CG has no
non-trivial idempotents using the various closure properties of S in conjunction with
Proposition 1.3. For example, assume that G is a solvable group having a normal
subgroup N , such that:
(') the succesive quotients DiN=Di+1N of the derived series of N are torsion-free
for all i ≥ 0 and
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(() the group MG = G=N is torsion-free and the successive quotients Di MG=Di+1 MG of
its derived series are >nitely generated for all i ≥ 0.
Then, G satis>es the idempotent conjecture. Indeed, it follows from Propositions 2.1
and 2.7 that N ∈S (alternatively, one may use Lemma 2.6 and (ii) above), while the
quotient MG can be seen to satisfy the idempotent conjecture using the cyclic homology
approach (see, for example [6]). The result then follows invoking Proposition 1.3.
3. Dependence upon the ground ring
One may replace in the above discussion the >eld C of complex numbers by a
commutative ring k and study idempotents in the group algebra kG. Assuming that k
itself has no non-trivial idempotents and G has no non-identity element whose order is
invertible in k, one hopes to prove that kG has no non-trivial idempotents either. (As
mentioned in the Introduction, even if one is primarily interested in the case of CG,
it is often useful to consider the group ring of G with coePcients in a commutative
ring k other than C.) A possible approach to that problem might consist in studying
the class S(k), which contains those groups G that have the following property: if P
is a projective kG-module whose coinvariance PG = k ⊗kG P vanishes, then P = 0.
Remark 3.1. Let G be a group and g ∈ G \ {1} an element of >nite order n. If k
is a commutative ring such that G ∈ S(k), then n is not invertible in k. Indeed,
if n is a unit in k then one can construct as in Example 1.1 a (>nitely generated)
non-zero projective kG-module P whose coinvariance PG vanishes. In particular, if k
has characteristic pi, for some prime p, then an S(k)-group can have only p-torsion.
If k is a commutative ring that has no non-trivial idempotents, then the analogue of
Proposition 1.3 (with the same proof) holds for S(k)-groups. Moreover, the closure
properties established in the previous section hold for S(k)-groups as well, provided
that k is assumed to be a Q-algebra in Proposition 2.7. 2 On the other hand, if G=Z
then kG is the k-algebra of Laurent polynomials in a variable t and IG the ideal
generated by t − 1; it follows easily that I!G = 0 and hence Z is an S(k)-group for
any commutative ring k. In particular, no additional assumptions on k are needed for
the analogue of Corollary 2.8 to hold.
In the spirit of the corresponding discussion in [12], we have the following results
concerning the dependence of S(k) upon k.
Proposition 3.2. (i) Assume that there exists an injective ring homomorphism ’ : k →
k ′. Then; S(k ′)⊆S(k).
(ii) Assume that there exists a ring homomorphism ’ : k → k ′; which makes k ′ a
projective k-module. Then; S(k)⊆S(k ′).
2 If the characteristic of k is a prime number p then IG = I
p
G and hence I
!
G = IG = 0 when G = Q; this
follows since ta − 1 = (ta=p − 1)p ∈ IpG for any rational number a.
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Proof. (i) Let G be an S(k ′)-group and P a projective kG-module with k ⊗kG P= 0.
Then, P′ = k ′G ⊗kG P = k ′ ⊗k P is a projective k ′G-module and
k ′ ⊗k′G P′ = k ′ ⊗kG P = k ′ ⊗k (k ⊗kG P) = 0;
therefore, P′ = 0. Since P is a projective kG-module, it is projective (and hence Sat)
as a k-module. Hence, our assumption about ’ implies that the induced map P= k ⊗k
P
’⊗1→ k ′ ⊗k P = P′ is injective. It follows that P = 0, as needed.
(ii) Let G be an S(k)-group and P a projective k ′G-module with k ′ ⊗k′G P = 0.
We also consider the kG-module P0 obtained from P by restriction of scalars. Since
k ′ ⊗k′G P = 0, we have P = IG(k ′)P, where IG(k ′) denotes the augmentation ideal of
k ′G; hence, any element of P is a sum of elements of the form (g − 1)x, for g ∈ G
and x ∈ P. But then we also have P0 = IG(k)P0, where IG(k) denotes the augmentation
ideal of kG, and hence k ⊗kG P0 = 0. Our assumption about ’ implies that k ′G is a
projective kG-module and hence P0 is a projective kG-module. Therefore, P0 = 0 (i.e.
P = 0).
Corollary 3.3. If k is a 0eld and k ′ a commutative k-algebra; then S(k) =S(k ′)
(=S(Q) or S(Fp); depending on whether k has characteristic 0 or p).
Proposition 3.4. Let k be a commutative ring; (Ji)i a family of ideals in k and
ki = k=Ji the corresponding quotients. If the intersection of the Ji’s is trivial then⋂
iS(ki)⊆S(k).
Proof. Let G be a group and assume that G ∈ S(ki) for all i. If P is a projective
kG-module with k ⊗kG P = 0, then, for any index i, Pi = kiG ⊗kG P = ki ⊗k P = P=JiP
is a projective kiG-module with
ki ⊗kiG Pi = ki ⊗kG P = ki ⊗k (k ⊗kG P) = 0;
therefore, Pi=0. It follows that P=JiP for all i. Being a projective kG-module, P is a
fortiori a projective k-module; in particular, P is contained in a free k-module F . But
P= JiP⊆ JiF for all i and hence our assumption about the triviality of the intersection
of the Ji’s implies that P = 0, as needed.
Corollary 3.5. If G is an S(Fp)-group for in0nitely many primes p; then G ∈S(Z).
Corollary 3.6. Let (ki)i be a family of commutative rings and k =
∏
i ki the corre-
sponding direct product. Then; S(k) =
⋂
iS(ki).
Proof. Proposition 3.4 shows that S(k)⊇⋂iS(ki). On the other hand, for any index
i the ith coordinate projection map i:k → ki makes ki a projective k-module and hence
Proposition 3.2(ii) shows that S(k)⊆S(ki).
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