Two algorithms are described that rapidly construct restriction maps of DNA molecules from single-and double-digest data. The implementation of these algorithms into the Pascal programs AMAPK and AMARD allows such mapping to be done on microcomputers.
The restriction map of a DNA molecule-i.e., the number and positions of the restriction sites of various enzymes, is quite specific. When two 20-kilobase (kb) molecules are randomly chosen and digested with one and the same enzyme, assuming the recognition sequence ofthis enzyme to be 4 base pairs (bp) long, the chance ofobtaining two identical restriction maps is 1lO-17. Thus, the restriction map is useful for characterizing such molecules and may ground further analyses.
In the present paper two algorithms are described that construct restriction maps rapidly from single-and doubledigest data. With the described method a circular molecule can be mapped within a few seconds or minutes, depending on the permissible errors, on a microcomputer.
Mapping Strategy
The mapping strategy makes use of the following facts. If a DNA molecule of length L is completely digested by two enzymes A and B, both separately and in common, then there are three sets offragments: Al, . ., Ak and B1, . . ., B,,, from the single digestions and AB1, . . ., AB,, from the double digestion. Lengths of the fragments in each set sum to L. Now, there must exist at least one decomposition [ linked to a fragment B1, i.e., card(I,) = 1 and Ii C Jj (Fig. 4a) .
(ii) Z = 0. In this case Ai forms a cluster together with the B fragments that are solely linked to Ai (Fig. 4b) . (iii) Z = 1. Ai lies at the end of a linear map or submap, but at least one different A fragment belongs to the same cluster (Fig. 4c) . (iv) Z = 2. The fragment lies within a cluster and is at both ends flanked by two other A fragments (Fig. 4d) .
Determination of Fragment Order
Now, the positions of the single digest fragments in each cluster can be determined. Let 
Computer Programs
The algorithms Filling and Cluster are the main components of two programs written in TURBO-Pascal: AMAPK and AMAPD. AMAPK processes fragment-length data given in kilobases as real numbers, whereas AMAPD is the same program but internally calculating with decabases. As the second program works with integers instead of real numbers, Proc. Natl. Acad. Sci. USA 85 (1988) 7301 it is about two times faster than AMAPK. The maximum error introduced by the rounding of kilobase data to decabase data is 5 base pairs for each fragment. If this error is compared with the errors from experimental sources, then AMAPD use might always be justified.
As can easily be seen, the calculation speed of the algorithm Filling is much influenced by the order in which single-digest fragments are entered. Fragments with a low number of possible fillings each should be entered before those with large numbers of fillings. This ordering is because each single-digest fragment considered reduces the set of unused double-digest fragments, which are the fragments available for the next filling. It is therefore profitable to sort the single-digest fragments by size-smallest one first-as smaller fragments are expected to contain fewer doubledigest fragments. Sorting is optionally performed by both programs.
Any text editor that reads and writes standard ASCII code can be used to enter and edit data. The programs run on every MS-DOS (PC-DOS) microcomputer and are available from the author on request. Minimum hardware requirements are 256-kilobyte random-access memory (RAM) and two 360-kilobyte disk drives (or a hard-disk system).
Discussion
Unfortunately, any attempt to reconstruct a restriction map from experimental data-i.e., the fragment sizes measured after gel electrophoresis, is impeded by experimental error (1) (2) (3) (4) . Consequently, a mapping strategy will fail when fragment-length measurement is too inaccurate. This problem mainly affects mapping procedures that use data from complete single and double digestions as input data.
The reason for this problem can be found in the underlying idea common to all such mapping methodology (5) (6) (7) (8) . During a search for the correct map, several solutions or presolutions are compared to the actual data. Deviation of these hypothetical maps or "premaps" from the experimental data is expressed by a certain error criterion, e. (This criterion need not be a single real number.) If e exceeds a pregiven limit e, the solution is rejected, otherwise the solution will be accepted. Due to experimental errors the original map itself will show some deviation, eo, from the observed data, so that E cannot be chosen equivalent to identity-i.e., E > 0. The numerical value of E depends on the assumptions about the accuracy of length measurement. The less well this analytical method is assumed to work, the larger the E accepted for finding the correct solution. As a consequence of this large E, the solutions found by the mapping strategy fail to be unique. As E increases, many more maps are found with a deviation e < E or even < eo. Thus, given a large limit e, many wrong solutions or presolutions must be treated as correct, and the original map, if found, is generally not that one with the smallest error.
However, mapping of DNA molecules by complete single and double digestions has several advantages compared with other methods (like mapping by partial digestion) (9, 10 . When e was set to 3% of the fragment lengths, it took 9 sec to find 15 possible solutions with the described algorithm, whereas Bellon (2) needed 5 min 30 sec on an Apple Macintosh microcomputer using the same error criterion. When e equaled 5%, 300 possible solutions were found in 2 min 21 sec.
The outlined mapping strategy was originally designed for microcomputer use. Consequently, programs are obtained that rapidly map molecules with up to 10 restriction sites for a single enzyme (depending on the errors allowed); this figure must be seen as a limit for the use of these programs on 16-bit microcomputers. However, implementation of the algorithms into programs written in more efficient languages and their installation on mainframe computers or on the nowforthcoming 32-bit machines will, of course, improve the capacity of these algorithms.
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