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INTERSECTION COHOMOLOGY OF MODULI SPACES OF
VECTOR BUNDLES OVER CURVES
SERGEY MOZGOVOY AND MARKUS REINEKE
Abstract. We compute the intersection cohomology of the moduli spacesM(r, d)
of semistable vector bundles of arbitrary rank r and degree d over a curve. To do
this, we introduce new invariants, called Donaldson-Thomas invariants of a curve,
which can be effectively computed by methods going back to Harder, Narasimhan,
Desale and Ramanan. Our main result relates the Hodge-Euler polynomial of the
intersection cohomology of M(r, d) to the Donaldson-Thomas invariants. More
generally, we introduce Donaldson-Thomas classes in the Grothendieck group of
mixed Hodge modules over M(r, d) and relate them to the class of the intersection
complex of M(r, d). Our methods can be applied to the moduli spaces of objects
in arbitrary hereditary categories.
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1. Introduction
Let M(r, d) denote the moduli space of semistable vector bundles of rank r and
degree d over a complex smooth projective curve X of genus g ≥ 2. These spaces
are projective varieties of dimension (g − 1)r2 + 1 and they are non-singular if r
and d are coprime. Their geometry is a central object of study over the last 50
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years. In particular, for coprime r and d, Harder and Narasimhan [16] and Desale
and Ramanan [10] developed an inductive method to determine the Betti numbers
of M(r, d) using the Weil conjectures and the Siegel formula whose proof [16] was
based on Weil’s computation of the Tamagawa number of SLn over function fields
[40]. Later Atiyah and Bott [2] developed the same recursive formula using gauge
theory. Then Bifet, Letizia and Ghione [5, 15] developed algebro-geometric methods
to prove the Siegel formula. These methods were used by del Ban˜o [8] to prove
recursive formula for the motives and Hodge polynomials of M(r, d). Independently,
Earl and Kirwan [11] proved the same recursive formula for the Hodge polynomials
of M(r, d) using equivariant cohomologies and a refinement of the Atiyah and Bott
approach. Meanwhile, Laumon and Rapoport [23] and Zagier [41] solved the above
recursion and obtained a rather explicit formula for the invariants of M(r, d).
All of the above results deal with moduli spaces M(r, d) for coprime r and d. In
the case of arbitrary rank and degree, M(r, d) contains a smooth open dense subspace
M s(r, d) parameterizing stable vector bundles. Their virtual Poincare´ polynomials
were determined in [30] using Hall algebras over finite fields. We expect that similar
results can be obtained for motivic invariants and Hodge polynomials using motivic
Hall algebras and motivic quantum tori [28].
The goal of this paper is to compute the intersection cohomology of M(r, d) for
arbitrary r and d. These invariants were computed for r = 2 by Kirwan [20] using
partial desingularizations of quotients and related techniques developed by the author
[18, 19, 21].
The idea of this paper is to relate intersection cohomologies of M(r, d) to other
famous invariants, called Donaldson-Thomas invariants. These invariants are usually
defined for moduli spaces of sheaves on 3-Calabi-Yau varieties or, more generally, for
moduli spaces of objects of 3-Calabi-Yau categories [22]. But this construction also
can be applied to hereditary categories (abelian categories such that Exti is zero for
i ≥ 2) [31, 33] and, in particular, to the category of coherent sheaves on a curve.
In this way we define Donaldson-Thomas invariants DTr,d which can be effectively
computed. After relating these invariants with intersection cohomologies of M(r, d),
we obtain an effective method to compute the latter.
Let us be more specific. The moduli spaceM(r, d) of semistable vector bundles over
X can be represented as a GIT quotient of a smooth variety Rr,d by a general linear
group Gr,d [35]. The cohomologies with compact support H
∗
c (Rr,d) and H
∗
c (Gr,d)
can be equipped with mixed Hodge structures and we can consider these objects as
elements of the Grothendieck group K0(MHS) and then consider their Hodge-Euler
polynomials (aka E-polynomials, aka Hodge-Deligne polynomials) [36, §3.1]
E(Rr,d), E(Gr,d) ∈ Z[u
±1, v±1].
Define L = uv and L
1
2 = −(uv)
1
2 . For any τ ∈ Q, consider the generating series
(1) Qτ = 1 +
∑
d/r=τ
L(1−g)r
2/2E(Rr,d)
E(Gr,d)
tr ∈ Q(u
1
2 , v
1
2 ) JtK .
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It is these unpretentious and long-suffering invariants that were determined by the
aforementioned recursive formulas. In particular, if r and d are coprime, then
E(M(r, d))
uv − 1
=
E(Rr,d)
E(Gr,d)
and this is how the Betti or Hodge numbers of M(r, d) are determined. The role of
the other summands in the above series remained quite mysterious. Motivated by
definitions of Donaldson-Thomas invariants in other contexts [31, 32], we define the
Donaldson-Thomas invariants of the curve X by the formula
(2)
∑
d/r=τ
DTr,d t
r = (L
1
2 − L−
1
2 ) Log(Qτ ),
where Log is the so-called plethystic logarithm [29]. As Qτ can be computed explicitly
(see Theorem 5.5), we can also compute DTr,d. These computations show that DTr,d
is a polynomial in L±
1
2 with non-negative coefficients. This fact is not very surprising
in view of a similar result proved in the context of quivers by Efimov [12].
Now we are ready to relate the DT invariants to intersection cohomology. Given
a complex algebraic variety Y of dimension n, let ICY be its intersection complex (it
can be equipped with a structure of a pure Hodge module of weight n). Intersection
cohomology
(3) IH∗(Y ) = H∗(Y, ICY )[−n]
can be considered as an element of K0(MHS) and we can take its Hodge-Euler poly-
nomial.
Theorem 1.1. We have
E(IH∗(M(r, d))) = LdimM(r,d)/2DTr,d,(4) ∑
k
dim IHk(M(r, d))(−y)k = (−y)dimM(r,d)DTr,d(y, y).(5)
The object L−n/2 ICY [−n] is self-dual with respect to Verdier duality and is pure
of weight zero, hence we obtain an analogue of Poincare´ duality for DT invariants.
Corollary 1.2. We have
(1) DTr,d ∈ Z[u, v, (uv)
− 1
2 ].
(2) DTr,d(u
−1, v−1) = DTr,d(u, v).
(3) DTr,d(−y,−y) ∈ N[y
±1].
In order to prove Theorem 1.1, we will introduce Donaldson-Thomas classes
DTr,d ∈ K(MHM(M(r, d)))
such that E(H∗(M(r, d),DTr,d)) = DTr,d and we prove a more general statement for
these classes.
Theorem 1.3. We have (with T = Q(−1) of weight 2)
DTr,d = T
−dimM(r,d)/2 ICM(r,d) .
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For the proof of this result we will utilize ideas of [27], where moduli spaces of
quiver representations were studied (similar extensions of the methods of [27] were
developed independently in [26]). First, we introduce the moduli space Mf (r, d) of
stable framed vector bundles. This moduli space is always smooth and there exists
a projective morphism π : Mf (r, d) →M(r, d). The fibers of this map over M
s(r, d)
are projective spaces, but the other fibers can be rather complicated. We will show
that, under the condition d/r > 2g − 2, these fibers can be identified with moduli
spaces of stable nilpotent quiver representations (see Theorem 3.10). This analysis
of fibers is used to show that π is a virtually small map (see Theorem 3.11), a
weaker version of the notion of a small map (see §2.3). Similarly to the notion of a
small map, virtual smallness has important implications on the weights of the direct
image of the intersection complex (see Cor. 2.4). The Donaldson-Thomas classes
are determined by the images π∗Mf (r, d) according to Theorem 5.2. Comparing
the weights of different summands of π∗ ICMf (r,d) we prove that DTr,d is related to
ICM(r,d) in Theorem 5.4.
The paper is organized as follows. In section 2 we introduce virtually small com-
plexes and extensions of the Grothendieck group of mixed Hodge modules. We intro-
duce the notion of degree of mixed Hodge modules which is crucial in the comparison
of summands of π∗ ICMf (r,d). We introduce virtually small maps and prove their basic
properties. Finally, we prove an analogue of the Ku¨nneth formula for projective fiber
bundles. This result is needed later in order to analyze π∗ ICMf (r,d) over the stable
part M s(r, d).
In section 3 we introduce a framework to study the categories and moduli spaces
of framed objects in a rather general context. We prove that certain subcategories
of categories of framed objects are equivalent to categories of nilpotent quiver repre-
sentations in Theorem 3.4. This result is used in Theorem 3.10 to identify the fibers
of the map π : Mf (r, d) → M(r, d) with moduli spaces of framed nilpotent quiver
representations. Then we prove that π is virtually small in Theorem 3.11.
In section 4 we study graded commutative monoids of algebraic varieties. We prove
in Theorem 4.2 that the category DbMHM (as well as certain variants Dbc and MHM,
Perv under mild conditions) of such a monoid is a symmetric monoidal category. For
this reason its Grothendieck group can be equipped with a structure of a λ-ring. This
structure is used later to define the Donaldson-Thomas classes.
In section 5 we introduce Donaldson-Thomas classes DTr,d and discuss some of
their properties. We prove that they are related to the intersection complex ICM(r,d)
in Theorem 5.4.
Finally, in section 6 we work out explicitly the Poincare´ polynomials of intersection
cohomology of M(r, d) in low rank.
The first author would like to thank Jan Manschot for many useful discussions.
The second author would like to thank Jo¨rg Schu¨rmann for helpful remarks on mixed
Hodge modules.
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2. Virtually small maps
2.1. Virtual intersection complex. Given a complex algebraic variety X, let
MHM(X) denote the category of mixed Hodge modules over X. It is equipped
with an exact functor [38, 1.3]
rat : DbMHM(X)→ Dbc(QX)
compatible with Grothendieck’s six operations on both sides. This functor restricts
to rat : MHM(X) → Perv(QX). Let T : M 7→ M(−1) be the Tate twist (of weight
2) on MHM(X) and L :M 7→M(−1)[−2] be the Lefschetz twist (of weight zero) on
DbMHM(X). Abusing notation, we also define
(6) T = Q(−1) ∈ MHM(pt), L = Q(−1)[−2] ∈ DbMHM(pt).
Remark 2.1. The usual convention in motivic cohomology [3] is to define the Lef-
schetz object in such a way that
1⊕ L = H∗(P
1) = DH∗(P1) = D(Q⊕Q(−1)[−2]) = Q⊕Q(1)[2].
The difference with our convention arises because the usual (covariant) realization
functor from the category Smp /C of smooth projective complex varieties to the
category DbMHM(pt) is given by X 7→ H∗(X) = DH
∗(X), while we will use its dual
X 7→ H∗c (X) which extends to χc : K0(Var /C) → K0(MHM(pt)) (cf. [25, §2.2]). In
particular L = χc(A
1) = Q(−1)[−2] with our conventions. ♦
The Grothendieck group K0(D
bMHM(X)) = K0(MHM(X)) is a module over the
ring K0(MHM(pt)). We extend K0(MHM(X)) by considering rational coefficients,
adding the square root L
1
2 and inverting the elements 1−Ln for n ≥ 1. More precisely,
we define
K(MHM(X)) = K0(MHM(X)) ⊗Z[L] Q[L
1
2 , (1 − Ln)−1 | n ≥ 1].
We extend the objects of DbMHM(X) by considering formal expressions of the
form L
1
2M and (Ln/2 − L−n/2)−1M for M ∈ DbMHM(X) (we do not define mor-
phisms between such objects). We define Ln/2M = L
1
2 (L(n−1)/2M) for odd n,
D(L
1
2M) = L−
1
2DM etc. Given a map f : X → Y , we define f∗(L
1
2M) = L
1
2 f∗(M)
and similarly for other functors. Usually L
1
2M will mean the corresponding element
in the extension K(MHM(X)).
Remark 2.2. One can actually extend the category A = MHM(X) and define the
Tate twist T
1
2 on this extension following the approach of [4, §4.1]. One defines
A
1
2 =
⊕
i=0,1A
(i), where A(i) = A. Then T
1
2 shiftsM(0) to M(1) and coincides with
A(1) = A
T
−→ A = A(0) on A(1). Similarly, we can extend DbMHM(X) and define T
1
2
and L
1
2 on the extension. ♦
Let QH ∈ MHM(pt) be a unique object of type (0, 0) such that ratQH = Q
[38, 1.4]. Abusing notation, we will denote it by Q. Given an algebraic variety X of
dimension d, let
QX = Q
H
X = a
∗
XQ, aX : X → pt
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be the corresponding object of weight ≤ 0 in DbMHM(X) and let ICX = ICX Q ∈
MHM(X) [38, 1.13] be the intersection complex, pure of weight d, such that
GrWd H
dQX = ICX ,
whereH denotes cohomology in DbMHM(X) (corresponding to perverse cohomology
in Dbc(QX)). Every pure weight n object M ∈ MHM(X) satisfies
DM ≃M(n).
In particular, D ICX = ICX(d). We define the virtual intersection complex
(7) ICvirX = T
−d/2 ICX = L
−d/2 ICX [−d]
which can be thought of as a self-dual, weight zero object. Note that rat ICvirX =
rat ICX . If X is smooth, then
ICX = QX [d], IC
vir
X = QX(d/2)[d] = L
−d/2QX .
We define
[X]vir = H
∗
c (IC
vir
X ) = L
−d/2H∗c (X).
In particular,
[Pn]vir = L
−n/2(1 + L+ · · ·+ Ln) = L−n/2 + L−n/2+1 + · · ·+ Ln/2,(8)
[GLn]vir = L
−n2/2
n−1∏
i=0
(Ln − Li) = L−n/2
n∏
i=1
(Li − 1).(9)
2.2. Degree of mixed Hodge modules. Let M ∈ MHM(X) be a pure Hodge
module of weight w(M). We define its degree to be degM = |w(M)|. This definition
extends to K0(MHM(X)) = K0(D
bMHM(X)), where we define the degree of an
object in MHM(X) to be the maximal degree of simple factors in a Jordan-Ho¨lder
filtration of the object. Note that the degree (unlike the weight) is unchanged under
cohomological shifts. For example degL = |w(Q(−1))| = 2, while L = Q(−1)[−2]
has weight zero. We will extend the notion of degree to K(MHM(X)). For any pure
Hodge module M ∈ MHM(X), define
deg(Ln/2M) = deg(M(−n/2)) = |w(M) + n|
and then extend the definition to K0(MHM(X))[L
1
2 ] as before. Note that
deg(ab) ≤ deg a+ deg b for all a ∈ K0(MHM(pt)), b ∈ K0(MHM(X)).
On the other hand, we have an equality
deg((Ln/2 − L−n/2)b) = deg(Ln/2 − L−n/2) + deg b = n+ deg b,
for any n ≥ 1. Therefore we can extend the definition of degree to K(MHM(X)) by
the formula
deg
b∏
n≥1(L
n/2 − L−n/2)an
= deg b−
∑
n≥1
nan
for any b ∈ K0(MHM(X))[L
1
2 ]. Note that the degree of elements in K(MHM(X))
can be negative, while the degree of elements in K0(MHM(X))[L
1
2 ] is always non-
negative. Note that if X has dimension d, then ICX ∈MHM(X) is pure of weight d,
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hence ICvirX = T
−d/2 ICX has weight and degree zero. If M is pure of weight n, then
DM ≃M(n) has weight −n. This implies that the involution
D : K(MHM(X))→ K(MHM(X)),
induced by the duality, preserves degrees.
2.3. Virtually small maps. We say that a proper morphism π : X → Y of irre-
ducible algebraic varieties with smooth X is virtually small if there exists a strat-
ification Y =
⋃
α Yα into locally closed subvarieties with the following properties.
Consider the cartesian diagrams, for each α,
Xα X
Yα Y
iα
piα pi
jα
Let Y0 be the unique dense stratum in Y . Then we require for all α:
(1) Yα is smooth and πα : Xα → Yα is e´tale locally trivial with fibers of dimen-
sion dα.
(2) We have
dα ≤ d0 +
1
2
codimYα,
with equality only for α = 0.
Theorem 2.3. Assume that π : X → Y is virtually small. Then
π∗ ICX ∈ D
≤d0 MHM(Y ) ∩D≥−d0 MHM(Y ).
Moreover, for any α 6= 0,
j∗απ∗ ICX ∈ D
<d0 MHM(Yα) ∩D
>−d0 MHM(Yα).
Proof. If d = dimY then dimX = dimX0 = d0 + d. The perverse t-structure
on D(Y ) = Dbc(QY ) (corresponding to the standard t-structure on D
bMHM(Y )) is
defined by
D≤n =
{
F ∈ D(Y ) | dim suppHkF ≤ −k + n
}
,
D≥n =
{
F ∈ D(Y ) |DF ∈ D≤−n
}
,
where Hk means the ordinary cohomology sheaf functor on D(Y ). We have
j∗αH
kπ∗ ICX = H
kπα∗i
∗
α ICX = H
kπα∗QXα [d0 + d] = H
k+d0+dπα∗QXα .
This object can be nonzero only if k ≤ 2dα − d0 − d. By our assumption,
2dα − d0 − d ≤ d0 − dimYα.
Therefore if the above object is nonzero, then dimYα ≤ d0 − k. This implies
π∗ ICX ∈ D
≤d0 .
Taking duals, we obtain π∗ ICX ∈ D
≥−d0 . We can have equality only for α = 0. 
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Corollary 2.4. If π : X → Y is virtually small then π∗ IC
vir
X is pure self-dual of
weight zero and
degπ∗ IC
vir
X ≤ d0.
For any α 6= 0 we have
deg(j∗απ∗ IC
vir
X ) < d0,
Proof. We know that ICvirX is pure self-dual of weight zero. As π is projective, we
obtain that π∗ IC
vir
X is also pure self-dual of weight zero [38, 1.8]. This implies that
w(Hkπ∗ IC
vir
X ) = k
whenever the cohomology object is non-zero, whereHk denotes the ordinary cohomol-
ogy on DbMHM(Y ) (corresponding to perverse cohomology on D(Y )). Therefore,
according to the previous result, we have
−d0 ≤ w(H
kπ∗ IC
vir
X ) ≤ d0 for all k ∈ Z,
and deg π∗ IC
vir
X ≤ d0. The statement for the strata Yα is obtained in a similar way
using the previous result. 
2.4. Projective fiber bundles. In this section we will prove an analogue of a
Ku¨nneth formula for projective fiber bundles. This is a rather unexpected result
which holds only because we can apply the hard Lefschetz Theorem which produces
a chain of isomorphisms on each fiber.
Theorem 2.5. Let f : X → Y be a projective map between smooth algebraic varieties
with all fibers isomorphic to Pn (it is automatically e´tale locally trivial). Then
f∗ ICX = H
∗(Pn) ICY [n], f∗ IC
vir
X = [P
n]vir IC
vir
Y .
Proof. Let η be the first Chern class of a relatively ample line bundle on X. It can
be interpreted as a morphism
η :M →M(1)[2] = L−1M
in DbMHM(X) and therefore also as a morphism η : f∗M → L
−1f∗M . By the
hard Lefschetz Theorem [37, 5.3.1], there is an isomorphism, for any pure Hodge
module M ,
ηi : H−if∗M → H
if∗M(i)
for all i ≥ 0 (H means the cohomology in DbMHM(Y ) or perverse cohomology).
Consider M = ICX = QX [d+ n], where d = dimY . Every (ordinary) cohomology
Hkf∗QX is smooth and we have
Hkf∗QX = ICY (H
k−df∗QX), H
kf∗ ICX = ICY (H
k+nf∗QX).
The latter object can be non-zero only for −n ≤ k ≤ n. Using the fact that the fibers
of f are isomorphic to Pn, we see that the maps
H−nf∗M
η
→H−n+2M(1)
η
→ · · ·
η
→Hnf∗M(n)
are all isomorphisms. We have
Hnf∗M = ICY (H
2nf∗QX) = ICY (QY (−n)) = ICY (−n).
INTERSECTION COHOMOLOGY OF MODULI SPACES 9
This implies
f∗M ≃
n⊕
i=−n
Hif∗M [−i] ≃
n⊕
k=0
ICY (−k)[n − 2k] = (1 + L+ · · · + L
n) ICY [n].
Therefore
f∗ IC
vir
X = T
−(d+n)/2f∗ ICX = L
−n/2(1 + L+ · · ·+ Ln) ICvirY .

3. Moduli spaces of framed vector bundles
Let us explain the goal of this section. We want to study intersection cohomologies
of the moduli spaces M(r, d) of semistable vector bundles on a curve X which have
rank r and degree d. However, these moduli spaces can have singularities if r and
d are not coprime. For this reason, we will introduce the moduli spaces Mf (r, d)
of stable framed vector bundles which consist of pairs (E, s), where E is a vector
bundle and s ∈ Γ(X,E) is a section. Under certain conditions these moduli spaces
are smooth and there exists a projective morphism π : Mf (r, d) → M(r, d). In this
section we will study the fibers of this morphism. We will show that these fibers
can be identified with moduli spaces of quiver representations and we will use this
analysis to prove that the morphism π is virtually small in the sense of section 2.3.
The properties of virtually small maps proved in section 2.3 will be used in the
subsequent sections. We will treat the moduli spaces and the categories of framed
objects in a rather abstract and unifying way that can be applied in many different
situations.
3.1. Stability of framed objects. We will formulate stability of framed objects in
a way slightly different to [33, 34]. All categories are assumed to be k-linear, where
k is a field. Let Vect denote the category of finite-dimensional vector spaces over k.
Consider the following data
(1) An abelian category A with a stability function Z (see e.g. [6, §2]).
(2) A left exact functor Φ : A→ Vect, called the framing functor.
We will consider pairs (E, s), where E ∈ A and s ∈ Φ(E).
Example 3.1. One example is A = CohX, the category of coherent sheaves on
an algebraic variety X, and Φ(E) = Γ(X,E). Another example is A = RepQ, the
category of representations M of a quiver Q and, for a given w ∈ NQ0 ,
Φ(M) =
⊕
i∈Q0
Hom(kwi ,Mi) ≃
⊕
i∈Q0
M⊕wii M ∈ A.
In this case, a pair (M,s) can be interpreted as a representation of a new quiver Q′,
obtained by adding to Q a new vertex ∗ and wi arrows ∗ → i for each i ∈ Q0, such
that the dimension of this representation at the vertex ∗ equals one. ♦
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Using the stability function Z = −d+ i r : K0(A)→ C, for any object E ∈ A, we
define its slope
µ(E) =
d(E)
r(E)
∈ (−∞,+∞]
and say that an object E is semistable (resp. stable) if, for any proper 0 6= F ⊂ E,
we have µ(F ) ≤ µ(E) (resp. µ(F ) < µ(E)). Given τ ∈ R, we say that a pair (E, s)
is τ -semistable if
(1) For any F ⊂ E, we have µ(F ) ≤ τ .
(2) For any F ⊂ E with s ∈ Φ(F ) ⊂ Φ(E), we have µ(E/F ) ≥ τ .
Similarly we can define τ -stability. We say that (E, s) is stable if it is stable with
respect to τ = µ(E)+ = µ(E) + ε for 0 < ε≪ 1. This means
(1) E is semistable.
(2) For any proper F ⊂ E with s ∈ Φ(F ), we have µ(F ) < µ(E).
More generally, we consider triples (E,V, s), where E ∈ A, V ∈ Vect and s : V →
Φ(E) is linear. They form an abelian category Af of framed objects.
Remark 3.2. Our construction of the category Af is actually quite well-known.
Given a left-exact functor Φ : A → B, one constructs a new category C = CΦ,
called the (Artin) mapping cylinder of Φ as follows [39, 8.1.4]. Its objects are triples
(A,B, φ), where A ∈ A, B ∈ B and φ : B → ΦA. Morphisms from (A,B, φ) to
(A′, B′, φ′) are pairs f = (f1, f2), where f1 ∈ HomA(A,A
′) and f2 ∈ HomB(B,B
′)
make the following diagram commute
B ΦA
B′ ΦA′
φ
f2 Φ(f1)
φ′
One can show that CΦ is an abelian category using left exactness of Φ. Note that for
us left exactness was crucial in the definition of τ -stability. This is not a surprise as
we had to test certain subobjects of the objects of CΦ. Note that if A,B are equipped
with stability functions then we can also equip CΦ with a stability function. ♦
Given τ ∈ R, consider the category Aτ of semistable objects in A having slope τ .
Then stable objects of A with slope τ are simple objects of Aτ . Let E1, . . . , En ∈
Aτ be stable and C ⊂ Aτ be the abelian subcategory generated by them. This
subcategory is closed under taking subobjects and quotients in Aτ . We can define
the category Cf of framed objects in C as above.
Lemma 3.3. Let E ∈ C. A pair (E, s) is stable in Af if and only if it is stable in
Cf . The latter condition means that, for any F ⊂ E in C with s ∈ Φ(F ), we have
F = E.
Proof. If (E, s) is stable in Af , then it is automatically stable in Cf . Moreover,
if F ⊂ E in C is proper and s ∈ Φ(F ), then µ(F ) < µ(E) = τ , contradicting
F ∈ C ⊂ Aτ .
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Assume that (E, s) is stable in Cf and let F ⊂ E be proper with s ∈ Φ(F ). As
E is semistable, we have µ(F ) ≤ τ . If µ(F ) = τ , then F ∈ Aτ . Moreover, as C is
generated by the simple objects Ei ∈ A
τ and F ⊂ E ∈ C, we conclude that F ∈ C.
But this would imply that (E, s) is not semistable in Cf . 
Now we will describe the category Cf as a category of quiver representations.
Consider the quiver Q with vertices 1, . . . , n and with dimExt1(Ei, Ej) arrows i→ j
for all i, j ∈ Q0 (we may call it the Gabriel quiver of C). Let Q
′ be the quiver obtained
from Q by adding one vertex ∗ and wi = dimΦ(Ei) arrows ∗ → i for all i ∈ Q0.
Theorem 3.4.
(1) If Aτ is hereditary, then the category C is exact equivalent to the category
Repnil(Q) of nilpotent representations of Q.
(2) If Aτ is hereditary and Φ : Aτ → Vect is exact, then the category of framed
objects Cf is exact equivalent to Rep
nil(Q′).
Proof. The first statement is well-known [9, §1.5]. For the second statement we can
assume that C = Repnil(Q) and we will show that an exact functor Φ : C → Vect
is uniquely determined (up to a non-unique natural transformation) by its values on
the simple objects. This will imply the second statement as the constructions of Cf
and Repnil(Q′) both rely on such a functor.
Let r ⊂ A = kQ be the radical. It is enough to show that Φ is uniquely determined
on the subcategory Ct = RepAt ⊂ C (which is not an exact subcategory), where
At = A/r
t+1 for all t ≥ 0. Let Si be the simple modules and Pi = Atei their
projective covers as At-modules. We consider the projective module
P =
⊕
i
Φ(Si)
∗ ⊗
k
Pi
and we will construct an isomorphism a : hP → Φ of functors over Ct, where
hP : C → Vect, M 7→ Hom(P,M).
The map
Fun(hP ,Φ) ≃ Φ(P ) =
⊕
i
Φ(Si)
∗ ⊗
k
Φ(Pi)→
⊕
i
Φ(Si)
∗ ⊗
k
Φ(Si)
is surjective as Pi → Si is surjective and Φ is exact. Consider some preimage a :
hP → Φ of the sum of identities. It corresponds to ai : Φ(Si)→ Φ(Pi) such that the
composition Φ(Si) → Φ(Pi) → Φ(Si) is the identity for all i. It induces a chain of
maps
hP (M) = Hom(P,M) =
⊕
i
Φ(Si)⊗
k
Hom(Pi,M)
→
⊕
i
Φ(Pi)⊗
k
Hom(Pi,M)→ Φ(M).
For M = Sj, the composition of the last two arrows is an isomorphism. This implies
that a : hP → Φ induces an isomorphism on simple objects. By exactness of hP and
Φ on Ct, we obtain that a : hP → Φ is an isomorphism of functors on the whole Ct. 
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Remark 3.5. The last statement implies that Cf is hereditary. More generally, one
can show that if A is hereditary and Φ : A → Vect is exact, then Af is hereditary. ♦
Let us describe several situations where the above theorem is applicable.
Example 3.6. Let Q be a quiver and let w ∈ NQ0. Let A = RepQ be the category
of representations of Q. Then the functor
Φ : A → Vect, Φ(M) =
⊕
i∈Q0
Hom(kwi ,Mi), M ∈ A
is exact and satisfies the conditions of the above theorem. ♦
Example 3.7. Let X be a smooth projective curve of genus g, τ > 2g − 2 be a real
number and Aτ ⊂ CohX be the category of semistable sheaves having slope τ . Then
the functor
Φ : Aτ → Vect, Φ(E) = Γ(X,E), E ∈ Aτ
is exact and satisfies the conditions of the above theorem. Indeed, we have
R1Φ(E) = H1(X,E) = Ext1(OX , E) ≃ Hom(E,ωX)
∗ = 0,
where the last equality follows from the fact that both sheaves are semistable and
µ(E) = τ > 2g − 2 = µ(ωX). ♦
Example 3.8. Let S be a smooth projective surface and H be an ample divisor such
that H · KS < 0, where KS is the canonical divisor. Define the slope function on
CohS
µ(E) =
H · c1(E)
rkE
, E ∈ CohS.
Given τ ∈ R, consider the category Aτ of semistable sheaves (also called Mumford
semistable or µ semistable) in CohS having slope τ . This category is hereditary.
Indeed, for any E,F ∈ Aτ , we have
Ext2(E,F ) ≃ Hom(F,E ⊗ ωS)
∗ = 0
as both F and E ⊗ ωS are semistable and
µ(E ⊗ ωS) =
H · c1(E) + rkE ·H ·KS
rkE
= µ(E) +H ·KS < µ(F ).
If τ > H ·KS , then the functor
Φ : Aτ → Vect, Φ(E) = Γ(S,E), E ∈ Aτ
satisfies
R2Φ(E) = Ext2(OX , E) ≃ Hom(E,ωS)
∗ = 0
as µ(E) = τ > H ·KS = µ(ωS). Condition R
1Φ = 0 (hence exactness of Φ) can be
obtained for τ ≫ 0. ♦
The last theorem implies that moduli spaces of stable pairs (E, s) with E ∈ C
can be described as moduli spaces of stable nilpotent representations of Q′ that have
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dimension one at the vertex ∗. Such representations can be interpreted as framed
representations of Q, namely as a pair (M,s), where M ∈ Rep(Q) and
s ∈
⊕
i
Hom(kwi ,Mi) =
⊕
i
M⊕wii =: Φ(M).
Stability means (see Lemma 3.3) that the one-dimensional vector spaceM∗ generates
the whole representation M . It corresponds to the trivial stability parameter θ =
0 ∈ RQ0 and θ∗ = 1.
3.2. The case of vector bundles. Let X be a curve of genus g. We consider the
category A = CohX and the framing functor Φ = Γ(X,−) on A. Let M(r, d) be the
moduli space of semistable vector bundles over X having rank r and degree d. Let
Mf (r, d) be the moduli space of stable framed vector bundles (E, s) with E having
rank r and degree d. There is a natural projective morphism
π :Mf (r, d)→M(r, d)
and we will analyze its fibers under the condition τ := d/r > 2g − 2. Note that in
this case
Ext1(OX , E) ≃ Hom(E,ωX)
∗ = 0
for all E ∈ Aτ . This implies that the functor Φ = Γ(X,−) : Aτ → Vect is exact
and we can apply the above results. Namely, we can interpret the fibers of π as the
moduli spaces of stable nilpotent quiver representations.
The moduli space M(r, d) parametrizes poly-stable vector bundles of the form
E =
n⊕
i=1
Emii ,
where Ei are pairwise non-isomorphic stable vector bundles with chEi = (ri, di) and
di/ri = τ . Let
γ = (γi)
n
i=1, γi = (ri, di), m = (mi)
n
i=1.
The pair (γ,m) is called the type of E. The set Sγ,m ⊂M(r, d) of all vector bundles
of type (γ,m) is called the Luna stratum of type (γ,m). These sets form a finite
stratification of M(r, d).
Define the quiver Qγ with vertices 1, . . . , n and with number of arrows from i to j
equal to
(10) dimExt1(Ei, Ej) = δij − χ(Ei, Ej) = δij + (g − 1)rirj .
Note that Qγ a symmetric quiver.
Remark 3.9. Let Q be a quiver and aij be the number of arrows from i to j in Q
for all i, j ∈ Q0. One defines the Euler form of Q by
χQ(m,m
′) =
∑
i∈Q0
mim
′
i −
∑
ij
aijmim
′
j, m,m
′ ∈ ZQ0 .
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In particular, let m,m′ ∈ Nn = NQγ,0 and let E = ⊕iE
mi
i and E
′
= ⊕iE
m′i
i be the
corresponding vector bundles. Then
χQγ (m,m
′) =
∑
i,j
χ(Ei, Ej)mim
′
j = χ(E,E
′
).
♦
Let Q′γ be the framed quiver obtained from Qγ by adding one vertex ∗ and adding
(11) wi = dimΦ(Ei) = χ(OX , Ei) = di + (1− g)ri
arrows ∗ → i for all i ∈ Qγ,0. Let M
nil(Q′γ ,m) be the moduli space of stable
nilpotent representations of the quiver Q′γ having dimension vector (m,m∗ = 1),
where m ∈ Nn = NQγ,0 . Stability of a representation M means that M∗ generates
the whole representation M .
Theorem 3.10. Assume that d/r > 2g − 2. Let E ∈ M(r, d) be a vector bundle
of type (γ,m). Then the fiber π−1(E) ⊂ Mf (r, d) is isomorphic to the moduli space
Mnil(Q′γ ,m) of stable nilpotent representations of Q
′
γ .
Proof. Let τ = d/r. If E =
⊕n
i=1E
mi
i has type (γ,m), then every Ei has slope
di/ri = τ . As before, let C ⊂ A
τ be an abelian category generated by E1, . . . , En.
We proved in Theorem 3.4 that C is equivalent to the category Repnil(Qγ) and Cf is
equivalent to the category Repnil(Q′γ).
If (E, s) ∈ π−1(E), then the factors of the Jordan-Ho¨lder filtration of E ∈ Aτ
contain mi copies of Ei for all 1 ≤ i ≤ n. Therefore E ∈ C and (E, s) is stable
in Cf by Lemma 3.3. As Cf ≃ Rep
nil(Q′γ), we can identify (E, s) with a nilpotent
representation M of Q′γ with a dimension vector m ∈ N
Qγ,0 and m∗ = 1. Stability
in Cf from Lemma 3.3 translates to the condition that M∗ generates M as a quiver
representation. Conversely, every such representation gives a stable object in Cf of
type (γ,m) and therefore a point in the fiber π−1(E). 
3.3. Virtual smallness. Now we can prove virtual smallness of the map π using
methods of [27].
Theorem 3.11. If d/r > 2g − 2 then π :Mf (r, d)→M(r, d) is virtually small.
Proof. Let Q = Qγ and Q
′ = Q′γ . Consider a stratum Sγ,m ⊂ M(r, d), where γ ∈
(N>0×Z)
n and m ∈ Nn. Given a poly-stable vector bundle E =
⊕n
i=1E
⊕mi
i ∈ Sγ,m,
we can identify the fiber π−1(E) with the moduli space Mnil(Q′,m) of nilpotent
stable framed representations of Q. The maximal stratum corresponds to n = 1 and
m1 = 1, when E is stable. In this case the dimension of the fiber is
d0 := dimΦ(E)− 1 = w ·m− 1.
For any m ∈ Nn = NQ0 , let
Rm =
⊕
a:i→j
Hom(kmi ,kmj )
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be the space of all representations of Q having dimension vector m and let Rnilm ⊂ Rm
be the subspace of nilpotent representations. These spaces are equipped with an
action of the group Gm =
∏
i∈Q0
GLmi . Applying [27, Theorem 5.1] or using the
standard Hall algebra techniques (note that the quiver Q is symmetric), we obtain
1
2
χQ(m,m) + dimR
nil
m − dimGm ≤
n∑
i=1
mi
(
1
2
χQ(ei, ei)− 1
)
,
where ei is the standard basis vector of Z
Q0 . We have
dimMnil(Q′,m) = dimRnilm (Q) +w ·m− dimGm
as Gm acts freely on the stable framed representations. Finally, the dimension of the
space M(r, d) is equal to 1− χ(E,E), hence the codimension of the stratum Sγ,m is
codimSγ,m = 1− χ(E,E)−
n∑
i=1
(1− χ(Ei, Ei)).
We obtain
dimπ−1(E)− d0 −
1
2
codimSξ
= dimMnil(Q′,m)− d0 −
1
2
(
1− χQ(m,m)−
n∑
i=1
(1− χQ(ei, ei))
)
= dimRnilm (Q)− dimGm +
1
2
+
1
2
χQ(m,m) +
1
2
n∑
i=1
(1− χQ(ei, ei))
≤
1
2
+
1
2
n∑
i=1
((mi − 1)χQ(ei, ei) + 1− 2mi)
≤
1
2
+
1
2
n∑
i=1
(mi − 1 + 1− 2mi) =
1
2
−
1
2
n∑
i=1
mi ≤ 0
as χQ(ei, ei) ≤ 1. Equality is obtained only for n = 1 and m1 = 1. This corresponds
to the maximal stratum. 
Remark 3.12. Note that our argument works for any hereditary category A (of
semistable objects) with an exact framing functor Φ : A→ Vect such that the Euler
form (hence the above quiver Q) is symmetric. This implies that all of the later
results can be applied in this generality once one constructs the moduli spaces of
framed objects. ♦
4. Graded commutative monoids and λ-rings
Let Γ be a commutative monoid, (in our applications it will be Nk for some k ≥ 0)
and let X =
⊔
d∈ΓXd be a Γ-graded commutative monoid in the category of complex
algebraic varieties. This means that the Xd are complex algebraic varieties equipped
with a commutative associative operation
µ : Xd ×Xe → Xd+e, d, e ∈ Γ
16 SERGEY MOZGOVOY AND MARKUS REINEKE
and with a unit 0 : pt→ X0 such that
Xd ≃ pt×Xd
0×Id
−−−→ X0 ×Xd → µXd
is the identity for every d ∈ Γ. We will assume additionally that the Xd are quasi-
projective.
Remark 4.1. Our main example will be the moduli spaces of semistable vector
bundles (or quiver representations) graded by the Chern character (resp. dimension
vector). Here are some other examples
(1) Given a quasi-projective variety X, define Xd = S
dX (symmetric product)
for all d ∈ Γ = N and define µ : SdX × SeX → Sd+eX by joining the points.
(2) Consider a commutative monoid Γ itself as a Γ-graded monoid, that is, define
Xd = pt for all d ∈ Γ.
(3) Consider Γ = 0 and let X0 be a commutative algebraic group.
(4) Let Y =
⊔
d∈Γ Yd be a Γ-graded algebraic variety with Y0 = ∅. Assume
that every element of Γ has a finite number of partitions. Define the freely
generated Γ-graded commutative monoid X by
Xd =
⊔
m:Γ\{0}→N∑
em(e)e=d
∏
e
Sm(e)Ye.
This construction generalizes (1) and (2). One can think of Yd as a moduli
space of stable objects (in some category). Then Xd corresponds to the
(stratification of) moduli space of semistable objects.
♦
4.1. Symmetric monoidal structure on DbMHM(X). Given a complex algebraic
variety Y , let A(Y ) denote one of the categories DbMHM(Y ) or Dbc(QY ). Given a
Γ-graded commutative monoid X as before, define a Γ-graded category
A(X) =
⊔
d∈Γ
A(Xd)
and equip it with the tensor product
⊙ : A(Xd)×A(Xe)→ A(Xd+e), E ⊙ F = µ!(E ⊠ F ).
Note that if µ is finite (and this is true in most interesting situations) then the above
definition also makes sense for A = MHM and A = Perv. All results that we prove
will be also true for A = MHM and A = Perv.
Theorem 4.2. (A(X),⊙) is a symmetric monoidal category. The braidings for
DbMHM(X) and Dbc(QX) are compatible via the functor rat.
Proof. The fact that ⊙ defines a symmetric monoidal structure on A(X) = Dbc(QX)
is straightforward. The case A = DbMHM is more subtle and follows from the results
of [24]. More precisely, let E ∈ A(Xd), F ∈ A(Xe) and let σ : Xe×Xd → Xd×Xe be
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the permutation. Then we obtain from [24, Theorem 1.9] (applied to X = Xd ∪Xe)
that there exists a canonical isomorphism
σ# : E ⊠ F → σ∗(F ⊠ E)
such that σ∗σ
# ◦ σ# = Id. Applying the pushforward µ! and using commutativity
of our graded monoid, we obtain an isomorphism σEF : E ⊙ F → F ⊙ E, called a
braiding, satisfying σEF ◦ σFE = Id. We also obtain from [24, Theorem 1.9] that the
braidings for DbMHM and Dbc are compatible via the functor rat. 
From now on we will consider only Grothendieck groups with rational coefficients.
The category A(X) is Karoubian (has splitting idempotents) and has a distributive
symmetric monoidal structure (rring in terms of [14, §3]). By the classical result [14,
Theorem 4.7], [17, §4.2] its Grothendieck group
K0(A(X)) =
⊕
d∈Γ
K0(A(Xd))
is a Γ-graded λ-ring. The extended Grothendieck group K(MHM(X)) also inherits a
structure of λ-ring (we define ψn(T
1/2) = Tn/2, hence ψn(L
1/2) = (−1)n−1Ln/2). We
will also consider its completion
K̂(MHM(X)) =
∏
d∈Γ
K(MHM(Xd))
in order to work with generating functions. For any element a = (ad)d∈Γ in K̂(MHM(X))
with a0 = 0, the element
Exp(a) =
∑
n≥0
σn(a) = exp
∑
n≥1
1
n
ψn(a)
 ∈ K̂(MHM(X))
is well-defined. The element a can be uniquely reconstructed from Exp(a) (see
e.g. [29]).
Given a partition λ ⊢ n, let Vλ be the corresponding simple representation of Sn
(defined over Q) and let Sλ : A(X)→ A(X) be the Schur functor defined by [17, 4.1]
Sλ(E) = HomSn(Vλ, E
⊗n),
where we first consider Hom(Vλ, E
⊗n) as a direct sum of dimVλ copies of E
⊗n and
then take its Sn-invariant subobject by splitting an idempotent. We have
E⊗n =
⊕
λ⊢n
Vλ ⊗ Sλ(E).
In particular, for the trivial representation
σn(E) = S
nE := S(n)(E) = im
(
1
n!
∑
σ∈Sn
σ
)
⊂ E⊗n.
where im denotes the image of an idempotent in a Karoubian category.
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Lemma 4.3. Let f : X → Y be a homomorphism of commutative Γ-graded monoids.
Then
f! : D
bMHM(X)→ DbMHM(Y )
is a symmetric monoidal functor (preserves the monoidal structure and respects the
braiding). Therefore it induces a λ-ring homomorphism
f! : K0(MHM(X))→ K0(MHM(Y )).
Proof. Let E ∈ DbMHM(Xd), F ∈ D
bMHM(Xe). We need to construct a natural
transformation
f!(E) ⊙ f!(F )→ f!(E ⊙ F ).
But (see [24, 1.12.1])
f!(E) ⊙ f!(F ) = µ!(f!E ⊠ f!F ) ≃ µ!f!(E ⊠ F ) = f!µ!(E ⊠ F ) = f!(E ⊙ F ).
This isomorphism respects the braiding according to [24, §1.12]. 
5. DT invariants of curves
Let X be a connected smooth projective curve of genus g. Given γ = (r, d) ∈
N>0 × Z, let Mγ = M(r, d) (resp. Mγ = M(r, d)) be the moduli stack (resp. the
moduli space) of semistable vector bundles over X having rank r and degree d. For
any τ ∈ Q, define
Mτ =
⊔
µ(γ)=τ
Mγ , Mτ =
⊔
µ(γ)=τ
Mγ ,
where µ(r, d) = d/r. Then Mτ and Mτ are N-graded commutative monoids, where
the sum operation is given by the direct sum of vector bundles. We consider the
natural map p :Mγ →Mγ and similarly define the map p :Mτ →Mτ .
LetMf,γ =Mf (r, d) be the moduli space of stable framed vector bundles of type γ.
There is a natural map π : Mf,γ → Mγ which is virtually small by Theorem 3.11,
for µ(γ) > 2g − 2. Similarly, we define Mf,τ =
⊔
µ(γ)=τ Mf,γ and consider the
corresponding projection π :Mf,τ →Mτ .
Remark 5.1. If f : X → Y is a principal GLn bundle, then it is locally trivial in
the Zariski topology. Using the Ku¨nneth formula, we obtain
f! IC
vir
X = [GLn]vir · IC
vir
Y .
The stack Mγ can be represented as a global quotient R/G, where G is a general
linear group. If q : R→Mγ is the projection, we can formally define
p! IC
vir
Mγ = [G]
−1
vir · (pq)! IC
vir
R ∈ K(MHM(Mγ)).
Alternatively, we can use Grothendieck groups of algebraic varieties and the compo-
sition
K(Var /Mγ)
p∗
−→ K(Var /Mγ)
χc
−→ K(MHM(Mγ))
to construct the required class on the right hand side (cf. [28]). ♦
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We define relative Donaldson-Thomas classes DTγ ∈ K(MHM(Mγ)) of the curve
X by the formula
(12) p! IC
vir
Mτ =
∑
µ(γ)=τ
p! IC
vir
Mγ = Exp
 ∑
µ(γ)=τ
DTγ
L
1
2 − L−
1
2
 .
As stressed earlier, this formula determines DT classes uniquely. Using wall-crossing
formulas, one can relate the above unframed invariants to framed invariants as follows
(see [13, 33, 28] and a related result in the context of motivic Hall algebras [7, Lemma
4.4])
Theorem 5.2. We have
(13) π∗
∑
µ(γ)=τ
(−1)χ(γ) ICvirMf,γ = Exp
 ∑
µ(γ)=τ
(−1)χ(γ)[Pχ(γ)−1]virDTγ
 .
This formula, again, determines DT classes uniquely. According to it, these classes
can, theoretically, have expressions of the form (Ln/2 − L−n/2) in the denominator.
An important result, derived in [27, §6.5], states that this is not the case.
Theorem 5.3 (Integrality conjecture). We have
DTγ ∈ K0(MHM(Mγ))[L
1
2 ] ⊂ K(MHM(Mγ)).
This result implies that the degree of DTγ is always non-negative. As a matter of
fact, as we will show, this class is a virtual intersection complex, hence has degree
zero.
Theorem 5.4. We have
DTγ = IC
vir
Mγ .
Proof. We can assume that γ = (r, d) satisfies τ := d/r > 2g − 2. Let Γ+ ={
γ ∈ Z2
∣∣µ(γ) = τ} ≃ N+. For any γ ∈ Γ+, we can write (13) in the form
(14) (−1)χ(γ)π∗ IC
vir
Mf,γ
=
⊕
m:Γ+→N∑
αmαα=γ
∏
α
Smα
(
(−1)χ(α)[Pχ(α)−1]virDTα
)
=
⊕
λ:Γ+→P∑
α|λα|α=γ
∏
α
Sλα((−1)
χ(α)[Pχ(α)−1]vir) · Sλα DTα,
where P is the set of partitions. Let δγ : Γ+ → P map γ to (1) and map any other
element of Γ+ to the zero partition. If λ = δn then the corresponding summand in
(14) is (−1)χ(γ)[Pχ(γ)−1]vir · DTγ and its degree is at least deg[P
χ(γ)−1]vir = χ(γ)− 1
by the integrality conjecture. If λ 6= δn then the corresponding summand in (14)
is a product of
∏
α S
λα [(−1)χ(α)Pχ(α)−1]vir and Schur functors of virtual intersection
complexes (by induction). By construction, such a Schur functor is a direct summand
of an external product of intersection complexes (followed by a direct image along
a finite morphism). Intersection complexes are stable under external products and
direct images along finite morphisms (see [24, Remark 2.4]). Therefore this summand
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will be a (virtual) intersection complex (cf. [27, Prop. 3.5]) and in particular it will
have degree zero. This implies that the degree of the summand corresponding to
λ 6= δn is less or equal∑
α
|λα| (χ(α)− 1) = χ(γ)−
∑
α
|λα| < χ(γ)− 1.
On the other hand, the map π :Mf,γ →Mγ is virtually small by Theorem 3.11. Let
j :M sγ →֒Mγ be the maximal stratum (consisting of stable vector bundles). Then π
has fibers Pχ(γ)−1 over M sγ . By Corollary 2.4 the object π∗ IC
vir
Mf,γ
is pure of weight
zero and we can write
π∗ IC
vir
Mf,γ
=
∑
n
j!∗(Vn)[−n] +R,
where Vn ∈ MHM(M
s
γ ) are smooth pure of weight n and R is supported on Mγ\M
s
γ
and has degree < χ(γ)− 1. By Theorem 2.5 we have
j∗π∗ IC
vir
Mf,γ
= [Pχ(γ)−1]vir IC
vir
Msγ
,
hence
(15) π∗ IC
vir
Mf,γ
= [Pχ(γ)−1]vir IC
vir
Mγ +R.
Taking the summands of degree ≥ χ(γ)− 1 in (14) and (15), we obtain
DTγ = IC
vir
Mγ .

5.1. Applications. Consider the series
Qτ = 1 +
∑
d/r=τ
Qr,dt
r = 1 +
∑
d/r=τ
L(1−g)r
2/2E(Rr,d)
E(Gr,d)
tr ∈ Q(u
1
2 , v
1
2 ) JtK
from the introduction, where
L = E(A1) = uv, L
1
2 = −(uv)
1
2
(the minus sign corresponds to the fact that, as a mixed Hodge module, L
1
2 =
Q(−12)[−1] has odd homological degree). The next result is an explicit formula
for Qr,d discussed in the introduction. We use a form slightly different from the one
proved by Zagier [41] (see [34, §2.1]).
Theorem 5.5. We have
Qr,d =
∑
r1,...,rk>0
r1+···+rk=r
k−1∏
i=1
L(ri+ri+1){(r1+···+ri)d/r}
1− Lri+ri+1
Qr1 . . . Qrk ,
where {x} = x− ⌊x⌋ is the fractional part of x and
Qr = L
(1−g)r2/2PX(1)
L− 1
r−1∏
i=1
ZX(L
i),
ZX(t) =
PX(t)
(1− t)(1− uvt)
=
∑
n≥0
E(SnX)tn =
(1− ut)g(1− vt)g
(1− t)(1− uvt)
.
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We define the Donaldson-Thomas invariants of the curve by the formula∑
d/r=τ
DTr,d t
r = (L
1
2 − L−
1
2 ) Log(Qτ ).
Our general Theorem 5.4 has the following important corollary.
Theorem 5.6. We have (dimM(r, d) = (g − 1)r2 + 1)
DTr,d = L
−dimM(r,d)/2E(IH∗(M(r, d))).
Therefore∑
d/r=τ
L(1−g)r
2/2E(IH∗(M(r, d)))tr =
∑
d/r=τ
L
1
2 DTr,d t
r = (L − 1) Log(Qτ ).
Remark 5.7. One can also define the Donaldson-Thomas invariants for torsion
sheaves (that is, sheaves with infinite slope)∑
d≥1
DT0,d t
d = (L
1
2 − L−
1
2 ) Log
(
1 +
∑
d≥1
E(M(0, d))td
)
.
One can easily show that
1 +
∑
d≥1
E(M(0, d))td = Exp
(
E(X)
L− 1
t
)
.
Therefore DT0,1 = E(X)/L
1
2 and DT0,d = 0 for d ≥ 2. This observation allows us
to compute all DT invariants for elliptic curves. Indeed, according to the results of
Atiyah [1], there is a correspondence between moduli spaces of semistable sheaves
for different slopes. Therefore one can reduce all computations to the case of torsion
sheaves and obtain for elliptic curves
DTr,d = E(X)/L
1
2 = −(1− u)(1 − v)/(uv)
1
2
if r, d are coprime and zero otherwise. ♦
6. Examples
Applying Theorem 5.6 and using substitutions
u = v = y, L = uv = y2, L
1
2 = −(uv)
1
2 = −y,
we immediately get the following explicit formula for the Poincare´ polynomial in
intersection cohomology of the moduli spaces M(r, d) as an identity of formal series
in Q(y) JtK:
Corollary 6.1. For arbitrary τ ∈ Q, we have in Q(y) JtK (with λ-ring structure given
by Adams operations ψi(y) = y
i, ψi(t) = t
i):∑
d/r=τ
(−y)(1−g)r
2
∑
i
dim IHi(M(r, d))(−y)itr = (y2 − 1) Log
(
1 +
∑
d/r=τ
Qr,dt
r
)
with
Qr,d =
∑
r1,...,rk>0
r1+...+rk=r
k−1∏
i=1
y2(ri+ri+1){(r1+...+ri)d/r}
1− y2(ri+ri+1)
Qr1 . . . Qrk
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and
Qr = (−y)
(1−g)r2(y2r − 1)
r∏
i=1
(1− y2i−1)2g
(1− y2i)2
.
We will work out all cases of rank r ≤ 4 in detail. To prepare these calculations,
we first note that, if
Log
(
1 +
∑
i≥1
ait
i
)
=
∑
i≥1
bit
i,
then
b1 = a1, b2 = a2 −
1
2
a21 −
1
2
ψ2(a1), b3 = a3 − a1a2 +
1
3
a31 −
1
3
ψ3(a1),
b4 = a4 − a1a3 + a
2
1a2 −
1
2
a22 −
1
2
ψ2(a2)−
1
4
a41 +
1
4
ψ2(a1)
2.
Next we work out Zagier’s resolution of the Harder-Narasimhan recursion:
Q1,0 = Q1, Q2,0 = Q2 +
1
1− y4
Q21, Q2,1 = Q2 +
y2
1− y4
Q21,
Q3,0 = Q3 +
2
1− y6
Q1Q2 +
1
(1− y4)2
Q31,
Q3,1 = Q3 +
y2 + y4
1− y6
Q1Q2 +
y4
(1− y4)2
Q31,
Q4,0 = Q4 +
2
1− y8
Q1Q3 +
1
1− y8
Q22
+
(
2
(1− y4)(1 − y6)
+
1
(1− y6)2
)
Q21Q2 +
1
(1− y4)3
Q41,
Q4,1 = Q4 +
y2(1 + y4)
1− y8
Q1Q3 +
y4
1− y8
Q22 +
y4(1 + y2)2
(1− y6)2
Q21Q2 +
y6
(1− y4)3
Q41,
Q4,2 = Q4 +
2y4
1− y8
Q1Q3 +
1
1− y8
Q22
+
(
2y2
(1− y4)(1− y6)
+
y6
(1− y6)2
)
)
Q21Q2 +
y4
(1− y4)3
Q41.
Combining these formulas, using the definition of Qr and performing some trivial
simplifications, we arrive at the following formulas for the Poincare´ polynomials of
intersection cohomology of M(r, d) (we also list the known coprime cases for the
reader’s convenience):
For M(2, 0), we find
1
(1− y2)(1 − y4)
(
(1− y)2g(1− y3)2g − y2g−2(1− y)4g
+
1
2
y2g−2(1− y4)(1 − y)4g +
1
2
(−1)gy2g−2(1− y2)2(1− y2)2g
)
.
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For M(2, 1), we find
1
(1− y2)(1 − y4)
(
(1− y)2g(1− y3)2g − y2g(1− y)4g
)
.
For M(3, 0), we find
1
(1− y2)(1 − y4)2(1− y6)
(
(1− y)2g(1− y3)2g(1− y5)2g
− y4g−4(1 + y2)(1 + y6)(1− y)4g(1− y3)2g
+
1
3
y6g−6(1 + y2 + y4)(1 + y4 + y8)(1− y)6g
−
1
3
y6g−6(1− y2)2(1− y4)2(1 − y3)2g
)
.
For M(3, 1), we find
1
(1− y2)(1 − y4)2(1− y6)
(
(1− y)2g(1− y3)2g(1− y5)2g
− y4g−2(1 + y2)2(1− y)4g(1− y3)2g
+ y6g−2(1 + y2 + y4)(1− y)6g
)
.
For M(4, 0), we find
1
(1− y2)(1 − y4)2(1− y6)2(1− y8)
(
(1− y)2g(1− y3)2g(1− y5)2g(1− y7)2g
− y6g−6(1 + y2 + y4)(1 + y8)(1− y)4g(1− y3)2g(1− y5)2g
−
1
2
y8g−8(1 + y2 + y4)2(1 + y8)(1− y)4g(1− y3)4g
+ y10g−10(1 + y2)2(1 + y4)2(1 + y8)(1− y)6g(1− y3)2g
−
1
4
y12g−12(1 + y2 + y4)2(1 + y4)2(1 + y8)(1 − y)8g
−
1
2
y8g−8(1− y2)2(1− y6)2(1− y2)2g(1− y6)2g
+
1
4
y12g−12(1− y2)2(1− y6)2(1 + y8)(1 − y2)4g
)
.
For M(4, 1), we find
1
(1− y2)(1 − y4)2(1− y6)2(1− y8)
(
(1− y)2g(1− y3)2g(1− y5)2g(1− y7)2g
− y6g−4(1 + y2 + y4)(1 + y4)(1− y)4g(1− y3)2g(1− y5)2g
− y8g−4(1 + y2 + y4)2(1− y)4g(1− y3)4g
+ y10g−6(1 + y2)4(1 + y4)(1− y)6g(1− y3)2g
− y12g−6(1 + y2 + y4)2(1 + y4)(1− y)8g
)
.
24 SERGEY MOZGOVOY AND MARKUS REINEKE
For M(4, 2), we find
1
(1− y2)(1 − y4)2(1− y6)2(1− y8)
(
(1− y)2g(1− y3)2g(1− y5)2g(1− y7)2g
− 2y6g−2(1 + y2 + y4)(1 − y)4g(1− y3)2g(1− y5)2g
−
1
2
y8g−8(1 + y2 + y4)2(1 + y8)(1− y)4g(1− y3)4g
+ y10g−8(1 + y2)2(1 + y4)3(1− y)6g(1− y3)2g
−
1
2
y12g−8(1 + y2 + y4)2(1 + y4)2(1− y)8g
−
1
2
y8g−8(1− y2)2(1− y6)2(1− y2)2g(1− y6)2g+
+
1
2
y12g−8(1− y2)2(1− y6)2(1 − y2)4g
)
.
We also list the i-th Betti numbers for curves of genus g = 2 (we list only the
numbers for i = 0, . . . ,dimM(r, d) = r2 + 1, the other half being determined by
Poincare´ duality):
M(2, 0) : 1, 4, 7, 8, 8, 8, . . .
M(2, 1) : 1, 4, 7, 12, 24, 32, . . .
M(3, 0) : 1, 4, 7, 12, 25, 40, 47, 48, 49, 52, 54, . . .
M(3, 1) : 1, 6, 16, 32, 69, 146, 272, 474, 809, . . .
M(4, 0) : 1, 4, 7, 12, 26, 48, 77, 120, 181, 256, 331, 392, 435, 464, 486, 500, 504, 504, . . .
M(4, 1) : 1, 4, 7, 12, 26, 48, 78, 128, 211, 328, 476, 680, 963, 1292, 1621, 1948, 2249, 2384, . . .
M(4, 2) : 1, 4, 7, 12, 26, 48, 78, 128, 211, 332, 491, 696, 950, 1232, 1506, 1724, 1850, 1888, . . .
Note that the Poincare´ polynomial of M(r, d) is divisible by (1 − y)2g; the factor
corresponds to the moduli space of bundles with fixed determinant bundle. We list
(again half) the coefficients of these factors for curves of genus g = 2, resp. g = 3:
For g = 2, we have
M(2, 0) : 1, 0, 1, 0, . . .
M(2, 1) : 1, 0, 1, 4, . . .
M(3, 0) : 1, 0, 1, 4, 2, 4, 2, 4, 3, . . .
M(3, 1) : 1, 0, 1, 4, 3, 8, 9, 12, 20, . . .
M(4, 0) : 1, 0, 1, 4, 3, 8, 10, 16, 22, 24, 29, 28, 31, 32, 31, 32, . . .
M(4, 1) : 1, 0, 1, 4, 3, 8, 11, 20, 30, 36, 61, 80, 103, 120, 142, 168, . . .
M(4, 2) : 1, 0, 1, 4, 3, 8, 11, 20, 30, 40, 60, 76, 96, 112, 118, 120, . . .
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For g = 3, we have
M(2, 0) : 1, 0, 1, 6, 1, 6, 2, . . .
M(2, 1) : 1, 0, 1, 6, 2, 6, 16, . . .
M(3, 0) : 1, 0, 1, 6, 3, 12, 19, 24, 57, 56, 88, 138, 127, 170, 156, 176, 179, . . .
M(3, 1) : 1, 0, 1, 6, 3, 12, 19, 24, 58, 62, 104, 170, 194, 292, 344, 394, 472, . . .
M(4, 0) : 1, 0, 1, 6, 3, 12, 20, 30, 60, 74, 145, 212, 306, 486, 667, 1018, 1365, 1888, 2610,
3352, 4397, 5408, 6636, 7862, 8852, 9880, 10556, 11212, 11640, 11808, 11976, . . .
M(4, 1) : 1, 0, 1, 6, 3, 12, 20, 30, 60, 74, 145, 212, 307, 492, 683, 1050, 1435, 2034, 2897,
3838, 5260, 6884, 9039, 11568, 14288, 17708, 21031, 24320, 27046, 29052, 30128, . . .
M(4, 2) : 1, 0, 1, 6, 3, 12, 20, 30, 60, 74, 145, 212, 307, 492, 684, 1056, 1449, 2060, 2934,
3934, 5393, 7052, 9240, 11766, 14454, 17562, 20472, 23256, 25437, 26696, 27216 . . .
Note that our formulas for M(2, 0) and g = 2, 3 coincide with [20, Remark 5.8].
This was an observation made by Jan Manschot which led to this project.
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