ABSTRACT
Introduction
It is well known that conventional adaptive beamfomers are effective in suppressing strong interferers as long as the error in the steering vector due to pointing inaccuracy is small [1] . In the presence of steering vector errors, these beamformers exhibit severe degradation in performance in that the output signal-to-interference-plusnoise ratio (SINR) drops dramatically. Remedies have been proposed to lessen the effect of desired signal cancellation [2] . In particular, the linearly constrained minimum variance (LCMV) beamformer uses the spatial derivative constraints (SDC) to alleviate sensitivity to the pointing errors by means of a flatter main-lobe response [3, 4] . Unfortunately, this in turn results in large sidelobes and leads to a loss in array gain against noise. Furthermore, the decrement in the beamwidth as the input signal-to-noise ratio (SNR) increases makes it poor in interference suppression due to the directional mismatch [5] . In the extreme case of high input SNR, since the desired signal may fall outside the main-lobe region, the SDC beamformer would null out not only the interference but also the desired signal. In [6] , a robust scheme employs the leaky elimination constraint and the interference null constraint to preserve the desired signal and to keep nice interference nulling simultaneously. This method needs to identify the interference subspace for the sake of restoring the interference correlation matrix. However, in the presence of weak interference, it is difficult to extract the interference subspace from the received data. Chang and Yeh [7] proposed the eigenspace beamformer, in which the weight vector is constrained within the signal subspace of the received data correlation matrix. In spite of success in dealing with a moderate pointing error, this approach cannot completely remove the interference and the residual interference impairs the system performance, especially for the weak interference (low signal-to-interference ratio, SIR). To mitigate the effect of large point errors, an iterative searching method [8] is considered for constructing the correct constraint vector before beamforming. Its low convergence behavior because of a large pointing error becomes crucial in practice. This approach, at the worst, breaks down when the desired signal falls outside the main-beam region in the case of high input SNR and/or a large antenna array.
In this paper, the effect of pointing errors on the eigenspace beamformer is first investigated by using the theoretical analysis. As a remedy, a robust two-stage scheme for adaptive beamformer is proposed [9] . The design of this beamformer involves the following procedure. First, an accuracy direction-of-arrival (DOA) estimate is determined from a few angles-of-interest in accordance with the fact that the output power of the beamformer decreases with the increment in the pointing error. By exploiting the refined resultant, an eigenspace beamformer incorporating with the SDC is used to further mitigate the aggregate impacts due to the pointing errors. A closed-form approximate SINR expression is given to indicate the achievable performance improvement. Numerical results then confirm the efficacy of the proposed robust method and corroborate the predicted SINR results.
The remainder of the paper is organized as follows: Section 2 reviews the array data model and presents the SINR performance analysis of the eigenspace beamformer. The proposed two-stage beamformer and its performance analysis are provided in Section 3. Simulation results and conclusion remarks are given in Sections 4 and 5, respectively.
The notations used in this paper follow the usually conventional-bold capital letters denoting vectors and matrices. I is an identity matrix with a proper dimension, 1 
According to the orthogonality between the signal and noise subspaces, the eigenspace technique can be used to mitigate the effect of desired signal cancellation and its corresponding weight vector is given by
where the M K  matrix s E is formed by the K principal eigenvectors of R . Under proper conditions, the eigenspace beamformer is found to achieve high output SINR as long as the pointing error  
is negligible. Unfortunately, in the case of the large pointing error and/or high input SNR, its performance is limited mostly by the residual interference buried in the beamformer output.
To gain further insights, we will describe the effect of the residual interference caused by pointing inaccuracy. For a manageable analysis, the scenario is simplified into that involving a desired source with power .
In addition, for the ease of expression, the following notations are defined:
and
 denotes the correlation between k a and j a , and is close to zero for a well-separated sources.
By using some algebraic manipulations, the received data correlation matrix can be decomposed as
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Under the simplified scenario, the weight vector for the eigenspace beamformer is given by
e a e a w e e e e (8) where
Note that we have omitted the normalized scalar since it does not affect the analysis result. Using (8), the output desired signal power d P and the output interferenceplus-noise power in P are given by
w a a w a e a e w Rw (10) in which we have used the facts that 1
. Taking the ratio of d P and in P with substitution of (10) yields the output SINR expression:
w a a w w Rw (11) This result reveals that the output SINR is dependent upon the look direction   
Substituting (12) into (11), the output SINR can be reduced to     2  2  1  21 2 2  2  2  2  2 1  2  2   2  2  2  2  1  2  1  2 1 22  2  2  2  2  2  2 denote the input SNR and interference-to-noise ratio (INR), respectively. The results in (13) reveal several intrinsic features of the eigenspace beamformer. First of all, as long as the look direction is close to the DOA of the desired source ( 1 s  a a ), the eigenspace beamformer performs like the optimal quiescent beamformer, which can offer the maximum output SINR equal to SNR i . The second one is that the eigenspace beamformer can achieve a reliable performance without severe desired signal cancellation for INR 1 i  . On the contrary, in presence of weak interference, the beamformer fails to completely remove the interference and the residual interference cannot be negligible when compared with the output noise power, leading to a substantial degradation in output SINR. Finally, in the case of high input SNR ( SNR 1 i  ) and/or large pointing errors ( 1 1 s   ), the second term of the denominator becomes large and cannot be negligible when compared with the first term. This significantly drops the performance of the eigenspace beamformer. To make matters worse, the eigenspace beamformer reaches a "saturation region", in which the output SINR is independent upon the input SNR.
Proposed Robust Two-Stage Beamforming
As mentioned above, the eigenspace beamformer cannot offer a reliable SINR performance as the error in DOA estimate is large and/or the input SNR is high, especially for weak interference. An alternative to enhancing robustness is to adjust the DOA estimate before beamforming. This prompts us to propose a two-stage scheme.
In the first stage, we determine an accuracy DOA estimate based on the fact that the output power of the LCMV beamformer decreases with the increment in the pointing error. In the second stage, to mitigate desired signal cancellation, we further leverage the spatial derivative technique to incorporate the refined DOA esti- 
where B denotes the presumed angle region of interesting. The choosing of N is a trade-off between accuracy in DOA estimate and computational load. A small value of N leads to time-saving in searching ˆs  , but poor performance in beamforming, and vice versa. Since the major consideration in the first stage is to get rid of desired signal cancellation due to a large pointing error, a small value of N is preferred. In order to further improve robustness against the error in DOA estimation, an eigenspace beamformer is to incorporate a first-order SDC in the direction ˆs  . We have the weight vector given by   
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Algorithm Summary for the Proposed Two-Stage Beamformer
The overall procedure of the proposed robust beamformer can be summarized as below.
(1) Obtain the sample averaged version of the received data correlation matrix R given by
where s N denotes the number of the data samples.
(2) Obtain the preliminary DOA estimate s  for the desired source [11] . 
Theoretical Analysis on the Output SINR
In this subsection, the analysis expression of the output SINR associated with the proposed beamformer is presented. For a manageable analysis, we only consider a two-source system again. Substituting (6) and (17) For comparison, we also included the results obtained with the eigenspace [7] , eigenspace with a first-order SDC (denoted by SDCeigenspace), and optimal beamformers, in which the optimal one utilized the correct look direction 1 s    to compute the weight vector. Furthermore, the analysis results in (13) and (19) for the eigenspace and proposed beamformers, respectively, were also shown to ascertain their correctness.
The first set of simulations examines the output SINR of the proposed two-stage beamformer against white noise (input SNR). The corresponding results were shown in Figure 1 . It is found that the output SINR values of the proposed scheme are close to those of the optimal one, confirming that the desired signal can be successfully retained and the interference can be effectively suppressed even in case of a large pointing error. Under a proper condition ( SNR 5 i  dB), the eigenspace beamformer achieved a comparable performance as the optimal one. Unfortunately, for high input SNR (> 20 dB), both the eigenspace-based beamformers, as expected, produced a significant degradation in output SINR. Furthermore, these beamformers reached the "saturation region" when the input SNR was larger than 20 dB. This is because that the residual interference buried in the beamformer output cannot be negligible when compared with the output noise power, leading to a limitation in performance. It is noteworthy that the analyzed output SINR close to the simulated results confirms correctness of the theoretical analysis. The second set of simulations investigates the effect of input SIR. Figure 2 shows the output SINR versus input SIR. It is observed that the proposed beamformer possessed an excellent robustness by effectively cancelling weak interference. On the contrary, the eigenspace beamformer failed to offer a reliable performance, especially for low input SIR (< -10 dB). Again, the reason for the significant discrepancy is that the pointing error effect induces a correlation between signals and makes the beamformer put less emphasis on suppressing interference. The analysis results approaching performance of the proposed beamformer confirm that the analysis results are correct.
The third set of simulations evaluates the effect of pointing errors on the proposed beamformer. In this case, the look direction s  was varied from 10
corresponding to a maximum pointing error of 10  (the null-to-null beamwidth of the broadside array is approximately 14.4
 ). in interference suppression by varying the number of signal sources K . The resulting SINR plotted in Figure  4 indicates that desired signal cancellation did not occur with pointing error (no performance degradation) for 5 K  . In an interference-rich environment (large values of K ), the non-zero cross correlation between signals makes the proposed scheme exhibit a certain degradation in performance due to the beam squint effect. The conventional eigenspace-based beamformers are sensitive to the number of interferers. These are confirmed by the beam patterns shown in Figure 5 (a) and Figure 5 (b) obtained with 5 K  and 10, respectively. Clearly, all the beamformers successfully suppress interference even with a large pointing error. In the case of 5 K  , the proposed beamformer can resteer the beam back to the desired source direction to compensate for the error in the DOA estimate at the first stage. This did not happen with 10 K  (an interference-rich environment). In addition, the conventional beamformers put a null in the direction of the desired signal, leading to a failure in beamforming.
The final set of simulations investigates the convergence behavior by varying the data sample size s N for computing the time-averaged version of the received data correlation matrix in (18). The results given in Figure 6 demonstrate that the proposed beamformer with a similar performance as the optimal one converges in about 3 
10
s N  data samples, which is only about 0.37 dB away from the optimal case ( s N   ). On the contrary, the other beamformers cannot collect the desired signal and completely suppress the interference even in the case of 5000 data samples due to the pointing error. To gain further insights, we show in Figure 7 the beam patterns obtained with . We note that although the interferer was not perfectly cancelled, the proposed beamformer was still able to impose sufficient attenuation on it to prevent performance breakdown. On the other hand, the conventional beamformers cannot eliminate the interferer due to both the effects of pointing error and finite sample. 
Conclusions
In this paper, we have derived an output SINR closedform expression of the eigenspace beamformer in terms of three important parameters including pointing errors, input SNR, and SIR. According to these analytical results, we find some intrinsic constraints imposed on the eigenspace beamformer. These constraints inspire us to develop a new beamforming scheme for combating large pointing errors. Computer simulations are presented to verify the derivation of the corresponding analysis. It is shown that the proposed beamformer possesses a better resistance to the pointing errors and excellent capability of suppressing weak interference in comparison with the conventional techniques, especially at a low input SIR.
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