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We present a construction of boundary states based on the Coulomb-gas formalism of Dotsenko and
Fateev. It is shown that Neumann-like coherent states on the charged bosonic Fock space provide a
set of boundary states with consistent modular properties. Such coherent states are characterised
by the boundary charges, which are related to the number of bulk screening operators through the
charge neutrality condition. We illustrate this using the Ising model as an example, and show that
all of its known consistent boundary states are reproduced in our formalism. This method applies to
c < 1 minimal conformal theories and provides an unified computational tool for studying boundary
states of such theories.
PACS number(s): 98.80.Bp, 98.80.Cq, 04.20.Dw
I. INTRODUCTION
The basic concepts and techniques of boundary con-
formal field theory (BCFT) were introduced in the eight-
ies. Much of the seminal work was done by Cardy,
who discussed surface critical behaviour and invented a
method to calculate boundary correlation functions [1],
studied the restriction on the operator content imposed
by boundary conditions [2], developed a systematic clas-
sification of boundary states based on the modular trans-
formation and introduced the concept of boundary oper-
ators [3,4]. After the relatively dormant era of the mid-
dle nineties, this field is now enjoying its second stage
of development. The growing interest in BCFT is largely
motivated by noticing the importance of boundary states
of open strings after the discovery of D-branes. Classifi-
cation of boundary states is now recognised as of prime
importance since D-branes are an essential element of
non-perturbative string theory.
Our understanding of the underlying algebraic struc-
ture of BCFT has recently been improved enormously.
Importance of complete sets of boundary conditions [5]
has been recognised widely. An extra boundary condi-
tion was discovered in the simplest non-diagonal mini-
mal model [6] and the resulting set of boundary condi-
tions was shown to be complete [7]. The sewing rela-
tions originated by Cardy and Lewellen [4,8] were ex-
plicitly solved for some cases [9], and it is now under-
stood that solving Cardy’s consistency condition reduces
to finding non-negative integer-valued matrix representa-
tions of the Verlinde algebra [10]. A rational conformal
theory is rational with respect to a symmetry which is
in general larger than the Virasoro symmetry, whereas
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boundary states only need to be invariant under the Vi-
rasoro symmetry. Classification of boundary states from
such a symmetry-breaking viewpoint is also being done
[11,12]. The algebraic construction of boundary states
(or D-branes) is now being extended to various rational
conformal theories far beyond the minimal models.
In this paper we would like to consider another ap-
proach for BCFT, namely, the construction of boundary
states from free fields. This is particularly important
from the practical point of view since any correlation
function should be calculable ab initio from the operator
algebra. Such BCFTs for free bosons and fermions have
been well established for a long time, and they are indeed
essential building blocks of the open string theory. Aside
from bosons and fermions, the boundary states of sym-
plectic fermions at c = −2 were constructed recently [13].
However, to the author’s knowledge, such an approach for
other CFTs seems to be absent. In order to generalise the
free-field construction of boundary states we re-formulate
the Coulomb-gas picture of Dotsenko and Fateev [14] in
the presence of a boundary. Work in this direction was
done by Schulze [15], who discussed Coulomb-gas system
on the half plane and calculated boundary correlation
functions using contour integrals. In the present paper
we shall consider the system on an annulus which is a
suitable arena for discussing modular properties and al-
gebraic structures of boundary states. The goal of this
paper is to reproduce the result of c < 1 diagonal minimal
conformal theories [3] by explicit construction of bound-
ary states in Fock space representation.
The plan of this paper is as follows. We start in the
next section by reviewing the Coulomb-gas formalism on
the Riemann surfaces and fix our notation. In Sec. III
the charged bosonic Fock space (CBFS) is defined for the
theory on an annulus. We also construct the boundary
coherent states on CBFS and find conditions for the con-
formal invariance of such states. The charge-neutrality
conditions for the boundary Coulomb-gas are considered
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and the closed-string channel amplitudes are calculated
in Sec. IV. We illustrate our method in Sec V using the
Ising model as an example. In Sec. VI we summarise
and conclude.
II. COULOMB-GAS AND THE CHARGED
BOSONIC FOCK SPACE
The essential ingredient of the Coulomb-gas formalism
is the non-minimal coupling of the free scalar field to the
background curvature. This makes the U(1) symmetry
anomalous, modifying the central charge and the confor-
mal dimensions of c = 1 theory to generate the mini-
mal models. In this section we collect the basic compo-
nents of the Coulomb-gas formalism without the bound-
ary [14,16–18]. Variation of the action
S = 1
8π
∫
d2x
√
g(∂µΦ∂
µΦ+ 2
√
2α0iΦR), (1)
with respect to the metric gives the energy-momentum
tensor
T (z) = −2πTzz = −1
2
: ∂ϕ∂ϕ : +i
√
2α0∂
2ϕ, (2)
where ϕ is the holomorphic part of the boson, Φ(z, z¯) =
ϕ(z) + ϕ¯(z¯). The antiholomorphic part is similar. From
T (z) the central charge is read off as
c = 1− 24α20. (3)
The chiral vertex operator defined as
Vα(z) =: e
i
√
2αϕ(z) : (4)
then has the conformal dimension hα = α
2 − 2α0α,
which is easily verified by computing the OPE with T (z).
Among these vertex operators, V±(z) ≡ Vα±(z) with
α± = α0 ±
√
α20 + 1 play a special role. They have con-
formal dimensions 1 and the closed contour integrals,
Q± ≡
∮
dzV±(z), (5)
are the screening operators which do not change the con-
formal properties but carry charges. The condition that
the fields must be screened by such screening operators
leads to the quantisation of the spectrum,
αr,s =
1
2
(1 − r)α+ + 1
2
(1− s)α−, (6)
where r and s are positive integers. The vertex operators
Vαr,s(z) then have conformal dimensions
hr,s =
1
4
(rα+ + sα−)2 − α20, (7)
and are identified with the operators appearing in the
Kac formula.
The Hilbert space of the theory defined on a Riemann
surface is a direct sum of charged bosonic Fock spaces
(CBFSs) with BRST projection [16]. The chiral CBFS
Fα,α0 with vacuum charge α and background charge α0
is built on the highest-weight vector |α;α0〉 as a repre-
sentation of the Heisenberg algebra
[am, an] = mδm+n,0, (8)
where an are the mode operators defined by
ϕ(z) = ϕ0 − ia0 ln z + i
∑
n6=0
an
n
z−n. (9)
The zero-mode operators satisfy the commutation re-
lation [ϕ0, a0] = i. The highest-weight vector is con-
structed from the vacuum |0;α0〉 by operating with
ei
√
2αϕ0 ,
|α;α0〉 = ei
√
2αϕ0 |0;α0〉, (10)
and is annihilated by the action of an>0. The charge α
is related to the eigenvalue of a0 by
a0|α;α0〉 =
√
2α|α;α0〉. (11)
The Virasoro generators are written in terms of the mode
operators as
Ln6=0 =
1
2
∑
k∈Z
an−kak −
√
2α0(n+ 1)an, (12)
L0 =
∑
k≥1
a−kak +
1
2
a20 −
√
2α0a0. (13)
With these generators the CBFS Fα,α0 has the structure
of a Virasoro module. It is easy to check that
L0|α;α0〉 = (α2 − 2αα0)|α;α0〉, (14)
that is, the conformal dimension of |α;α0〉 is α2 − 2αα0.
Because of [L0, a−n] = na−n (∀n ≥ 0), Fα,α0 is graded
by L0 and written as
Fα,α0 =
∞⊕
n=0
(Fα,α0)n, (15)
where (Fα,α0)n is the subspace with conformal dimen-
sion α2 − 2αα0 + n. Counting the number of states the
character of Fα,α0 is found to be
χα,α0(q) ≡ Tr
Fα,α0
qL0−c/24 =
q(α−α0)
2
η(τ)
, (16)
where q = e2πiτ is the modular parameter and η(τ) ≡
q1/24
∏
n≥1(1− qn) is the Dedekind eta function.
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The dual space F ∗α,α0 of Fα,α0 is built on a contravari-
ant highest-weight vector 〈α;α0| satisfying the condition
〈α;α0|α;α0〉 = κ, (17)
where κ is a normalisation factor which is usually set to
1 in unitary models. The modules are endowed with a
dual Virasoro structure
〈ω|L−nξ〉 = 〈ωLn|ξ〉 (18)
for any 〈ω| ∈ F ∗α,α0 , |ξ〉 ∈ Fα,α0 . This dual structure
naturally incorporates the transpose At of an operator A
through the relation
〈ω|Aξ〉 = 〈ωAt|ξ〉. (19)
In particular, Lt−n = Ln, a
t
−n = 2
√
2α0δn,0 − an. With
this definition of transpose, F ∗α,α0 is shown to be a
Fock space isomorphic to F2α0−α,α0 . The contravariant
highest-weight vector 〈α;α0| is annihilated by the action
of an for n < 0 (or a
t
n for n > 0),
〈α;α0|an<0 = 0. (20)
From the uniqueness of the expression 〈α;α0|a0|α;α0〉
and the right operation of the zero mode (11) we imme-
diately have
〈α;α0|a0 =
√
2α〈α;α0|. (21)
Analogously to (10) we find
〈α;α0| = 〈0;α0|e−i
√
2αϕ0 , (22)
where the contravariant vector 〈0;α0| is the vacuum with
the normalisation 〈0;α0|0;α0〉 = κ. From (10) and (22),
the in-state |α;α0〉 and the out-state 〈α;α0| are inter-
preted as possessing charges α and −α, respectively. The
non-vanishing inner product (17) is consistent with the
neutrality of the total charge, −α + α = 0. Since the
inner product must vanish when the total charge is not
zero, we have in general
〈α;α0|β;α0〉 = κδα,β . (23)
On the plane the minimal conformal theory is realized
through the usual radial quantisation scheme, by send-
ing the in-state to zero and the out-state to infinity. Ex-
pectation values are usually taken between 〈2α0;α0| and
|0;α0〉, which is interpreted as placing a charge −2α0
at infinity. Correlation functions of vertex operators are
calculated with suitable insertion of the screening oper-
ators to realise the charge neutrality, leading in general
to integral representations. The Coulomb-gas formalism
also applies to Riemann surfaces of higher genus and such
theories have been studied by many authors [16,19–21].
On the torus it is shown that taking the trace over the
BRST cohomology space is equivalent to the alternated
summation [16]. For example, the zero-point function on
the torus for the conformal block corresponding to the
representation (r, s) of the minimal models is calculated
in Coulomb-gas method as [16]
Tr(r,s)q
L0−c/24 =
1
η(τ)
(Θpr−p′s,pp′(τ) −Θpr+p′s,pp′(τ)),
(24)
which is nothing but the Rocha-Caridi character formula
[22] as it should be. Here, we have defined the Jacobi
theta function as Θλ,µ(τ) ≡
∑
k∈Z q
(2µk+λ)2/4µ. For-
mulae for Jacobi theta and Dedekind eta functions are
summarised in App. A.
III. CBFS WITH BOUNDARY
In this section we discuss the Fock space representa-
tion of BCFT where the interplay between holomorphic
and antiholomorphic sectors is important. Let us start
with the geometry of the upper half-plane. We define
ζ = x+ iy, x, y ∈ R and consider a CFT defined on the
region Imζ ≥ 0. The boundary is y = 0, or ζ = ζ¯. The
antiholomorphic dependence of the correlators on the up-
per half plane may be mapped into the holomorphic de-
pendence on the lower half plane [1]. This introduces a
mirror image on the lower half plane, and the boundary
condition tells how the images on the upper and lower
half-planes are glued on the mirror, ζ = ζ¯. The energy-
momentum tensor on the lower half plane is obtained by
the mapping from the upper half plane, T (ζ∗) = T¯ (ζ¯).
The condition on the boundary[
T (ζ)− T¯ (ζ¯)]
ζ=ζ¯
= 0, (25)
indicates the absence of the energy-momentum flow
across the boundary. Since the energy-momentum tensor
is the generator of conformal transformations, (25) also
means the conformal invariance of the boundary. Going
from the upper half plane (or holomorphic part) to the
lower half plane (antiholomorphic part) is generally ac-
companied by a parity transformation P . The free boson
transforms under P as ϕ(ζ) → Ωϕ¯(ζ¯), Ω = ±1. This
leads to the condition on the boundary[
ϕ(ζ) − Ωϕ¯(ζ¯)]
ζ=ζ¯
= 0. (26)
When Ω = 1, the non-chiral free boson Φ(ζ, ζ¯) =
ϕ(ζ) + ϕ¯(ζ¯) is a scalar and the boundary condition is
called Neumann, whereas when Ω = −1, Φ(ζ, ζ¯) is
a pseudo-scalar and such boundary condition is called
Dirichlet. Under the parity transformation the chiral
vertex operators Vα(ζ) =: e
i
√
2αϕ(ζ) : are mapped into
V¯α(ζ¯) =: e
i
√
2αΩϕ¯(ζ¯) :. When Ω = −1 (Dirichlet) the
mirror image has a charge Ωα = −α which has the op-
posite sign from the original one. In the Neumann case
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(Ω = 1), the mirror and the original vertex operators
have the same charge α. Coulomb-gas system on the
half plane was studied in [15], where the boundary cor-
relation functions of the Ising model are calculated using
the mirroring technique of [1].
In this paper we mainly study BCFT defined on a finite
cylinder, or an annulus. We consider a finite cylinder of
length T and circumference L, or an annulus on the z-
plane with 1 ≤ |z| ≤ exp(2πT/L). We also introduce a
modular parameter as q˜ = e2πiτ˜ , τ˜ = 2iT/L. With this
the annulus is 1 ≤ |z| ≤ q˜−1/2. We regard this cylinder as
a propagating closed string, and call the direction along
it as time. A merit of considering such a geometry is that
the familiar energy-momentum tensor for the full-plane
may be used without modification. We conformally map
a semi-annular domain in the upper-half ζ-plane onto a
full-annulus in the z-plane by z = exp(−2πiw/L) and
w = (T/π) ln ζ. The boundary ζ = ζ¯ is then mapped on
the z-plane to |z| = 1, exp(2πT/L). Since the z-plane
allows radial quantization, the conformal invariance (25)
on the |z| = 1 boundary becomes the conditions on the
quantum states |B〉 [3,23],
(Lk − L¯−k)|B〉 = 0. (27)
As ϕ(ζ) and ϕ¯(ζ¯) are not primary, the condition (26) can-
not be mapped to the annulus. However, the derivative
of uncharged bosons are primary and[
∂ϕ(ζ)− Ω∂¯ϕ¯(ζ¯)]
ζ=ζ¯
= 0 (28)
on the ζ-plane is mapped on the z-plane as
(an +Ωa¯−n)|B〉 = 0. (29)
This expression no longer makes sense for the charged
bosons since ∂ϕ and ∂¯ϕ¯ cease to be primary when they
are couple to the background curvature. However, (27)
is still valid and is indeed a necessary condition for the
conformally invariant boundary states. The vertex op-
erators are safely mapped to z-plane since they remain
primary. In the rest of this section we construct a Fock
space representation of boundary states which satisfy the
conformal invariance condition (27).
Our starting point is recalling that a BCFT consists of
a pair of chiral CFTs whose holomorphic and antiholo-
morphic sectors are glued together on the boundary. The
construction of the boundary states then requires a Fock
space which is common to both holomorphic and anti-
holomorphic sectors. As we have the same central charge
c for both holomorphic and antiholomorphic sectors, α0,
which is related to c by (3), is common to both sectors,
although we are free to choose different vacuum charges
for each sector. Hence let us define the highest-weight
vectors at the two boundaries of the annulus as |α, α¯;α0〉
and 〈α, α¯;α0|, satisfying
a0|α, α¯;α0〉 =
√
2α|α, α¯;α0〉, (30)
a¯0|α, α¯;α0〉 =
√
2α¯|α, α¯;α0〉, (31)
〈α, α¯;α0|a0 = 〈α, α¯;α0|
√
2α, (32)
〈α, α¯;α0|a¯0 = 〈α, α¯;α0|
√
2α¯, (33)
which are essentially the direct products of holomor-
phic and antiholomorphic parts of (11), (21). The state
|α, α¯;α0〉 has holomorphic charge α and antiholomorphic
charge α¯, and 〈α, α¯;α0| has holomorphic charge −α and
antiholomorphic charge −α¯. The mode operators of the
antiholomorphic sector are defined, similarly to the holo-
morphic part (9), by the mode expansion of ϕ¯(z¯) as
ϕ¯(z¯) = ϕ¯0 − ia¯0 ln z¯ + i
∑
n6=0
a¯n
n
z¯−n. (34)
The antiholomorphic mode operators satisfy the same
Heisenberg algebra as their holomorphic counterpart:
[a¯m, a¯n] = mδm+n,0, (35)
[ϕ¯0, a¯0] = i. (36)
There is a subtlety in the treatment of ϕ¯0 and a¯0 since the
zero mode of the boson Φ(z, z¯) does not naturally decou-
ple into left and right. We split them into two identical
and independent copies such that [ϕ0, a¯0] = [ϕ¯0, a0] = 0.
In such decomposition the existence of the dual field is
implicit [24]. The highest-weight vector |α, α¯;α0〉 is an-
nihilated by the action of an>0 and a¯n>0, and the con-
travariant highest-weight vector 〈α, α¯;α0| is annihilated
by an<0 and a¯n<0. Following (23) we assume the highest-
weight vectors are normalised as
〈α, α¯;α0|β, β¯;α0〉 = κ′δα,βδα¯,β¯ , (37)
where κ′ is a normalisation factor, which may be set to 1
if the sector is unitary. If κ′ is negative we set it to −1.
We are looking for conformally invariant boundary
states built on the highest-weight vectors |α, α¯;α0〉 and
〈α, α¯;α0|. Since we know that such states for (uncharged)
bosonic strings are found in the form of coherent states
in string theory, let us start with an ansatz
|Bα,α¯;α0〉Ω =
∏
k>0
exp
(
−Ω
k
a−ka¯−k
)
|α, α¯;α0〉, (38)
Ω〈Bα,α¯;α0 | = 〈α, α¯;α0|
∏
k>0
exp
(
− 1
kΩ
aka¯k
)
. (39)
These states satisfy
(an +Ωa¯−n)|Bα,α¯;α0〉Ω = 0 (n 6= 0), (40)
Ω〈Bα,α¯;α0 |(an +Ωa¯−n) = 0 (n 6= 0). (41)
Using the expression of Virasoro operators (12) (13) we
see that |Bα,α¯;α0〉Ω does not satisfy the condition (27)
straightaway. For example, we have
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(Ln − L¯−n)|Bα,α¯;α0〉Ω
=
∏
k>0
exp
(
−Ω
k
a−ka¯−k
)
×
{√
2a¯−n[(Ω− 1)nα0 + (Ω + 1)α0 − Ωα− α¯]
+
1
2
∑
0<j<n
a¯−j a¯j−n(Ω2 − 1)

 |α, α¯;α0〉 (42)
for n > 0, and
(L0 − L¯0)|Bα,α¯;α0〉Ω
=
∏
k>0
exp
(
−Ω
k
a−ka¯−k
)
×{(α− α¯)(α + α¯− 2α0)} |α, α¯;α0〉, (43)
which are in general not zero. However, it can be easily
seen that the expressions (42) and (43) do vanish when
Ω = 1, (44)
and
α+ α¯− 2α0 = 0, (45)
even for α0 6= 0. It is easily verified that these conditions
also lead to (Ln − L¯−n)|Bα,α¯;α0〉Ω = 0 for n < 0 and are
indeed a sufficient condition for the conformal invariance.
Similarly it can be checked that Ω〈Bα,α¯;α0 |(Ln−L¯−n) = 0
as long as Ω = 1 and α + α¯ − 2α0 = 0. Note that the
“Dirichlet” condition Ω = −1 is not compatible with the
conformal invariance for non-zero α0 because of the term
proportional to n in (42). In the rest of this paper we
shall consider the conformally invariant boundary states
satisfying the conditions (44) and (45). Since the anti-
holomorphic charge is determined by the condition (45),
such boundary states are characterised by only one pa-
rameter α, apart from the value of the background charge
α0 which is fixed by the central charge. For simplicity we
shall denote these boundary states as
|B(α)〉 = |Bα,2α0−α;α0〉Ω=1, (46)
and
〈B(α)| = Ω=1〈Bα,2α0−α;α0 |. (47)
The background charge α0 is suppressed since no confu-
sion arises.
IV. COHERENT AND CONSISTENT
BOUNDARY STATES
Identifying boundary states which may be realised in a
physical system is one of the main goals in BCFT. Such
boundary states are not only conformally invariant, but
must satisfy some extra conditions. Indeed, any linear
combination of conformally invariant boundary states is
conformally invariant, whereas the number of physical
boundary states are usually finite. One of the most pow-
erful and systematic method for finding such physical
boundary states is Cardy’s fusion method [3], which we
shall review briefly.
The extra condition used in Cardy’s method is the du-
ality in boundary partition functions. The partition func-
tion calculated in the open-string channel and the closed
string channel leads to different expressions, and their
equivalence gives a constraint on the boundary states. In
the open string channel, the partition function is a sum
of the chiral characters, Zα˜β˜(q) =
∑
j n
j
α˜β˜
χj(q), where
α˜ and β˜ stand for boundary conditions on the two ends
of an open string, nj
α˜β˜
is a non-negative integer repre-
senting the multiplicity, and χj(q) is the character for
the representation j. This means nj
α˜β˜
copies of the rep-
resentation j appear in the bulk when the conditions of
two boundaries are α˜ and β˜. We have introduced the
modular parameter q as q = e−πL/T . In the closed string
channel, the partition function is a tree-level amplitude
of a closed string propagating from one boundary α˜ to
the other β˜, which is written as 〈α˜|e−TH |β˜〉. Here, H is
the Hamiltonian H = (2π/L)(L0+ L¯0− c/12). Using the
modular parameter q˜ = e−4πT/L the amplitude becomes
〈α˜|(q˜1/2)L0+L˜0−c/12|β˜〉. The duality of the partition
function now demands Zα˜β˜(q) = 〈α˜|(q˜1/2)L0+L˜0−c/12|β˜〉,
which is called Cardy’s consistency condition. Boundary
states satisfying the above condition, which we call con-
sistent boundary states and denote with tilde (˜), may be
expanded with a complete set of the space of boundary
states {〈a|} and {|a〉}. Cardy’s condition is now written
as∑
j
nj
α˜β˜
χj(q) =
∑
a,b
〈α˜|a〉〈a|(q˜1/2)L0+L˜0−c/12|b〉〈b|β˜〉.
(48)
By solving this equation, the consistent boundaries are
expressed as linear sums of the basis states {〈a|} and
{|a〉}. A convenient set of such basis states is the
Ishibashi states |j〉〉 [23], which diagonalise the above
closed string amplitudes and give characters∗:
∗Although in some literature the term ‘Ishibashi state’ is
used to mean any boundary state satisfying the condition
(27), we use this term in a narrower sense meaning the partic-
ular solution found by Ishibashi [23]. In this paper we call the
states including coherent, Ishibashi and consistent boundary
states collectively as ‘boundary states,’ whereas some authors
use this term for what we call ‘consistent boundary states’
here.
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〈〈i|(q˜1/2)L0+L˜0−c/12|j〉〉 = δijχj(q˜). (49)
We may, however, choose any set of boundary states for
the basis as long as they are complete.
In order to use the above machinery and express the
consistent boundary states in terms of the coherent states
we found in the last section, we need to calculate the
closed string amplitudes between 〈B(α)| and |B(β)〉.
Such amplitudes generally involve screening operators,
or floating charges in the bulk. Let us consider the situa-
tion where m positive (α+) and n negative (α−) floating
charges are present. The closed-string amplitude for such
a process is
Aα,β = 〈B(α)|e−THQm+Qn−Q¯m+ Q¯n−|B(β)〉
= 〈B(α)|(q˜1/2)L0+L¯0−c/12Qm+Qn−Q¯m+ Q¯n−|B(β)〉,
(50)
where Q± is defined in (5) and
Q¯± ≡
∮
dz¯V¯±(z¯), (51)
V¯±(z¯) =: ei
√
2α±ϕ¯(z¯) : . (52)
The integration contours must be non-self-intersecting
closed curves with non-trivial homotopy. In our geom-
etry such contours are the ones which simply go around
the cylinder just once. A comment on the uniqueness
of the amplitude (50) is in order. It is easy to show
that [Q+, Q−] = 0, [Q¯+, Q¯−] = 0. Also, [Q±, Q¯±] = 0,
[Q±, Q¯∓] = 0 because the holomorphic and antiholomor-
phic mode operators commute. As the screening oper-
ators have trivial conformal dimension, they commute
with the Virasoro operators: [Ln, Q±] = 0, [L¯n, Q¯±] = 0.
In particular, [L0, Q±] = 0 and [L¯0, Q¯±] = 0. Hence the
order and the position of the screening operators do not
matter and the amplitude withm positive and n negative
floating charges may be always written in the form (50).
The numbers of the screening charges m and n are
not arbitrary but they must satisfy the charge neutral-
ity condition (otherwise the amplitude vanishes). Note
that our formalism (see the normalisation (37)) demands
charge neutrality in both holomorphic and antiholomor-
phic sectors. In the holomorphic sector, we have charges
−α and β on the boundaries, and m positive and n neg-
ative screening charges in the bulk. The total charge in
the holomorphic part is then
− α+ β +mα+ + nα−, (53)
which must be zero. Similarly, the total charge in the
antiholomorphic part is −α¯+ β¯ +mα+ + nα−, or, using
the condition (45),
α− β +mα+ + nα−, (54)
which is also zero. Since the sum of the holomorphic and
antiholomorphic charges must also vanish, summing the
above two expressions we have mα+ + nα− = 0. Now
let us recall that the screening charges of the minimal
models are characterised by two co-prime integers p and
p′ (p > p′) as α+ =
√
p/p′, α− = −
√
p′/p. Then we
have
pm− p′n = 0. (55)
Since p and p′ are co-prime, m and n are written using
an integer l as m = lp′, n = lp. This means the net
floating charges must vanish in both holomorphic and
antiholomorphic sectors. The simplest charge configura-
tion obeying this condition is m = n = 0, or no screening
operators. In this case the amplitude (50) is particu-
larly easily evaluated. The oscillating part is calculated
with the Heisenberg algebras (8) (35) and repeated use
of Hausdorff formula, as
∞∏
k=1
1
1− q˜k =
q˜1/24
η(τ˜ )
. (56)
The zero-mode part,
〈α, α¯;α0|(q˜1/2)(a
2
0
+a¯2
0
)/2−
√
2α0(a0+a¯0)−c/12|β, β¯;α0〉, (57)
is simplified with the central charge (3), the condition
on boundary charges for conformal invariance (45) and
the operation of zero-modes on the highest-weight vectors
(30)-(33), as
〈α, 2α0 − α;α0|q˜α
2−2α0α+α20−1/24|β, 2α0 − β;α0〉. (58)
Using the normalisation of the highest weight vectors (37)
we have
Aα,β = 〈B(α)|(q˜1/2)L0+L¯0−c/12|B(β)〉
=
q˜(α−α0)
2
η(τ˜ )
κ′δα,β . (59)
Note the similarity of these amplitudes to the characters
(16) of CBFS. This is not a coincidence, but is under-
stood as follows.
Just as a BCFT on the upper half plane can be viewed
as a chiral CFT on the full-plane by the mirroring proce-
dure we mentioned at the beginning of the last section, a
BCFT on the annulus may be viewed in two ways (Fig.1).
We can see the system as the holomorphic (H) and an-
tiholomorphic (H¯) sectors residing on a finite cylinder,
and they are tied together on the two boundaries (a). We
can map the antiholomorphic sector H¯ to a continuation
of the holomorphic sector, via a parity transformation
P . This introduces a torus with two cells separated by
two boundaries (b). We may also apply a time-reversal
transformation T as well as P , so that one can go from
H through a boundary to the mapped antiholomorphic
sector T P(H), and then through the other boundary and
back to H along one direction of periodic time. In this
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way the BCFT on the annulus can be seen as a chiral
theory on the torus. The closed-string picture is based
on the non-chiral picture (a), but the amplitude should
also represent the chiral picture on the torus (b).
In order to describe the minimal models, it is conve-
nient to introduce boundary states |ar,s〉 and |ar,−s〉 de-
fined as
|ar,s〉 =
∑
k∈Z
|B(k
√
pp′ + αr,s)〉, (60)
|ar,−s〉 =
∑
k∈Z
|B(k
√
pp′ + αr,−s)〉. (61)
Similarly we define
〈ar,s| =
∑
k∈Z
〈B(k
√
pp′ + αr,s)|, (62)
〈ar,−s| =
∑
k∈Z
〈B(k
√
pp′ + αr,−s)|. (63)
These are linear sums of countably many coherent states
(46) and (47) defined in the previous section. Using (59)
it is shown that
〈ar,s|(q˜1/2)L0+L¯0−c/12|ar′,s′〉
=
Θpr−p′s,pp′(τ˜ )
η(τ˜ )
κ′δr,r′δs,s′
=
Θpr−p′s,pp′(τ˜ )
η(τ˜ )
δr,r′δs,s′ , (64)
〈ar,−s|(q˜1/2)L0+L¯0−c/12|ar′,−s′〉
=
Θpr+p′s,pp′(τ˜ )
η(τ˜ )
κ′δr,r′δs,s′
= −Θpr+p′s,pp′(τ˜ )
η(τ˜ )
δr,r′δs,s′ , (65)
and
〈ar,±s|(q˜1/2)L0+L¯0−c/12|ar′,∓s′〉 = 0. (66)
Here, we have assumed 1 ≤ r, r′ < p′ and 1 ≤ s, s′ < p.
See App. A for our convention of Jacobi theta functions.
We have set κ′ = 1 in (64) and κ′ = −1 in (65). This
means the states |ar,s〉, 〈ar,s| belong to a unitary sector
whereas |ar,−s〉, 〈ar,−s| belong to a non-unitary sector.
The amplitudes include all the theta functions appear-
ing in the characters of minimal models (24) and thus
we have reproduced the necessary set of boundary states
covering the right hand side of the Cardy’s consistency
condition (48). We shall see this in detail for the Ising
model in the next section. It can be easily checked by
using (64) - (66) and the character formula (24) that the
states defined as sums of the coherent states,
|(r, s)〉〉 = |ar,s〉+ |ar,−s〉, (67)
〈〈(r, s)| = 〈ar,s|+ 〈ar,−s|, (68)
diagonalise the amplitude and reproduce the minimal
characters. These states |(r, s)〉〉 may then be regarded
as the Ishibashi states.
Before discussing the Ising model, we have three points
to make about the boundary states {|ar,s〉, |ar,−s〉}.
Firstly, the amplitudes (64), (65), (66) are diagonal, i.e.
the boundary states are all orthogonal to each other.
This is a consequence of the diagonal amplitude (59).
Indeed, since the boundary charges k
√
pp′+αr,±s are all
different for each set of (r,±s, k) and the boundary states
{|ar,s〉, |ar,−s〉} contain no charges in common, the ampli-
tudes (64), (65) must vanish unless (r, s) = (r′, s′). The
second point is that these boundary states are unique
(besides the degeneracy (r, s) ↔ (p′ − r, p − s)) as long
as we want to reproduce the theta functions as ampli-
tudes between such boundaries. The infinite sum expres-
sions (A1) for the theta functions are power series of q,
and the power is related to the boundary charge through
the expression (59). By superimposing the boundary
charges appearing in the expression of theta functions,
the boundary states are constructed without ambiguity.
Third, the negative-norm states |ar,−s〉 seem to be un-
avoidable even for the unitary minimal models. The
highest-weight vector |α, α¯;α0〉 is built on the vacuum
|0, 0;α0〉 by operating with ei
√
2αϕ0 and ei
√
2α¯ϕ¯0 , and
its norm κ′ is due to the normalisation of the vacuum
〈0, 0;α0|0, 0;α0〉 = κ′. This κ′ may be rescaled to an
arbitrary real number as long as it is either positive or
negative definite, but the sign cannot be changed by the
rescaling. The states with κ′ = 1 and κ′ = −1 (that
is, |ar,s〉 and |ar,−s〉 above) therefore belong to different
sectors with no intersection.
(a) Non-chiral picture (b) Chiral picture
FIG. 1. BCFT of holomorphic and antiholomorphic sectors
glued together on the two boundaries of a finite cylinder (a)
is equivalently described as a chiral theory on a torus (b),
where the antiholomorphic sector is now regarded as continu-
ation of the holomorphic sector, with parity and time-reversal
transformations.
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V. ISING MODEL BOUNDARY STATES
The Ising model is the simplest non-trivial minimal
model, with the two characterising co-prime integers
p = 4, p′ = 3, and the central charge 1/2. Also it is
clearly one of the most extensively studied critical sys-
tems described by two-dimensional CFT. For its detailed
description we refer the readers to e.g. [18]. In this section
we demonstrate that the boundary states constructed in
the previous section are enough to reproduce the known
physical boundary states of the Ising model, by a parallel
discussion with Cardy’s original paper [3].
The critical Ising model is known to have three phys-
ical boundary states, corresponding to the two fixed (up
and down) and one free boundary conditions. They
are identified and expressed as particular linear com-
binations of the Ishibashi states by solving the consis-
tency equation (48) [3]. The characters of minimal mod-
els are linearly transformed under τ → τ˜ = −1/τ as
χi(q) =
∑
j Sijχj(q˜). Substituting this and (49) into
(48), and equating the coefficients of the character func-
tions we have∑
i
ni
α˜β˜
Sij = 〈α˜|j〉〉〈〈j|β˜〉. (69)
We assume a state |0˜〉 satisfies the condition ni
0˜α˜
=
ni
α˜0˜
= δiα˜. Putting α˜ = β˜ = 0˜ in (69) we have
〈0˜|j〉〉 = √S0j . Similarly letting α˜ 6= 0 and β˜ = 0˜ we
find 〈α˜|j〉〉 = Sαj/
√
S0j . Substituting these back into
(69) we have
∑
i
ni
α˜β˜
Sij =
SαjSβj
S0j
. (70)
This is identical to the Verlinde formula [25] and therefore
ni
α˜β˜
is concluded to be the same as the fusion coefficients.
The consistent boundary states are now expressed using
the Ishibashi states as
|α˜〉 =
∑
j
|j〉〉〈〈j|α˜〉 =
∑
j
Sαj√
S0j
|j〉〉. (71)
The operators appearing in the Kac table of the Ising
model are φ(1,1) = φ(2,3), φ(2,1) = φ(1,3) and φ(1,2) =
φ(2,2), which are identified as the identity I, the energy
ǫ and the spin σ operators, having the conformal dimen-
sions 0, 1/2, 1/16, respectively. Since we know the mod-
ular matrix Sij for these representations, from (71) we
immediately have
|I˜〉 = |0˜〉 = 2−1/2|I〉〉+ 2−1/2|ǫ〉〉+ 2−1/4|σ〉〉, (72)
|ǫ˜〉 = 2−1/2|I〉〉+ 2−1/2|ǫ〉〉 − 2−1/4|σ〉〉, (73)
|σ˜〉 = |I〉〉 − |ǫ〉〉. (74)
Since the first two lines differ only by the sign of the
Ishibashi state |σ〉〉 associated to the spin operator, they
are identified as the fixed (up or down) boundary states.
The last line then corresponds to the free boundary state.
Now let us show that the above procedure can be re-
produced using the coherent states on CBFS instead of
the Ishibashi states. The three characters for the three
operators of the Ising model follow immediately from (24)
as
χI(q) = χ1,1(q) =
1
η(τ)
[Θ1,12(τ) −Θ7,12(τ)] , (75)
χǫ(q) = χ2,1(q) =
1
η(τ)
[Θ5,12(τ) −Θ11,12(τ)] , (76)
χσ(q) = χ2,2(q) =
1
η(τ)
[Θ2,12(τ) −Θ10,12(τ)] . (77)
Using the modular transformation formula of the theta
functions (A4) they are written as
χI(q) =
Θ1,12(τ˜ ) + Θ5,12(τ˜ )−Θ7,12(τ˜ )−Θ11,12(τ˜ )
2η(τ˜ )
+
Θ2,12(τ˜ )−Θ10,12(τ˜ )√
2η(τ˜ )
, (78)
χǫ(q) =
Θ1,12(τ˜ ) + Θ5,12(τ˜ )−Θ7,12(τ˜ )−Θ11,12(τ˜ )
2η(τ˜ )
−Θ2,12(τ˜ )−Θ10,12(τ˜ )√
2η(τ˜ )
, (79)
χσ(q) =
Θ1,12(τ˜ )−Θ5,12(τ˜ )−Θ7,12(τ˜ ) + Θ11,12(τ˜ )√
2η(τ˜ )
.
(80)
These are the character functions appearing in the open-
string channel (left hand side) of the consistency equation
(48). In the closed string channel of (48) we expand the
states with |ar,±s〉 and 〈ar,±s| defined in (60) - (63), with
1 ≤ r ≤ 2, 1 ≤ s ≤ 3, and 3s < 4r. In the Ising model
the non-trivial amplitudes (64), (65) are
〈a1,1|(q˜1/2)L0+L¯0−c/12|a1,1〉 = Θ1,12(τ˜ )/η(τ˜ ), (81)
〈a2,2|(q˜1/2)L0+L¯0−c/12|a2,2〉 = Θ2,12(τ˜ )/η(τ˜ ), (82)
〈a2,1|(q˜1/2)L0+L¯0−c/12|a2,1〉 = Θ5,12(τ˜ )/η(τ˜ ), (83)
〈a1,−1|(q˜1/2)L0+L¯0−c/12|a1,−1〉 = −Θ7,12(τ˜ )/η(τ˜ ), (84)
〈a2,−2|(q˜1/2)L0+L¯0−c/12|a2,−2〉 = −Θ10,12(τ˜ )/η(τ˜ ), (85)
〈a2,−1|(q˜1/2)L0+L¯0−c/12|a2,−1〉 = −Θ11,12(τ˜ )/η(τ˜ ). (86)
Substituting these into the right hand side of (48) and
equating the coefficients of Θ1,12(τ˜ )/η(τ˜ ), Θ2,12(τ˜ )/η(τ˜ ),
Θ5,12(τ˜)/η(τ˜ ), Θ7,12(τ˜ )/η(τ˜ ), Θ10,12(τ˜ )/η(τ˜ ) and
Θ11,12(τ˜ )/η(τ˜ ) on both sides, we have
1
2
nI
α˜β˜
+
1
2
nǫ
α˜β˜
+
1√
2
nσ
α˜β˜
= 〈α˜|a1,1〉〈a1,1|β˜〉, (87)
1√
2
nI
α˜β˜
− 1√
2
nǫ
α˜β˜
= 〈α˜|a1,2〉〈a1,2|β˜〉, (88)
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12
nI
α˜β˜
+
1
2
nǫ
α˜β˜
− 1√
2
nσ
α˜β˜
= 〈α˜|a1,3〉〈a1,3|β˜〉, (89)
1
2
nI
α˜β˜
+
1
2
nǫ
α˜β˜
+
1√
2
nσ
α˜β˜
= 〈α˜|a1,−1〉〈a1,−1|β˜〉, (90)
1√
2
nI
α˜β˜
− 1√
2
nǫ
α˜β˜
= 〈α˜|a1,−2〉〈a1,−2|β˜〉, (91)
1
2
nI
α˜β˜
+
1
2
nǫ
α˜β˜
− 1√
2
nσ
α˜β˜
= 〈α˜|a1,−3〉〈a1,−3|β˜〉. (92)
Let us find the coefficients assuming that they are real
and 〈α˜|ar,±s〉 = 〈ar,±s|α˜〉. We start by letting α˜ = β˜ = 0˜.
The first equation (87) gives |〈0˜|a1,1〉|2 = 1/2 and we can
choose 〈0˜|a1,1〉 = 1/
√
2. Likewise, from (88) - (92) we
find 〈0˜|a2,2〉 = 〈0˜|a2,−2〉 = 2−1/4, 〈0˜|a2,1〉 = 〈0˜|a1,−1〉 =
〈0˜|a2,−1〉 = 1/
√
2. Next, letting α˜ = ǫ˜ and β˜ = 0˜ we
find 〈ǫ˜|a1,1〉 = 〈ǫ˜|a2,1〉 = 〈ǫ˜|a1,−1〉 = 〈ǫ˜|a2,−1〉 = 1/
√
2,
and 〈ǫ˜|a2,2〉 = 〈ǫ˜|a2,−2〉 = −2−1/4. Lastly, putting α˜ = σ˜
and β˜ = 0˜ we find 〈σ˜|a1,1〉 = 〈σ˜|a1,−1〉 = 1, 〈σ˜|a2,2〉 =
〈σ˜|a2,−2〉 = 0 and 〈σ˜|a2,1〉 = 〈σ˜|a2,−1〉 = −1. Then the
consistent boundary states are expressed in terms of the
coherent states as
|I˜〉 = |0˜〉 = 2−1/2(|a1,1〉+ |a1,−1〉+ |a2,1〉+ |a2,−1〉)
+2−1/4(|a2,2〉+ |a2,−2〉), (93)
|ǫ˜〉 = 2−1/2(|a1,1〉+ |a1,−1〉+ |a2,1〉+ |a2,−1〉)
−2−1/4(|a2,2〉+ |a2,−2〉), (94)
|σ˜〉 = |a1,1〉+ |a1,−1〉 − |a2,1〉 − |a2,−1〉. (95)
These are exactly the same result as (72) - (74), as the
relation between the Ishibashi states and the coherent
states are given in (67) and (68). We have thus shown for
the Ising model that the coherent states constructed on
CBFS are not merely a subspace of the boundary states
but they cover the space spanned by Cardy’s consistent
boundary states.
In the case of the Ising model, a similar construction of
the boundary states from coherent states has been done
using free Majorana fermions [26–28]. In a sense the
present analysis is a generalisation of such a construction
to general minimal theories.
VI. DISCUSSION
In this paper we have constructed a set of coherent
states on CBFS which preserve the conformal invariance,
and argued that Cardy’s consistent boundary states for
minimal models are expressed as linear combinations of
such states. We have demonstrated this explicitly in the
example of Ising model. Our approach provides a new
intuitive picture of boundary states in CFT, in terms of
the boundary charges which obey the charge neutrality
conditions with bulk screening operators.
We would like to conclude this paper by stressing
that, apart from giving a new interpretation of bound-
ary states, this approach is quite powerful in at least two
respects.
Firstly, once consistent boundary states are expressed
in terms of the coherent states, it is in principle possi-
ble to compute boundary n-point functions on an an-
nulus directly without resorting to extra information on
the boundary. The n-point function on the upper half
plane involving an operator φr,s is found in the conven-
tional method by solving the (r× s)-th order differential
equations satisfied by the 2n-point function on the full
plane [1]. Solutions to such a differential equation are
in the form A1F1 + A2F2 + · · · where Fi represent the
conformal blocks, and the coefficients Ai reflect bound-
ary conditions and are determined by considering e.g.
the asymptotic behaviour of the n-point function. In our
Coulomb-gas approach, n-point functions on an annu-
lus are obtained by inserting vertex operators between
the boundary-to-boundary amplitudes, with appropriate
inclusion of screening operators, leading to an integral
representation of the correlation functions. In practice,
however, such expressions involving multiple integrals of
theta-functions are not always easy to evaluate.
The second advantage of our approach is its wide ap-
plicability. The coulomb-gas approach is not constrained
to the minimal models, but it also applies to WZNW
models [29] and CFTs involving W -algebras [30,31]. Al-
though we only presented the results of the simplest min-
imal model here, generalizations of our approach to these
models also seem to be possible. We hope to come back
to these issues in future publications.
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APPENDIX A: JACOBI THETA FUNCTIONS
In this appendix we list some formulae of elliptic func-
tions used in the main text. The Jacobi theta function
Θλ,µ(τ) and the Dedekind eta function η(τ) are defined
as
Θλ,µ(τ) =
∑
k∈Z
q(2µk+λ)
2/4µ, (A1)
η(τ) = q1/24
∏
n≥1
(1− qn), (A2)
where q = e2πiτ . From this definition it is obvious that
Θλ,µ(τ) has the following symmetries:
Θλ,µ(τ) = Θλ+2µ,µ(τ) = Θ−λ,µ(τ). (A3)
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They transform under the modular S transformation
(τ → −1/τ) and the modular T transformation (τ →
τ + 1) as
Θλ,µ(−1/τ) =
√
−iτ
2µ
2µ−1∑
ν=0
eλνπi/µΘν,µ(τ),
η(−1/τ) = √−iτη(τ), (A4)
and
Θλ,µ(τ + 1) = e
λ2πi/2µΘλ,µ(τ),
η(τ + 1) = eπi/12η(τ). (A5)
In the main text we only used the modular S transfor-
mation.
The theta functions we used for the Ising model are
related to another commonly used notation,
θ2(τ) =
∑
k∈Z
q(k+1/2)
2/2, (A6)
θ3(τ) =
∑
k∈Z
qk
2/2, (A7)
θ4(τ) =
∑
k∈Z
(−1)kqk2/2, (A8)
by √
η(τ)θ2(τ)/2 = Θ2,12(τ) −Θ10,12(τ), (A9)√
η(τ)θ3(τ) = Θ1,12(τ) + Θ5,12(τ)
−Θ7,12(τ) −Θ11,12(τ), (A10)√
η(τ)θ4(τ) = Θ1,12(τ) −Θ5,12(τ)
−Θ7,12(τ) + Θ11,12(τ). (A11)
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