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Abstract
We study two constructions related to the intervals of finite posets. The first one
is a poset. The second one is more complicated. Loosely speaking it can be seen
as a poset with some extra zero-relations. As main result, we show that these two
constructions are equivalent at the level of derived categories.
A.M.S. subject classification: 05E10, 16G20
1 Introduction
Let k be a commutative ring with unit. There are various equivalent definitions of the
notion of representation of a poset over k. One can look at representations of the Hasse
diagram of the poset viewed as a quiver with the relations of total commutativity, or at
modules over the so-called incidence algebra of the poset. An alternative definition is to
use a functor category. To a poset (Y,6) one can associate a finite category CY where
the objects are the elements of Y and there is a unique morphism between y and y′ if
and only if y 6 y′. It is well-known that the category of covariant functors from CY to
the category of k-vector spaces is equivalent to the category of right modules over the
incidence algebra of Y . Moreover, it is also classical that if kCY is the k-linearization
of CY , then the category of functors from CY to the category of all k-modules k-Mod is
equivalent to the category of k-linear functors from kCY to k-Mod.
Definition 1.1. Let k be a commutative ring and (Y,6) be a poset. The category of
k-linear functors from kCY to k-Mod is denoted FY,k.
Note that the study of these functor categories is very different from another kind
of “representation of posets”, that was considered by Nazarova, Kleiner and others (See
[Sim92] for more details), which involves a non-abelian subcategory of the category of
modules over a one-point extension of the Hasse diagram.
Since the category k-Mod is abelian, the category FY,k inherits an abelian structure.
In particular, one can consider the bounded derived category Db(FY,k) of this abelian
category. With a slight abuse of notation, we call it the derived category of the poset.
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Numerous invariants of the poset can be read inside the derived category such as its
cardinality or its number of connected components. It is also the good setting for the
study of the Coxeter transformation and the Coxeter polynomial of finite posets (See
[Lad08] for more details). If two finite posets share the same derived category, then
they have the same Coxeter polynonial. Using a computer, it is then easy to find many
examples of finite posets with the same Coxeter polynomial, and one can wonder if they
also share the same derived category.
In this spirit, there is an interesting conjectural example in the theory of Tamari
lattices. It is conjectured by the first author that the Tamari lattice is derived equivalent
to the poset of Dyck paths (See [Cha12] for more details). In the same context, we
propose another conjecture involving the derived category of the poset of Dyck paths
(See Conjecture 3.7).
There are various tools that can be used to check if two posets share the same derived
category (see [Lad08] or [Lad07] for some explicit constructions). Unfortunately, there
are no (known) algorithm and it is most of the time difficult to build such derived
equivalences.
One of the difficulties comes from the fact that the derived category of a finite poset
may also be equivalent to the derived category of a ring with a-priori no relation with
posets. For example the poset 1 < 2 < 3 is derived equivalent to the quotient of the
path algebra of the quiver 1→ 2→ 3 by the ideal generated by the path of length two.
In this article we will focus on the set of intervals of finite posets. We start with two
possible definitions of categories of intervals of a poset. The first definition is a poset,
denoted Γ and viewed as a category. On the other hand, the second category, denoted
by kΓ0, is not the category of a finite poset. It is, in some sense, the category of a poset
with some extra zero-relations. More formally, the category of k-linear representations
of kΓ0 is equivalent to the category of modules over an algebra which is a quotient of
the incidence algebra of Γ by zero-relations. The main result of the article is that the
categories of k-linear representations of Γ and kΓ0 are derived equivalent. This result
is obtained as a special case of a slightly more general construction, that we illustrate
with a few examples.
This general construction takes as starting point a pair of posets X,Y and a mor-
phism from Y to the distributive lattice of lower ideals in X. In fact, we think that it
might be seen as a very special case of some derived equivalences obtained by Asashiba,
which has considered the so-called Grothendieck construction in [Asa13]. Our results are
much more elementary and concrete, with a shorter proof and provide an explicit and
simple tilting complex. One can hope to apply them in many combinatorial contexts.
The category of intervals kΓ0 seems to be a good intermediate object when one wants
to produce derived equivalences between finite posets. As applications, we prove that the
Auslander algebra of a linear order An is derived equivalent to the incidence algebra of
the poset of intervals of An. Together with results of the second author, this proves that
the rectangle poset A2n+1×An is derived equivalent to the triangle poset of intervals of
A2n. Finally, we investigate the relations between the derived category of the poset of
(a, b)-rational Dyck paths and the poset of lattice paths in the (a, b)-rectangle.
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Notations. If A is an abelian category, we denote by Db(A) its bounded derived cate-
gory. We denote by proj(A) the full subcategory of A consisting of the finitely generated
projective objects. If B is an additive category, we denote by Kb(B) the homotopy cate-
gory of bounded complexes of B.
If n ∈ N, we denote by
−→
An the set {1, · · · , n}. Unless specified otherwise, we see it with
the total order 1 < 2 < · · · < n.
2 Two categories of generalized intervals of a poset
2.1 Categories of intervals of a finite poset
Let k be a commutative ring with unit. Let (X,6) be a finite poset. For a, b ∈ X, we
set
[a, b] := {z ∈ X; a 6 z and z 6 b}.
As usual, the set [a, b] is called an interval of X. We let Int(X) be the set of intervals of
X. It has a natural partial order defined by
[a, b] 6 [c, d] if and only if a 6 c and b 6 d.
Definition 2.1. The set Int(X) with this particular partial order is called the poset of
intervals of X.
Remark 2.2. There is another natural partial order on the set Int(X) which is given
by the inclusion of the intervals. However, with this partial order, the resulting endo-
functor of the category of finite posets behaves less nicely. For example, it does not
commutes with the duality. One can see that this poset is not equivalent to the poset
that we consider in this article, even at the level of derived categories.
If [a, b] is an interval of X, then we have an indecomposable functor Ma,b in FX,k
defined on the objects by:
Ma,b(x) =
{
k if a 6 x 6 b,
0 otherwise.
If α : x→ y is a morphism in kCX , then Ma,b(α) = α if a 6 x 6 y 6 b and Ma,b(α) = 0
otherwise.
Definition 2.3. Let X be a finite poset and k be a commutative ring. We let Int0k(X)
be the category where the objects are the intervals of X and,
HomInt0k(X)
([c, d], [a, b]) := HomFX,k
(
Ma,b,Mc,d
)
.
Note that we applied an ‘op’-functor on each set of morphisms.
Lemma 2.4. Let X be a finite poset, let k be a commutative ring. Then
HomFX,k(Ma,b,Mc,d) =
{
k if c 6 a 6 d 6 b,
0 otherwise.
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Proof. If there is a non-zero morphism φ between Ma,b and Mc,d, then the intersection
[a, b] ∩ [c, d] is non-empty. Let x be an element of this intersection. Since φ is a natural
transformation, the following diagram commutes:
Ma,b(x) = k
φx //Mc,d(x) = k
Ma,b(a) = k
φa //
OO
Mc,d(a).
OO
This implies that Mc,d(a) 6= 0. So we have c 6 a 6 d. Similarly, the following diagram
commutes:
Ma,b(d)
φd //Mc,d(d) = k
Ma,b(x) = k
φx //
OO
Mc,d(x) = k.
OO
So, Ma,b(d) 6= 0. This implies that a 6 d 6 b. Conversely, if c 6 a 6 d 6 b, then the
morphism φ defined by φz = Idk for every a 6 z 6 d is a natural transformation from
Ma,b to Mc,d.
In other terms, we have a combinatorial description of Int0k(X):
Corollary 2.5. Let X be a finite poset. Let k be a commutative ring. Then Int0k(X) is
the category where the objects are the intervals of X and the morphisms are:
HomInt0k(X)
([a, b], [c, d]) =
{
k if a 6 c 6 b 6 d,
0 otherwise.
The composition is given by scalar multiplication.
It is easy to see that the categories of k-linear representations of kInt(X) and Int0k(X)
are not equivalent. This is already the case when X =
−→
A2. However, we will see that
they share the same derived category.
2.2 Generalized intervals of a finite posets
Let (X,6) be a finite poset. For an element x ∈ X, we let [., x] = {x′ ∈ X ; x′ 6 x}.
A subset Z ⊆ X is closed if [., x] ⊆ Z for every x ∈ Z. We denote by J (X) the poset
of closed subsets of X partially ordered by inclusion. Note that a closed subset of X is
also called an ideal of X.
Let X and Y be two finite posets. Let F : Y → J (X) be an order-preserving map.
In other words, for y ∈ Y there is a closed subset F (y) of X such that F (y) ⊆ F (y′)
whenever y 6 y′. Consider Γ the poset defined by
Γ =
⊔
y∈Y
(
F (y)× {y}
)
⊆ X × Y
4
with the partial order induced from that of the product X × Y . In other terms, the
elements of Γ are pairs (x, y) where y ∈ Y and x ∈ F (y), with
(x, y) 6 (x′, y′)⇔ x 6 x′ and y 6 y′.
The elements of Γ are called generalized intervals for the data (X,Y, F ).
Let us consider the k-linear category kΓ0 where the objects are the pairs (x, y) such
that y ∈ Y and x ∈ F (y) and the morphisms are given by
HomkΓ0
(
(x, y), (x′, y′)
)
=
{
k if x 6 x′, y 6 y′ and x′ ∈ F (y),
0 otherwise.
The composition is given by the scalar multiplication.
Definition 2.6. Let X and Y be two finite posets and F : Y → J (X) be an order
preserving map. Let k be a commutative ring. Then, we denote by FΓ0,k the category
of functors from kΓ0 to k-Mod.
Remark 2.7. This setting is a generalization of the two previous constructions for the
intervals of a given poset X. Indeed, if X = Y = Z and F : X → J (X) is the map
defined by F (x) = [·, x], then Γ = Int(X) and kΓ0 ∼= Int
0
k(X).
3 Main result and applications
3.1 Main Theorem
Theorem 3.1. Let k be a commutative ring. Let X and Y be two finite posets and
F : Y → J (X) be an order preserving map. Then, there is a triangulated equivalence
between Db
(
FΓ,k
)
and Db
(
FΓ0,k
)
.
Remark 3.2. We postpone the proof until Sections 4 and 5.
Let us give an equivalent formulation of Γ and the category kΓ0 which is easier to
manipulate. LetX, Y and Z be three finite posets with order preserving maps f : X → Z
and g : Y → Z. Consider the poset
Γ = {(x, y) ∈ Z ; f(x) 6Z g(y)}
with partial order induced from X × Y .
Let kΓ0 the category where the objects are the elements of Γ and the morphisms are
given by
HomkΓ0
(
(x, y), (x′, y′)
)
=
{
k if x 6X x
′, y 6Y y
′ and f(x′) 6Z g(y),
0 otherwise.
Let X and Y be two finite posets and F : Y → J (X) be an order preserving map. We
set Z = J (X), the map f : X → J(X) is defined by f(x) = [·, x] and g = F . Then, the
condition on a pair (x, y) ∈ X × Y that f(x) 6Z g(y) means that [·, x] ⊆ F (y). Since
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F (y) is closed, this is equivalent to the condition x ∈ F (y).
Conversely, let X, Y and Z be three finite posets. Let f : X → Z and g : Y → Z be
two order preserving maps. Then, for y ∈ Y , we let F (y) = {x ∈ X ; f(x) 6Z g(y)}.
Since f is order preserving, the set F (y) is closed and since g is order preserving, we
have F (y) ⊆ F (y′) whenever y 6Y y
′. The condition on a pair (x, y) ∈ X × Y that
f(x) 6Z g(y) is equivalent to the condition that x ∈ F (y).
Example 3.3. As first application, we consider some simple cases.
1. Let X = {1, 2, 3} such that 1 < 3 and 2 < 3. Let Y = {a, b, c, d} such that
a < b < c < d. Let Z = {i, j, k} such that i < j < k. The morphism f is defined
by f(1) = i, f(2) = j and f(3) = k. The morphism g is defined by g(a) = i,
g(b) = j, g(c) = g(d) = k. Then the Hasse diagram of Γ is
(1, a) // (1, b) // (1, c) //

	
(1, d)

(3, c) //
	
(3, d)
(2, b) // (2, c) //
OO
(2, d)
OO
For kΓ0 we have the following presentation with generators and relations of the
category
(1, a) // (1, b) //
0 ##
(1, c) //

	
(1, d)

(3, c) //
	
(3, d)
(2, b) //
0
;;
(2, c) //
OO
(2, d)
OO
where the dotted arrows are zero relations.
2. It is particularly interesting to consider the more symmetric case where Y = Z
and g = IdY . Then
Γ = {(x, y) ∈ X × Y ; f(x) 6Y y}
and the category kΓ0 has morphisms:
HomkΓ0
(
(x, y), (x′, y′)
)
=
{
k if x 6X x
′, y 6Y y
′ and f(x′) 6Y y,
0 otherwise.
Let P = {1, 2, 3} where 1 < 3 and 2 < 3. Let X be the poset of 2-chains of P and
Y be the poset of 3-chains of P . We let f : X → Y to be the morphism that sends
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a chain i 6 j to i 6 i 6 j. Then, the Hasse diagram of Γ is
• //
	
• // • •oo
	
•oo
• //
	
OO
•
OO
•
OO
	
•
OO
oo
• //
OO
•
OO
•
OO
•
OO
oo
•
OO
•
OO
For kΓ0 we have a presentation by generators and relations
• //
	
• // • •oo
	
•oo
• //
OO
	
•
OO
0
??
•
OO
0
__
	
•
OO
oo
• //
OO
•
OO
•
OO
•
OO
oo
•
OO
0
??
•
OO
0
__
More generally, if l ∈ N, one can defined simplicial morphisms between the poset
of l-chains of P and the poset of l+1-chains of P , by duplicating or forgetting the
element at a fixe position of the chains. This will give similar diagrams.
3.2 Special case of intervals
For the specific case of the intervals of a finite poset, we have
Corollary 3.4. Let X be a finite poset. Let k be a commutative ring. Then, the category
FInt(X),k is derived equivalent to the category FInt0k(X),k
.
It was shown by the second author that the poset A2n+1 × An is derived equivalent
to the stable Auslander algebra of the quiver
−−−→
A2n+1. The poset A2n+1 × An can be
viewed as a rectangle, and the stable Auslander algebra of the quiver
−−−→
A2n+1 with linear
order can be seen as a triangle. However, there are some zero-relations in the Auslander
Reiten quiver that come from the almost split sequences where the left and the right
terms are two simple modules. Using Theorem 3.1, we can remove these zero-relations.
Corollary 3.5. Let n ∈ N and k be an algebraically closed field. Then, the poset
A2n+1 ×An is derived equivalent to the poset Int(
−−→
A2n).
Proof. By Corollary 1.12 of [Lad13], the poset A2n+1 × An is derived equivalent to the
stable Auslander algebra of k
−−−→
A2n+1. Because we consider a linear order on A2n+1, it
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is easy to see that the stable Auslander algebra of k
−−−→
A2n+1 is isomorphic to the usual
Auslander algebra of k
−−→
A2n. Now, for m ∈ N∗, we consider the Auslander algebra of Am
with ordering m < m − 1 < · · · < 1. Let Q be the Auslander Reiten quiver of kAm
viewed as a category. Let I be the category Int0k(
−→
Am). There is a functor from I to Q
which can be described as follows. The interval [i, j] is sent to the indecomposable kAm
module with support [i, j], denoted M[i,j]. If [i, j] 6 [k, l], then the corresponding basis
element is sent to the irreducible morphism between the indecomposable modules M[i,j]
and M[k,l].
If i 6= j, then the equality of the morphisms [i, j] → [i + 1, j] → [i + 1, j + 1] and
[i, j]→ [i, j + 1]→ [i+ 1, j + 1] corresponds via φ to the mesh relation
M[i+1,j]
((❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
❘
M[i,j]
::✉✉✉✉✉✉✉✉✉
$$■
■■
■■
■■
■■
M[i+1,j+1] = τ
−1(M[i,j])
M[i,j+1]
66❧❧❧❧❧❧❧❧❧❧❧❧❧
and the zero-relation [i, i] → [i, i + 1] → [i + 1, i + 1] in Int0k(Ak) corresponds to the
mesh relation
0 // M[i,i] // M[i,i+1] // M[i+1,i+1] = τ
−1(M[i,i]) // 0.
It is now easy to see that this functor is an equivalence of categories. In particular, the
category of modules over the Auslander algebra of Am is equivalent to the category of
k-linear functors from Int0k(
−→
Am) to k-Mod.
In conclusion, the poset A2n+1 × An is derived equivalent to Int
0
k(
−−→
A2n). The result
follows from Theorem 3.1.
Remark 3.6. It is well-known that any two different orientations of a Dynkin diagram of
type A are derived equivalent. The stable Auslander algebra of two different orientations
are also derived equivalent (see Section 1.5 of [Lad13]). This implies that the poset
of intervals Int(A2n) of a linear orientation of A2n is derived equivalent to the stable
Auslander algebra of A2n+1 for any orientation. However, It is wrong that two different
orientations of A2n lead to derived equivalent posets of intervals.
3.3 Application to the poset of rational Dyck paths
Let a and b be two co-prime integers. A rational (a, b)-Dyck path is a lattice path in an
(a× b)-rectangle that stays above and never crosses the diagonal. We denote by Dycka,b
the set of rational Dyck paths. It is well known that there are 1
a+b
(
a+b
b
)
elements in
Dycka,b (see [Biz54] for more details). The usual proof of this formula is to consider the
set of all lattice paths in the rectangle a × b, denoted by La,b. This is a set with
(
a+b
b
)
elements. The cyclic group Z/(a+ b)Z acts on this set by the so-called cycling relation
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of a path. The orbits contains a+ b elements and exactly one rational Dyck path.
The sets La,b and Dycka,b can be naturally viewed as posets. A lattice path l1 is
smaller than another l2 if l1 lies below l2. The formula for the cardinality of Dycka,b
suggests a relation between the poset Aa+b × Dycka,b and the poset La,b. It is easy to
see that these two posets are not isomorphic. Still, we think that they may share the
same derived category.
Conjecture 3.7. Let a, b be two co-prime integers. Let La,b be the poset of lattice paths
in the rectangle a × b and Dycka,b be the poset of (a, b)-rational Dyck paths. Then, the
poset Aa+b ×Dycka,b is derived equivalent to the poset La,b.
In the particular case where a = 2, the tools developed here together with results of
the second author can be used in order to check this conjecture.
Proposition 3.8. Let k be an algebraically closed field. Let b be an odd integer. Then,
there is a derived equivalence over the field k between the posets Ab+2×Dyck2,b and L2,b.
Proof. If λ is a lattice path in the rectangle 2 × b, we denote by I(λ) the pair (j, i)
where i is the abscissa of the first vertical move of the path and j is the abscissa of the
second vertical move. The path is characterized by the pair I(λ). There are b+12 different
(2, b)-Dyck paths that corresponds to the pairs (0, 0), (1, 0), · · · , ( b−12 , 0). Moreover, the
partial order of the paths is given by ( b−12 , 0) < · · · < (1, 0) < (0, 0). In other words,
Dyck2,b
∼= A b+1
2
.
If (j, i) is the pair I(λ) of a lattice path, it is clear that i 6 j. In particular I(λ) can
be seen as an interval of Ab+1 ordered by decreasing order. If λ1 and λ2 are two paths,
it is easy to see that λ1 6 λ2 if and only if I(λ1) 6 I(λ2) in the poset of intervals. This
shows that L2,b is isomorphic to the poset of intervals of Ab+1. The result follows from
Corollary 3.5.
4 Representations of a finite poset
Let k be commutative ring. Let Y be a finite poset. The category FY,k is abelian. The
abelian structure is point-wise. More precisely, it is defined on the evaluations of the
functors. For y ∈ Y , there is an obvious functor, denoted by evy from FY,k to k-Mod
that sends a functor F to its value F (y). This functor is clearly exact.
For y ∈ Y , we let Py := HomkCY (y,−). By Yoneda’s Lemma, we have
HomFY,k
(
HomkCY
(
y,−
)
,−
)
∼= evy.
In particular, the functor Py is projective. Similarly, the functor Iy := HomkCY (−, y)
∗ is
an injective functor. More precisely, the evaluations of these functors are
Py(z) =
{
k if y 6 z,
0 otherwise,
Iy(z) =
{
k if z 6 y,
0 otherwise.
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Lemma 4.1. Let Y be a finite poset and k be a commutative ring. Let x and y ∈ Y .
Then,
HomFY,k
(
Px,Py
)
= HomFY,k
(
Ix, Iy
)
=
{
k if y 6 x,
0 otherwise.
Proof. These are straightforward applications of Yoneda’s Lemma.
Let X and Y be two finite posets and F : Y → J (X) be an order preserving map.
For y ∈ Y , we let iy : F (Y )→ Γ be the map that sends x ∈ F (y) to (x, y) ∈ Γ. This is an
order preserving map, so the pre-composition by iy gives a functor i
−1
y : FΓ,k → FF (y),k.
More explicitly, if φ ∈ FΓ,k, then i
−1
y (φ) is the functor that sends x ∈ F (y) to the k-
module φ(x, y). The functor i−1y is clearly exact and by usual arguments it has a left and
a right adjoint which can be described as particular coend and end (for more details see
Theorem 1, Section 4 of Chapter X of [Lan98]). One can explicitly compute this end in
order to find the right adjoint. Alternatively, and for the convenience of the reader, we
give the formula and check that this gives indeed a right adjoint of i−1y .
Let φ ∈ FF (y),k. Then, for (a, b) ∈ Γ we set:
(iy)⋆φ(a, b) :=
{
Homk
(
HomkΓ
(
(a, b), (a, y)
)
, φ(a)
)
if b 6 y,
0 otherwise.
Since HomkΓ
(
(a, b), (a, y)
)
is isomorphic to k when b 6 y, this formula can be simplified
as
(iy)⋆φ(a, b) ∼=
{
φ(a) if b 6 y,
0 otherwise.
However, we feel that it is more natural to describe this functor in this way.
Let 0 6= f : (a, b) → (c, d) be a morphism in kΓ such that b 6 d 6 y. Let 0 6= g ∈
HomkΓ
(
(c, d), (c, y)
)
. Then, there exist h ∈ HomkΓ
(
(a, b), (a, y)
)
and α ∈ HomkF (y)(a, c)
such that the following diagram commutes
(a, b)
h //
f

(a, y)
iy(α)

(c, d)
g // (c, y)
Note that h and α are not unique. However, the different choices are of the form λ× h
and λ−1 × α for λ ∈ k×.
Then (iy)⋆(φ)(f) is the application that sends ρ ∈ Homk
(
HomkΓ
(
(a, b), (a, y)
)
, φ(a)
)
to the k-linear morphism that sends g ∈ HomkΓ
(
(c, d), (c, y)
)
to φ(α)◦ρ(h) ∈ φ(c). Since
φ and ρ are k-linear morphisms, we see that the value of (iy)⋆(φ)(f) does not depend on
the choice of α and h.
Let η : φ⇒ ψ be a morphism between two functors of FF (y),k. Then (iy)⋆(η) is the
natural transformation defined by (iy)⋆(η)(a,b)
(
ρ) = ηa ◦ ρ for (a, b) ∈ Γ such that b 6 y
and ρ ∈ φ(a, b).
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Lemma 4.2. Let y ∈ Y . Then, the functor (iy)
−1 : FΓ,k → FF (y),k is a left adjoint to
the functor (iy)⋆ : FF (y),k → FΓ,k.
Proof. We give the unit and the co-unit of the adjunction.
Let F ∈ FF (y),k and x ∈ F (y). The unit at F and x, is the k-linear morphism
ǫF (x) : Homk
(
HomkΓ
(
(x, y), (x, y)
)
, F (x)
)
→ F (x),
that sends α ∈ Homk
(
HomkΓ
(
(x, y), (x, y)
)
, F (x)
)
to α(Id(x,y)) ∈ F (x).
Let G ∈ FΓ,k and (a, b) ∈ Γ such that b 6 y. The co-unit of the adjunction at G and
(a, b) is the k-linear morphism
ηG(a, b) : G(a, b)→ Homk
(
HomkΓ
(
(a, b), (a, y)
)
, G(a, y)
)
that sends γ ∈ G(a, b) to the k-linear morphism that sends α ∈ HomkΓ
(
(a, b), (a, y)
)
to
G(α)(γ). It is now straightforward to check that these two morphisms are the unit and
the co-unit of the adjunction.
Here, we summarise the main properties of the functors i−1y and (iy)⋆.
Lemma 4.3. Let y ∈ Y .
1. The functor (iy)⋆ sends the injective Ix ∈ FF (y),k to the injective I(x,y) ∈ FΓ,k.
2. The two functors i−1y and (iy)⋆ are exact.
Proof. Since (iy)⋆ is a right-adjoint to an exact functor, it sends Ix ∈ FF (y),k to an
injective object of FΓ,k. Moreover, one can explicitly compute (iy)⋆(Ix). Let (a, b) ∈ Γ,
then we have
(iy)⋆(Ix)(a, b) =
{
Ix(a) if b 6 y
0 otherwise
=
{
k if a 6 x and b 6 y
0 otherwise.
It is clear that i−1y is an exact functor. For the functor (iy)∗ the exactness follows easily
from the description of this adjoint. Let
0 // F1
α1 // F2
α2 // F3 // 0,
be an exact sequence of functors of FF (y),k. Let (a, b) ∈ Γ. If b 
 y, then for i = 1, 2, 3
we have (iy)⋆(Fi)(a, b) = 0 and (iy)⋆(αi)(a,b) = 0 for i = 1, 2 so the sequence is exact.
If b 6 y, then (iy)⋆(α)(a,b) = Homk
(
HomkΓ
(
(a, b), (a, y)
)
, (αi)a
)
for i = 1, 2. Since
HomkΓ
(
(a, b), (a, y)
)
∼= k, the result follows.
Since the functors (iy)⋆ and i
−1
y are both exact, they can be extended as a pair of
adjoint triangulated functors between the derived categories Db
(
FF (y),k
)
and Db
(
FΓ,k
)
.
Let us remark that, in general, the functor (iy)⋆ does not send a projective functor to
a projective functor. However, it behaves relatively nicely for these projective functors.
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Lemma 4.4. Let y and y′ ∈ Y . Let x ∈ F (y) and Px be the corresponding projective
functor when it is followed by a restriction. Then,
(
i−1y′ ◦ (iy)⋆
)
(Px) ∼=
{
Px ∈ FF (y′),k if y
′ 6 y and x ∈ F (y′),
0 otherwise.
Proof. Let x′ ∈ F (y′). Then, we have(
i−1y′ ◦ (iy)⋆
)
(Px)(x
′) = (iy)⋆(Px)(x
′, y′)
=
{
Px(x
′) if y′ 6 y,
0 otherwise.
=
{
k if y′ 6 y, and x 6 x′
0 otherwise.
Since F (y′) is closed, the condition x 6 x′ implies that x ∈ F (y′). The result follows.
5 Proofs of Theorem 3.1
First let us recall the famous Morita theorem for derived categories of Rickard.
Theorem 5.1. Let A and B be two rings. Then, the following are equivalent
1. Db(A-Mod) ∼= Db(B-Mod).
2. B is isomorphic to EndDb(A)(T )
op where T is an object of Kb(proj(A)) satisfying
• HomDb(A)(T, T [i]) = 0 for i 6= 0,
• add(T ), the category of direct summands of finite direct sums of copies of T ,
generates Kb(proj(A)) as triangulated category.
Proof. See Theorem 6.4 of [Ric89] or Theorem 6.5.1 of [Zim14] for a proof following
Keller’s approach. Note that the proof of Keller is stronger. It shows that it is pos-
sible to realise the derived equivalence as the tensor product with a bounded complex
of bimodules. However, it holds for two k-algebras over a commutative ring that are
projective over k.
The complex T is called a tilting complex for the ring A. In the present paper, we
work with categories of functors. However, it is easy to see that all our functors categories
are equivalent to categories of modules over an algebra. Moreover, these algebras are free
over the ring k and of finite rank. In particular, in order to build derived equivalences,
we can use Rickard’s Morita theorem. Since the algebras are free over k, the stronger
form of this theorem due to Keller also holds in our context.
Let y ∈ Y and x ∈ Y . We denote by Px the projective functor of FF (y),k that
corresponds to the element x.
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Proposition 5.2. Let k be a commutative ring. Let X and Y be two finite posets and
let F : Y → J (X) be an order preserving map. Then, the complex
T :=
⊕
y∈Y
⊕
x∈F (y)
(iy)⋆(Px)
is a tilting complex for Db
(
FΓ,k
)
.
Proof. Strictly speaking, the complex T is not a tilting complex since its terms are not
projective. However, since the category FΓ,k has finite global dimension, we can find a
bounded complex of projective objects which is quasi-isomorphic to T.
1. Let y ∈ Y . Let x ∈ F (y) and Ix be a finitely injective functor of FF (y),k corre-
sponding to x. It has a finite projective resolution, so there is a bounded complex
P• of elements of add(
⊕
x∈F (y) Px) and a quasi-isomorphism φ : P• → I. Since
the functor (iy)⋆ is exact, we have a quasi-isomorphism between (iy)⋆(P•) and
(iy)⋆(I). By Lemma 4.3, we have (iy)⋆(Ix) ∼= I(x,y). So for every (x, y) ∈ Γ, the in-
jective functor I(x,y) belongs to the smallest triangulated subcategory of D
b(FΓ,k)
that contains add(T). Since every finitely projective functor has a finite injective
co-resolution, we conclude that this category is equivalent to Kb
(
proj(FΓ,k)
)
.
2. Let i ∈ Z. Then, using the fact that (iy′)⋆ is a triangulated functor and the
adjunction, we have
HomDb(FΓ,k)
(
T,T[i]
)
=
⊕
y,y′∈Y
HomDb(FΓ,k)
(
(iy)⋆
( ⊕
x∈F (y)
Px
)
, (iy′)⋆
( ⊕
x′∈F (y′)
Px′
)
[i]
)
∼=
⊕
y,y′∈Y
HomDb(FF (y′),k)
(
i−1y′ ◦ (iy)⋆
( ⊕
x∈F (y)
Px
)
,
⊕
x′∈F (y′)
Px′ [i]
)
∼=
⊕
y′6y
HomDb(FF (y′),k)
( ⊕
x∈F (y′)
Px,
⊕
x′∈F (y′)
Px′ [i]
)
Since Px and P
′
x are projective objects in FF (y′),k, there are no non-trivial exten-
sions between them. This implies that HomDb(FΓ,k)
(
T,T[i]
)
= 0 if i 6= 0.
Proof of Theorem 3.1. By Proposition 5.2, there is an equivalence between Db(FΓ,k)
and Db(End(T )op), where T is the tilting complex of the Proposition. By usual Morita
theory, the category FΓ0,k is equivalent to EndFΓ0,k
(⊕
(x,y)∈kΓ0
P(x,y)
)op
where P(x,y) is
the representable functor HomkΓ0
(
(x, y),−
)
. Using the Yoneda Lemma, we have
HomFΓ0,k
(
P(x,y), P(x′,y′)
)
=
{
k if x′ 6 x, y′ 6 y and x ∈ F (y′),
0 otherwise.
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Since (iy)⋆(Px) and (iy′)⋆(Px′) for x ∈ F (y) and x ∈ F (y
′) and y, y′ ∈ Y , are two
functors, we can do the computation of End(T) in the categories of functors instead of
the derived category. Then, we have
HomFΓ,k
(
(iy)⋆(Px), (iy′ )⋆(Px′)
)
∼= HomFF (y′),k
(
i−1y′ ◦ (iy)⋆(Px), Px′
)
∼=
{
HomFF (y′),k(Px, Px′) if y
′ 6 y and x ∈ F (y′)
0 otherwise,
∼=
{
k if x′ 6 x, y′ 6 y and x ∈ F (y′),
0 otherwise.
This implies that End(T ) ∼= EndFΓ0,k
(⊕
(x,y)∈kΓ0
P(x,y)
)
. Taking the ‘op’ functor, we
have the derived equivalence between FΓ,k and FΓ0,k.
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