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Abstract. We present various identities involving the classical Bernoulli and Euler polynomials.
Among others, we prove that
[n/4]∑
k=0
(−1)k
(
n
4k
)
Bn−4k(z)
26k
=
1
2n+1
n∑
k=0
(−1)k
1 + ik
(1 + i)k
(
n
k
)
Bn−k(2z)
and
n∑
k=1
22k−1
(
2n
2k − 1
)
B2k−1(z) =
n∑
k=1
k 22k
(
2n
2k
)
E2k−1(z).
Applications of our results lead to formulas for Bernoulli and Euler numbers, like, for instance,
nEn−1 =
[n/2]∑
k=1
22k − 1
k
(22k − 2n)
(
n
2k − 1
)
B2kBn−2k.
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1. Introduction
The classical Bernoulli and Euler polynomials Bn(z) and En(z) (n = 0, 1, 2, ...; z ∈ C) are defined
by
(1.1)
tezt
et − 1
=
∞∑
n=0
Bn(z)
tn
n!
(|t| < 2pi) and
2ezt
et + 1
=
∞∑
n=0
En(z)
tn
n!
(|t| < pi),
respectively. Both functions play an important role in various branches of mathematics, like, for
example, number theory, analysis, combinatorics, statistics and, moreover, they have interesting
applications in physics. The first few polynomials are
B0(z) = 1, B1(z) = z −
1
2
, B2(z) = z
2 − z +
1
6
, B3(z) = z
3 −
3
2
z2 +
1
2
z,
E0(z) = 1, E1(z) = z −
1
2
, E2(z) = z
2 − z, E3(z) = z
3 −
3
2
z2 +
1
4
.
The numbers Bn = Bn(0) and En = 2
nEn(1/2) are called Bernoulli and Euler numbers. In par-
ticular, we find the values B0 = 1, B1 = −1/2, B2 = 1/6, B4 = −1/30 and Bn = 0 for odd n ≥ 3.
Furthermore, for all n ≥ 1,
B2n = (−1)
n−1 (2n)!
22n−1pi2n
ζ(2n),
where ζ denotes the Riemann zeta function. All Bernoulli numbers are rational and all Euler
numbers are integers. We have E0 = 1, E2 = −1, E4 = 5 and En = 0 for odd n ≥ 1. The Euler
numbers can be expressed in terms of Bernoulli polynomials. Indeed, for n ≥ 1 we have
E2n = −
42n+1
2n+ 1
B2n+1(1/4).
Explicit formulae for Bn(z) and En(z) are given by
Bn(z) =
n∑
k=0
(
n
k
)
Bkz
n−k =
n∑
k=0
1
k + 1
k∑
j=0
(−1)j
(
k
j
)
(z + j)n
and
En(z) =
n∑
k=0
(
n
k
)
Ek
2k
(
z −
1
2
)n−k
=
n∑
k=0
1
2k
k∑
j=0
(−1)j
(
k
j
)
(z + j)n.
The Bernoulli and Euler polynomials and numbers have been studied thoroughly by many authors.
Collections of their main properties can be found in the books Apostol [3, chapter 12], Erde´lyi et
al. [5, chapter 1], Milovanovic´ et al. [8, chapter 1]. We also refer to a bibliography of Bernoulli
numbers published by Dilcher and Slavutskii [4]. Among the huge number of papers on this subject
we mention just a few recently published articles: Agoh [1], Agoh and Dilcher [2], Luo [6], Merca
[7], Yakubovich [9].
Here, we list some properties which will be employed below. The identities
(1.2)
n+ 1
2n+1
En(2z) = Bn+1(z + 1/2) −Bn+1(z)
and
(1.3)
n
2
En−1(z) = Bn(z)− 2
nBn(z/2)
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provide elegant connections between the Bernoulli and Euler polynomials. Moreover, we have the
addition formulae
(1.4) Bn(x+ y) =
n∑
k=0
(
n
k
)
Bk(x)y
n−k, En(x+ y) =
n∑
k=0
(
n
k
)
Ek(x)y
n−k
and the multiplication formula
(1.5) Bn(mx) = m
n−1
m−1∑
k=0
Bn
(
x+
k
m
)
.
There exist numerous remarkable identities involving the Bernoulli and Euler polynomials. It is the
aim of this paper to continue the work on this subject and to present various identities for both
functions which we could not locate in the literature. In the next section, we deduce six identities
involving Bn(z) and En(z). In Section 3, we apply some of our results to obtain additional identities
for these polynomials. Finally, in Section 4, we use the identities given in the previous two sections
to deduce formulae for the numbers Bn and En.
2. Identities
In this section, we prove six identities for Bernoulli and Euler polynomials. They have in common
that they can be deduced from certain elementary identities involving the exponential function and
the hyperbolic sine and cosine functions.
Theorem 2.1. For all nonnegative integers n and complex numbers z we have
(2.1)
[n/2]∑
k=0
4n−2k
(
n
2k
)
Bn−2k(z) =
n∑
j=0
(−1)n−j2j
(
n
j
)
Bj(2z) = 2
nBn(2z − 1/2).
Proof. A simple calculation reveals that the following identity holds:
(2.2) cosh(t/4)
tezt
et − 1
= e−t/4
(t/2)e2z·t/2
et/2 − 1
.
Next, we develop both sides of (2.2) in a Taylor series. Let
a2k =
1
42k(2k)!
and a2k+1 = 0 (k = 0, 1, 2, ...).
We apply (1.1), the Taylor series for cosh and exp, and the Cauchy product. Then,
cosh(t/4)
tezt
et − 1
=
∞∑
n=0
ant
n
∞∑
n=0
Bn(z)
tn
n!
(2.3)
=
∞∑
n=0
n∑
j=0
aj
Bn−j(z)
(n− j)!
tn
=
∞∑
n=0
[n/2]∑
k=0
a2k
Bn−2k(z)
(n− 2k)!
tn
=
∞∑
n=0
[n/2]∑
k=0
Bn−2k(z)
42k(2k)!(n − 2k)!
tn
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and
e−t/4
(t/2)e2z·t/2
et/2 − 1
=
∞∑
n=0
(−t/4)n
n!
∞∑
n=0
Bn(2z)
(t/2)n
n!
(2.4)
=
∞∑
n=0
n∑
j=0
(−1)n−j
Bj(2z)
22n−jj!(n − j)!
tn.
From (2.2), (2.3), and (2.4) we obtain the first identity in (2.1). The second one follows from (1.4)
with x = 2z and y = −1/2. 
Theorem 2.2. For all nonnegative integers n and complex numbers z we have
(2.5)
[n/2]∑
k=0
4n−2k
2k + 1
(
n
2k
)
Bn−2k(z) =
n∑
j=0
(−1)n−j2j
(
n
j
)
Ej(2z) = 2
nEn(2z − 1/2).
Proof. The proof of (2.5) is based upon the identity
(2.6)
sinh(t/2)
t/2
2tez·2t
e2t − 1
= e−t/2
2e2z·t
et + 1
.
Let
b2k =
1
22k(2k + 1)!
and b2k+1 = 0 (k = 0, 1, 2, ...).
Using (1.1), the Taylor series for sinh and exp, and the Cauchy product yields
sinh(t/2)
t/2
2tez·2t
e2t − 1
=
∞∑
n=0
bnt
n
∞∑
n=0
Bn(z)
(2t)n
n!
(2.7)
=
∞∑
n=0
n∑
j=0
bj
2n−jBn−j(z)
(n − j)!
tn
=
∞∑
n=0
[n/2]∑
k=0
b2k
2n−2kBn−2k(z)
(n− 2k)!
tn
=
∞∑
n=0
[n/2]∑
k=0
Bn−2k(z)
24k−n(2k + 1)!(n − 2k)!
tn
and
e−t/2
2e2z·t
et + 1
=
∞∑
n=0
(−t/2)n
n!
∞∑
n=0
En(2z)
tn
n!
(2.8)
=
∞∑
n=0
n∑
j=0
(−1)n−j
Ej(2z)
2n−jj!(n − j)!
tn.
Applying (2.6), (2.7), and (2.8) leads to the left-hand side of (2.5). 
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Theorem 2.3. For all nonnegative integers n and complex numbers z we have
(2.9)
2nBn(z + 1/4) =
n∑
k=0
22k−n
(
n
k
)
Bk(z) =
n∑
k=0
(
n
k
)
En−k(1/2)Bk(2z) =
n∑
k=0
(
n
k
)
Bn−k(1/2)Ek(2z).
Proof. We have
(2.10) et/2
2tez·2t
e2t − 1
=
1
cosh(t/2)
te2z·t
et − 1
=
t/2
sinh(t/2)
2e2z·t
et + 1
.
Next, we apply (1.1), the Taylor series for exp, the representations
1
cosh(t)
=
∞∑
n=0
En
tn
n!
,
t
sinh(t)
=
∞∑
n=0
Bn(1/2)
(2t)n
n!
,
and the Cauchy product. Then we obtain
et/2
2tez·2t
e2t − 1
=
∞∑
n=0
1
n!
n∑
k=0
(
n
k
)
22k−nBk(z)t
n,
1
cosh(t/2)
te2z·t
et − 1
=
∞∑
n=0
1
n!
n∑
k=0
(
n
k
)
En−k(1/2)Bk(2z)t
n,
t/2
sinh(t/2)
2e2z·t
et + 1
=
∞∑
n=0
1
n!
n∑
k=0
(
n
k
)
Bn−k(1/2)Ek(2z)t
n.
Using (2.10) gives the second and the third identity in (2.9). 
Theorem 2.4. For all nonnegative integers n and complex numbers z we have
(2.11) Bn(z) + 2
[n/2]∑
k=1
(
n
2k
)
Bn−2k(z)
32k+1
=
1
3n
n∑
k=0
(−1)n−k
(
n
k
)
Bk(3z) =
1
3n
Bn(3z − 1).
Proof. We make use of the identity
(2.12)
1 + e−t + et
3
3tez 3t
e3t − 1
= e−t
te3z·t
et − 1
.
Applying
1 + e−t + et
3
=
1
3
(1 + 2 cosh(t)) = 1 +
2
3
∞∑
k=1
t2k
(2k)!
and (1.1) yields that the product on the left-hand side of (2.12) is equal to
(2.13)
∞∑
n=0
ant
n
∞∑
n=0
Bn(z)
3n
n!
tn =
∞∑
n=0
n∑
k=0
ak
Bn−k(z)3
n−k
(n− k)!
tn,
where
(2.14) a0 = 1, a2k−1 = 0, a2k =
2
3 · (2k)!
(k ≥ 1).
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The right-hand side of (2.12) is equal to
(2.15)
∞∑
n=0
(−1)n
tn
n!
∞∑
n=0,
Bn(3z)
tn
n!
=
∞∑
n=0
n∑
k=0
(−1)n−k
Bk(3z)
k!(n − k)!
tn.
From (2.13) and (2.15) we obtain for n ≥ 0:
(2.16)
n∑
k=0
ak
Bn−k(z)3
n−k
(n− k)!
=
n∑
k=0
(−1)n−k
Bk(3z)
k!(n − k)!
.
Using (2.14) we get
(2.17)
n∑
k=0
ak
Bn−k(z)3
n−k
(n− k)!
=
3n
n!
Bn(z) +
2 · 3n
n!
[n/2]∑
k=1
(
n
2k
)
Bn−2k(z)
32k+1
.
From (2.16) and (2.17) we conclude that the first identity in (2.11) holds. 
Theorem 2.5. For all nonnegative integers n and complex numbers a 6= 0, z we have
(2.18) an
n∑
k=0
(
n
k
)
Bn−k(z)
k + 1
= En(az) +
1
2
n∑
k=1
(
n
k
)
En−k(az) =
1
2
(
En(az) + En(az + 1)
)
.
Proof. We have
(2.19)
eat − 1
at
atez at
eat − 1
=
et + 1
2
2eaz t
et + 1
.
Using
ex − 1
x
=
∞∑
k=0
xk
(k + 1)!
and (1.1) reveals that the left-hand side of (2.19) is equal to
(2.20)
∞∑
k=0
aktk
(k + 1)!
∞∑
n=0
Bn(z)
antn
n!
=
∞∑
n=0
n∑
k=0
an
Bn−k(z)
(k + 1)!(n − k)!
tn.
Applying
et + 1
2
= 1 +
1
2
∞∑
k=1
tk
k!
and (1.1) gives that the right-hand side of (2.19) is equal to
(2.21)
∞∑
k=0
ckt
k
∞∑
n=0
En(az)
tn
n!
=
∞∑
n=0
n∑
k=0
ck
En−k(az)
(n− k)!
tn,
where
c0 = 1, ck =
1
2 · k!
(k ≥ 1).
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From (2.20) and (2.21) we obtain
an
n!
n∑
k=0
(
n
k
)
Bn−k(z)
k + 1
=
n∑
k=0
ck
En−k(az)
(n− k)!
=
En(az)
n!
+
1
2 · n!
n∑
k=1
(
n
k
)
En−k(az).
This leads to the left-hand side in (2.18). The second identity follows from (1.4). 
Theorem 2.6. For all nonnegative integers n and complex numbers z we have
(2.22)
[n/4]∑
k=0
(−1)k
(
n
4k
)
Bn−4k(z)
26k
=
1
2n+1
n∑
k=0
(−1)k
1 + ik
(1 + i)k
(
n
k
)
Bn−k(2z).
Proof. Let
φ(z) = cosh
(1 + i
2
z
)
cosh
(1− i
2
z
)
=
1
2
(cosh(z) + cosh(iz)) =
∞∑
k=0
z4k
(4k)!
and
σ(z) =
1
2
(e−z + e−iz) =
∞∑
k=0
(−1)k
1 + ik
2
zk
k!
.
Then,
(2.23) φ(w)
2(1 + i)we2(1+i)w z
e2(1+i)w − 1
= σ(w)
(1 + i)we(1+i)w 2z
e(1+i)w − 1
.
The expression on the left-hand side of (2.23) is equal to
(2.24)
∞∑
k=0
w4k
(4k)!
∞∑
n=0
2n(1 + i)n
n!
Bn(z)w
n =
∞∑
n=0
Ln(z)w
n,
where
Ln(z) =
n∑
k=0
ak
(2(1 + i))n−k
(n− k)!
Bn−k(z)
with
a4k =
1
(4k)!
, a4k+1 = a4k+2 = a4k+3 = 0 (k ≥ 0).
The expression on the right-hand side of (2.23) is equal to
(2.25)
∞∑
k=0
(−1)k
1 + ik
2
wk
k!
∞∑
n=0
(1 + i)n
n!
Bn(2z)w
n =
∞∑
n=0
Rn(z)w
n,
where
Rn(z) =
1
2
n∑
k=0
(−1)k
(1 + ik)(1 + i)n−k
k!(n − k)!
Bn−k(2z).
From (2.24) and (2.25) we obtain for n ≥ 0:
Ln(z) = Rn(z).
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Since
Ln(z) =
1
n!
[n/4]∑
k=0
(
n
4k
)
(2(1 + i))n−4kBn−4k(z),
we conclude that (2.22) is valid. 
3. Applications
We now apply four of the six theorems presented in Section 2 to obtain new identities involving
Bn(x) and En(x). Theorem 3.3 (below) offers two identities only involving Bernoulli polynomials,
whereas the identities given in the other three theorems reveal connections between Bernoulli and
Euler polynomials. We begin with an application of Theorem 2.1 which leads to the following result.
Theorem 3.1. For all nonnegative integers n and complex numbers z we have
(3.1)
n∑
k=1
22k−1
(
2n
2k − 1
)
B2k−1(z) =
n∑
k=1
k 22k
(
2n
2k
)
E2k−1(z)
and
(3.2)
n∑
k=0
22k
(
2n+ 1
2k
)
B2k(z) =
n∑
k=0
(2k + 1)22k
(
2n+ 1
2k + 1
)
E2k(z).
Proof. We set in (2.1) z = x+ iy (x, y ∈ R), n = 2N and use (1.4). This leads to L = R with
L =
N∑
k=0
(−1)N−k4−2k
(
2N
2k
) 2(N−k)∑
j=0
(
2(N − k)
j
)
i−jBj (x) y
2(N−k)−j
and
R =
2N∑
j=0
(−1)j2j−4N
(
2N
j
) j∑
m=0
(
j
m
)
Bm (2x) (2yi)
j−m.
Next, we split the interior sum of L and the exterior and interior sums of R into sums with even
and odd indices. This gives
L =
N∑
k=0
(−1)N−k4−2k
(
2N
2k
)[N−k∑
m=0
(−1)m
(
2(N − k)
2m
)
B2m(x)y
2(N−k−m)
+i
N−k∑
m=1
(−1)m
(
2(N − k)
2m− 1
)
B2m−1(x)y
2(N−k−m)+1
]
and
R =
N∑
k=0
22k−4N
(
2N
2k
)[ k∑
j=0
(−1)k−j
(
2k
2j
)
B2j(2x)(2y)
2(k−j)
+i
k∑
j=1
(−1)k−j
(
2k
2j − 1
)
B2j−1(2x)(2y)
2(k−j)+1
]
+
N∑
k=1
22k−4N−1
(
2N
2k − 1
)[
−
k∑
j=1
(−1)k−j
(
2k − 1
2j − 1
)
B2j−1(2x)(2y)
2(k−j)
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+i
k−1∑
j=0
(−1)k−j
(
2k − 1
2j
)
B2j(2x)(2y)
2(k−j)−1
]
.
We now consider the real parts of L and R.
ℜL =
N∑
k=0
N−k∑
m=0
(−1)N−k−m4−2k
(
2N
2k
)(
2(N − k)
2m
)
B2m (x) y
2(N−k−m)
and
ℜR =
N∑
k=0
k∑
j=0
(−1)k−j2−4N+4k−2j
(
2N
2k
)(
2k
2j
)
B2j(2x)y
2(k−j)
−
N∑
k=1
k∑
j=1
(−1)k−j2−4N+4k−2j−1
(
2N
2k − 1
)(
2k − 1
2j − 1
)
B2j−1 (2x) y
2(k−j).
Using the summation formulae
N∑
k=0
N−k∑
m=0
a(k,m) =
N∑
k=0
k∑
m=0
a(N − k, k −m),
N∑
k=0
k∑
j=0
a(k, j) =
N∑
k=0
k∑
m=0
a(k, k −m),
N∑
k=1
k∑
j=1
a(k, j) =
N−1∑
k=0
k∑
m=0
a(k + 1, k + 1−m)
and the binomial identities
(3.3)
(
2N
2k
)(
2k
2m
)
=
(
2N
2m
)(
2(N −m)
2(N − k)
)
,
(
2N
2k + 1
)(
2k + 1
2m
)
=
(
2N
2m
)(
2(N −m)
2(N − k)− 1
)
yields
(3.4) 42NℜL =
N∑
k=0
k∑
m=0
(−1)m42k
(
2N
2m
)(
2(N −m)
2(N − k)
)
B2(k−m) (x) y
2m
and
(3.5) 42NℜR =
N∑
k=0
k∑
m=0
(−1)m4k+m
(
2N
2m
)(
2(N −m)
2(N − k)
)
B2(k−m) (2x) y
2m
+2
N−1∑
k=0
k∑
m=0
(−1)m+14k+m
(
2N
2m
)(
2(N − k)
2(N − k)− 1
)
B2(k−m)+1 (2x) y
2m.
From (1.5) we obtain
(3.6) B2(k−m)(2x) = 2
2(k−m)−1
[
B2(k−m)(x) +B2(k−m)(x+ 1/2)
]
.
Since ℜL = ℜR, we conclude from (3.4), (3.5) and (3.6) that U = V , where
U =
N∑
k=0
k∑
m=0
(−1)m42k−1
(
2N
2m
)(
2(N −m)
2(N − k)
)[
B2(k−m)(x)−B2(k−m)(x+ 1/2)
]
y2m
and
V =
N−1∑
k=0
k∑
m=0
(−1)m+14k+m
(
2N
2m
)(
2(N −m)
2(N − k)− 1
)
B2(k−m)+1(2x)y
2m.
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Applying
(3.7)
n∑
k=0
k∑
m=0
a(k,m) =
n∑
k=0
n−k∑
m=0
a(k +m,k)
and (1.2) gives
U =
N∑
k=0
(−1)k+124k−1
(
2N
2k
)N−k∑
m=1
m22m
(
2(N − k)
2m
)
E2m−1(2x)y
2k
and
V =
N−1∑
k=0
(−1)k+124k−1
(
2N
2k
)N−k−1∑
m=0
22m+1
(
2(N − k)
2m+ 1
)
B2m+1(2x)y
2k.
Next, we compare the coefficients of y2k (k = 0, 1, ..., N) and find
(3.8)
N−k∑
m=1
m22m
(
2(N − k)
2m
)
E2m−1(2x) =
N−k−1∑
m=0
22m+1
(
2(N − k)
2m+ 1
)
B2m+1(2x).
Finally, we replace N − k by n, 2x by z and simplify. Then, (3.8) leads to (3.1).
If we consider the identity ℑL = ℑR and use similar arguments as above then we obtain (3.2). We
omit the details. 
Next, we apply Theorems 2.2 and 2.4 to prove four identities which are given in the following two
theorems.
Theorem 3.2. For all nonnegative integers n and complex numbers z we have
(3.9)
n∑
k=0
42k
2(n − k) + 1
(
2n
2k
)
B2k(z) =
n∑
k=0
22k
(
2n
2k
)
E2k(2z)−
n−1∑
k=0
22k+1
(
2n
2k + 1
)
E2k+1(2z)
and
(3.10)
n∑
k=0
42k+1
2(n − k) + 1
(
2n+ 1
2k + 1
)
B2k+1(z) =
n∑
k=0
22k+1
(
2n + 1
2k + 1
)
E2k+1(2z) −
n∑
k=0
22k
(
2n + 1
2k
)
E2k(2z).
Proof. We replace in (2.5) z by x + iy (x, y ∈ R) and n by 2N . Then, we study the real parts of
the left-hand side and the right-hand side, respectively. An application of (1.4) gives
ℜL =
N∑
k=0
42k
2(N − k) + 1
(
2N
2k
) k∑
m=0
(−1)k−m
(
2k
2m
)
B2m(x)y
2(k−m)
and
ℜR =
N∑
k=0
22k
(
2N
2k
) k∑
m=0
(−1)k−m22(k−m)
(
2k
2m
)
E2m(2x)y
2(k−m)
−
N−1∑
k=0
22k+1
(
2N
2k + 1
) k∑
m=0
(−1)k−m22(k−m)
(
2k + 1
2m+ 1
)
E2m+1(2x)y
2(k−m).
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We use the summation formula
(3.11)
N∑
k=0
k∑
m=0
a(k,m) =
N∑
k=0
N∑
m=k
a(m,m− k)
and obtain
ℜL =
N∑
k=0
N∑
m=k
(−1)k
2(N −m) + 1
42m
(
2N
2m
)(
2m
2k
)
B2(m−k)(x)y
2k,
ℜR =
N∑
k=0
N∑
m=k
(−1)k22m+2k
(
2N
2m
)(
2m
2k
)
E2(m−k)(2x)y
2k
−
N−1∑
k=0
N−1∑
m=k
(−1)k22m+2k+1
(
2N
2m+ 1
)(
2m+ 1
2k
)
E2(m−k)+1(2x)y
2k.
Now, we compare the coefficients of y2k (k = 0, ..., N), apply (3.3), and simplify. This yields
N∑
m=k
42m
2(N −m) + 1
(
2(N − k)
2(N −m)
)
B2(m−k)(x)
=
N∑
m=k
22m+2k
(
2(N − k)
2(N −m)
)
E2(m−k)(2x)−
N−1∑
m=k
22m+2k+1
(
2(N − k)
2(N −m)− 1
)
E2(m−k)+1(2x).
We use
(3.12)
N∑
m=k
a(m) =
N−k∑
m=0
a(m+ k).
Then, we set N − k = n and simplify. This yields (3.9).
If we study the imaginary parts of both sides of (2.5) with z = x+ iy, n = 2N and use the method
of proof given above, then we obtain (3.10). 
Theorem 3.3. For all nonnegative integers n and complex numbers z we have
(3.13)
n∑
k=0
(
2n
2k
)
B2k(3z) −
n−1∑
k=0
(
2n
2k + 1
)
B2k+1(3z) = 2
n−1∑
k=0
32k−1
(
2n
2k
)
B2k(z) + 3
2nB2n(z)
and
(3.14)
n∑
k=0
(
2n + 1
2k + 1
)
B2k+1(3z) −
n∑
k=0
(
2n+ 1
2k
)
B2k(3z) = 2
n−1∑
k=0
32k
(
2n+ 1
2k + 1
)
B2k+1(z) + 3
2n+1B2n+1(z).
Proof. We set in (2.11) z = x + iy (x, y ∈ R), n = 2N and make use of (1.4). Then we obtain for
the real part of the left-hand side,
ℜL =
N∑
k=0
(
2N
2k
)
(−1)N−kB2k(x)y
2(N−k)
+2
N∑
k=1
(
2N
2k
)
1
32k+1
N−k∑
m=0
(
2(N − k)
2m
)
(−1)N−k−mB2m(x)y
2(N−k−m),
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and for the real part of the right-hand side we obtain
ℜR =
1
9N
[ N∑
k=0
(
2N
2k
) k∑
m=0
32(k−m)(−1)k−m
(
2k
2m
)
B2m(3x)y
2(k−m)
−
N−1∑
k=0
(
2N
2k + 1
) k∑
m=0
32(k−m)(−1)k−m
(
2k + 1
2m+ 1
)
B2m+1(3x)y
2(k−m)
]
.
Using the summation formulae (3.11) and
N∑
k=1
N−k∑
m=0
a(k,m) =
N−1∑
k=0
N−1∑
m=k
a(N −m,m− k)
we find
ℜL =
N∑
k=0
(
2N
2k
)
(−1)kB2(N−k)(x)y
2k + 2
N−1∑
k=0
N−1∑
m=k
(
2N
2m
)(
2m
2k
)
(−1)k32(m−N)−1B2(m−k)(x)y
2k
and
ℜR =
1
9N
[ N∑
k=0
N∑
m=k
(
2N
2m
)(
2m
2k
)
32k(−1)kB2(m−k)(3x)y
2k
−
N−1∑
k=0
N−1∑
m=k
(
2N
2m+ 1
)(
2m+ 1
2k
)
32k(−1)kB2(m−k)+1(3x)y
2k
]
.
Next, we compare the coefficients of y2k (k = 0, 1, ..., N), make use of (3.3), and simplify. This
yields
B2(N−k)(x) + 2
N−1∑
m=k
(
2(N − k)
2(N −m)
)
32(m−N)−1B2(m−k)(x)
=
1
9N
[ N∑
m=k
(
2(N − k)
2(N −m)
)
32kB2(m−k)(3x) −
N−1∑
m=k
(
2(N − k)
2(N −m)− 1
)
32kB2(m−k)+1(3x)
]
.
Finally, we apply (3.12), set N − k = n and simplify again. This gives (3.13).
If we consider the impaginary parts of both sides of (2.11) with z = x+ iy, n = 2N , then we obtain
(3.14). 
We conclude this section with an application of Theorem 2.6 which leads us to four closely related
identities for certain alternating sums involving Bernoulli and Euler polynomials.
Theorem 3.4. For all positive integers n and complex numbers z we have
(3.15)
n∑
k=1
(−1)k22k+1k
(
4n
4k
)
E4k−1(z)
=
n∑
k=1
(−1)k22k−1
(
4n
4k − 1
)
B4k−1(z) −
n∑
k=1
(−1)k22k−2
(
4n
4k − 3
)
B4k−3(z),
(3.16)
n∑
k=1
(−1)k22k+1(2k − 1)
(
4n − 2
4k − 2
)
E4k−3(z)
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=
n−1∑
k=1
(−1)k22k+1
(
4n− 2
4k − 1
)
B4k−1(z) +
n∑
k=1
(−1)k22k
(
4n− 2
4k − 3
)
B4k−3(z),
(3.17)
n∑
k=0
(−1)k22k(4k + 1)
(
4n + 1
4k + 1
)
E4k(z)
=
n−1∑
k=0
(−1)k22k+1
(
4n+ 1
4k + 2
)
B4k+2(z) +
n∑
k=0
(−1)k22k
(
4n+ 1
4k
)
B4k(z),
(3.18)
n∑
k=0
(−1)k22k+1(4k + 3)
(
4n + 3
4k + 3
)
E4k+2(z)
=
n∑
k=0
(−1)k22k+1
(
4n+ 3
4k + 2
)
B4k+2(z)−
n∑
k=0
(−1)k22k
(
4n+ 3
4k
)
B4k(z).
Proof. We replace in (2.22) n by 4N . Then we obtain for the expression on the left-hand side:
L =
(−1)N
26N
N∑
k=0
(−1)k26k
(
4N
4k
)
B4k(z),
and for the expression on the right-hand side we get
R =
(−1)N
26N
[ N∑
k=0
(−1)k4k
(
4N
4k
)
B4k(2z)
−
1
2
N∑
k=1
(−1)k4k
(
4N
4k − 1
)
B4k−1(2z) −
N−1∑
k=0
(−1)k4k
(
4N
4k + 1
)
B4k+1(2z)
]
.
We set z = x+ iy (x, y ∈ R) and apply (1.4). Then we get for the real parts of L and R:
(−1)N26NℜL =
N∑
k=0
2k∑
m=0
(−1)k+m43k
(
4N
2m
)(
4N − 2m
4k − 2m
)
B2m(x)y
4k−2m,
(−1)N26NℜR =
N∑
k=0
2k∑
m=0
(−1)k+m43k−m
(
4N
2m
)(
4N − 2m
4k − 2m
)
B2m(2x)y
4k−2m
+
1
2
N−1∑
k=0
2k+2∑
m=0
(−1)k+m43k+3−m
(
4N
2m− 1
)(
4N − 2m+ 1
4k − 2m+ 4
)
B2m−1(2x)y
4k+4−2m
−
N−1∑
k=0
2k∑
m=0
(−1)k+m43k−m
(
4N
2m+ 1
)(
4N − 2m− 1
4k − 2m
)
B2m+1(2x)y
4k−2m.
Applying (1.3) we conclude that ℜL = ℜR is equivalent to U = V , where
U =
N∑
k=0
2k∑
m=0
(−1)k+m43k−mm
(
4N
2m
)(
4N − 2m
4k − 2m
)
E2m−1(2x)y
4k−2m,
V =
N−1∑
k=0
2k∑
m=0
(−1)k+m43k−m
(
4N
2m+ 1
)(
4N − 2m− 1
4k − 2m
)
B2m+1(2x)y
4k−2m
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−
1
2
N−1∑
k=0
2k+2∑
m=0
(−1)k+m43k+3−m
(
4N
2m− 1
)(
4N − 2m+ 1
4k − 2m+ 4
)
B2m−1(2x)y
4k+4−2m.
We split the interior sums into two sums and find
U =
N∑
k=0
k∑
m=0
(−1)k4k+2m2(k −m)
(
4N
4m
)(
4(N −m)
4(k −m)
)
E4(k−m)−1(2x)y
4m
+
N−1∑
k=0
k∑
m=0
(−1)k4k+2m+2(2(k −m) + 1)
(
4N
4m+ 2
)(
4(N −m)− 2
4(k −m) + 2
)
E4(k−m)+1(2x)y
4m+2
and V = V1 + V2 with
V1 =
N−1∑
k=0
k∑
m=0
(−1)k4k+2m
(
4N
4m
)(
4(N −m)
4(k −m) + 1
)
B4(k−m)+1(2x)y
4m
+
1
2
N∑
k=0
k∑
m=0
(−1)k4k+2m
(
4N
4m
)(
4(N −m)
4(k −m)− 1
)
B4(k−m)−1(2x)y
4m,
and
V2 =
N−2∑
k=0
k∑
m=0
(−1)k4k+2m+2
(
4N
4m+ 2
)(
4(N −m)− 2
4(k −m) + 3
)
B4(k−m)+3(2x)y
4m+2
+
1
2
N−1∑
k=0
k∑
m=0
(−1)k4k+2m+2
(
4N
4m+ 2
)(
4(N −m)− 2
4(k −m) + 1
)
B4(k−m)+1(2x)y
4m+2.
Next, we use the summation formula (3.7) and compare the coefficients of y4k and y4k+2. This leads
to the identities
N−k∑
m=1
(−1)m22m+1m
(
4(N − k)
4m
)
E4m−1(2x)
=
N−k∑
m=1
(−1)m22m−1
(
4(N − k)
4m− 1
)
B4m−1(2x) +
N−k∑
m=0
(−1)m22m
(
4(N − k)
4m+ 1
)
B4m+1(2x)
and
N−k−1∑
m=0
(−1)m22m(2m+ 1)
(
4(N − k)− 2
4m+ 2
)
E4m+1(2x)
=
N−k−2∑
m=0
(−1)m22m
(
4(N − k)− 2
4m+ 3
)
B4m+3(2x) +
N−k−1∑
m=0
(−1)m22m−1
(
4(N − k)− 2
4m+ 1
)
B4m+1(2x).
Finally, we replace N − k by n, 2x by z, and simplify. This gives (3.15) and (3.16).
If we study the imaginary parts of L and R and use the same method of proof as above, then we
get (3.17) and (3.18). 
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4. Bernoulli and Euler numbers
In this section, we use some of our theorems to find identities involving Bernoulli and Euler numbers.
We only present a few illustrative examples. Many more identities can be obtained easily. To prove
our results we apply several known formulae which are valid for all natural numbers n:
Bn(1) = (−1)
nBn, B2n(1/6) =
1
2
(1− 21−2n)(1− 31−2n)B2n, B2n(1/3) = −
1
2
(1− 31−2n)B2n,
Bn(1/2) = (2
1−n − 1)Bn, Bn(1/4) = 2
−n(21−n − 1)Bn − n4
−nEn−1,
En−1(0) =
2
n
(1− 2n)Bn, E2n(1/6) = 2
−2n−1(1 + 3−2n)E2n.
We get the following two formulae by setting z = 1/2 and z = 1/4, respectively, in (2.5).
En =
[n/2]∑
k=0
2n−2k
2k + 1
(2− 2n−2k)
(
n
2k
)
Bn−2k,
n∑
k=1
22k − 2
2(n− k) + 1
(
2n
2k
)
B2k =
1
2n+ 1
.
From (2.9) with z = 0 and z = 1/4 we obtain
n∑
k=0
2k(2k − En−k)
(
n
k
)
Bk = 0,
(2n + 1)E2n =
n∑
k=0
4k+1 − 1
k + 1
(22k+2 − 22n+1)
(
2n + 1
2k + 1
)
B2k+2B2n−2k,
n∑
k=0
(2k − 2)
(
n
k
)
Bk(En−k − 1) =
n∑
k=1
k
(
n
k
)
Ek−1.
Using (2.22) with z = 0 gives for odd integers n ≥ 3:
n∑
k=0
(−1)k
1 + ik
(1 + i)k
(
n
k
)
Bn−k =
{
(−1)(n+3)/42(3−n)/2n, if n ≡ 1 (mod 4),
0, if n ≡ 3 (mod 4).
Next, we set in (3.1) and (3.2) z = 0. Then we get the closely related formulae
n∑
k=1
22k(22k − 1)
(
2n
2k
)
B2k = 2n and
n∑
k=0
22k
(
2n + 1
2k
)
B2k = 2n+ 1.
The identity
n∑
k=0
(22k−1 − 1)(1 − 31−2k)
(
2n + 1
2k
)
B2k =
n∑
k=0
(k + 1/2)(1 + 3−2k)
(
2n+ 1
2k + 1
)
E2k
follows from (3.2) by setting z = 1/6. An application of (3.10) with z = 0 yields
n∑
k=1
22k
k
(22k − 1)
(
2n− 1
2k − 1
)
B2k = 2.
From (3.13) with z = 1/3 we obtain a representation of B2n:
1
2
(32n − 1)B2n =
n−1∑
k=0
(1− 32k−1)
(
2n
2k
)
B2k.
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Finally, we set z = 0 in (3.15), (3.16), (3.17) and (3.18), respectively. This leads to
n∑
k=0
(−1)k22k(42k − 1)
(
4n
4k
)
B4k = 2n,
n∑
k=0
(−1)k22k+1(42k+1 − 1)
(
4n+ 2
4k + 2
)
B4k+2 = 2n+ 1,
n−1∑
k=0
(−1)k22k+1
(
4n+ 1
4k + 2
)
B4k+2 +
n∑
k=0
(−1)k22k
(
4n+ 1
4k
)
B4k = 4n + 1,
n∑
k=0
(−1)k22k+1
(
4n+ 3
4k + 2
)
B4k+2 =
n∑
k=0
(−1)k22k
(
4n+ 3
4k
)
B4k.
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