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Abstract
Environmental Assessments of Capital-Intensive Product Systems
Travis Reed Miller
2021

The UN Sustainable Development Goals (SDGs) set out a bold vision to advance global
society on multiple dimensions by the year 2030. The 17 SDGs tackle key issues of human
wellbeing in part by building infrastructure, industrializing, and growing economies. The SDGs
simultaneously aim to prevent climate change and conserve the natural environment. There are
synergies between many of the goals, but clear tradeoffs as well. Investments in capital assets like
buildings, roads, equipment, vehicles, and information technology come at an environmental cost.
Innovative strategies are needed to grapple with these tradeoffs and optimize paths toward
sustainable development. Innovative tools are needed to assess environmental considerations of
the existing situation and possible futures.
Grounded in a systems perspective, the evolving field of Industrial Ecology (IE) is well
suited to contribute such assessment tools. The common suite of IE tools includes
environmentally-extended input-output (EEIO) analysis, life cycle assessment (LCA), and material
flow analysis (MFA). EEIO analysis takes a top-down look at the monetary exchanges between
sectors of the economy, while LCA creates a detailed bottom-up account of the physical exchanges
to produce and use a product system; both trace potential environmental impacts and resource use
along supply chains. MFA traces the movement and accumulation of materials throughout a
system and over time.
The goal of this dissertation is to utilize and innovate upon EEIO, LCA, and MFA to
address a set of environmental issues related to a variety of capital-intensive product systems. The

dissertation begins by enhancing the USEEIO model through endogenization of capital assets. The
USEEIO model was developed by the US EPA to analyze environmental impacts of around 400
goods and services in the US economy. Due to the structure of EEIO models, the investment in
long-lived capital assets is considered separately from the exchanges of short-lived goods and services
between producing sectors. Considering the environmental intensity of creating capital assets, it is
important to incorporate the use of these assets in production processes, especially when comparing
environmental impacts of alternative product systems.
The dissertation next focuses on metal footprints, with an emphasis on metal in capital
assets. The approach combines multi-regional EEIO analysis with MFA. Existing metal footprints
trace the gross ore from the source to the end product and final consumer, and do not endogenize
capital. The gross ore is mostly comprised of rock; the desired metal that continues along the
supply chain is only a fraction. Given the high variation in the ore grade between types of metals,
the ore-based metal footprint differs substantially from that calculated based on the valuable metal
contained in the ore. In this work, an approach is developed and demonstrated to trace the
valuable metal from the source through the supply chain and compare results with the typical
approach. These metal contained footprints are compared with and without the capital assets
endogenized. The analysis explores drivers of change over time, national trends, and potential
environmental impacts of metal production.
The dissertation then pivots to an LCA case study of a specific innovative product system:
commercial aircraft powered by liquid hydrogen combustion. A variety of strategies are being
pursued in attempts to decarbonize civil aviation, which is very challenging due the technical
constraints of commercial flight. Hydrogen has been considered as a fuel over the decades but has
recently been re-proposed as a possible solution by Airbus, with a caveat that the hydrogen would
need to be produced from renewable electricity to net an environmental benefit. Currently, most
hydrogen in the world is produced from natural gas and coal. There are no recent comprehensive

studies on the potential environmental and human health benefits and tradeoffs of transitioning
from a fleet powered by conventional petroleum jet fuel to one powered by hydrogen combustion.
Therefore, this study is a comprehensive, comparative Well-to-Wake LCA. The use of capital assets
are of course included throughout the life cycle; the assets drive the relative performance of some
hydrogen production pathways. Many forms of uncertainty are captured in a simulation model,
and influential parameters are identified. Recommendations are provided on critical areas for
further study necessary to determine whether and under what scenarios to initiate a shift to
hydrogen-powered aviation.
This dissertation addresses several aspects of environmental assessments of capital-intensive
product systems. The tools of IE have been shown to be effective for distilling key metrics for
comparison between nations and product systems. Though the chapters do not build upon each
other linearly, they overlap, and each help fill in different pieces of the same sustainability puzzle.
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Introduction
Motivation
UN Sustainable Development Goals and Industrial Ecology
In 2018, industrial ecologists convened at a Gordon Research Conference, framed around
the theme of “The Role of Industrial Ecology in Reaching the Sustainable Development Goals”.
Unanimously adopted by UN member nations in 2015, the UN Sustainable Development Goals
(SDGs) have set out a bold vision to advance global society on multiple dimensions by the year
2030. The 17 interlinking goals tackle key issues of human wellbeing such as hunger, poverty, and
clean water while ensuring that we reduce damage to the environment. Some of these goals are
primarily synergistic; for example, clean water (SDG6) will support good health (SDG3), and
quality education (SDG4) can enable decent work (SDG8). However, there are clear tradeoffs
between the goals to be aware of. For instance, reducing hunger requires production and
distribution of more food and reducing poverty requires improving peoples’ material wellbeing—
while absolutely critical, both activities will require more processing of materials from nature into
food and goods. Therefore, the goal for responsible consumption and production (SDG12) has
more tradeoffs with other goals than it does synergies (Pradhan et al. 2017).
The field of industrial ecology (IE) has emerged in recent decades, and its relatively young
methods are constantly evolving. The tools of industrial ecology (IE) enable the assessment of
environmental and social characteristics of existing and prospective product systems. These
assessments can provide insight on opportunities for improvement, and raise warnings when things
seem to be trending in the wrong direction. The systems-perspective of IE acknowledges the hazard
if focus is only placed on one aspect of a supply chain, on one impact metric, or on just the
processes that are easier to quantify. Such limited framing can lead to situations where the activity
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at hand is improved, but adverse impacts are generated in the areas out of focus as a consequence.
Therefore, IE tools can be used to provide deeper insight into many of the SDGs, helping guide
policies and actions toward the ambitious targets (Chertow et al. 2020). In this work, we apply and
innovate upon three essential IE tools: environmentally-extended input-output analysis (EEIO),
material flow assessment (MFA), and life cycle assessment (LCA).

Capital Assets and Sustainable Development Goals
What are capital assets? The underground utilities that convey natural gas, electricity,
internet, water, and sewage to our homes and offices. The runways, aircrafts, warehouses, conveyor
belts, delivery trucks, and roads needed to quickly bring packages to our doorsteps. The scientific
research facilities that produce software running in the background of our computers to prevent
viruses, and the research facilities that produce vaccines to try to protect the population during a
pandemic. The ample mail sorting machinery that ensures the absentee ballot will arrive at the
polls before the deadline. These are examples of capital assets that those of us living in the
developed world tend to take for granted, often only realizing how much we rely on them when
something stops working properly.
Reliable capital assets are clearly critical for smooth provision of services. The US has
invested around 22% of its GDP annually in capital assets (Chapter 1). Part of SDG9 aims to
further build resilient infrastructure and promote “sustainable industrialization”, with a focus on
developing countries. The build-up of these capital assets will be necessary to support adjacent
goals of sustainable and resilient cities (SDG11) and economic growth (SDG8). The production of
capital assets themselves creates decent employment, another focus of SDG8.
The benefits of capital assets come with a cost. Around a quarter of global greenhouse gas
emissions in 2007 were due to creation of capital assets (Södersten et al. 2018). While building up
infrastructure and growing economies, SDG12 aims to concurrently achieve “sustainable
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management and efficient use of natural resources”, as indicated by the material footprint metric,
and SDG target 8.4 aims to decouple this resource use from the growth. Advanced tools are
needed to help monitor this and other SDG targets. Imagine the volumes of raw materials,
manufactured parts, and energy needed to produce a new bridge, a new aircraft, a new hospital, a
new skyscraper, a new server farm. Now imagine how many such assets will be needed to support
the globally expanding and increasingly affluent population, growing from 7.79 billion people in
2020 to reach around 8.55 billion in 2030, and 9.74 billion in 2050 (UN 2019). Given the
massive stocks of capital assets and flows used to expand and maintain them, this is a critical area
for study.
Considering the environmental intensity of creating capital assets, it is important to
incorporate the use of these assets by their investors in production processes, especially when
comparing environmental impacts of alternative product systems. Simply put, a product is not the
sum of its material inputs—a computer does not emerge fully formed in a field from a pile of raw
materials! Factories, power plants, research and development, and high-tech machinery are among
the capital assets that play a role. For some product systems with relatively few input flows, these
capital assets can comprise a considerable portion of their overall embodied impact.
Environmental accounting is complicated, though, since the investment in capital takes place at a
point in time, while its use stretches out over years to aid in production of myriad products.
In order to avert the worst climate change outcomes and slow the progress of other
concurrent environmental crises, product systems across the board will need to advance
technologically to improve their environmental efficiency. Considering capital-intensive product
systems, the expense and long lifespan ties the investor to the asset for an extended period of time.
Therefore, before making large scale investments in seemingly promising innovations in assets like
infrastructure and vehicles, it is important to carefully assess the relative environmental and human
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health benefits and tradeoffs. Assessments that are limited in scope may lead to misguided
decisions.

Objectives & Organization
This work addresses several aspects of environmental assessments of capital-intensive
product systems. Though the chapters do not build upon each other linearly, they have some
overlap, and each help fill in different pieces of the same sustainability puzzle.
The first chapter addresses a gap in the US EEIO model by carefully endogenizing the use
of capital assets. The US EEIO model is a powerful tool developed by the US EPA to analyze
environmental impacts of creating around 400 goods and services in the US economy. Due to the
accounting structure inherent in EEIO models, the investment in capital assets is considered
separately from the exchanges of consumable goods and services between producing sectors.
Therefore, analyses performed using the original model underestimated the environmental impact
of producing a final product since it did not allocate the impact of creating a fraction of the capital
assets. The updated model overcomes this shortcoming, though some uncertainty is introduced
due to data reliability.
The second chapter is focused on metal footprints, with an emphasis on metal in capital
assets. The approach combines multi-regional EEIO analysis with MFA. Existing metal footprints
trace the gross ore from the source to the end product and final consumer. However, the gross ore
is mostly comprised of rock; only a fraction is the desired metal, and the remainder does not
continue along the supply chain. Given the high variation in the ore grade fractions between types
of metals, the metal footprint calculated based on the ore differs substantially from that calculated
based on the valuable metal contained in the ore. In this work, we develop and demonstrate an
approach to trace the valuable metal from the source through the supply chain and compare results
with the typical approach. We estimate these metal contained footprints with and without the
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capital assets endogenized in the multi-regional EEIO model, analyze drivers of change over time,
and observe national trends. We also compare the environmental impacts of producing these
metals.
The third chapter pivots to a case study of a specific innovative product system: commercial
aircraft powered by liquid hydrogen combustion. A variety of strategies are being pursued in
attempts to decarbonize civil aviation, which is very challenging due to the technical constraints of
commercial flight. Hydrogen has been considered as a fuel over the decades, but has recently been
re-proposed as a possible solution by Airbus. Their caveat is that the hydrogen would need to be
produced from renewable electricity to net an environmental benefit; most hydrogen in the world
is currently produced via reformation of natural gas. There are no recent comprehensive studies on
the potential environmental and human health benefits and tradeoffs of transitioning from a fleet
powered by conventional petroleum jet fuel to one powered by hydrogen. Therefore, in this study
we perform a comprehensive, comparative Well-to-Wake LCA. Of course, we include the use of
capital assets throughout the life cycle; in some cases the assets drive the relative environmental
performance of hydrogen production pathways. We intentionally capture many forms of
uncertainty in a simulation model, and identify key parameters driving the variation. We finally
recommend critical areas for further study necessary to conclude whether and under what scenarios
to initiate a shift to hydrogen-powered aviation.
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Summary
Each year, businesses, governments, and homeowners in the United States (US) invest
around one-fifth of gross domestic product into the creation of capital assets such as buildings,
machinery, and software to enable production and consumption. The use of capital is typically
included to some extent in environmental life cycle assessments of goods and services but is not
incorporated into most environmentally-extended input-output (EEIO) models, including the US
Environmental Protection Agency’s USEEIO. Capital assets are typically created in years prior to
their use, so a challenge lies in distributing the impacts of their creation over time. In this work, a
highly detailed capital flow matrix approach is followed to distribute the use of fixed capital assets
to consuming industries. Data from the US Bureau of Economic Analysis’s Fixed Asset Accounts
is merged with its Industry Accounts data by the creation of concordance tables. Public highways
and streets are partially reallocated to industries operating vehicles. The resulting capital use matrix
is later combined into a modified USEEIO. “Housing” is found to be the largest consumer of fixed
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assets, followed by general government, fossil fuel extraction, and financial industries involved in
leasing. Construction, vehicles, and machinery are mostly used by industries in the form of capital
assets. The share of fixed assets types used is consistent with expectations: industries like housing
are dominated by structures, transport and healthcare by equipment, and management by IPP.

Introduction
Significance of Capital
Capital enables commercial production of goods and services, facilitates government
operations, and houses and moves the population. This capital is comprised of a diverse set of
fixed assets (FAs), from power plants to trucks, pipes to sewing machines, and courthouses to
software. Creating capital assets requires significant investments and produces substantial
environmental impacts— 24% both of global final demand and greenhouse gas emissions in 2007
(Södersten et al. 2018).
In the United States (US) during its involvement in WWII (1941-1945), private investment
was deferred in favor of military build-up. Since then, the percentage of the gross domestic product
(GDP) put towards total investment in FAs has fluctuated around 22% as shown in Figure 1(a).
The US Bureau of Economic Analysis (BEA) maintains fixed asset accounts (FAA) in addition to
GDP accounts. In the time series of fixed asset shares of GDP shown below, private and
government investors are distinguished, as well as residential and nonresidential asset categories,
and three asset types: intellectual property products (IPP), structures, and equipment (see Appendix
for hierarchy).
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Figure 1: (a) US investment in fixed assets (FAs) as a fraction of GDP, both valued in current-cost. Distinguished by government
(Govt) versus private investors, residential (Res) versus nonresidential (Nonres) asset categories, and asset types: intellectual
property products (IPP), structures, and equipment. (b) Ratio of net investment (investment less depreciation in a given year) to
investment, both valued in current-cost. The ratio is negative in years that assets depreciate faster than they are replaced. Some
values extend beyond figure limits. Data sources: (US BEA 2018a, 2018b, 2018c)

FAs are used for an extended period and depreciate each year. Some of the new
investment effectively maintains the stock of assets by replacing what has depreciated, while the
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excess investment expands the stock. The net investment measures the difference in annual
investment and depreciation. If the ratio of net investment to investment is negative it represents
that depreciation is outpacing investment. This was the case for private investment during the
Great Depression in the 1930s and during WWII (Fig. 1b). The dip in the government
nonresidential ratio after WWII suggests that the government investment in military equipment
was not maintained. Post-WWII, the ratio for residential assets tends to exceed that of
nonresidential assets, except for the burst of the housing bubble during the 2008 financial crisis.

The inclusion of capital in LCA
Environmentally-extended input-output (EEIO) tables have long been used to determine
the life cycle environmental impacts of average products (Bullard and Herendeen 1975;
Hendrickson et al. 1998) and the environmental footprints of consumption (Herendeen and
Tanaka 1976). While conventional process-based life cycle assessment (LCA) has been criticized for
containing cut-off errors because it does not describe the complete economy, input-output based
life cycle assessments often neglect the use of capital and associated environmental impacts (Lenzen
2000; Lenzen and Treloar 2004). One popular LCA database, ecoinvent, incorporates
infrastructure such as the construction of factories and production of vehicles into downstream
activities such as manufacturing and transport (Althaus et al. 2005). This approach is suitable
when describing a typical or ongoing process, as it assigns partial responsibility for the
environmental impacts associated with the creation of capital assets to the consumers of the
downstream goods and services. Frischknecht et al. (2007) argue for the inclusion of capital goods
in LCA, finding that their contribution to the environmental impact of ecoinvent processes varies
considerably, with processes such as renewable energy being dominated by capital and others like
metal processing marginally affected. Chester and Horvath (2009) demonstrate the importance of
capturing infrastructure in LCA of passenger transportation. They describe that infrastructure is
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relatively more important for rail versus air due to more extensive infrastructure requirements and
lower operational energy requirements, and that road and highway construction has large energy
implications for cars on a per passenger-km basis.
LCAs conducted to inform specific, prospective decisions may elect to exclude impacts of
pre-existing capital assets, considering the impacts of their production to be “sunk”. For instance,
imagine a city with only buses wishing to consider comparative environmental impacts in its
upcoming public transit investment decision. The road system already exists, and its initial
construction could be excluded from the analysis, but the infrastructure for light rail does not and
therefore should be included. There may hence be applications of LCA where certain types of
capital are selectively included or excluded.

Distribution of capital asset impacts
Diewert (2005) states that the fundamental problem of accounting lies in distributing the
initial purchase cost of a capital asset over its useful life. We describe several approaches to this
problem, substituting initial environmental impact for purchase cost.
In attributional LCAs, datasets are designed to be applicable to a general situation. In
ecoinvent, whole units of capital assets are allocated uniformly across their outputs (Althaus et al.
2005). For instance, if a metal working factory is expected to produce 2.18x109 kg of products
across its 50 year lifetime, then each kg of metal product is allocated the inverse, 4.58 x10-9, of the
impact associated with construction of the metal working factory (Steiner and Frischknecht 2007).
In EEIO approaches, environmental impacts specific to consumption of products in a
particular region and year are assessed. In input-output (IO) tables, investment in capital is
included in the final demand categories. Most EEIO analyses exclude the contribution of capital
assets created in prior years to production in a given year. When capital is endogenized as an input
to production instead, care must be taken during subsequent analyses over a time series to adjust
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the final demand categories, since continuing to include the gross fixed capital formation (GFCF)
within them would upset the economic balances on which an IO table is based.
Previous efforts to endogenize capital used one of two methods discussed by Lenzen and
Treloar (2004). Their augmentation method creates a homogenous capital sector consumed
according to each industry’s GFCF for the given year. Their flow matrix method uses a capital
input matrix in the same dimensions of the IO table to assign GFCF of specific types of capital to
the appropriate consuming sectors. The latter method requires more data but overcomes the
limitations of assuming a homogenous capital product consumed by each industry group. Chen et
al. (2018) applied the augmentation approach to the World Input-Output Database multi-region
(MRIO) model but keep track of the year in which capital is formed. Hertwich and Wood (2018)
modified the augmentation approach by assigning consumption of a homogenous sector according
to consumption of fixed capital (CFC) rather than GFCF. Following the flow matrix method
instead, both Suh (2005) and Weber and Matthews (2008) took advantage of the BEA’s capital flow
tables (CFT) for their analyses. Unfortunately, the most recent BEA CFT is for the year 1997.
While the original flow matrix approach addresses the homogeneity assumption of capital
goods, it has two shortcomings. The first is the assumption that the level of GFCF exactly
compensates the capital consumption, ignoring annual fluctuations in the formation and net
accumulation of capital. If both the magnitude and composition of the capital flow matrix are
steady over time, using this years’ production patterns could be a reasonable approximation. If,
however, capital formation is unsteady (see Appendix), this approach would result in erratically
fluctuating environmental impacts. For instance in Figure 2, comparing the computer and
electronic products industry’s investment in structures to its total industry output demonstrates
that with this approach much more capital would be associated with production in 2001 than in
2003 due to the larger relative investment that year; a product made in 2001 would be burdened
with more environmental impact than one made in 2003. In reality, production in both years
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would involve structures created in prior years, and the difference between them should be less
stark. Södersten et al. (2018) address this shortcoming by modifying the flow matrix method; they
use CFC matrices from a multinational EU KLEMS database (Jäger 2016) instead of GFCF
matrices to endogenize capital in the EXIOBASE MRIO. A key limitation to these KLEMS (Kcapital, L-labor, E-energy, M-materials, S-purchased services) CFC matrices are their high level of
aggregation, with only 8 types of assets and 32 industry categories.

Investment / Total Industry Output

2.0%

1.5%

Other commercial
Wind and solar
Electric

1.0%

Warehouses
Office
Manufacturing

0.5%

0.0%

Year
Figure 2: US Consumer and Electronic Products industry’s investment in key types of structures relative to total industry output,
both valued in current-cost. Calculated from (US BEA 2018d, 2018g) .

The second shortcoming of existing flow matrix approaches is the use of current year
technologies to describe FAs previously created but used in the current year. The timing of capital
production matters since associated environmental impacts trend over time. This work, along with
prior studies, assumes that the capital used in year 𝜃𝜃 is created under the same technological

conditions as that of year 𝜃𝜃. This is akin to a “carbon replacement value” (Müller et al. 2013).

Addressing this shortcoming, Pauliuk et al. (2014) describe a mathematical framework for dynamic
IO, LCA, and material flow analysis (MFA) that can account for the use of specific vintages of
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capital in a specific year; this framework has not yet been implemented due to the extensive data
requirement of such modeling.

Objective
In this work, we update and enhance the prior capital flow matrix methods for EEIO in
the US, enabling capital endogenization which is more up-to-date, detailed, and reflective of actual
sectoral capital consumption than anything existing in the literature. We describe the methods
developed to endogenize capital consumption in the detailed USEEIO model for the years 2007
and 2012. We enable the distribution of environmental impact of capital formation based on the
depreciation of that capital in a given year, rather than the investment in that year, following
Södersten et al. (2018). To demonstrate the advantage of using more detailed depreciation data, we
compare outcomes using CFC data from BEA with the more aggregated KLEMS matrices. Once
this process is complete, the modified USEEIO table can be used to estimate the environmental
impacts of consumption inclusive of the capital assets used in production and to calculate the
contribution of capital assets to total impacts.

Methods
USEEIO
The USEEIO was developed to support the US Environmental Protection Agency’s (EPA)
sustainable material management goals (Yang et al. 2017). EPA had evaluated three pre-existing
EEIO datasets for the US but found none satisfied the criteria of transparent, reproducible, open,
and temporally relevant. The major complexity lay in creating the satellite tables which associate
reported direct environmental impacts with detailed industry groups (DIG). As the USEEIO is a
single-region model, it employs the domestic technology assumption, which assumes the same
supply chain and environmental impact per dollar for domestic products and imported products.
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For products such as energy-intensive imports from countries with a relatively more emissionsintensive energy supply systems, this will result in an underestimate of impacts.
The current version of the USEEIO is based on the 2007 benchmark detailed Make and
Use tables in producers’ value provided by the BEA, which were the most recent detailed tables at
the time (Wang and Miller 2017). As the BEA recently released 2012 benchmark tables and
updated the 2007 versions to the new, more detailed, industry group classification; this work
incorporates these new tables. To create the IO table, an industry technology construct was used,
which assumes that all commodities produced by an industry have the same input structure; we will
follow that same assumption here. In Equation 1 from Miller and Blair (2009, 207), 𝑨𝑨 is the

commodities-by-commodities direct input requirements or technical coefficients matrix, 𝑼𝑼 is the
commodities-by-industries use matrix, 𝒙𝒙 is the total industry output vector, 𝑽𝑽 is the industries-by-

commodities make matrix, 𝒒𝒒 is the total commodity output vector, 𝑩𝑩 is the normalized use matrix,

and 𝑫𝑫 is the normalized make matrix. See Appendix for List of Variables.

Equation 1

�−1 𝑽𝑽𝒒𝒒
�−1 = 𝑩𝑩𝑩𝑩
𝑨𝑨 = 𝑼𝑼𝒙𝒙

Consumption of Fixed Capital
In this work, the life cycle impacts of capital assets are distributed based on the value of the
service they provide in a given year. The BEA considers CFC to be synonymous with depreciation,
and states that as “a cost incurred in the production of GDP, CFC reflects the use of private and
government FAs located in the United States, and is defined as the decline in the value of the stock
of assets due to wear and tear, obsolescence, accidental damage, and aging” (US BEA 2003).
We assume that the value of capital services to the owner is equivalent to the asset’s
depreciation for a given year 𝜃𝜃. Hulten and Wykoff (1981) relate the value of capital services to the
present value of returns obtained by “renting” the capital to other users or oneself. They also

describe that economic depreciation is the difference in value between an asset of age 𝑎𝑎 and an
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asset a year younger, age 𝑎𝑎 − 1, accounting for inflation. Still, they note that the depreciation

profile often does not align with the decline in the physical efficiency of an asset.

Geometric depreciation rates estimated by Hulten and Wykoff (1981) form the basis of
most BEA estimates. Since the rates were estimated decades ago, they should be updated in future
work to improve accuracy. Exceptions are autos and computer equipment, which are derived by the
BEA from used asset prices in resale markets (US BEA 2003).

Preparation of CFC matrix
These methods will primarily describe the approach using CFC data from BEA and later
return to a related approach using KLEMS matrices. There are two main steps in the process to
endogenize capital in the USEEIO for a given year. The first and most intensive step is the
preparation of the CFC use matrix, 𝑼𝑼𝐾𝐾 . The second step simply converts the 𝑼𝑼𝐾𝐾 matrix into the

𝑨𝑨𝐾𝐾 direct inputs requirements matrix, by replacing 𝑼𝑼 with 𝑼𝑼𝐾𝐾 in Equation 1. 𝑨𝑨𝐾𝐾 is then added to
the original 𝑨𝑨 matrix and used for environmental impact calculations, as described in Berrill et al.
(2020).

The 𝑼𝑼𝐾𝐾 matrix will allocate some of an industry’s investment in a capital asset from prior

years i to the year of interest 𝜃𝜃 (see Appendix). Here, 𝜃𝜃 is either 2007 or 2012, since the tables are

based on detailed benchmark data. The dimensions of 𝑼𝑼𝐾𝐾 align with the detailed 𝑼𝑼: 405

commodity DIGs 𝜒𝜒 by 405 industry DIGs 𝜄𝜄 in producers’ value. Two versions of the matrix are

created. The intermediate 𝑼𝑼𝐾𝐾∗ matrix allocates FAs based on the depreciation of the assets that an
industry invested in. 𝑼𝑼𝐾𝐾∗ is then modified to create the final 𝑼𝑼𝐾𝐾 matrix which re-allocates some
government-owned assets to the industries which use them.

BEA data
To create the CFC matrices, we rely heavily on BEA data. The ideal dataset would provide
annual CFTs with the annual investment by each 𝜄𝜄 into FAs represented by 𝜒𝜒. Combining that
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time series with depreciation rates would allow for estimation of CFC of each of the FAs owned by
each of the industries. As mentioned, the seventh and latest BEA CFT was published in 1997; it
contains 123 industries and 180 FAs, both of which use an outdated classification system. We
sought to use more recent and relevant time series data. The BEA maintains several interdependent
accounts relevant to this work (US BEA 2018e, 2003, 2016a):
•

Industry accounts
o

Periodic detailed benchmark and annual aggregated IO tables in producers’ value since
1947, with several changes in industry aggregation and classification over time

o
o

Margins tables 𝑷𝑷 with details on trade and transport margins for benchmark years

Investment in FAs is provided in several final demand categories 𝒀𝒀𝐾𝐾 of the IO Use table,

as shown in Table 1.
•

Fixed asset accounts (FAA)
o

Detailed (less reliable than aggregates) annual data since 1901 for investment 𝑯𝑯, CFC

o

𝑯𝑯𝐾𝐾 , and net stocks of FAs ℎ in purchasers’ value. The investment data tables are CFTs.

o

Separate tables for each investor class: nonresidential private, residential private, and

FA general categories of structures, equipment, and IPP.

government. FA types within general categories vary by investor class table.
•

National income and product accounts (NIPA)
o

Data available since 1929 on the “value and composition of national output and the
types of incomes generated in its production”

o

NIPA investment totals tend to align with IO investment totals in purchasers’ values

o

Due to accounting choices, the estimate of FA investment by NIPA and IO sometimes
differs from the FAA, so the BEA provides explanatory relationship tables
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The categorization of FA types differs between BEA accounts. For instance, the IO DIG
commodity “Electronic computer manufacturing” is one of five that fall under the NIPA
“Computers and peripheral equipment” equipment category, which is split into eight FAA
categories. Fortunately, the BEA provides an IO/NIPA concordance table for private equipment
(“PEQ Bridge”) which is a helpful start in this case (US BEA 2018f). For all other cases, the
IO/FAA concordances must be approximated. In another example, the IO DIG commodity
“Scientific research and development services” covers 17 FAA categories, but is spread over only 11
NIPA categories. Therefore, the bulk of the effort in creating the CFC matrices is spent on
creating and applying concordance tables between IO DIGs and FAs and adjusting for valuation as
described in the next section.
Table 1: Final demand investment categories 𝒀𝒀𝐾𝐾 in the USEEIO Use table

Investor class

Nonresidential
Private
Residential Private

Government

#
1
2
3
4
5
6
7
8
9
10
11
12
13

Final demand investment 𝒀𝒀𝑲𝑲 categories
Nonresidential private fixed investment in structures
Nonresidential private fixed investment in equipment
Nonresidential private fixed investment in IPP
Residential private fixed investment
Federal national defense: Gross investment in structures
Federal national defense: Gross investment in equipment
Federal national defense: Gross investment in IPP
Federal nondefense: Gross investment in structures
Federal nondefense: Gross investment in equipment
Federal nondefense: Gross investment in IPP
State and local: Gross investment in structures
State and local: Gross investment in equipment
State and local: Gross investment in IPP

Note: 𝒀𝒀𝐾𝐾 = final demand investment, USEEIO = US Environmentally Extended Input-Output

Calculation approach

The process of combining BEA data to create the CFC matrices is diagrammed in Figure 3.
The structure of the FAA tables differs by investor class, and the FA types differ within each FA
general category (IPP, equipment, and structures).
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Figure 3: Overall approach for construction of the 𝑼𝑼𝐾𝐾 matrix in three steps. (a) Construction of IO CFC table in producers’ value

for each of the 13 final demand investment categories in Table 1. Rectangles indicate created tables, while rounded rectangles

indicate BEA tables. (b) Combination of the 13 tables into the 𝑼𝑼𝐾𝐾∗ matrix (c) Conversion of 𝑼𝑼𝐾𝐾∗ to 𝑼𝑼𝐾𝐾 by reallocating Highways
& Streets.

Note: IO = Input-Output, CFC = Consumption of Fixed Capital, DIG = Detailed industry group, SIG = Summary industry group,
FAA = Fixed Asset Accounts, BEA = US Bureau of Economic Analysis, 𝑼𝑼= commodities-by-industries use matrix,
𝑼𝑼𝐾𝐾∗ = intermediate CFC use matrix, 𝑼𝑼𝐾𝐾 = final CFC use matrix
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Therefore, in step (a) CFC tables are created for each of the 13 final demand investment
𝒀𝒀𝐾𝐾 categories in the format of the detailed 𝑼𝑼 in producers’ value. Next in step (b), these 13 tables
are combined to create the 𝑼𝑼𝐾𝐾∗ matrix. Then in step (c), modifications to the highway & streets

allocation are made to create the final 𝑼𝑼𝐾𝐾 matrix. This is then converted into a technical coefficient

matrix 𝑨𝑨𝐾𝐾 . Since detailed IO data is now available for 2007 and 2012, the approach is followed for
both years.
(a)

Create a detailed CFC table for each final demand investment category
In Figure 3(a), sub-steps i and ii focus on the rows of the 𝑼𝑼𝐾𝐾∗ matrix by associating assets

with detailed commodities and converting from purchasers’ to producers’ value. The next sub-step
iii applies CFC data, and the last sub-step iv addresses the columns of 𝑼𝑼𝐾𝐾∗ by spreading the CFC to

detailed investors. While the specific BEA tables used for each of the investor classes vary, the basic
approach described below is followed for each of the three classes across the 13 𝒀𝒀𝐾𝐾 categories.

i.

Create IO-FAA commodity concordance in purchasers’ value

In order to utilize industry-specific FA data in the FAA, concordances are needed as a
bridge to commodities in the IO data. Ideally, a concordance could be built directly between IO
and FAA CFC data. CFC is not explicit in IO data; it is only included as a component of gross
operating surplus (GOS) in the value added matrix. Therefore, we approximate concordances
between the total investment in IO DIG commodities 𝜒𝜒 and the total investment in FAA FAs ℎ as
described below. We assume the concordances apply to total CFC as well, which is a limitation to
the method since CFC is influenced by prior investments; it would only be precisely correct if the
investment concordance was the same for all prior years. Still, we think it is a reasonable
approximation for these years since the structure of the economy changes slowly (Yang et al. 2017)
and recent investments influence CFC more than older ones due to use of geometric depreciation
rates.
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�𝛼𝛼𝝌𝝌 × ℎ involved comparing investment
The manual creation of IO-FAA concordance tables 𝑪𝑪

in IO DIG commodities 𝜒𝜒 to relevant FA investment ℎ in purchasers’ value 𝛼𝛼 for the same year.

We assume that “Scrap”, “Used and secondhand goods”, “Noncomparable imports”, and

“Rest of world adjustment” commodities do not produce any FA; Yang et al. (2017) removed these
four from their model. For a straightforward example with 2012 data, in the 𝒀𝒀𝐾𝐾 category

Nonresidential private fixed investment in structures, the 𝜒𝜒 “Health care structures” ($35.4B) is linked to

three ℎ: “Hospitals” ($23.9B), “Special care” ($4.3B), and “Medical buildings” ($7.2B). In other

cases, the BEA “PEQ Bridge” for Nonresidential private fixed investment in equipment indicates that
there is often a many-to-many IO-FAA relationship. For instance, the 𝜒𝜒 “Irradiation apparatus
manufacturing” is linked to two ℎ “Medical equipment and instruments” and “Nonmedical

instruments”, which are both comprised of additional commodities 𝜒𝜒 as well. It is not always

possible to create an exact many-to-many concordance for the other 𝒀𝒀𝐾𝐾 categories, so several
matches required judgement and estimation.

ii.

Convert from purchasers’ to producers’ value
Matrices in producers’ value are preferred over purchasers’ for EEIO because they

distinguish the impact of trade and transport margins from production. A 𝑼𝑼 matrix in purchasers’

value 𝛼𝛼 captures the industry inputs based on payment by the industry for the commodity, while a

𝑼𝑼 matrix in producers’ value 𝛽𝛽 disaggregates this payment into the revenue earned by the producer
of the commodity and the revenue earned by the transport, wholesale, and retail margin services

between production and sale. The difference in valuations is most pronounced for equipment as
margins are almost negligible for structures and IPP due to the nature of the assets. Details on the
calculation approach using transformation matrices are provided in the Appendix. The result is
� 𝛽𝛽
𝑪𝑪
𝜒𝜒 × ℎ , an intermediate concordance matrix in producers’ value that assigns the fraction of each
FA ℎ that goes to each commodity 𝜒𝜒.
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iii.

Apply commodity concordance to CFC data
Having created concordance tables based on investment data, they are now applied to CFC

data. In Equation 2, the IO-FAA concordance tables created in producers’ value are multiplied by
FAA CFC data; 𝑯𝑯𝐾𝐾
ℎ × 𝜎𝜎 represents the use of different FA ℎ by each industry. The aggregation of

the detailed investor industries 𝜄𝜄 to summary industry groups (SIGs) 𝜎𝜎 in these tables varies by

investor class: there are 63 𝜎𝜎 in the nonresidential private class, the only 𝜎𝜎 in the residential private
class is equivelant to the “Housing” 𝜄𝜄, and there are three hierarchical categories of the government
investor class (see Table 1).

Equation 2
𝐾𝐾
� 𝛽𝛽
𝑼𝑼𝐾𝐾∗
𝜒𝜒 × 𝜎𝜎 = 𝑪𝑪𝜒𝜒 × ℎ ∙ 𝑯𝑯ℎ × 𝜎𝜎

iv.

Allocate CFC from aggregate investors to DIGs
To arrive at the desired 𝜒𝜒 × 𝜄𝜄 matrix, the final task before combining the CFC matrices is

to allocate the CFC from the aggregate summary investors 𝜎𝜎 to the detailed investors 𝜄𝜄. This is

straightforward for the residential private investor class with its sole investor. Separate procedures
are followed for the nonresidential private and government classes.
For the nonresidential private investor class, a proxy for detailed CFC data is used. As
mentioned above, IO CFC data per industry is only available at the more aggregated SIG level; this
aggregated data is also available in the FAA and does not provide additional information. In the
detailed value added matrix, the GOS vector 𝒈𝒈 𝜄𝜄 is the sum of CFC and net operating surplus,

which is a profits-like measure (US BEA 2016b). The GOS is used here as a proxy to

proportionally allocate CFC from SIG industries to DIG industries. First, the GOS vector is
transformed into a SIG x DIG matrix 𝑮𝑮𝜎𝜎×𝜄𝜄 using the hierarchical classificaiton of DIGs within

SIGs. Sums per SIG are taken in Equation 3, and the GOS matrix is then normalized by these

sums, as shown in Equation 4. The normalized matrix determines how much of each SIG’s CFC
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will be allocated to each DIG industry. Applying this matrix to the aggregated intermediate CFC
matrix arrives at the intermediate CFC matrix in the proper dimensions in Equation 5.
Equation 3

𝒈𝒈𝜎𝜎 = � 𝑮𝑮𝜎𝜎×𝜄𝜄
𝜄𝜄

Equation 4

������
�𝜎𝜎 −𝟏𝟏 ∙ 𝒈𝒈𝜎𝜎×𝜄𝜄
𝑮𝑮𝜎𝜎×𝜄𝜄 = 𝒈𝒈
Equation 5

𝐾𝐾∗
������
𝑼𝑼𝐾𝐾∗
𝜒𝜒 ×𝜄𝜄 = 𝑼𝑼𝜒𝜒 × 𝜎𝜎 ∙ 𝑮𝑮𝜎𝜎×𝜄𝜄

Allocating CFC to DIGs in the government investor class is not as clear-cut due to complex

classifications. There are nine DIGs representing government investors, and three aggregated
government investors in the FAA tables. The DIG “Federal general government (defense)” maps
directly to “Federal: National defense” in the FAA. Of the eight remaining DIGs, four map to
“Federal: Nondefense” and four map to “State and Local” in the FAA. In each group of four
DIGs, one pertains to general government, and the other three pertain to government enterprises.
The BEA graciously provided us a custom classification of each line of the FAA table as “general
government”, “government enterprise”, or “mix of both” (Miller and Bennett 2017). Addenda to
the government FAA tables provide overall totals of general government and government enterprise
per asset type. The lines classified as “mix of both” were allocated proportionally using the
addenda totals. To further allocate the government enterprise CFC to DIGs, a modified GOS
approach (see Equation 3 -Equation 5) was used in combination with best judgement. For
instance, 100% of the federal nondefense power structures was first assigned to the DIG “Federal
electric utilities” before allocating the remaining CFC proportional to GOS.
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(b)

Create an intermediate detailed CFC combining all 𝒀𝒀𝑲𝑲 categories

𝐾𝐾
This step simply involves summing the 13 𝑼𝑼𝐾𝐾∗
𝜒𝜒 ×𝜄𝜄 matrices created for each 𝒀𝒀 category.

The resulting matrix approximately allocates CFC in producers’ prices based on investment. This
could be the final matrix, but we chose to address a further issue of asset use versus investment,
described in the next section.
(c)

Create the final detailed CFC by re-allocating Highways & Streets
State and Local governments are the predominant investors in, but not the predominant

users of, the DIG “Transportation structures and highways and streets” (TSHS, denoted by 𝜓𝜓).

Some industries also invest in private roads and parking lots. In the Use table 𝑼𝑼, the only

consumer of “State and local general government” is the final demand category “State and local
government consumption expenditures”. Therefore, although public TSHS have many users, most
users are not burdened by the impact of creating them. The final 𝑼𝑼𝐾𝐾
𝜒𝜒 ×𝜄𝜄 matrix differs from the

intermediate 𝑼𝑼𝐾𝐾∗
𝜒𝜒 ×𝜄𝜄 matrix in that public TSHS are partially allocated to industries driving vehicles

and using the roads. Households also use public TSHS; here, the household share is allocated to
State and Local governments, lacking a clear mechanism to allocate it to personal consumption
expenditure (PCE) and recognizing that there are other government-owned assets intended for
household use such as educational and healthcare structures.

For methodological consistency, the proportion of CFC from vehicle assets, denoted by 𝛾𝛾,

across industries in purchasers’ value 𝛼𝛼 is used to allocate the industrial CFC for TSHS. The five
γ

vehicle 𝜒𝜒 𝛾𝛾 are marked in a binary concordance vector 𝒄𝒄�𝜒𝜒 : “Automobile manufacturing”, “Light

truck and utility vehicle manufacturing”, “Heavy duty truck manufacturing”, “Motor vehicle body
manufacturing”, and “Truck trailer manufacturing”. For each of the four equipment 𝒀𝒀𝐾𝐾 categories
(#2, #6, #9, and #12 in Table 1), the FAA data in purchasers’ value is converted to commodity

� 𝛼𝛼𝜒𝜒 × ℎ in Equation 6, which parallels Equation 2. The CFC is then allocated from
DIGs using 𝑪𝑪
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aggregate investor industries to DIGs 𝜄𝜄 following the same approach described for CFC in

producers’ value in Equation 5, as Equation 7 demonstrates for the nonresidential private class.
𝐾𝐾,𝛼𝛼,𝛾𝛾

The sum of vehicle CFC for each industry 𝒖𝒖𝜄𝜄

is found in Equation 8 by applying the binary

concordance.
Equation 6

𝐾𝐾
� 𝛼𝛼
𝑼𝑼𝐾𝐾,𝛼𝛼
𝜒𝜒 × 𝜎𝜎 = 𝑪𝑪𝜒𝜒 × ℎ ∙ 𝑯𝑯ℎ × 𝜎𝜎

Equation 7

𝐾𝐾𝐾𝐾
������
𝑼𝑼𝐾𝐾,𝛼𝛼
𝜒𝜒 ×𝜄𝜄 = 𝑼𝑼𝜒𝜒 × 𝜎𝜎 ∙ 𝑮𝑮𝜎𝜎×𝜄𝜄

Equation 8
𝐾𝐾,𝛼𝛼,𝛾𝛾

𝒖𝒖𝜄𝜄

γ

= 𝒄𝒄�𝜒𝜒 ∙ 𝑼𝑼𝐾𝐾,𝛼𝛼
𝜒𝜒 ×𝜄𝜄

To capture the household, 𝜆𝜆, share of vehicle CFC, the vector 𝒉𝒉𝐾𝐾 of consumer durable

goods (CDG) data within the FAA 𝑯𝑯𝐾𝐾 is used (US BEA 2017). Note that in final demand,

household vehicle and other CDG purchasers are part of PCE rather than Residential private fixed
investment which solely pertains to housing. To find the total industry and household vehicle CFC
𝑢𝑢𝐾𝐾,𝛼𝛼,𝛾𝛾 , the sum of household CFC for FAs ℎ “Autos” and “Light trucks” is found in Equation 9,
and added to the sum of industry CFC in Equation 10.
Equation 9
𝐾𝐾,𝛼𝛼,𝛾𝛾,𝜆𝜆

𝑢𝑢𝐾𝐾,𝛼𝛼,𝛾𝛾,𝜆𝜆 = � 𝒉𝒉1 ×ℎ
Equation 10

ℎ

𝐾𝐾,𝛼𝛼,𝛾𝛾

𝑢𝑢𝐾𝐾,𝛼𝛼,𝛾𝛾 = 𝑢𝑢𝐾𝐾,𝛼𝛼,𝛾𝛾,𝜆𝜆 + � 𝒖𝒖𝜄𝜄
𝜄𝜄

The CFC for “State and local general government” TSHS, 𝑢𝑢𝐾𝐾,𝛼𝛼,𝜓𝜓 , is then re-allocated across industries
using the ratio between it and total vehicle CFC in Equation 11 to form the intermediate vector
𝐾𝐾,𝛼𝛼,𝜓𝜓∗

𝒖𝒖𝜄𝜄

. The household share 𝑢𝑢𝐾𝐾,𝛼𝛼,𝜓𝜓,𝜆𝜆 is determined similarly in Equation 12, and then added to
𝐾𝐾,𝛼𝛼,𝜓𝜓∗

the “State and local general government” 𝜄𝜄 in 𝒖𝒖𝜄𝜄

to arrive at the final “State and local general
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𝐾𝐾,𝛼𝛼,𝜓𝜓

government” TSHS vector 𝒖𝒖𝜄𝜄

𝐾𝐾,𝛼𝛼,𝜓𝜓

. This final vector 𝒖𝒖𝜄𝜄

is combined with the CFC row vector

for privately owned TSHS in 𝑼𝑼𝐾𝐾∗
𝜒𝜒 ×𝜄𝜄 to represent industrial uses of public and private TSHS in the
desired matrix 𝑼𝑼𝐾𝐾
𝜒𝜒 ×𝜄𝜄 .
Equation 11
𝐾𝐾,𝛼𝛼,𝜓𝜓∗

𝒖𝒖𝜄𝜄

=�

Equation 12

𝑢𝑢𝐾𝐾,𝛼𝛼,𝜓𝜓
𝐾𝐾,𝛼𝛼,𝛾𝛾
� ∙ 𝒖𝒖𝜄𝜄
𝑢𝑢𝐾𝐾,𝛼𝛼,𝛾𝛾

𝑢𝑢𝐾𝐾,𝛼𝛼,𝜓𝜓,𝜆𝜆 = �

𝑢𝑢𝐾𝐾,𝛼𝛼,𝜓𝜓
� ∙ 𝑢𝑢𝐾𝐾,𝛼𝛼,𝛾𝛾,𝜆𝜆
𝑢𝑢𝐾𝐾,𝛼𝛼,𝛾𝛾

Alternative approach for creating 𝑼𝑼𝑲𝑲

To compare the impacts of creating 𝑼𝑼𝐾𝐾 from a more aggregated CFC dataset, we adapt the

approach developed in Södersten et al. (2018) for many countries in an MRIO to the USEEIO,
aided by communication with the lead author (Miller et al. 2018). We prepare the comparison
matrix 𝑼𝑼𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾 for the year 2007 since the CFC data is not available for 2012. Returning to

Figure 3, step (a) is somewhat similar in both approaches, step (b) is unnecessary in the alternative
approach, and step (c) is unique to this work; details of the alternative approach are in the
Appendix. The key differences between the method to make 𝑼𝑼𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾 and 𝑼𝑼𝐾𝐾∗ are: 8 asset types

and associated depreciation rates in KLEMS data versus 96, 51, and 35 asset types for

nonresidential private, residential private, and government classes respectively in BEA data; 32
investor industries in KLEMS data versus nearly 70 SIGs in BEA data; GFCF proportions for asset
allocation to DIGs based on the sum of investment 𝒀𝒀𝐾𝐾 rather than separate 𝒀𝒀𝐾𝐾 matched to

investor class and asset category in BEA data; and differences in GFCF totals despite both datasets
deriving from BEA sources.
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Create technical coefficient matrix for capital formation
Returning to Equation 1, we create the technical coefficient matrix for capital formation
𝑨𝑨𝐾𝐾 with a very similar approach, shown in Equation 13. Since the same total industry output

vector 𝒙𝒙 used to normalize 𝑼𝑼 is also used for 𝑼𝑼𝐾𝐾 , we can combine the two matrices to create a total

capital-inclusive use matrix 𝑼𝑼𝜏𝜏 and define the capital-inclusive technical coefficient matrix 𝑨𝑨𝜏𝜏 in

Equation 14 and Equation 15, respectively. We apply these equations to 𝑼𝑼𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾 as well. This
commodities-by-commodities matrix can now be used to perform comparative environmental

impact analyses, described in Berrill et al. (2020).
Equation 13

�−1 𝑽𝑽𝒒𝒒
�−1
𝑨𝑨𝐾𝐾 = 𝑼𝑼𝐾𝐾 𝒙𝒙
Equation 14

𝑼𝑼𝜏𝜏 = 𝑼𝑼𝐾𝐾 + 𝑼𝑼
Equation 15

�−1 𝑽𝑽𝒒𝒒
�−1
𝑨𝑨𝜏𝜏 = 𝑼𝑼𝜏𝜏 𝒙𝒙

Aggregate product categories for comparison
To simplify the presentation and analysis of the resulting structure of the CFC matrices, we

created a common set of 23 aggregated commodities Χ and industries Ι with common

characteristics, based on the first two digits of the BEA code. The results are therefore shown
𝐾𝐾
𝐾𝐾
𝐾𝐾
either in: 𝑼𝑼𝐾𝐾
𝜒𝜒 ×𝜄𝜄 , 𝑼𝑼𝜒𝜒 × Ι , 𝑼𝑼Χ × 𝜄𝜄 , or 𝑼𝑼Χ × Ι . Note that not all commodities, such as farming, create

capital products. A table classifying DIG capital commodities 𝜒𝜒 into aggregated commodities Χ is in
the Appendix.
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Results

Total CFC (Billions $2012)

Nonstore retailers

Wireless telecommunications carriers (except…

Nondepository credit intermediation and related…

State and local government hospitals and health…

Software publishers

Management of companies and enterprises

Other state and local government enterprises

Wired telecommunications carriers

0

Other real estate

0%

Lessors of nonfinancial intangible assets

60

Hospitals

20%

Electric power generation, transmission, and…

120

State and local government educational services

40%

Monetary authorities and depository credit…

180

State and local government other services

60%

Tenant-occupied housing

240

Fed. general government (nondefense)

80%

Oil and gas extraction

300

Owner-occupied housing

100%

Fed. general government (defense)

Share of CFC

Analysis of CFC matrix

Construction
Metal, Vehicles, Machinery
Science, Prof. Services
Mining, Fossil Extraction
Housing, Real Estate Top 20 Industries Consuming Capital
Information Industries
Finance, Insurance
Bio, Chemical, Mineral Products
Food, Drink, Textile, Apparel
Arts, Entertainment, Recreation
(Margins)
Total
Figure 4: Consumption of aggregated capital commodities 𝛸𝛸 by the top 20 detailed industries 𝜄𝜄 in 2012 𝑼𝑼𝐾𝐾
Note: CFC = Consumption of Fixed Capital

Housing is far and away the top consumer of capital commodities in 2012 (combining
owner- and tenant-occupied housing DIGs 𝜄𝜄), consuming predominantly the aggregated

commodities Χ “Construction” and “Housing, Real Estate” as shown in Figure 4 for 𝑼𝑼𝐾𝐾
Χ × 𝜄𝜄 .

Branches of federal government are among the top consumers of capital, primarily of equipment
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and research products, while “State and local general government” consumes plenty of construction
products (mainly TSHS). The “Oil and gas extraction” 𝜄𝜄 is high on the list with its obvious

consumption of “Mining, Fossil Extraction” capital. Interestingly, the financial 𝜄𝜄 “Monetary

authorities and depository credit intermediation” consumes a sizable quantity of equipment
products. This is likely due to the structure of the IO tables, wherein businesses and households
pay to use equipment owned by financial institutions; unfortunately for analyses, this creates an
average, homogenous financial capital asset. Note that trade and transport margins are combined
here as “Margins” among the aggregated capital products. These are not capital products
themselves, but the businesses needed to bring the capital products to the purchaser.
𝜏𝜏
Comparing the contribution of capital in 𝑼𝑼𝐾𝐾
Χ × Ι to the capital-inclusive Use table 𝑼𝑼Χ × Ι ,

we gain a sense of the relative importance of types of capital products for production. Figure 5

shows that across almost all industries using the aggregated commodity “23, construction” as an
input to production, most of this input is in the form of capital rather than nondurable goods or
services. This highlights the fact that the bulk of construction inputs each year are used to create
new assets rather than to maintain or upgrade existing assets. The use of commodities “Metals,
Vehicles, Machinery”, “Science, Prof. Services”, and to a lesser extent “Information Industries”, as
inputs to production is also to a large degree in the form of capital assets, or they are an input to
the production of capital assets by the respective industries, such as their use in construction.
“Commodities” 42, 4X, and 48 are margins, so corresponding 𝑼𝑼𝐾𝐾 values pertain to margins to

facilitate capital creation. In contrast, “Bio, Chemical, Mineral Products” are rarely used directly as
capital products; products such as cement are inputs to capital products though and are observable
in the 𝑼𝑼 matrix.
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Note: 𝑼𝑼𝐾𝐾 = consumption of fixed capital use matrix, 𝑼𝑼𝜏𝜏 = total capital-inclusive use matrix

Figure 5: Contribution of capital to the capital-inclusive use table. 𝑼𝑼𝐾𝐾 ⁄𝑼𝑼𝜏𝜏 in 2012. 0% blank, 0%<*<1%.

Since the CFC matrices were developed by combining 13 𝒀𝒀𝐾𝐾 categories differentiated by

three asset types, we can assess the use of each asset type toward production. The exception is

Residential private fixed investment which combines structures and equipment, so the FA concordance
tables are used to distinguish the types. Figure 6 presents the share of IPP, equipment, and
structures consumed by aggregate industry Ι (ignoring margins). Ward hierarchical clustering

(Murtagh and Legendre 2014) was used to identify six clusters (see Appendix), outlined by boxes.
The results are often as expected: IPP comprise a large share of information and arts industries;
structures dominate housing and extraction industries; and equipment makes up the majority of
construction, transport, and delivery industries. Other industries require a greater mixture of
capital inputs, such as science and professional services which is more evenly split.
100%
90%
80%
70%
60%
50%
40%
30%
20%
10%
0%

IPP
Equipment

Admin, Support, Waste…

Wholesale Trade

Healthcare, Social assistance

Education

Science, Prof. Services

Finance, Insurance

Construction

Delivery, Warehousing

Transport

Arts, Entertainment,…

Management

Information Industries

Govt., Reuse, Trade…

Accommodation, Restaurants

Repair, Personal services

Electricity, Water

Housing, Real Estate

Retail Trade

Mining, Fossil Extraction

Agri, Forestry, Fishing

Metal, Vehicles, Machinery

Bio, Chemical, Mineral…

Food, Drink, Textile, Apparel

Structures

31 32 33 11 4X 21 53 22 81 72 S0 51 55 71 48 49 23 52 54 61 62 42 56
Figure 6: Share of intellectual property products (IPP), equipment, and structures in 2012 𝑼𝑼𝐾𝐾 by aggregated industry 𝛪𝛪. Boxes
indicate clusters of main types of fixed assets (FAs) used.
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Allocation of Highways & Streets
Despite a 29% decrease in asset use after allocating a portion of the use of TSHS to the
industrial users, State and local general government remain the largest user of the asset, as shown in
the Appendix. This is due to the massive personal use of TSHS by households, which is accounted
here as State and local general government consumption. Truck and Transit transportation are
predictably allocated significant use of TSHS since driving is a primary function of the industries.
Notably, firms involved in credit and leasing have the highest increase in TSHS use, presumably
due to their ownership of vehicles which are leased and rented to other users.

Comparison with Alternative Approach
The elements of the detailed 𝑨𝑨𝐾𝐾 created through our approach and the detailed 𝑨𝑨𝐾𝐾

created following the most comparable approach found in existing literature (Södersten et al. 2018)
are compared in Figure 7. Viewed at any resolution we see considerable differences in coefficients
of 𝑨𝑨𝐾𝐾 and 𝑨𝑨𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾 (Figure 7 is magnified and excludes some elements); this is perhaps to be

expected considering several key differences in approaches described above and detailed in the
Appendix. To give some examples, the 8 assets in the KLEMS data only distinguish software in IPP
capital assets, so elements pertaining to scientific research or computer programming commodities
show considerable scatter. Distinction between owner-occupied and tenant-occupied residential
investments is possible with BEA FA data but not KLEMS data, partially explaining the
disagreement for elements in these categories (see representative data points indicated in Figure 7).
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0.05

0.04

𝑨𝑨𝐾𝐾𝐿𝐿𝐸𝐸𝑀𝑀𝑆𝑆
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0.04
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𝑨𝑨𝐾𝐾
Figure 7: Comparison of technical coefficients of the 2007 𝑨𝑨𝐾𝐾 matrix based on BEA data and the alternative 𝑨𝑨𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾 based on

KLEMS data. Bounds of chart do not encompass all elements (see Appendix); magnified to show detail. Red diamond indicates
use of ‘Single-family residential structures’ in ‘Tenant-Occupied Housing’, and orange triangle indicates use of ‘Multifamily
residential structures’ in ‘Owner-Occupied Housing’.
Note: 𝑨𝑨𝐾𝐾 = capital technical coefficients matrix based on BEA data, 𝑨𝑨𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾 = capital technical coefficients matrix based on
KLEMS data.

Discussion
For EEIO analyses, incorporation of the capital layer substantially enhances the
representation of the inputs required for production from a life cycle perspective (see Berrill et al.
(2020)) and allows for more comprehensive analyses. The methods described here for the detailed
USEEIO are one means of doing so. By invoking the FAA, we create a set of heterogeneous capital
products attributed to their original investors, which joins the existing flow matrix methods as a
major improvement on the augmentation method. By allocating capital based on CFC rather than
capital formation, capital consumption is more reasonably allocated and trends more smoothly over
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time, representing a significant improvement over most existing flow matrix methods. With our
approach, CFC fluctuations are now based on investment in previous years, and large changes in
CFC, or 𝑨𝑨𝐾𝐾 coefficients, for a given investing industry will only happen when there is a sustained

increase or decrease in capital investment over consecutive years (see for example Figure 1: Private
Residential investments pre- and post-2008).
Our approach is subject to a set of limitations based on data availability and the structure
of IO analyses. The detailed FAA data is less reliable than the published aggregated data, which
introduces some uncertainty. Many concordance tables were manually estimated with some level of
judgment. Were the BEA to publish all underlying concordance tables in the future, it would
considerably expedite this process. Also, although capital assets were distributed proportionally to
CFC, we acknowledge that monetary depreciation does not always mimic physical deterioration or
use (OECD 2009) and is based on some outdated empirical estimates, and therefore other forms of
distribution may be considered for this step. Another choice was that TSHS be allocated
proportional to vehicle CFC, and that government would be burdened with the household share.
Further, the USEEIO is for a single region, and therefore uses the domestic technology
assumption.
We envision future steps to address some of these limitations and extend this work.
While we relied on the geometric depreciation rates provided and applied by the BEA, we are not
tied to them. Since we have annual FA investment data, any set of depreciation rates can be
applied to arrive at the cumulative CFC in a given year. These rates could also be dynamic,
trending over time to reflect shifts in lifespans. Existing alternatives include rates from the US
Bureau of Labor Statistics which aim to measure asset deterioration and assign longer service lives
than the BEA does (US BLS 2017), or the rates specified by the US Internal Revenue Service for
tax purposes under the Modified Accelerated Cost Recovery System (IRS 2019). The USEEIO
could also be embedded in an MRIO to overcome the domestic technology assumption.
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The allocation of TSHS brought to light a normative question not often addressed in
EEIO: who should be burdened with general government expenditure? In the current EEIO framework,
government operations are isolated and generally not considered as inputs for production or
household wellbeing. Business taxes are a component of the value added matrix and form a basis
for government expenditure. Most governments are founded and operated to support the
population and the economy. Households and businesses pay taxes and fees to various government
bodies, but those payments do not necessarily directly correlate to the benefit received from
tangible and intangible government services. An argument can be made to endogenize general
government in EEIO analyses, which would involve some restructuring of the Use and Make tables
along with subjective allocation decisions. Having done so, impacts of government operations like
defense, and public health and education, and other major public investments such as transport
infrastructure would be shared in some fashion by actors in the economy, and could result in
pronounced differences when making environmental comparisons between countries, or estimating
the true economic, social and environmental costs of production of resources, and final products.
The capital flow matrices produced in this work achieve the objective of endogenizing
capital in a manner which is most up-to-date, detailed, and reflective of actual sectoral capital
consumption. While the limitations listed above can be addressed in future work, the open-source
matrices created can be used by researchers to explore the impacts of capital consumption in the
US on a variety of metrics, such as environmental impact as demonstrated in Berrill et al. (2020).
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Introduction
Growing Extraction of Metals
The UN Sustainable Development Goals (SDG) have engaged the global community in
making considerable progress along 17 dimensions by the year 2030. SDG12 focuses on ensuring
sustainable consumption and production practices, but measuring progress on this broad theme is
complicated. The SDG Target 12.2 aims to “achieve the sustainable management and efficient use
of natural resources”, and its first indicator is the material footprint, which includes biomass, fossil
fuels, non-metallic minerals, and metal ores. Metal footprints (MF), the focus of this work, are a
subset of material footprints that track the use of metal throughout a supply chain and attribute the
cumulative use of metal to the consumer of the final product.
In order to create metallic products, metal is mined and refined from ore and brines, or
recovered from scrap. There is a finite amount of metal ore in the Earth’s crust, though not all of
it has been discovered yet (Graedel 2018). Gross metal ore has two main components: the desired
metal(s) contained within, and the rocky remainder termed the gangue. The metal deposits
currently mined are those that are feasible considering the concentration of metal in the mineral
deposit, production technologies, and market conditions (Northey et al. 2018a). As conditions

54

shift, new or existing deposits may be explored further, substitute materials may be adopted
(Elshkaki et al. 2018), or there may be supply constraints.

Figure 1: Global production of mined metallic elements in Gt, (top) by metal group, (bottom) by country or region.
Data source: World Mining Data (Reichl et al. 2020).
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Increasing volumes of metal are extracted to facilitate the growing global demand for
products and services. Recovery and recycling of metals partially offsets the demand for virgin ore,
subject to rebound effects. Iron continues to predominate by mass of metal contained, and
countries like Australia, Brazil, and China produce the bulk of it (see Figure 1). The average
annual growth rate of the global metal contained production in the 1990s was slow at 0.6%, grew
sharply to 6.2% in the 2000s, rose to 7.7% in the first half of the 2010s, but stalled at 0.3% from
2015-2018. According to a baseline projection, the annual gross metal ore extracted will more
than double between 2020 and 2060 to reach 19.5 Gt (OECD 2019). Across five scenarios for
future global metal use, this annual extraction could range between 13.5 to 40.3 Gt in 2060
(Schandl et al. 2020). The COVID-19 pandemic will surely cause lower short-term extraction
quantities and may reduce long-term quantities as well.

Contained Metal Ore Footprints
The run of mine (ROM) ore grade represents the fraction of metal contained in the mined
ore. The ROM ore grade varies greatly between types of metals, between ore deposits, and over
time (Rötzer and Schmidt 2018). For example, Figure 2 shows that in Australia in 2005, the iron
ore grade was about an order or magnitude higher than that of lead, and more than five orders of
magnitude higher than that of gold. Most of the Australian nonferrous ore grades have shown a
long-term decline (Mudd 2010). The world average ore grades for several key nonferrous metals
are projected to decrease at a relative rate of 1% per year through 2030, while iron ore grades are
projected to be stable (Norgate and Jahanshahi 2011). With a decline in ore grade, more mining
and processing –and hence energy– is required per unit of metal contained, which in turn increases
the carbon footprint of metal products. There are technological opportunities to at least partially
compensate by reducing energy consumption, especially at the grinding phase (Norgate and
Jahanshahi 2006, 2011).
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Figure 2: Australian ore grades in 2005 for selected metals. Ore grade in percent metallic element. Data: Mudd (2010).

Keeping with standards of economy-wide material flow analysis (West et al. 2020), existing
MF analyses are based on the gross metal ore (Wiedmann et al. 2015; Zheng et al. 2018; de Koning
et al. 2018; Liu et al. 2020); we term these gross metal ore footprints (gMF). These estimates are
useful because the mass of gross ore extracted correlates with the environmental impacts of mining.
Also, gross ore quantities can be compared to the extraction of other raw materials like stone and
timber. A downside is that, typically, gross metal ore estimates begin with the mass of metal
contained and apply ore grade conversion factors of limited precision.
In this work we create contained metal ore footprints (cMF), which have several
advantages. The cMF focus on the economically valuable metal contained in the ore that is refined
and continues along the supply chain. First, since the cMF exclude the gangue, they remove the ore
grade variability and improve precision of the estimates. Next, the cMF are comparable with mine
production data and mineral reserve estimates which tend to be reported in terms of the mass of
metal contained. Importantly, the metal contained better reflects the metal that becomes
incorporated in end products, though the cMF do not factor out losses along the supply chain.
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The cMF therefore better align with metal industries’ estimates of demand for their products which
are based on refined metal rather than gross ore. Later, we discuss applications of the cMF in
further research based on this work including metal demand projection and metal composition of
products.

Metal in Goods and Capital Assets
Metal is incorporated in both consumable goods and durable capital assets. Consider how
metal use accumulates in the production of aluminum foil. Foil is an example of a consumable
good which is typically disposed of after a single use. The foil itself is comprised of refined
aluminum; in all MF, this metal is attributed to the foil. To create the foil, the manufacturer used
durable capital assets such as machinery, which itself has metal parts. Electricity is needed to power
the machinery, which is generated and delivered via capital assets. Steel rebar is incorporated into
the structure of the electricity generation plant and copper is embedded in the transmission lines
that deliver electricity. In capital-inclusive footprints, a small fraction of the creation of the
machinery and electricity system would be allocated to the foil as well.
Thus, there are two general approaches to treating capital assets, which we term capitalinclusive and capital-exclusive. Most footprint analyses adopt the capital-exclusive approach, as it is
less data-intensive. In it, the use of capital assets over time is not attributed to the industry which
invested in it. Instead, the impact of creating the capital asset is assigned to gross fixed capital
formation (GFCF) of the investor’s country in the year of the investment. In a capital-inclusive
approach, endogenizing capital into environmentally-extended input-output (EEIO) models enables
the estimation of the contribution of capital assets to the overall footprints (Södersten et al. 2018;
Miller et al. 2019). To avoid double-counting capital over time, GFCF is taken out of capitalinclusive footprint analyses. A robust approach for endogenizing capital is to allocate the impact
of creating the capital asset in proportion to its use by the investor over time, approximated by the
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consumption of fixed capital. Unfortunately, available data on capital asset investment per
industry is often less detailed than in EEIO models, which introduces uncertainty into the
calculations. In this work, we compare the two approaches.

Environmental Impacts
In addition to the MF, we estimate the environmental impacts of producing the metal ore.
Several authors have conducted life cycle assessments (LCA) of metals, using a process-based
approach (Nuss and Eckelman 2014; Northey et al. 2018b). Often, LCA databases such as
ecoinvent are relied upon for background data on complex international mining operations. Some
advantages of LCA are that they provide detailed results, allow differentiation between similar
products and processes, and enable uncertainty estimation. In comparison, results from multiregional EEIO (EE-MRIO) are often more comprehensive in scope, tend to distinguish more
geographies, and vary over time. Muller et al. (2020) use EE-MRIO to explore the French carbon
impact associated with direct emissions from metal production.

Objectives
The objectives of this work are to: compare the cMF with gMF; estimate and explore the
historical cMF of products and countries over time including and excluding the contribution of
capital assets; and examine the environmental impacts of producing metal ores.

Methods
The overall approach is to create a new IO satellite extension for contained metal ore and
perform a variety of footprint analyses. This section describes how the data was prepared, and then
discusses the cMF and environmental impact modeling. The footprint results were further
analyzed with a variety of techniques, including structural path analysis and index decomposition
analysis.
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cMF Data and Preparation
The EE-MRIO model selected is EXIOBASE v3.7 (Stadler et al. 2019). There are tradeoffs
with other EE-MRIO models in terms of number of countries and products distinguished, product
consistency across countries, and documented environmental indicators. Features of EXIOBASE
v3.7 include a long time series (1995-2016), a reasonably large set of countries (44 + 5 Rest of
World regions), a consistent set of 200 products, and a set of well-documented environmental
impact satellite extensions. Seven of the 200 products are sets of metal ores: iron, aluminum,
copper, lead-zinc-tin, nickel, other nonferrous, and precious. EXIOBASE includes gross metal ore
extensions for 12 metal ores (Giljum et al. 2018). The capital asset layer from 1995-2015 was
prepared by Södersten et al. (2018), which is largely derived from KLEMS data. Additionally, we
retrieved population data from the World Bank (2020) and the National Development Council
Taiwan (2020).
Metal ore production data for our cMF comes from World Mining Data (WMD),
produced by the Austrian Federal Ministry of Agriculture, Regions and Tourism (Reichl et al.
2020). A requested WMD dataset included 35 different metals produced across 182 different
countries over the years 1984-2018. With few exceptions, data is presented in terms of metal
contained. When possible, they determine the metal contained by the elementary content of the
ore concentrate produced, which factors in production yields. Otherwise, they use the geology of
the specific mine, or a median value failing that. For comparison with estimates from the British
Geological Survey, which are in close agreement (see figure in Appendix). The various mining data
agency experts convene annually to compare statistics, so similar values are expected.
Some metal production data was further converted to arrive at tonnes of the metal element
(see table in Appendix). Several nonferrous metals such as chromium and niobium were reported
in terms of traded compounds so their molar masses were used for conversion (eg. from Cr2O3 to
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Cr and Nb2O5 to Nb). Aluminum is presented as both bauxite crude ore and primary aluminum.
We apply a median value for Al2O3 content in bauxite (Meyer 2004). Uranium and thorium ores,
which are radioactive, were excluded from the analysis.
Preparing the contained metal satellite extension primarily involved mapping the WMD
data to EXIOBASE. The 182 WMD countries were mapped to the 44 EXIOBASE countries and 5
rest of world (RoW) regions. The new extension of 35 WMD metals was appended to 𝑭𝑭, the

satellite extension containing total quantities of direct emissions (Scope 1) and direct resource
extraction for that product in that year. In order to map the 35 metals into categories, a
concordance matrix between metals and categories (see table in Appendix) was appended to 𝑪𝑪, the

given EXIOBASE characterization matrix. This 𝑪𝑪 is also used, for example, to facilitate conversion
of greenhouse gasses into CO2 equivalents.

Results were aggregated to ease interpretation. The 200 products in EXIOBASE are
classified into 14 product categories. These categories are further grouped into five types: energy,
materials, simple product, complex product, and other (see Appendix table). The 49 countries and
RoW regions are classified further into 9 regions, with 5 countries and 4 aggregated regions.

Calculating Regional and Product Footprints
The calculation of the cMF and gMF each year follows a consumption-based accounting
approach. Key EE-MRIO variables and equations are found in Table 1. Note that all values in the
EE-MRIO model are in monetary units, except for the extensions which are in physical units.
The volume of final products created by intermediate industries is reflected in the final
demand. There are seven components 𝑖𝑖 of final demand matrix 𝒚𝒚 for each region 𝑟𝑟. The four

included in this analysis are: investment (GFCF), and expenditures from households (HOUS), nonprofits serving households (NPSH), and governments (GOVT). The three excluded for irrelevance
are: changes in inventories, changes in valuables, and exports in terms of FOB.
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In order to compare changes per unit value over time, we need to remove the influence of
inflation by use of constant 𝑐𝑐 prices. EXIOBASE v3.7 is provided in nominal 𝑛𝑛 Euros. It is

challenging to represent the entire EE-MRIO in constant prices; currently only EXIOBASE v3.4
through year 2011 is in constant prices. Therefore, final demand 𝒚𝒚 is element-wise (#) multiplied by
a price index 𝒑𝒑 provided with EXIOBASE, which converts from nominal Euros to constant 2005
Euros (see Equation 1).

The EXIOBASE ore products represent a few types of products: the ore itself, ore
processing, and the mine. Metal ore is an intermediate production input, rather than a final
product. We assume that the mine is the capital asset reflected in the GFCF, which is not what we
aim to assess. Therefore, we zero out any metal ore present in 𝒚𝒚.

Next, the square technical coefficient matrix 𝑨𝑨 represents the direct input of each

intermediate product needed to produce a unit of each product. We create 𝑨𝑨𝐾𝐾 by normalizing 𝒁𝒁𝐾𝐾 ,

a matrix of capital asset products that industries consume each year, by total output 𝒙𝒙 (2). Summing
𝑨𝑨 and 𝑨𝑨𝐾𝐾 creates a total, capital-inclusive technical coefficient matrix (3). The Leontief inverse

matrices with and without capital, 𝑳𝑳 (4) and 𝑳𝑳𝑇𝑇 (5), provide the total inputs required across the
entire supply chain to produce a unit output of each product.

The multiplier 𝒎𝒎 represents the total footprint of each product per unit of final demand.

The 𝒎𝒎 is found by multiplying the characterized stressor matrix 𝑪𝑪𝑓𝑓 𝑺𝑺 for a footprint category 𝑓𝑓 of

interest by the Leontief inverse 𝑳𝑳 (7) or 𝑳𝑳𝑻𝑻 (8). The stressor matrix 𝑺𝑺 is first found by normalizing 𝑭𝑭

by 𝒙𝒙 (6). The characterized stressor matrix is diagonalized (indicated by � ) so that the product and
regional origin of the impact can be distinguished. Taking advantage of this, we track the input of
metals that were required to produce traded products from the region of production to the region
of final consumption, independent of whether the metal itself is incorporated in the product, left
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behind as a waste, or participated in the production as a piece of capital equipment or catalyst (Gu
et al. 2014).
Table 1: Variables, Equations, Descriptions (adapted from Berrill et al. (2020))

Var
𝑨𝑨
𝑪𝑪
𝑭𝑭
𝑰𝑰
𝑵𝑵𝑟𝑟
𝒑𝒑
𝒙𝒙

Equation

#

𝒚𝒚𝑖𝑖,𝑟𝑟
𝑐𝑐

= 𝒑𝒑#𝒚𝒚𝑖𝑖,𝑟𝑟
𝑛𝑛

(1)

𝒎𝒎𝑓𝑓

= 𝑪𝑪�
𝑓𝑓 𝑺𝑺𝑳𝑳

(7)

𝒚𝒚𝑖𝑖,𝑟𝑟
𝑛𝑛
𝒁𝒁𝐾𝐾

𝑨𝑨𝐾𝐾
𝑨𝑨𝑇𝑇
𝑳𝑳
𝑳𝑳𝑇𝑇
𝑺𝑺

𝒎𝒎𝑓𝑓𝑇𝑇
𝑫𝑫𝑓𝑓𝑖𝑖,𝑟𝑟
𝑫𝑫𝑓𝑓𝑖𝑖,𝑟𝑟,𝑇𝑇
𝒅𝒅𝑓𝑓𝑖𝑖,𝑟𝑟
𝒅𝒅𝑓𝑓𝑖𝑖,𝑟𝑟,𝑇𝑇
𝑖𝑖,𝑟𝑟
�𝑓𝑓,𝑐𝑐
𝐷𝐷

�−1
= 𝑲𝑲𝒙𝒙
= 𝑨𝑨 + 𝑨𝑨𝐾𝐾
= (𝑰𝑰 − 𝑨𝑨)−1
= (𝑰𝑰 − 𝑨𝑨𝑇𝑇 )−1
�−1
= 𝑭𝑭𝒙𝒙

(2)
(3)
(4)
(5)
(6)

= 𝑪𝑪�
𝑓𝑓 𝑺𝑺𝑳𝑳
�𝑖𝑖,𝑟𝑟
= 𝒎𝒎𝑓𝑓 𝒚𝒚
𝑛𝑛

(8)
(9)

𝑇𝑇

�𝑖𝑖,𝑟𝑟
= 𝒎𝒎𝑓𝑓𝑇𝑇 𝒚𝒚
𝑛𝑛
𝑖𝑖,𝑟𝑟 �𝑟𝑟 −1
= 𝑫𝑫𝑓𝑓 𝑵𝑵

𝑟𝑟 −1

�
= 𝑫𝑫𝑓𝑓𝑖𝑖,𝑟𝑟,𝑇𝑇 𝑵𝑵

−1
= 𝑫𝑫𝑓𝑓𝑖𝑖,𝑟𝑟 (∑�
𝒚𝒚𝚤𝚤,𝑟𝑟
𝑐𝑐 )

𝑖𝑖,𝑟𝑟,𝑇𝑇
−1
�𝑓𝑓,𝑐𝑐
𝐷𝐷
= 𝑫𝑫𝑓𝑓𝑖𝑖,𝑟𝑟,𝑇𝑇 (∑�
𝒚𝒚𝚤𝚤,𝑟𝑟
𝑐𝑐 )

(10)
(11)
(12)
(13)
(14)

Description
Technical coefficient matrix: intermediate inputs per unit output
Characterization matrix for emissions and extractions
Satellite account of sectoral emissions and extractions
Identity matrix
Population, country/region 𝑟𝑟
Price index, constant Euros / nominal Euros
Total output
Final demand matrix, component 𝑖𝑖, country/region 𝑟𝑟, nominal
Euros
Capital consumption matrix
Final demand matrix, component 𝑖𝑖, country/region 𝑟𝑟, constant
Euros
Technical coefficient matrix: capital inputs per unit output
Technical coefficient matrix: total inputs per unit output
Total requirements matrix (Leontief inverse), capital-exclusive
Total requirements matrix (Leontief inverse), capital-inclusive
Stressor matrix of emissions and extractions per unit output
Multiplier for footprint 𝑓𝑓, capital-exclusive, per unit of final
demand
Multiplier for footprint 𝑓𝑓, capital-inclusive, per unit of final demand
Footprint 𝑓𝑓 of 𝒚𝒚𝑖𝑖,𝑟𝑟 , capital-exclusive
Footprint 𝑓𝑓 of 𝒚𝒚𝑖𝑖,𝑟𝑟 , capital-inclusive, 𝑖𝑖 ≠ 𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺
Footprint 𝑓𝑓 of 𝒚𝒚𝑖𝑖,𝑟𝑟 per capita, capital-exclusive

Footprint 𝑓𝑓 of 𝒚𝒚𝑖𝑖,𝑟𝑟 per capita, capital-inclusive
Average footprint 𝑓𝑓 intensity of 𝒚𝒚𝑖𝑖,𝑟𝑟 , capital-exclusive, per constant
Euro
Average footprint 𝑓𝑓 intensity of 𝒚𝒚𝑖𝑖,𝑟𝑟 , capital-inclusive, per constant
Euro

The footprint 𝑫𝑫𝑓𝑓𝑖𝑖,𝑟𝑟 for a region and component of final demand is found by post-

multiplying 𝒎𝒎 by diagonalized 𝒚𝒚𝑖𝑖,𝑟𝑟
𝑛𝑛 (9, 10). Diagonalization in this case distinguishes the final
products and their region of last sale. The capital contribution to the total capital-inclusive

footprint is simply the difference between the capital-inclusive and capital-exclusive footprints. We
normalize by regional population 𝑵𝑵 to find per capita footprints to aid in consistent cross-country
comparisons (11, 12).
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We also compare material intensity trends across regions and over time. These intensities
𝑖𝑖,𝑟𝑟
� 𝑓𝑓,𝑐𝑐
𝑫𝑫
represent the average footprint per unit of final demand across all products consumed (13,

14). Differences in these intensities between regions and over time represent differences in the

share of final products purchased, the regions where those final products were purchased from, and
in footprint multipliers in each region.

Index Decomposition Analysis
We perform an index decomposition analysis (IDA) to explore the drivers of annual
change in the capital-inclusive metal footprint 𝑫𝑫𝑓𝑓𝑖𝑖,𝑟𝑟,𝑇𝑇 . The method selected is additive log mean

divisia; LMDI-I was selected over LMDI-II due to multi-layer indices (Ang 2015). The analysis was
performed separately for combinations of 9 final demand regions 𝑅𝑅, 3 components of final demand
𝑖𝑖, and 7 metal groups 𝑓𝑓.
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𝒚𝒚𝑖𝑖,𝑅𝑅
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𝒚𝒚𝑖𝑖,𝑅𝑅,𝑅𝑅
𝒚𝒚𝑐𝑐
𝒚𝒚𝑐𝑐
𝒚𝒚𝑐𝑐
𝑐𝑐
𝑐𝑐
𝑐𝑐
𝑅𝑅
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The IDA formula developed in Equation 15 is akin to an IPAT analysis (Chertow 2000),

where the impact (I) is the contained metal footprint. The first two terms reflect changes in
population (P) and a measure of affluence (A), per capita final demand in constant Euros. The next
five effects drill down into shifts in the share of final demand across the 9800 products in
EXIOBASE, first by 9 regions 𝑅𝑅� of product origin then specific country/region within 𝑟𝑟̃ , followed

by product category type 𝑗𝑗, product category 𝑘𝑘, and specific products within 𝑙𝑙. The next term is

effectively the capital-exclusive multiplier for the specific product, which is a measure of technology
(T). The final term is the capital expansion factor, which is a ratio between the capital-inclusive and
capital-exclusive footprints.
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Structural Path Analysis
A benefit of EE-MRIO models is the ability to trace the paths of an impact from the final
products along the supply chains back to the initial source. Structural Path Analysis (SPA)
facilitates this tracing and can be used to identify the most impactful paths (Wood and Lenzen
2003). In this work, we chose to explore the paths along the capital-inclusive cMF. SPA relies on a
Taylor series expansion of the Leontief inverse 𝐿𝐿𝑇𝑇 as shown in Equation 16, where each term

represents a tier of the supply chain: the industry itself, first tier, second tier, third tier and so on.
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3

𝑪𝑪𝑓𝑓 𝑺𝑺𝐿𝐿𝑇𝑇 = 𝑪𝑪𝑓𝑓 𝑺𝑺𝑺𝑺(𝑰𝑰 − 𝑨𝑨𝑇𝑇 )−1 = 𝑪𝑪𝑓𝑓 𝑺𝑺 + 𝑪𝑪𝑓𝑓 𝑺𝑺𝑨𝑨𝑇𝑇 + 𝑪𝑪𝑓𝑓 𝑺𝑺𝑨𝑨𝑇𝑇 + 𝑪𝑪𝑓𝑓 𝑺𝑺𝑨𝑨𝑇𝑇 + ⋯

For the year 2015, we identify the product generating the largest capital-inclusive cMF across all 𝒚𝒚.
SPA is then performed to discover some key paths for several metals.

We innovate on the SPA method by explicitly distinguishing the capital contribution in a
modified 𝑨𝑨𝑇𝑇 . Rather than finding 𝑨𝑨𝑇𝑇 as a sum in Equation 3, we instead arrange 𝑨𝑨 and 𝑨𝑨𝐾𝐾 in a

matrix as shown in Equation 17. This simplifies the distinction of capital impacts along the supply
chain, which would otherwise involve taking the difference between matching paths from separate
SPA analyses on 𝑨𝑨 and 𝑨𝑨𝑇𝑇 . The first column of matrices represents the total direct inputs for
making all products, including the use of capital products. The second column of matrices

represents the direct inputs for making capital products. While the inputs for non-capital products
are also repeated in the second column, they are irrelevant because the products in those columns
never serve as inputs. Practitioners can optionally exclude non-capital products from the second
row and second column for faster processing of large EE-MRIO matrices.
𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 17
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Environmental Impact Assessment
The environmental impacts of producing metal ore were calculated using EXIOBASE.
These results were compared on a per-value basis to other categories of final products, and on a permass basis to metal ore LCA results from ecoinvent.
Four categories of environmental life cycle impacts were assessed: climate change,
ecosystem quality, human health, and blue water use. Climate change impacts follow IPCC 2007
GWP 100, while ecosystem quality and human health follow the ILCD 2.0 2018 midpoint
method. Both sets of life cycle impact assessment factors were derived from ecoinvent 3.5 and
mapped to environmental flows in EXIOBASE environmental satellite extensions. Blue water use
was found directly in EXIOBASE; we calculated net freshwater input with ecoinvent life cycle
inventory results.
To compare with LCA results from ecoinvent on a per-mass basis, since unit impact results
from EXIOBASE are per Euro final demand, we converted to mass via estimated unit values. The
set of ecoinvent processes considered is found in the Appendix. Annual metal ore unit values
(USD/kg) were derived from a combination of detailed UN Comtrade international trade data and
standard unit values (UN Statistical Division 2016, 2020); see figure in Appendix. To do so, the 7
EXIOBASE metal ore products were mapped to pertinent trade codes and the 5 EXIOBASE RoW
regions were mapped to the countries therein. Since import data are typically more reliable than
export data due to import tariffs, we found the global weighted average import price per exporting
country. Missing or outlier data were substituted with regional or global weighted averages across
exporters; low volume exporters tended to have exorbitant unit values. For compatibility with
EXIOBASE, unit values in USD were converted to Euros via Eurostat annual average bilateral
exchange rates. Precious metals were excluded from the analysis due to highly variable unit values.
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Results and Discussion
Regional Metal and Product Footprints
The overall capital-inclusive gMF was 4.7 times greater than the cMF in the year 2015, due
to the gangue and non-metallic components of the gross ore included in the gMF. Figure 3
compares the gMF and cMF per metal. For some nonferrous metals, the gMF were orders of
magnitude larger than the cMF, reflecting low ore grades (as illustrated previously in Figure 2). It is
apparent from the figure that USA had the largest gMF and cMF among the regions. We also
compare the capital-inclusive gMF and cMF per unit value across the EXIOBASE products (see
figure in Appendix). There is low correlation between the gMF and cMF per unit value for energy
and material product categories, due to variation in the types of metal required along the supply
chain to produce products in these categories.

Figure 3: Gross ore and metal contained capital-inclusive footprint in 2015, per metal group and region of final demand.
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The overall metal composition of the gMF and cMF differ drastically, as shown in Figure 4.
Iron comprises 91% of the total cMF, but just 32% of the gMF. Conversely, whereas precious
metals and copper have a minute impact on the cMF, they make up 16% and 28% of the gMF,
respectively. This is due to low nonferrous ore grades, especially relative to iron ore grades, causing
the non-metallic portions of the ore to have an outsized impact on the gMF.

Figure 4: Share of metal group in the 2015 global total gross ore and metal contained capital-inclusive footprints

Services are the dominant product category in the capital-inclusive cMF, as shown in Figure
5, primarily due to having the largest share of final demand on expenditures. Below in Figure 7, we
see that services do not have an exceptionally high cMF per unit value, but are relatively capital
intensive. Note that the spike in RoW America in the early 2000s is due to a large jump in the
estimated capital contribution for Canadian biogasoline, which impacts the supply chain for
services.
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Figure 5: Total and average intensity of capital-inclusive metal contained footprints of total final expenditures per country/region.

The United States clearly has had the largest capital-inclusive cMF of any country. On a
per capita basis shown in Figure 6, it is rivaled by Australia which also has high per capita
expenditures. The cMF of most other regions has been steadily rising in recent years, except for
Europe which is stable. India has a the lowest cMF of the regions, both on an absolute and per
capita basis.
The average contained metal intensities appear to be on the decline in recent years, though
the path has certainly not been monotonic in countries such as Brazil and Australia. A decrease in
intensity can be indicative of decoupling from economic growth. However, in a panel analysis of
capital-exclusive gMF also using EXIOBASE, Zheng et al. (2018) found strong evidence of coupling
with GDP, with high sensitivity to investment.
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Figure 6: Comparison of capital-inclusive and capital-exclusive per capita metal contained footprints for selected countries. Capitalinclusive footprints are found for final expenditures only, while capital-exclusive are found for final expenditures and capital
investment. GFCF = Gross Fixed Capital Formation, HOUS = Household expenditures, GOVT + NPSH = Government and NonProfits Serving Households expenditures.

The treatment of capital influences the per capita cMF of the United States very differently
than other countries, as illustrated in Figure 6. The capital-exclusive treatment accounts for GFCF
in the year that it happens, whereas the capital-inclusive treatment spreads it out over its use. In
the United States, the cMF due to investment (GFCF) is more stable and at a lower level than in
rapidly growing economies like China, so does not contribute as much to the capital-exclusive cMF.
In the case of China, the capital-inclusive cMF will grow substantially in future years, lagging
investment. Household expenditures are more significant than government and non-profit
expenditures for the capital-inclusive cMF. In these expenditure categories, the difference between
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the capital-exclusive and -inclusive cMF is due to the capital contribution to the multipliers 𝑚𝑚𝑓𝑓𝑇𝑇 of

various products.

To explore the contribution of capital, in Figure 7 we compare the 2015 global weighted
average cMF per unit value (effectively the average multiplier) between products in 14 product
categories and capital approaches. As expected, the capital-inclusive results are higher than capitalexclusive due to the capital contribution. It is intuitive that the complex products have the largest
cMF multiplier, since metal components are incorporated into the final products. In the same vein,
it is unsurprising that food production has a low cMF multiplier, since metal is not incorporated
into food itself, but sometimes into packaging.

Figure 7: Global weighted average total contained metal footprints per unit value, per product category, 2015

Contained Metal Supply Chains
EE-MRIO analyses enable us to attribute the embodied flows of metal from the extracting
country through to the final consumer. The term embodied here recognizes that the metal itself
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may not arrive at the final consumer, but its use was accumulated along the supply chain of the
final products consumed. For this depiction, capital-exclusive cMF was selected, since it more
accurately reflects flows within a given year, whereas capital-inclusive cMF involve accounts for
investment over a period of years.

Figure 8: Embodied flows of iron ore (Mt) from producing regions to all final products consumers in 2015; capital-exclusive
treatment, GFCF is included.
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Consistent with Figure 1, Australia is seen as the dominant source of iron ore in Figure 8,
with its largest embodied flows destined for neighbors in Asia & Pacific. Brazil and China are also
large sources. China and India supply a substantial fraction of their own embodied iron ore
demand.
Next, we return to a capital-inclusive perspective to trace metal contained paths along the
2015 global supply chain. Global final demand of 3 trillion Euros for US: Public administration and
defence services; compulsory social security services resulted in the largest total cMF at 151 Mt contained
metal, representing 11.6% of the total global cMF. SPA was performed on unit demand for this
product, and a set of paths are presented in Table 2. The paths were selected to represent a variety
of global paths and to include nonferrous metals, though iron dominated. Capital assets impacts
from machinery & equipment are prominent among the intermediate suppliers.
Table 2: Selected key paths along the total metal contained footprint supply chain of the final product with the largest total
metal footprint in 2015: “US: Public administration and defence services; compulsory social security services”. Derived from SPA,
the supply chain begins on the left with the ore, and proceeds through ≥ 3 intermediate suppliers. In the style of Lenzen et al.
(2013). (K) indicates that the impact is from the use of capital.
Ore source
AU: Iron ores
BR: Iron ores
CA: Iron ores
WF: Aluminum ores
CA: Copper ores
CA: Lead, zinc and
tin ores

Intermediate
supplier

Intermediate
supplier

Embodied
Final Intermediate
metal content
supplier
of path

TW: Iron, steel, &
ferro-alloys
BR: Iron, steel, &
ferro-alloys
CA: Machinery &
equipment nec (K)
IE: Aluminum

TW: Machinery &
equipment nec (K)
BR: Other transport
equipment (K)
US: Post and
telecomm. services
IE: Machinery &
equipment nec (K)
CA: Electrical
machinery nec (K)
CA: Machinery &
equipment nec (K)

US: Construction
(K)
US: Other business
services
US: Computer &
related services
US: Construction
(K)
US: Other business
services
US: Post and
telecomm. services

CA: Copper
products
CA: Iron, steel, &
ferro-alloys

Percent of total
metal footprint

386.1 mg/€

0.776%

21.6 mg/€

0.043%

2.9 mg/€

0.006%

4.4 mg/€

0.110%

0.9 mg/€

0.022%

0.2 mg/€

0.005%

Index Decomposition Analysis
The IDA identified influential effects on annual changes in capital-inclusive metal
footprints per region and final demand component. Three effects stood out as important across
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the analyses: final demand per capita (Y per cap.), metal intensity (Intensity), and the capital
expansion factor (K Expan.). The metal intensity is influenced by the changes in structures of the
intermediate transactions, which were not analyzed.
Results from China exhibited the most prominent time series trend; Figure 9 provides an
example for iron and household expenditures. The substantial increase in final demand per capita
since 2005 and growth in the capital expansion factor since 2010 is partially offset by a decrease in
metal intensity. This agrees with the finding by Liu et al. (2020) in their capital-exclusive gMF
structural decomposition analysis over a similar time period. In it, they observed that in developing
economies that the decreasing metal intensity strongly reduced the footprint while growth in final
demand increased it.

Figure 9: Contribution of main effects to annual change in capital-inclusive iron footprint for China household expenditures.
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Environmental Footprints
Lastly, we turn our attention from the metal contained footprints to the environmental
impacts of creating metal ores. In comparison with other product categories on a per-value basis
across the suite of environmental impacts explored, metal ores were in range with the other
categories, except for services which tended to have the lowest impacts of all. Figure 10 shows that
metal ores have lower a carbon footprint than metal products, which is expected since they are
farther along the supply chain and have undergone additional processing steps.
The environmental impact of producing metal ores was compared on a per-mass basis
between top producing countries, and against LCA results. In Figure 11, we present the top 5
producing countries/regions for each metal ore in 2015. There is considerable variation across
producers. China is observed to have a significantly higher carbon footprint in aluminum and leadzinc-tin relative to other producers. Copper tends to have higher impacts than other metals.
Remarkably, in general, the results of these impact assessments were roughly in range with
LCA results derived from ecoinvent processes (see other environmental impact analyses available in
Appendix). Our nickel estimates were consistently much lower than those of ecoinvent, which
could be due to inaccuracies in either approach, or due to underestimated nickel unit values in
ours. Our eutrophication results were lower than those from ecoinvent across all metals. Of the
pertinent emissions for eutrophication, the EXIOBASE environmental extensions contains
ammonia and NOx, but is missing nitrates, which may account for the discrepancy.
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Figure 10: Climate change impact in kg CO2-Eq per Euro in 2015 across all product categories, capital-inclusive. Outliers excluded.

Figure 11: Climate change impact in kg CO2-Eq per kg ore product of top 5 producers of metal ore products over the time series.
Box & whisker plots calculated with EXIOBASE, dashed lines calculated with ecoinvent 3.5 processes. IPCC 2007 GWP100
characterization factors.
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Conclusions
We first presented a time series of global production of metal contained in all (nonradioactive) ores from the World Mining Data. To our knowledge this is the first time this type of
data has been presented in such a way.
We have demonstrated the use of EE-MRIO to conduct contained metal footprints, in
contrast to gross ore footprints. The overall metal composition of a cMF is dominated by iron,
with limited influence from nonferrous metals. Due to large differences in ore grades among
metals, the metal composition of a gMF is instead spread across many metal types. This finding has
implications when interpreting aggregated results in gMF studies; minor nonferrous metals may
have a larger influence than anticipated.
The treatment of capital has a strong influence on the overall cMF results. In rapidly
developing countries, in recent years the overall capital-inclusive footprint is lower than the capitalexclusive footprint due to growing investments in capital assets. In future years if economies
stabilize, that trend may reverse, as it has in the US and Europe.
Services are by far the largest product category in the capital-inclusive cMF. Enormous
final demand for US government services drove almost 1/8 of the total global cMF. We
demonstrated an innovative approach to capital-inclusive SPA, identifying key paths along the
supply chain for US government services, finding that the use of capital assets frequently factored
in. Through IDA, we observed that changes in the cMF are chiefly driven by changes in final
demand per capita and changes in the metal intensity of products.
Results of environmental impact assessments showed considerable variation across top
producers and between metals. For many of the metrics, China had higher unit impacts than other
producers, while Canada had lower unit impacts. Copper tended to have higher unit impacts than
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other metals. The results estimated through this approach were similar to those calculated via
ecoinvent, with the exception of nickel which was always lower.
There are several avenues for future research based on this work. Analyses of metal
demand compared with macroeconomic indicators would be improved by using the cMF versus the
gMF since it better reflects the metal in products. One could project future metal content demand
by combining projected demand for products with the products’ cMF. Such an approach avoids
the complication of simultaneously projecting regional trends in ore grades, which would be
necessary if using the products’ gMF instead. Also, the capital-exclusive approach could be adapted
with consideration of production yields to estimate the mass of metals incorporated into final
products, following Nakamura et al. (2007). Doing so would be particularly useful for
understudied product categories such as machinery and equipment which have heterogenous
products. Results of such an analysis could be compared to industry estimates of metal end uses;
industry estimates often underlie metal material flow analyses, and these results could provide an
alternative.
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Introduction
In Montreal in 2019, a climate change rally lead by Greta Thunberg turned its attention to
the International Civil Aviation Organization (ICAO) summit being held there; environmental
activists continue to demand substantial reduction in aviation environmental impacts. Emissions
and contrail cirrus from jet fuel combustion by civil aviation had a 100-year global warming
potential (GWP) of approximately 1,797 Tg CO2-eq in 2018. Considering just the CO2 emissions, a
strong increase in revenue passenger-km (RPK) has outpaced efficiency gains, resulting in an
average growth of 15 Tg CO2 yr-1 from 1960-2018. Aviation has contributed a growing fraction of
global anthropogenic CO2 emissions, reaching 2.4% in 2018 (Lee et al. 2021).
The civil aviation industry is responding to considerable pressure to reduce its carbon
footprint through a variety of mechanisms, chiefly technological innovation and carbon offsets.
Unlike land-based technologies, aircraft have the obvious but major constraint of needing to carry
enough energy to power the entire trip; the volume and weight of the fuel impact the aircraft design
and performance. One proposal that has resurged in popularity is the use of hydrogen as an
aviation fuel. Research began on hydrogen-powered aircraft engines in 1937, with a variety of
efforts occurring chiefly in US, Russia, Europe, and Canada in the decades since (Svensson 2005).
Airbus invested in hydrogen research in the 1990s and 2000s but paused in 2010 citing the
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insufficient production of environmentally-friendly hydrogen (Fitzpatrick 2010). Recently, Airbus
revealed three Zero-E (“zero-emission”) concept aircrafts, intended to run on liquid hydrogen (LH2)
combustion supplemented with hydrogen fuel cells starting in 2035 (Airbus 2020). Also, a
European Commission (EC) study looked at economic considerations and tank-to-thrust
environmental attributes of five hydrogen-powered aircraft designs (Joint Undertakings 2020). IEA
prospects for low-carbon aviation focus instead on synthetic kerosene jet fuel made with a
combination of hydrogen and CO2, which they project will comprise 40% of aviation final energy
demand by 2070 (IEA 2020).
In order to realize any relative life cycle environmental benefits of using hydrogen as an
aviation fuel, new aircraft would need to enter the fleet, and infrastructure would need to be scaled
dramatically for its production and transportation. Prior to global society making such large-scale
investments, a comprehensive comparison should be performed to indicate the conditions under
which such a system would be beneficial, as well as feasible. Like electricity and unlike fossil fuels,
hydrogen carries energy generated by another means, therefore the well-to-pump (WTP) impacts
must be considered carefully.
While there are several pathways to create hydrogen using renewable energy, currently
around ¾ of dedicated hydrogen production is from natural gas and nearly ¼ from coal, with oil
and electricity comprising a minute fraction (IEA 2019). Donnelly et al. (2020) argue that
producing hydrogen from natural gas or hydrocarbon-based electricity would release more CO2
than burning a hydrocarbon jet fuel. During the introduction of the Zero-E aircrafts, Airbus
executives insisted that hydrogen aviation fuel must be produced from renewable electricity. Some
hydrogen proponents argue that if produced from renewable energy, it would be carbon-free (Joint
Undertakings 2020), which contrasts with literature on the subject however (Valente et al. 2017).
There are a couple useful well-to-wake (WTWa) life cycle assessment (LCA) case studies
comparing aviation powered by LH2 or conventional jet fuel, but neither is sufficient for decision-
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making since they do not capture the full extent and uncertainty of the potential impacts.
Koroneos et al. (2005) found all six LH2 options to be preferable to conventional jet fuel in the
deterministic results of a case study for an A319-100 aircraft. The description of the methods lack
in detail, exclude climate impacts of contrail cirrus, and by now are outdated, though. Bicer and
Dincer (2017) also performed a deterministic LCA which incorporates the production of the
aircraft and airport as well, but relied on default ecoinvent life cycle inventory (LCI) data, and only
include the pathway of hydrogen production from steam reforming of natural gas.

Objective
In this work, we focus on the comparison of the WTWa potential environmental impacts
of aircraft powered by combustion of LH2 produced by a variety of technologies and feedstocks
with aircraft powered by the combustion of conventional jet fuel. We also compare several
biofuels, known as sustainable aviation fuels (SAF), since they are another popular mitigation
strategy. We intentionally incorporate uncertainty throughout the stochastic LCA, given the
diversity of production pathways for alternative aviation fuels, unknown future conditions, and
numerous judgment-based decisions to be made by an LCA practitioner. We focus on potential
climate change impacts, but also estimate impacts on human health, ecosystem quality, and water
consumption.

Review of relevant literature
Pump-to-Wake phase
There are several tradeoffs to consider regarding the use of hydrogen as an aviation fuel.
We discuss the pump-to-wake (PTWa) phase first, because it has been shown to dominate the
WTWa climate change impacts (Chester 2008) and therefore drives decision-making.
The specific energy (MJ/kg) of hydrogen is 2.8 times higher than conventional kerosene jet
fuel, but its energy density (MJ/L) is 4 times lower. Therefore, the fuel itself would weigh less in
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the aircraft, but larger, heavier tanks to contain it would require the redesign of aircrafts and could
impact performance and the passenger capacity (Gomez and Smith 2019). The CRYOPLANE
project estimated a resulting increase in energy per passenger-nautical mile (pax-nm) of 9% to 32%
depending on the aircraft type (Westenberger 2003). Recent designs for medium- and long-range
aircraft designs estimated a block energy increase of 22% and 42%, respectively, while designs for
shorter-range fuel cell powered aircraft were estimated to use 4-10% less (Joint Undertakings 2020).
The fuel combustion during the PTWa phase causes ground-level pollution in the region
surrounding the airport during the landing and takeoff (LTO) operation. It is sometimes assumed
that just climate forcing effects occur during the climb, cruise, and descent (CCD) portion of the
flight, reasoning that exhaust gases would degrade before returning to Earth’s surface and cause
harm (Cox et al. 2018). However, most of the ground-level PM pollution from aviation has been
found to be caused by the cruise phase of flight rather than LTO, due to complex chemical
reactions (Eastham and Barrett 2016). Conventional fuel combustion also increases ground-level
ozone concentration; PM and ozone exposure are linked to premature mortalities. On the other
hand, conventional aviation emissions increase tropospheric ozone levels, which in turn reduces
exposure to and cancers from harmful UV-B rays.
Upon combustion of hydrogen, there are no emissions of CO2, CO, soot, or sulfur, but it
does emit 2.5 times more kg water vapor per MJ than conventional jet fuel (Yılmaz et al. 2012).
Relative NOx emissions can be lower but depend on the engine technology (Marek et al. 2005).
Amazingly, reducing the ground-level NOx emissions from all sources by 1% can result in around
1.5% reduction of the net radiative forcing (RF) caused by aviation NOx. This may be a useful
strategy if there are environmental tradeoffs, like increased fuel burn, with technologies that reduce
direct aviation NOx emissions (Skowron et al. 2021).
Recent studies on the PTWa climate change impact of aviation indicate that contrail cirrus
is the largest component of RF (Bickel et al. 2020; Lee et al. 2021). Depending on the atmospheric
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conditions along the flight path, type of fuel combusted, and engine characteristics, aircraft exhaust
can form ice crystals which can create contrails and induce cirrus clouds, also known as aviationinduced cloudiness (AIC) (Kärcher 2018). During the day, contrail cirrus reflects incoming
shortwave radiation from the sun back to space, which has a cooling effect. But at all hours, it traps
longwave radiation from the Earth, creating a net warming effect (Sanz-Morère et al. 2020).
There is considerable uncertainty and lack of recent studies around the contrail cirrus RF
from LH2 combustion. The most recent modeling study found that the combination of higher
water vapor and lack of soot in the exhaust resulted in more frequent linear contrail formation,
where the contrails had fewer but larger ice crystals than those from conventional jet fuel exhaust.
The reference case suggested a 20% to 30% reduction in RF, but a scenario with different ice
crystal property assumptions resulted in a 27% increase, so the authors could not conclude which
fuel performed better (Marquart et al. 2005). A study of contrail cirrus from combustion of
paraffinic biofuels over the US describes similar exhaust attributes of relatively higher water vapor
and less soot than conventional jet fuel, and a find an 8% increase in contrails. The overall net RF
for biofuels changes - 4% to +18%, with a net RF decrease for flights at night, and a net RF
increase for flights during the day, suggesting strategic timing of fuel selection (Caiazzo et al. 2017).

Well-to-Pump phase
There are many LCA case studies of the WTP impacts of hydrogen production, though
only a few have LH2 as the end product, which requires energy-intensive liquefaction and then
storage. Koroneos et al. (2004) examine LH2 from natural gas and five renewable energy pathways,
the results of which are included in their later WTWa study. Interestingly, they found the overall
worst environmental performance from electrolysis with photovoltaics (PV) due to assumptions
about PV module manufacturing and low efficiency. Conversely, Miller et al. (2017) find that PV
electrolysis is among the best LH2 options from a GWP perspective; it is unclear whether the PV
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module manufacturing was included. The authors used a modified version of Argonne National
Lab’s Greenhouse gases, Regulated Emissions, and Energy use in Transportation (GREET) model with
assumptions for California, which optionally includes electricity plant infrastructure.

Figure 1: Comparison of WTP global warming potential of GH2 production compiled from literature, ordered by production
technology category and median value. High outlier for microalgae fermentation (14,230 g CO2e/MJ H2) excluded.

We now look at a broader set of hydrogen LCA studies. GWP impacts for GH2 derived
from several studies are found in Figure 1. The EC produced a guidance document for LCAs of H2
technologies, FC-HyGuide (Lozanovski et al. 2011). Valente et al. (2017) built upon the FC-HyGuide
and applied a harmonization procedure to enable comparative GWP results for existing case studies
of GH2 produced with renewable energy. Zhang et al. (2017) perform a detailed LCA of GH2 with
electrolysis from four electricity sources and two conventional pathways. Mehmeti et al. (2018) use
data from models including GREET to compare impacts from a dozen renewable and nonrenewable GH2 production pathways. Al-Qahtani et al. (2021) monetized externalities of ten GH2
production pathways to compare the estimated total cost.
Regardless of the production technology, hydrogen itself is an indirect greenhouse gas
(GHG), and its leakage needs to be prevented during production, storage and transportation
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(Derwent et al. 2020). This is a challenge because hydrogen is a very small molecule and has higher
leakage rates from pipes than natural gas (Miller et al. 2017). However, the production and
transportation of liquid fossil fuels is prone to harmful spills on land and water, which tends to be
excluded from LCA studies.
The GWP estimates for production of conventional jet fuel by Barrett et al. (2017) and
Speth et al. (2016) are used by ICAO within its Carbon Offsetting and Reducing Scheme for
International Aviation (CORSIA) program. Note that we describe in the Appendix that there
seems to be an inconsistency and underestimate in the calculation of CORSIA offset requirements.
Treatment of biomass-based aviation fuels in LCAs is complicated. Due to assumptions of
biogenic carbon neutrality, biogenic CO2 emissions along the fuel supply chain and during flight
are excluded from GWP estimates. de Jong et al. (2017) use models including GREET to compare
the GWP of several aviation biofuel pathways, demonstrating the sensitivity of results to co-product
allocation decisions. They also note that most biofuel pathways require hydrogen as an input.
Agriculture and forestry biomass production requires land, which could compete with land needed
for food production, and cause positive or negative direct and indirect land use change (ILUC)
climate change impacts. The use of undesirable land or waste biomass feedstock can help prevent
land use impacts. CORSIA provisionally allows inclusion of negative ILUC emissions when
determining offset requirements (ICAO 2019b). Cavalett and Cherubini (2018) focus on jet fuel
from forest residues in Norway, and explore a variety of impact metrics that pertain to UN
Sustainable Development Goals (SDGs), finding better performance of the renewable jet fuels on
three climate change metrics, but tradeoffs with worse performance on some ecosystem and human
health metrics.
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Aircraft and Airport
Chester and Horvath (2009) argue that assessments of passenger transport should include
vehicles and infrastructure to quantify tradeoffs across several environmental impacts. In several
studies, Chester primarily uses environmentally-extended input-output (EEIO) to assess aircraft and
airport impacts, taking advantage of the presence of aircraft-specific sectors in the US model
(Chester 2008; Chester and Horvath 2009, 2012).
Several researchers have attempted to conduct LCA of aircraft (Lopes 2010; Liu 2013), but
are often hindered by the lack of proprietary input and process data from manufacturers, and
therefore make inferences from aircraft manuals. Bombardier was not constrained in that manner
when they produced environmental product declarations (EPDs) of two of their aircrafts, CS100
and CS300 (Bombardier Aerospace 2016a, 2016b), according to a product category rule (PCR).
Aircraft manufacturers use the term “buy-to-fly” ratio to reflect the mass of input material
that is incorporated into parts on the aircraft, which can be an order of magnitude different. LCA
of aircraft must take this into account, as well the energy-intensive high precision manufacturing
steps, in order to prevent severe underestimation of impacts; these studies do not do so. The
ecoinvent processes for aircraft are based off of materials estimates in Cox et al. (2018), which notes
that the “buy-to-fly” ratio has not been considered, and is therefore likely an underestimate of
materials and manufacturing impacts.
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Figure 2: Comparison of upstream aircraft impact to the total global warming impact in reviewed studies. Percentage label
refers to the total upstream aircraft impact. A = (Bombardier Aerospace 2016a, 2016b), B = (Dallara et al. 2013),
C = (Chester and Horvath 2012), D = (Chester and Horvath 2009).

In Figure 2, we compare the estimated GWP impact for the aircraft’s entire lifespan across
studies, excluding airport infrastructure for consistency. The range of impacts of the aircraft to the
total lifespan is between around 1% to 10%. Interestingly, the two Bombardier EPDs are for very
similar aircraft and using the same assessment method, but result in the largest difference in
upstream aircraft impact. While the PCR methods are fairly transparent, detailed underlying results
are not available to understand the drivers. Note that the studies reviewed do not include contrail
cirrus or aviation-specific climate models.

Methods
Goal and Scope
The goal of this study is to estimate the potential environmental impacts of passenger
aircraft powered by combustion of conventional and several alternative aviation fuels. As there is
much uncertainty in key portions of the data, we do not definitively assert that one option is
preferable to another, but instead provide exploratory comparative statistics (Mendoza Beltran et al.
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2018) and guidance for how to reduce uncertainty. We perform a Monte Carlo (MC) simulation
with 1,000 trials using Oracle Crystal Ball, varying 484 continuous variables along probability
distributions and 46 discrete variables which determine production configurations and LCA
choices (see table in Appendix).

System boundary

Figure 3: System boundary of Well-to-Wake (WTWa) assessment. Aircraft and airport end of life impacts are excluded.
Emissions considered are: black carbon (BC), methane (CH4), carbon monoxide (CO), carbon dioxide (CO2), hydrogen (H2),
water vapor (H2O), dinitrogen monoxide (N2O), non-methane volatile organic carbon (NMVOC), nitrogen oxides (NOx), organic
carbon (OC), sulfur oxides (SOx), particulate matter <2.5μm (PM2.5). Effects considered are induced land use change (ILUC)
and contrail cirrus. Resource uses considered are water consumption and energy.

The scope of this study is informed by a PCR for aircraft Environmental Product
Declarations (EPD) (Bombardier Aerospace 2015). We extend the system boundary to include
airport infrastructure and operations in order to demonstrate its relative magnitude. Critically, we
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include contrail cirrus. We exclude the aircraft end-of-life processes for lack of data. Since Airbus
aims to launch LH2-powered aircraft in the year 2035, we use projected production efficiencies and
emissions for that year. The system boundary is illustrated in Figure 3.

Functional Unit
We adopt a functional unit (FU) one revenue pax-nm, which is similar to that of the PCR
(pax-100km). The PCR assumes 100% passenger load factor meaning that all passenger seats are
occupied, but we use a 60% load factor to align with our data source; the global average load factor
in 2019 was 83% (IATA 2020). The PCR does not allocate any burdens to the freight or mail
carried additionally carried by the flight, which aligns with our data source.
The amount of fuel burned and potential impacts generated varies with the aircraft type
and size, engines, fuel type and production technologies, flight path, trip distance, and atmospheric
conditions. We model six aircraft types (see Table 2) across a range of sizes and feasible trip
distances. Since the trip distance is critical in estimating fuel burn and impacts, the PCR
recommends a default 500nm trip for single-aisle aircraft which we use as our reference stage length
for comparison across all aircraft. Note that nautical miles (nm) are a frequently used navigation
distance metric because it corresponds to 1 minute of latitude, and speed in knots is 1 nm/hour.

Impact Characterization
A challenge is the combination of different climate change characterization factors across
the phases of the study. See Table 1 for a list of emissions and corresponding characterization
approaches in the study. We primarily adopt GWP100 as it is the most commonly used CO2
equivalency metric, however there are compelling criticisms of GWP that suggest the alternate
GWP* better represents non-CO2 emissions’ influence on future global temperatures (Allen et al.
2018). For the CCD phase, we use updated absolute GWP of CO2 (𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐶𝐶𝐶𝐶2 ) values for different

time horizons found in Lee et al. (2021) to convert effective radiative forcing (ERF) to GWP. We
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use IPCC AR5 GWP100 factors for well-mixed greenhouse gases (GHG): CO2, CH4, and N2O in
WTP and LTO phases. The IPCC has forthcoming guidance on improved characterization of
short-lived climate forcers (SLCF); we apply GWP100 factors from IPCC AR5 to these gases (BC,
CO, NOx, NMVOC, and OC) in half of the trials to assess their importance. GWP estimates used
for the aircraft and airport (AA) stage were previously calculated using 1996 IPCC GWP100 factors,
introducing some error. Biofuel indirect land use change (ILUC) emissions were previously
calculated as well, seemingly using GWP100 factors from IPCC AR5 as well.
Table 1: List of emissions, effects, and characterization approaches.
Note that GHGs for AA, H2, and ILUC are precalculated as GWP100.

AA
All
All
All

Emission
or Effect
GHG
CO
CO2
NMVOC

All

NOx

All
All but CCD
All but CCD
All but CCD
CCD
CCD
CCD

SOx
CH4
N2O
PM2.5
BC
H2O
OC
Contrail
cirrus
H2
ILUC

Sub-Phase

CCD
WTP
WTP

Equivalent GWP GWP
ILCD 2018
emission
(CCD) (Other)
GWP
SLCF
Smog
ERF
GHG
HC
SLCF
Smog
Acid., Eutr.,
ERF
SLCF
Resp., Smog
ERF
Acid., Resp., Smog
GHG
Smog
GHG
Resp.
PMNV
ERF
SLCF
ERF
PMVOC
SLCF

Grobler
(2019)
AQ
AQ
AQ
AQ

AQ
AQ

ERF
GWP
GWP

We adopt two approaches to characterize the air quality environmental and human health
impacts of the air emissions. For ground-level emissions during the AA, WTP, and LTO phases, we
apply five sets of ILCD 2018 midpoint factors (excluding climate change) pertinent to the
emissions data available. These include: acidification (freshwater & terrestrial), eutrophication
(marine), eutrophication (terrestrial), smog (photochemical ozone creation), and respiratory effects
(inorganics). Grobler et al. (2019a) estimate global regionally-explicit premature mortalities
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induced by species-specific LTO and CCD aviation emissions, and convert those estimates into
costs ($/tonne pollutant) using the value of a statistical life (VSL). We apply results from their air
quality (AQ) MC simulation (Grobler et al. 2019b). We select results with a 3% discount rate that
were derived using a global weighted-average VSL, so as not to put more emphasis on the lives of
people in more affluent countries where the GDP per capita and therefore VSL is higher. While
their LTO results were derived from estimated emissions at airports around the world, in order to
enable comparison across phases, we apply the same factors to emissions from the AA and WTP
phases. This may be reasonable if actors along the WTP supply chains are roughly co-located in the
same countries as key airports.

Aircraft and Airport Phase
We attempted to select newer aircraft technologies that were similar in passengers and
range to the hypothetical LH2 aircraft developed in the CRYOPLANE project (Westenberger 2003).
We choose the long-range widebody Boeing 787-800 (B788) to be the base case, as the aircraft
modeled has two next generation GEnx-1B64 engines. With a maximum of 381 passengers and a
first flight in 2011, Boeing has delivered 375 and had 47 unfilled orders for B788s at the end of
2020. The average stage length for widebody aircraft in the US from 2010-2019 was found to be
3,435 nm using data from MIT Airline Data Project (2020), so we use the 3,500 nm stage length
rather than the default 500 nm when assessing the B788 in isolation.
The dissertation of Chester (2008) includes a detailed hybrid LCA of three aircraft:
Embraer 145 (small), Boeing 737 (medium), and Boeing 747 (large). We assigned each aircraft
studied one of these three sizes, based on similar seating; identical airport and aircraft (AA) impacts
per pax-nm are applied for all fuel types and flight distances. The aircraft manufacturing and
maintenance phase was modeled using a US EEIO model, which unfortunately was for the year
1997. Since LH2 aircraft will need to be redesigned with larger tanks, they may have a different
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embodied impact per pax-nm; we have not captured that effect here due to lack of data. The
airport infrastructure and operations are modeled through a mix of EEIO and process-based LCA.
To arrive at per pax-km results, Chester (2008) assumed the aircrafts had lifetimes of 30 years, and
derived average flight departure and length data from statistical agencies. To update those results
and attempt to capture some uncertainty, we use 2010-2019 US daily departure and flight length
statistics, compiled by MIT Airline Data Project (2020). Given the considerable approximations in
this approach, if this phase proves to be significant for the overall WTWa impacts, these estimates
should be updated.
Table 2: Aircraft selected for study

Aircraft

Engines
(Count
and ID)

Code

Max seats

Chester
(2008)
Size

Dassault
Falcon 7X
Canadair
CL600
2C10
RJ700NG
Embraer
EMB190
100IGW
Boeing
737 800
Boeing
787 800
Airbus
A380 842

3:
PW307A
2:
CF34-3B

FA7X

16

Small

CL700RJ

68

Small

2:
CF3410E7
2: CFM567B26
2: GEnx1B64
4: Trent
970-84

E190

114

Medium

B738

220

Medium

B788

381

Large

A380

853

Large

CRYOPL
ANE
assigned
type
Business
Jet
Small
Regional

Average
dEnergy/
pax-nm

Year of
first flight

34%

2005

14%

2008

Regional
Jet

18%

2004

Medium
range
Long
range
Very large
long range

10%

1998

9%

2011

32%

2007

Well-to-Pump Phase
We select GREET1 2020 to estimate the WTP phase. GREET models the supply chains of
a variety of hydrogen and aviation fuels through year 2050 and enables stochastic analyses. The
LCI model for hydrogen and aviation fuels in GREET is well documented (Wu et al. 2006;
Elgowainy et al. 2012; Dai et al. 2016; Sun and Elgowainy 2019). While GREET is available as a
standalone software, we use the spreadsheet-based version to more easily facilitate modifications.
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The spreadsheet provides probability distributions for hundreds of variables for Monte Carlo
simulations; we adopt all, except those applied to time series which are centered on outdated
values. We add additional continuous probability distributions to several key parameters for
aviation fuels, applying 10% or 20% coefficient of variation to the provided mean value. We also
add discrete probability distributions when choices are provided for key production parameters and
LCA modeling decisions (see Appendix).
Table 3: Aviation fuels included in the study

Category

Technology

Energy Source

Conventional

Refining
Biological Fermentation

LH2,
Renewable

Electrolysis

Petroleum
Integrated Fermentation
Geothermal Electricity
Hydroelectric Electricity
PV Electricity
Wind Electricity
Biomass: Corn Stover, Forest Residue, Poplar, Miscanthus,
Switchgrass
Electrolysis, HTGR, Nuclear
High Temperature Electrolysis with SOEC
US Electricity: National and regional mixes
Coal Gasification
Coke Oven Gas
Natural gas: North American natural gas & Landfill gas
Thermo-Chemical Cracking of Water, Nuclear
Biomass: Corn Stover, Forest Residue, Poplar, Miscanthus,
Switchgrass
Corn grain (Standalone)

Thermochemical
Electrolysis
LH2, Other
Thermochemical

Fischer-Tropsch
Biofuel

Ethanol-To-Jet
Hydroprocessed
Renewable Jet Fuel
(HRJ, or HEFA)

Vegetable oil: Canola oil, Palm oil, Soybean

The aviation fuels considered are shown in Table 3. Conventional petroleum jet fuel
serves as a baseline for comparison. While hydrogen generation at refueling stations may be
appropriate for road vehicles, we assume that the volume of hydrogen required to power an aircraft
fleet will require a central plant. We select all the LH2 options produced at central plants available
in GREET 2020, except for byproduct processes and the solar energy pathway since it assumes zero
emissions for the GH2 production process. We modify LH2 electricity mix processes to model LH2
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solely from renewable electricity sources. For the LH2 pathways, GREET models the hydrogen
boiloff which can occur during storage and transportation, subject to partial recovery. We
characterize the climate change impacts of this leakage using the updated GWP100 factor from
Derwent et al. (2020) of 5 ±1 kg CO2 / kg H2.

We select several biofuel options, choosing those that are both available in GREET and are

a CORSIA eligible fuel (CEF) which can be used for offsetting requirements. For biomass-based
fuels, we estimate the ILUC impact, based on estimates produced for ICAO to support CORSIA
(ICAO 2019a). This is done by adapting the MC results from the GLOBIOM model for 9 biomass
aviation fuel and feedstock pathways.

Pump-to-Wake Phase
The bulk of the LCA model is driven by the amount of jet fuel burned. While GREET
2020 does include a PTWa module, there are shortcomings for this purpose: the data is for US in
the year 2010, does not provide sufficient details on the aircraft considered, and does not include
LH2 as a fuel option. Following Cox et al. (2018), we use modeled conventional fuel burn and
emissions from EMEP/EEA dataset, which is intended for European national GHG inventory
reporting. The dataset represents aircraft and engine configurations most frequently flown in
Europe in 2015, which constrained our selection of representative aircraft. Data is provided for
LTO and CCD over a range of stage lengths feasible for the aircraft. The emissions included are:
CO2, NOx, SOx, H2O, CO, HC, PM non volatile, and PM volatile (organic carbon + sulfurous).
Unburnt hydrocarbon (HC) is assumed to be equivalent to non-methane VOC (NMVOC). Black
carbon (BC) is assumed to be equivalent to PM non volatile (PMNV). The EUROCONTROL
emissions model underlying the EMEP/EEA dataset assumes a fixed emissions index (EI, kg
pollutant/kg fuel) for PM volatile (sulfurous), but varies the EI of PM volatile organic carbon
(PMVOC) by thrust in proportion to the EI of HC. Since only the sum of the two, PM volatile
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(organic carbon + sulfurous), is provided and the thrust level at CCD is unknown, we find the PM
volatile (organic carbon) as the difference between the sum and the fixed sulfurous term.
Table 4: Approach to estimate LH2 and biofuel PTWa emissions

Item
Fuel
burn

SubPhase
LTO &
CCD

H2O

CCD

NOx

LTO &
CCD

CO

LTO &
CCD
LTO &
CCD
LTO &
CCD
LTO &
CCD
LTO &
CCD

Set to zero; is not emitted.

Very slight decrease on an energy
basis following GREET, similar to
reasoning of Cain et al. (2013).
Adjusted for LHV of fuels.
Based on EIH2O in Caiazzo et al.
(2017).
Following GREET, derived RL
from Carter et al. (2011). For
LTO, use range of fuel-weighted
relative emissions levels reported
for 100% biofuel. For CCD,
extracted data range from
appendix charts for 65% engine
power.
Same approach as NOx.

Set to zero; is not emitted.

Same approach as NOx.

Set to zero; is not emitted.

Set to same RL as HC, since it is
modeled in proportion to HC.
Same approach as NOx.

LTO &
CCD

Set to zero; is not emitted.

HC
PMVOC
PMNV
CO2
SOx

Contrail CCD
cirrus

LH2 adjustment

Biofuel adjustment

Increase based on Westenberger
(2003), adjusting for LHV of fuels
(see Table 2).
Based on 1:1 stoichiometric ratio
of H2O to H2 and molar masses.
Estimated minimum and
maximum EI bounds per flight
stage from experiments by Marek
et al (2005). Then estimated fuelweighted average for LTO based
on ICAO default times. For
CCD, approximated cruise thrust.

Set to zero; is not emitted.
Set to zero; is not emitted.

Uniform net RF range of -30% to
+30%, based on sensitivity analysis
from Marquart et al. (2005).

Set to zero, biogenic carbon
neutrality (equivalent to applying
biomass credit).
Set to zero, is not emitted.
Following GREET and Stratton et
al. (2011).
Based on -4% to +18% net RF
range in Caiazzo et al. (2017).

Since the data provided is for combustion of conventional fuel, we estimate the fuel burn
and emissions for the alternative aviation fuels. The fuel burn for LH2 and biofuel was estimated
relative to the energy content of conventional fuel burn by adjusting for lower heating values
(LHV). Table 4 shows that some of the EI for the alternative fuels were estimated based on an
energy content-adjusted relative level (RL, %) to the conventional EI, while others were derived
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independently (see Appendix for details). Based on the characterization approach, some items are
only considered for either the LTO or CCD sub-phase.

Pump-to-Wake Climate Impact Characterization
A variety of environmental and human health impacts were assessed for the LTO phase in
the same manner as the WTP phase, but only climate change is considered for the CCD phase.
The global mean surface temperature response per unit RF is lower than CO2 for contrail cirrus
(Bickel et al. 2020), and higher than CO2 for components of net NOx, so the ERF is used instead
of RF. Lee et al. (2021) compile ensemble effective radiative forcing (ERF) factors for the
components of aviation climate change impact.
We downscale and convert the four global ERF factors provided on a mW/m2/Tg basis for
̇ .
netNOx, BC, SO2, and H2O in order to arrive at ERF for each fuel type per pax-nm, 𝐸𝐸𝐸𝐸𝐸𝐸

Equation (16) below demonstrates for BC. The global ERF factor is multiplied by the EI for
conventional jet fuel, which is converted to an energy basis using the LHV, then adjusted lower or
higher based on the RL of BC emissions for the chosen fuel (unity for conventional jet fuel). To
convert to a pax-nm basis, the conventional jet fuel burn per pax-nm is converted to energy using

the LHV (note that the terms cancel) and adjusted lower or higher based on the RL of fuel burn for
the chosen fuel.
̇ 𝐵𝐵𝐵𝐵 =
𝐸𝐸𝐸𝐸𝐸𝐸

𝐸𝐸𝐸𝐸𝐸𝐸𝐵𝐵𝐵𝐵
𝑝𝑝𝑝𝑝𝑝𝑝 − 𝑛𝑛𝑛𝑛

𝐸𝐸𝐸𝐸𝐸𝐸𝐵𝐵𝐵𝐵 𝑚𝑚𝐵𝐵𝐵𝐵
1
𝑚𝑚𝐽𝐽𝐽𝐽𝐽𝐽
=
×
×
× 𝑅𝑅𝑅𝑅𝐵𝐵𝐵𝐵 ×
× 𝐿𝐿𝐿𝐿𝐿𝐿 𝐽𝐽𝐽𝐽𝐽𝐽 × 𝑅𝑅𝑅𝑅𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹
𝐽𝐽𝐽𝐽𝐽𝐽
𝑚𝑚𝐵𝐵𝐵𝐵
𝑚𝑚𝐽𝐽𝐽𝐽𝐽𝐽 𝐿𝐿𝐿𝐿𝐿𝐿
𝑝𝑝𝑝𝑝𝑝𝑝 − 𝑛𝑛𝑛𝑛

(16)

We apply a similar but simpler approach for CO2 in equation (17). Since we only model
conventional jet fuel to emit CO2, the RL for other fuels are ignored. The ERF of CO2 is just the
𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐶𝐶𝐶𝐶2. The 𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐶𝐶𝐶𝐶2 is the integration of the RF of CO2 over time and increases

monotonically over the time horizons considered.
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̇ 𝐶𝐶𝐶𝐶2 =
𝐸𝐸𝐸𝐸𝐸𝐸

𝑚𝑚𝐽𝐽𝐽𝐽𝐽𝐽
𝐸𝐸𝐸𝐸𝐸𝐸𝐶𝐶𝐶𝐶2
𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐶𝐶𝐶𝐶2 𝑚𝑚𝐶𝐶𝐶𝐶2
=
×
×
𝑝𝑝𝑝𝑝𝑝𝑝 − 𝑛𝑛𝑛𝑛
𝑚𝑚𝐶𝐶𝐶𝐶2
𝑚𝑚𝐽𝐽𝐽𝐽𝐽𝐽
𝑝𝑝𝑝𝑝𝑝𝑝 − 𝑛𝑛𝑛𝑛

(17)

Contrails typically only occur during a fraction of flights depending on the conditions,
whereas pollutants are emitted whenever aviation fuel is combusted. Here, we consider a flight
where the statistical average contrail cirrus occurs. Lee et al. (2021) estimated the average contrail
cirrus ERF on a per-km basis, considering all civil aviation flights in a given year, which includes
passenger and freight flights. While heavier aircraft have been shown empirically to have larger
contrail cirrus RF impact than lighter aircraft, after adjusting for size on a pax-nm basis, the RF is
likely to be similar across aircrafts (Jeßberger et al. 2013). Therefore, in order to downscale the
contrail cirrus factor and apply it to the various aircraft considered in the study, we recalculate the
contrail cirrus ERF for each estimate 𝑖𝑖 on a per tonne-km basis. To do so, we find the total annual
tonne-km for passenger, mail, and freight flights corresponding to the year of each estimate 𝑖𝑖 using

ICAO annual reports. We then convert to pax-nm using the 95kg payload per pax assumed by

𝑖𝑖
̇ 𝐶𝐶𝐶𝐶
EMEP/EEA. The ERF is finally scaled by the corresponding RL to arrive at 𝐸𝐸𝐸𝐸𝐸𝐸
as shown in

̇ 𝐵𝐵𝐵𝐵 ) is the arithmetic mean across all estimates 𝑖𝑖.
equation (18). The ensemble value (𝐸𝐸𝐸𝐸𝐸𝐸
𝑖𝑖
̇ 𝐶𝐶𝐶𝐶
𝐸𝐸𝐸𝐸𝐸𝐸
=

𝑖𝑖
𝑖𝑖
𝐸𝐸𝐸𝐸𝐸𝐸𝐶𝐶𝐶𝐶
𝐸𝐸𝐸𝐸𝐸𝐸𝐶𝐶𝐶𝐶
1.852 𝑘𝑘𝑘𝑘 0.095 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡
=
×
×
× 𝑅𝑅𝑅𝑅𝐶𝐶𝐶𝐶
𝑝𝑝𝑝𝑝𝑝𝑝 − 𝑛𝑛𝑛𝑛 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 − 𝑘𝑘𝑘𝑘
𝑛𝑛𝑛𝑛
𝑝𝑝𝑝𝑝𝑝𝑝

(18)

We convert the CCD impacts into GWP in order to combine with results from the other
phases. In equation (19) we sum the CCD components in terms of ERF, and then divide by the
appropriate 𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐶𝐶𝐶𝐶2 to convert into GWP100 or GWP20. Note that the 𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐶𝐶𝐶𝐶2 terms in

equations (17) and (19) cancel for CO2; the CO2 component does not change in magnitude with
selected time horizon.
𝐶𝐶𝐶𝐶𝐷𝐷𝐺𝐺𝐺𝐺𝐺𝐺 =

̇ 𝐶𝐶𝐶𝐶2
̇ 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 + 𝐸𝐸𝐸𝐸𝐸𝐸
̇ 𝐵𝐵𝐵𝐵 + 𝐸𝐸𝐸𝐸𝐸𝐸
̇ 𝑆𝑆𝑆𝑆2 + 𝐸𝐸𝐸𝐸𝐸𝐸
̇ 𝐻𝐻2𝑂𝑂 + 𝐸𝐸𝐸𝐸𝐸𝐸
̇ 𝐶𝐶𝐶𝐶
𝐸𝐸𝐸𝐸𝐸𝐸
𝐸𝐸𝐸𝐸𝐸𝐸
+
𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐶𝐶𝐶𝐶2
𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐶𝐶𝐶𝐶2

99

(19)

Well-to-Wake Phase
The potential impacts for the WTP, AA, and PTWa phases are simply summed to arrive at
the overall WTWa results. Our approach to compare the WTWa impacts across alternative fuels is
guided by the decision tree for selection of uncertainty-statistics methods for LCA Monte Carlo
simulations from Mendoza Beltran et al. (2018). As this is an exploratory comparison considering
several impacts, we are provided three options: the Discernability method, the Overlap Area
method, and the Impact Category Relevance method. We prefer the Discernability method over
other two options; the Overlap Area method does not apply to multi-modal distributions which are
common in our results due to discrete variables, and the Impact Category Relevance method
prioritizes impact categories where alternatives perform differently rather than the allowing the
practitioner to prioritize based on other factors.
The Discernability method described by Gregory et al. (2016) estimates 𝛽𝛽 as the fraction of

MC trials (𝑁𝑁) in which alternative B has a lower impact than alternative A. The authors define a
critical threshold value 𝛽𝛽𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 to determine if the difference in alternatives is resolvable. If

differences cannot be resolved, they refine influential parameters and re-run the simulation. Here,
our comparison indicator (𝐶𝐶𝐶𝐶) in equation (20) is the percent difference (rather than the ratio) of
alternative B relative to A for the environmental impact 𝑍𝑍 of impact category 𝐿𝐿, MC parameter 𝑘𝑘

and sample 𝑚𝑚. Also, since investment in LH2 would likely only make sense if an alternative

demonstrates significant impact reductions, we set a threshold 𝑡𝑡 for minimum percent impact
reduction (eg. 25%), shown in equation (21).
𝐶𝐶𝐶𝐶𝐿𝐿,(𝑘𝑘,𝑚𝑚) =
𝛽𝛽𝐿𝐿 =

𝑍𝑍𝐿𝐿,𝐵𝐵,𝑘𝑘,𝑚𝑚 − 𝑍𝑍𝐿𝐿,𝐴𝐴,𝑘𝑘,𝑚𝑚
𝑍𝑍𝐿𝐿,𝐴𝐴,𝑘𝑘,𝑚𝑚

(20)

∑𝑘𝑘 ∑𝑚𝑚�𝐶𝐶𝐶𝐶𝐿𝐿,(𝑘𝑘,𝑚𝑚) < 𝑡𝑡�
𝑁𝑁

(21)
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We sought to identify key variables that influence the difference between the alternative
fuels and the conventional fuels. Given the variety of unordered discrete variables combined with
continuous variables, sensitivity analyses based on continuous or ordered correlations, such as
Spearman rank correlation, would not be effective. Therefore, we screened for influential variables
per fuel type using stepwise regression (forward, minimum BIC) in the JMP Pro software. Once
screened, we performed standard least squares regression for each alternative fuel.

Results
Well-to-Pump
An overall comparison of the WTP phase GWP impact across 17 aviation fuels is shown in
Figure 4. Interestingly, only electrolysis powered by wind, hydro, and nuclear energy are shown to
have consistently lower GWP than conventional jet fuel. However, at this stage, the other fuels
shouldn’t be discounted since decisions should be informed by the overall WTWa impacts. It is
important to recall that the probability distributions reflected in the results include uniformly
distributed discrete variables to reflect a range of possibilities, and do not represent the likelihood
that particular production practices (such as biomass feedstock selection, energy recovery, or use of
CCS) are adopted in practice. Variables shown to drive uncertainty can be paid more attention in
order to refine model results.
Results for the five pathways with negative GWP impacts in some MC trials, shown in
Figure 4, are very sensitive to the use of CCS during GH2 production. Integrated fermentation and
biomass gasification are both sensitive to the data source for H2 production assumptions, since use
of the H2A model from NREL instead of industry data excludes the possibility of CCS for biomass;
CCS is therefore only applied in ¼ of the Monte Carlo simulations. LH2 from natural gas is
sensitive to whether extracted North American natural gas or landfill natural gas is used.
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Figure 4: Comparison of GWP in the WTP phase, including ILUC, across 17 aviation fuels considered. Ordered by fuel type and
median value, with conventional median as reference. Violin plot with fixed width (rather than fixed area) showing kernel
density of data, overlaid with boxplot.

Since most hydrogen LCA literature has GH2 as the end product, we compared the GWP
producing GH2 with LH2 for eight production pathways. The GH2 results are most often lower than
LH2 as expected, except for those powered by nuclear energy (see Appendix). Efficiency variables
and electricity mix choices affect the comparison of the nuclear pathways.

Climb, Cruise, and Descent
The CCD phase is obviously a key component of the WTWa impact, so we carefully assess
drivers. LH2 combustion does not emit CO2, and CO2 emissions from biofuels are zeroed due to
the assumption of biogenic carbon neutrality. Three key parameters determine the relative
importance of CO2 emissions in overall CCD climate impacts for conventional jet fuel in our
model: the number of passengers, the trip distance, and the GWP time horizon.
The choice of representative aircraft and functional unit is important. For example, even
though the FA7X emits the least CO2 during a 500nm trip, the impact is spread across just 10
passengers, and therefore has the highest CO2 impact per pax-nm in Figure 6. The overall climate
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impact of the B788 decreases from the shortest stage length modeled 125 nm and stabilizes around
1500 nm, as shown in Figure 5. This is because a higher proportion of the flight length is spent in
climb and descent on shorter flights. The climb phase of CCD is less fuel efficient than the cruise
phase while the descent phase is the most fuel efficient; on balance, more CO2 is emitted for the
combined climb and descent phases than cruise.

Figure 5: Comparison of total GWP100 impacts during the CCD phase for the B788 aircraft across all stage lengths, 125nm to
7500nm.

Contrail cirrus is generally the largest component of LH2 and biofuel CCD impacts, and
the second largest for conventional jet fuel in terms of GWP100 as shown in Figure 6. Contrail
cirrus persist for hours whereas CO2 has an atmospheric residence times on the order of centuries.
Therefore, contrail cirrus will have a larger CO2-eq than CO2 over shorter time horizons, but a
smaller impact over longer time horizons (Stratton et al. 2011; Cavalett and Cherubini 2018; Lee et
al. 2021). We calculate the CCD results using the GWP20 instead in Figure 7. While the
magnitude of the CO2 impact is the same in Figure 6 and Figure 7, the magnitude of the SLCF
impact has increased when assessed at GWP20 (note the axis scales). Looking just at B788 at 3500
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nm in Figure 8, we can compare across three time horizons. It is evident that the calculations of
GWP50 and GWP20 leads to more spread in the results for these shorter time horizons.
As it is difficult to observe the differences between the fuel types due to overlapping
distributions, the pairwise difference of the alternative fuel types from conventional is shown in
Figure 9. Overall, the alternative fuels tend to have lower CCD impacts than conventional; the
difference is more pronounced with longer time horizons due to CO2. Ideally, an alternative
technology would perform better at all time scales. The alternative fuels are shown to have lower
CO2 impacts since none is emitted, and appear to have higher SO4 impacts— SO4 has a cooling effect
in the upper atmosphere, so lack of emissions results in a lack of negative impacts! LH2 tends to
have lower netNOx impacts due to the assumptions around NOx -reducing engine technology, but
LH2 has higher water vapor impacts due to its much higher EI. The difference in contrail cirrus
impacts directly reflects the assumptions about the relative level (see Table 4); the LH2 difference is
centered on zero, while biofuel is slightly worse on average.

Figure 6: Comparison of GWP100 impacts from components of the CCD phase across three fuel types and six aircrafts for a
500 nm stage length, ordered left to right from least to most passengers.
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Figure 7: Comparison of GWP20 impacts from components the CCD phase across three fuel types and six aircrafts for a 500
nm stage length, ordered left to right from least to most passengers.

Figure 8: Comparison of GWP impacts for three different time horizons (20, 50, 100 years) from components of the CCD for
the B788 at 3500 nm.
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Figure 9: Pairwise difference of alternative fuel GWP impacts from conventional fuel for three different time horizons (20, 50,
100 years) from components of the CCD for the B788 at 3500 nm.

Well-to-Wake
The relative importance of each phase is shown for the B788 aircraft at 3500nm in Figure
10 for three selected aviation fuels. Steam reformation of natural gas is currently the dominant
hydrogen production pathway (though landfill gas is used less commonly than we model), while PV
electricity is one of the key renewable technologies being considered. The CCD clearly dominate
for GWP100 impacts for the LH2 fuels, and the WTP phase is critical for the natural gas based LH2
fuel. The AA and LTO phases are relatively minor for GWP. Looking at other impact categories,
though, these phases can play a more important role. For example, the air quality-induced
premature mortalities are compared across all phases in Figure 11. CCD still dominates for
conventional, but not for the alternative fuels which do not emit, or tend to emit less, of the
criteria air pollutants. The AA phase has a larger influence now, but LTO still is minor. This
agrees with literature that finds the vast majority of the air quality impact of aviation is from the
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cruise phase, rather than the ground-level emissions. The long positive tails are due to the input air
quality impact distributions being right-skewed with long tails.

Figure 10: Comparison of GWP100 impacts per phase for selected aviation fuels: LH2 from natural gas and PV electricity, and
conventional for the B788 aircraft at 3500nm stage length.

Figure 11 Comparison of mortality ‘cost’ due to air quality per phase for selected aviation fuels: LH2 from natural gas and PV
electricity, and conventional for the B788 aircraft at 3500nm stage length.
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Figure 12: Comparison of WTWa GWP100 impacts across 17 aviation fuels for the B788 aircraft at 3500nm stage length.

Figure 13: Comparison of the percent difference in WTWa GWP100 impacts between alternative aviation fuels and conventional
jet fuel for the B788 aircraft at 3500nm stage length. Shaded region shows where conventional performs better.

The selection of alternative aviation fuel clearly matters in WTWa comparisons with
conventional jet fuel, as illustrated for GWP100 in Figure 12 and Figure 13. The ordering of
aviation fuels by median WTWa for GWP100 impacts by fuel category matches that for the WTP
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phase, since the AA and PTWa impacts are kept the same across each fuel category. The percent
difference 𝐶𝐶𝐶𝐶𝐿𝐿,(𝑘𝑘,𝑚𝑚) is taken for each pair of MC trials in Figure 13.

Well-to-Wake Sensitivity Analysis

Using regression analysis, we assessed the key parameters driving the difference in WTWa
GWP100 impacts between conventional and alternative fuels. The significance of main effects
identified for LH2 pathways from renewables are provided in Table 5 for electrolysis pathways and
Table 6 for biological feedstocks. As expected, key parameters across both are the contrail cirrus
impact, and the relative level for LH2. CCD parameters are more prominent for the electrolysis
pathways compared to the biological pathways, presumably due to generally lower WTP impacts.
The US grid mix plays a role along production supply chains, and therefore the selection of
regional or national average grid mix is key due to the range in carbon intensities. Results for all
other pathways along with model fit results are found in the Appendix.
Table 5: LH2 from renewable electrolysis. Main effects in regression of WTWa GWP100 comparison vs conventional for the
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*****
*****
*****
*****
*****

****
***

Wind
Electricity

*****
*****
*****
*****
*****
*****
**
***
**
***

PV
Electricity

Main effect description
CCD: Water vapor impact per mass H2O
CCD: LH2 contrail cirrus RL
CCD: Contrail cirrus ERF per pax-nm
CCD: netNOx impact per mass N
CCD: SO4 impact per mass SO2
LH2 electrolysis efficiency
US electricity generation mix
Natural gas boiler efficiency for electricity
Residual oil boiler efficiency for electricity
PTW: LH2 relative energy per pax-nm

Hydroelectric
Electricity

Main effect type
Emissions factor
Effect RL
Emissions factor
Emissions factor
Emissions factor
Efficiency
Electricity type
Efficiency
Efficiency
Energy

Geothermal
Electricity

B788 aircraft at 3500nm stage length. Significance levels given as: *<0.1, ** <0.05, *** <0.01, **** <0.001, *****<0.0001

*****
*****
*****
*****
*****
*****
*****
*
***
*

*****
*****
*****
*****
*****

***
***

Table 6: LH2 from renewable biological feedstocks. Main effects in regression of WTWa GWP100 comparison vs conventional
for the B788 aircraft at 3500nm stage length. Significance levels given as: *<0.1, ** <0.05, *** <0.01, **** <0.001,
*****<0.0001
Biomass
Gasification

Main effect type

Main effect description

CCS
Electricity type
Emissions factor
Effect RL
Electricity type
Model choice
Co-products
Efficiency
Emissions factor
Production Type
Emissions factor

GH2 from Biomass, CCS
US electricity generation mix
CCD: Contrail cirrus ERF per pax-nm
CCD: LH2 contrail cirrus RL
H2 Liquefaction electricity source
H2 model data source
LH2 from Biomass, electricity co-product
H2 Liquefaction efficiency
CCD: netNOx impact per mass N
Int. fermentation, recovery type
BC %of PM from biomass open burning

*****
*****
*****
*****
*****
*****
*****

Integrated
Fermentation

*****
*****
*****
*****
*****
*****
*****
*****
*****

**

Well-to-Wake Comparison Across Metrics
Finally, we look across several impact categories simultaneously. The 𝛽𝛽𝐿𝐿 is calculated for

thresholds 𝑡𝑡 between 0% and -100%. We again look at B788 aircraft at 3500nm stage length for

selected fuels in Table 7. Results for all 16 alternative fuels are shown in the Appendix. The tables
should be read as: “the well-to-wake potential impacts of X% of MC trials are estimated to be at
least 𝑡𝑡% lower than the conventional jet fuel impacts”. Therefore, higher 𝛽𝛽𝐿𝐿 percentages indicate
more frequent outperformance by the alternative fuels. Caution is needed in interpretation,

because while these results reflect possible production pathways, they are not necessarily aligned
with the most common industry practices. These results serve to identify points of concern that
should be more deeply investigated and mitigated.
While the three selected pathways perform better than conventional fuel more often than
not for GWP100, they perform relatively poorly on almost all other metrics. Even so, PV electrolysis
is regarded as a key pathway for low-carbon hydrogen for aviation, but does not often produce even
50% savings. Wind electrolysis does perform better than PV electrolysis (see Appendix).
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Table 7: 𝛽𝛽𝐿𝐿 for several impact categories and two LH2 fuels for the B788 aircraft at 3500nm stage length.
1

Does not include CCD phase. 2Same results for Eutrophication, Terrestrial. 3 Only WTP phase.

Biomass to Fischer-Tropsch
Jet Fuel

LH2 from Natural Gas

LH2 from PV Electricity

Fuel

Impact Type
Climate
Ecosystem
Quality
Human
Health

Impact category
GWP100
1

Acidification

Eutrophication, Marine

1,2

Air Quality

0%

-25%

-50%

-75%

-100%

kg CO2-Eq

100%

67%

3%

0%

0%

mol H+-Eq

0%

0%

0%

0%

0%

kg N-Eq

1%

0%

0%

0%

0%

100%

90%

16%

0%

0%

disease incidence

0%

0%

0%

0%

0%

kg NMVOC-Eq

0%

0%

0%

0%

0%

0%

0%

0%

0%

0%

$ 'statistical life'
1

Respiratory effects
Smog

Threshold t

Units (per pax-nm)

1

Water

Water consumption

gal

Climate

GWP100

kg CO2-Eq

66%

32%

14%

5%
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Perhaps the surprising result is how relatively poorly LH2 from PV electricity performs on
the non-GWP metrics. Tracing the impacts back through the production process calculations in
GREET1, this is due to the very high emissions per ton of silicon needed for PV modules, which is
modeled in the complementary GREET2. For all trials, we opted to include the impacts of
infrastructure along the supply chain. While there is considerable coverage of infrastructure,
including powerplants, oil wells, and natural gas wells, there are gaps in for example the electrolysis
machinery and hydrogen production plants that are not electricity generation plants. This is a gap
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that should be explored in future research, especially considering the importance of infrastructure
to the WTP phase and even WTWa phase of some pathways.

Conclusions
With significant growth in civil aviation projected, innovative solutions are needed to
significantly reduce the intensity of aviation’s impacts on the climate, ecosystems, and public
health. There are scenarios under which aircraft powered by combustion of LH2 can outperform
conventional jet fuel on multiple metrics, but the results of this preliminary analysis indicate that
the relative performance of LH2 varies strongly with the production pathway. Electrolysis powered
by geothermal, hydroelectric, and wind are strong contenders, but each has limitations in
producing electricity at scale. Solar thermal and biomass-powered electrolysis were not investigated
here due to model limitations but are also worth consideration.
In recent years, modeling and empirical analysis of contrail cirrus have improved the
science and helped reduce uncertainty in the climate impacts from aviation. However, since the
interest in hydrogen-powered aircraft faded for a period of time, the modeling of contrail cirrus
from hydrogen combustion has stalled. Given the large mass of water vapor emitted, there is clear
potential for increased contrail cirrus formation; the lack of recent studies with clear results lead
Aviation Week to question whether contrails would be the Achilles’ Heel of hydrogen aviation
(Norris 2020). Our results demonstrated that the relative climate impact of LH2 compared to
conventional jet fuel is sensitive to the contrail cirrus impacts. Therefore, we strongly recommend
that investigation in this area is renewed in order to refine WTWa estimates and guide decisionmaking around hydrogen aviation investments.
Aside from just hydrogen-powered aviation, contrail cirrus is a formidable challenge for the
aviation sector to tackle in general. Wide uncertainties in climate impact estimates in past studies,
combined with shorter atmospheric residence than GHG, seem to have prevented strategic
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prioritization for contrail cirrus reductions. Most aviation carbon footprint calculators and
offsetting schemes opt to neglect it. Increasing fuel efficiency of aircraft has been a clear focus of
aircraft manufacturers in recent decades, leading to steady improvements. However, there is a
tradeoff: more fuel-efficient engines create cooler exhaust, which is more prone to contrail
formation (Grobler et al. 2019a). An alternate strategy discussed in the literature to deal with
contrail cirrus is to strategically avoid forming them by altering flight paths. Teoh et al. (2020)
describe a targeted flight diversion strategy to predict and prevent the bulk of contrail cirrus
formation, noting that a mere ~2% of flights were responsible for ~80% of the climate energy
forcing. In their case study of the Japanese airspace, targeted diversion netted an impressive 36%
reduction in impact, even when considering the fuel penalty for the suboptimal flight path.
In this work, we relied on several models, all of which have benefits and limitations. They
are: GREET1 2020 for WTP, Chester (2008) for AA, EMEP/EEA data for PTW fuel and
emissions, Lee et al. (2021) for CCD climate forcing, and Grobler et al. (2019a) for air quality
impacts. To improve on this analysis in future work, changes could be made at each step. GREET
has a US focus, and may not reflect production conditions in other regions. GREET1 captures
GHGs and criteria air pollutants but does not have the catalog of substances included in LCA
background datasets such as ecoinvent; impacts calculated in this study are therefore likely to
underestimate the impact were other substances to be included. Those LCA background datasets
tend to be more precise but less comprehensive than EEIO analyses. Perhaps a hybrid approach
could be adopted for the WTP and AA phases to incorporate the detailed parameterization
provided in GREET with the extensive substances in LCA datasets and economy-wide coverage of
EEIO. Regarding the PTW phases, in addition to the contrail modeling previously advised, nonclimate impacts of hydrogen combustion could be incorporated into sophisticated coupled global
aviation and atmospheric chemistry models. Overall, hydrogen for aviation may be part of a
solution, but considerable caution must be taken to avoid unintended negative consequences.
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Contributions and Future Work
Contributions
This work has innovated on EEIO and LCA, tools of industrial ecology that apply systems
perspectives to assessments of environmental performance. The focus has been on the
consideration of capital assets such as infrastructure and equipment along the supply chains. Also,
an LCA case study of hydrogen-powered aviation improved the well-to-wake assessment approach.
Enumerated novel aspects of the work are as follows:
1. Incorporated the use of capital assets into the US Environmentally-Extended Input-Output
(USEEIO) model. Doing so enables a more accurate characterization of the potential
embodied environmental impacts of products consumed and invested in. Using detailed
national capital investment statistics rather than aggregated statistics improves the precision
of results. For some product sectors, the inclusion of capital in the carbon footprint
significantly increases the overall footprint. Created an accompanying spreadsheet tool for
users to easily estimate the capital-endogenized carbon, metal, and material footprints of
products and services in the US.
2. Developed an alternative approach to estimate global metal footprints of products. Rather
than looking at the gross metal ore extracted, focused on the metal contained in the ore,
which factors out the ore grade and pertains more closely to the amount of material that is
incorporated into products. Demonstrated that iron factors in much more heavily in the
metal contained footprint, whereas metals with lower ore grades play a large role in the
gross ore metal footprint. Compared the footprints treating the capital assets as
endogenized or not, which highlighted the difference for countries with rapidly increasing
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investment like China. Investigated the drivers of change in metal contained footprints
over time.
3. To my knowledge, conducted the first comprehensive well-to-wake (WTWa) life cycle
assessment (LCA) of aircraft powered by liquid hydrogen combustion, capturing multiple
forms of uncertainty and variability. While LCA tends to apply standard environmental
impact characterization factors, those are insufficient to address the impacts of aviation, so
this study incorporated estimates from the latest advances in atmospheric microphysical
modeling. Assessed several potential environmental and human health impacts, which
have tradeoffs depending on the type of aviation fuel combusted. Concluded that the
potential impact of contrail cirrus from hydrogen combustion is substantial and needs to
be better characterized in order to assess the potential benefits of shifting the commercial
aircraft fleet to that fuel source, as proposed by Airbus. Confirmed that the choice of
liquid hydrogen production pathways strongly influences impact results, with only
renewable electrolysis or options using carbon capture and storage (CCS) preferable to
conventional jet fuel.

Future Work
The innovations to industrial ecology approaches described are a step forward, but several
further improvements are envisioned for future research. These include:
1. There are two key limitations of the capital-endogenized USEEIO model to be addressed in
future work. The approach to endogenizing capital assets assumes that the capital assets are
produced under the same technological conditions as the year they are used, which is
generally not the case and does not capture trends in efficiency improvements. Also, the
USEEIO employs a domestic technology assumption, which treats imports and exports as if
they are produced under technological conditions in the US. The US EPA is actively
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working on the latter issue, by linking the USEEIO with multi-regional EEIO models. To
address the first limitation, a modified approach is needed that traces cohorts of capital
assets by the year of production and attempts to model them under the technological
conditions of that year. Addressing both limitations simultaneously will create another set
of methodological challenges in that for consistency, capital should be endogenized in the
linked multi-regional model as well, but different levels of capital aggregation will co-exist
between the US EEIO and multi-regional model.
2. The metal contained layer created as an extension to the EE-MRIO model EXIOBASE sets
a solid foundation for related research efforts. A clear next step is to apply the Waste Input
Output-Material Flow Analysis (WIO-MFA) approach to track the flows of metals into final
products. Doing so enables an estimate of the end uses of the metals, as well as the
composition of the final products. This is particularly important for industrial machinery
and equipment, which have considerable carbon footprints, but are less public facing than
items like cars and electronics, which may explain the limited studies on them. Accurate
yields are needed for at each stage along the production chain, but yield data has limited
availability. Another application is to estimate the future demand for metal contained by
combining the estimated footprint per product unit value with projections of product
demand. Such projections could be useful, for instance, for developing targeted material
efficiency strategies.
3. As the civil aviation sector considers taking bold steps toward decarbonization, thorough
studies of the associated benefits and tradeoffs with mitigation options are needed. The
LCA performed in this work is a step in that direction and identified key parameters that
need refined uncertainty bounds. The relative level of contrail cirrus radiative forcing from
hydrogen combustion versus conventional jet fuel combustion is one such parameter.
Some continuous production parameters like boiler efficiencies were influential depending
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on the hydrogen pathway; better estimates of future values could improve the estimate. The
discrete production parameters considered, such as use of CCS and source of natural gas,
were uniformly distributed, and do not reflect the probability of implementation in
industry. A future analysis could gather refined estimates of current and projected industry
approaches. Discrete parameters related to LCA practitioner’s approach, such as energy- or
mass-based allocation and inclusion of near-term climate forcers in GWP metrics, were also
uniformly distributed. Thoughtful justification for selection of one approach over could
help to reduce the variation further.
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year of analysis
prior years of investment, vintages
commodities-by-commodities technical coefficients matrix
commodities-by-industries use matrix
total industry output vector
industries-by-commodities make matrix
total commodity output vector
normalized use matrix
normalized make matrix
age of an asset
final CFC use matrix
capital technical coefficients matrix from: BEA data
IO DIG commodities (chi)
IO DIG industries (iota)
intermediate CFC use matrix
IO Margins matrix
final demand investment
FAA detailed investment matrices
FAA detailed CFC matrices
FA in FAA
concordance matrices
concordance vectors
purchaser’s value (valuation of matrix, alpha)
producers’ value (valuation of matrix, beta)
transformation matrix (purchasers’ to producers’ value)
transformation vector (within 𝑵𝑵)
IO Margins vector within 𝑷𝑷
producers’ value (value of commodity)
wholesale trade margins
wholesale trade IO DIGs
retail trade margins
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transport margins
transport IO DIGs
IO aggregated investor industries (Sigma)
gross operating surplus (GOS) vector
GOS matrix
vehicle assets (Gamma)
household (Lambda)
CFC associated with vehicle assets
vector within 𝑯𝑯𝐾𝐾
TSHS assets (Psi)
total capital-inclusive use matrix (Tau)
capital-inclusive technical coefficient matrix (Tau)
Aggregated IO DIG commodities (Chi)
Aggregated IO DIG industries (Iota)
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KLEMS data

Data and script repository
The R script and associated input and output files, including concordances (input files
beginnings with “con”), can be found in the following Github repository:
https://github.com/peterberr/cie-useeio-extensions
https://doi.org/10.5281/zenodo.2616864
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Hierarchy of investment types in Figure 1

Figure S1: Hierarchy of investment types in Figure 1. Private and government investors are distinguished, as well as residential
and nonresidential asset categories, and three asset types: intellectual property products (IPP), structures, and equipment

Accumulation of CFC
Total assets depreciated in year 𝜃𝜃 are accumulated from prior years of investment i. The

total CFC in year 𝜃𝜃 is the sum of CFC for assets over vintages 𝑖𝑖. In Figure S2, we illustrate the

variation in total CFC over time for US railroad equipment, with the time series representing CFC
from investments in year 𝑖𝑖. Valuations are in constant $2009 to account for inflation. Variations
in total CFC result from variations in past investment.
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Figure S2: Consumption of fixed capital (constant $2009 billions) of US railroad equipment in year 𝜃𝜃 from investment in year 𝑖𝑖.
The series corresponding to year 𝑖𝑖 is the uppermost series in year 𝜃𝜃 (for years 1950 and after). The boxes point to the series
at the start of each decade. Author’s own calculation using data from US BEA (2003, 2017a, 2017b).

129

Distribution of capital asset impacts
Figure S3 suggests that the real investment in capital varies over time and is not steady.

Real Investment (Billions $2009)
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Figure S3: US private and government real investment in fixed assets, distinguished by residential (Res) versus nonresidential
(Nonres) asset categories and asset types: intellectual property products (IPP), structures, and equipment. (US BEA 2017c).

Notes on BEA data
“The Bureau of Economic Analysis (BEA) does not include detailed estimates by industry
and by type in the tables published in the Survey of Current Business or the Fixed Assets and
Consumer Durables volume because their quality is significantly less than that of the higher level
aggregates in which they are included. Compared to these aggregates, the detailed estimates are
more likely to be either based on judgmental trends, on trends in the higher level aggregate, or on
less reliable source data” (US BEA 2018a).
“Estimates in the Industry Economic Accounts of the Bureau of Economic Analysis (BEA)
are generally available at four levels of detail: sector (21 industry groups), summary (71 industry
groups), underlying summary (138 industry groups), and detail (405 industry groups)” (US BEA
2018b).
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Details of Step (a).ii: Convert from purchasers’ to producers’ value
Matrices in producers’ value are preferred over purchasers’ for EEIO because they
distinguish the impact of trade and transport margins from production. A 𝑼𝑼 matrix in purchasers’

value 𝛼𝛼 captures the industry inputs based on payment by the industry for the commodity, while a

𝑼𝑼 matrix in producers’ value 𝛽𝛽 disaggregates this payment into the revenue earned by the producer
of the commodity and the revenue earned by the transport, wholesale, and retail margin services

between production and sale. The difference in valuations is most pronounced for equipment as
margins are almost negligible for structures and IPP due to the nature of the assets.
� 𝛼𝛼𝜒𝜒 × ℎ to 𝑪𝑪
� 𝛽𝛽 . The IO Margins
Transformation matrices 𝑵𝑵 are created to convert from 𝑪𝑪
𝜒𝜒 × ℎ

table 𝑷𝑷 is used, which contains 𝒀𝒀𝐾𝐾 investment totals in the commodities’ producers’ value 𝒑𝒑𝑜𝑜 ,

wholesale trade 𝒑𝒑𝑤𝑤 , retail trade 𝒑𝒑𝑟𝑟 , and transport 𝒑𝒑𝑡𝑡 , and the sum of the four items: purchasers’
value 𝒑𝒑𝛼𝛼 . The first step is to normalize the IO DIG commodities 𝜒𝜒 in each of the four items

(𝑜𝑜, 𝑤𝑤, 𝑟𝑟, 𝑡𝑡) by the commodities’ purchasers’ value 𝒑𝒑𝛼𝛼 . This is demonstrated in Equation S1 for

transport 𝑡𝑡, creating vector 𝒏𝒏𝑡𝑡 of matrix 𝑵𝑵 . The next step is to assign some of the assets’ value to
each of the four items, demonstrated in Equation S2.

Equation S1

�𝛼𝛼𝜒𝜒 �−1
𝒏𝒏𝑡𝑡𝜒𝜒 = 𝒑𝒑𝑡𝑡𝜒𝜒 ∙ �𝒑𝒑
Equation S2

�𝑡𝑡 � ∙ 𝑪𝑪
� 𝑡𝑡𝜒𝜒 × ℎ = �𝒏𝒏
� 𝛼𝛼𝜒𝜒 × ℎ
𝑪𝑪
𝜒𝜒

The three margins matrices require further processing steps in order to distribute the value

across the 23 corresponding margin ‘commodities’ 𝜒𝜒 ∗ (see details in SI). For instance, the transport

margin maps to four 𝜒𝜒 ∗ : air, rail, water, and truck transportation. To create a margins

concordance, the producers’ value of each margin 𝜒𝜒 ∗ is normalized in Equation S4 by the sum of

the corresponding margin type, found in Equation S3. The margins concordance is then used to
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allocate each margin total per asset ℎ, found in Equation S5, across the corresponding 𝜒𝜒 ∗ in

Equation S6. After, the margins concordance is merged with a matrix of zeroes to achieve the
appropriate 𝜒𝜒 row dimension.

The value of the margins are accounted for twice in 𝑷𝑷, both in the three column vectors

(𝒑𝒑𝑤𝑤 , 𝒑𝒑𝑟𝑟 , 𝒑𝒑𝑡𝑡 ) and as 𝜒𝜒 in the rows (see Table S2); note 𝒑𝒑𝛼𝛼 = 0 in these rows and therefore the value
of 𝑵𝑵 is also 0 in these rows. The rows of 𝒑𝒑𝑜𝑜 pertaining to margins 𝜒𝜒 are excerpted to a new vector

𝒑𝒑𝑜𝑜𝜒𝜒∗ × 1 . Represented simply in Equation S3, in practice this vector is transformed (‘cast’) into a

wide matrix with the three margin types in column vectors (𝒑𝒑𝑤𝑤∗ , 𝒑𝒑𝑟𝑟∗ , 𝒑𝒑𝑡𝑡∗ ) using the classification in
Table S1. That enables the sums per margin type to be taken easily.

Equation S3

𝑝𝑝𝑡𝑡∗ = � 𝒑𝒑𝜒𝜒𝑡𝑡∗∗
𝜒𝜒∗

Equation S4
𝑡𝑡∗
𝑡𝑡∗ −1
𝒄𝒄�𝑡𝑡∗
𝜒𝜒∗ = 𝒑𝒑𝜒𝜒∗ ∙ (𝑝𝑝 )

Equation S5

� 𝑡𝑡𝜒𝜒 × ℎ
𝒄𝒄�𝑡𝑡ℎ = � 𝑪𝑪
𝜒𝜒

Equation S6

�𝑡𝑡∗
� 𝑡𝑡∗
� 𝑡𝑡ℎ
𝑪𝑪
𝜒𝜒∗ × ℎ = 𝒄𝒄
𝜒𝜒∗ ∙ 𝒄𝒄

The intermediate concordance matrix in producers’ value assigns the fraction of each FA ℎ

that goes to each commodity 𝜒𝜒. To create it, the concordance matrices for the four items (𝑜𝑜, 𝑤𝑤, 𝑟𝑟, 𝑡𝑡)

are combined in Equation S7. This intermediate matrix is in terms of investment amounts at this
stage, and so it is normalized in Equation S9 by column sums found in Equation S8.
Equation S7

� 𝛽𝛽∗ = 𝑪𝑪
� 𝑜𝑜𝜒𝜒 × ℎ + 𝑪𝑪
� 𝑤𝑤∗
� 𝑟𝑟∗
� 𝑡𝑡∗
𝑪𝑪
𝜒𝜒 × ℎ + 𝑪𝑪𝜒𝜒 × ℎ + 𝑪𝑪𝜒𝜒 × ℎ
𝜒𝜒 × ℎ
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Equation S8
𝛽𝛽∗
� 𝛽𝛽∗
𝒄𝒄�ℎ = � 𝑪𝑪
𝜒𝜒 × ℎ
𝜒𝜒

Equation S9
−1
�
𝛽𝛽∗
� 𝛽𝛽
� 𝛽𝛽∗
�ℎ �
𝑪𝑪
𝜒𝜒 × ℎ = 𝑪𝑪𝜒𝜒 × ℎ ∙ �𝒄𝒄
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Margins classification
Table S1: Classification of margins IO

Code
481000
482000
483000
484000
423100
423400
423600
423800
424200
424400
424700
425000
423A00
424A00
441000
444000
445000
446000
447000
448000
452000
454000
4B0000

DIG commodities χ by margin type

IO DIG commodities χ

Air transportation
Rail transportation
Water transportation
Truck transportation
Motor vehicle and motor vehicle parts and supplies
Professional and commercial equipment and supplies
Household appliances and electrical and electronic goods
Machinery, equipment, and supplies
Drugs and druggists’ sundries
Grocery and related product wholesalers
Petroleum and petroleum products
Wholesale electronic markets and agents and brokers
Other durable goods merchant wholesalers
Other nondurable goods merchant wholesalers
Motor vehicle and parts dealers
Building material and garden equipment and supplies dealers
Food and beverage stores
Health and personal care stores
Gasoline stations
Clothing and clothing accessories stores
General merchandise stores
Nonstore retailers
All other retail
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Margin
type
Transport
Transport
Transport
Transport
Wholesale
Wholesale
Wholesale
Wholesale
Wholesale
Wholesale
Wholesale
Wholesale
Wholesale
Wholesale
Retail
Retail
Retail
Retail
Retail
Retail
Retail
Retail
Retail

Distribution of margin totals to IO DIG commodities 𝝌

Table S2: Excerpt of Margins table 𝑷 for Nonresidential private fixed investment in equipment to demonstrate its structure.
Not all rows are shown; calculations cannot be performed. Note that Margins rows have a zero purchasers’ value. The value of
the margins is represented both in the Margins rows, as well as in the three margins columns, 𝒑 , 𝒑 , and 𝒑 . Colors
indicate margin concordance.

Type

Code
337127
33712N

Commodites

337215
337900
339112
339113
339114
339920
339940
423100
423400
423600

Margins

423800
423A00
424200
447000

IO DIG commodities χ
Institutional furniture
manufacturing
Other household
nonupholstered furniture
Showcase, partition, shelving,
and locker manufacturing
Other furniture related product
manufacturing
Surgical and medical
instrument manufacturing
Surgical appliance and supplies
manufacturing
Dental equipment and supplies
manufacturing
Sporting and athletic goods
manufacturing
Office supplies (except paper)
manufacturing
Motor vehicle and motor
vehicle parts and supplies
Professional and commercial
equipment and supplies
Household appliances and
electrical and electronic goods
Machinery, equipment, and
supplies
Other durable goods merchant
wholesalers
Drugs and druggists’ sundries

𝒑

7892

𝒑

1091

𝒑

735

𝒑

𝒑

653

10371

323

45

28

25

421

6712

953

573

109

8347

1005

143

261

27

1436

17815

212

5742

0

23769

5493

65

1771

0

7329

1659

20

535

0

2214

1777

250

609

0

2635

52

7

5

2

66

13367

0

0

0

0

33827

0

0

0

0

23638

0

0

0

0

34200

0

0

0

0

10732

0

0

0

0

82

0

0

0

0

18

0

0

0

0

27

0

0

0

0

5774

0

0

0

0

16541

0

0

0

0

454000

Gasoline stations
Clothing and clothing
accessories stores
Nonstore retailers

4B0000

All other retail

481000

Air transportation

276

0

0

0

0

482000

Rail transportation

2022

0

0

0

0

483000

Water transportation

18

0

0

0

0

484000

Truck transportation

23024

0

0

0

0

448000
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Alternative approach for creating 𝑼𝑼𝑲𝑲𝑲𝑲𝑲𝑲𝑲𝑲𝑲𝑲

We sought to achieve a reasonable comparison between the detailed 2007 𝑼𝑼𝑲𝑲 developed in

this work and a detailed 2007 𝑼𝑼𝑲𝑲𝑲𝑲𝑲𝑲𝑲𝑲𝑲𝑲 by adapted from Södersten et al. (2018). To do so, we

consulted the lead author of that work for elaboration on the methods used to create their

𝑼𝑼𝑲𝑲𝑳𝑳𝑳𝑳𝑳𝑳𝑳𝑳 . Since they applied it to a different database (the MRIO EXIOBASE), some effort was

needed to recreate 𝑼𝑼𝑲𝑲𝑲𝑲𝑲𝑲𝑲𝑲𝑲𝑲 and apply it to the US IO table. In the comparison, we wanted to focus
on differences in the underlying KLEMS data (EU KLEMS 2010) versus FAA data, and therefore
applied the same method for construction 𝑼𝑼𝑲𝑲𝑲𝑲𝑲𝑲𝑲𝑲𝑲𝑲 as we used for constructing 𝑼𝑼𝑲𝑲 (such as

conversion from purchasers’ to producers’ value). Below is a concise summary of the steps.
Detailed R code is available in the GitHub repository (Berrill and Miller 2019).
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Compared to Figure 3 in the main manuscript, Step (a) shown in Figure S4 is somewhat
similar step (b) is unnecessary in the alternative approach, and step (c) is not included in the
alternative approach.

Figure S4: Construction of IO CFC table in producer’s value in alternative approach. Compare to Figure 3 in main text forr
main approach.

i.

Create IO-KLEMS commodity concordance in purchasers’ value
First, we create a binary concordance between the 2007 KLEMS assets table and 2007 BEA

use table and then effectively replace the 1’s with a proportional amount of GFGF. To create the
binary one-to-many commodity concordance in purchasers’ value between the 2007 KLEMS assets
table and 2007 BEA use table, we assigned the 8 KLEMS to 143 detailed BEA commodity DIGs 𝜒𝜒
that produce capital. The primary means of assigning KLEMS assets was assessing the description

of each 𝜒𝜒 and its GFCF value in the 13 𝒀𝒀𝐾𝐾 final demand categories was. For instance, “Multifamily

residential structures” clearly belongs to “Residential Structures”. “Drilling oil and gas wells” only
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has positive value in the structures 𝒀𝒀𝐾𝐾 , so it is assigned to “Total Non-residential investment”

rather than equipment. As seen below in Table S3, the total GFCF in recent BEA data is $785,635
million greater than that in KLEMS data. The cause for this is not clear, but it could be due to this
KLEMS data being based on early releases or different versions of BEA tables. In any case, we are
confident that the recent BEA data is the most reliable. The largest discrepancy is in the “Software”
KLEMS asset category, likely due to the assignment of “Scientific research and development

services” (total $401,474 million) to “Software”, lacking a better option.
Table S3: Comparison of 2007 GFCF between KLEMS data and most recent BEA data. KLEMS assets assigned to detailed
BEA commodities. Millions $2007.

KLEMS Asset
Computing equipment
Communications equipment
Software
Transport Equipment
Other Machinery and Equipment
Total Non-residential investment
Residential structures
Other assets

Total
ii.

2007 KLEMS
GFCF sum
100,252
103,609
272,106
159,715
426,039
773,536
637,800
46,496
475,966
2,043,586
2,519,552

2007 BEA*
GFCF sum
121,382
93,161
622,386
308,744
540,500
768,397
780,206
70,411
836,929
2,468,258
3,305,187

Type
ICT assets
ICT assets
ICT assets
Non-ICT assets
Non-ICT assets
Non-ICT assets
Non-ICT assets
Non-ICT assets
ICT assets
Non-ICT assets

Convert from purchasers’ to producers’ value
This sub-step is very similar to that in the main text, except that instead of performing the

calculations separately for each 𝒀𝒀𝐾𝐾 category, it is done once using the sum of 𝒀𝒀𝐾𝐾 . As such, the

margins are distributed in the same manner across all 𝒀𝒀𝐾𝐾 investment categories rather than being
differentiated. The result is a normalized matrix of DIG commodities by KLEMS assets.
iii.

Apply commodity concordance to CFC data & iv. Allocate CFC from aggregate investors to
DIGs
The KLEMS tables provide time series data for each KLEMS asset by each KLEMS

industry; we isolate data for the year 2007 (the most recent year for which CFC data are available;
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one could calculate them for later years using time series of GFCF and provided depreciation rates).
The KLEMS CFC data is in $1995 constant dollars due to depreciation rates being applied to
investment (GFCF) data in constant rather than current dollars. While BEA provides price indices
to convert between current and constant dollars for both GFCF and CFC fixed data, KLEMS only
provides them for GFCF data which will cause some error. Following the approach described by
Södersten, the GFCF price indices are applied to convert CFC data from $1995 to $2007 dollars.
In EXIOBASE, CFC is a distinct row of the value-added matrix, whereas in the US IO
tables it is included at the detailed level within GOS. Therefore, when capital was endogenized in
EXIOBASE, Södersten et al. made a normalized matrix from KLEMS CFC data and used it to
distribute the EXIOBASE CFC vector, rather than using the KLEMS CFC data directly as we have
done with BEA CFC data to avoid extra steps. (The approaches should be equivalent with BEA
CFC data, since the CFC vector is the sum of the FA CFC data). We chose to follow a similar
approach in our adapted alternative approach in order to make a fairer comparison; this reduces
the impacts of the differences in absolute value of GFCF (and therefore CFC) between KLEMS and
BEA data.
BEA provides time series CFC data by SIGs 𝜎𝜎 in underlying GOS data (US BEA 2018a).

The same approach described in Equations 3-5 was used to distribute the CFC from BEA SIGs 𝜎𝜎
to detailed DIGs 𝜄𝜄, except CFC is a vector in Equation 5 rather than a matrix.

Rather than separate approaches for each investor class as in the main approach, all

investor classes were assessed simultaneously in the alternative approach. We first applied
Equation 2 to spread the CFC used by each KLEMS industry across the commodity DIGs 𝜒𝜒. Then

we normalized each column by its sum and assigned this normalized column to each corresponding
BEA DIGs 𝜄𝜄. To determine the corresponding 𝜄𝜄, two layers of concordances were created: (a)

between the KLEMS industries and BEA SIGs 𝜎𝜎 based on a concordance in Table 7 of the US

KLEMS methodology (Jäger 2016), and (b) between BEA SIGs 𝜎𝜎 and BEA DIGs 𝜄𝜄 based on the
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hierarchal relationship. Finally, the detailed BEA CFC vector is distributed across the normalized
matrix to arrive at the detailed CFC matrix.

Figure S5: Comparison of elements in 2007 𝑨𝑨𝐾𝐾 matrices created through this approach with BEA data or the alternative approach

with KLEMS data, 𝑨𝑨𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾 . Full resolution.
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Analysis of TSHS
Table S4: Top 20 Detailed Industry Groups Using TSHS in 2012, Millions

𝑼𝑼𝑲𝑲
TSHS Detailed Industry Group
Rank
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20

State and local government
other services
Other state and local
government enterprises
Rail transportation
State and local government
passenger transit
Monetary authorities and
depository credit
intermediation
Lessors of nonfinancial
intangible assets
Truck transportation
Federal general government
(nondefense)
Nondepository credit
intermediation and related
activities
Federal general government
(defense)
Air transportation
State and local government
hospitals and health services
Transit and ground passenger
transportation
Scenic and sightseeing
transportation and support
activities for transportation
State and local government
educational services
Commercial and industrial
machinery and equipment
rental and leasing
Couriers and messengers
Waste management and
remediation services
Automotive equipment rental
and leasing
Other residential structures

𝑼𝑼𝑲𝑲∗
Allocation
of TSHS

Change in
Allocation
of TSHS

𝑼𝑼𝑲𝑲
Allocation
of TSHS

Percent
Change in
Allocation of
TSHS

52,059.4

-14,843.2

37,216.2

-29%

19,517.0
7,274.0

70.4
9.5

19,587.4
7,283.5

0%
0%

4,012.0

79.5

4,091.5

2%

1.4

2,734.6

2,736.0

195318%

4.9
39.0

1,936.5
1,623.1

1,941.3
1,662.1

39802%
4162%

1,300.0

22.3

1,322.3

2%

0.6

1,171.8

1,172.4

195318%

933.0
736.0

226.9
20.7

1,159.9
756.7

24%
3%

358.5

254.6

613.1

71%

351.0

226.0

577.0

64%

335.8

100.2

436.0

30%

248.9

176.8

425.8

71%

1.0
284.2

414.7
84.7

415.8
368.9

39802%
30%

151.0

167.7

318.7

111%

0.8
1.8

314.5
245.8

315.3
247.5

39802%
14040%
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Ward hierarchical clustering of industries by asset categories

Figure S6: Ward hierarchical clustering results for 2012, using hclust function in R. Corresponds to Figure 6 in main text.
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Classification of detailed and summary commodities by aggregated commodities 𝚾𝚾
which create capital

Table S5: Authors’ classification of the BEA Summary Industry Groups (SIGs) and Detailed Industry Groups (DIGs) into
Aggregated Commodities 𝜲𝜲 according to the hierarchy described at the top:

Aggregated commodity 𝚾𝚾 (color aligns with Figure 4 in the main text)
BEA Summary Industry Group (SIG) commodities
Asset Category (Equipment, Structures, IPP)
BEA Detailed Industry Group (DIG) commodities 𝜒𝜒
21 - Mining, Fossil Extraction
212 - Mining, except oil and gas
Equipment
Iron, gold, silver, and other metal ore mining
213 - Support activities for mining
Structures
Drilling oil and gas wells
Other support activities for mining
23 - Construction
23 - Construction
Structures
Educational and vocational structures
Health care structures
Manufacturing structures
Multifamily residential structures
Office and commercial structures
Other nonresidential structures
Other residential structures
Power and communication structures
Single-family residential structures
Transportation structures and highways and streets
31 - Food, Drink, Textile, Apparel
313TT - Textile mills and textile product mills
Equipment
Carpet and rug mills
Fabric mills
Other textile product mills
32 - Bio, Chemical, Mineral Products
321 - Wood products
Structures
All other wood product manufacturing
325 - Chemical products
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Equipment
Other Basic Inorganic Chemical Manufacturing
326 - Plastics and rubber products
Equipment
Other rubber product manufacturing
Urethane and other foam product (except polystyrene) manufacturing
33 - Metal, Vehicles, Machinery
332 - Fabricated metal products
Equipment
Cutlery and handtool manufacturing
Fabricated pipe and pipe fitting manufacturing
Hardware manufacturing
Machine shops
Metal can, box, and other metal container (light gauge) manufacturing
Metal tank (heavy gauge) manufacturing
Ornamental and architectural metal products manufacturing
Other fabricated metal manufacturing
Plate work and fabricated structural product manufacturing
Power boiler and heat exchanger manufacturing
Valve and fittings other than plumbing
333 - Machinery
Equipment
Air and gas compressor manufacturing
Air conditioning, refrigeration, and warm air heating equipment manufacturing
Construction machinery manufacturing
Cutting and machine tool accessory, rolling mill, and other metalworking machinery
manufacturing
Farm machinery and equipment manufacturing
Fluid power process machinery
Heating equipment (except warm air furnaces) manufacturing
Industrial and commercial fan and blower and air purification equipment manufacturing
Industrial mold manufacturing
Industrial process furnace and oven manufacturing
Lawn and garden equipment manufacturing
Machine tool manufacturing
Material handling equipment manufacturing
Mining and oil and gas field machinery manufacturing
Optical instrument and lens manufacturing
Other commercial and service industry machinery manufacturing
Other engine equipment manufacturing
Other general purpose machinery manufacturing
Other industrial machinery manufacturing
Packaging machinery manufacturing
Photographic and photocopying equipment manufacturing
Power-driven handtool manufacturing
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Pump and pumping equipment manufacturing
Semiconductor machinery manufacturing
Special tool, die, jig, and fixture manufacturing
Turbine and turbine generator set units manufacturing
334 - Computer and electronic products
Equipment
Analytical laboratory instrument manufacturing
Audio and video equipment manufacturing
Broadcast and wireless communications equipment
Computer storage device manufacturing
Computer terminals and other computer peripheral equipment manufacturing
Electricity and signal testing instruments manufacturing
Electromedical and electrotherapeutic apparatus manufacturing
Electronic computer manufacturing
Industrial process variable instruments manufacturing
Irradiation apparatus manufacturing
Manufacturing and reproducing magnetic and optical media
Other communications equipment manufacturing
Other electronic component manufacturing
Search, detection, and navigation instruments manufacturing
Telephone apparatus manufacturing
Totalizing fluid meter and counting device manufacturing
Watch, clock, and other measuring and controlling device manufacturing
335 - Electrical equipment, appliances, and components
Equipment
All other miscellaneous electrical equipment and component manufacturing
Communication and energy wire and cable manufacturing
Household cooking appliance manufacturing
Household laundry equipment manufacturing
Household refrigerator and home freezer manufacturing
Lighting fixture manufacturing
Motor and generator manufacturing
Other major household appliance manufacturing
Power, distribution, and specialty transformer manufacturing
Relay and industrial control manufacturing
Small electrical appliance manufacturing
Storage battery manufacturing
Switchgear and switchboard apparatus manufacturing
Wiring device manufacturing
3361MV - Motor vehicles, bodies and trailers, and parts
Equipment
Automobile manufacturing
Heavy duty truck manufacturing
Light truck and utility vehicle manufacturing
Motor home manufacturing
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Motor vehicle body manufacturing
Motor vehicle seating and interior trim manufacturing
Travel trailer and camper manufacturing
Truck trailer manufacturing
3364OT - Other transportation equipment
Equipment
Aircraft engine and engine parts manufacturing
Aircraft manufacturing
All other transportation equipment manufacturing
Boat building
Guided missile and space vehicle manufacturing
Military armored vehicle, tank, and tank component manufacturing
Motorcycle, bicycle, and parts manufacturing
Propulsion units and parts for space vehicles and guided missiles
Railroad rolling stock manufacturing
Ship building and repairing
337 - Furniture and related products
Equipment
Institutional furniture manufacturing
Nonupholstered wood household furniture manufacturing
Office furniture and custom architectural woodwork and millwork manufacturing
Other furniture related product manufacturing
Other household nonupholstered furniture
Showcase, partition, shelving, and locker manufacturing
Upholstered household furniture manufacturing
Wood kitchen cabinet and countertop manufacturing
339 - Miscellaneous manufacturing
Equipment
All other miscellaneous manufacturing
Dental equipment and supplies manufacturing
Office supplies (except paper) manufacturing
Sign manufacturing
Sporting and athletic goods manufacturing
Surgical and medical instrument manufacturing
Surgical appliance and supplies manufacturing
51 - Information Industries
511 - Publishing industries, except internet (includes software)
IPP
Book publishers
Directory, mailing list, and other publishers
Periodical Publishers
Software publishers
512 - Motion picture and sound recording industries
IPP
Motion picture and video industries
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Sound recording industries
513 - Broadcasting and telecommunications
Equipment
Wired telecommunications carriers
IPP
Cable and other subscription programming
Radio and television broadcasting
53 - Housing, Real Estate
ORE - Other real estate
Structures
Other real estate
54 - Science, Prof. Services
5412OP - Miscellaneous professional, scientific, and technical services
Equipment
Architectural, engineering, and related services
IPP
Photographic services
Scientific research and development services
5415 - Computer systems design and related services
Equipment
Computer systems design services
IPP
Custom computer programming services
71 - Arts, Entertainment, Recreation
711AS - Performing arts, spectator sports, museums, and related activities
IPP
Independent artists, writers, and performers
Performing arts companies
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Chapter 2 Appendix: Tracking metal
contained in global consumption
WMD vs British Geological Survey

Figure 7: Comparison of tonnes of metal content extracted in various countries from 2011-2015 between WMD and British
Geological Survey (BGS). Set of metal ores narrowed to those by BGS designates as metal content.
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WMD Metals and EXIOBASE metal ore products
Table 6: Concordance of 7 EXIOBASE products to 35 WMD metals. Ore ratio (for bauxite) and molar mass ratio for
compounds to metallic element.

Category

EXIOBASE product

Ferrous

Iron ores
Aluminium ores and concentrates
Copper ores and concentrates

Nonferrous

WMD metal

Iron Ore (Fe)
Bauxite (crude ore)
Copper
Lead
Lead, zinc and tin ores and concentrates
Tin
Zinc
Nickel ores and concentrates
Nickel
Antimony
Arsenic (As2O3)
Beryllium (conc.)
Bismuth
Cadmium
Chromium (Cr2O3)
Cobalt
Gallium
Germanium
Indium
Lithium (Li2O)
Other non-ferrous metal ores and
Manganese
concentrates
Mercury
Molybdenum
Niobium (Nb2O5)
Rare Earths (REO)
Rhenium
Selenium
Tantalum (Ta2O5)
Tellurium
Titanium (TiO2)
Tungsten (W)
Vanadium
Gold
Palladium
Precious metal ores and concentrates
Platinum
Rhodium
Silver
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Ore
ratio

Molar
mass
ratio
1.000 1.000
0.456 0.529
1.000 1.000
1.000 1.000
1.000 1.000
1.000 1.000
1.000 1.000
1.000 1.000
1.000 0.757
1.000 1.000
1.000 1.000
1.000 1.000
1.000 0.684
1.000 1.000
1.000 1.000
1.000 1.000
1.000 1.000
1.000 0.465
1.000 1.000
1.000 1.000
1.000 1.000
1.000 0.699
1.000 1.000
1.000 1.000
1.000 1.000
1.000 0.819
1.000 1.000
1.000 0.599
1.000 1.000
1.000 0.560
1.000 1.000
1.000 1.000
1.000 1.000
1.000 1.000
1.000 1.000

Product categories
Table 7: Product categories and types

Category Type

Product Category
Electricity & utilities
Energy
Non-transport fuels
Transport services & fuels
Metal ores
Materials
Non-metallic construction materials
Paper, plastic, & chemicals
Food Production
Simple product
Metal products
Textiles, Clothing, Footwear
Construction
Complex product Machinery, electronics, other manufactured goods
Transport Equipment
Services
Other
Waste for treatment

Table 8: Classification of EXIOBASE products into product categories

Classification of EXIOBASE products into product categories
Energy
Electricity & utilities
Collected and purified water, distribution services of water (41)
Distribution and trade services of electricity
Electricity by biomass and waste
Electricity by coal
Electricity by gas
Electricity by Geothermal
Electricity by hydro
Electricity by nuclear
Electricity by petroleum and other oil derivatives
Electricity by solar photovoltaic
Electricity by solar thermal
Electricity by tide, wave, ocean
Electricity by wind
Electricity nec
Steam and hot water supply services
Transmission services of electricity
Non-transport fuels
Anthracite
Biogas
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Number of Products
16
33
16
7
16
9
30
13
4
1
7
2
23
23

Classification of EXIOBASE products into product categories
BKB/Peat Briquettes
Blast Furnace Gas
Charcoal
Coal Tar
Coke Oven Coke
Coke oven gas
Coking Coal
Crude petroleum and services related to crude oil extraction, excluding surveying
Distribution services of gaseous fuels through mains
Ethane
Gas Coke
Gas Works Gas
Kerosene
Lignite/Brown Coal
Liquefied Petroleum Gases (LPG)
Lubricants
Naphtha
Natural gas and services related to natural gas extraction, excluding surveying
Natural Gas Liquids
Non-specified Petroleum Products
Nuclear fuel
Other Bituminous Coal
Other Hydrocarbons
Oxygen Steel Furnace Gas
Patent Fuel
Peat
Petroleum Coke
Refinery Feedstocks
Refinery Gas
Sub-Bituminous Coal
Uranium and thorium ores (12)
Transport services & fuels
Additives/Blending Components
Air transport services (62)
Aviation Gasoline
Biodiesels
Biogasoline
Gas/Diesel Oil
Gasoline Type Jet Fuel
Heavy Fuel Oil
Inland water transportation services
Kerosene Type Jet Fuel
Motor Gasoline
Other land transportation services
Other Liquid Biofuels
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Classification of EXIOBASE products into product categories
Railway transportation services
Sea and coastal water transportation services
Transportation services via pipelines
Materials
Metal ores
Aluminium ores and concentrates
Copper ores and concentrates
Iron ores
Lead, zinc and tin ores and concentrates
Nickel ores and concentrates
Other non-ferrous metal ores and concentrates
Precious metal ores and concentrates
Non-metallic construction materials
Ash for treatment, Re-processing of ash into clinker
Bitumen
Bricks, tiles and construction products, in baked clay
Cement, lime and plaster
Ceramic goods
Glass and glass products
Other non-metallic mineral products
Products of forestry, logging and related services (02)
Sand and clay
Secondary construction material for treatment, Re-processing of secondary construction material
into aggregates
Secondary glass for treatment, Re-processing of secondary glass into new glass
Secondary raw materials
Stone
White Spirit & SBP
Wood and products of wood and cork (except furniture); articles of straw and plaiting materials
(20)
Wood material for treatment, Re-processing of secondary wood material into new wood material
Paper, plastic, & chemicals
Chemicals nec
Paper and paper products
Paraffin Waxes
Plastics, basic
Printed matter and recorded media (22)
Pulp
Rubber and plastic products (25)
Secondary paper for treatment, Re-processing of secondary paper into new pulp
Secondary plastic for treatment, Re-processing of secondary plastic into new plastic
Simple prod
Food Production
Animal products nec
Beverages
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Classification of EXIOBASE products into product categories
Cattle
Cereal grains nec
Chemical and fertilizer minerals, salt and other mining and quarrying products nec
Crops nec
Dairy products
Fish and other fishing products; services incidental of fishing (05)
Fish products
Food products nec
Meat animals nec
Meat products nec
N-fertiliser
Oil seeds
P- and other fertiliser
Paddy rice
Pigs
Plant-based fibers
Poultry
Processed rice
Products of meat cattle
Products of meat pigs
Products of meat poultry
products of Vegetable oils and fats
Raw milk
Sugar
Sugar cane, sugar beet
Tobacco products (16)
Vegetables, fruit, nuts
Wheat
Metal products
Aluminium and aluminium products
Basic iron and steel and of ferro-alloys and first products thereof
Copper products
Foundry work services
Lead, zinc and tin and products thereof
Other non-ferrous metal products
Precious metals
Secondary aluminium for treatment, Re-processing of secondary aluminium into new aluminium
Secondary copper for treatment, Re-processing of secondary copper into new copper
Secondary lead for treatment, Re-processing of secondary lead into new lead
Secondary other non-ferrous metals for treatment, Re-processing of secondary other non-ferrous
metals into new other non-ferrous metals
Secondary precious metals for treatment, Re-processing of secondary precious metals into new
precious metals
Secondary steel for treatment, Re-processing of secondary steel into new steel
Textiles, Clothing, Footwear
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Classification of EXIOBASE products into product categories
Leather and leather products (19)
Textiles (17)
Wearing apparel; furs (18)
Wool, silk-worm cocoons
Complex prod
Construction
Construction work (45)
Machinery, electronics, other manufactured goods
Electrical machinery and apparatus nec (31)
Fabricated metal products, except machinery and equipment (28)
Furniture; other manufactured goods nec (36)
Machinery and equipment nec (29)
Medical, precision and optical instruments, watches and clocks (33)
Office machinery and computers (30)
Radio, television and communication equipment and apparatus (32)
Transport Equipment
Motor vehicles, trailers and semi-trailers (34)
Other transport equipment (35)
Other
Services
Computer and related services (72)
Education services (80)
Extra-territorial organizations and bodies
Financial intermediation services, except insurance and pension funding services (65)
Health and social work services (85)
Hotel and restaurant services (55)
Insurance and pension funding services, except compulsory social security services (66)
Membership organisation services nec (91)
Other business services (74)
Other services (93)
Post and telecommunication services (64)
Private households with employed persons (95)
Public administration and defence services; compulsory social security services (75)
Real estate services (70)
Recreational, cultural and sporting services (92)
Renting services of machinery and equipment without operator and of personal and household
goods (71)
Research and development services (73)
Retail trade services, except of motor vehicles and motorcycles; repair services of personal and
household goods (52)
Retail trade services of motor fuel
Sale, maintenance, repair of motor vehicles, motor vehicles parts, motorcycles, motor cycles parts
and accessoiries
Services auxiliary to financial intermediation (67)
Supporting and auxiliary transport services; travel agency services (63)

155

Classification of EXIOBASE products into product categories
Wholesale trade and commission trade services, except of motor vehicles and motorcycles (51)
Waste for treatment
Bottles for treatment, Recycling of bottles by direct reuse
Food waste for treatment: biogasification and land application
Food waste for treatment: composting and land application
Food waste for treatment: incineration
Food waste for treatment: landfill
Food waste for treatment: waste water treatment
Inert/metal/hazardous waste for treatment: landfill
Intert/metal waste for treatment: incineration
Manure (biogas treatment)
Manure (conventional treatment)
Oil/hazardous waste for treatment: incineration
Other waste for treatment: waste water treatment
Paper and wood waste for treatment: composting and land application
Paper for treatment: landfill
Paper waste for treatment: biogasification and land application
Paper waste for treatment: incineration
Plastic waste for treatment: incineration
Plastic waste for treatment: landfill
Sewage sludge for treatment: biogasification and land application
Textiles waste for treatment: incineration
Textiles waste for treatment: landfill
Wood waste for treatment: incineration
Wood waste for treatment: landfill
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ecoinvent processes compared
EXIOBASE product
Aluminium ores and concentrates

ecoinvent 3.5 process compared
market for bauxite | bauxite | Cutoff, U
market for copper concentrate, sulfide ore |
Copper ores and concentrates
copper concentrate, sulfide ore | Cutoff, U
market for iron ore, beneficiated, 65% Fe |
iron ore, beneficiated, 65% Fe | Cutoff, U
Iron ores
market for iron ore, crude ore, 46% Fe | iron
ore, crude ore, 46% Fe | Cutoff, U
market for lead concentrate | lead concentrate
| Cutoff, U
Lead, zinc and tin ores and concentrates
market for zinc concentrate | zinc concentrate
| Cutoff, U
market for nickel ore, beneficiated, 16% |
Nickel ores and concentrates
nickel ore, beneficiated, 16% | Cutoff, U
Other non-ferrous metal ores and concentrates N/A
Precious metal ores and concentrates
N/A
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Derived metal ore trade prices

Figure 8: Comparison between UN Comtrade Standard Unit Values for metal ore product trade codes and our estimated global
weighted average unit value, for years 2000-2015.

The global weighted average unit values we derived from detailed trade data for aluminum
ores and nickel were substantially lower than the UN Comtrade standard unit values. If incorrect,
that would result in an underestimate of the impact per kg. Other metals were more aligned.
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Figure 9: Global weighted average capital-inclusive metal footprints per unit value, gMF versus cMF. Year 2015, per product, classified by product category.

gMF versus cMF per product

Figure 10: Blue water use in m3 per kg ore product of top 5 producers of metal ore products

Environmental impacts

Figure 11: ILCD 2.0 2018 ecosystem quality (freshwater and terrestrial acidification) in mol H+-Eq per kg ore product of top 5 producers of metal ore products

Figure 12: ILCD 2.0 2018 ecosystem quality (freshwater ecotoxicity) in Comparative Toxic Unit (CTU) per kg ore product of top 5 producers of metal ore products

Figure 13: ILCD 2.0 2018 ecosystem quality (freshwater eutrophication) in kg P-Eq per kg ore product of top 5 producers of metal ore products

Figure 14: ILCD 2.0 2018 ecosystem quality (marine eutrophication) in kg N-Eq per kg ore product of top 5 producers of metal ore products

Figure 15: ILCD 2.0 2018 ecosystem quality (terrestrial eutrophication) in mol N-Eq per kg ore product of top 5 producers of metal ore products

Figure 16: ILCD 2.0 2018 human health (carcinogenic effects) in Comparative Toxic Unit for human (CTUh) per kg ore product of top 5 producers of metal ore products

Figure 17: ILCD 2.0 2018 human health (non-carcinogenic effects) in Comparative Toxic Unit for human (CTUh) per kg ore product of top 5 producers of metal ore products

Figure 18: ILCD 2.0 2018 human health (photochemical ozone creation) in kg NMVOC-Eq per kg ore product of top 5 producers of metal ore products

Figure 19: ILCD 2.0 2018 human health (respiratory effects, inorganics) in disease incidence per kg ore product of top 5 producers of metal ore product

Chapter 3 Appendix: Well-to-wake
comparison of hydrogen fuels for
aviation
Pump-to-Wake (PTWa) Methods details
Table 9: EI and RL for LH2 and biofuel PTWa emissions

Item
Fuel burn
H2O

Sub-Phase
LTO &
CCD
CCD

LH2 adjustment
(See RL in Table 2)

NOx

LTO &
CCD

CO

LTO

EI = 1 mol H2O / mol H2
EI = 8.94 kg H2O / kg H2
LTO EI:
0.06 to 3.96 g NOx / kg H2
CCD EI:
0.13 to 4.25 g NOx / kg H2
EI: 0 kg / kg LH2

HC

LTO

EI: 0 kg / kg LH2

PMnv

LTO &
CCD

EI: 0 kg / kg LH2

CO2

LTO &
CCD
LTO &
CCD
CCD

EI: 0 kg / kg LH2

SOx
Contrail
Cirrus

EI: 0 kg / kg LH2

Biofuel adjustment
Average RL:
0.97 MJ biofuel /1 MJ jet fuel
EI = 1.37 kg H2O / kg biofuel
LTO RL:
–8% to –3% g NOx / MJ fuel
CCD RL:
–13% to 0% g NOx / MJ fuel
LTO RL:
–15% to –10% g CO / MJ fuel
LTO RL:
–22% to –18% g HC / MJ fuel
LTO RL:
–91% to –28% g PMnv / MJ fuel
CCD RL:
–100% to –58% g PMnv / MJ fuel
EI: 0 kg / kg Biofuel
(Biogenic carbon neutrality)
EI: 0 kg / kg Biofuel

CCD RL:
CCD RL =
–30% to 30% ERF/pax-nm –4% to + 18% ERF/pax-nm
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Assumptions in Monte Carlo Simulation
Most of the continuous assumptions were already prepared in the GREET model, but the
aircraft parameters, transportation paarameters, and a few others were added. Most of the discrete
choices were present in the GREET model, but needed to be configured as categorical assumptions.
In the table below, there may be multiple assumptions for a particular category, phase, and type due
to additional attributes distinguishing them.

Table 10: Count of assumptions in Monte Carlo simulation by type, phase, and category

Category, Phase, & Assumption Type
Aircraft parameter
AA
Passengers
Daily departures
Stage length
Credits
WTP
Electricity credit
Ethanol production
LH2
Natural gas to FT Diesel
Natural gas to FT Naptha
Natural gas to GH2
Natural gas to GH2 for LH2
Natural gas to Methanol
Steam credit
Natural gas to FT Diesel
Natural gas to FT Naptha
Natural gas to GH2
Natural gas to GH2 for LH2
Natural gas to Methanol
LH2
Allocation
Biofuel
Allocation
Electricity displacement
Biomass Fuel Plants
Coal Fuel Plants
Natural gas Fuel Plants
Pet Coke Plants

Continuous Discrete Total Assumptions
9
9
9
9
3
3
3
3
3
3
36
10
46
36
10
46
21
21
4
4
2
2
3
3
3
3
3
3
3
3
3
3
15
15
3
3
3
3
3
3
3
3
3
3
3
3
3
3
3
3
3
3
4
4
1
1
1
1
1
1
1
1
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Category, Phase, & Assumption Type
Efficiency
WTP
Compression efficiency
GH2
Natural gas Processing
Electricity generation efficiency
Biomass
Coal
Natural gas
Residual Oil
Energy efficiency
Ethanol production
LH2
Liquefaction efficiency
LH2
Natural gas Processing
Processing efficiency
Natural gas Processing
Production efficiency
GH2
LH2
Natural gas to FT Diesel
Natural gas to FT Naptha
Natural gas to GH2
Natural gas to GH2 for LH2
Natural gas to Methanol
Recovery Efficiency
Conventional Oil Recovery and Refining
Natural gas Processing
Refining Efficiency
Conventional Oil Recovery and Refining
Steam Boilers
Yield
Biomass
Ethanol production
Dry DGS to animal feed
Wet DGS to animal feed
Ethanol
Emissions and effects
PTWa
LH2
NOx
Biofuel
CO
HC
Relative Level
CO
NOx

Continuous Discrete Total Assumptions
91
91
91
91
3
3
1
1
2
2
11
11
2
2
2
2
4
4
3
3
11
11
3
3
8
8
4
4
1
1
3
3
3
3
3
3
36
36
2
2
4
4
6
6
6
6
6
6
6
6
6
6
5
5
1
1
4
4
6
6
6
6
1
1
11
11
1
1
7
7
1
1
1
1
1
1
52
52
12
12
2
2
2
2
2
2
1
1
1
1
8
8
1
1
2
2
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Category, Phase, & Assumption Type
Contrail cirrus
PMnv
HC
WTP
ILUC
Biomass to ethanol
PM10
VOC
Conventional ammonia
CO
P2O5
PM10
VOC
CO
NOx
SOx
GH2
PM10
VOC
CO
NOx
Coal mining and cleaning
PM10
Conventional Natural gas
PM10
VOC
CO
NOx
SOx
Diesel production
VOC
Gasoline production
PM10
VOC
CO
NOx
SOx
Nitric acid
NOx
N2O
Urea
PM10
Emissions factors
PTWa
NOx
SOx
Contrail
BC

Continuous Discrete Total Assumptions
2
2
2
2
1
1
40
40
9
9
2
2
1
1
1
1
1
1
1
1
5
5
1
1
1
1
1
1
1
1
1
1
4
4
1
1
1
1
1
1
1
1
2
2
2
2
5
5
1
1
1
1
1
1
1
1
1
1
2
2
2
2
7
7
1
1
3
3
1
1
1
1
1
1
2
2
1
1
1
1
1
1
1
1
64
64
5
5
1
1
1
1
1
1
1
1
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Category, Phase, & Assumption Type
Water vapor
WTP
CO
N2O
BC
OC
H2
Fugitive intensity
Flaring intensity
CCD
CO
NOx
SOx
HC
PM non volatile
PM volatile (organic)
LTO
CO
NOx
SOx
HC
PM non volatile
PM volatile (organic)
Energy use
PTWa
Fuel
WTP
Other Energy
Produced Gas
Coke
Electricity
FG
Natural gas
Methanol
SCO
Diesel
Energy
Total Energy
Diluent flared
Fuel production parameter
WTP
Corn
CCS
Harvest mode
LH2
CCS
H2 steam cracker production scenario
Coproducts

Continuous Discrete Total Assumptions
1
1
47
47
2
2
1
1
20
20
19
19
1
1
2
2
2
2
6
6
1
1
1
1
1
1
1
1
1
1
1
1
6
6
1
1
1
1
1
1
1
1
1
1
1
1
58
58
7
7
7
7
51
51
2
2
3
3
2
2
7
7
7
7
12
12
2
2
2
2
5
5
5
5
3
3
1
1
36
36
36
36
2
2
1
1
1
1
13
13
3
3
1
1
4
4
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Category, Phase, & Assumption Type
Continuous Discrete Total Assumptions
Plant design
1
1
Liquefaction electricity source
1
1
Data source
1
1
Feedstock option
1
1
Electricity source
1
1
Biofuel
17
17
Fischer-Tropsch Jet Fuel
1
1
Renewable Jet Fuel
1
1
Palm CH4 capture
1
1
CCS
1
1
Plant design
1
1
H2 Source
1
1
Logging treatment
1
1
Feedstock option
4
4
Allocation
5
5
Process type
1
1
GH2
3
3
CCS
3
3
US electricity stationary mix option
1
1
Fuel specification
87
87
WTP
87
87
HHV
29
29
Density
21
21
LHV
22
22
Carbon Content
14
14
Sulfur Content
1
1
Misc. production parameter
21
21
WTP
21
21
Forest residue share
1
1
Biomass to ethanol
13
13
Switchgrass dry matter loss
3
3
Corn
3
3
Corn Stover
2
2
Miscanthus
2
2
Switchgrass
2
2
Supplemental N ratio for residue removal
1
1
Conventional ammonia
1
1
Share of NG input as fuel
1
1
Pine farming and residue collection
2
2
Residue fraction for biofuel conversion
1
1
Residue mass fraction
1
1
LH2
4
4
Recovery Rate for Boil-Off Gas
1
1
Boil-off rate
1
1
Storage or Transit Duration
2
2
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Category, Phase, & Assumption Type
Resource use
WTP
Energy
Herbicide
P2O5
Water
N2
Pesticide
Corn
CaCO3
Switchgrass
K2O
Transport parameter
WTP
Ocean tanker fuel payload
Barge distance
Barge vs Rail distance
Ocean tanker distance
Rail distance
Truck distance
Pipeline distance
Grand Total

Continuous Discrete Total Assumptions
51
51
51
51
1
1
1
1
3
3
32
32
3
3
1
1
3
3
1
1
3
3
3
3
15
15
15
15
9
9
1
1
1
1
1
1
1
1
1
1
1
1
484
46
530
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Additional Results
Well-to-Pump

Figure 20: Acidification WTP impacts per MJ fuel produced

Figure 21: Marine Eutrophication WTP impacts per MJ fuel produced
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Figure 22: Terrestrial Eutrophication WTP impacts per MJ fuel produced

Figure 23: GWP, no ILUC WTP impacts per MJ fuel produced
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Figure 24: Respiratory effects WTP impacts per MJ fuel produced

Figure 25: Smog WTP impacts per MJ fuel produced
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Figure 26: Total energy (log scale) WTP impacts per MJ fuel produced

Figure 27: Land WTP impacts per MJ fuel produced. Excludes land use from electricity generation.
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Figure 28: Water consumption (log scale) WTP impacts per MJ fuel produced
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Figure 29: WTP GWP100 comparison of LH2 and GH2 for eight production pathways. Lines indicate 25th, 50th, 75th percentiles.

Figure 30: WTP GWP100 comparison of LH2 and GH2 for eight production pathways. Percent difference of GH2 compared to
LH2.
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Pump-to-Wake (PTWa)
CCD

Figure 31: Comparison of GWP100 during the CCD phase across three fuel types and six aircrafts for a 1000 nm stage length,
ordered left to right from least to most passengers.

Figure 32: Comparison of GWP100 during the CCD phase across three fuel types and four aircrafts for a 4000 nm stage length,
ordered left to right from least to most passengers.
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Well-to-Wake (WtWa)

Figure 33: Comparison of WTWa acidification impacts across 17 aviation fuels for the B788 aircraft at 3500nm stage length.

Figure 34: Comparison of WTWa Marine Eutrophication impacts across 17 aviation fuels for the B788 aircraft at 3500nm
stage length.
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Figure 35: Comparison of WTWa Terrestrial Eutrophication impacts across 17 aviation fuels for the B788 aircraft at 3500nm
stage length.

Figure 36: Comparison of WTWa Respiratory effects across 17 aviation fuels for the B788 aircraft at 3500nm stage length.
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Figure 37: Comparison of WTWa Smog impacts across 17 aviation fuels for the B788 aircraft at 3500nm stage length.

Figure 38: Comparison of the percent difference in WTWa GWP100 impacts between alternative aviation fuels and conventional
jet fuel for all aircrafts at the 500nm stage length.
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Well-to-Wake (WTWa) Comparison Across Metrics

Table 11: 𝛽𝛽𝐿𝐿 values for threshold t from 0 to -100% for 16 aviation fuels for B788 at 3500 nm.
1Does

Fuel

not include CCD phase. 2Same results for Eutrophication, Terrestrial. 3 Only WTP phase.

Impact Type

Integrated Fermentation

Hydroelectric Electricity

Geothermal Electricity

Biomass Gasification

Climate

Units
(per pax-nm)

Impact category

0%

-25%

-50%

-75%

100%

kg CO2-Eq

90%

60%

28%

23%

20%

Acidification

mol H+-Eq

6%

4%

3%

1%

0%

Eutrophication,
Marine1,2

kg N-Eq

19%

9%

5%

2%

1%

$ 'statistical life'

91%

77%

37%

6%

0%

disease incidence

4%

2%

0%

0%

0%

kg NMVOC-Eq

12%

6%

3%

1%

0%

GWP100
1

Ecosystem Quality

Air Quality
Human Health

Threshold t

1

Respiratory effects
Smog

1
3

Water

Water consumption

gal

11%

5%

5%

5%

0%

Climate

GWP100

kg CO2-Eq

95%

20%

0%

0%

0%

Acidification

mol H+-Eq

100%

100%

1%

0%

0%

Eutrophication,
Marine1,2

kg N-Eq

100%

100%

99%

0%

0%

Air Quality

$ 'statistical life'

100%

100%

100%

95%

0%

Respiratory effects1

disease incidence

100%

7%

0%

0%

0%

kg NMVOC-Eq

100%

100%

53%

0%

0%

0%

0%

0%

0%

0%

1

Ecosystem Quality

Human Health

Smog

1
3

Water

Water consumption

gal

Climate Change

GWP100

kg CO2-Eq

100%

98%

54%

5%

0%

Acidification

mol H+-Eq

100%

100%

47%

0%

0%

Eutrophication,
Marine1,2

kg N-Eq

100%

100%

100%

0%

0%

Air Quality

$ 'statistical life'

100%

100%

100%

100%

0%

Respiratory effects1

disease incidence

100%

97%

0%

0%

0%

Smog1

kg NMVOC-Eq

100%

100%

99%

0%

0%

1

Ecosystem Quality

Human Health
Water
Consumption

Water consumption

gal

2%

2%

1%

1%

0%

Climate Change

GWP100

kg CO2-Eq

31%

23%

21%

17%

11%

Acidification1

mol H+-Eq

0%

0%

0%

0%

0%

0%

0%

0%

0%

0%

Ecosystem Quality

Human Health
Water
Consumption

3

Eutrophication,
Marine1,2
Air Quality

kg N-Eq
$ 'statistical life'

47%

10%

0%

0%

0%

Respiratory effects1

disease incidence

0%

0%

0%

0%

0%

Smog1

kg NMVOC-Eq

0%

0%

0%

0%

0%

0%

0%

0%

0%

0%

3

Water consumption

gal
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Fuel

Impact Type
Climate Change

Units
(per pax-nm)

Impact category

0%

-25%

-50%

-75%

100%

kg CO2-Eq

100%

67%

3%

0%

0%

Acidification
Eutrophication,
Marine1,2
Air Quality

mol H+-Eq

0%

0%

0%

0%

0%

1%

0%

0%

0%

0%

100%

90%

16%

0%

0%

Respiratory effects1

disease incidence

0%

0%

0%

0%

0%

Smog1

kg NMVOC-Eq

0%

0%

0%

0%

0%

Water consumption3

gal

0%

0%

0%

0%

0%

GWP100

kg CO2-Eq

100%

96%

49%

4%

0%

Acidification1
Eutrophication,
Marine1,2
Air Quality

mol H+-Eq

100%

3%

0%

0%

0%

100%

100%

82%

0%

0%

$ 'statistical life'

100%

100%

100%

78%

0%

Respiratory effects1

disease incidence

76%

0%

0%

0%

0%

Smog1

kg NMVOC-Eq

100%

100%

1%

0%

0%

100%

100%

100%

100%

0%

GWP100

PV Electricity

1

Ecosystem Quality

Human Health

Wind Electricity

Water
Consumption
Climate Change
Ecosystem Quality

Human Health
Water
Consumption
Climate Change

kg N-Eq
$ 'statistical life'

kg N-Eq

3

Water consumption

gal

GWP100

kg CO2-Eq

22%

6%

1%

0%

0%

Acidification
Eutrophication,
Marine1,2
Air Quality

mol H+-Eq

10%

7%

7%

7%

7%

18%

8%

7%

7%

7%

$ 'statistical life'

93%

92%

73%

8%

7%

Respiratory effects1

disease incidence

7%

6%

6%

6%

4%

kg NMVOC-Eq

11%

8%

7%

7%

6%

Coal Gasification

1

Ecosystem Quality

Human Health

Smog

Electrolysis, HTGR, Nuclear

Coke Oven Gas

Water
Consumption
Climate Change
Ecosystem Quality

Human Health
Water
Consumption
Climate Change
Ecosystem Quality

Human Health

kg N-Eq

1

Water consumption3

gal

2%

1%

1%

0%

0%

GWP100

kg CO2-Eq

23%

6%

0%

0%

0%

Acidification1
Eutrophication,
Marine1,2
Air Quality

mol H+-Eq

4%

1%

1%

0%

0%

7%

2%

0%

0%

0%

$ 'statistical life'

90%

69%

30%

2%

0%

Respiratory effects1

disease incidence

1%

1%

0%

0%

0%

Smog1

kg NMVOC-Eq

6%

1%

0%

0%

0%

1%

0%

0%

0%

0%

kg N-Eq

3

Water consumption

gal

GWP100

kg CO2-Eq

100%

97%

50%

4%

0%

Acidification1
Eutrophication,
Marine1,2
Air Quality

mol H+-Eq

100%

97%

0%

0%

0%

kg N-Eq

1

Respiratory effects
Smog

Water
Consumption

Threshold t

1
3

Water consumption

100%

100%

45%

0%

0%

$ 'statistical life'

100%

100%

100%

91%

0%

disease incidence

100%

67%

0%

0%

0%

kg NMVOC-Eq

100%

100%

21%

0%

0%

0%

0%

0%

0%

0%

gal
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High Temperature Electrolysis
with SOEC

Fuel

Impact Type
Climate Change
Ecosystem Quality

Human Health
Water
Consumption
Climate Change

Natural gas
Thermo-Chemical Cracking of
Water, Nuclear
US Electricity

Human Health
Water
Consumption
Climate Change

-25%

-50%

-75%

100%

kg CO2-Eq

27%

13%

1%

0%

0%

Acidification
Eutrophication,
Marine1,2
Air Quality

mol H+-Eq

9%

1%

0%

0%

0%

11%

4%

0%

0%

0%

85%

58%

45%

4%

0%

Respiratory effects1

disease incidence

2%

0%

0%

0%

0%

Smog1

kg NMVOC-Eq

14%

4%

0%

0%

0%

Water consumption3

gal

0%

0%

0%

0%

0%

GWP100

kg CO2-Eq

66%

32%

14%

5%

0%

Acidification1
Eutrophication,
Marine1,2
Air Quality

mol H+-Eq

10%

1%

0%

0%

0%

18%

5%

0%

0%

0%

$ 'statistical life'

93%

89%

61%

23%

0%

Respiratory effects1

disease incidence

36%

31%

25%

13%

3%

Smog1

kg NMVOC-Eq

41%

34%

23%

7%

1%

18%

10%

6%

2%

0%

GWP100

kg N-Eq
$ 'statistical life'

kg N-Eq

3

Water consumption

gal

GWP100

kg CO2-Eq

94%

73%

28%

3%

0%

Acidification
Eutrophication,
Marine1,2
Air Quality

mol H+-Eq

57%

51%

1%

0%

0%

65%

57%

33%

0%

0%

$ 'statistical life'

93%

93%

90%

52%

0%

Respiratory effects1

disease incidence

54%

45%

0%

0%

0%

kg NMVOC-Eq

67%

56%

23%

0%

0%

1

Ecosystem Quality

Human Health

Smog
Water
Consumption
Climate Change
Ecosystem Quality

Human Health
Water
Consumption
Climate Change
Ecosystem Quality

Human Health

kg N-Eq

1

Water consumption3

gal

0%

0%

0%

0%

0%

GWP100

kg CO2-Eq

9%

0%

0%

0%

0%

Acidification1
Eutrophication,
Marine1,2
Air Quality

mol H+-Eq

0%

0%

0%

0%

0%

0%

0%

0%

0%

0%

$ 'statistical life'

39%

20%

6%

0%

0%

Respiratory effects1

disease incidence

0%

0%

0%

0%

0%

Smog1

kg NMVOC-Eq

0%

0%

0%

0%

0%

0%

0%

0%

0%

0%

kg N-Eq

3

Water consumption

gal

GWP100

kg CO2-Eq

100%

95%

61%

49%

29%

Acidification1
Eutrophication,
Marine1,2
Air Quality

mol H+-Eq

0%

0%

0%

0%

0%

kg N-Eq

1

Respiratory effects
Smog

Water
Consumption

Threshold t
0%

1

Ecosystem Quality

Biomass to Fischer-Tropsch Jet
Fuel

Units
(per pax-nm)

Impact category

1
3

Water consumption

0%

0%

0%

0%

0%

$ 'statistical life'

26%

0%

0%

0%

0%

disease incidence

0%

0%

0%

0%

0%

kg NMVOC-Eq

0%

0%

0%

0%

0%

98%

93%

75%

31%

0%

gal
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Fuel

Impact Type

Hydroprocessed Renewable Jet
Fuel

Ethanol-To-Jet: Corn
(Standalone)

Climate Change

Units
(per pax-nm)

Impact category
GWP100

Human Health
Water
Consumption
Climate Change
Ecosystem Quality

Human Health
Water
Consumption

0%

-25%

-50%

-75%

100%

kg CO2-Eq

18%

1%

0%

0%

0%

Acidification
Eutrophication,
Marine1,2
Air Quality

mol H+-Eq

0%

0%

0%

0%

0%

0%

0%

0%

0%

0%

$ 'statistical life'

3%

0%

0%

0%

0%

Respiratory effects1

disease incidence

17%

11%

7%

3%

2%

Smog1

kg NMVOC-Eq

28%

18%

11%

8%

6%

Water consumption3

gal

2%

2%

2%

2%

1%

GWP100

kg CO2-Eq

21%

2%

0%

0%

0%

Acidification1
Eutrophication,
Marine1,2
Air Quality

mol H+-Eq

11%

0%

0%

0%

0%

16%

0%

0%

0%

0%

$ 'statistical life'

28%

0%

0%

0%

0%

Respiratory effects1

disease incidence

18%

0%

0%

0%

0%

Smog1

kg NMVOC-Eq

0%

0%

0%

0%

0%

0%

0%

0%

0%

0%

1

Ecosystem Quality

Threshold t

kg N-Eq

kg N-Eq

3

Water consumption

gal
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Well-to-Wake (WTWa) Sensitivity Analysis
Table 12: LH2 from non-renewable sources, no nuclear. Significance of main effects in regression of WTWa GWP100
comparison vs conventional for the B788 aircraft at 3500nm stage length. Significance levels given as: *<0.1, ** <0.05, ***

Emissions
Emissions
factor

US Electricity

Main effect description
CCD: LH2 contrail cirrus RL

*****

*****

*****

CCD: netNOx impact per mass N
US electricity generation mix

*****

*****

*****

*****

*****

*****

*****

*****

CCD: Contrail cirrus ERF per pax-nm

*****

*****

***

*****

CCD: SO4 impact per mass SO2
H2 Liquefaction electricity source
H2 liquefaction efficiency
H2 model data source
PTW: LH2 relative energy per pax-nm
LH2 from Coke oven gas, scenario
LH2 from Coal, steam co-products
LH2 from Coal, CCS
Natural gas LH2 source
Energy to produce urea for fertilizer
NG GH2, CCS
Natural gas processing, PM10
emissions
CCD: Water vapor impact per mass
H2O

*****

*****

**

*****

*****
*****
*****
*
**
*****
*****

*****
*****

*****
*****
*****
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Coke Oven
Gas

*****

Coal
Gasification

Main effect
type
Effect RL
Emissions
factor
Electricity type
Emissions
factor
Emissions
factor
Electricity type
Efficiency
Model choice
Energy
Co-products
Co-products
CCS
Feedstock type
Energy
CCS

Natural gas

<0.01, **** <0.001, *****<0.0001

***
*****
*

*****

*****
*****
*****
**

***
***

*

**

Table 13: LH2 from non-renewable sources with nuclear energy option. Significance of main effects in regression of WTWa
GWP100 comparison vs conventional for the B788 aircraft at 3500nm stage length. Significance levels given as: *<0.1, **

Thermo-Chemical
Cracking of Water,
Nuclear

*****

*****

*****

*****

*****

*****

*****

*****

*****

*****
CCD: SO4 impact per mass SO2
CCD: Water vapor impact per mass
*****
H2O
H2 Liquefaction efficiency
H2 Liquefaction electricity source
*
US electricity generation mix
Nuclear or NGCC for HTE SOEC
NG GH2, CCS
*
Natural gas LH2 source
PTW: LH2 relative energy per pax-nm

*****

****

**

*****

*****
*****
*****
*****
*

*****
*****
*****

Electrolysis,
HTGR, Nuclear

Main effect
type
Emissions
factor
Effect RL
Emissions
factor
Emissions
factor
Emissions
factor
Efficiency
Electricity type
Electricity type
Electricity type
CCS
Feedstock type
Aircraft energy

High
Temperature
Electrolysis with

<0.05, *** <0.01, **** <0.001, *****<0.0001

Main effect description
CCD: Contrail cirrus ERF per pax-nm
CCD: LH2 contrail cirrus RL
CCD: netNOx impact per mass N
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**

Table 14: Biofuels. Significance of main effects in regression of WTWa GWP100 comparison vs conventional for the B788

CCD: Contrail cirrus ERF per pax-nm
CCD: Biofuel contrail cirrus RL
CCD: SO4 impact per mass SO2
HRJ, Soybean choice, ILUC
Corn field N2O emissions
Corn ethanol, co-product method
Natural gas LH2 source
US electricity generation mix
Cellulosic biomass feedstock
HRJ, Brazilian soybean ILUC
HRJ, co-product allocation method
N fertlizer use for corn farming
FT Biofuel, CCS
HRJ, US soybean ILUC
ETJ, Corn ILUC

Hydroprocessed
Renewable Jet
Fuel

Main effect description

Ethanol-To-Jet:
Corn
(Standalone)

Main effect
type
Emissions
factor
Effect RL
Emissions
factor
Feedstock type
Emissions
factor
Co-products
Feedstock type
Electricity type
Feedstock type
Emissions
Co-products
Resource
CCS
Emissions
Emissions

Biomass to
Fischer-Tropsch
Jet Fuel

aircraft at 3500nm stage length. Significance levels given as: *<0.1, ** <0.05, *** <0.01, **** <0.001, *****<0.0001

*****

*****

*****

*****

*****

***

*****

*****

*

*

*****

****

*****

*****
*

*****
*****
*****
*

***
***
*
*****
*****

*****
*****
*****
*****

The figures below plot the model results (“actual”) versus the regression prediction for each
of the aviation fuels, for the regression of WTWa GWP100 comparison vs conventional for the B788
aircraft at 3500nm stage length.

Figure 39: LH2 from Integrated Fermentation regression results
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Figure 40: LH2 from Geothermal electricity regression results

Figure 41: LH2 from Hydroelectric electricity regression results

Figure 42: LH2 from PV electricity regression results
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Figure 43: LH2 from Wind electricity regression results

Figure 44: LH2 from Biomass Gasification regression results

Figure 45: LH2 from Electrolysis, HTGR, Nuclear regression results
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Figure 46: LH2 from High Temperature Electrolysis with SOEC regression results

Figure 47: LH2 from US Electricity regression results

Figure 48: LH2 from Coal Gasification regression results
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Figure 49: LH2 from Coke Oven Gas regression results

Figure 50: LH2 from Natural gas regression results

Figure 51: LH2 from Thermo-Chemical Cracking of Water, Nuclear regression results
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Figure 52: Biomass to Fischer-Tropsch Jet Fuel regression results

2
Figure 53: Ethanol-To-Jet: Corn (Standalone) regression results

Figure 54: Hydroprocessed Renewable Jet Fuel regression results
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Suggested Revision of ICAO CORSIA GHG Emissions Calculation
Background
The Carbon Offsetting and Reduction Scheme for International Aviation (CORSIA) is a
project of the International Civil Aviation Organization (ICAO). CORSIA is an implementation
of a global market-based measure scheme, which was reaffirmed by ICAO Resolution A40-19.
Aeroplane operators in States participating in CORSIA are required to offset a certain volume of
greenhouse gas (GHG) emissions incurred as a result of international flight. The offsetting
requirement (OR) can be reduced through CORSIA eligible fuels (CEF), which include Sustainable
Aviation Fuels (SAF) and Lower Carbon Aviation Fuels (LCAF).
The purpose of this document is to highlight a few methodological inconsistencies which
have a significant impact on the overall offsetting requirements.

Life cycle impacts of aviation fuels
To compare life cycle impacts of the use of different fuels, the same life cycle stages should
be included. The stages of aviation fuel life cycle can be divided into the production of the fuel,
well-to-pump (WTP), and the combustion of the fuel, pump-to-wake (PTWa). The entire life cycle is
well-to-wake (WTWa).
Table 15: Approximate life cycle emissions values for selected CEF and conventional fuels

Type

Fuel

WTP
gCO2e/MJ
CEF
US Miscanthus
-22.5
CEF
Brazil Sugarcane
31.3
CEF
Malaysia open pond palm 99.1
oil
CEF
MSW, 20% non-biogenic 27.0
carbon
Conventional Jet-A/Jet-A1
15.5
Conventional AvGas or Jet-B fuel
22.9

PTWa
gCO2e/MJ
0
0
0

LC
gCO2e/MJ
-22.5
31.3
99.1

16.6

43.6

73.5
72.1

89.0
95.0

According to the CORSIA Default Life Cycle Emissions Values for CORSIA Eligible Fuels, the
range of life cycle emissions is -22.5 gCO2e/MJ for US Miscanthus to 99.1 gCO2e/MJ for
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Malaysian open pond palm oil, as shown in its appendix. Here, this is called the 𝐿𝐿𝐿𝐿𝐶𝐶𝐶𝐶𝐶𝐶 (note that

the CORSIA terminology for 𝐿𝐿𝐿𝐿𝐶𝐶𝐶𝐶𝐶𝐶 is 𝐿𝐿𝐿𝐿𝑓𝑓 ). A negative 𝐿𝐿𝐿𝐿𝐶𝐶𝐶𝐶𝐶𝐶 is possible in the model when land

use change is factored in and cellulosic biomass sequesters more carbon in the soil than the existing
type of land cover would. At the other extreme, the Malaysian open pond palm oil has a very high
methane emissions from the palm oil mill effluent.
The system boundary of the WTWa life cycle assessments of CEF is shown in the Figure 49
from CORSIA Eligible Fuels – Life Cycle Assessment Methodology. The fuel combustion of biomass
derived CEF is assumed to be carbon neutral, or effectively zero, due to the sequestration of carbon
during the biomass growth. Therefore, those 𝐿𝐿𝐿𝐿𝐶𝐶𝐶𝐶𝐶𝐶 are calculated as the WTP stages + zero. (While

that is current practice, note that as the science advances, this may come under scrutiny.) Negative
values are possible if indirect land use change is considered. Fuels from municipal solid waste
(MSW) are assigned some PTWa impacts relative to their non-biogenic carbon content.

Figure 55: WTW Sustainable Aviation Fuel lifecycle steps

For conventional jet fuels, CORSIA estimates the PTWa combustion impact is 3.16 kg
CO2/kg fuel for Jet-A/Jet-A1 fuel and 3.10 kg CO2/kg fuel for AvGas or Jet-B fuel, referred to as
the fuel conversion factor (𝐹𝐹𝐹𝐹𝐹𝐹𝑓𝑓 ). Assuming a specific energy of 43 MJ/kg, this converts to 73.5

and 72.1 gCO2/MJ, respectively. ICAO estimates the baseline WTWa life cycle emissions of
conventional fuels f, called 𝐿𝐿𝐿𝐿𝑓𝑓 here, to be 89 and 95 gCO2e/MJ, respectively.

Speth (2016) provided ICAO an estimated global WTP reference value for petroleum jet

fuel of 16 gCO2e/MJ, which roughly agrees with the values in Table 13 (15.5 and 22.9
gCO2e/MJ). The WTP portion accounts for about 20% of the life cycle emissions. The WTP
emissions sources included are shown below in Figure 49.
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Figure 56: WTP Emissions sources of petroleum jet fuel (Speth et al. 2016)
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Suggested revisions to CORSIA calculations
1) Incorporate the full life cycle impact of all fuels used
As the equations in the CORSIA Calculation section later show, the emissions reduction
benefit due to use of the CEF is based on the percent difference of the entire life cycle WTWa
impacts of CEF, 𝐿𝐿𝐿𝐿𝐶𝐶𝐶𝐶𝐶𝐶 , and conventional fuels, 𝐿𝐿𝐿𝐿𝑓𝑓 (see Equation 11). This is the only use of 𝐿𝐿𝐿𝐿𝑓𝑓

in CORSIA equations. Unlike CEF, the impact of use of conventional fuels is only based on the

PTW stage—the WTP stage is not included. At roughly 20% of the life cycle impact, it is too large
of a value to be ignored.
For proper LCA accounting of two different products, the same stages must be included
for both. Therefore, rather than using the 𝐹𝐹𝐶𝐶𝐶𝐶𝑓𝑓 which represents only PTWa, the WTWa factors,
𝐿𝐿𝐿𝐿𝑓𝑓 , should be applied. This will increase the estimated annual OR and would also impact the
overall ICAO GHG trends.

In Equation 7, the simplified LC approach shows that the final offsetting requirements
(FOR) of an operator can be found in one step.
Equation 10: Suggested final offsetting requirements (FOR) for an operator in given year y. Simplified LC approach.

𝐹𝐹𝐹𝐹𝐹𝐹𝑦𝑦 = 𝐺𝐺𝐺𝐺𝐿𝐿𝐿𝐿,𝑦𝑦 × �� 𝑀𝑀𝑓𝑓,𝑦𝑦 × 𝐿𝐿𝐿𝐿𝑓𝑓 + � 𝑀𝑀𝐶𝐶𝐶𝐶𝐶𝐶,𝑦𝑦 × 𝐿𝐿𝐿𝐿𝐶𝐶𝐶𝐶𝐶𝐶 �
𝑓𝑓

𝐶𝐶𝐶𝐶𝐶𝐶

Here, 𝑀𝑀𝑦𝑦 is the mass of the fuels used in year y, and 𝐺𝐺𝐺𝐺𝑦𝑦 is the growth factor compared to

the baseline year. During early compliance periods, the 𝐺𝐺𝐺𝐺𝑦𝑦 is determined by the sectoral growth

in emissions (𝑆𝑆𝑆𝑆𝑆𝑆𝑦𝑦 ), and after 2030 by also considering the individual operator’s growth in in

emissions, (𝑂𝑂𝑂𝑂𝑂𝑂𝑦𝑦 ).

As the Hypothetical Example below demonstrates, this simplified LC approach in

Equation 7 is equivalent to substituting the 𝐿𝐿𝐿𝐿𝑓𝑓 for the 𝐹𝐹𝐹𝐹𝐹𝐹𝑓𝑓 throughout the current CORSIA
approach; that revised substitution approach is called the CORSIA_LC approach here.
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The other difference in implementation is in the determination of the 𝐺𝐺𝐺𝐺𝑦𝑦 . The simplified

LC approach bases the 𝐺𝐺𝐺𝐺𝐿𝐿𝐿𝐿,𝑦𝑦 on the LC emissions of each fuel. The current CORSIA approach
finds the 𝐺𝐺𝐺𝐺𝐹𝐹𝐹𝐹𝐹𝐹,𝑦𝑦 by applying the 𝐹𝐹𝐹𝐹𝐹𝐹𝑓𝑓 for conventional fuels to all fuels. The CORSIA_LC
approach finds the 𝐺𝐺𝐺𝐺𝐿𝐿𝐿𝐿𝐿𝐿,𝑦𝑦 by applying LC emissions of conventional fuels to all fuels.

The choice to adopt the simplified LC approach in Equation 7 or the equivalent but more

complicated CORSIA_LC approach should depend on how data is gathered by ICAO to
determine the 𝐺𝐺𝐺𝐺𝑦𝑦 . If ICAO only has access to the total mass of fuel used in a year when setting the
𝐺𝐺𝐺𝐺𝑦𝑦 , they should adopt the latter option, because it is straightforward to find 𝐺𝐺𝐺𝐺𝐿𝐿𝐿𝐿𝐿𝐿,𝑦𝑦 without
knowing the fuel types.
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2) Revise set of OR calculations for compliance period 2021-2023
For the first compliance period, 2021-2023, the State can choose one of two calculation
procedures to estimate OR, using either the baseline year 2020 emissions or the given year y
emissions, as described in the ICAO Environmental Technical Manual Volume IV (see excerpts in
Appendix). The problem is that both approaches apply the same 𝐺𝐺𝐺𝐺𝑦𝑦 ; the incorrect method will

always result in lower OR.

Figure 4-1 illustrates a correct option below, which results in 814,815 tonnes in the
example:
𝑂𝑂𝑂𝑂2023 = OE𝟐𝟐𝟐𝟐𝟐𝟐𝟐𝟐 × 𝑆𝑆𝑆𝑆𝑆𝑆2023 = OE𝟐𝟐𝟐𝟐𝟐𝟐𝟐𝟐 × �

SE2023 − SE2020
�
SE𝟐𝟐𝟐𝟐𝟐𝟐𝟐𝟐

Figure 4-2 illustrates the incorrect option, which results in 706,123 tonnes in the example:
𝑂𝑂𝑂𝑂2023 = OE𝟐𝟐𝟐𝟐𝟐𝟐𝟐𝟐 × 𝑆𝑆𝑆𝑆𝑆𝑆2023 = OE𝟐𝟐𝟐𝟐𝟐𝟐𝟐𝟐 × �

SE2023 − SE2020
�
SE𝟐𝟐𝟐𝟐𝟐𝟐𝟐𝟐

To apply the approach relative to the base year, a different growth factor, 𝑆𝑆𝑆𝑆𝑆𝑆𝑦𝑦∗ , should be

used relative to the base year 2020, not the given year 2023:
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∗
𝑂𝑂𝑂𝑂2023 = OE𝟐𝟐𝟐𝟐𝟐𝟐𝟐𝟐 × 𝑆𝑆𝑆𝑆𝑆𝑆2023
= OE𝟐𝟐𝟐𝟐𝟐𝟐𝟐𝟐 × �

𝑆𝑆𝑆𝑆𝑆𝑆𝑦𝑦∗ = 𝑆𝑆𝑆𝑆𝑆𝑆𝑦𝑦 ⁄�1 − 𝑆𝑆𝑆𝑆𝑆𝑆𝑦𝑦 �

SE2023 − SE2020
�
SE𝟐𝟐𝟐𝟐𝟐𝟐𝟐𝟐

Applied to this example, the 𝑆𝑆𝑆𝑆𝑆𝑆𝑦𝑦∗ = 15.7%, and the result is 817,142 tonnes in the

example; almost the same as the first result.

𝑂𝑂𝑂𝑂2023 = 5,200,000 × 15.7% = 817,142 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡

Hypothetical comparison of approaches

A hypothetical example was created to compare (a) current CORSIA approach, (b)
CORSIA LC approach substituting the 𝐿𝐿𝐿𝐿𝑓𝑓 for the 𝐹𝐹𝐹𝐹𝐹𝐹𝑓𝑓 throughout, and (c) with the simplified

Life Cycle (LC) approach.

The overall result of the hypothetical example was that the final offsetting requirement
in the (b) CORSIA LC approach was 18% higher than that of the (a) current CORSIA approach.
Not coincidentally, this is the percentage share of the WTP stage of Jet-A fuel to its WTW life cycle
emissions. Life cycle approaches (b) and (c) had the same results.
Attributes of the Hypothetical Example include:
•

5 types of fuel:
o

2 Conventional fuels: Jet-A and Jet-B

o

3 CEFs, with assigned life cycle emissions:

o



CEF 1: -20 g CO2e/MJ



CEF 2: 10 g CO2e/MJ



CEF 3: 40 g CO2e/MJ

Specific energy of all fuels: 43 MJ/kg

•

4 operators A, B, C and D

•

The initial total masses of fuel they use are random, but all grow linearly from 2020-2050
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•

All operators use the same percentage share of 5 fuels. The growth in the share of CEF was
informed according to the following 1:

•

o

2.6% by 2025

o

50.0% by 2050 (assuming half of 100% goal is met)

o

Combining SAF Stocktaking results 2 with projected fuel trends

Approaches:
a) CORSIA approach followed calculations as laid out in the next section
b) CORSIA LC approach is same as a), but substituting the 𝐿𝐿𝐿𝐿𝑓𝑓 for the 𝐹𝐹𝐹𝐹𝐹𝐹𝑓𝑓
throughout

c) Simplified LC approach followed Equation 7
•

Growth Factors
o

The weight of the Operator Growth Factor (OGF), %Oy, was set to its minimum
value:


o

0% for 2024-2029, 20% for 2030-2032, 70% for 2033-2050

Growth Factors for CORSIA approaches (a) and (b) were based on combustion
emissions

o

Growth Factors for LC approach (c) were based on life cycle emissions

https://www.icao.int/environmental-protection/Pages/ClimateChange_Trends.aspx
“Significant uncertainties exist in predicting the contribution of sustainable aviation fuels in the future. However, a
number of near-term scenarios evaluated by AFTF indicate that up to 2.6% of fuel consumption could potentially
consist of sustainable aviation fuels by 2025. This analysis also considered the long-term availability of sustainable
aviation fuels, finding that, by 2050, it would be physically possible to meet 100% of international aviation jet fuel
demand with sustainable aviation fuels, corresponding to a 63% reduction in emissions. However, this level of fuel
production could only be achieved with extremely large capital investments in sustainable aviation fuel production
infrastructure, and substantial policy support.“
1

https://www.icao.int/environmental-protection/Pages/SAF_Stocktaking.aspx
“Figure 2 shows that up to 11.8 Mt (14.7 billion litres) per year of SAF production capacity may be available by 2032.
However, there is significant uncertainty on the share of this capacity that will be directed to SAF compared to other
fuels. The deployment scenarios shown in Figure 2 ("high ratio" and "low ratio") intend to highlight that uncertainty.”
2
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Figure 59: Total mass of fuels used by fuel (Mt)
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Figure 57: Share of Fuels by Mass
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Figure 58: Total mass of fuel used per operator (Mt)
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Figure 60: Comparison of Total Net Emissions and 2020 Baseline Emissions between three approaches (Mt CO2e)
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Figure 61: Comparison of total Final Offsetting Requirements (FOR) for all operators between three approaches (Mt CO2e)
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Figure 62: Percent difference in total Final Offsetting Requirements (FOR) between approaches: CORSIA_LC – CORSIA
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Figure 63: CORSIA approach, CO2 emissions and reductions per fuel (Mt CO2e)
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Figure 64: CORSIA approach, CO2 emissions and reductions per operator (Mt CO2e)
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Figure 65: CORSIA_LC approach, CO2 emissions and reductions per fuel (Mt CO2e)
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Figure 66: CORSIA_LC approach, CO2 emissions and reductions per operator (Mt CO2e)
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Figure 67: Simplified LC approach, CO2 emissions and reductions per fuel (Mt CO2e)
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Figure 68: Simplified LC approach, CO2 emissions and reductions per operator (Mt CO2e)
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CORSIA Calculations
The calculation of greenhouse gas (GHG) emissions is described in Annex 16 to the
Convention on International Civil Aviation, Volume IV; excerpts from Annex 16 are in the Appendix.
Note that the equations below are presented with slightly different symbols for consistency and
clarity.
To calculate their final offsetting requirements (FOR), operators must use a Fuel Use
Monitoring Method if their annual CO2 emissions from international flights exceed 500 kilotons;
those under that threshold may use the ICAO CORSIA CO2 Estimation and Reporting Tool
(CERT) instead.
For operators following the Fuel Use Monitoring Method, the equation below from section
3.4.1, finds the operator’s FOR during the years in compliance period c by summing the
intermediate offsetting requirements (OR) and subtracting the sum of emissions reductions (ER)
due to use of CEF.
Equation 11: Final offsetting requirements (FOR)

𝐹𝐹𝐹𝐹𝐹𝐹𝐶𝐶 = � 𝑂𝑂𝑂𝑂𝑦𝑦 − � 𝐸𝐸𝐸𝐸𝑦𝑦
𝑐𝑐

𝑐𝑐

The intermediate OR is determined in section 3.2.1 based on the estimated operator
emissions (OE) of covered CO2 emissions in the year y and the sectoral growth factor (GF), as
shown below.
Equation 12: Intermediate offsetting requirement (OR)

𝑂𝑂𝑂𝑂𝑦𝑦 = 𝑂𝑂𝑂𝑂𝑦𝑦 × 𝐺𝐺𝐺𝐺𝑦𝑦

It seems that the formula adapted below from section 2.2.3.3 is used to estimate the OE
(though the term OE isn’t used there). The total mass of all fuels—conventional 𝑀𝑀𝑓𝑓 and CEF

𝑀𝑀𝐶𝐶𝐶𝐶𝐶𝐶 —is multiplied by the 𝐹𝐹𝐹𝐹𝐹𝐹𝑓𝑓 for either conventional jet fuel f. It’s not clear which 𝐹𝐹𝐹𝐹𝐹𝐹𝑓𝑓 to
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apply to CEF, but Jet-A is the dominant fuel. It is critical to recall that this 𝑭𝑭𝑭𝑭𝑭𝑭𝒇𝒇 refers only to

combustion (PTWa) of the fuel.

Equation 13: Intermediate operator emissions (OE)

𝑂𝑂𝑂𝑂𝑦𝑦 = �� 𝑀𝑀𝑓𝑓,𝑦𝑦 × 𝐹𝐹𝐹𝐹𝐹𝐹𝑓𝑓 � + �𝐹𝐹𝐹𝐹𝐹𝐹𝑓𝑓 � 𝑀𝑀𝐶𝐶𝐶𝐶𝐶𝐶 �
𝑓𝑓

𝐶𝐶𝐶𝐶𝐶𝐶

To calculate the ER, first an emissions reduction factor (ERF) for each CEF is found in
Equation 11, as noted in section 3.3.1. The ERF (not effective radiative forcing) is the percent
difference in the life cycle emissions incurred by a CEF, 𝐿𝐿𝐿𝐿𝐶𝐶𝐶𝐶𝐶𝐶 , compared to the conventional fuel,
𝐿𝐿𝐿𝐿𝑓𝑓 . It is critical to recall that these life cycle (WTW) emissions factors include the production

emissions (WTP) as well as combustion emissions (PTW).
Equation 14: Emissions reduction factor (ERF) of CEF

𝐸𝐸𝐸𝐸𝐸𝐸𝐶𝐶𝐶𝐶𝐶𝐶 = �1 −

𝐿𝐿𝐿𝐿𝑓𝑓 − 𝐿𝐿𝐿𝐿𝐶𝐶𝐶𝐶𝐶𝐶
𝐿𝐿𝐿𝐿𝐶𝐶𝐶𝐶𝐶𝐶
�=�
�
𝐿𝐿𝐿𝐿𝑓𝑓
𝐿𝐿𝐿𝐿𝑓𝑓

The ER from the use of CEF is found in Equation 12; its result is a positive number which
will be subtracted from the OR in Equation 8. The applicable mass of each CEF is the product of
the mass of that CEF and its ERF. The ERF is based on ratios of emissions to fuel energy content,
but it is applied to the mass of CEF; this assumes similar specific energies (MJ/kg) between
conventional fuels and CEF.
A sum is taken across all CEF, and then multiplied by the FCF for conventional fuels.
This last step occurs because the mass of all fuels, including CEF, were multiplied by the FCF in
Equation 10.
Equation 15: Emissions reduction (ER) from use of CEF

𝐸𝐸𝐸𝐸𝑦𝑦 = 𝐹𝐹𝐹𝐹𝐹𝐹𝑓𝑓 �� 𝑀𝑀𝐶𝐶𝐶𝐶𝐶𝐶,𝑦𝑦 × 𝐸𝐸𝐸𝐸𝐸𝐸𝐶𝐶𝐶𝐶𝐶𝐶 �
𝐶𝐶𝐶𝐶𝐶𝐶

Combining the equations and substituting terms results in the following FOR equations:
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Equation 16: Current CORSIA approach, combined final offsetting requirements (FOR), for given year y

𝐹𝐹𝐹𝐹𝐹𝐹𝑦𝑦 = 𝑂𝑂𝑂𝑂𝑦𝑦 × 𝐺𝐺𝐺𝐺𝑦𝑦 − 𝐹𝐹𝐹𝐹𝐹𝐹𝑓𝑓 � 𝑀𝑀𝐶𝐶𝐶𝐶𝐶𝐶,𝑦𝑦 × 𝐸𝐸𝐸𝐸𝐸𝐸𝐶𝐶𝐶𝐶𝐶𝐶
𝐶𝐶𝐶𝐶𝐶𝐶

Equation 17: Current CORSIA approach, detailed final offsetting requirements (FOR), for given year y

𝐹𝐹𝐹𝐹𝐹𝐹𝑦𝑦 = 𝐺𝐺𝐺𝐺𝐹𝐹𝐹𝐹𝐹𝐹,𝑦𝑦 ��� 𝑀𝑀𝑓𝑓,𝑦𝑦 × 𝐹𝐹𝐹𝐹𝐹𝐹𝑓𝑓 � + �𝐹𝐹𝐹𝐹𝐹𝐹𝑓𝑓 � 𝑀𝑀𝐶𝐶𝐶𝐶𝐶𝐶 �� − 𝐹𝐹𝐹𝐹𝐹𝐹𝑓𝑓 � 𝑀𝑀𝐶𝐶𝐶𝐶𝐶𝐶,𝑦𝑦 �1 −
𝑓𝑓

𝐶𝐶𝐶𝐶𝐶𝐶

𝐶𝐶𝐶𝐶𝐶𝐶

𝐿𝐿𝐿𝐿𝐶𝐶𝐶𝐶𝐶𝐶
�
𝐿𝐿𝐿𝐿𝑓𝑓

Substituting the 𝐿𝐿𝐿𝐿𝑓𝑓 for the 𝐹𝐹𝐹𝐹𝐹𝐹𝑓𝑓 throughout, the following is the suggested CORSIA_LC

approach:

Equation 18: Revised CORSIA_LC approach, detailed final offsetting requirements (FOR), for given year y

𝐹𝐹𝐹𝐹𝐹𝐹𝑦𝑦 = 𝐺𝐺𝐺𝐺𝐿𝐿𝐿𝐿,𝑦𝑦 ��� 𝑀𝑀𝑓𝑓,𝑦𝑦 × 𝐿𝐿𝐿𝐿𝑓𝑓 � + �𝐿𝐿𝐿𝐿𝑓𝑓 × � 𝑀𝑀𝐶𝐶𝐶𝐶𝐶𝐶 �� − 𝐿𝐿𝐶𝐶𝑓𝑓 � 𝑀𝑀𝐶𝐶𝐶𝐶𝐶𝐶,𝑦𝑦 �1 −
𝑓𝑓

𝐶𝐶𝐶𝐶𝐶𝐶

𝐶𝐶𝐶𝐶𝐶𝐶

The same result is achieved as in Equation 1.

𝐿𝐿𝐿𝐿𝐶𝐶𝐶𝐶𝐶𝐶
�
𝐿𝐿𝐿𝐿𝑓𝑓

Equation 19: Same as Equation 7, simplified LC approach.

𝐹𝐹𝐹𝐹𝐹𝐹𝑦𝑦 = 𝐺𝐺𝐺𝐺𝐿𝐿𝐿𝐿,𝑦𝑦 �� 𝑀𝑀𝑓𝑓,𝑦𝑦 × 𝐿𝐿𝐿𝐿𝑓𝑓 + � 𝑀𝑀𝐶𝐶𝐶𝐶𝐶𝐶,𝑦𝑦 × 𝐿𝐿𝐿𝐿𝐶𝐶𝐶𝐶𝐶𝐶 �
𝑓𝑓

𝐶𝐶𝐶𝐶𝐶𝐶
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