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Due to rapid developments in the deep learning model, artificial intelligence (AI) models are ex-
pected to enhance clinical diagnostic ability and work efficiency by assisting physicians. There-
fore, many hospitals and private companies are competing to develop AI-based automatic diag-
nostic systems using medical images. In the near future, many deep learning-based automatic 
diagnostic systems would be used clinically. However, the possibility of adversarial attacks ex-
ploiting certain vulnerabilities of the deep learning algorithm is a major obstacle to deploying 
deep learning-based systems in clinical practice. In this paper, we will examine in detail the kinds 
of principles and methods of adversarial attacks that can be made to deep learning models deal-
ing with medical images, the problems that can arise, and the preventive measures that can be 
taken against them.
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서론
지난 수년 동안 딥러닝(deep learning) 알고리듬(1)은 컴퓨터 영상처리 분야에 혁신을 가
져왔다. 깊은 층위(layer)의 신경망을 이용한 깊은 신경망(Deep Neural Network) 모델들이 
영상 객체분류(classification) 분야에서 기존 기계학습 모델들의 성능을 뛰어넘는 결과를 
보이며 딥러닝이 본격적으로 주목받기 시작했다. 특히 구글의 딥러닝 기반의 얼굴 인식
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(face recognition) 모델인 FaceNet (2)은 무려 99.96%의 인식률을 보여주었는데, 이는 인간의 얼
굴 인식률이 평균적으로 97% 수준인 것을 감안했을 때 이를 뛰어넘는 성능을 보여준 것이다. 2016
년에는 프로바둑기사 이세돌 9단과의 승부에서 구글의 알파고(AlphaGo) (3)가 승리하였다. 이는 
얼굴인식과 같은 상대적으로 단순한 패턴인식(pattern recognition) 분야가 아닌, 인공지능이 절
대로 인간의 능력을 뛰어넘을 수 없을 것 같았던 대표적 분야 중 하나인 바둑에서 인간을 이긴 것
으로 평가되며 딥러닝 기술이 세간의 관심을 한 번에 끌어들일 만큼 큰 충격을 주었다.
급기야는 의학분야에서도 의학영상분야를 중심으로 딥러닝의 당찬 도전이 시작되었다. 안저영
상(fundus image)을 이용한 당뇨성 망막변증(diabetic retinopathy) 진단에서 구글의 기계학습 
기술이 안과 전문의와 동등하거나 앞서는 수준의 성능을 보여준 연구 결과가 발표된 것이 대표적
이다(4). 이 당뇨성 망막변증 연구를 시작으로 다양한 의학분야에도 딥러닝의 흥미로운 응용 사례
들이 연이어 발표되었다. 최근 영상의학(5-7), 병리학(8, 9), 안과학(4) 분야 등의 연구에서 의사들
의 진단능과 동등성을 확보한 많은 사례가 있다. 경우에 따라 이러한 알고리듬의 성능은 개별 의
사들의 진단능을 능가하는 것으로 발표되었다.
의료 영상처리에 기반한 컴퓨터 보조진단(Computer-Aided Detection and Diagnosis; 이하 
CAD) 시스템의 목적은 주어진 의료 영상에서 병변(lesion)의 검출(detection) 또는 그 분류(clas-
sification) 결과를 제시하여 의사의 영상 판독 및 진단을 보조하는 것이다(10). 여느 기계학습 기
반의 시스템들과 마찬가지로 CAD 시스템 또한 꾸준히 발전해왔다. 그간 공학자들과 의학자들의 
노력으로 폐결절(lung nodule)과 유방암(breast cancer) 등의 질병들에 대하여 그 CAD 개발 사
례와 성능이 보고되었으나, 특히 위양성(false-positive) 비율이 지나치게 높다는 등의 이유로 그 
성능은 실제 임상 현장에서 쓰일 정도에 이르지 못하는 현실이었다(11-15).
그러나 앞서 언급하였듯이 기계학습 분야에 성능 혁신을 가져온 딥러닝 기술은 CAD 시스템에
도 혁신을 가져오게 되었고, 결국에는 이전 CAD 시스템들의 성능을 뛰어넘게 되었다(4-9). 이러한 
딥러닝 기반의 CAD 시스템에 대한 연구 성과들은 임상현장에 사용 가능한 수준으로 평가되어 활
발히 상용화로도 이어지고 있다. 이미 미국 식품의약국(US Food and Drug Administration)과 
식품의약품안전처(Ministry of Food and Drug Safety)에서는 딥러닝 기반의 CAD 시스템에 대한 
의료기기 등록을 승인한 사례들이 보고되었다.
이러한 변화로 인하여 영상의학과나 병리학과 등의 의료 영상을 다루는 임상과를 중심으로 그 
전문분야가 근본적으로 재구성될 필요가 있다는 주장이 제기되기도 했다. 일부 급진적인 연구자
들은 영상의학 전문의를 포함하여라는 직업 자체가 곧 인공지능 기반의 시스템들로 대체될 것이
라고 주장하기도 하였다.
그러나, 대표적으로 딥러닝 알고리듬에 대한 두 가지 단점이 지적되었다. 첫째는, 딥러닝 알고리
듬이 내재적으로 가진 불확실성(uncertainty)이고(16), 둘째는 명시적으로 정의된 특징(hand-
crafted feature) 기반의 기계학습 방법에 비해 학습된 딥러닝 모델은 블랙박스(black-box)와 같
아 그 추론 결과가 설명가능(explainable) 하지 않다는 점이다(17). 위에 명시된 두 가지 단점은 특
히 의학문제에 딥러닝 알고리듬을 적용하는 데에 큰 걸림돌이 된다.
본 종설에서는 특히 불확실성 문제에 의한 적대적 공격(adversarial attack) 문제에 대해 다룰 
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것이다. 의학영상을 다루는 딥러닝 모델들에 대해 어떠한 원리와 방식으로 적대적 공격이 이루어
질 수 있으며, 이로 인하여 어떤 문제들이 발생할 수 있으며 적대적 공격을 차단할 수 있는 방법은 
없는지 자세히 살펴보고자 한다.
적대적 공격의 정의와 예시
의학영상 문제에서의 딥러닝 학습 알고리듬의 이러한 진보와 더불어, 소위 ‘적대적 사례
(adversarial example)’의 발견은 최첨단 학습 시스템에서도 예외 없이 취약성을 노출시켰다. 
Szegedy 등(18)은 딥러닝 모델이 다양한 컴퓨터 비전 분야에서 주목할 만한 정확성을 보이는 반
면에, 이미지 분류 문제에서 흥미로운 약점을 보이는 것을 발견했다. 논문에서 그들은 딥러닝 모
델의 높은 분류 정확도에도 불구하고, 사람의 눈으로는 거의 자각할 수 없는 수준의 미세한 교란
신호(perturbation)가 입력 영상에 추가된 것만으로도 영상의 분류 결과가 달라지는 등 놀라울 
정도로 딥러닝 모델이 취약하다는 것을 보여주었다(Fig. 1).
이러한 적대적 공격은 딥러닝 분류 모델의 영상에 대한 분류 예측 결과를 완전히 바꿀 수 있고, 
공격받은 모델은 잘못된 예측에 대하여 높은 신뢰도(confidence)를 보고하게 된다. 또한, 적대적 
공격에 이용된 영상 노이즈를 이용하여 여러 네트워크 분류 모델을 동일한 메커니즘으로 속일 수 
있다. Moosavi-Dezfooli 등(19)은 임의의 영상에 대하여 딥러닝 분류 모델을 속일 수 있는 ‘보편적
인 노이즈(universal perturbations)’의 존재를 증명했다. Fig. 2의 예시들과 같이, 기존에 알려진 
고성능의 영상 분류 딥러닝 학습 모델들이 원래는 높은 확신도(confidence)를 가지고 잘 분류하
던 나무나 새 등의 원본 영상에 눈에 보이지 않는 pertubation을 더한 것만으로도 역시 높은 확신
도를 가지고 잘못 분류하도록 할 수 있다.
이로써 적대적 사례와 같이 잘못된 분류를 유발하도록 설계된 입력을 통한 적대적 공격은 기계
학습 커뮤니티에서 가장 인기 있는 연구 분야 중 하나가 되었다(20-23). 적대적 사례에 대한 많은 
관심이 현재의 딥러닝 학습 모델의 한계를 밝혀내려는 노력에서 비롯된 것이지만, 실제로 딥러닝 
학습 모델에 기반한 인공지능 프로그램들이 배포될 때 발생할 수 있는 사이버 보안 위협 때문에도 
주목을 받는다.
학습모델의 일반화(Generalization)와 강인성(Robustness) 측면에서 
바라본 적대적 공격
기계학습 모델의 성능평가는 그 모델의 일반화(generalization)의 정도를 확인하는 데에 중점
“Panda” 
57.7% confidence
Noise 
+ 0.007 × =
“Gibbon” 
99.3% confidence
Fig. 1. An example of adversarial at-
tack. A minimal perturbation added 
to an original image is able to cause a 
classifier to misclassify a panda as a 
gibbon. Adapted from Goodfellow et 
al. arXiv preprint 2014;arXiv:1412.6572, 
with permission of IEEE (28).
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을 둔다. 이는 학습과정에서 쓰이지 않은 별도의 테스트 데이터에서의 성능에 대한 평가를 중심으
로 확인할 수 있다. 예를 들어 의료 영상 데이터 세트와 같이 일반적으로 제한된 수의 학습 데이터
를 가지는 경우 딥러닝 모델과 같이 대단위의 매개 변수를 갖는 모델을 학습에 이용하면 학습 데
이터가 단순히 “암기(memorization)” 될 수 있기 때문에(이러한 경우, 학습과정에서 모델이 경험
하지 못한 유형의 데이터에 대해서는 전혀 올바른 추론을 할 수 없게 된다) 학습 모델의 일반화에 
대한 평가는 매우 중요하다.
위와 같이 별도의 테스트 데이터 세트를 이용한 학습모델의 일반화 평가 방식이 널리 사용되고 
있지만, 데이터 세트의 이상치(outlier)나 불확실한 정답지(noisy label)에 대해 유연하게 대처하
는 능력을 보는 학습모델의 강인성(robustness)을 평가하는 것은 별개의 문제이다.
즉, 기존의 학습모델 일반화 평가 방법과 이에 기반한 모델 학습과정은 학습모델이 과적합
(overfitting) 되었는지에 대하여는 평가할 수 있지만 입력 데이터의 변화에 대한 모델의 민감도에 
대해서는 평가할 수 없다. 적대적 공격은 이러한 부분을 파고들어 딥러닝 학습모델의 허점을 드러
내게 한다.
학습모델의 강인성에 대한 평가는 모델의 성능이 한계점까지 도달했을 때 잠재적 오류에 대한 
확률(불확실성)을 추정하는 방식으로 이루어져야 한다. 이러한 모델의 강인성 평가 방법 및 이에 
기반하여 강인한 학습모델을 구현하는 방법론은 지금도 많은 컴퓨터 공학자들이 도전하고 있는 
연구 주제이며, 표준적인 방법론은 아직 존재하지 않는다. 이러한 상황에서 학습모델에 대한 적대
적 공격이 가능하다는 사실은 딥러닝 기반의 학습모델들의 취약성으로 남을 수밖에 없기 때문에 
각별한 주의가 필요하다(24).
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Fig. 2. Examples of adversarial attack on various deep learning models with “universal adversarial perturba-
tions”. Due to subtle perturbations added to the original images, the networks predicted wrong labels with 
high confidence. Adapted from Moosavi-Dezfooli et al. In Proceedings of the IEEE Conference on Computer 
Vision and Pattern Recognition. Piscataway: IEEE 2017:1765-1773, with permission of IEEE (19).
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적대적 공격의 유형과 적대적 사례의 생성방법
딥러닝 학습모델에 대한 대부분의 적대적 공격은 적대적 사례를 통해 수행된다. 공격자의 목표
에 따라 적대적 공격은 표적(targeted) 공격과 비표적(non-targeted) 공격으로 나눌 수 있다. 공격
자가 분류기의 출력을 사전에 특정한 대상 레이블로 의도적으로 변경하려고 하는 경우에 이 공격
을 표적 공격이라 한다. 비표적 공격의 경우, 공격자의 목적은 단지 분류자가(무엇이 되었든) 잘못
된 레이블을 선택하도록 하는 것이다. 직관적으로 알 수 있듯이, 일반적으로 비표적 공격이 표적 
공격에 비하여 성공률이 높다(25).
또한 Papernot 등(26)에 따르면, 모델 학습의 워크 플로우 상에서 어떤 단계에 적대적 공격이 
반영되는가에 따라서 두 가지 유형의 공격이 있다. 적대적 사례가 모델 학습 단계에 적용되어 훈
련 중 모델을 방해하려고 시도하는 경우, 이러한 공격은 중독(poisoning) 공격이라 한다. 예를 들
어 학습 데이터셋에 학습모델이 오류를 일으킬 수 있는 예제들을 고의로 추가하는 방식도 중독 공
격이 될 수 있다. 반면에, 적대적 사례는 모델의 추론(inference) 단계에서도 고의적으로 모델이 
오작동을 일으키도록 사용될 수 있으며, 이러한 공격을 회피(evasion) 공격이라 한다.
그리고, 딥러닝 학습모델에 대한 공격 시나리오는 공격자가 공격의 대상이 되는 모델에 대해 가
진 정보의 양에 따라 다를 수 있다. 공격자가 공격의 대상이 되는 모델에 대한 완전한 구조(모델의 
아키텍쳐, 파라미터 및 하이퍼 파라미터 등) 및 때로는 학습 데이터를 알고 있는 상황에서 적대적 
공격을 수행하는 화이트박스(white box) 공격과 공격자가 모델에 대한 내부구조를 파악하지 못한 
상태에서 수행하는 블랙박스(black box) 공격으로 나뉘게 된다. 블랙박스 공격의 경우에는 공격
자가 확보할 수 있는 정보는 특정 입력에 대한 추론결과(predicted label) 뿐이다(25).
위의 언급된 적대적 공격의 유형들에 대해 직관적으로, 학습모델에 대한 화이트박스 공격이면
서 학습 데이터셋에 대해 적대적 사례를 만들어 공격할 수 있는 시나리오가 가장 공격 성공률이 
높을 것이다. Bun과 Steinke(27)는 이를 완전한 정보(perfect-knowledge)에 기반한 공격이라 지
칭하고 있다. 하지만 이러한 공격 시나리오는 현실적이지 않으며, 대부분의 현실적인 공격 시나리
오는 제한된 정보(limited-knowledge)에 기반한 블랙박스 공격이 될 것이다(27).
방법론적으로 현재까지 알려진 가장 보편적인 적대적 공격은 기울기(gradient) 기반 방법이다. 
즉, 공격자는 입력 영상에 대하여 모델의 손실 함수(loss function)의 기울기 방향으로 영상을 수
정한다. 아래에서는 적대적 공격을 수행하는 몇 가지 주요 알고리듬에 대해 기술하고자 한다. 
Table 1은 현재까지 발표된 적대적 공격과 그 방어법에 관한 문헌들을 정리한 것이다.
 
Fast Gradient Sign Method (FGSM)
Goodfellow 등(28)에 의해 2014년 제안된 알고리듬으로 적대적 공격을 위한 샘플을 만드는데 
가장 간단하며, 계산적으로 효율적인 방법이다. 관련한 연구에서 벤치마킹을 위한 baseline 모델
로서 주로 사용된다. 학습 시 기울기 하강(gradient-descent) 과정에서 사용된 기울기 방향과 반
대 방향에 해당하는 perturbation을 영상에 추가하게 되면 학습을 저하시키는 효과를 얻을 수 있
을 것이라는 매우 직관적이고 간단한 아이디어에서 출발한 알고리듬이다. 즉, Fast Gradient Sign 
jksronline.org264
딥러닝 기반 의료영상 인공지능 모델의 취약성
Method (이하 FGSM) 방법은 손실함수를 증가시키는 perturbation을 영상에 추가하여 적대적 공
격을 수행하는 방법이다. 알고리듬의 단순성으로 인해 공격 성공률은 낮은 편이다(ImageNet 데이
터로 학습된 네트워크에 대해 63~69%). 
Xadv = X + εsign [∇xJ(X, ytrue)]
One-Step Target Class Methods
FGSM의 대체 알고리듬 중의 하나로, 표적공격을 하므로 Targeted FGSM 방법으로도 불린다. 
한 특정 레이블 ytarget에 속할 가능성이 적은 어떠한 이미지 X에 대해서 그 이미지가 특정 레이블에 
속할 확률 p (ytarget | X)을 최대화하는 방향으로 perturbation을 추가하는 학습을 진행하게 된다. 
유사하지 않거나 전혀 연관성이 없어 보이는 레이블로 오인하도록 표적공격을 수행할 수 있으므
로, 적대적 공격에 의한 효과를 최대한으로 할 수 있는 알고리듬이다(22).
Xadv = X - εsign [∇xJ(X, ytarget)]
DeepFool
Moosavi-Dezfooli 등(29)이 2016년 제안한 알고리듬으로 탐욕 알고리즘이기 때문에 다소 느리
지만 Jacobian-Based Saliency Map Attack 알고리즘보다는 월등히 빠르고, FGSM 알고리즘보
다 정확하기 때문에 유용하게 활용된다. 특정 입력 포인트에서 손실함수를 반복적으로 선형화하
고(해당 입력 포인트에서 손실함수에 접하는 접선벡터를 구하여 근사한다), 이 선형 근사가 정확
하다면 학습모델의 추론 결과를 전환하는 데 필요한 최소한의 perturbation이 적용되는 것이다. 
Table 1. Adversarial Attack and Defense Methods
References
Attack
White box
FGSM, Goodfellow et al. (28), L-BFGS, Szegedy et al. (18), 
BIM & ILCM, Kurakin et al. (22), JSMA, Papernot et al. (30), 
C&W attacks, Carlini et al. (33), 
DeepFool, Moosavi-Dezfooli et al. (29), 
Universal Perturbations, Moosavi-Dezfooli et al. (19), 
NewtonFool, Jang et al. (31)
Black box
One-pixel, Su et al. (54), UPSET & ANGRI, Sarkar et al. (55), 
Substitute Model Training, Papernot et al. (56)
Defense
Gradient masking
Buckman et al. (51), Papernot et al. (20), Zantedeschi et al. (52), 
Lyu et al. (45), Nguyen et al. (46)
Adversarial training Szegedy et al. (18), Goodfellow et al. (28), Sun et al. (53)
BIM & ILCM = Basic iterative method and iterative least-likely class method, C&W = Carlini and Wagner, FGSM = 
Fast Gradient Sign Method, JSMA = Jacobian-based Saliency Map Attack, L-BFGS = Limited-memory Broy-
den–Fletcher–Goldfarb–Shanno, UPSET and ANGRI = Universal Perturbations for Steering to Exact Targets 
and Antagonistic Network for Generating Rogue Images
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선형 대수적으로 이때 “최소한”의 perturbation은 입력벡터를 결정경계(decision boundary)로 
투영한 벡터의 크기로 정의할 수 있다.
Jacobian-Based Saliency Map Attack (JSMA)
Papernot 등(30)이 표적공격의 하나로 제안한 알고리듬이다. 딥러닝 학습모델이 입력 영상에 
대해 분류 결과를 판단하는 데 있어 입력 영상에서 어느 특정 부분들이 주요하게 영향을 미쳤는지
를 나타낸 일종의 주의맵(attention map)인 saliency map을 gradient 기반으로 구성하여 이를 
토대로 입력 영상에서 어느 부분들에 대해 최소한의 수정을 가하면 원하는 레이블로 분류 모델이 
오작동하도록 하는 것이 가능할지를 판단하는 방법이다.
NewtonFool
Jang 등(31)이 제안한 방법으로서, 입력 영상에서 화소 단위로 특정 레이블에 높은 확률로 속하
는 화소와, 반대로 해당 레이블에 높은 확률로 속하지 않는 화소를 뉴턴 알고리즘을 통해 찾는 방
법이다. 이 알고리즘도 학습모델의 추론 결과를 전환하는 데 필요한 최소한의 perturbation을 탐
색하도록 작동한다.
의료 문제에서의 적대적 공격
딥러닝 학습모델의 성능을 교란시킬 수 있는 적대적 사례가 여러 가지 방법으로 생성될 수 있음
을 이론적으로 확인하였다면, 그다음 단계는 실제로 학습된 딥러닝 모델이 어느 정도로, 어떤 유
형으로 적대적 공격이 가능한지 실험해 보는 것이다. 많은 연구자들이 자율주행 자동차와 같은 특
정 실제 시스템에 대한 적대적 공격의 실현 가능성과 가능한 원인에 대해 논의하였다(32-34). 그러
나 여전히 의학 문제에 적용된 딥러닝 학습 시스템에 대한 적대적 공격의 가능성은 충분히 논의되
지 못한 상태이다.
Taghanaki 등(35)은 Chest X-ray 14 데이터셋을 이용한 흉부 X선 영상에 집중하여 10가지의 적
대적 공격 방법을 통한 딥러닝 학습모델의 취약성을 광범위하게 테스트했다. 흉부 X선 영상에 적
용된 기울기 기반의 적대적 공격들이 매우 성공적이라는 것을 보여주었다. 반면에 화소 단위로 영
상의 변조를 시도하는 알고리듬으로는 공격에 성공하지 못했다(일반적인 RGB 영상에는 작동하
는 것으로 알려져 있다). 또한 CNN 모델의 풀링(pooling) 과정에 대한 일부 적대적 공격 방법에 
대해 유의미한 성능 저하를 확인했으며, 심지어 특정 클래스에 대한 공격은 완전히 실패하도록 방
어가 가능하다는 결과도 보여주었다.
하버드의대의 Finlayson 등(36)은 흉부 X선 영상, 안저 영상, 피부 영상 등 3가지의 대표적인 의
료 영상 분석에 딥러닝이 활용된 사례에 대해 적대적 공격을 시도하여 성공한 결과를 제시하였다. 
흉부 X선 영상을 이용한 기흉(pneunothorax), 안저 영상을 이용한 중증도 이상의 당뇨성망막변
증(diabetic retinopathy), 피부 영상을 이용한 악성흑색종(melanoma) 등에 대한 각각의 자동 진
단 학습 네트워크를 구성하여 실험하였다. 정상적인 데이터셋에서 area under a receiver operat-
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ing characteristic curve (이하 AUROC) 기준 0.90 내외의 성능을 보이던 학습모델들이 적대적 공
격에 의해 AUROC 0.10 수준으로 정상적인 진단 성능을 보여주지 못하는 것을 확인했다(Fig. 3). 
또한 그러한 적대적 공격이 현실적으로 어떻게 수행될 수 있는지에 대한 구체적인 예를 제공하였
다. 논문에서 그들은 의학 분야가 금전적 인센티브 및 기술적 취약성 측면에서 딥러닝 학습모델에 
대한 적대적 공격에 특별히 취약할 수 있다고 주장하였다. Finlayson 등(36)이 기술한 바에 의하
면 적대적 사례가 실제 의료환경에서 악용될 수 있는 시나리오는 다음과 같다.
의료보험의 부정수급
특히 행위별수가제(fee-for-service)인 경우에 부정수급을 노린 적대적 공격의 가능성이 있다. 
미래에 보험 회사는 특정 의료행위가 필요한 것이었는지 확인하기 위하여 의료 영상을 입력으로 
받는 딥러닝 자동판독 시스템을 운영할 수 있다. 이때, 제출된 의료 영상에 보험 회사의 시스템을 
속일 수 있는 적대적 사례를 포함하여 실제로 질병이 없는 경우이지만 의료보험의 부정수급을 위
한 용도로 악용될 수 있다.
약물 임상시험 대상자 선별을 위한 적대적 사례 사용
승인 후 4년 동안 항암제의 매출은 16억 7000만 달러에 달한다. 개발된 신약의 임상적 효능을 제
대로 검증하기 위해서 임상시험 참가자에 대해 임삼시험 대상으로 적절했는지에 대한 평가도 함
께 이루어지는데, 이때 환자의 병기가 임상시험의 참여 조건에 적절하도록 변조된 적대적 사례를 
포함한 의료 영상 자료를 제출하여 이러한 검증시도를 회피할 가능성이 있다.
의학영상 분석 모델에 대한 적대적 공격 외에도 다른 의료 분야에 적용 가능한 시나리오들이 제
시되기도 하였다. Papangelou 등(37)은 임상시험 참가자 선별을 위한 학습모델을 속일 수 있는 
Absent/mild DR
Clean
PGD
Moderate/severe DR
Fundoscopy Chest X-ray Dermoscopy
Normal Pneumothorax Nevus Melanoma
0.0% 100.0%
100.0% 100.0%
100.0%
100.0%
99.0%0.2%
0.0% 0.0%
0.0%
0.0%
Fig. 3. Examples of quantitative results of an adversarial attack on medical image (36). Each original image (upper) well-classified with high 
confidence (green = model is correct) for the given diagnosis was misclassified after noise added to its corresponding original image (lower) 
with high confidence (red = model is incorrect). Adapted from Finlayson et al. arXiv preprint 2018;arXiv:1804.05296, with permission of IEEE (36). 
DR = diabetic retinopathy
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소위 적대적 환자(adversarial patient)의 개념을 제시하고, 여러 가지 유형의 적대적인 사례 생성 
알고리듬이 적대적 환자를 생성할 수 있는 가능성을 확인하였다.
물론 이러한 적대적 사례를 역으로 활용하여 딥러닝 학습모델의 강인성을 평가할 수도 있다. 
Paschali 등(24)은 다양한 의료 영상 분석을 위한 딥러닝 학습모델의 강인성을 평가하는 척도로서 
적대적 사례를 활용하였다. 기존의 딥러닝 학습모델의 성능에 대한 평가는 별도의 테스트 데이터
셋에 대한 분류 정확도 등을 보는 것으로 이루어져왔다. 이 연구에서는 딥러닝 학습모델들이 노이
즈가 있거나, 이상치(outlier)에 가까운 극단적인 경우의 입력 영상들에 대하여도 좋은 성능이 확
보되는지 확인하기 위하여 적대적 사례들을 활용한 평가 방법을 제시하였다. 영상 분류(classifi-
cation)와 분할(segmentation) 문제 각각에 대해 좋은 성능을 보이는 Inception (38) 및 U-Net 
(39)과 같은 딥러닝 학습 네트워크 모델로 피부 병변의 분류 및 뇌 MRI 영상에서의 분할 문제에 
대해 학습시킨 후 광범위한 실험을 통하여 모델의 강인성은 테스트 데이터셋의 구성에 따라 큰 차
이를 보임을 확인하였고, 이 평가 과정에서 적대적 사례의 활용 가능성을 제시하였다.
위 연구에서는 부수적으로 분할 문제를 해결하는 데 있어 U-Net과 같이 밀집블록(dense block)
과 통과연결(skip connection) 구조를 갖는 학습 모델의 경우, 모델의 강인성도 확보되는 학습이 
가능함을 확인하였다. 또한 깊은 층위의 모델을 이용할 경우 적대적 공격에 대한 저항력을 확보할 
수 있음 또한 확인하였다. 
또한 Sun 등(40)은 의료 영상이 아닌 의무기록을 이용한 응급환자 선별과제에 적대적 공격을 
재밌는 방법으로 응용하였다. 의무기록과 같은 시계열 데이터에 대하여 순환 신경망(Recurrent 
Neural Network) (41)이나 장-단기 기억 신경망(Long-Short Term Memory) (42)과 같은 딥러닝 
학습모델을 이용하여 일련의 의무기록의 변화에서 패턴을 감지하여 환자의 상태를 예측한다든가
(예: 특정 응급질환의 발생 여부) 응급환자를 선별하는 데에 활용할 수 있다. Sun 등(40)은 연구를 
통하여 이러한 일련의 의무기록에서 어떠한 특정 의무기록들이 어떠한 조건에서 응급환자 선별
에 민감하게 영향을 미치는지를 적대적 공격을 통하여 확인하였다. 적대적 공격에 취약하게 작용
한 의무기록은 역으로 환자의 응급환자 선별에 주요하게 작용하는 하나의 팩터로서 이해할 수 있
다는 것이다(Fig. 4)
의료문제에서 딥러닝 모델이 갖는 취약성의 근원들
Finlayson 등(36)은 특히 의료문제에 적용된 딥러닝 모델들이 갖는 취약성에 대해서 분석하면
서, 딥러닝 모델 자체의 강인성 측면 외에도 의료 환경 또는 데이터가 갖는 내재적 문제들로 인해 
적대적 공격 등에 대한 취약성이 발생한다는 주장을 하였다.
의학은 내재적으로 불확실성을 가진다
개나 고양이 분류 문제와 같은 대부분의 일반적인 영상 분류 작업과 비교하여, 의학 영상의 소
위 정답지는 논란의 여지가 있는 경우가 많으며 영상의학 전문의조차도 영상소견을 판단하는 데 
있어 의견이 맞지 않을 수 있다(11, 32, 42). 따라서 의학 영상을 자동 진단하는 딥러닝 학습모델의 
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학습 자체가 모호하게 이루어질 수 있으며, 실제로 판독이 어려운 케이스의 영상들 만을 선택적으
로 추가하여 적대적 공격을 통해 모델의 학습과정을 교란 시킬 수 있는 여지가 크다.
의료 영상은 표준화되어 있다
예를 들어, 자율주행을 위해 자동차에 설치된 카메라로 받는 일반적인 영상들과 달리 의료 영상
은 특정 부위를 촬영하기 위한 프로토콜이 표준화되어 있어 동일한 해부학적 구조가 여러 환자들
의 영상에서 크게 다르지 않은 위치와 영상 품질로 나타나게 된다. 반면에 자율주행의 경우, 영상에
서 확인하고자 하는 다른 자동차, 표지판 등이 영상 내에서 다양한 위치에 나타날 수 있고, 날씨나 
일과 중 시간, 햇빛과 같은 조명의 위치에 따라 천차만별의 영상 품질을 갖게 된다. 이러한 점이 의
료 영상이 더욱 일반 영상들에 비해 상대적으로 적대적 공격에 취약하도록 하는 원인 중 하나이다.
주로 사용되는 딥러닝 네트워크 구조가 정해져 있다 
의료 영상의 자동 진단 문제에 대해 그동안 발표된 연구들은 거의 동일하거나 유사한 딥러닝 네
트워크 구조를 이용하였다. 대부분 특정 작업에 맞게 미세 조정되었을 뿐 일반적인 영상 분류 문
제에서 좋은 성적을 거둔 딥러닝 네트워크 구조를 이용하였고, 특히 문제에 따라 충분한 수의 환
자 데이터 확보가 어려운 경우 전이학습(transfer learning)을 위해 일련의 미리 학습된 딥러닝 모
델을 이용하는 경우가 많다. 사용된 딥러닝 학습모델 구조의 다양성이 부족하다는 점은 공격자로 
하여금 그 구조를 미리 파악하고 수행하는 화이트박스 공격이 가능하게 하여 상대적으로 높은 확
률로 공격을 성공시킬 수 있는 여지를 제공한다.
 
학습에 이용된 의료 데이터를 공개하도록 한다
학습에 이용된 데이터를 공개하도록 하는 요구는 연구 성과의 원활한 공유와 공개 논의가 가능하도
록 하여 연구 생태계 내에서 연구의 발전을 빠르게 하는 긍정적인 효과가 있지만, 학습 데이터가 공개
된다는 것은 공격자에 입장에서는 적대적 공격의 성공 확률을 높일 수 있는 좋은 힌트가 될 수 있다.
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Fig. 4. A schematic representation of the proposed algorithm for identifying vulnerable locations in elec-
tronic medical records (40). Medical records generated by adversarial attacks can be used to derive a sus-
ceptibility score distribution of the medical records. Adapted from Sun et al. In Proceedings of the 24th ACM 
SIGKDD International Conference on Knowledge Discovery & Data Mining. New York: ACM 2018:855-868, 
with permission of ACM (40).
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병원 인프라는 업데이트하기가 매우 어렵다
의료용 소프트웨어는 의료기기 승인 문제 등 여러 문제와 맞물려 업데이트 및 수정 작업에 많은 
시간과 비용이 소요된다. 따라서 의료 영상의 자동 진단 모델과 같은 의료용 소프트웨어에 취약성
이 존재하더라도 병원 인프라 업데이트에 소요되는 시간과 비용 문제로 인해 발빠른 대처가 어려
울 수 있다. 또한 이러한 문제에 대처할 수 있는 전문 인력을 병원 내에 확보하기 어려운 여건이라
는 점도 고려해 보아야 할 점이다.
의료 영상 데이터는 개인 고유의 특성을 갖는다
굳이 적대적 공격을 수행하지 않더라도, 일반적인 경우에는 단순히 테스트 데이터셋 중의 특정 
영상을 공격자가 원하는 레이블로 분류되는 영상으로 대체하는 것만으로도 자동 분류 모델에 대
한 공격 목적을 달성할 수 있다. 하지만 안저 영상이나 X선 영상과 같은 의료 영상은 흔히 지문과 
같이 각 개개인의 고유한 특성이 드러나는 영상 자료이므로, 동일한 환자가 이전에 촬영했던 영상
과 입력 영상을 비교하여 신원이 일치하는지 확인하는 알고리듬을 설계하여 단순한 영상 대체 공
격에 대해 방어가 가능하다. 하지만 신원이 확인 가능한 선에서 최소한의 영상 perturbation 만으
로 이루어지는 적대적 공격에는 여전히 취약할 수밖에 없다.
적대적 공격에 대한 방어법
딥러닝 학습 모델을 적대적 공격에 보다 견고하게 하기 위해서 최근에 여러 가지 방어 알고리듬
이 제안되었다. 적대적 공격에 대한 방어는 크게 세 가지 접근 방식으로 나누어 볼 수 있다.
적대적 훈련(Adversarial Training)
가장 직관적으로 쉽게 떠올려볼 수 있는 알고리듬이다. 자동 진단 모델을 학습시킬 때, 적대적 
사례로서 작동할 수 있는 모든 경우의 수를 미리 학습 데이터셋에 포함시키는 것이다. Szegedy 등
(18)은 이러한 적대적 훈련에 대한 개념과 그 방법론을 제안하였다. 이 연구에서 가능한 적대적 사
례들에 대해 모델이 충분히 학습되었다는 가정하에 적어도 사전에 학습했던 perturbation의 패턴
들에 대해서는 모델이 강인성을 갖는다고 주장하였다. 부수적으로 이러한 적대적 훈련 방법이 모
델의 정규화(regularization)에 도움이 되고(28) 과적합(over-fitting)을 방지하기도 한다(43)는 연
구 결과들이 존재한다. 실제로 이런 원리로 인해 보통은 학습데이터 개수의 부족함을 극복하기 위
해 사용하는 데이터 증강(data augmentation) 적용시에 영상에 다양한 노이즈를 추가하는 것이 
학습모델의 성능 향상에 도움을 주기도 한다(44).
Gradient Masking/Distillation
적대적 훈련과 같이 학습모델을 전혀 건드리지 않은 채 학습 데이터와 학습 과정에만 변화를 주
는 방법은 학습 과정을 더 복잡하게 하거나 부담을 주게 되어 직관적이긴 하나 실용적인 방법은 
아니다. 특히, 충분한 수와 다양성이 보장된 적대적 사례를 생성하는 과정 없이는 적대적 훈련은 
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그 성능을 보장하기 어렵다. 대부분의 적대적 공격은 모델의 추론 과정에서의 gradient를 관찰함
으로써 이루어진다는 점에 착안하여, 학습모델의 gradient가 출력으로서 그대로 노출되는 것을 
방지하거나(gradient masking), 학습모델의 구조상 gradient 자체를 일종의 정규화 방법과 같이 
두드러지지 않게 하여 적대적 공격의 학습 방향에 힌트를 주지 않도록 하는 방법(distillation) (20)
들이 제안되었다. Lyu 등(45)은 학습 과정에서 과한 gradient에 패널티를 주는 일종의 정규화 방
식으로 학습모델의 강인성을 확보하였다. 더 나아가 Nguyen 등(46)은 학습모델의 출력에 노이즈
를 추가하는 방식의 gradient masking 방법을 제안하였다. 
Feature Squeezing
그 외에 적대적 공격을 막기 위한 방법으로는 본래의 학습모델과 별도로, 주어진 입력에 대해 
적대적 사례인지 아닌지를 판단하는 학습모델을 덧붙이는 것이 제안되기도 했다. Feature 
Squeezing은 그 방법 중 하나로 Xu 등(47)이 제안하였다. 그들은 딥러닝 학습모델에 별도로 다음
과 같은 두 개의 기능을 추가하였다. 1) 영상의 인코딩을 단순화하여 표현 색상의 깊이(depth)를 
축소하고, 2) 영상에 대해 공간적 평활화(smoothing) 필터를 적용하였다. 이로써 주어진 원본 영
상과 위의 과정으로 표현이 압축된 영상에 대한 학습 네트워크의 추론 결과를 비교하여 두 결과 
간에 큰 차이가 발견되면 주어진 영상이 적대적인 예시라고 간주하는 방식이다. Feinman 등(48)
은 학습모델의 특징 공간(feature space)에서의 불확실성(uncertainty)의 평가(특히, dropout을 
이용함으로 인한) 및 밀도추정(density estimation)을 수행함으로써 주어진 영상에서의 pertur-
bation을 감지하여 적대적 사례 여부를 판별하는 방법론을 제안하였다(48, 49).
그 외에 다수의 학습모델을 앙상블(ensemble)하여 시스템을 구성하면, 특정 모델에 대한 화
이트박스 공격을 피할 수 있음은 물론이고, 다수의 학습모델에 범용적으로 적용되는 적대적 공
격은 개발이 어렵다는 점으로 인해 좋은 방어법이 된다는 연구 결과도 있다(50). Strauss 등(50)은 
Modeified National Institute of Standards and Technology와 Canadian Institute For Ad-
vanced Research-10 데이터 세트에 대해 앙상블 방법이 학습모델의 영상 분류 정확도를 향상시
킬 뿐 아니라 적대적 공격에 대한 강인성을 증가시킨다는 것을 실험으로 증명하였다.
결론
본 종설에서는 딥러닝 알고리듬의 불확실성에 의해 의학 영상을 다루는 자동 진단 시스템에서 
발생할 수 있는 잠재적인 취약성 문제에 대해 다루어 보았다. 딥러닝 학습모델 성능의 비약적인 
발전으로 인해 영상의학을 중심으로 하여 기계학습 모델들이 실제 임상현장에서 의사를 보조하
여 진단능을 높이고 작업의 효율성을 증대시켜줄 것이라는 기대가 많다. 실제로 이러한 기대로 인
해 많은 병원과 민간 기업 등에서 의학 영상을 이용한 자동 진단 학습모델 개발 경쟁이 뜨겁다. 앞
으로는 많은 딥러닝 기반의 자동 진단 프로그램들이 의료 환경에서 사용될 것이다. 그러나 본 종
설에서 지적한 바와 같이 딥러닝 기반의 의료 영상 자동 진단 모델들은 적대적 공격에 취약하므
로, 몇몇 연구의 예시로서 제시된 가능한 시나리오들에 대비한 연구가 동반되어야 할 것이다.
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딥러닝 기반 의료 영상 인공지능 모델의 취약성: 
적대적 공격
김휘영1 · 정대철1,2 · 최병욱1,2*
딥러닝 학습모델 성능의 비약적인 발전으로 인해 영상의학을 중심으로 하여 기계학습 모델
들이 실제 임상현장에서 의사를 보조하여 진단능을 높이고 작업의 효율성을 증대 시켜줄 것
이라는 기대가 많다. 이러한 기대로 인해 많은 병원과 민간 기업 등에서 의학 영상을 이용한 
자동 진단 학습모델 개발 경쟁이 뜨겁다. 실제로 가까운 미래에 많은 딥러닝 기반의 자동 진
단 프로그램들이 의료 환경에서 사용될 것이다. 그러나, 딥러닝 알고리듬이 내재적으로 가진 
불확실성(uncertainty)에 의한 적대적 공격(adversarial attack)의 가능성은 특히 의학문제
에 딥러닝 알고리듬을 적용하는 데에 큰 걸림돌이 된다. 본 종설에서는 의학영상을 다루는 
딥러닝 모델들에 대해 어떠한 원리와 방식으로 적대적 공격이 이루어질 수 있으며, 이로 인
하여 어떤 문제들이 발생할 수 있으며 적대적 공격을 차단할 수 있는 방법은 없는지 자세히 
살펴보고자 한다.
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