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The main objective called as the population-based optimization techniques is to find a global minimum.
However, it is sometimes preferable to find multiple optima in the engineering design. The Adaptive
Range Particle Swarm Optimization (ARPSO) to find multiple optima is proposed in this paper. The
active search domain range of the ARPSO is only one, however, many active search domain ranges to
find multiple optima are generated in the proposed approach. At first, the many active search domain
ranges are generated by the paired particles, and the procedure of the ARPSO is applied. Then, the
paired particles find local or global minimum separetely. Many active search domain ranges are some-
times integrated through the search process. The detail procedure to integrate the active search domain
ranges is also explained in this paper. It is possible to find multiple optima with high accuracy by the
proposed approach. The validity of proposed method is examined through numerical examples.
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1 ．　緒言
　進化的計算手法の一つであるP a r t i c l e  S w a r m
Optimization(PSO)は，探索点（Particle)が持つ最良の情




































































































　2. 1　位置と速度の更新　 k 回目の探索において，
探索点 d の位置 kdx と速度 kdv を用いて， 1k + 回目の位
置 1kd+x と速度 1kd+v は，次の式を用いて更新される．
1 1k k k
d d d
+ += +x x v (1)
1
1 1 2 2( ) ( )
k k k k k k
d d d d g dw c r c r
+ = + − + −v v p x p x (2)
式（2）において， 1r と 2r は[0,1]の乱数である．また
1c と 2c はパラメータであり，力学系の安定性解析より
1 2 4c c+ ≤ (3)
となるように， 1c と 2c は決められている．一般的には




max max min max( )w w w w k k= − − × (4)
 式（4）において max 0.9w = ， min 0.4w = が一般的には用
いられており， maxk は最大探索回数である．式（2）中
の kdp は，探索点 d が k 回目までの探索において，今ま




中の kgp を， k 回目までの探索で目的関数値を最良にし
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ルは kd−q x で与えられることを示している．またα は
確率的ステップ幅を表していると考えられる．また q
は kdp と kgp を内分する点を表しており，最良値保存モ
デルでは，必ず


















と i 番目の設計変数 ix の平均 iµ と標準偏差 iσ を用い
て，有効な探索領域を以下のように決める．
2 2
2 log 2 logL Ri i i i ia x aµ σ µ σ− − ≤ ≤ + − (8)
 式（8）中の L




































　2 . 3 . 3 　探索回数に応じた探索領域の設定　式
（8）中の aを以下のように更新することにより，有効
な探索領域が探索回数に応じて狭くなる．
min max min max( )a a a a k k= + − × (11)
　そのため，精度の高い最適解を得ることが可能とな





Find  1 2( , , , )Tndvx x x=x ⋯ (12)
Such  as
( ) minf →x (13)
Subject  to
L U
i i ix x x≤ ≤  1, 2, ,i ndv= ⋯ (14)
　上式において， x は設計変数ベクトル， ndv は設計
変数の数を表す． ( )f x は連続変数から成る最小化すべ
き目的関数であり， L








1k k= + (15)
として，探索回数 k を増加する．次に 2k = において，
Fig.2 The active search domain of i-th design variable
2
2 logLi i aµ σ− −
2





















































質を活用するための制約である． 2k = で生成される有
効な探索領域






　3 . 3 　各探索領域内の最良値の保存　本論文で
は，最適解の探索に対してARPSOを用いるため，探索
領 域 は 可 変 で あ る ． 有 効 な 探 索 領 域
IA
（ 1,2, 2I agent= ⋯ ）において，目的関数値を最良にす
る探索点を ,g Ip （ 1,2, 2I agent= ⋯ ）と表記すれば，各
探索領域
IA 内に存在すると考えられる最適解探索の精
度の向上を狙うために，2.3.2項に従い， ,g Ip を必ず各
探索領域
IA に入れる．
　3 . 4 　有効な探索領域の結合　有効な探索領域
IA
内に含まれる ,g Ip が図4(a)に示すように，共通な領域
（図4(a)中の斜線部）に存在する場合を考える．
　図4(a)において， •は探索点，▲は各探索領域 IA 内
の ,g Ip を表している．ここでは簡単のため， IA が二つ
（
1A および 2A ）あり，各 IA 内の ,g Ip をそれぞれ ,1gp ，
,2gp と表記する．また
,1 ,2( ) ( )g gf f<p p (15)
であったとする．
　図4に示すように， ,1gp と ,2gp が 1A と 2A の共通な領
域（図4(a)の斜線部）に存在する場合，
1A と 2A を結
合して，図4(b)に示す新たに有効な探索領域 newA を作
成する．ここで newA を作成する場合，単に 1A と 2A を総
和した領域を新たな探索領域とするのではなく，必ず
1A と 2A に存在する探索点の各設計変数の平均値と標
準偏差を計算して，式（8）により newA を決定する．
newA の目的関数値を最良にする探索点に関しては，式
（15）の関係から ,1gp が newA の最良値となる．また，




























（STEP1 ) 探索点数 agent ，最大探索回数 maxk を決定
し，探索点の位置および速度を，側面制約条件内にラ
ンダムに決める．探索回数 1k = とする．式(1),(2)を
用いて探索点の位置および速度を更新する． 1k k= +


























i i i iσ σ σ σ< ⇒ = (16)
,min ,min
R R





IA 内におけるp-best ,kd Ip と
IA 内において目的関数値を最良にした ,g Ip を求める．
（STEP6)ペア毎の有効な探索領域
IA に，共通した領
域があり，さらに ,g Ip が共通した領域内に存在する場
合は領域を結合し，式（8）により新たに生成される
有効な探索領域を設定する．また有効な探索領域の数






（STEP9)最大探索回数 maxk 以下なら， 1k k= + として
STEP3へ戻る．そうでなければ，探索終了する．
































































1 2( ) 0.5exp { ( 2) ( 2) } 2f x x = − − + − + x
2 2
1 21.0exp { ( 2) ( 2) } 2x x − − + − − 
2 2
1 21.5exp { ( 2) ( 2) } 2x x − − − − + 
2 2
1 22.0exp { ( 2) ( 2) } 2 minx x − − − − − →  (21)
















Fig.5 Behavior and contour of objective function








　この関数の大域的最適解 Gx および局所的最適解 Lx
はそれぞれ，次のようになる．
(2, 2)TG =x 　 ( ) 2.0Gf = −x (23)
(2, 2)TL = −x  ( ) 1.5Lf = −x (24)
( 2,2)TL = −x 　 ( ) 1.0Lf = −x (25)




















Active search domain 1
Active search domain 3
Active search domain 4
(c) Active search domain at 20k =
1x
2x






Active search domain 1
Active search domain 2
Active search domain 3
Active search domain 4
Active search domain 5Active search domain 6
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(a) Active search domain at 5k =
2x






Active search domain 1
Active search domain 3
Active search domain 5
Active search domain 4
1x
(b) Active search domain at 10k =





4 Active search domain 1
Active search domain 3
Active search domain 4
Active search domain 5
(d) Active search domain at 50k =
1x
2x













Fig.7 Standard deviation of 
1x
Iteration
Average of each group
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　5 . 2 　ベンチマーク問題への適用例　本論文で提
案する方法を表1 に示すベンチマーク問題へ適用し
た．設計変数の数はすべて1 0 とし，最大探索回数を










Table 1 Test functions







































= − +∑x 5.12 5.12− ≤ ≤x
10 10− ≤ ≤x
10 10− ≤ ≤x
Table 2 Result of 2n minma function









Table 3 Result of griewank function









Table 4 Result of rastrigin function


















1 1( )t x= ， 2 2( )t x= ， 3( )b x= ， 4( )h x= であり，す
べて連続変数である．最適設計問題は次のように定式
化される．
1 3 2 4( ) (2 ) minf x x x x L= + →x (27)
8
1
1 3 2 4
cos sin
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76.00 10 0− × ≤ (29)
3
3( ) sin 3 0.015 0g PL EIθ= − ≤x (30)
2
4 ( ) cos 4 0g P EI Lθ π= − ≤x (31)
10.10 1.00x≤ ≤ (32)
20.10 1.50x≤ ≤ (33)
310.0 100x≤ ≤ (34)
40.10 15.0x≤ ≤ (35)
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(1.00,0.5218,50.4437,15.0) [ ]TG cm=x (38)



























Fig.9 Minimum weight design of cantilever bean
(b) Cross section(a) Cantilever beam




x 1(t 1) x 2(t 2) x 3(b ) x 4(h ) g 1(x ) g 2(x ) g 3(x ) g 4(x ) obj.
1 2 1.00000 0.52181 50.44377 15.00000 0.00000 0.00000 -1.06915 -14452173.29 16307.20
2 4 1.00000 0.52181 50.44377 15.00000 0.00000 -0.00012 -1.06915 -14452173.29 16307.20
3 5 1.00000 0.52181 50.44377 15.00000 0.00000 -0.00042 -1.06915 -14452173.29 16307.20
4 4 1.00000 0.52181 50.44377 15.00000 -0.00003 -0.00054 -1.06915 -14452173.32 16307.20
5 2 1.00000 0.52181 50.44377 15.00000 -0.00029 -0.00904 -1.06915 -14452173.65 16307.20
6 4 1.00000 0.52181 50.44377 15.00000 0.00000 -0.01305 -1.06915 -14452173.22 16307.20
7 5 1.00000 0.52181 50.44378 15.00000 -0.00249 -0.00042 -1.06915 -14452176.90 16307.21
8 5 1.00000 0.52181 50.44378 15.00000 -0.00267 -0.00378 -1.06915 -14452177.15 16307.21
9 3 1.00000 0.52181 50.44378 15.00000 -0.00196 -0.01687 -1.06915 -14452175.84 16307.21
10 5 1.00000 0.52191 50.44446 15.00000 -0.17985 -1.11548 -1.06916 -14452428.37 16307.63
Table 5 Objective and constraints at some optimal solutions
Number of
optima
x 1(t 1) x 2(t 2) x 3(b ) x 4(h ) g 1(x ) g 2(x ) g 3(x ) g 4(x ) obj.
1 1.00000 0.52181 50.44377 15.00000 0.00000 -0.00012 -1.06915 -14452173.29 16307.20
2 0.50514 0.53938 100.00000 15.00000 0.00000 -4.18957 -1.04308 -13605493.43 16367.95
3 1.00000 0.81605 49.73285 15.00000 -0.10797 -2134.76246 -1.06888 -14433833.94 16755.96
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