Abstract-We propose a new way to construct a multicast coding scheme for linear deterministic relay networks. Our construction can be regarded as a generalization of the well-known multicast network coding scheme of Jaggi et al. to linear deterministic relay networks and is based on the notion of flow for a unicast session that was introduced by the authors in earlier work. We present randomized and deterministic polynomial-time versions of our algorithm and show that for a network with destinations, our deterministic algorithm can achieve the capacity in uses of the network and has the fastest construction time among algorithms for this problem.
I. INTRODUCTION

C
OMPUTING the capacity and constructing optimal coding schemes for wireless Gaussian networks are central open questions and of great importance in network information theory. In a wireless network, the transmitted signal from a node is broadcasted to all its neighbors and the signal received at a node is the superposition of the signals transmitted by its neighbors and Gaussian noise. Broadcasting, interference, and noise are the three main characteristics of a wireless network that differentiate it from a wired network and make its analysis much more challenging. Recently, Avestimehr et al. [2] proposed an approximation model known as the linear deterministic relay network (LDRN) for wireless Gaussian networks that simplifies the three features of wireless Gaussian networks by considering deterministic and linear operations in vector spaces over finite fields. Avestimehr et al. [3] have further shown that 1) for some Gaussian wireless networks, the capacity of the wireless network is within an additive constant gap of the capacity of the corresponding approximation network, and 2) the optimal coding scheme for the approximation network can be translated to near optimal coding schemes for the Gaussian wireless network. An LDRN is a wireless networking model which can be visualized as a layered directed network with set of "nodes"
, where denotes the set of nodes in layer , and set of "edges" . Let , where denotes the number of nodes in layer . The first layer consists of a single node called the source node. There are destination nodes denoted by , distributed in layers . There is an "edge" from every node in to every node in which is described by the transfer matrix between the two nodes.
During one use of the communication channel between layers and , transmits a predetermined length vector to the nodes in layer and receives a predetermined length vector given by where is a predetermined transfer matrix of the edge . Note that we can set to be the all-zero matrix if there is no connection from to . All vectors and matrices are over a fixed finite field . One can define . . . In this model, , and . The capacity of an LDRN for a single multicast session from source to the destinations was derived in [2] . Define a cut between the source node and a destination node as a partition of nodes into two sets and , with and . The capacity of the cut is defined as the rank of the transfer matrix from the transmitted vectors of the nodes in to the received vectors of the nodes in .
Example 2: As an example, consider again the network of Fig. 1 . For instance, the partition of nodes into sets , defines a cut between and . The capacity of the cut is the rank of the transfer matrix from vectors to vectors which is the following matrix:
The paper [2] showed that the minimum among the capacities of the cuts between and is the capacity of a unicast session between and . Furthermore, the multicast capacity of the network between source and destinations is the minimum of the min-cut capacities between the source and each destination. The capacity-achieving scheme in [2] is a random linear coding scheme that is asymptotically optimal when the network is used for multiple rounds.
A few groups of researchers (see, e.g., [1] , [6] , [12] , [13] ) have proposed deterministic coding schemes for the transmission of a single unicast session over an LDRN which can be constructed in polynomial time. Furthermore, they achieve capacity using only one round of the network. These schemes are similar to routing schemes in wired networks and have low encoding and decoding complexities at the relay nodes.
In this paper, we build upon our work in [12] and [13] to design a simple and low complexity transmission scheme for a multicast session over an LDRN. Our scheme will be constructed by progressively combining the coding schemes for unicast sessions from the source to each destination. In many ways, our scheme is similar to and is a generalization of the scheme in [7] for a multicast session in wired networks. We will offer both randomized and deterministic versions of our algorithm and show that uses of the network suffice to achieve capacity, which resembles the result for wired networks [7] . In Section III-A, we will further elaborate on the connection between our algorithm and [7] .
For the case of a single multicast session, there have been multiple recent attempts to devise deterministic and efficient algorithms for constructing capacity-achieving coding schemes. In [4] , Ebrahimi and Fragouli developed an algebraic framework for vector network coding and used this framework to devise a multicast transmission scheme over an LDRN. Our scheme has a lower complexity of construction. Erez et al. [5] offered a different construction by progressing through the network according to a topological order and maintaining the linear independence of certain subsets of coding vectors along the processing. However, the proposed algorithm does not appear to have a polynomial running time. Kim and Médard [9] generalized the algebraic framework of Koetter and Médard [10] for classical network coding to LDRNs and devised an algebraic algorithm for constructing multicast codes. The algorithm of [9] is a randomized, distributed algorithm with a nonzero probability of success. However, as we will observe in Section III-D, the average running time of the algorithm grows exponentially with the size of the network. Khojastepour and Keshavarz-Haddad [8] proposed an algorithm using rotational codes to asymptotically achieve the multicast capacity of LDRN networks for a multicast session. Rotational codes have some built-in advantages as they are easy to implement at the relay nodes. However, the existence of deterministic, polynomial-time algorithms for the construction of efficient rotational codes for multicast transmission over an LDRN remains unknown.
We will next review our earlier results on a single unicast session [12] , [13] in Section II, and we will discuss our coding construction for a multicast session in Section III. A summary table of the notation that is used for describing the parameters of an LDRN can be found in the Appendix.
II. SINGLE UNICAST SESSION
In this section, we briefly explain the coding scheme for a single unicast session from [12] , [13] . This will be the building block of our multicast coding scheme. Fig. 2 illustrates the preceding notation by depicting the different parts of vectors and and the matrix for the example network of Fig. 1 . If node holds a column vector message and we are looking at a linear coding scheme, then at each layer , each element of vectors and will be a linear transformation of the vector . We represent the "global coding vector" (see [7] is a nonsingular matrix for . Furthermore, such subsets can be found by an algorithm that runs in a time that is polynomial in the size of the network .
We call the subsets and for and a flow of rate in the LDRN from the source node to the destination node . We sometimes alternatively refer to the subvectors and as the flow from to . Example 5: Suppose that the network of Fig. 1 supports a rate-3 flow from node to node . Then, Theorem 4 states that there exist subsets and such as the ones illustrated in Fig. 3 such that 1) , , ,
, 3) and , and 4) matrices , , and are nonsingular. The four properties of a flow in Theorem 4 depend on and do not depend on the specific choice of the set among all subsets of with size . Therefore, if there exists a rate-flow, we can set to be any subset of of size . Notice that the existence of a flow of rate implies the following simple and low complexity coding scheme of rate from the source to the destination : to send message , source node sets and . Next, any node , in the network forms the vector by setting
We say that element is "matched" with element when is set to through the preceding equation. We further let . It follows from the properties of flow that at the destination ,
Since each matrix is nonsingular, node can recover vector from the received vector through a linear transformation.
III. CODING SCHEME FOR A MULTICAST SESSION
A. Background
Our algorithm for the design of a multicast code for an LDRN is to a great extent inspired by the low complexity multicast code of Jaggi et al. [7] , for wired networks. In the network coding problem addressed in [7] , an acyclic wired network can support unicast flows of rate from a source node to each node in the destination set. The objective is to design a multicast code in which the network can simultaneously support a multicast session of rate from the source to all destinations. Jaggi's algorithm has a fast (polynomial) running time and a small field size requirement. The main novelty of Jaggi's algorithm is its clever way to combine the unicast flows to each destination so that each destination node can receive linearly independent combinations of the source message. The algorithm proceeds through the edges one by one in some topological order to ensure that each edge is visited after its ancestors are visited. The algorithm maintains a matrix for each destination for which the rows are the global coding vectors of the most recently visited edges along the edge-disjoint paths of the flow from the source to that destination. The algorithm maintains an invariant by keeping the linear independence of the rows of each matrix throughout the design of the coding vector of each new edge. This guarantees that at the end of the algorithm, the incoming edges at each destination of the unicast flow carry linearly independent information.
In the context of LDRNs, Erez et al. [5] have taken a similar approach for the design of multicast codes. They designed coding vectors for the components of the transmitted and received vectors corresponding to different nodes in the network in some topological order by maintaining a similar albeit more restrictive matrix invariant that guarantees that each destination node will receive linearly independent combinations of the elements of the message vector. However, the algorithm of Erez et al. does not take advantage of the underlying structure of the unicast flows of rate from the source to each destination. This leads to an exponentially large number of linear conditions to be satisfied at each stage of the code design and, consequently, to an exponential running time for their algorithm. Furthermore, their code needs a number of network usages which is proportional to the size of the network.
Here, we offer a closer counterpart to the Jaggi's algorithm for an LDRN which benefits from the structure of unicast flows from the source to each destination. The main challenges in extending Jaggi's approach to the LDRN setting are the effects of broadcasting and interference in a wireless network that do not exist in a wired network. In particular, the symbols transmitted by the LDRN nodes are received by several nodes in the next layer and in contrast to the wired networks, the transmitting node does not have control over the individual received vectors. Furthermore, the received vector at a node is a superposition of several transmitted vectors at the previous layer, and the receiving node cannot receive the transmitted vectors individually. We will offer novel techniques to overcome the difficulties caused by these two effects in an LDRN and devise a low-complexity, polynomial-time algorithm which requires a field size which is essentially equal to the one offered by Jaggi et al. for the wired network coding problem.
B. Overview of the Algorithm
Consider an LDRN with source node and destination nodes such that the min-cut from the source to each destination is at least . We next provide a sketch of our algorithm for constructing a multicast code that supports rate from the source to the destinations. First notice that if for any we know the global coding vectors of the elements of , then the global coding vector of the elements of can be determined by Therefore, the only variables in our code design are the coding vectors of the elements of at every layer . Our multicast code construction starts by finding the unicast flows of rate from the source node to each destination . The unicast flows are represented as subsets of the indices of and at every layer . In order to be able to successfully decode the codeword at the end of the communication session, each destination needs to receive linearly independent combinations of . In other words, there should be linearly independent vectors among the global coding vectors of elements of , where . In our algorithm, we strengthen this requirement by constraining the global coding vectors of the elements of that are part of the unicast flow from to to be linearly independent. Notice, however, that there might be other subsets of of size whose global coding vectors are linearly independent. Furthermore, we require that at each layer and for each destination node that appears at some layer , the global coding vectors of the elements of which belong to the unicast flow from to be linearly independent. In other words, if denote the indices of that belong to flow from to at layer , then we require that the matrix to be nonsingular. It is not initially obvious whether or not the addition of extra constraints to our code design would result in the elimination of all feasible solutions. However, we will see later that if the network is able to support multicast rate , then there are codes that satisfy our constraints. Furthermore, since these codes are more structured than a general rate-linear code, they can be designed efficiently.
Thus, so far we have stated some sufficient conditions on the matrices , that permit a code to support a rate-multicast communication from the source to all of the destinations. However, notice that we only have control over the design of coding matrix ; the coding matrix is given by . This is the main difference between the design of multicast codes in wired networks and in linear deterministic relay networks. While in wired networks, we have direct access to the design of the coding vectors of all edges, in an LDRN we only have access to the coding vectors through the transfer matrix . In the next part, we explain in more detail our coding design procedure, and we see how to circumvent this difficulty through the design of some auxiliary matrices.
C. Details of the Multicast Code Design
Assume that there are destination nodes in the network and the min-cut capacity from the source node to each destination is at least . We are interested in a multicast coding scheme in which all destinations can simultaneously receive the message of the source. Our scheme will be designed by combining the flows of rate from the source to each destination.
Suppose
, can be any subset of of size , we set all subsets , to be the same subset of . To define a multicast linear code, we start from the first layer and proceed layer by layer until we reach the last layer. For node , which is the only node in the first layer, we can select the global coding vectors arbitrarily in because node has access to the message . Next, to design coding vectors , we can choose them as any linear combination of the coding vectors . For the nodes in the second layer, all of the coding vectors , are determined from the coding vectors of layer 1 by . We can select the global coding vectors , as any linear combinations of the vectors . Similarly, for any layer , the global coding vectors , are determined by the relationship , and the global coding vectors , can be designed as any linear combinations of the vectors . Throughout the design of the code, we will maintain the following invariant at each layer and for each destination that appears at some layer :
Condition (*): the matrix . . . must be nonsingular, i.e., an invertible matrix. In other words, at each layer and for every destination with , we require that all of the global coding vectors , where belongs to the unicast flow from to at layer , be linearly independent. Notice that since Condition (*) implies that for each destination with , the subvector of that belongs to the flow from to uniquely identifies the message vector .
Furthermore, Condition (*) guarantees that each destination node can uniquely decode message vector , since has access to the whole subvector . Next we explain our procedure for the design of coding matrices such that Condition (*) is satisfied. Initialization: We start from the first layer. Since is the same subset for every , we set , i.e., the identity matrix, and set for every
. In other words, we set and for every . Therefore, Condition (*) will be satisfied for all destinations in the first layer.
Inductive
Step: Suppose that we have designed the coding matrices such that Condition (*) holds for , i.e., is nonsingular for every destination with . Next, we want to design coding matrix such that is nonsingular for every destination with . First, we fix an arbitrary ordering on the elements of the set and we will design coding vectors for one by one in that order. As we have mentioned before, the main difficulty in extending the network coding algorithm of Jaggi et al. [7] for multicasting in wired networks to our setting is that we have control over the design of coding vectors for while our constraints are on the submatrices of . To circumvent this issue, we propose the following technique. We are going to maintain two matrices and for every destination . We will update matrices and after the design of each new coding vector for . Matrices and are designed such that 1) Initially, and . Namely, is the matrix mentioned in Condition (*) for layer and destination , and is the part of transfer matrix that relates to . 2) When all of the coding vectors , are processed, and . Notice that at this stage . The invariant of our code design is the following:
Condition (**): after the design of each coding vector for and the update of and for each destination with , the product should remain nonsingular. Notice that Condition (**) is initially satisfied, since is an nonsingular matrix by the inductive hypothesis. Furthermore, submatrix is the submatrix of corresponding to the flow from to which is nonsingular by the last property of a unicast flow in Theorem 4. Therefore, is a nonsingular matrix. Notice that if remains nonsingular throughout the design of coding vectors for , then will be nonsingular for each destination with , and our code will therefore satisfy Condition (*).
Next we will explain the structure and the updating process of and for every destination with . Initially, and . For updating matrices and , we consider following two cases. 1) If is part of the flow for destination , i.e., if for some , then we update matrix by replacing row with , which we will later explain how to design, starting with the analysis of Case 1 below. Here, is the unique element that is matched with in the flow for destination . There is no change needed for matrix . 2) If is not part of the flow for destination , then update by adding a new row to it and insert a column into so that the set of column indices grows from to . In this step, we place in the row of counting from the top which is the same as the position of the new column in the updated counting from the left. The constraints on will be discussed in the analysis of Case 2. When we have gone through all of the elements of , matrix would be and matrix would be the matrix , as desired. Example 6: In this example, we illustrate matrices and and their updating process for part of a network depicted in Fig. 4 . Here we consider layers two and three of the network, and we assume that the network can support unicast flows of rate from the source to two destinations. The destination nodes both appear at some layer larger than 3. We have identified the unicast flows and the matched elements of each flow with different arrows. The indices corresponding to the flow to the destination node are , and , and the indices corresponding to the flow to the destination node are , and . We assume that the coding matrix satisfies Condition (*). Therefore, the matrices are 2 2 nonsingular matrices. For the design of coding matrix , we initially set the matrices and as follows:
and Suppose that we wish to design the coding matrix in the order . The updating process for matrices and will be as follows. 1) After the design of , the matrices and are updated to and 2) After the design of , the matrices and are updated to and 3) After the design of , the matrices and are updated to and 4) After the design of , the matrices and are updated to and Notice that at each stage we need to design , such that the product of the updated matrices and , remains nonsingular. Next, we analyze the updating procedure in each of the two cases and find the condition that needs to satisfy in order for to remain nonsingular. The expression above is product of two numbers and . We argue that is not zero. Observe that if this number was zero, then (2) and the nonsingularity of would imply that and are both zero vectors, contradicting our assumption that is a nonzero vector. Therefore, This argument implies that for to be nonsingular it is sufficient to have the following inequality:
Example 8: Consider the network in Example 6. Suppose that we have successfully designed and we are next going to design so that the updated matrices and are nonsingular. Since is part of the flow to and is not part of the flow to , we need to constrain so that the resulting is nonsingular. In Example 10 we will study the constraint on in order for to remain nonsingular. By definition, is the product before the design of . Therefore,
Since
is the second row of before the update, is the second column of , which is
If we let then Theorem 7 implies that for the updated to be nonsingular, it suffices to choose such that
1) Analysis of Case 2:
The analysis is very similar to Case 1. Without loss of generality, assume that the new row is added to the bottom of and the new column is added to the right of . After the update, is of the form Here represents matrix before the update. Also matrix after the update is of the form where is the new column added to , which is the matrix before the update. Our inductive assumption implies that which is the product of and before the update, is nonsingular. We again let . Theorem 9: In Case 2, if is chosen such that (3) then after the updating process remains nonsingular.
Proof: We can write is singular if there exists a nonzero vector such that Since , the preceding equations can be rewritten (4) Since is nonsingular, (4) implies
If we premultiply both sides of the preceding equation by , we obtain
The previous equality holds if either or if . If then by (4), , which together with the invertibility of implies that . But by assumption. Therefore, if is a singular matrix, we have
The preceding argument implies that is nonsingular if
Example 10: Here we continue the study of the design constraints on the coding vector from Example 8. We consider the second constraint on the vector such that the updated matrix remains nonsingular. By definition, is the product before the design of . Therefore, Also, is the new column which will be added to the updated matrix , which is If we let then Theorem 9 implies that for the updated to be nonsingular, it is sufficient to choose such that
In the next two sections, we present randomized and deterministic algorithms for choosing vector such that Condition (**) is satisfied.
D. Randomized Argument for the Existence of a Solution
Let us summarize the analysis up to this point. Here we fix and concentrate on the design of the coding vector . The coding vector can be assigned in a way that Condition (**) holds if
In the preceding equation, is restricted to the destinations for which , and the vectors and are specified in the analyses of Cases 1 and 2.
One other constraint on the vector , is that it can only be a linear combination of the vectors . Let us set . The following theorem through a probabilistic argument guarantees the existence of a valid solution for the coefficients when . . This also yields a randomized algorithm with probability of success of at least . If we take the size of the field to be then the probability of success will be at least . We note that it has already been demonstrated in the literature that random linear coding can achieve the capacity of an LDRN. In particular, the initial work on LDRNs [2] demonstrated that random linear codes can achieve the multicast capacity in the limiting case when the block size of the code tends to infinity. A more practical solution was offered in [9] based on an extension of the algebraic network coding results of [10] to LDRNs. The main result of [9] for a multicast session in an LDRN states that if the coding coefficients of the transmitted vectors are chosen randomly and independently from a uniform distribution, then the probability that all of the destinations are able to reconstruct the source message is at least , where is the total size of the transmitted vectors in the network. Given , the average number of random trials for finding a valid multicast code in the setting of [9] is , which is for . However, our result for LDRNs in the proof of Theorem 11 states that the average number of trials for constructing the coding vector of every element of a transmitted vector is at most , and therefore the average number of trials for the design of all coding vectors is at most which grows linearly in the size of the network. The main reason for the advantage of our algorithm is that we determine coding vectors in several steps one coding vector at a time through the matrices and . This reduces the error probability considerably compared to the one-shot design process of [9] . Furthermore, the structure of the matrices and is mainly based on the structure of the unicast flows from the source to each destination, which is the foundation of our coding scheme.
E. Deterministic Polynomial Time Algorithm
We next describe a deterministic algorithm with polynomial running time for finding the vectors . For each , we seek a vector which is a linear combination of the vectors in such that for any destination with , if and is matched with , then , and if then . Define the subset of indices of destinations as
We can express the conditions that needs to satisfy as for , for and .
In the following two steps, we are going to find a vector that is a linear combination of the vectors and satisfies the above conditions.
Step 1: Find a vector which is a linear combination of the vectors and satisfies for every .
Step 2: Set for some to meet the constraints of (5) . To demonstrate the validity of this procedure, we begin by using a result from [7] to show that Step 1 is feasible if . Lemma 12 [7, Lemma 8] There are at most constraints of the form (6) and (7) on . Therefore, if the size of field is greater than the number of destinations , this deterministic approach will find at least one that is not in the discriminating set by considering at most elements of .
Example 14: In this example, we demonstrate the deterministic procedure explained above in Steps 1 and 2 for finding a feasible vector for the setting of Examples 8 and 10. We observed that for the design of , the product is nonsingular if (8) where the product is nonsingular if
where If we assume that then , since belongs to the flow from to and is matched with . In order to design vector such that inequalities (8) and (9) hold we follow the following steps.
Step 1: We find a vector which is a linear combination of and satisfies .
Step 2: We set for some scalar such that inequalities (8) and (9) hold. We use the algorithm given in [7, Lemma 8] Theorem 15: The overall complexity of constructing the multicast coding scheme by using the deterministic Algorithm 1 is given by Proof: If we are given the set of vectors , then it takes steps to form the set . Given set and , Lemma 12 implies that we can find a vector in time . By adding the time needed to produce set , we need a total time of to find vector . The complexity of finding an appropriate by forming the discriminating set in Lemma 13 is , and therefore the complexity of finding vector is . To find the overall complexity of finding the vector , we need to evaluate the complexity of finding vector for every with . From the analyses of Cases 1 and 2, , where matrix is from the previous step of the algorithm. Since matrix has size and matrix has size for some , computing needs operations. Evaluating also needs steps and so there are a total of operations for evaluating . Since there are at most different with , we will have as the total complexity of evaluating different values of for any specific . Therefore, the total complexity of evaluating will be . Let us assume that the number of nodes at each layer is at most . Furthermore, assume that the size of transmitted and received signals at each node is at most . Therefore, the total complexity of evaluating each will be . Since there are at most different to be evaluated, if we assume that the unicast flows from the source to each destination is provided, then the total complexity of our algorithm is . The complexity of computing a unicast flow to a destination by the algorithm given in [6] is . Since we have destinations, the total complexity of computing the unicast flows will be . If we add this running time to the running time of our algorithm, the total running time will be . We can compare the running time of our algorithm to the running time of the algorithm given in [4] , which is , and we see that our proposed algorithm is considerably faster.
F. Number of Network Uses to Achieve Capacity
We have shown that it is sufficient for the size of the field of operation of the LDRN to be greater than to guarantee the existence of a multicast coding solution. In general however, the network operates over some fixed field which is usually for some prime number . In order to achieve a greater field size, we will use multiple rounds of the network. Here we will argue that if we use the network for rounds, it is equivalent to an LDRN with field of operation . This implies that in order to have a field size at least , it is sufficient to use the network for rounds. Suppose that the network is used for rounds and we use the superscript to denote the time index that a vector is received or sent. For each we have
Observe we can use a dummy variable as the unit delay operator and represent the preceding equations as a single equation
Next, notice that and can be regarded as new vectors in the extension field and we can assume that the network is operating in the extension field . Since the transfer matrix between the layers and is still and has not changed in the new field, the existence of the unicast flow over the original field implies the existence of flow over the extended field. Therefore, our analysis is valid over any field .
APPENDIX
In the following table, we summarize the notation used throughout the paper. 
