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Zusammenfassung
Die vorliegende Arbeit behandelt die flächenhafte Informationsextraktion aus Satellitenbildern
für die Bereitstellung von Informationsprodukten im Rahmen von Notfall- und Krisenkartie-
rungen. Es wird ein interaktives Rahmenwerk zur Klassifikation sowie Vorklassifikation hoch-
auflösender optischer Satellitenbilder konzipiert, prototypisch implementiert und empirisch
evaluiert. Dabei wird zu Gunsten der Übertragbarkeit der Methode auf verschiedene Bildpro-
dukte, Bildinhalte und thematische Fragestellungen keine pixelgenaue und vollautomatische,
sondern vielmehr eine rasche interaktive Klassifikation von einfachen quadratischen Bildseg-
menten angestrebt. Die Prozessierung erfolgt lediglich auf der Grundlage des Satellitenbildes
selbst sowie den interaktiven Eingaben des Bildinterpreten, so dass eine Unabhängigkeit von
zusätzlichen Daten gewährleistet ist.
Für eine wahrscheinlichkeitsbasierte Zuordnung der Segmente zu frei definierbaren themati-
schen Klassen wird ein hybrides Markov-Bildmodell vorgeschlagen, bei dem ein hierarchisches
gerichtetes sowie ein ungerichtetes planares Markov-Zufallsfeld miteinander kombiniert wird.
Das hierarchische Modell ermöglicht durch die Verwendung einer Quadtree-Baumstruktur eine
rasche nicht iterative und exakte Inferenz der gesuchten Klassenzugehörigkeiten unter Einbe-
zug von Bildinformation auf verschiedenen Skalen sowie unter Einbezug von kontextuellen Be-
dingungen zwischen den Klassen in benachbarten Skalen (hierarchischer Kontext). Das planare
Modell beschränkt sich wiederum auf den Einbezug von räumlichem Kontext in der feinsten
Ebene der hierarchischen Baumstruktur und kann kleinflächige Fehlklassifikationen sowie die
durch das starre Quadtree-Modell hervorgerufenen Blockstrukturen im Inferenzergebnis ver-
ringern. Durch die Anwendung des hybriden Modells auf verschiedene Satellitenbilder kann
gezeigt werden, dass durch Glättung kleinflächigen Fehlklassifikationen entgegen gewirkt wird.
Um jedoch auch großflächigen Fehlklassifikationen, beispielsweise aufgrund von Mischsegmen-
ten, entgegenzuwirken, werden in dieser Arbeit modifizierte hierarchische Inferenzmethoden
vorgestellt und angewendet.
Die Schwerpunkte der Arbeit liegen bei der graphenbasierten Bildmodellierung und der In-
tegration dieser Methodik in ein interaktives Rahmenwerk. Nach der Behandlung und Darstel-
lung der statistischen Eigenschaften der Modelle sowie der Methoden der Parameterschätzung
und Inferenz erfolgt daher die Darstellung des konzipierten Rahmenwerks sowie die Anwen-
dung dieses auf sechs verschiedene IKONOS-Szenen. Insbesondere erfolgt eine ausführliche
empirische Evaluierung, bei der für jeden Verarbeitungsschritt die jeweiligen Abhängigkeiten
und die Sensitivität bezüglich der einfließenden Parameter und Trainingsdaten untersucht wer-
den. Diese Evaluierung ist vor dem Hintergrund der stark interaktiv geführten Prozessierung
sehr relevant und zeigt, dass die Güte der Ergebnisse vor allem von der Angabe einer reprä-
sentativen Menge von Trainingsdaten abhängt. Durch die Evaluierung sowie den Vergleich der
Ergebnisse des hybriden Modells mit denen zweier weiterer Verfahren wird der Mehrwert der
Multiskalenprozessierung, der Modellierung kontextueller Relationen sowie insbesondere der
Verwendung der hier behandelten modifizierten Inferenzmethoden demonstriert.
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Abstract
In order to provide crisis mapping products especially during the emergency phase, i.e., im-
mediately after disasters, a framework for classification and preclassification of high resolution
optical satellite images is proposed, implemented and empirically evaluated. A general, fast
and interactive approach for classification of different image products, image contents in the
context of diverse thematic problems is propesed in this thesis. Since no pixel-level accuracy
as well as full automatic processing is desired, simple square image segments are used. Image
processing is done based on the satellite image itself as well as on input provided by an image
analyst, which leads to an independency towards additional data sources.
Probability based labeling of image segments is done using a hybrid Markov-image model,
which combines a hierarchical directed as well as a planar undirected Markov-random field.
Due to the used quadtree-structure for the hierarchical model, fast, exact and non-iterative
inference methods can be carried out incorporating image information from multiple scales as
well as contextual constraints between classes in adjacent scales (hierarchical context). Due
to the planar model, which is restricted to the incorporation of spatial contextual information
in the finest quadtree-level, small-area missclassifications as well as „blocky“ strucktures can
be reduced. In order to counteract large-area missclassifications, e.g. caused by mixtures of
classes, a modified hierarchical inference method is proposed in this thesis.
The focus of this thesis is on graphical image modeling as well as on the formulation of a
general framework using this methods. Therefore, based on the formulation of the statistical
characteristics of the used models as well as the methods for parameter estimation and in-
ference, the whole framework as well as its application is treated in detail. In particular an
empirical analysis concerning the dependencies of the results with respect to the used model
parameters as well as the training data for each processing step is carried out.
Particularly with regard to the interactive manner of processing, this evaluation is relevant.
It can be reasoned, that the quality of the results is mainly dependent from the quality of
the chosen training data. The results as well as a comparison of the proposed hybrid method
with two other classification methods demonstrate the additional benefit of multiscale image
processing as well as the proposed modified inference methods.
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1 Einleitung
1.1 Motivation
Die Fernerkundung ermöglicht eine schnelle, effektive und großflächige Erfassung von Mess-
werten, welche Rückschlüsse über die aktuelle Situation auf der Erdoberfläche zulassen und
stellt daher eine sehr wichtige und wertvolle Informationsquelle für Anwendungen im Bereich
von Notfall- und Krisenkartierungen dar. Unmittelbar nach einer Naturkatastrophe oder einem
technischen Unfall (die so genannte emergency phase) ist jede Information über die Situation
vor und nach dem Ereignis von unschätzbaremWert. Ein schneller und flächendeckender Über-
blick über die Situation hilft bei der Abschätzung des Ausmaßes sowie betroffene, gefährdete
und stark hilfsbedürftige Bereiche zu detektieren, Hilfsmaßnahmen zu planen und Vorhersa-
gen für weitere mögliche Ereignisse zu treffen. Eine sehr schnelle Auslieferung von aktuellen,
hinreichend genauen und flächendeckenden Bildanalyseprodukten trägt signifikant zu der Er-
fassung großflächiger Notfallsituationen bei und stellt eine adäquate Entscheidungsgrundlage
für involvierte (Hilfs-) Organisationen und Entscheidungsträger dar. Die globale Anzahl der
Anzahl der von Naturkatastrophen betroffenen Menschen 
gemeldet zwischen 1975 - 2009
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Abbildung 1.1: Häufigkeit von Naturkatastrophen (links) und technischen Unfällen (rechts)
zwischen 1975 und 2009. Quelle: http://www.emdat.be/, Emergency Events
Database (EM-DAT), Stand: Januar 2011
von technischen Unfällen und Naturkatastrophen betroffenen Menschen ist in den letzten Jahr-
zehnten auf einem sehr hohen beziehungsweise ansteigenden Niveau1 (Abbildung 1.1). Parallel
dazu ist in diesem Zeitraum auch die Verfügbarkeit von zivilen Erdbeobachtungssatelliten, die
hochauflösende Satellitenbilder (räumliche Auflösung von 1 − 5m) bereitstellen, gestiegen.
1Für die Registrierung eines Desasters in die Datenbank EM-DAT ist mindestens eine der folgenden Fälle
eingetreten: 10 oder mehr Menschen wurden getötet, 100 oder mehr Menschen waren betroffen, Notstand
wurde ausgerufen oder internationale Hilfe wurde angefordert.
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Aufgrund ihres hohen Informationsgehalts bilden hochauflösende Satellitenbilder sehr oft die
Basis für die Bereitstellung verschiedenster Notfall- und Krisenkartierungsprodukte.
Die Fernerkundung beschäftigt sich intensiv mit der Konzipierung und Entwicklung von
effektiven, schnellen und robusten Bildanalysemethoden, welche den implizit vorhandenen In-
formationsgehalt hochauflösender Satellitenbilder möglichst schnell verarbeiten können. Bei-
spiele für kürzlich entwickelte Verfahren in diesem Bereich sind mit der unüberwachten Ex-
traktion von flutinduzierten Änderungen der Rückstreuung in SAR-Daten (synthetic aperture
radar) [Martinis et al., 2011] (Monitoring von Flutereignissen) sowie der Nahe-Echtzeit Be-
wertung von GIS-Objekten unter Verwendung multitemporaler Bilder [Frey und Butenuth,
2010] (Bewertung der Befahrbarkeit von Straßen in Krisengebieten) gegeben. Für den Einsatz
solcher Bildanalysemethoden in operationellen Diensten, wie dem Zentrum für Satellitenge-
stützte Kriseninformation2 (ZKI), ist ein sehr hoher Automatisierungsgrad gewünscht. Die
beim ZKI über die vergangenen Jahre gesammelten Erfahrungen zeigen, dass eine Automati-
sierung von Bildanalysemethoden aufgrund der vielfältigen und individuellen Fragestellungen,
Datengrundlagen, Notfallsituationen sowie der Verwendung hochauflösender Satellitenbilder
sehr schwierig ist und meist nur für spezielle Aufgabenstellungen und Rahmenbedingungen
gelingt. Daher basiert die Analyse von Fernerkundungsdaten unter operationellen Rahmen-
bedingungen auch heute noch häufig auf visueller Interpretation [Voigt et al., 2007]. Dies
begründet den Bedarf an neuen Bildanalysemethoden im Allgemeinen und insbesondere im
Bereich von Notfall- und Krisenkartierungen.
Diese Arbeit entstand im Rahmen des deutschen Verbundprojekts DeSecure am Deutschen
Zentrum für Luft- und Raumfahrt e.V. (DLR). Ziel dieses Projekts war es, die gesamte Pro-
zesskette von Notfall- und Krisenkartierungen - von der Programmierung der Satelliten bis
hin zur Weitergabe finalisierter Informationsprodukte an die Nutzer - zu optimieren. Vor die-
sem Hintergrund wird in dieser Arbeit ein allgemeines Konzept zur raschen Klassifikation und
Vorklassifikation hochauflösender optischer Satellitenbilder konzipiert und evaluiert.
Unter einer Klassifikation ist dabei nicht die komplexe Aufgabe der pixelgenauen und au-
tomatischen Klassifikation oder gar Extraktion von höherwertigen krisenrelevanten Informa-
tionen, wie beispielsweise zerstörte Häuser, zu verstehen, sondern vielmehr die Zuordnung
von quadratischen Bildsegmenten zu übergeordneten thematischen Klassen. Der Schwerpunkt
der vorliegenden Arbeit liegt somit nicht bei einer bestimmten thematischen Fragestellung
im Kontext von Krisenkartierungen, sondern bei der Bereitstellung einer Methode, die Kar-
tierungsaktivitäten unterstützt. Aufgrund der oben genannten Schwierigkeit der Automati-
sierung und zu Gunsten einer Anwendung des Rahmenwerks bei unterschiedlichen Szenarien
sowie auf unterschiedliche Bilddaten, wird dafür ein interaktiver Ansatz vorgeschlagen, bei
dem das Bildverständnis eines Bildinterpreten mit schnellen Methoden der Bildverarbeitung
kombiniert wird. Dies soll eine Verringerung des Einsatzes visueller Komponenten im Sinne von
manuellen Digitalisierungen und Nachbearbeitungsschritten erwirken, so dass Klassifikations-
ergebnisse für Notfallkartierungen mit mehr Schnelligkeit, Zuverlässigkeit und Reproduzier-
barkeit aus hochaufgelösten Satellitenbildern abgeleitet werden können. Beispiele für Anwen-
dungen dieser Methodik sind mit der Klassifikation einfacher Landbedeckungstypen oder mit
der Vorklassifikation (z.B. die Ausweisung aller Bildbereiche, welche versiegelte Flächen reprä-
2Das ZKI ist ein Service des Deutschen Fernerkundungsdatenzentrums (DFD) im DLR. Die Aufgaben liegen
bei der Beschaffung, Aufbereitung und Analyse von Satellitendaten bei Natur- und Umweltkatastrophen,
für humanitäre Hilfsaktivitäten und für die zivile Sicherheit weltweit.
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sentieren) auf der Grundlage beliebiger Satellitenbilder gegeben. Erstere könnte direkt für die
Erstellung digitaler oder analoger Informationsprodukte (beispielsweise Karten) herangezogen
werden (vergleiche Abbildung 1.2), eine schnelle Vorklassifikation einer Szene könnte hingegen
als Zwischenergebnis für weitere automatisierte oder semiautomatische Analyseschritte, unter
Verwendung spezieller Methoden der Informationsextraktion, dienen.
Abbildung 1.2: DLR-ZKI Übersichtskarte der Region Attica, Griechenland vom 25.08.2009.
Landbedeckungsklassen: Stadtgebiet (rot), Landwirtschaftliche Flächen (bei-
ge), Wald und Buschland (grün), Freier Boden / Dünne Vegetation (grau) und
Wasser (blau).
Die Verwendung von kontextueller Information ist letztlich unabdingbar für das Verständ-
nis von Bildern [Pavlidis, 1986] und somit auch für ein leistungsfähiges Bildverarbeitungs-
system [Li, 2009]. Die statistische graphenbasierte Bildmodellierung bietet einen konsistenten
mathematischen Rahmen für die Integration von statistischen Modellen, die das Bildverhalten
beschreiben, sowie von kontextuellen Bedingungen.
Aufgrund von Unsicherheiten, Rauschen und Mehrdeutigkeiten in den Bilddaten existiert
üblicherweise keine vollkommen richtige und vollständige Lösung für bestimmte Aufgaben,
beispielsweise der Klassifikation. Ansätze der statistischen graphenbasierten Modellierung ba-
sieren auf Prinzipien der Optimierung, so dass für die Interpretation von Bildern mit den oben
genannten Effekten zwar möglicherweise inexakte, jedoch im Sinne der stochastischen Modell-
bildung optimale Lösungen gefunden werden können. Des Weiteren bietet die graphenbasierte
Bildmodellierung das Fundament für eine Multiskalenprozessierung [Gidas, 1989]. Insbeson-
dere vor dem Hintergrund einer Minimierung von manuellen Schritten, wie beispielsweise der
Definition von Parametern nach dem trial and error Prinzip, wird in der vorliegenden Disser-
tation ein Ansatz der graphenbasierten Bildmodellierung vorgestellt.
Im Folgenden werden einige grundlegende, in dieser Arbeit verwendete Begriffe näher erläu-
tert: Ein optisches Satellitenbild ist das Abbild eines begrenzten Bereichs der Erdoberfläche
mit einer definierten Aufnahmegeometrie sowie einer bestimmten räumlichen und spektralen
3
1 Einleitung
Auflösung. Die realen semantischen Objekte, wie beispielsweise Häuser oder Bäume, sowie
die realen Landbedeckungstypen, wie beispielsweise Ackerland oder Wasserflächen, weisen der
Aufnahmegeometrie und Auflösung entsprechende Charakteristika im Satellitenbild auf. Dies
ermöglicht prinzipiell die Detektion von semantischen Objekten und thematischen Klassen im
Bild. Ein semantisches Bildobjekt in einem Satellitenbild entspricht demnach dem Abbild eines
realen semantischen Objekts und setzt sich in der Regel aus mehreren zusammenhängenden
Bildpixeln zusammen. Im Gegensatz zu einem Bildobjekt ist ein Bildsegment oder Segment
lediglich eine Gruppierung von mehreren Pixeln, der a priori keine semantische Bedeutung
zugesprochen wird. Die Gruppierung kann beispielsweise durch die Betrachtung der spektra-
len Werte benachbarter Pixel oder auch willkürlich erfolgen. Äquivalent zu einem Pixel, kann
auch ein Segment ein Bildobjekt, Bildobjektteil, ein Element einer Landbedeckung oder aber
auch eine Mischung dieser darstellen. Die Klassifikation ist die Zuordnung von Pixeln oder
Segmenten zu semantischen Klassen und wird in der vorliegenden Dissertation behandelt. Das
bedeutet, dass hier semantische Objekte nicht durch explizite Modellierung detektiert werden.
1.2 Rahmenbedingungen und Anforderungen an die Methodik
Im Rahmen von Notfall- und Krisenkartierungen geht die Anwendung von Methoden der Bild-
verarbeitung mit verschiedenen zu berücksichtigenden Anforderungen, sowohl der Nutzer der
Analyseergebnisse als auch der Nutzer der Methoden selbst sowie mit verschiedenen Rahmen-
bedingungen einher. Damit sind entscheidende Richtlinien bei der Konzipierung von Methoden
in diesem Anwendungsbereich und daher auch für diese Arbeit gegeben.
Laufzeit: Eine schnelle Prozessierung von Satellitendaten ist besonders in der emergency
phase essentiell. In der aktuellen Version des operationellen Dienstes ZKI ist die Ausliefe-
rungszeit von Produkten, welche das Ausmaß von Ereignissen sowie Schäden ausweisen, auf
maximal acht Stunden nach Erhalt der Satellitendaten limitiert [Schneiderhan et al., 2010].
In dieser Zeit muss, neben der Informationsextraktion, auch die Vorprozessierung der Daten
(sofern erforderlich) sowie die Erstellung und Auslieferung von standardisierten Karten und
digitalen Produkten erfolgen. Die Prozessierung von Satellitenbildern sollte demnach so schnell
wie möglich erfolgen.
Datengrundlage: Die zur Verfügung stehenden Daten und Satellitenbilder sowie die Charak-
teristika dieser können je nach Szenario sehr stark variieren. Häufig treten Naturkatastrophen
und technische Unfälle an Orten auf, für die neben den ad-hoc akquirierten Satellitenbildern
nur sehr ungenaue, nicht aktuelle oder gar keine Zusatzdaten, wie digitale Höhenmodelle, Vek-
tordaten (beispielsweise von Straßen und Häusern) oder Satellitenbilder vor dem Ereignis zur
Verfügung stehen. Eine rasche Prozessierung aktueller Satellitendaten muss auch in solchen
Fällen möglich sein.
Übertragbare Anwendbarkeit: Ständig wechselnde Szenarien, thematische Fragestellungen
und Datengrundlagen führen zu der Forderung nach einer allgemein formulierten Methodik.
Die gewünschte schnelle Prozessierungszeit impliziert dabei eine schnelle und möglichst au-
tomatisierte Anpassung etwaiger Modellparameter. Die Anwendbarkeit derselben Methode
zur Bildklassifikation in unterschiedlichen Notfallsituationen würde die Prozessierung enorm
vereinfachen.
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Räumliche und thematische Anforderung: Die gewünschte räumliche und thematische Auf-
lösung des Klassifikationsergebnisses ist abhängig vom jeweiligen Szenario, der benötigten In-
formation und den zugrunde liegenden Daten. Vor allem in der emergency phase kommt Daten
und Informationsprodukten mit einer niedrigen Auflösung und Genauigkeit eine oft wichtige-
re Rolle als „vorqualifizierten“ Daten zu [Annoni et al., 2010], da diese in der Regel schneller
verfügbar sind. Die im ZKI gesammelten Erfahrungen bestätigen diese Aussage.
Bewertung eines Bildanalyseprodukts: Die Ergebnisse von Bildanalysen im Rahmen von
Notfall- und Krisenkartierungen stellen oft eine Entscheidungsgrundlage für (Hilfs-) Organi-
sationen und Entscheidungsträger dar und können mitunter helfen Menschenleben zu retten.
Aus diesem Grund besteht die Forderung nach einer adäquaten Bewertung der Analyseer-
gebnisse. Damit kann der Bildinterpret auf möglicherweise falsche oder unsichere Ergebnisse
hingewiesen sowie dem jeweiligen Nutzer detaillierte Informationen über die Aussagekraft und
Sicherheit des bereitgestellten Informationsprodukts geliefert werden.
Anforderungen der Nutzer der Bildverarbeitungsmethoden: Ein wichtiger Punkt bei der
Konzipierung der Klassifikationsmethode in der vorliegenden Dissertation ist die Forderung
nach einer Minimierung der manuellen Arbeitsschritte. Diese bezieht sich sowohl auf die Teil-
oder Nachbearbeitung durch visuelle Interpretation, als auch auf etwaige interaktive Eingaben,
wie beispielsweise die manuelle Definition und Anpassung von sensiblen Modellparametern.
Andererseits ist für die oben beschriebene übertragbare Anwendbarkeit ein hohes Maß an
Flexibilität gefordert, was mit verschiedenen Möglichkeiten zur Visualisierung und Kontrolle
von Zwischen- und Endergebnissen bei möglichst wenig erforderlichem Expertenwissen einher
geht. Des Weiteren sollen reproduzierbare Ergebnisse generiert werden, welche durch geeignete
Indikatoren qualitativ bewertet werden können.
Zusammenfassend können die oben formulierten Bedingungen und Anforderungen vor dem
Hintergrund der zuvor beschriebenen aktuellen Situation im operationellen Kartierungsdienst
ZKI als Forderung nach einem allgemeinen Ansatz für eine schnelle und interaktive Klassifi-
kation und Vorklassifikation hochauflösender optischer Satellitenbilder angesehen werden. Der
Begriff Interaktivität bezieht sich dabei auf prozessierungsbedingte und steuernde Eingriffe des
Bildinterpreten. Eine zentrale Rahmenbedingung in dieser Arbeit ist mit der sehr begrenzten
Datengrundlage gegeben. Neben dem Satellitenbild selbst stellt demnach das Bildverständnis
des Bildinterpreten die einzige zusätzlich verfügbare, jedoch reichhaltige Informationsquelle
für den Analyseprozess dar.
1.3 Methodische Einordnung
Bei der Klassifikation von optischen Satellitenbildern wird üblicherweise zugrunde gelegt, dass
jede semantische Klasse eigene charakteristische Ausprägungen in den jeweils gemessenen spek-
tralen Bereichen aufweist. Bayes’sche statistische Ansätze fassen sowohl die Parameter des
jeweiligen Modells als auch die beobachteten Größen als Zufallsvariablen auf, wodurch Unsi-
cherheiten und natürliche Variationen innerhalb der semantischen Klassen im Merkmalsraum
mathematisch dargestellt werden können. Rauschen führt zu einer Verschmierung der ideellen
spektralen Messwerte und somit auch zu einer Erhöhung der Varianz der Klassen im Merk-
malsraum. Dieses Rauschen kann in klassenabhängiges und klassenunabhängiges Rauschen
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unterteilt werden. Während ersteres auf natürliche Variationen in den spektralen Bändern
innerhalb der Klassen zurückzuführen ist, wird letzteres durch externe Einflussfaktoren, wie
atmosphärische Störungen sowie Variationen der Sensorcharakteristika, hervorgerufen [Shar-
ma und Sarkar, 1998]. Bei hochauflösenden Fernerkundungsdaten tritt oft eine erhöhte Va-
rianz der Pixelstatistik innerhalb von semantischen Klassen auf, da ein Pixel hier keine Mi-
schung der spektralen Signatur unterschiedlicher semantischer Objekte oder Klassen, sondern
einen Teil eines solchen Objektes oder einer solchen Klasse repräsentiert [Blaschke und Strobl,
2001], [Hese, 2001]. Aus diesem Grund wurden in den letzten Jahren vermehrt segmentbasier-
te Klassifikationsverfahren vorgeschlagen und erfolgreich in verschiedensten Fragestellungen
angewendet.
1.3.1 Bildsegmentierung und segmentbasierte Klassifikation
Der Informationsgehalt hochauflösender Satellitenbilder nähert sich heutzutage immer mehr
dem von Luftbildern an. Eine teilautomatisierte oder automatisierte Auswertung respektive
Klassifikation solcher Bilder mittels herkömmlichen, auf statistischen Analysen beruhenden
und auf Pixelebene arbeitenden Verfahren führt in vielen Fällen zu keinem zufriedenstellen-
den Ergebnis [Schneider et al., 2000]. Mit steigender räumlicher Auflösung übernimmt die
Textur sowie die Objektgeometrie bei der Interpretation eine immer größere Rolle, wobei
parallel dazu die Aussagekraft der spektralen Information abnimmt [Schneider et al., 2000].
Wie oben beschrieben, nimmt die Varianz der Pixelstatistik der semantischen Klassen mit
steigender räumlicher Auflösung zu und äußert sich bei der Anwendung klassischer pixelba-
sierter Verfahren im so genannten „Salz-und-Pfeffer“ Effekt. Ein weiterer wichtiger, jedoch
oft ignorierter Aspekt bezüglich der pixelbasierten Klassifizierung von hochauflösenden Fer-
nerkundungsdaten ist, dass sich das Signal eines Areals der Erdoberfläche, welches durch ein
Pixel repräsentiert wird, zu einem substantiellen Anteil mit den Signalen der benachbarten
Pixel korreliert ist [Townshend et al., 2000].
Segmentbasierte Ansätze, wobei unter dem Begriff Segment Pixelgruppen, die ein definiertes
Kriterium (Beispielsweise ein Homogenitätskriterium) erfüllen, zu verstehen sind, verringern
den Anteil an falsch klassifizierten Flächen gegenüber klassischen pixelbasierten Ansätzen und
liefern weitaus homogenere Klassifikationsergebnisse [Meinel et al., 2001]. Für die Klassifikati-
on von hochauflösenden Satellitenbildern hat sich daher der segmentbasierte Ansatz gegenüber
klassischen pixelbasierten Verfahren bewährt [Neubert, 2005], [Kux und Pinho, 2006], [Blasch-
ke, 2010]. Die Bildsegmente können hier auf Grundlage von Textureigenschaften, spektraler
Information, Größe, Form und ihrer Nachbarschaft beschrieben werden und daraufhin zu se-
mantischen Klassen zugewiesen oder zu semantischen Objekten zusammengefasst werden.
Grundlage für eine segmentbasierte Klassifikation ist das Ergebnis einer Bildsegmentierung,
also einer Zerlegung eines Bildes in sich nicht überlappende Bildbereiche. Segmentierungs-
algorithmen können in die Gruppen merkmalsraumbasierte, bildraumbasierte und hybride
Verfahren eingeteilt werden. Merkmalsraumbasierte Verfahren, wie beispielsweise iterative
clustering-Algorithmen, werden sowohl für unüberwachte Klassifikationen, als auch für die
Bildsegmentierung angewendet. Das bekannte Verfahren iterative self-organizing data analysis
technique (ISODATA) [Bow, 1992] wird häufig für das clustering von Farbräumen angewendet.
Ein bildraumbasiertes Verfahren ist die schnelle Wasserscheiden-Transformation [De Smet und
Pries, 2000]. Hier werden die Grauwerte eines Bildes als Reliefhöhe interpretiert. Wird die-
ses Relief geflutet, ergeben sich so genannte Wasserscheiden respektive Grenzen zwischen den
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gefluteten Becken, welche als Segmentgrenzen interpretiert werden. Eine weitere oft angewen-
dete Methode ist die Multiskalen-Segmentierung nach [Baatz und Schäpe, 2000], welche in der
Software eCognition der Firma Trimble [Trimble, 2010] implementiert ist. Hier werden Pixel in
Abhängigkeit von zuvor definierten Parametern (bezüglich Segmentgröße, Form und spektra-
ler Information) sukzessive zusammengefasst. Des Weiteren wird durch das Zusammenfassen
von sich ähnelnden Bildsegmenten eine Segmenthierarchie generiert. Je nach Bildgröße, Bild-
inhalt und Wahl der Parameter ist dabei jedoch mit langen Prozessierungszeiten zu rechnen,
wobei zusätzlich Expertenwissen bei der Wahl der Parameter, welche die Größe und Form der
Segmente beeinflussen, erforderlich sind.
Die Verwendung einfacher quadratischer Bildsegmente wird oft erfolgreich im Bereich Com-
puter Vision [Kumar und Hebert, 2003a], [Awasthi et al., 2007] sowie auch vereinzelt für
Fragestellungen in der Fernerkundung [Kolaczyk et al., 2005], [Dai et al., 2009], [Hoberg und
Rottensteiner, 2010] verfolgt. Die Bereitstellung quadratischer Segmente ist mutmaßlich der
schnellste Weg der Segmentierung und vor allem vor dem Hintergrund der in Abschnitt 1.2
behandelten Rahmenbedingungen sehr attraktiv für das hier behandelte Anwendungsgebiet.
Es ist dabei allerdings zu beachten, dass die Segmente hier ohne Einbezug der Bildinforma-
tion generiert werden (top-down), wodurch die Mischung verschiedener semantischer Klassen
in den Segmenten sehr wahrscheinlich wird.
Die Bildsegmentierung kann als Integration von spektral gestützter Kontextinformation
interpretiert werden, da hier mitunter die Nachbarschaft von Bildpixeln betrachtet wird und
sich ähnelnde Bildpixel zusammengefasst werden. Darüber hinaus existieren noch weitere und
mehr abstrahierende Möglichkeiten des Einbezugs von Kontextinformation.
1.3.2 Kontextinformation und graphenbasierte Modelle
Im Zuge einer wahrscheinlichkeitsbasierten Klassifikation werden die thematischen Klassen
häufig mittels multivariater Normalverteilungen parametrisiert. Es wird dabei üblicherweise
eine bedingte Unabhängigkeit der Merkmale individueller Bildelemente3 angenommen, was zu
einer separaten Klassifikation dieser führt [Bishop, 2006]. Vor allem bei spektral schwer trenn-
baren Klassen können mit dieser Annahme Mehrdeutigkeiten auftreten, welche Fehlklassifika-
tionen sowie „Salz-und-Pfeffer“ Rauschen im Klassifikationsergebnis bewirken. In Abbildung
1.3 wird die Problematik der lokalen Mehrdeutigkeiten anhand von quadratischen Bildseg-
menten verdeutlicht. Das obere Segment repräsentiert den Schatten eines Gebäudes und ist
sowohl bei visueller Betrachtung der Darstellung auf der linken Seite der Abbildung, als auch
bei einer lokalen maximum likelihood-Klassifikation (ML) nicht von der thematischen Klasse
Wasser zu unterscheiden. Der Einbezug von Kontextinformation vermag diese Mehrdeutigkeit,
beispielsweise durch das Vorhandensein von Vegetation oder Merkmalen städtischer Bebauung
in einer definierten Nachbarschaft des betrachteten Bildelements, aufzulösen.
Verfahren der kontextuellen Klassifikation nutzen Informationen zwischen räumlich benach-
barten Pixeln oder Bildelementen, um Klassifikationsergebnisse zu verbessern [Hubert-Moy
et al., 2001], [Magnussen et al., 2004]. Graphenbasierte Modelle kombinieren die beiden Ge-
biete Graphen- und Wahrscheinlichkeitstheorie, wodurch sowohl a priori Wissen über die kon-
textuelle Struktur der thematischen Klassen, als auch statistische Modelle des Bildverhaltens
in einem konsistenten mathematischen Rahmen integriert werden können. Die Ableitung der
Klassenzugehörigkeiten der Bildelemente wird Inferenz genannt und durch die Optimierung
3In dieser Arbeit wird sowohl ein einzelnes Pixel als auch ein Bildsegment als Bildelement bezeichnet.
7
1 Einleitung
einer definierten Zielfunktion erreicht.
Abbildung 1.3: Zwei Bildelemente sind auf der Grundlage ihrer lokalen spektralen Informati-
on nicht voneinander unterscheidbar, obwohl sie eindeutig verschiedenen the-
matischen Klassen angehören (links). Nachbarschaftsinformation (die gelben
Segmente kennzeichnen eine Nachbarschaft erster Ordnung) kann bei der Klas-
sifikation zur Auflösung solcher Mehrdeutigkeiten beitragen (rechts).
Graphentheoretisch betrachtet kann der Einbezug der unmittelbaren lokalen Nachbarschaft
der Bildelemente (Nachbarschaft erster oder zweiter Ordnung) im oben geschilderten Beispiel
durch ein gitterbasiertes Modell erfolgen. Wie in Abbildung 1.3 rechts zu erkennen ist, weisen
fünf der acht unmittelbar benachbarten Bildelemente des oberen Bildelements dieselben bzw.
sehr ähnliche spektrale Eigenschaften auf und es wäre möglich, dass noch mehr oder alle Bild-
elemente der Nachbarschaft diese Eigenschaften haben. Der Einbezug von Kontextinformation
mit dieser Nachbarschaftsstruktur würde demnach unter Umständen nicht zu einer Auflösung
dieser Mehrdeutigkeit führen. Eine Erweiterung des Modells auf eine größere Nachbarschaft
ist prinzipiell möglich, führt allerdings zu einem rapiden Anstieg sowohl der Zahl der Modell-
parameter als auch der Komplexität und Rechenzeit der Inferenz. Dies verdeutlicht sowohl die
Lokalität als auch die Beschränkung des Ansatzes auf einen festen Skalenbereich.
Es wird oft konstatiert, dass ein zu modellierendes Phänomen (z.B. semantische Objekte
oder Klassen) ein bestimmtes charakteristisches Verhalten über eine Spanne von Skalen auf-
weist [Willsky, 2002], [Hay et al., 2003]. Für die Charakterisierung der Landbedeckung auf der
Grundlage von Fernerkundungsdaten haben Studien gezeigt, dass die erreichte Genauigkeit
der Klassifikation signifikant von der räumlichen Abdeckung der zu Grunde liegenden Bildpix-
el abhängt [Marceau et al., 1994]. Der Grundgedanke der Multiskalenprozessierung wurde in
der Vergangenheit beispielsweise für die Klassifikation anthropogener und natürlicher Objek-
te [Lang und Blaschke, 2003] sowie für die automatische Detektion von komplexen und zu-
sammengesetzten Objekten [Sun et al., 2010] in hochauflösenden Satellitenbildern aufgegriffen.
Wird als Graph an Stelle eines planaren Gitters beispielsweise eine Quadtree-Baumstruktur
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für die Definition der Nachbarschaft der Bildelemente verwendet, ergibt sich ein hierarchisches
Modell, bei dem jedes innere Bildelement ein Elternelement sowie vier Kindelemente hat. Das
obere Bildelement in Abbildung 1.3 ist in dieser Baumstruktur ein Knoten in Level N (vgl.
Abbildung 1.4). Die Bildelemente in den gröberen Levels (respektive Auflösungen) N − 1 bis
Abbildung 1.4: Definition der Nachbarschaft der Bildelemente mittels Quadtree-
Baumstruktur. Dargestellt ist ein Subgraph.
N −3 repräsentieren einen größeren Ausschnitt des Bildes, wobei das betrachtete Bildelement
in Level N jeweils mit enthalten ist. In diesen sind sowohl Vegetation als auch Strukturen,
welche auf anthropogen beeinflusste Bereiche schließen lassen, enthalten. Verknüpft mit der
Bedingung, dass das Auftreten von Wasserflächen in anthropogen beeinflussten Bereichen eine
sehr geringe Wahrscheinlichkeit hat, kann diese Information die Fehlklassifikation des Bildele-
ments in Level N vermeiden.
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1.4 Zielsetzung der Arbeit
Methoden der Bildanalyse für Anwendungen im Bereich Notfall- und Krisenkartierung sind
in der Regel für sehr spezielle Aufgaben und Rahmenbedingungen konzipiert und anwend-
bar. Die strengen Zeitvorgaben für die Generierung der verschiedenen Produkte sowie die
Schwierigkeit der rechnergestützten automatisierten Analyse hochauflösender Satellitenbilder
führt dazu, dass Kartierungen auch heutzutage oft auf der Grundlage visueller Interpreta-
tionen erfolgen. Daher besteht eine Notwendigkeit der Entwicklung neuer und im Hinblick
auf Robustheit, Laufzeit sowie Übertragbarkeit verbesserter Verfahren für die Analyse hoch-
auflösender optischer Satellitenbilder. Auch wenn sich grundsätzlich ein klarer Trend hin zu
automatisierten Methoden abzeichnet, wird in dieser Arbeit ein interaktiver Ansatz verfolgt,
der als Unterstützungssystem zur Minimierung manueller Interpretationsschritte zu sehen ist.
Diese Herangehensweise zielt auf eine Anwendung und Übertragbarkeit der Methode auf ver-
schiedenste Bildprodukte sowie thematische Fragestellungen.
Das Ziel der vorliegenden Dissertation ist die Konzipierung, Evaluierung und prototypische
Implementierung eines allgemeines Rahmenwerks zur (Vor-) Klassifikation hochauflösender
optischer Satellitenbilder für Anwendungen im Bereich Notfall- und Krisenkartierungen. Die
wahrscheinlichkeitsbasierte Zuordnung quadratischer Bildelemente zu den thematischen Klas-
sen soll durch einen hierarchischen Ansatz der statistischen graphenbasierten Bildmodellierung
erfolgen. Es handelt sich dabei um ein hybrides Modell, bei dem ein gerichteter hierarchischer
sowie ein ungerichteter planarer Graph miteinander kombiniert wird, so dass sowohl Bildin-
formation aus verschiedenen Abstraktionsebenen, als auch hierarchische und räumliche Kon-
textinformation integriert werden kann. Diese Kombination zielt auf den Erhalt der positiven
Eigenschaften des hierarchischen Modells hinsichtlich der Laufzeit der Inferenzverfahren. Im
Gegensatz zu anderen in der Literatur vorgestellten Ansätzen der graphenbasierten Bildmodel-
lierung wird durch diese sequentielle Vorgehensweise die Prozessierung von Satellitenbildern
ohne initial vorhandene Trainingsdaten ermöglicht. Die Schwerpunkte der Arbeit liegen so-
wohl bei der Konzipierung und Implementierung des Gesamtsystems, als auch speziell bei
dem Thema der graphenbasierten Bildmodellierung.
Zunächst soll eine vergleichende Gegenüberstellung existierender Verfahren der kontextu-
ellen Klassifikation vorgenommen werden und daraufhin die Entscheidung zu Gunsten der
graphenbasierten Modellierung begründet werden. Anschließend wird ein umfassender Über-
blick über den Themenbereich der graphenbasierten Bildmodellierung gegeben, wobei auf die
prinzipiellen Unterschiede der Verfahren eingegangen werden soll. Insbesondere werden die
generellen Unterschiede von planaren und hierarchischen sowie von generativen und diskrimi-
nativen Modellen herausgestellt und diskutiert, woraufhin die Anwendung eines generativen
Ansatzes in dieser Arbeit begründet werden kann.
Unter Einbezug der hier dargestellten Rahmenbedingungen und Anforderungen soll in die-
ser Arbeit ein hierarchisches generatives Modell angewendet werden. Diesbezüglich sind alle
Komponenten dieses Modells, respektive das Daten- und das a priori Modell, zu beschreiben.
Des Weiteren werden die statistischen Eigenschaften des Modells sowie die jeweiligen Metho-
den der Parameterschätzung und Inferenz detailliert dargestellt. Eine nachteilige Eigenschaft
des vorgeschlagenen Modells ist mit dem starren Graphen (Quadtree) und den quadratischen
Bildsegmenten gegeben. Die Untersuchungen in dieser Arbeit belegen, dass Fehlklassifikationen
aufgrund von spektralen Mehrdeutigkeiten (beispielsweise in Bereichen von Klassenübergän-
gen) mit diesem Modell nur begrenzt verhindert werden können. In dieser Arbeit werden daher
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Modifikationen der ursprünglichen Inferenzverfahren vorgeschlagen, welche diese Mehrdeutig-
keiten mitunter massiv eindämmen können.
Nach der eingehenden Behandlung der Methodik soll diese in ein interaktives Rahmen-
werk integriert werden. Die komplette Prozesskette sowie die Möglichkeiten der Bildprozes-
sierung durch Kombination unterschiedlicher Einzelkomponenten soll hier vorgestellt und ein
Überblick bezüglich der Anwendung der Methode sowie der dabei zu tätigenden interaktiven
Eingaben gegeben werden.
Die Bildmerkmale und die Merkmalsreduktion sind entscheidende Aspekte hinsichtlich der
Übertragbarkeit und Performanz der Methode. Aus diesem Grund sollen sowohl diverse in der
Literatur vorgestellte Merkmale sowie ein Verfahren der Merkmalsselektion in die Methode
integriert werden.
Vor dem Hintergrund einer Anwendung des Verfahrens in einem operationellen Kartierungs-
dienst sollen die einzelnen Prozessschritte hinsichtlich ihrer Sensitivität gegenüber den jeweils
einfließenden Parametern empirisch untersucht werden. Insbesondere sollen diesbezüglich die
Methoden der Parameterschätzung für das Daten- und das a priori Modell behandelt sowie
der Mehrwert der Multiskalenprozessierung und der modifizierten Inferenzverfahren mit dem
vorliegenden Modell herausgestellt werden.
Schließlich wird das Rahmenwerk durch einen Vergleich mit zwei weiteren Klassifikations-
methoden bezüglich dessen Mehrwert, Effektivität und Übertragbarkeit auf Satellitenbilder
mit unterschiedlichen Bildinhalten untersucht.
1.5 Gliederung der Arbeit
Die Arbeit ist wie folgt aufgebaut. In Kapitel 2 werden Verfahren der kontextuellen Klassifi-
kation behandelt und gegenüber gestellt. Diese Übersicht bildet die Grundlage für die Wahl
eines Ansatzes der statistischen graphenbasierten Modellierung für diese Arbeit. Anschließend
wird ein umfassender Überblick über verschiedene in der Literatur vorgestellte Verfahren der
graphenbasierten Bildmodellierung gegeben. Dabei wird vorerst nicht auf die mathematischen,
sondern vielmehr auf die anwendungsbezogenen Eigenschaften der Verfahren sowie deren prin-
zipielle Unterschiede eingegangen und die grundsätzlichen Probleme der existierenden Verfah-
ren bezüglich der Anwendung im Bereich Notfall- und Krisenkartierung herausgestellt.
In Abschnitt 3 werden die Ansätze der graphenbasierten Bildmodellierung eingehend behan-
delt. Dazu erfolgt eine Einordnung dieser in die Gruppen kausale und nicht kausale Verfahren,
wobei jeweils planare und hierarchische Ansätze existieren. Die jeweiligen statistischen Eigen-
schaften sowie die Methoden der Parameterschätzung und Inferenz werden für jede der vier
Gruppen anhand konkreter Beispiele behandelt. Auf der Grundlage der allgemeinen Darstel-
lung der Methoden sowie der mathematischen Eigenschaften dieser kann anschließend die Wahl
eines Ansatzes für diese Arbeit erfolgen. Insbesondere erfolgt in diesem Abschnitt eine Diskus-
sion über die theoretischen Unterschiede sowie die praktische Anwendung von diskriminativen
und generativen Verfahren der Bildmodellierung im Kontext von Notfall- und Krisenkartie-
rungen.
In Abschnitt 4 wird das hier vorgestellte hybride Modell, dessen statistische Eigenschaften
sowie die Methoden der Parameterschätzung und Inferenz behandelt. Es handelt sich da-
bei um eine Kombination eines hierarchischen gerichteten und eines planaren ungerichteten
Modells, mit dem hierarchischer Kontext und Bildinformation aus mehreren Skalenbereichen
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sowie räumlicher Kontext zwischen benachbarten Bildelementen innerhalb der feinsten Ska-
la modelliert werden können. Aufgrund von nachteiligen Eigenschaften, welche auf die starre
Graphenstruktur des hierarchischen Modells zurückzuführen sind, wird in Abschnitt 4.5.3 ei-
ne modifizierte Inferenzmethode vorgestellt. Um die positiven Eigenschaften bezüglich der
Rechenzeit der hierarchischen Inferenz zu erhalten, werden die beiden Modelle sequentiell an-
gewendet. In Abschnitt 4.7 wird diesbezüglich diskutiert, inwieweit die beiden Modelle auf
gewinnbringende Weise miteinander kombiniert werden können.
Die zuvor behandelte Methodik wird in Abschnitt 5 in ein interaktives Rahmenwerk inte-
griert. Hier wird der gesamte Ablauf der Prozessierung vorgestellt und exemplarisch erläutert.
Insbesondere werden hier die verschiedenen Möglichkeiten der Bildprozessierung, die jeweils
vom Bildinterpreten zu tätigenden Eingaben und Definitionen von Parametern sowie die Mög-
lichkeiten der Visualisierung von Zwischenergebnissen dargestellt.
In Abschnitt 6 erfolgt die konkrete Anwendung und empirische Untersuchung des Rahmen-
werks am Beispiel von sechs verschiedenen Subszenen des Sensors IKONOS, welche zunächst
in Abschnitt 6.1 vorgestellt werden. Die verwendeten Bildmerkmale werden in Abschnitt 6.2
vorgestellt und die Identifikation der problemrelevanten Bildmerkmale wird in Abschnitt 6.3
behandelt. Anschließend werden die Eigenschaften des Rahmenwerks mittels verschiedener
Experimente untersucht. In den Abschnitten 6.4 und 6.5 wird die Sensitivität der Parameter-
schätzung für das Daten- und a priori Modell bezüglich der jeweils einfließenden Parameter
und Trainingsdaten untersucht. Die semiautomatische Bereitstellung der Trainingsdaten für
das a priori Modell wird in Abschnitt 6.6 behandelt. In den Abschnitten 6.7 und 6.8 wird der
Mehrwert der Multiskalenprozessierung mit dem vorliegenden Modell herausgestellt und die
Ergebnisse der Methode mit denen einer ML-Klassifikation sowie einer weiteren hierarchischen
Inferenzmethode (sequential maximum a posteriori Inferenz (SMAP-Inferenz)) verglichen. An-
hand dieses Vergleichs wird die Relevanz des Rahmenwerks und vor allem der Mehrwert der
in Abschnitt 4 behandelten modifizierten Inferenzmethoden deutlich herausgestellt. Abschlie-
ßend wird in Abschnitt 6.9 der Zusammenhang zwischen einer Konfidenzkarte der Klassifika-
tion und den tatsächlichen Fehlklassifikationen herausgestellt und damit die Aussagekraft und
Verlässlichkeit dieser Information untersucht.
Eine Zusammenfassung und Bewertung der Ergebnisse dieser Arbeit sowie ein Ausblick
bezüglich weiterer Forschungsarbeiten in dem vorliegenden Themengebiet wird in Abschnitt
7 gegeben.
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Bei einer ML-Klassifikation erfolgt eine Parametrisierung der thematischen Klassen häufig
durch multivariate Normalverteilungen in einem Merkmalsraum, wobei die Parameter dieser
aus Trainingsdaten geschätzt werden. Auf der Grundlage der jeweils beobachteten spektralen
Werte sowie der Parametrisierung wird jedes Bildpixel durch ein daraus berechnetes statisti-
sches Ähnlichkeitsmaß klassifiziert. Die Klassifikationsgüte dieser pixelbasierten Methode ist
stark abhängig von weißem Rauschen, welches die Ähnlichkeit thematischer Klassen im Merk-
malsraum begünstigen kann [Sharma und Sarkar, 1998], [Kartikeyan et al., 1994]. Kontextin-
formation kann solche Mehrdeutigkeiten auflösen und somit bei der Unterscheidung zwischen
thematischen Klassen mit ähnlichen spektralen Eigenschaften sehr hilfreich sein.
Der Begriff Kontext bezieht sich prinzipiell nicht ausschließlich auf eine räumliche Nach-
barschaft von Bildelementen. Vielmehr entscheidet die üblicherweise durch einen Graphen
definierte Nachbarschaft über die Art des Kontexts. In Abschnitt 1.3.2 wird ein hierarchischer
Baum als Graph verwendet (Abbildung 1.4). Das daraus resultierende lokale Nachbarschafts-
system eines Bildelements bezieht sich dabei nicht auf die direkten räumlichen Nachbarn,
sondern auf die Nachbarn in den angrenzenden Hierarchieebenen. Daher kann hier von hie-
rarchischem Kontext gesprochen werden. Die kontextuellen Relationen, die in dieser Arbeit
behandelt werden, sind ausschließlich räumlicher oder hierarchischer Natur. Darüber hinaus
existieren weitere kontextuelle Relationen, wie temporaler Kontext (für Zeitreihenanalysen
oder Änderungsdetektionen) oder auch Kontext bezüglich unterschiedlicher Daten zu einem
gleichen Aufnahmezeitpunkt und mit gleicher räumlichen Abdeckung (Datenfusion beispiels-
weise von optischen und SAR-Daten). In diesem Abschnitt wird ein Literaturüberblick über
existierende Verfahren der kontextbasierten Klassifikation sowie speziell über Verfahren der
graphenbasierten Bildmodellierung gegeben.
2.1 Verfahren zur kontextbasierten Klassifikation
Verfahren der kontextuellen Klassifikation verwenden Glättungstechniken, räumliche Statisti-
ken, fuzzy-logic, Segmentierungen, neuronale Netze oder Markov-Zufallsfelder [Lu und Weng,
2007].
Filter werden sowohl in Vor- als auch in Nachbearbeitungsschritten auf das Originalbild
respektive auf das Ergebnis einer Klassifikation angewendet. Ein Beispiel für letztere ist der
majority-Filter [Mather, 2004], der eine Glättung des ursprünglichen Ergebnisses bewirkt. Ein
Standard majority-Filter weist einem Pixel die Klasse zu, welche in seiner Nachbarschaft am
häufigsten vorkommt. Eine weitere Möglichkeit der Nachprozessierung ist mit der Anwendung
morphologischer Operatoren, wie erosion, dilation, opening oder closing gegeben.
Die Erfassung und Beschreibung der lokalen Variationen in den spektralen Bändern eines
Satellitenbildes kann ebenfalls durch Filterung erfolgen. Hier werden beispielsweise Textur-
merkmale abgeleitet, die als zusätzliche spektrale Bänder in die Klassifikation einfließen. Da-
für werden geostatistische Techniken [Atkinson und Lewis, 2000] sowie räumliche autokorrela-
tionsstatistische Informationen [Myint et al., 2007] herangezogen.
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Die Filterung oder Glättung von Klassifikationsergebnissen kann zu einer Verbesserung der
Klassifikationsgüte führen. Bevor jedoch die Anwendung solcher Nachbearbeitungsschritte in
dieser Arbeit erwogen wird, soll zunächst das Klassifikationsverfahren selbst behandelt wer-
den, da dadurch möglicherweise Nachbearbeitungsschritte dieser Art obsolet werden. Die An-
wendung von Texturmerkmalen kann hingegen besonders bei hochauflösenden Bildern und in
strukturierten Bildbereichen, die beispielsweise anthropogen beeinflusste Gebiete repräsentie-
ren, hilfreich bei der Unterscheidung thematischer Klassen sein. Daher sollen hier ebenfalls
Texturmerkmale verschiedenster Art für die Klassifikation bereitgestellt werden.
An Stelle einer harten Zuweisung einer Klasse zu einem Pixel kann mittels fuzzy Klassi-
fikationsmethoden eine „weiche“ Entscheidung getroffen werden. Unter Verwendung einer so
genannten fuzzy partition Matrix kann nach [Wang, 1990] der Grad der Zugehörigkeit eines
Pixels zu jeder thematischen Klasse repräsentiert werden. Dieser Grundgedanke wurde in [Cai
et al., 2007] mit einer unüberwachten Segmentierung durch clustering des Merkmalsraums
kombiniert. Das Ergebnis ist eine Familie schneller und robuster fuzzy c-means clustering Al-
gorithmen, bei denen die Zugehörigkeit eines Pixels zu mehreren Clustern möglich ist. Neben
spektralen Informationen werden hier auch räumliche Informationen bezüglich der Nachbar-
schaft eines Pixels im Bildraum einbezogen, wodurch Detailerhalt sowie Robustheit gegenüber
Rauschen erreicht wird. Ein weiterer Ansatz, bei dem die fuzzy-set Theorie Anwendung findet,
ist mit der Software eCognition gegeben. Hier wird eine segmentbasierte Multiskalenprozes-
sierung ermöglicht, bei der kontextuelle Bedingungen mit einer hierarchischen semantischen
Wissensbasis definiert werden. Die Klassifikation von Landbedeckung oder gar Landnutzung
erfolgt hier auf der Grundlage vielfältiger spektraler, textueller, formbasierter und kontex-
tueller Merkmale, wobei jeweils fuzzy Funktionen und logische Regeln bezüglich einzelner
Merkmale für die Trennung zwischen den thematischen Klassen herangezogen werden. Ein
entscheidender Nachteil bei diesem Ansatz besteht in der Schwierigkeit der Erstellung eines
solchen Regelwerks, da die Merkmale, fuzzy Funktionen, Schwellwerte und nicht zuletzt die
Reihenfolge der Anwendung dieser manuell gewählt werden müssen. Die Übertragbarkeit eines
definierten Regelsatzes auf unterschiedliche Daten und Problemstellungen ist meist mit einem
enormen Aufwand bezüglich der Anpassung der Regelsätze verbunden.
Wie in Abschnitt 1.3.1 erläutert wurde, kann die Bildsegmentierung ebenfalls als Ansatz für
den Einbezug von Kontext gesehen werden. Ziel dieser low-level Operation ist die Unterteilung
des Bildes in sich nicht überlappende Segmente. Es kann zwischen merkmalsraumbasierten
Verfahren und bildraumbasierten Verfahren unterschieden werden. Erstere sind beispielsweise
clustering-Verfahren, wie die ISODATA Methode sowie auf Histogrammschwellwerten basie-
rende Techniken. Im Bildraum operierende Verfahren teilen und verschmelzen (split and merge)
Bildelemente oder lassen diese anwachsen (region growing), wodurch eine räumliche Kompakt-
heit der Segmente gewährleistet wird. Wie zuvor beschrieben, wird der segmentbasierte Ansatz
erfolgreich für die Klassifikation von Landbedeckung in hochauflösenden Satellitenbildern an-
gewendet und daher auch in dieser Arbeit verfolgt.
Neuronale Netze fallen ebenfalls in die Gruppe der im Bildraum arbeitenden Verfahren.
Grundsätzlich handelt es sich hier um Strukturen, welche aus einer großen Anzahl stark ver-
flochtener elementarer Prozessoren bestehen. Neben dem Vorteil der parallelen Prozessierung
ist hier auch der Einbezug von räumlichem Kontext möglich. Es handelt sich um einen nicht
parametrischen Ansatz, der ohne Annahmen über die Verteilung der Bilddaten im Merkmals-
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raum aus kommt. Weitere Vorteile eines solchen Klassifikators sind die gute Lernfähigkeit
sowie die Fähigkeit zur Generalisierung. Nachteilig ist das langsame, aufwändige und iterati-
ve Training aufgrund der hohen Konnektivität der Elementarprozessoren sowie die Forderung
nach umfassenden Trainingsdaten. Zudem existieren keine expliziten Regeln für die Wahl einer
adäquaten Netzarchitektur, wodurch sich dieser Ansatz nicht für diese Arbeit eignet. Weiter-
führende Informationen zu diesem Thema sind beispielsweise in [Lucchese und Mitra, 2001]
und [Pal und Pal, 1993] zu finden.
Markov-Zufallsfelder (MRF) gehören der Klasse der graphenbasierten Ansätze an und wer-
den für die kontextuelle Klassifikation am häufigsten angewendet [Magnussen et al., 2004].
Es handelt sich dabei um Bayes’sche statistische Modelle, bei denen die natürliche Inte-
gration von sowohl statistischen Modellen des Bildverhaltens als auch a priori Wissen über
die kontextuelle Struktur von semantischen Klassen erfolgen kann. Ein Graph definiert hier
auf einfache und übersichtliche Art die Abhängigkeiten zwischen den Bildelementen. Um
rechnerische Tragbarkeit zu gewährleisten, werden neben dieser Lokalität üblicherweise ver-
einfachende Annahmen getroffen, so dass eine Zerlegung globaler Wahrscheinlichkeitsver-
teilungen in eine (teil-) faktorisierte Form und damit die Entwicklung effizienter Algorith-
men für die Berechnung der gesuchten Größen ermöglicht wird. Verschiedenste Aufgaben-
stellungen, wie beispielsweise Bildrekonstruktion, Kantendetektion, Klassifikation und Ver-
minderung von Rauschen können mit graphenbasierten Ansätzen bearbeitet werden. Auf-
grund von Unsicherheiten, wie Rauschen und spektralen Mehrdeutigkeiten (vergleiche Ab-
schnitt 1.3), existiert keine exakte oder perfekte Lösung eines Problems. Mit statistischen
graphenbasierten Ansätzen kann die Bestimmung einer, im Sinne der stochastischen Mo-
dellbildung, optimalen jedoch inexakten Lösung erfolgen [Li, 2009]. Die Algorithmen da-
für basieren auf fundierten mathematischen Prinzipien und nicht auf ad-hoc Heuristiken
[Chellappa und Jain, 1993]. Im Vergleich zu anderen Verfahren, wie der auf fuzzy-sets basierten
Klassifikation, können hier die jeweiligen Modellparameter auf der Grundlage von Trainings-
daten durch entsprechende Algorithmen für jedes Klassifikationsproblem gesondert geschätzt
werden, so dass eine manuelle Anpassung dieser nach dem trial-and-error Prinzip entfällt.
Aus diesem Grund wird in dieser Arbeit ein statistischer graphenbasierter Ansatz gewählt. Im
Folgenden wird eine Literaturübersicht zu diesem Thema gegeben.
2.2 Graphenbasierte Bildmodellierung
In den letzten vier Jahrzehnten wurden in den Bereichen computer vision (maschinelles Sehen)
und Fernerkundung viele verschiedene Ansätze zur kontextbasierten Klassifikation mittels gra-
phenbasierter Bildmodellierung vorgeschlagen. Prinzipiell handelt es sich bei diesen Modellen
um globale Wahrscheinlichkeitsverteilungen, welche bezüglich eines Graphen definiert sind.
Der Graph definiert die lokale Nachbarschaft der Bildelemente, wodurch die Abhängigkeiten
dieser sehr leicht ablesbar ist. Da somit im Umkehrschluss auch die essentielle Eigenschaft der
Unabhängigkeit definiert ist, wird auch von Unabhängigkeitsgraphen gesprochen.
Die Modelle werden in der Literatur anhand ihrer Eigenschaften jeweils in zwei Gruppen
eingeteilt. So kann eine Untergliederung in die Gruppen diskriminativ und generativ, zyklisch
und azyklisch, gerichtet und ungerichtet oder hierarchisch und planar erfolgen. Da an dieser
Stelle lediglich eine übergeordnete und anwendungsbezogene Betrachtung existierender An-
sätze erfolgen soll, ohne detailliert auf die mathematischen Eigenschaften und Unterschiede
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dieser einzugehen, wird in diesem Abschnitt eine Gruppierung nach hierarchischen und pla-
naren Modellen vorgenommen. Auch vor dem Hintergrund einer Multiskalenprozessierung in
dieser Arbeit erscheint diese Einteilung als sehr dienlich.
2.2.1 Planare Modelle
In planaren Modellen werden die Abhängigkeiten zwischen den Bildelementen durch einen
flachen Graphen definiert. Das gitterbasierte MRF ist das am häufigsten in der Literatur an-
gewendete Modell. Es wurde im Bereich computer vision durch die Arbeiten von Cross und
Jain [Cross und Jain, 1983], Besag [Besag, 1974] [Besag, 1986] sowie Geman und Geman [Ge-
man und Geman, 1984] bekannt. MRFs werden in einem wahrscheinlichkeitsbasierten genera-
tiven Rahmenwerk verwendet, welches die gemeinsame Verteilung der beobachteten Variablen
(Bildinformation) und der dazu korrespondierenden Klassenzugehörigkeiten modelliert [Li,
2009]. Erfolgt bei einem binären Klassifikationsproblem die Definition der Nachbarschaft durch
ein Gitter, welches jedes Bildelement beispielsweise mit seinen vier unmittelbaren Nachbarn
(Nachbarschaft erster Ordnung) verbindet (vergleiche Abbildung 2.1), sowie eine Verwendung
richtungs- und ortsunabhängiger sowie paarweiser Potentiale zwischen den Elementen, spricht
man von einem Ising-Modell. Die lokale Beschränkung der Nachbarschaft wird dadurch legi-
Abbildung 2.1: Schematische Darstellung eines Markov-Zufallsfeldes aus [Kumar, 2005]. Jedes
Pixel i wird mit zwei Zufallsvariablen assoziiert. Die dunklen Knoten reprä-
sentieren die Beobachtungen yi, die hellen Knoten die gesuchten Klassenzuge-
hörigkeiten xi.
timiert, dass mit einer wachsenden Entfernung die Korrelation zwischen den Bildelementen
rapide abnimmt. Die Favorisierung von Klassengleichheit zwischen einem Element und dessen
Nachbarn mit dem Ising-Modell (Zweiklassenproblem) oder dem Potts-Modell [Bouman und
Shapiro, 1994] bewirkt eine Glättung. Ein üblicherweise manuell definiertes Gewicht reguliert
dabei den Einfluss des Kontexts.
In [Bruzzone und Prieto, 2000] wird ein MRF auf Differenzenbilder von Landsat 5-Szenen
(räumliche Auflösung: 30 m) angewendet, um eine unüberwachte kontextbasierte Verände-
rungsdetektion durchzuführen. Der Einbezug von temporalem Kontext kann neben der Pro-
zessierung von Differenzenbildern auch durch eine entsprechende Erweiterung des Modells
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erfolgen. Daraus resultieren für zwei Szenen, welche den gleichen Bereich der Erdoberfläche
zu unterschiedlichen Zeitpunkten repräsentieren, zwei planare MRFs, wobei jeweils zusätzlich
die beiden korrespondierenden Knoten verbunden sind. In [Liu et al., 2008] wird durch eine
solche Modellerweiterung eine Veränderungsdetektion in Waldgebieten unter Verwendung von
Landsat Daten durchgeführt.
Die Knoten in einem MRF sind durch einen ungerichteten Graphen miteinander verbunden.
Hidden Markov-Modelle (HMMs) basieren im Gegensatz dazu auf Markov-Ketten [Markov,
1913]. An Stelle von paarweisen Cliquenpotentialen1 werden Übergangswahrscheinlichkeiten,
welche von den Zuständen der benachbarten Elemente in der Kette abhängen, herangezogen.
In [Li et al., 2000] wird dieser Ansatz auf zwei Dimensionen erweitert. Dabei wird das gesamte
Bild sukzessive diagonal durchquert und jeweils die schon besuchten Nachbarn der quadrati-
schen Bildsegmente einbezogen. Die Relevanz des Ansatzes wurde anhand der Segmentierung
von Dokument- sowie Luftbildern demonstriert. Markov-Ketten in Form von Hilbert-Peano
scans werden in [Derrode und Pieczynski, 2000] ebenfalls für die Segmentierung von Dokumen-
ten und Luftbildern angewendet. Auch hier kann eine Erweiterung des Modells auf räumlich-
temporalen Kontext erfolgen. Grundsätzlich ist zu beachten, dass ein eindimensionaler Ansatz,
bei dem eine bestimmte Anordnung der Elemente angenommen wird, üblicherweise subopti-
mal ist [Li et al., 2000] und das Ergebnis generell von der Wahl des Graphen abhängt. Dieser
Sachverhalt ist für alle graphenbasierten Modelle gleichsam gültig.
In [Zhong et al., 2007] wird ein MRF-basiertes Rahmenwerk mit adaptiven Nachbarschafts-
systemen vorgeschlagen. Unter Verwendung verschiedener definierter Nachbarschaftssysteme
wird nicht die oben beschriebene Glättung erzielt, sondern vielmehr der Erhalt von gewünsch-
ten Strukturen, wie beispielsweise Linien, erwirkt. Zusätzlich dazu werden neben dem her-
kömmlich verwendeten statistischen Datenmodell der thematischen Klassen im Merkmals-
raum auch die Variationen zwischen den thematischen Klassen basierend auf den Differenzen
zwischen den Merkmalsvektoren modelliert. Das Verfahren wurde erfolgreich für die Klassifi-
kation von Nahbereichsfotografien sowie von Landsat TM-Satellitenbildern angewendet. Bei
den bisher genannten generativen Modellen wird die gemeinsame Verteilung P (x, y) und somit
auch implizit die beobachteten Bilddaten durch p (y|x) modelliert. Die rechnerische Tragbar-
keit wird durch die Annahme der Unabhängigkeit der beobachteten Bilddaten gegeben den
Nachbarelementen erwirkt. In [Zhong et al., 2007] wird durch die Formulierung eines Daten-
modells, welches auf Statistiken zwischen benachbarten Bildelementen basiert, der zusätzliche
Einbezug von Kontextinformation bezüglich der Bilddaten realisiert.
Conditional random fields (CRF) kommen ohne die oben genannten Unabhängigkeitsan-
nahmen aus und wurden erstmals von [Lafferty et al., 2001] im Kontext der Segmentierung
und Klassifizierung sequentieller Daten vorgeschlagen. Dieser Ansatz ist im Bereich der Mus-
tererkennung aufgrund der Fähigkeit, Abhängigkeiten nicht nur zwischen den Klassenlabels2
benachbarter Bildelemente, sondern auch zwischen den Labels und den Bildmerkmalen zu mo-
dellieren, bekannt geworden. In [Kumar und Hebert, 2003a] erfolgt mit den diskriminativen
Zufallsfeldern (DRF) erstmals eine Übertragung dieses Ansatzes in den Bereich der Bildver-
arbeitung, wodurch grundsätzlich die Anwendung von überlappenden Bildmerkmalen ermög-
licht wird. Des Weiteren kann, wie oben beschrieben, die Modellierung der Kontextinformation
1Eine Clique ist ein Subgraph des Bildmodells. In dieser Arbeit werden ausschließlich die sehr weit ver-
breiteten paarweisen Cliquen verwendet, da diese eine einfache Form aufweisen und daraus ein niedriger
Prozessierungsaufwand resultiert.
2Ein Klassenlabel entspricht der diskreten Variable x, die die Klassenzugehörigkeit eines Bildelements be-
schreibt.
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ebenfalls in Abhängigkeit der Bildinformation erfolgen. In [Kumar, 2005] werden mittels DRFs
unter anderem künstliche Strukturen in Nahbereichsbildern klassifiziert, wobei auch hier qua-
dratische Segmente betrachtet werden. Um die Charakteristika dieser Strukturen zu erfassen,
wird für jedes zu klassifizierende Bildelement sowie aus größeren Bildbereichen, die das Bild-
element zentral beinhalten, ein gradientenbasiertes Maß für dessen Strukturiertheit abgeleitet.
In [Hoberg und Rottensteiner, 2010] werden für DRFs ebenfalls gradientenbasierte Merkmale
aus verschiedenen Skalen sowie Farbmerkmale für die Klassifikation von Siedlungsbereichen
basierend auf IKONOS-Bildern mit einer räumlichen Auflösung von 4 m angewendet. Dabei
zeigt sich im Vergleich zu einer lokalen ML-Klassifikation der quadratischen Bildsegmente eine
deutliche Verbesserung der Klassifikationsgüte.
Auch wenn in DRFs überlappende Bildbereiche erlaubt sind, beschränkt sich die Interaktion
der Bildelemente bei planaren Graphen weiterhin auf eine feste Skala, wie beispielsweise der Pi-
xelebene. Vor allem bei der Prozessierung hochauflösender Daten ist dadurch die Modellierung
kontextueller Bedingungen räumlich sehr begrenzt. Die Nachbarschaftssysteme können prinzi-
piell auf größere Bereiche ausgedehnt werden, allerdings bewirkt dies einen rapiden Anstieg der
Modellparameter, sowie erheblich längere Rechenzeiten. Hierarchische graphenbasierte Model-
le können die intrinsische hierarchische Natur von Fernerkundungsdaten besser erfassen und
weitreichende kontextuelle Beziehungen modellieren [Bouman und Shapiro, 1994].
2.2.2 Hierarchische Modelle
Bei hierarchischen Ansätzen werden häufig kausale azyklische Baumstrukturen als Unabhän-
gigkeitsgraph herangezogen, da sich dadurch generell rechnerisch effiziente, nicht iterative und
exakte Inferenzmethoden ableiten lassen [Pérez et al., 2000]. Gerichtete azyklische Graphen
sind unter dem Namen Bayes’sche Netze bekannt. Die Bezeichnung dieser Modelle als MRF
wurde erstmals in [Bouman und Shapiro, 1994] eingeführt und auch in dieser Arbeit verwendet.
Durch gerichtete Quadtrees definierte MRFs werden beispielsweise in [Laferté et al., 2000]
und [Collet und Murtagh, 2004] für die Klassifikation von Luftbildern und verrauschten künst-
lichen Bildern sowie für die Segmentierung von astronomischen Aufnahmen angewendet. Die
thematischen Klassen werden bei diesem generativen Ansatz mittels Gaußverteilungen auf
verschiedenen Hierarchieebenen respektive Levels des Quadtrees modelliert. Aufgrund des ge-
richteten Graphen werden die kontextuellen Bedingungen an Stelle von Potentialen mittels
bedingten Wahrscheinlichkeiten, den so genannten Übergangswahrscheinlichkeiten, zwischen
den thematischen Klassen in benachbarten Hierarchieebenen formuliert, so dass hier von hie-
rarchischem Kontext gesprochen werden kann. Bei der Quadtree-Struktur können räumlich
benachbarte Elemente innerhalb eines Skalenbereichs von unterschiedlichen Elternelementen
in gröberen Skalenbereichen abstammen, was zu Blockeffekten in den Inferenzergebnissen füh-
ren kann. Um diesen Effekt zu reduzieren, wird in [Bouman und Shapiro, 1994] ein Multiska-
len Zufallsfeld (MSRF) zur Bayes’schen Bildsegmentierung basierend auf Pyramidengraphen
vorgeschlagen. Durch die erhöhte Konnektivität der Knoten des Baumes ergeben sich wie-
derum approximative Inferenzmethoden. Weitere Möglichkeiten der Verringerung des Effekts
bestehen in einer nachträglichen Glättung des hierarchischen Inferenzergebnisses beispielsweise
durch die Anwendung eines planaren MRFModells in der feinsten Ebene des Quadtrees [Luett-
gen et al., 1993], [Martinis et al., 2011], sowie durch die Verwendung von Baumstrukturen mit
überlappenden Bildelementen [Irving et al., 1997]. In [Wilson und Li, 2002] wird hingegen ein
Quadtree verwendet, in dem jedes Bildelement nicht nur mit dem Eltern- und den Kindknoten
der benachbarten Hierarchieebenen, sondern auch mit den unmittelbaren Nachbarn innerhalb
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der jeweiligen Ebene verbunden ist (räumlich-hierarchischer Kontext). Daraus resultiert wie-
derum ein zyklischer Graph und somit aufwändige und iterative Inferenzmethoden.
Kennzeichnend für nahezu alle in der Literatur vorgestellten hierarchischen Ansätze ist, dass
in jedem Skalenbereich dieselben thematischen Klassen modelliert werden. Bezüglich einer
Klassifikation von Fernerkundungsdaten erscheint dieser Modellierungsansatz nicht zielfüh-
rend, da in gröberen Skalenbereichen nicht dieselben semantischen Klassen wie beispielsweise
in der feinsten Auflösungsstufe repräsentiert werden können. In [Kolaczyk et al., 2005] wer-
den für Zwecke der Landbedeckungsklassifikation so genannte mixlets vorgestellt, wodurch
beispielsweise das nebeneinander und zyklische Auftreten von Bäumen und Sandboden in
höheren Hierarchieebenen zu der Klasse Baumplantage aggregiert werden kann. Es wird ei-
ne dyadische Baumstruktur für die Repräsentation der Struktur der thematischen Klassen in
verschiedenen Auflösungsstufen verwendet. Parallel dazu wird für die Definition der Nachbar-
schaften zwischen den einzelnen Skalenbereichen wiederum ein Quadtree herangezogen.
Üblicherweise basiert die Modellierung auf regulären Unabhängigkeitsgraphen mit einfachen
quadratischen Bildelementen. Für die Generierung dieser Struktur werden die Bilddaten nicht
berücksichtigt, so dass das Auftreten von Mischklassen in den Bildelementen wahrscheinlich
ist. Um dies zu verhindern, wird in [He et al., 2006] ein planares Modell mit einer so genann-
ten super pixel Repräsentation des ursprünglichen Bildes verwendet, was zu einer gewollten
Übersegmentierung des Bildes führt. In [Martinis et al., 2011] hingegen werden die Methoden
der hierarchischen Modellierung mittels Quadtree auf irreguläre hierarchische Graphen über-
tragen. Hier wird der Graph durch das Ergebnis einer Multiskalensegmentierung nach [Baatz
und Schäpe, 2000] definiert. Die Methode wird erfolgreich und operationell für die Verände-
rungsdetektion von Hochwasserereignissen aus hoch- und mittelauflösenden SAR-Daten vom
Kartierungsdienst ZKI angewendet.
Äquivalent zu den planaren Modellen wurden in der Vergangenheit vereinzelt hierarchische
generative Ansätze vorgestellt, um die Unabhängigkeitsannahmen bezüglich der Bilddaten zu
lockern. In [Cheng und Bouman, 2001] wird ein Ansatz für die Segmentierung von Dokumen-
ten vorgeschlagen, bei dem für die Merkmale eines Bildelements eine Abhängigkeit sowohl
von dessen Klassenzugehörigkeit, als auch von den Bildmerkmalen des Elternsegments ange-
nommen wird. Eine Vorhersage der Merkmale in einem Bildelement wird daraufhin für jede
Klasse durch eine lineare Funktion, welche von den Merkmalen des Elternsegments sowie von
zwei Koeffizienten abhängig ist, getroffen. Für das Datenmodell wird an Stelle der üblicher-
weise verwendeten likelihood die Differenz aus Merkmalsvektor und Vorhersage verwendet.
Die Modellierung der Übergangswahrscheinlichkeiten erfolgt auf der Grundlage eines binären
Klassenwahrscheinlichkeitsbaumes. In [Wilson und Li, 2002] werden wiederum für die Segmen-
tierung von texturierten Bildern - ähnlich wie in [Zhong et al., 2007] - auf der Grundlage von
Differenzen der Merkmalsvektoren benachbarter Bildelemente die Variationen zwischen den
Klassen modelliert. Dafür sind dieselben Bildmerkmale in allen Elementen erforderlich.
Auch im Bereich der hierarchischen Modelle wurden in den vergangenen Jahren diskrimi-
native Verfahren vorgestellt. Bei multiscale conditional random fields (mCRF) [Richard et al.,
2004], die für die Klassifikation von Nahbereichsfotografien angewendet wurden, wird keine
feste hierarchische Struktur, sondern lokale, regionale und globale Klassifikatoren (Neuro-
nale Netze), die miteinander verknüpft sind, verwendet. Tree structured conditional random
fields [Awasthi et al., 2007] (TCRF) verwenden wiederum einen ungerichteten Quadtree, wo-
durch sich auch hier nichtiterative Inferenzmethoden ableiten lassen. Die Parameter dieses
Modells sind lokale und globale Potentiale, welche den Einfluss der Bilddaten auf die Klassen-
labels sowie die Kompatibilität der versteckten Variablen in einem Level des Baumes gegeben
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den Nachbarn repräsentieren. Ähnlich wie bei den mCRFs fließen hier die Bilddaten lediglich
im feinsten Level des Quadtrees ein. Nach Wissen des Autors wurden diskriminative hierar-
chische Modelle bisher nicht für die Klassifikation von Fernerkundungsbildern angewendet.
2.3 Diskussion
Die graphenbasierte Bildmodellierung wird für eine Vielzahl unterschiedlicher Anwendungen
eingesetzt. Kennzeichnend für nahezu alle Verfahren ist, dass reguläre Graphen sowie recht-
eckige oder quadratische Bildelemente verwendet werden. Planare pixelbasierte Modelle mit
gitterbasierten Graphen erscheinen aufgrund der sehr begrenzten Nachbarschaft vor allem für
die Prozessierung hochauflösender Satellitenbilder ungeeignet. Eine Anwendung auf Bildseg-
mente vermindert diesen Umstand und ermöglicht darüber hinaus die Berechnung von Textur-
und anderen Strukturmerkmalen.
Im Gegensatz zu planaren Modellen ermöglichen hierarchische Ansätze den Einbezug von
weitreichenderen kontextuellen Interaktionen. Des Weiteren besteht prinzipiell die Möglichkeit
des Einbezugs von Bildinformationen unterschiedlicher Skalenbereiche. Vor dem Hintergrund
eines möglicherweise skalenspezifischen Verhaltens von Naturerscheinungen in einem Bild sowie
der inhärenten hierarchischen Struktur von Satellitenbildern, soll auch in dieser Arbeit ein
hierarchischer Ansatz verfolgt werden. Für die hierarchische Bildrepräsentation wird häufig
ein gerichteter Quadtree verwendet, wodurch eine Anwendung schneller, nichtiterativer und
mathematisch exakter Inferenzmethoden möglich ist. Daher erscheint diese Struktur auch für
eine Anwendung im Bereich Notfall- und Krisenkartierungen sehr attraktiv. Die sehr schnelle
Generierung eines Quadtrees ist ein weiteres Argument für die Verwendung eines Graphen
dieser Form.
In nahezu allen in der Literatur vorgestellten hierarchischen Verfahren (ausgenommen [Ko-
laczyk et al., 2005]) werden in allen Hierarchieebenen dieselben thematischen Klassen model-
liert sowie dieselben Merkmale zur Beschreibung der Bildeigenschaften herangezogen. Diese
Vorgehensweise erscheint für die Erfassung und Beschreibung der Bildeigenschaften eines Sa-
tellitenbildes nicht sinnvoll. Es ist vielmehr zu erwarten, dass in verschiedenen Skalenbereichen
sowie in damit einhergehend unterschiedlich großen Bildelementen jeweils auch andere Bild-
merkmale für die Trennung zwischen den Klassen relevant werden.
Diskriminative Ansätze ermöglichen auch bei planaren Modellen die Verwendung von Bild-
merkmalen aus mehreren Skalen. Allerdings beschränkt sich die Kontextmodellierung hier
weiterhin auf den flachen und üblicherweise gitterförmigen Graphen. Hierarchische diskrimina-
tive Modelle, wie die TCRFs [Awasthi et al., 2007], verwenden aus Effizienzgründen wiederum
Quadtrees. Die Betrachtung der Bildinformation erfolgt hier jedoch analog zu den DRFs in
der feinsten Ebene des Quadtrees in Form von Multiskalen-Merkmalsvektoren. Dies impliziert
wiederum, dass die Knoten in den darüber liegenden Skalenbereichen zwar Klassenlabels x,
jedoch keine Bildinformationen y repräsentieren.
Im Gegensatz zu den oben angeführten Ansätzen ist die Klassifikation von Satellitenbildern
im Kontext von Notfall- und Krisenkartierungen mit sehr restriktiven und einschränkenden
Rahmenbedingungen verbunden. Während Verfahren häufig im Kontext einer bestimmte An-
wendung vorgeschlagen werden, ist in dieser Arbeit ein hohes Maß an Flexibilität gefordert.
Weitere Unterschiede bestehen in der Forderung nach einer schnellen Prozessierungszeit sowie
in der sehr eingeschränkten Verfügbarkeit von Trainingsdaten. So wird in dieser Arbeit eine
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sehr schnelle Prozessierung auf der Basis von möglichst wenig interaktiv bereitzustellenden
Trainingsdaten und anderen Informationen angestrebt, wohingegen in den meisten anderen
Anwendungen keine Bedingungen bezüglich der Laufzeit bestehen und ausreichend Trainings-
daten in Form von mehreren klassifizierten Bildern vorhanden sind.
Vor dem Hintergrund der begrenzten Datengrundlage für die Aufgabe der Klassifikation in
dieser Arbeit erscheint ein Ansatz der Mutiskalenprozessierung sehr vorteilhaft. Bei einer Ver-
wendung eines Quadtrees für die Repräsentation des Unabhängigkeitsgraphen ergeben sich
effiziente nicht iterative Algorithmen der Inferenz, wodurch begrenzte und verhältnismäßig
kurze Rechenzeiten zu erwarten sind. Um die hierarchische Struktur von Satellitenbildern
adäquat erfassen zu können, wird im Unterschied zu den existierenden Verfahren die freie
Definition von unterschiedlichen semantischen Klassen in beliebigen Hierarchieebenen vorge-
schlagen, wodurch eine Aggregierung respektive Generalisierung von thematischen Klassen
in gröberen Hierarchieebenen erreicht werden kann. Dadurch wird sicher gestellt, dass die
Segmente in gröberen Skalenbereichen ebenfalls eine semantische Bedeutung haben. Für eine
optimale Trennung der thematischen Klassen sowie im Zuge der Berücksichtigung der unter-
schiedlichen Segmentgrößen in den verschiedenen Skalen, sollen jeweils die optimalen Bild-
merkmale verwendet werden. Ob hier prinzipiell ein generativer oder diskriminativer Ansatz
verfolgt werden sollte, wird im folgenden Abschnitt diskutiert.
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Statistische graphenbasierte Modelle sind ein Werkzeug für das Lösen von komplexen und mit
Unsicherheiten behafteten Problemstellungen. Ein komplexes System wird hier aus einfachen
und elementaren Teilen zusammengesetzt, wobei Zusammenhänge und Interaktionen zwischen
den definierten Variablen in Form von kontextuellen Bedingungen dargestellt werden. Die ur-
sprüngliche Aufgabenstellung in dieser Arbeit ist die Klassifikation von Bildsegmenten und
kann als inverses Problem aufgefasst werden, bei dem die „beste“ Realisierung der so genann-
ten versteckten Variablen x (Klassenlabels) gegeben den beobachteten Variablen y (Bilddaten)
gesucht ist, wobei y in bestimmter Weise mit den versteckten Variablen interagiert. Da es sich
um statistische Ansätze handelt, werden die Variablen x und y als Ereignisse der Zufallsvek-
toren X und Y aufgefasst. Es wird eine diskrete Menge von K Klassen angenommen, bei der
die Wahrscheinlichkeit, dass eine Zufallsvariable Xi einen Wert xi annimmt, mit P (Xi = xi)
bezeichnet wird. Im Folgenden wird für diese und andere Wahrscheinlichkeiten eine Abkür-
zung der Form P (Xi = xi) = P (xi) verwendet. Die gemeinsame Wahrscheinlichkeit einer
Konfiguration von Zufallsvariablen x ist P (X = x) = P (X1 = x1, . . . , Xn = xn) und wird mit
P (x) abgekürzt. Ein einzelnes Element (Knoten) eines Graphen wird im Folgenden mit i oder
auch xi bezeichnet, wobei xi gleichzeitig auch die Variable für die Klassenzugehörigkeit von
Element i ist.
Generell können Verfahren der statistischen graphenbasierten Bildmodellierung in kausa-
le und nicht kausale Modelle eingeteilt werden. In diesem Abschnitt erfolgt die detaillierte
Darstellung von Methoden dieser beiden Gruppen, wobei jeweils sowohl planare als auch hier-
archische Modelle behandelt werden.
3.1 Nichtkausale Modelle
Nichtkausale Modelle sind globale Wahrscheinlichkeitsverteilungen, welche bezüglich ungerich-
teter Graphen definiert sind. Für die Formulierung und Darstellung kontextueller Bedingungen
werden Cliquenpotentiale Ψc (xc) verwendet:
P (x) ∝
∏
c∈C
Ψc (xc), (3.1)
wobei C die Menge aller Cliquen des Graphen ist. Eine Clique ist ein definierter Subgraph des
ursprünglichen Graphen. Das Produkt (3.1) ist mit einer Normierungskonstante Z, welcher
durch die Integration beziehungsweise Summation des Produktes über alle möglichen Konfi-
gurationen x berechnet wird, proportional zu P (x). Wie in Abschnitt 2 beschrieben wurde,
sind planare MRFs üblicherweise generative ungerichtete Modelle. Dabei wird X als MRF
bezüglich eines Nachbarschaftssystems N bezeichnet, wenn die folgenden beiden Bedingungen
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erfüllt sind
P (x) > 0, ∀x ∈ X (Positivität)
P
(
xi|xx\{i}
)
= P (xi|xNi) (Markov-Eigenschaft)
(3.2)
Der Ausdruck xNi = {xi′ |i′ ∈ Ni} beschreibt die Menge der Nachbarn von Bildelement i
und x\ {i} ist die Menge aller Knoten ohne Element i. Während die Positivität aus rech-
nerischen Gründen angenommen wird, beschreibt die Markov-Eigenschaft die lokalen Cha-
rakteristika des Zufallsfeldes. Eine mathematisch tragbare Darstellung von P (x) wird durch
das Hammersley-Clifford Theorem [Besag, 1974] ermöglicht. Diese so genannte Markov-Gibbs
Äquivalenz beschreibt den Zusammenhang zwischen MRFs und Gibbs-Zufallsfeldern (GRFs)
und besagt, dass diese beiden Felder äquivalent sind. Während ein MRF durch lokale Eigen-
schaften (Markov-Eigenschaften) definiert wird, wird ein GRF durch seine globalen Eigen-
schaften, der Gibbs-Verteilung
P (x) = Z−1exp (−U (x)) (3.3)
charakterisiert, wobei U (x) =
∑
c∈C Vc (x) die Gibbs-Energiefunktion, C die Menge aller Cli-
quen, Z die Normalisierungskonstante und Vc das Cliquenpotential für Clique c ist. Bei Klas-
sifikationsproblemen wird für die Zufallsvariable X üblicherweise ein homogenes und isotropes
MRF, wie das Ising-Modell (binäres Klassifikationsproblem) oder das Potts-Modell (Mehrklas-
senproblem) angenommen. Dies bedeutet, dass für X eine Gitterform angenommen wird und
Interaktionen zwischen den beiden (eindimensionales Feld) oder den vier (zweidimensionales
Feld) unmittelbaren Nachbarn erlaubt sind. Die Potentiale Vc(x) sind dabei unabhängig von
der relativen Position (Homogenität) sowie der Orientierung (Isotropie) der Cliquen.
Auf der Grundlage des Hammersley-Clifford Theorems kann die Verteilung P (x) nun durch
die Definition zweckdienlicher Potentialfunktionen Vc (x) spezifiziert werden. Mit Cliquenpo-
tentialen bezüglich maximal zwei Elementen (maximal paarweise Potentiale) hat die Energie-
funktion die folgende Form
U (x|y) =
∑
i∈x
V1 (yi|xi) +
∑
i∈x
∑
i′∈Ni
V2 (xi, xi′) . (3.4)
Bei einem Potts-Modell ist V2 (xi, xi′) = −βδk (xi, xi′), mit der Kronecker-Delta Funktion
δk (xi, xi′)
{
1, if xi = xi′
0, if xi 6= xi′ (3.5)
und V1 sind die bedingten likelihoods p (yi|xi) aus einer Bayes-Modellierung mit Gauß’schen
Wahrscheinlichkeitsdichtefunktionen. Während V1 demnach als Datenterm aufgefasst werden
kann, bei dem lediglich das zentrale Element i respektive dessen Bilddaten yi einfließen, ist V2
der von den Bilddaten unabhängige Kontextterm.
3.1.1 Parameterschätzung
Die Schätzung eines Satzes von Modellparametern θ erfolgt durch die Optimierung eines Krite-
riums, beispielsweise mittels ML, expectation-maximization (EM) oder Bayes’scher Schätzung.
Sofern dazu bekannte Trainingsdaten für jede Klasse vorliegen, wird von einer überwachten
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Schätzung gesprochen. Die ML-Schätzung erfolgt über die Maximierung der bedingten Wahr-
scheinlichkeit P (x|θ) (likelihood von θ) durch
θˆ = arg max
θ
P (x|θ) . (3.6)
Bei dem oben behandelten Ising- beziehungsweise Potts-Modell kann die Schätzung der Para-
meter der angenommenen Gauß-Verteilungen mit den bekannten Gleichungen für Mittelwert
µ und Kovarianzmatrix Σ, oder durch ein clustering, beispielsweise mittels EM [Dempster
et al., 1977] erfolgen.
Der Modellparameter β (Gewicht des Kontextterms) wird in vielen Anwendungen manuell
gewählt. Bei einer ML-Schätzung des Kontextparameters β muss prinzipiell die Normalisie-
rungsfunktion Z der korrespondierenden Gibbs-Verteilung bestimmt werden. Die likelihood-
Funktion in Gibbs-Form ist
P (x|β) = Z−1 exp (−U (x|β)) , (3.7)
mit U (x|β) = ∑i∑i′∈Ni V2 (xi, xi′ , β) und
Z (θ) =
∑
x∈X
exp (−U (x|β)) , (3.8)
wobei X die Menge aller möglichen Konfigurationen von Klassenzugehörigkeiten ist. Die Be-
rechnung von (3.8) ist rechnerisch nicht tragbar, so dass Approximationen für die Lösung
des Problems herangezogen werden müssen. Die Bestimmung der Normalisierungskonstante
kann beispielsweise mit Hilfe der pseudo-likelihood (PL) [Besag, 1975], [Besag, 1977] umgangen
werden. Die PL basiert auf den bedingten Wahrscheinlichkeiten P (xi|xNi , β), wobei für jede
lokale Energiefunktion Ui eine bekannte Nachbarschaft xNi angenommen wird. Die PL ergibt
sich damit aus
PL (x|β) =
∏
i∈x
P (xi|xNi , β) , (3.9)
wobei x alle Elemente des regulären Gitters sind. Daraus resultiert
PL (x|β) =
∏
i
Z−1i exp
−∑
i′∈Ni
V2 (xi, xi′ , β)
 , (3.10)
wobei Zi jeweils eine lokale Normalisierungskonstante ist. Auf diese Weise wird also die Be-
stimmung der globalen Normalisierungskonstante Z umgangen. Eine Maximierung der log-
pseudolikelihood kann durch Lösen von
∂ lnPL (x|β)
∂β
= 0 (3.11)
beispielsweise mit dem Newton-Raphson Verfahren erfolgen [Cadez und Smyth, 1998].
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3.1.2 Inferenz
Sofern die a priori Verteilung P (x) sowie die Parameter der likelihood Funktionen p(y|x) be-
kannt sind, kann das optimale Klassifikationsergebnis mit Hilfe der Bayes’schen Schätzung
bestimmt werden. Die maximum a posteriori Schätzung (MAP) [Geman und Geman, 1984]
ist ein sehr häufig angewendeter Spezialfall. Die MAP-Schätzung erfolgt mit Hilfe einer Ma-
ximierung der a posteriori Wahrscheinlichkeit
xˆ = arg max
x
P (x|y) . (3.12)
Der einfachste Ansatz dafür ist mit dem iterative conditional modes-Algorithmus (ICM) [Be-
sag, 1986] gegeben. Hier werden iterativ die lokalen bedingten Wahrscheinlichkeiten
P
(
xi|y, xx\{i}
)
maximiert. Es werden dafür zwei Annahmen getroffen. Zum einen werden
die beobachteten Bilddaten y1, . . . , yn als bedingt unabhängig bei gegebenem x angenommen
und für jedes xi dieselben Dichtefunktionen p (yi|xi) vorausgesetzt. Zum anderen wird wie-
derum die Markov-Eigenschaft, also die Konditionierung von xi durch die lokalen Nachbarn
Ni, vorausgesetzt. Mit diesen beiden Annahmen und dem Bayes’schen Theorem folgt für die
lokalen Wahrscheinlichkeiten
P
(
xi|y, xx\{i}
) ∝ p (yi|xi)P (xi|xNi) . (3.13)
Die Maximierung von (3.13) ist äquivalent zu der iterativen Minimierung der Energiefunktion
(3.4) durch
xk+1i ← arg minxi U
(
xi|yi, xkNi
)
. (3.14)
Eine häufig verwendete initiale Realisierung der Klassenlabels x0 ist das Ergebnis einer ML-
Schätzung x0 = arg maxx p(y|x). Die Iteration wird so lange fortgesetzt, bis ein Kriterium,
beispielsweise die Unterschreitung einer minimalen Anzahl an Änderungen der Klassenzugehö-
rigkeit pro Iteration oder der minimalen Änderung der Energiefunktion, erfüllt ist. Nach [Be-
sag, 1986] ist mit diesem Verfahren immer Konvergenz garantiert .
Bei dem ICM-Algorithmus handelt es sich um ein lokales Verfahren, bei dem die Güte des
Ergebnisses stark von der Initialisierung der Klassenlabels x0 abhängt. Das simulated anne-
aling (SA) [van Laarhoven und Aarts, 1987] ist hingegen ein globales statistisches Verfahren.
Das Konzept von SA basiert auf der Simulation eines Prozesses der Abkühlung (Erhitzen und
anschließendes Abkühlen einer physischen Substanz), mit dem Ziel eines niedrigen Energie-
gleichgewichts. Damit können komplexe kombinatorische Probleme gelöst werden. In [Geman
und Geman, 1984] wird gezeigt, dass die MAP-Schätzung von MRFs durch dieses Verfah-
ren erfolgen kann. Theoretisch wird mit SA das globale Minimum gefunden, jedoch wird für
diesen Prozess unendlich viel Zeit benötigt. Für eine praktische Anwendung wird daher ein
Kompromiss zwischen Laufzeit und Qualität der Lösung erforderlich [Hegarat-Mascle und
Vidal-Madjar, 1996]. Ein praktischer Vergleich von SA mit dem ICM-Algorithmus in [Laferté
et al., 2000] zeigt, dass für SA Laufzeiten mit einem Faktor von ca. 40 − 70 langsamer er-
reicht werden. Die Klassifikationsgüte ist jedoch mit SA bei einer Anwendung auf künstliche
verrauschte Bilder signifikant besser.
3.2 Hierarchische nichtkausale Modelle
Nichtkausale hierarchische Modelle sind Wahrscheinlichkeitsverteilungen, die bezüglich unge-
richteter hierarchischer Graphen definiert sind. Basierend auf den diskriminativen CRFs [Laf-
26
3.2 Hierarchische nichtkausale Modelle
ferty et al., 2001] und DRFs [Kumar und Hebert, 2003a] wird in [Awasthi et al., 2007] ein
hierarchischer Ansatz vorgestellt, bei dem für die Bildrepräsentation von Nahbereichsfotogra-
fien ein Quadtree verwendet wird (Abbildung 3.1). Paarweise Cliquen werden durch die Knoten
und Kanten des Baumes gebildet. Jeder innere Knoten wird mit einer versteckten Variable h
assoziiert, wobei die Menge aller Knoten in einer Ebene Hn, mit den Levels n = 1, . . . , N , ist.
Jeder Knoten der untersten versteckten Ebene (hier H3) ist mit einem weiteren Knoten, der
jeweils das gesuchte Klassenlabel x repräsentiert, verbunden. Die Bilddaten y werden in die-
sem Ansatz lediglich auf der feinsten Ebene des Quadtrees betrachtet, wobei hier rechteckige
Bildelemente der Größe 4× 6 und 8× 12 Pixel klassifiziert werden sollen.
Abbildung 3.1: Quadtree-Struktur für ein TCRF. Quelle: [Awasthi et al., 2007].
Im Gegensatz zu einem generativen MRF handelt es sich hier um ein diskriminatives Ver-
fahren, bei dem die a posteriori Wahrscheinlichkeit P (x, h|y) direkt und ohne explizite Formu-
lierung von Daten- und a priori Modell modelliert wird. Die gemeinsame bedingte Verteilung
P (x, h|y) lässt sich aufgrund der Baumstruktur in ein Produkt von Potentialfunktionen be-
züglich der paarweisen Cliquen zerlegen. Diese Potentialfunktionen sind wie folgt definiert.
Lokales Potential
Das lokale Potential drückt den Einfluss der beobachteten Bildinformation y auf die Klassen-
labels x aus und beschreibt somit, wie wahrscheinlich ein Bildelement i ein Klassenlabel xi
bei gegebenen Beobachtungen y annimmt. Für jede Variable xi hat das lokale Potential die
Form exp (Γi (xi, y)) mit
Γi (xi, y) = xTi Wfi (y) . (3.15)
Die Verwendung von beliebigen Bilddaten y verdeutlicht den Unterschied zu dem zuvor be-
schriebenen generativen Verfahren, bei dem an korrespondierender Stelle (Datenmodell) je-
weils die entsprechende Bildinformation yi des Bildelements einfließt. Es sei K die Anzahl der
möglichen Klassen. Dann ist xi ein binärer Vektor der Länge K, der an K − 1 Stellen eine
0 und an der Stelle der vorliegenden Klasse eine 1 hat. Des Weiteren ist fi(.) = {f1, . . . , fF }
eine für das i-te Element des Bildes berechnete Transformation der Bildinformation. Die Ge-
wichtsmatrix W hat die Dimension K × F und repräsentiert den Zusammenhang zwischen
fi(.) und den Klassenlabels. Gleichung (3.15) entspricht einer linearen Regression. Prinzipiell
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kann an dieser Stelle, äquivalent zu den generativen MRFs, ein beliebiger lokaler Klassifikator
verwendet werden [He et al., 2006].
Kantenpotential
Die Kantenpotentiale repräsentieren die Interaktionen zwischen den versteckten Variablen in
Ebene HN (in Abbildung 3.1 Ebene H3) und den Klassenlabels des Quadtrees sowie zwischen
den versteckten Variablen in den jeweils benachbarten Ebenen darüber. Dieses Potential drückt
aus, wie wahrscheinlich ein versteckter Knoten i in Ebene n ein Klassenlabel xi aufweist, wenn
der Knoten j in Ebene n+ 1 darunter ein bestimmtes Klassenlabel xj hat. Die Potentiale für
die inneren Knoten werden mit den Matrizen φn,b der Dimension K×K dargestellt. Da es sich
um die Beziehung zwischen einem Knoten und seinen vier Kindknoten in der Baumstruktur
handelt, gilt b = 1, 2, 3, 4. Damit ist das Potential zwischen einem inneren Knoten hi und
dessen Kindknoten hj gegeben durch
Ψi,j (hi, hj) = exp
(
hTi φ
n,bhj
)
. (3.16)
Das Kantenpotential zwischen den Knoten der untersten versteckten Ebene hi ∈ HN und den
gesuchten Klassenlabels x ist definiert durch
Ψi,j (hi, xj) = exp
(
hTi φ
Nxj
)
. (3.17)
Wahrscheinlichkeitsverteilung
Die gemeinsame Wahrscheinlichkeitsverteilung für dieses Modell ist ein Produkt der obigen
Potentiale
P (x, h|y) ∝ exp
(∑
xi∈x
xTi Wfi(y)
+
∑
xj∈x
∑
hi∈HN
hTi φ
Nxj
+
N−1∑
n=1
∑
hi∈Hn
∑
hj∈Hn+1
hTi φ
n,bhj
 .
(3.18)
3.2.1 Parameterschätzung
Aufgrund des schleifenlosen Graphen bei eindimensionalen CRFs können die Parameter Θ =
{W,φ} durch eine exakte ML-Schätzung erfolgen. Die Berechnung der Normalisierungskon-
stante Z kann bei schleifenfreien Graphen durch verschiedene effiziente Verfahren, wie bei-
spielsweise conjugate gradient [Wallach, 2002] und gradient boosting [Dietterich et al., 2004]
erfolgen. Die Quadtree-Struktur ist ebenfalls frei von Schleifen, jedoch ist aufgrund der ver-
steckten Variablen h keine exakte Parameterschätzung möglich. Die Maximierung der be-
dingten log-likelihood der Trainingsdaten ist äquivalent zu einer Minimierung der Kullback-
Leibler-Divergenz (KL) zwischen der Modellverteilung P (x|y,Θ) und der empirischen Vertei-
lung Q(x|y), welche durch die Trainingsdaten definiert ist [Awasthi et al., 2007]. Die Berech-
nung der dafür erforderlichen Erwartungswerte bezüglich der Modellverteilung unter Verwen-
dung der üblichen Makov chain Monte Carlo (MCMC) Methoden dauert sehr lange wobei die
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geschätzten Gradienten zu einer hohen Varianz tendieren [Awasthi et al., 2007]. Das contras-
tive divergence (CD) Verfahren [Hinton, 2002] ist ein approximatives Verfahren, bei dem diesen
Nachteilen durch die Minimierung einer alternativen Zielfunktion entgegen gewirkt wird. Diese
Zielfunktion wird contrastive divergence genannt und ist gegeben mit
D = Q0 ‖P −Q1 ‖P (3.19)
wobei Q ‖P = ∑x∈X Q (x) log Q(x)P (x) die KL-Divergenz zwischen Q und P ist. Q1 ist eine
Verteilung, die durch eine so genannte Ein-Schritt-Rekonstruktion der Trainingsdaten definiert
ist [Hinton, 2002]. Die Verbesserung der Gewichte im Training wird bestimmt aus
∆wij = −η ∂D
∂wij
, (3.20)
wobei η die Lernrate ist. Die Ein-Schritt-Rekonstruktion stellt eine einzelne Iteration der
MCMC-Abtastmethode dar. Laut [Hinton, 2002] ist dieser Schritt für eine Konvergenz gegen
die ML-Schätzung ausreichend und wird wie folgt bestimmt:
1. Wähle eine Konfiguration x0 entsprechend der Verteilung Q0.
2. Berechne für jede Potentialfunktion die a posteriori Wahrscheinlichkeitsverteilung über
die versteckten Variablen gegeben x0.
3. Wähle auf der Grundlage dieser Verteilungen die versteckten Variablen (sampling).
4. Berechne die bedingte Verteilung über alle sichtbaren Variablen auf der Grundlage der
gegebenen versteckten Variablen.
5. Wähle für jede sichtbare Variable auf der Grundlage der bedingten Verteilung einen
Wert. Diese Werte bilden den rekonstruierten Vektor x1.
Sei x1 die Ein-Schritt-Rekonstruktion der Trainingsdaten x0, so ergeben sich die folgenden
Verbesserungsgleichungen der Gewichte in einer Iteration
∆wuv = η
∑
xi∈x0
xui f
v
i (y)−
∑
xi∈x1
xui f
v
i (y)
 (3.21)
∆φNuv = η
∑
xi∈x0
∑
hi∈HN
EP (hi|x0)
[
hui x
v
j
]
−
∑
xi∈x1
∑
hi∈HN
EP (hi|x1)
[
hui x
v
j
] (3.22)
∆φn,buv = η
 ∑
hi∈Hn
∑
hj∈Hn+1
EP (hi,hj |x0)
[
hui h
v
j
]
−
∑
hi∈Hn
∑
hj∈Hn+1
EP (hi,hj |x1)
[
hui h
v
j
] (3.23)
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Durch die Bildung des Quotienten bei der KL-Divergenz kürzt sich die Normalisierungskon-
stante komplett heraus. Das Verfahren wurde auch in [Gagrani, 2002] erfolgreich für die Pa-
rameterschätzung verwendet.
3.2.2 Inferenz
Die gesuchten Variablen x werden in [Awasthi et al., 2007] durch die marginal posterior mode
(MPM) Inferenz [Peleg et al., 1984] geschätzt. Das Kriterium bei der MPM-Inferenz führt
zu einer Minimierung der globalen Anzahl an falsch klassifizierten Bildelementen und lautet
[Marroquin et al., 1987]
xˆi = arg max
xi
P (xi|y) . (3.24)
Dabei bedeutet die Verwendung von y, dass nicht nur die Bildinformation eines Bildelements,
sondern alle Informationen einfließen. Aufgrund der Baumstruktur des Graphen können die
bedingten Wahrscheinlichkeiten P (xi|y) mittels belief propagation (PB) [Pearl, 1988] exakt
berechnet werden. Hier werden Nachrichten in Form von realen Zahlen über die Kanten des
Graphen zwischen den Knoten ausgetauscht. Eine a posteriori Randdichte P (xi|y) ergibt sich
aus dem Produkt aller eingehenden Nachrichten der benachbarten Knoten. In Abschnitt 4.5
wird das Verfahren an einem Beispiel näher beschrieben.
3.3 Kausale Modelle
Kausale Modelle sind globale und auf gerichtete Graphen definierte Wahrscheinlichkeitsver-
teilungen. Die kontextuellen Beziehungen zwischen den Knoten des Graphen werden mit Hilfe
von Übergangswahrscheinlichkeiten formuliert, wobei angenommen wird, dass die beobachte-
ten Zufallsvariablen durch einen kausalen Prozess generiert wurden. Wird ein schleifenfreier
(azyklischer) Unabhängigkeitsgraph angenommen, ergibt sich die gemeinsame Verteilung der
Variablen x zu
P (x) =
∏
i
P (xi|pai), (3.25)
wobei pai die Elternknoten von Knoten i sind. Somit sind alle Knoten, die sich nicht in
einer Eltern-Kind Beziehung befinden, bedingt unabhängig gegeben pai. Gerichtete azyklische
Graphen sind unter dem Namen Bayes’sche Netze oder auch belief net (BN) bekannt. Ein
Abbildung 3.2: Einfache Struktur für ein Bayes’sches Netz. Quelle: [Ouyang et al., 2006].
einfaches Beispiel für ein Bayes’sches Netz ist in Abbildung 3.2 dargestellt. Die entsprechende
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gemeinsame Wahrscheinlichkeit nach (3.25) ist
P (X1, X2, X3, X4, X5) = P (X1)P (X2)P (XX3 |X1)P (X4|X1, X2, X3)P (X5|X1, X4). (3.26)
Die bedingten Wahrscheinlichkeiten werden für jeden Knoten in Form einer Matrix mit-
tels bedingter Wahrscheinlichkeitstabellen (conditional probability tables, CPT) bereitgestellt.
Bayes’sche Netze werden unter anderem für die Klassifikation von Fernerkundungsdaten ver-
wendet. Es ist dabei zu beachten, dass die Graphenstruktur hier nicht das Bildmodell reprä-
sentiert, sondern vielmehr den kausalen Prozess, der die Generierung der Bilddaten modelliert.
3.3.1 Parameterschätzung
In [Ouyang et al., 2006] erfolgt die Klassifikation der Landbedeckung von Landsat ETM+ Sa-
tellitenbildern mittels eines Bayes’schen Multinetz-Klassifikators. Dabei wird für jede definierte
Landbedeckungsklasse ein spezifisches Bayes’sches Netz angenommen, so dass die statistischen
Relationen zwischen den Bildmerkmalen für jede Klasse unterschiedlich sein können. Für das
Lernen der optimalen Graphenstrukturen wird ein auf der Messung von Abhängigkeitsrela-
tionen basierender Algorithmus [Cheng et al., 1997] angewendet, der an dieser Stelle nicht
behandelt werden soll.
Ziel der Parameterschätzung ist die Besetzung der CPTs aller Knoten eines Graphen G gege-
ben den Trainingsdaten. Dies kann mit einer ML-Schätzung [Murphy, 2002] erfolgen. Gegeben
ist ein Trainingsdatensatz xT , welcher i = 1, . . . ,M Ereignisse (Bildelemente) beinhaltet. Die
Ereignisse xT1 , xT2 , . . . , xTM werden als unabhängig angenommen, so dass die log-likelihood des
Trainingsdatensatzes mit dem folgenden Ausdruck gegeben ist
L = log
M∏
m=1
P (xTm|G) =
n∑
i=1
M∑
m=1
logP (xi|pai, xTm), (3.27)
wobei i = 1, . . . , n die Knoten des Graphen und m = 1, . . . ,M die Trainingsdaten indiziert
und pai die Menge der Elternknoten von xi ist. Jede Variable xi kann einen Zustand aus
k = 1, . . . , ri verschiedenen Werten annehmen und pai hat qi verschiedene Konfigurationen.
Die Matrix mit den gesuchten Übergangswahrscheinlichkeiten ist durch
θijk = p(xki |paji ) (3.28)
definiert, wobei 1 ≤ i ≤ n (Knoten), 1 ≤ j ≤ qi (Konfiguration der Elternknoten) und
1 ≤ k ≤ ri (mögliche Zustände in einem Knoten) gilt. Die log-likelihood L ergibt sich damit
zu
L =
n∑
i=1
M∑
m=1
log
qi∏
j=1
ri∏
k=1
θ
Iijkm
ijk
=
n∑
i=1
M∑
m=1
qi∑
j=1
ri∑
k=1
Iijkm log θijk
=
n∑
i=1
qi∑
j=1
ri∑
k=1
Nijk log θijk,
(3.29)
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mit
Iijkm =
{
1 wenn xi = xki , pai = pa
j
i in Ereignis Dm auftritt
0 sonst
(3.30)
Nijk =
∑M
m=1 Iijkm ist die Anzahl des Auftretens von Ereignis (xi = x
k
i , pai = pa
j
i ) im
Trainingsdatensatz xT . Der ML-Schätzer ist somit gegeben durch
θˆijk =
Nijk∑ri
k′=1Nijk′
. (3.31)
3.3.2 Inferenz
Bei gerichteten azyklischen Graphen liegt generell eine Struktur vor, die eine effiziente Mar-
ginalisierung ermöglicht. Dafür kann, wie auch in den bisher vorgestellten Modellen, das
Nachrichten-Schema nach [Pearl, 1988] (message-passing) angewendet werden. Für die Ak-
tualisierung der Wahrscheinlichkeiten in einem Knoten xi, mit einer Menge von Elternknoten
pai sowie Kindknoten chi, werden Botschaften sowohl in Pfeilrichtung (top-down) als auch
in entgegengesetzter Pfeilrichtung (bottom-up) propagiert. Das Verfahren wird detailliert in
Abschnitt 4.5 beschrieben.
3.4 Hierarchische kausale Modelle
In hierarchischen kausalen Bildmodellen werden die miteinander interagierenden Knoten des
Graphen in verschiedene Hierarchieebenen gruppiert. Die unterste dieser Ebenen repräsentiert
die Menge der kleinsten Bildelemente und damit die gesuchten Klassenlabels x. Eine häu-
fig verwendete Graphenstruktur ist ein kausaler Quadtree. Äquivalent zu einem klassischen
Bayes’schen Netz wird hier die Markov-Eigenschaft angenommen. Um Unabhängigkeitsannah-
men bezüglich des Datenmodells zu lockern, wird bei einem Multiskalen-Zufallsfeld (multiscale
random field, MSRF) [Kumar und Hebert, 2003b] an Stelle eines herkömmlichen Quadtrees
eine etwas komplexere Graphenstruktur verwendet (Abbildung 3.3). Die gesuchten Klassen-
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Abbildung 3.3: Dyadische Darstellung der Graphenstruktur eines MSRF. Links: originale
Struktur, Rechts: approximierte Struktur. Quelle: [Kumar, 2005].
labels in den N Levels des Baumes werden hier mit x =
{
x1, x2, . . . , xN
}
bezeichnet, wobei
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xn die Menge aller Knoten in Level n ist. In diesem mehrskaligen Zufallsfeld impliziert die
Markov-Eigenschaft bezüglich der Skalen
P (xn|x1, . . . , xn−1) = P (xn|xn−1), für n = 2, . . . , N. (3.32)
Des Weiteren wird für gerichtete Graphen eine bedingte Unabhängigkeit der Klassenlabels in
einem Skalenbereich angenommen, so dass
P (xn|xn−1) =
∏
i∈xn
P (xni |xn−1i ) (3.33)
gilt. Wie in Abbildung 3.3 links angedeutet, werden die beobachteten Daten y nicht als be-
dingt unabhängig gegeben den Klassenlabels angesehen. Es wird vielmehr eine Abhängigkeit
von den Klassenlabels und den Bildinformationen der Elemente in der Nachbarschaft ange-
nommen. Aus Gründen der rechnerischen Tragbarkeit wird für das Datenmodell wiederum
eine faktorisierte Form
P (y|xN ) ≈
∏
i∈xN
P (yi|yNi , xNi ) (3.34)
angenommen, wobei Ni die Nachbarschaft des Elements i ist, und yNi = {yi′ |i′ ∈ Ni}. Diese
Approximation ist äquivalent zu der pseudo-likelihood Faktorisierung in Abschnitt 3.1.1. Es
wird dabei vernachlässigt, dass die beobachteten Daten yi eines jeden Elements auch von den
Klassenlabels der Elemente in dessen Nachbarschaft abhängen. Die gemeinsame Verteilung in
diesem Modell lautet mit den oben getroffenen Annahmen
P (x, y) = P (xr)
∏
i∈x
P (xi|pai)
∏
i∈xN
P (yi|yNi , xNi ), (3.35)
wobei x die Menge aller Knoten des Baumes ausgenommen der Wurzel xr ist. Entsprechend der
rechten Seite in Abbildung 3.3 werden die bedingten Wahrscheinlichkeiten P (yi|yNi , xNi ) durch
P (fi|xNi ) approximiert, wobei fi ein Merkmalsvektor ist, der die Abhängigkeiten der Bilddaten
in Element i zu seinen Nachbarelementen ausdrückt. In [Kumar und Hebert, 2003b] wird für
die Erkennung von künstlichen Strukturen in Bildern ein mehrskaliger Merkmalsvektor für fi
definiert, der Bildmerkmale eines Bildelements bezüglich einer variierenden Fenstergröße um
dieses Bildelement repräsentiert. Für die Parametrisierung des Datenmodells werden Gaussian
mixture Modelle (GMM) verwendet.
3.4.1 Parameterschätzung
Die Parameterschätzung für das generative MSRF erfolgt sequentiell. Für die Schätzung
der Parameter θd des GMMs (Gewichte, Mittelwerte und Kovarianzmatrizen) wird ein EM-
Algorithmus verwendet. Die Parameter des a priori Modells θp sind Klassenübergangswahr-
scheinlichkeiten zwischen Knoten benachbarter Skalen. Eine Übergangswahrscheinlichkeit θikl
eines Knotens i ist definiert als θikl = P (xi = k|pai = l) mit der Bedingung
∑
l θikl = 1 und
k, l = 0, . . . ,K. Sie drückt die lokale bedingte Verteilung in Knoten i gegeben der Klasse l
des Elternknotens in der darüber liegenden Ebene aus. Die Schätzung der Übergangswahr-
scheinlichkeiten erfolgt durch die Anwendung eines ML-Ansatzes [Feng et al., 2002], wonach
die Wahrscheinlichkeit der Trainingsdaten durch
θˆp = arg max
θp
M∏
m=1
P (xNm, ym|θp, θd) (3.36)
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maximiert wird. Mit m = 1, . . . ,M werden die Trainingsbilder indiziert. Die Annahme fester
Parameter θd für das Datenmodell führt zu dem Ausdruck
θˆp = arg max
θp
M∏
m=1
P (xNm|θp). (3.37)
Im Zuge des EM-Algorithmus werden alle Klassenlabels der Knoten des MSRFs von der Wurzel
bis zum Level N − 1 als versteckte Variablen xh =
{
x\xN} angesehen. Der E-Schritt kann als
Konstruktion einer lokalen unteren Schranke der a posteriori Verteilung gesehen werden [Neal
und Hinton, 1998]. Diese wird bei der aktuellen Schätzung der Modellparameter θ′p durch den
folgenden Erwartungswert berechnet:
Q(θp, θ′p) =
M∑
m=1
E(xmh |θ′p)
[
logP
(
xmh , x
Nm|θp
)]
. (3.38)
Im M-Schritt werden die neuen Werte der Parameter durch die Maximierung der Schranke
berechnet
θikl =
∑M
m=1 P
(
xmi = k, pa
m
i = l|xNm, θ′p
)∑M
m=1
∑
k′ P
(
xmi = k′, pa
m
i = l|xNm, θ′p
) . (3.39)
Dabei ist die Schätzung der a posteriori Wahrscheinlichkeiten der Eltern-Kind Paare durch
P
(
xmi = k, pa
m
i = l|xNm, θ′p
)
=
λ(xmi = k)θ
′
iklpi (pa
m
i = l)∑
l′ λ(pa
m
i = l′)pi (pa
m
i = l′)
∏
u∈U(xi)
λu (pami = l) (3.40)
erforderlich, wobei λ(.) und pi(.) nach [Pearl, 1988] definiert sind (siehe Abschnitt 4.5) und
U(xi) die Menge aller Geschwisterknoten von xi ist. Aufgrund begrenzt vorhandener Trai-
ningsdaten wird für jedes Level n üblicherweise die gleiche Matrix der Übergangswahrschein-
lichkeiten θnkl angenommen.
3.4.2 Inferenz
In [Kumar und Hebert, 2003b] werden die bekannten Schätzer MAP und MPM angewendet,
wobei wiederum das message passing Schema von Pearl angewendet wird. Eine detaillierte
Darstellung der Inferenzmethoden erfolgt in Abschnitt 4.5.
3.5 Generativ versus diskriminativ
In den letzten Jahren wurden verstärkt diskriminative Verfahren vorgestellt. Diese stellen eine
Alternative zu den klassischen generativen Verfahren dar. Bei generativen Verfahren wird die
gemeinsame Verteilung P (x, y) = p(y|x)P (x) der gesuchten Klassenlabels x und der Bild-
merkmale y modelliert. Dabei werden die gesuchten Zufallsvariablen X als MRF angesehen
und p(y|x) explizit durch ein Datenmodell beschrieben. In diskriminativen Ansätzen wird
durch die direkte Modellierung der a posteriori Wahrscheinlichkeit P (x|y) die explizite For-
mulierung eines Datenmodells vermieden. Dies kann in den Fällen vorteilhaft sein, wo die
zu Grunde liegende generative Struktur sehr kompliziert, die gesuchte a posteriori Verteilung
hingegen einfach ist [Feng et al., 2002]. Im diskriminativen Ansatz von [Awasthi et al., 2007]
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entspricht die Formulierung des Zusammenhangs von Bilddaten und der gesuchten Klassen-
zugehörigkeiten der Bildelemente einer linearen Regression. Auch wenn hier kein zusätzlicher
Aufwand bezüglich der Modellierung der Bilddaten betrieben wird, muss bedacht werden, dass
semantische Klassen in einem Merkmalsraum nicht immer linear trennbar sind und in diesen
Fällen keine zufriedenstellenden Ergebnisse zu erwarten sind. Äquivalent zu den generativen
Verfahren können jedoch auch bei diskriminativen Verfahren beliebige und separat trainierte
Klassifikatoren verwendet werden.
Um eine rechnerische Tragbarkeit bei Parameterschätzung und Inferenz zu gewährleisten,
werden in generativen Verfahren vereinfachende Annahmen bezüglich des Datenmodells (be-
dingte Unabhängigkeit der Beobachtungen gegeben den Klassenlabels) getroffen. Des Weiteren
sind die paarweisen Potentiale gänzlich unabhängig von den Bilddaten. Bei diskriminativen
Verfahren werden solche Unabhängigkeitsannahmen nicht getroffen, wodurch die Verwendung
von überlappenden Bildmerkmalen (beispielsweise in unterschiedlichen Skalen) ermöglicht
wird [Hoberg und Rottensteiner, 2010]. Des Weiteren ist die Formulierung der paarweisen
Potentiale im Gegensatz zu generativen Ansätzen als eine Funktion sowohl von den Klassenla-
bels als auch von den Bilddaten möglich. Die bedingte Verteilung der Klassenlabels x gegeben
den Beobachtungen y ist für den DRF-Ansatz nach [Kumar und Hebert, 2003a] demnach
gegeben mit
P (x|y) = 1
Z
exp
∑
i∈x
Ai (xi, y) +
∑
i∈x
∑
j∈Ni
Iij (xi, xj , y)
 , (3.41)
wobei A (·) als Assoziationspotential und I (·) als Interaktionspotential bezeichnet wird. Diese
beiden Potentiale sind jeweils abhängig von allen Bilddaten y, wohingegen in klassischen MRFs
das Assoziationspotential lediglich von den Bilddaten yi des jeweils betrachteten Bildelements
i und das paarweise Interaktionspotential gänzlich unabhängig von den Bilddaten ist.
Ein genereller Vorteil bei generativen Verfahren ist die Möglichkeit des Einbezugs unbe-
kannter Daten bei der Parameterschätzung für das Datenmodell durch so genannte semi su-
pervised Verfahren. Im Bereich der Objektdetektion, wo mitunter hohe Variabilitäten bei den
Eingangswerten auftreten, können durch eine Überlagerung von verfügbaren Trainingsdaten
und einer größeren Menge unbekannter Daten ausreichend viele Trainingsdaten bereitgestellt
werden [Lasserre und Bishop, 2007].
3.6 Diskussion
Sowohl für gerichtete als auch für ungerichtete hierarchische Modelle existieren generative und
diskriminative Verfahren. Der Hauptvorteil diskriminativer Verfahren ist mit der Vermeidung
von Unabhängigkeitsannahmen gegeben. So können beispielsweise für die Erkennung künst-
licher Strukturen in Fotografien [Awasthi et al., 2007] sowie in hochauflösenden optischen
Satellitenbildern [Hoberg und Rottensteiner, 2010] überlappende Bildmerkmale aus mehreren
Skalen verwendet werden. Dieser Vorteil wird vereinzelt hervorgehoben, ohne tatsächlich da-
von Gebrauch zu machen (beispielsweise in [Richard et al., 2004]). In [Kumar und Hebert,
2003a], [Awasthi et al., 2007] und [Hoberg und Rottensteiner, 2010] wird für die Berechnung
von Multiskalen-Merkmalsvektoren das jeweilige Bildelement selbst, sowie zwei größere Aus-
schnitte mit diesem im Zentrum einbezogen. In [Kumar und Hebert, 2003a] und [Hoberg und
Rottensteiner, 2010] handelt es sich dabei um ein planares Modell und in [Awasthi et al.,
2007] um ein hierarchisches Modell, bei dem diese Merkmalsvektoren bezüglich der feinsten
Ebene der jeweiligen Graphenstruktur berechnet werden. Bezüglich der Aufgabenstellung in
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dieser Arbeit ist jedoch nicht a priori garantiert, dass die Verwendung solcher Merkmale einen
Mehrwert bringt, da die thematische Aufgabenstellung, die gegebenen Bildcharakteristika so-
wie die Größe der Segmente vorab nicht bekannt sind. Des Weiteren steht der Verwendung
von Multiskalen-Merkmalsvektoren bezüglich der feinsten Skala dieser Modelle die freie Ver-
wendung von Bildinformation auf mehreren Skalen des Quadtree-Modells gegenüber.
Ein weiterer Aspekt bei den hier angeführten Publikationen ist die meist sehr klar definierte
Aufgabenstellung. Ein festes Anwendungsgebiet ermöglicht a priori die Definition einer Menge
von problemrelevanten (Multiskalen-) Merkmalen, die aus der Bildinformation der Bildelemen-
te berechnet werden können. Dies ermöglicht eine simultane Schätzung aller Modellparameter
in diskriminativen Ansätzen, ohne die tatsächliche Relevanz einzelner Merkmale berücksichti-
gen zu müssen. Um in dieser Arbeit die gewünschte übertragbare Anwendbarkeit der Methode
zu gewährleisten, soll eine große Menge initialer Merkmale bereitgestellt werden, aus der die
jeweils relevanten Merkmale selektiert werden müssen, um redundante und irrelevante Merk-
male auszuschließen, die Dimensionalität des Klassifikationsproblems zu reduzieren und die
Berechnung aller Merkmale für alle Bildelemente zu vermeiden. Eine simultane Schätzung aller
Modellparameter ist hier demnach nicht ohne großen Aufwand möglich. Die zudem sehr be-
grenzte Menge an Trainingsdaten ist ebenfalls ein Grund für eine sequentielle Vorgehensweise
in dieser Arbeit.
Als weiterer Vorteil diskriminativer Verfahren kann die Möglichkeit der Formulierung der
kontextuellen Beziehungen in Abhängigkeit der Bilddaten angeführt werden. In [Kumar und
Hebert, 2003a] und [Kumar, 2005] wird beispielsweise ein datenabhängiges Interaktionspoten-
tial I (·) (Gleichung 3.41) eingeführt. Im Vergleich zu dem Kontextterm in einem generativen
MRF kann dadurch beispielsweise eine Glättung abgeschwächt werden, wenn die Daten der
jeweils betrachteten Bildelemente ausreichend unterschiedlich sind. Vor dem Hintergrund eines
hierarchischen Modells, bei dem die benachbarten Bildelemente in unterschiedlichen Hierar-
chieebenen liegen und in diesen auch unterschiedliche Bildmerkmale und Klassen zugelassen
sind (vergleiche Abschnitt 2.3), erscheint diese Vorgehensweise nicht sinnvoll. Generell wird
die Aufgabe der Definition von zweckdienlichen Interaktions- und Assoziationspotentialen in
diskriminativen Ansätzen und vor allem im Rahmen eines allgemein formulierten Ansatzes
vom Autor als sehr schwierig eingeschätzt.
Die obigen Überlegungen und Ausführungen zeigen, dass sich die Anwendung eines dis-
kriminativen Verfahrens in dieser Arbeit nicht eignet. Die Begründung dafür liegt in den
Rahmenbedingungen dieser Arbeit. Zum einen verhindert das initiale Fehlen von Trainingsda-
ten, verbunden mit einer Minimierung der manuellen Schritte, wie beispielsweise der Angabe
von Trainingsdaten, eine simultane Schätzung aller Modellparameter, wie sie in den meisten
diskriminativen Ansätzen erfolgt. Es ist vielmehr zu erwarten, dass für die Schätzung der Ge-
samtmenge an Modellparametern nicht ausreichend repräsentative Trainingsdaten vorhanden
sind. Daraus kann abgeleitet werden, dass das Rahmenwerk auf einer sequentiellen Prozessie-
rung beruhen sollte, bei der die Parameterschätzung für Daten- und a priori Modell getrennt
voneinander erfolgen kann und Zwischenergebnisse als Grundlage für weitere Prozessierungs-
schritte herangezogen werden.
Zum anderen ist aus Gründen der Flexibilität und Schnelligkeit der Methode eine Selek-
tion von problemrelevanten Merkmalen erforderlich, was wiederum für eine sequentielle Vor-
gehensweise spricht. Für diskriminative Ansätze erfolgt dies aufgrund eines klar definierten
Anwendungsgebiets oft nicht. Die Anwendung einer Merkmalsextraktion, beispielsweise der
Hauptkomponentenanalyse, würde wiederum eine aufwändige Berechnung aller Bildmerkmale
für alle Bildelemente bedeuten. Ein generativer Ansatz, bei dem die explizite Modellierung
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der beobachteten Bilddaten durch ein Datenmodell (beispielsweise durch ein GMM) erfolgt,
ermöglicht hingegen eine vorgeschaltete Merkmalsselektion. Der diskriminative Ansatz in [Aw-
asthi et al., 2007] verdeutlicht zudem, dass auch der jeweilige lokale Klassifikator, wie beispiels-
weise eine lineare Regression (LR) oder eine support vector machine (SVM) keine Garantie für
gute oder bessere Ergebnisse sein muss, denn eine lineare Trennbarkeit der Klassen im Merk-
malsraum ist nicht zwingend gegeben (LR) und die Wahl einer adäquaten Kernelfunktion ist
sehr schwierig (SVM).
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4 Hybrides Markov-Modell
Das hybride1 Markov-Modell setzt sich aus einem gerichteten hierarchischen und einem unge-
richteten planaren Modell zusammen und basiert auf den Arbeiten von [Pérez et al., 2000] und
[Laferté et al., 2000]. Das hierarchische Modell basiert auf einer Quadtree-Baumstruktur, wo-
durch hierarchische Kontextinformation sowie Bilddaten aus unterschiedlichen Abstraktions-
beziehungsweise Quadtree-Ebenen in die Klassifikation einfließen. Die starre Struktur kann
allerdings zu Blockstrukturen im Inferenzergebnis führen (vergleiche Abschnitt 2.2.2). Um
diesen Effekt zu verringern sowie das Ergebnis der hierarchischen Inferenz zu verbessern, wird
das Quadtree-Modell in [Wilson und Li, 2002] um den Einbezug von räumlichem Kontext in
jeder Hierarchieebene erweitert, so dass jeder innere Knoten nicht nur mit seinem Eltern- so-
wie seinen vier Kindknoten, sondern auch mit seinen vier unmittelbaren Nachbarn innerhalb
seiner Hierarchieebene verbunden ist. Daraus resultiert wiederum ein zyklischer Graph und so-
mit eine iterative und approximative Inferenz. Um die gewinnbringende Eigenschaft der nicht
iterativen und exakten Inferenz durch den Quadtree zu erhalten, wird in [Feng et al., 2002]
und [Martinis et al., 2011] der zusätzliche Einbezug von räumlichem Kontext nach der hierar-
chischen Inferenz vorgeschlagen. Dieser Ansatz entspricht der zuvor diskutierten sequentiellen
Prozessierung und soll daher in dieser Arbeit angewendet werden, wobei neben einer starren
Anwendung beider Modelle nacheinander diskutiert werden soll, wie die Informationen aus
den Modellen miteinander kombiniert werden könnten. Im Folgenden werden die statistischen
Eigenschaften sowie die getroffenen Annahmen im hybriden Modell beschrieben und auf dieser
Grundlage die Methoden für die Parameterschätzung und die Inferenz dargestellt.
4.1 Statistische Eigenschaften des hybriden Modells
Im hierarchischen Modell wird jeder Knoten i des Quadtrees mit einem Klassenlabel xi sowie
mit einem Vektor yi, welcher die Bildmerkmale (Beobachtungen) repräsentiert, assoziiert (ver-
gleiche Abbildung 4.1). Ein Quadtree hat n = 1, . . . , N Level, die jeweils eine Menge Knoten
xn repräsentiert. Die Wurzel (root) des Baumes ist x0 = xr. Ein innerer Knoten xi in Level n
hat einen Elternknoten pai im Level n−1 und eine Menge chi von Kindknoten in Level n+ 1.
Die folgenden statistischen Annahmen werden in diesem Modell getroffen.
1. Markov-Eigenschaft bezüglich der Skalen: Die Menge der Knoten (xn)Nn=0 des Quadtrees
ist eine top-down Markov-Kette erster Ordnung, so dass
P
(
xn|xn−1, . . . , x0) = P (xn|xn−1) , ∀n ∈ {1, . . . , N} . (4.1)
2. Die Komponenten xn einer Ebene des Quadtrees werden als räumlich unabhängig bei
gegebenen Knoten xn−1 angenommen. Mit der obigen Annahme einer Markov-Kette
1Die Bezeichnung hybrid für diese Modellform wird erstmals in [Martinis et al., 2011] vorgeschlagen.
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Abbildung 4.1: Dyadische Darstellung des hybriden Modells. Jeder Knoten wird mit einer
Klassenzugehörigkeit x (Attribut) sowie (optional) mit einem Merkmalsvektor
y assoziiert. Die Merkmalsvektoren existieren in den Ebenen des Quadtrees, in
denen auch Datenmodelle formuliert werden. Die Anzahl der Merkmale kann in
jeder Ebene unterschiedlich sein. Die räumlich benachbarten Knoten im feins-
ten Level des Quadtrees sind ebenfalls mit einander verbunden (Nachbarschaft
erster Ordnung).
erster Ordnung folgt für die Übergangswahrscheinlichkeiten
P
(
xn|xn−1, . . . , x0) = ∏
i∈xn
P (xi|pai) , ∀n ∈ {1, . . . , N}. (4.2)
3. Für das Beobachtungsmodell P (y|x) wird eine bedingte Unabhängigkeit der Kompo-
nenten y gegeben x angenommen, so dass eine elementweise Faktorisierung der Form
P (y|x) =
∏
i∈x
P (yi|xi) (4.3)
vorliegt. Sollte die Beobachtung in einem Knoten oder in einem gesamten Level des
Quadtrees nicht existieren, so gilt P (yi|xi) = 1.0.
Aus diesen Annahmen für das a priori- und für das Datenmodell folgt eine faktorisierte Form
der gemeinsamen Verteilung von x und y
P (x, y) = P (xr)
∏
i6=r
P (xi|pai)
∏
i∈x
P (yi|xi), (4.4)
wobei P (xr) die a priori Wahrscheinlichkeit der Wurzel des Quadtrees, {P (xi|pai)}i6=r die
Klassenübergangswahrscheinlichkeiten zwischen den Eltern- und den Kindknoten und
{P (yi|xi)}i∈x die bedingten likelihoods in den verschiedenen Hierarchieebenen sind.
Für das ungerichtete planare Modell wird ein auf regulären Gittern basiertes MRF verwen-
det. Hier wird die übliche Positivität sowie die Markov-Eigenschaft angenommen
P (x) > 0, ∀x ∈ X (Positivität) (4.5)
P (xi|x) = P (xi|xNi) (Markov-Eigenschaft) (4.6)
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so dass die Energiefunktion mit
U (x|y) =
∑
i∈xN
P (yi|xi) +
∑
i∈xN
∑
i′∈Ni
βδk (xi, xi′) (4.7)
gegeben ist (vergleiche Abschnitt 3.1). Es folgt eine detaillierte Darstellung des Datenmodells,
des a priori Modells sowie der Methoden zur Parameterschätzung und Inferenz für das hybride
Modell.
4.2 Datenmodell
In dieser Arbeit werden sowohl für das hierarchische als auch das planare MRF GMMs für die
Modellierung von p (yi|xi) verwendet. Diese Herangehensweise ist bei generativen Ansätzen
weit verbreitet und gebräuchlich. Für das planare MRF wird lediglich das Datenmodell in der
feinsten Ebene des Quadtrees herangezogen.
Im Gegensatz zu den meisten in der Literatur vorgestellten Ansätzen, wird in dieser Arbeit
die Einführung eines Merkmalsraums für jede Ebene des Quadtrees vorgeschlagen. Dies ermög-
licht eine Verwendung unterschiedlicher Bildmerkmale in den verschiedenen Skalenebenen und
erlaubt darüber hinaus die Modellierung unterschiedlicher thematischer Klassen in den Ebe-
nen. Da ursprünglich keine Information über die spektralen Eigenschaften der zu parametri-
sierenden Klassen vorliegt, wird die Anwendung eines teilungsbasierten EM-Algorithmus [Ver-
veridis und Kotropoulos, 2008] für das clustering in den einzelnen Ebenen vorgeschlagen. Auf
der Grundlage einer Analyse und Beurteilung der Verteilung der Punkte einer Komponente
(eines clusters) erfolgt die sukzessive Aufteilung dieser, so dass die Anzahl der cluster vor der
Schätzung nicht bekannt sein muss.
Die Identifikation der jeweils relevanten Bildmerkmale erfolgt ebenfalls gesondert in jeder
Ebene (Abschnitt 6.3). Prinzipiell handelt es sich dabei um eine heuristische Methode, bei der
jeweils das Schätzergebnis des clustering für die Bewertung verschiedener Kombinationen von
Merkmalen analysiert wird.
4.3 A priori Modell
Für die Modellierung der a priori Wahrscheinlichkeiten des hierarchischen MRFs wird in [Bou-
man und Shapiro, 1994], [Laferté et al., 2000] und [Martinis et al., 2011] ein Potts-Modell
verwendet. Dabei wird durch
∀i ∈ xn, P (xi = k|pai = l) =
{
θn, wenn k = l
1−θn
M−1 , sonst
(4.8)
mit θn > 1/K bei K Klassen, die Gleichheit der Klasse eines Knotens xi und seines Eltern-
knotens pai favorisiert. Dieses Modell bewirkt demnach eine Glättung im Schätzergebnis, die
verstärkt wird, wenn θ größer wird. Zur Vereinfachung wird oft für jede Ebene n sowie für jede
Klasse k derselbe Parameter θ verwendet und manuell definiert. Bei flächendeckenden und ho-
mogenen thematischen Klassen kann dies zu guten Ergebnissen führen. Bei relativ kleinflächig
auftretenden thematischen Klassen, wie beispielsweise bei schmalen Straßen oder kleinen Häu-
sern, ist dieser Ansatz nicht zielführend, da die kleinen Strukturen durch die Glättung trotz
korrektem Datenmodell verschwinden können. Die manuelle Wahl der Übergangswahrschein-
lichkeiten ist nach eigener Erfahrung sehr schwierig und wird durch die Freiheit der Definition
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von verschiedenen thematischen Klassen in den Hierarchieebenen zusätzlich enorm erschwert.
Aus diesen Gründen soll in dieser Arbeit eine Schätzung der Übergangswahrscheinlichkeiten
mittels eines EM-Algorithmus [Feng et al., 2002] erfolgen. Grundlage für die Anwendung des
Schätzverfahrens ist eine ausreichende Menge an Trainingsdaten in Form von klassifizierten
Bildsegmenten. Während in den bisher erschienenen Veröffentlichungen dafür meist sogar meh-
rere manuell klassifizierte Bilder zur Verfügung stehen, kann in dieser Arbeit lediglich auf die
vom Bildinterpreten manuell angegebenen Trainingsdaten für das Datenmodell zurückgegrif-
fen werden. Es ist dabei zu erwarten, dass diese Menge an Trainingsdaten nicht ausreichend
und repräsentativ für die Schätzung der Übergangswahrscheinlichkeiten ist. Die Angabe von
Trainingsdaten wird sich auf kleine repräsentative Bildbereiche in den unterschiedlichen Ebe-
nen beschränken, so dass bestimmte Klassenkombinationen mitunter überhaupt nicht in den
Trainingsdaten auftreten könnten. Daher wird in dieser Arbeit das Training auf der Grund-
lage eines Zwischenergebnisses vorgeschlagen. Mit Hilfe des Datenmodells kann eine lokale
ML-Klassifikation durchgeführt werden, wobei aufgrund von Mehrdeutigkeiten im jeweiligen
Merkmalsraum Fehlklassifikationen zu erwarten sind. Jedes Bildelement wird hier, unabhängig
davon, wie gering die jeweilige maximale Wahrscheinlichkeit dafür ist, einer Klasse zugewiesen.
Gründe für geringe Wahrscheinlichkeiten für alle Klassen können nicht ausreichend vorhan-
dene Trainingsdaten sowie die Vernachlässigung von Klassen bei der Modellierung sein. Bei
einer pixelbasierten ML-Klassifikation ist daher das Setzen eines Schwellwertes üblich, um die
Pixel zu identifizieren, die für alle Klassen nur geringe likelihoods log p(yi|xi) aufweisen. Da auf
diese Weise die Anzahl der vermutlich falsch und unsicher klassifizierten Elemente verringert
werden kann, wird hier ebenfalls eine ML-Klassifikation der Bildsegmente unter Verwendung
dieses Tests vorgeschlagen. Die Nullhypothese des Tests lautet
H0 : χ2f,α ≥ (yi − µk)T Σ−1k (yi − µk)
p (yi|xi = k) >p (yi|xi = l) , ∀k 6= l
(4.9)
wobei der Freiheitsgrad f der Anzahl der Dimensionen des Merkmalsraums entspricht, α das
Fehlerniveau und die rechte Seite der Nullhypothese (4.9) die Mahalanobis-Distanz zu einem
Clusterzentrum ist. Des Weiteren wird die Nullhypothese für die Bildelemente verworfen, die
nicht eindeutig zu einer Komponente zugeordnet werden können. Für Segmente, die darauf-
hin keine Klassenzugehörigkeit aufweisen, wird bei der EM-Schätzung eine Gleichverteilung
angenommen.
Für das planare MRF wird der in Abschnitt 3.1 beschriebene ICM-Algorithmus angewendet.
Da es sich um ein isotropes und homogenes Modell handelt, wird hier lediglich ein Parameter β
für den Einfluss des Kontexts angesetzt. Eine Schätzung des Parameters auf der Grundlage von
Trainingsdaten ist grundsätzlich möglich, wurde allerdings in dieser Arbeit nicht umgesetzt.
Der Grund dafür ist die Struktur der durch obigen Test bereitgestellten Trainingsdaten. Ein
Ablehnen der Nullhypothese (4.9) ist in Bereichen mit Klassenübergängen und Mischklassen
wahrscheinlicher, als in homogenen Bildbereichen. Somit treten in den daraus resultierenden
Trainingsdaten mitunter verschiedene Nachbarschaften von thematischen Klassen nicht oder
nur im geringen Maße auf (Abbildung 4.2). Die Trainingsdaten repräsentieren demnach nicht
zwingend die tatsächlich vorherrschenden Nachbarschaftsbeziehungen, woraufhin der Parame-
ter β manuell gewählt wird.
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Abbildung 4.2: Links: Ergebnis einer ML-Klassifikation. Mitte: Ergebnis mit χ2α,f -Test mit
α = 0.1. Rechts: Ergebnis mit χ2α,f -Test mit α = 0.3. Ursprüngliches Bild und
Referenz: Abbildung 5.2.
4.4 Parameterschätzung
Die Schätzung der Parameter θd, θp für das Daten- und das a priori Modell bei gegebenen
Trainingsdaten xT (Klassenlabels) und y (Bilddaten) erfolgt mittels ML-Training durch die
Maximierung
θˆML = arg max
θd,θp
P (xT , y|θd, θp)
= arg max
θd,θp
P (y|xT , θd)P (xT |θp) .
(4.10)
Daran wird deutlich, dass die Parameter von Daten- und a priori Modell separat geschätzt
werden können.
4.4.1 Parameterschätzung für das Datenmodell
Die Parameter des Datenmodells sind mit den Mittelwerten µ, den Kovarianzmatrizen Σ sowie
den Gewichten pi der Komponenten gegeben. Die Schätzung dieser erfolgt auf der Grundlage
manuell angegebener Trainingsdaten, wobei jede Klasse und jede Hierarchieebene gesondert
behandelt wird. Für die Bewertung einer geschätzten Konfiguration werden wiederum alle
Komponenten in einem Merkmalsraum betrachtet. Um die Wahl der Anzahl der Kompo-
nenten zu umgehen, wird in dieser Arbeit ein teilungsbasierter EM-Algorithmus [Ververidis
und Kotropoulos, 2008] angewendet. Hier wird jede Klasse mit einem cluster initialisiert und
dieses sukzessive aufgeteilt, bis jedes cluster das Resultat einer einzelnen multivariaten Gauß-
Verteilung ist. Die Gauß-Funktion für eine Komponente q ist
p (y|µq,Σq) = (2piq)−D/2 (det Σq)−1/2 exp
{
−1
2
(y − µq)T Σ−1q (y − µq)
}
, (4.11)
wobei D die Dimension des Merkmalsraums ist. Die Wahrscheinlichkeitsdichtefunktion von y
ist mit dem GMM
p (yi|µ,Σ) =
Q∑
q=1
piqp (yi|µq,Σq) (4.12)
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gegeben, wobei Q die Anzahl aller Komponenten ist. Die Initialisierung der Komponenten
erfolgt durch die Berechnung von Mittelwert und Standardabweichung für jede Klasse unter
Einbezug aller Trainingsdaten. Die Parameter piq, µq und Σq werden prinzipiell für jede Klasse
iterativ durch den bekannten EM-Algorithmus [Dempster et al., 1977] geschätzt:
• E-Schritt: Berechnung der Wahrscheinlichkeit der Zugehörigkeit zu einem Cluster q für
alle Vektoren yi in der r-ten Iteration durch
prq(yi) =
pir−1q p
(
yi|µr−1q ,Σr−1q
)
∑Q
q′=1 pi
r−1
q′ p
(
yi|µr−1q′ ,Σr−1q′
) , (4.13)
mit r ≥ 2.
• M-Schritt: Unter Verwendung der im E-Schritt berechneten Wahrscheinlichkeiten wer-
den die gesuchten Parameter neu berechnet.
pirq =
1
N
N∑
i=1
prq(yi) (4.14)
µrq =
∑N
i=1 p
r
q(yi)yi∑N
j=1 p
r
q(yj)
(4.15)
Σrq =
∑N
i=1 p
r
q (yi)
(
yi − µrq
) (
yi − µrq
)T∑N
j=1 p
r
q(yj)
(4.16)
Die beiden Schritte werden alternierend durchgeführt, bis der Erwartungswert der log-likeli-
hood Funktion des Modells ein lokales Maximum erreicht. Nach Erreichen des Maximums wird
überprüft, welche Komponente im nächsten Schritt aufgeteilt wird. Die Identifikation einer zu
teilenden Komponente erfolgt durch einen multivariaten Test, basierend auf der Mahalanobis-
Distanz eines jeden Merkmalsvektors zum Zentrum dessen Komponente. Sofern die multi-
variate kurtosis („Spitzigkeit“) der Verteilung der Mahalanobis-Distanzen der zu teilenden
Komponente signifikant groß ist, werden die Zentren der beiden neuen Komponenten gleich
dem alten Zentrum gesetzt, jedoch verschiedene initiale Kovarianzmatrizen gewählt. Ansons-
ten werden die neuen Zentren auf der Hauptachse der Ellipse der alten Komponente jeweils im
Abstand der halben Länge der Hauptachse vom alten Zentrum gewählt. Im ersten Fall werden
die Kovarianzmatrizen durch zufällig generierte Diagonalmatrizen, im zweiten Fall mit der Ko-
varianzmatrix der geteilten Komponente initialisiert. Der schematische Ablauf des Verfahrens
ist in Abbildung 4.3 dargestellt.
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1. Zuordnung der 
Merkmalsvektoren zu 
den Clustern 
2. Identifikation des zu 
teilenden Clusters mittels 
eines multivariaten 
Testkriteriums
3. Multivariater Kurtosis-Test: 
Ist die Testgröße signifikant 
groß?
3a. Teilung des Clusters in 
zwei neue Cluster und 
Initialisierung dieser mit 
denselben Clusterzentren
3b. Teilung des Clusters und 
Initialisierung der beiden 
neuen Cluster  entlang der 
Hauptachse des alten 
Clusters.
4. Anwendung des 
EM-Algorithmus
Ja
Nein
Keine Teilung: Stop
Start
Abbildung 4.3: Schematischer Ablauf des clusterings nach [Ververidis und Kotropoulos, 2008].
Es werden die folgenden Schritte durchgeführt:
1. Jeder Merkmalsvektor wird entsprechend der jeweiligen Konfiguration eindeutig zu ei-
nem cluster zugeordnet.
2. Die Identifikation einer einzelnen zu teilenden Komponente erfolgt auf der Basis eines
multivariaten Tests unter Verwendung der Information der Verteilung der Mahalanobis-
Distanzen zum jeweiligen Zentrum. Die Menge der Merkmalsvektoren eines clusters ist
y = [y1, . . . , yN ]. Die Mahalanobis-Distanz eines Vektors yi vom Zentrum µ ist definiert
als
ri = (yi − µ)T Σ−1 (yi − µ) . (4.17)
Die empirische kumulative Verteilungsfunktion der Zufallsvariablen R wird FˆR (ri) be-
zeichnet und durch Sortieren der Mahalanobis-Distanzen in aufsteigender Reihenfolge
sowie durch Setzen von FˆR (ri) = i/N definiert. Die theoretische kumulative Verteilungs-
funktion FR (ri) ist gegeben durch
FR (ri) = I Nri
(N−1)2
(
D
2
,
N −D − 1
2
)
, (4.18)
wobei Ix(a, b) die unvollständige Beta-Funktion ist. In [Ververidis und Kotropoulos, 2008]
wird anhand der theoretischen kumulativen Verteilungsfunktion FR (ri) für jeden Vektor
yi ein Konfidenzintervall
(
klowi,λ , k
high
i,λ
)
bestimmt, wobei λ ∈ {0.90, 0.95, 0.99} gewählt
wird. Die empirische und theoretische Verteilung sowie die Konfidenzintervalle sind in
Abbildung 4.4 beispielhaft für ein cluster veranschaulicht. Hier ist die empirische kumu-
lative Verteilungsfunktion von ri dargestellt und den dazu korrespondierenden Konfiden-
zintervallen gegenüber gestellt. Für r < 1.2 ist die Verteilung FˆR(ri) signifikant kleiner
als die theoretische Verteilung FR(ri). Das multivariate Kriterium zählt die Anzahl d,
für die FˆR(ri) außerhalb des Konfidenzintervalls
(
klowi,λ /N, k
high
i,λ /N
)
liegt.
3. Für das zuvor identifizierte cluster wird nun ein multivariater kurtosis Test durchgeführt,
um die Art der Initialisierung der beiden neuen cluster zu bestimmen. Die kurtosis ist
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Empirisch:
Theoretisch:
Oberes Konfidenzlimit:
Unteres Konfidenzlimit:
 iR rFˆ
 iR rF
Nkhighi /99.0,
Nklowi /99.0,
 iR rF
Abbildung 4.4: Links: Eine Menge von zweidimensionalen Merkmalsvektoren. Rechts: Das da-
zu korrespondierende multivariate Testkriterium. Quelle: [Ververidis und Ko-
tropoulos, 2008].
nach [Marida et al., 1979] definiert durch
K(y) =
1
N
N∑
i=1
r2i (4.19)
und stellt ein Maß für die „Spitzigkeit“ der Verteilung der Mahalanobis-Distanzen in
einem Cluster dar. Dieses Maß erlaubt eine Aussage darüber, ob die Quelle eines clusters
zwei oder mehrere Gauß-Funktionen mit dem gleichen Zentrum darstellt. Für den Test
wird angenommen, dass eine multivariate Gauß-Dichte eine zu erwartende kurtosis K0
hat, wobei [K0;0.025,K0;0.975] das entsprechende Konfidenzintervall bei 95% Signifikanz
darstellt. K0 ist definiert durch
K0 = E(K) =
(
1− 1
N
)2 N − 1
N + 1
D (D + 2) . (4.20)
Per Definition ist die Ordnung der obigen Werte
0 < K0;0.025 < K0 < K0;0.975 <∞. (4.21)
Durch das Kriterium in Schritt 2 wird festgestellt, ob K ∈ [K0;0.025,K0;0.975] gilt. Sofern
diese Hypothese verworfen wird, bestehen für die Teilung die folgenden zwei Möglich-
keiten.
a) Sofern K > K0 gilt, wird das entsprechende cluster in zwei neue cluster aufgeteilt
und mit den selben Zentren jedoch zufällig gewählten Kovarianzmatrizen initiali-
siert.
b) Sofern K < K0 gilt, wird das entsprechende cluster in zwei neue cluster aufgeteilt,
wobei die neuen Zentren auf der Hauptachse der Ellipse des ursprünglichen clusters
liegen. Der Abstand der Zentren vom ursprünglichen Zentrum entspricht der halben
Länge der Hauptachse des alten clusters.
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4. Nach der Initialisierung der beiden neuen Komponenten wird der iterative EM-Algorithmus
(Gleichungen (4.13)-(4.16)) angewendet.
Die Schritte 1-4 werden so lange durchlaufen, bis nach Schritt 2 kein cluster mehr zu teilen
ist.
4.4.2 Parameterschätzung für das a priori Modell
Die Parameter θp (im Folgenden θ) des a priori Modells sind Übergangswahrscheinlichkeiten
zwischen den thematischen Klassen in benachbarten Hierarchieebenen und werden mit beding-
ten Wahrscheinlichkeitstabellen, also in Form von Matrizen, dargestellt. Es seien k = 1, . . . ,K
die möglichen diskreten Werte (Klassen) eines Knotens xi und l = 1, . . . , L die möglichen Klas-
sen des Elternknotens pai von xi. Der Parameter θikl stellt einen Wert P (xi = k|pai = l) einer
Wahrscheinlichkeitstabelle dar, wobei
∑
l θikl = 1 gilt. Äquivalent zu den MSRFs (Abschnitt
3.4) werden bei der EM-Schätzung in jeder Iteration bottom-up und top-down Nachrichten
zwischen den Knoten des Baumes ausgetauscht, um die a posteriori Wahrscheinlichkeiten der
versteckten Knoten im E-Schritt zu berechnen. Anschließend werden die erwarteten Klas-
senübergänge herangezogen, um im M-Schritt die Übergangswahrscheinlichkeiten neu zu be-
rechnen [Ronen et al., 1995]. Die Neuberechnung der Übergangswahrscheinlichkeiten in einer
Iteration basiert auf der Maximierung der Baum auxiliary function über die neu geschätzten
Parameter θ′
Q
(
θ′, θ
)
=
∑
xh
P (xh|xT , θ) log
[
P
(
xh, xT |θ′
)]
, (4.22)
wobei xh die versteckten Variablen und xT die Trainingsdaten sind. Aufgrund der begrenzten
Verfügbarkeit von Trainingsdaten ist die gesonderte Schätzung von θ für jede Kante des Bau-
mes nicht praktikabel, so dass für jedes Level n dieselben Parameter angenommen werden.
Daraus ergibt sich der folgende Ausdruck für die Aktualisierung der Parameter
θ′nkl =
∑
xi∈xn P (xik, pail|xT , θ)∑
xi∈xn
∑
k′ P (xik′ , pail|xT , θ)
. (4.23)
Die gemeinsame Wahrscheinlichkeit P (xik, pail|xT , θ) wird wiederum lokal in jedem Knoten
durch das Weitergeben von Nachrichten nach [Pearl, 1988] berechnet
P (xik, pail|xT , θ) = 1∑
l′ pi(pail′)λ(pail′)
λ(xik)θiklpi(pail)
∏
ch∈sxi
λch(pail), (4.24)
wobei sxi die Menge der Geschwisterknoten von xi im selben Level und ch die Bezeichnung
für einen Kindknoten ist. Die Funktion λ(x) ist rekursiv definiert durch
λ(x) =
m∏
i=1
λchi(x)
λchi(x) =
L∑
l=1
P (chil|x)λ (chil) ,
(4.25)
wobei m die Anzahl der Kindknoten von x ist. λch(x) wird als λ-Nachricht bezeichnet, welche
von den Kindknoten ch zu seinen Elternknoten x gesendet wird. pi(x) ist rekursiv definiert
47
4 Hybrides Markov-Modell
durch
pi(x) =
L∑
l=1
P (x|pal)pix (pal)
pix (pa) = βpi (pa)
∏
pa′∈sx
λpa′ (pa),
(4.26)
wobei pal den l-ten Zustand von Elternknoten pa und sx die Geschwister von x sind. Die
Normalisierungskonstante β garantiert, dass sich die Werte pix(pa) zu Eins summieren. pix(pa)
wird als pi-Nachricht, die von Knoten x zu seinem Elternknoten pa gesendet wird, bezeichnet.
Der Prozess erfordert eine initiale Definition von Zuständen in den Blattknoten sowie in der
Wurzel des Baumes. Der pi-Vektor in der Wurzel wird gleich der a priori Wahrscheinlichkeit
der Klassen gesetzt. Sofern keine weitere Information zur Verfügung steht, wird hier üblicher-
weise eine Gleichverteilung angenommen. Des Weiteren sind die λ-Vektoren der Blattknoten
(sowie auch der inneren Knoten) mit Nullen, und lediglich an der Stelle der entsprechenden
vorliegenden Klasse in den Trainingsdaten, mit einer Eins besetzt. Bei unvollständigen Trai-
ningsdaten wird jedes Element des λ-Vektors gleich 1/K gesetzt. Um den Wertebereich der
Rechengenauigkeit nicht zu unterschreiten, werden die Vektoren λ(x) nach ihrer Berechnung
mit dem Faktor 1/
∑
x λ(x) normiert.
4.5 Inferenz
Die Inferenz der Klassenlabels erfolgt in Bayes’schen Ansätzen durch die Minimierung des
Erwartungswertes einer Kostenfunktion C gegeben den Bilddaten
xˆ = arg min
x′
E
(
C
(
x, x′
) |Y = y) , (4.27)
wobei die Kostenfunktion die Diskrepanz zwischen den jeweils geschätzten Klassenlabels x′
und den „idealen“ Labels x bestraft. Basierend auf [Laferté et al., 2000] werden in dieser Arbeit
für das hierarchische Markov-Modell zwei verschiedene Schätzverfahren angewendet, welche
jeweils aus einer korrespondierenden Kostenfunktion resultieren. Dabei handelt es sich um die
bekannten Schätzer maximum a posteriori (MAP) sowie marginal posterior mode (MPM). Die
entsprechenden Schätzalgorithmen sind nicht iterativ und erfordern lediglich zwei Durchläufe
durch die Quadtree-Struktur.
Basierend auf den Ergebnissen der hierarchischen Inferenz erfolgt die Inferenz für das planare
MRF mittels ICM-Algorithmus (Abschnitt 3.1.2).
4.5.1 Hierarchische MAP-Inferenz
Die Kostenfunktion des MAP-Kriteriums ist definiert durch
C(x, x′) = 1− δ(x, x′), (4.28)
mit der Kronecker-Delta-Funktion δ. Der dazu korrespondierende Bayes’sche Schätzer ist mit
xˆ = arg max
x
P (x|y) = arg max
x
P (x, y) (4.29)
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gegeben. Für diese Schätzung kann ein dem Viterbi-Algorithmus [Forney, 1973] ähnliches Ver-
fahren angewendet werden. Unter Verwendung der Bayes’schen Regel sowie der in Abschnitt
4.1 definierten statistischen Eigenschaften des hierarchischen Modells, ergibt sich der folgende
Algorithmus2:
• Bottom-up Durchlauf: Berechnung und Speichern der Funktionen Pi(pai) und x∗i (pai)
für alle möglichen Werte von pai:
Initialisierung von i ∈ xN Pi(pai) = maxxi p(yi|xi)P (xi|pai)
x∗i (pai) = arg maxxi p(yi|xi)P (xi|pai)
Rekursion für i ∈ xN−1, . . . , x1 Pi(pai) = maxxi p(yi|xi)P (xi|pai)
∏
t∈i+ Pt(xi)
x∗i (pai) = arg maxxi p(yi|xi)P (xi|pai)
∏
t∈i+ Pt(xi)
• Top-down Durchlauf: Sukzessive Bestimmung der MAP-Schätzung ausgehend von
der Wurzel des Quadtrees:
Initialisierung der Wurzel xˆr = arg maxxr p(yr|xr)P (xr)
∏
i∈r+ Pt(xr)
Rekursion für i ∈ x1, . . . , xN xˆi = x∗i (pˆai)
Die Wahrscheinlichkeiten Pi(.) werden schnell sehr klein, so dass die übliche Rechenge-
nauigkeit von Computern vor allem bei großen Bildern und demnach hohen Baumstrukturen
nicht ausreichen ist (Zahlenbereichsunterschreitung). Aus diesem Grund werden jeweils die Lo-
garithmen der Wahrscheinlichkeiten verwendet. Produkte von sehr kleinen Faktoren werden
somit durch Summen von möglicherweise großen negativen Zahlen ersetzt.
4.5.2 Hierarchische MPM-Inferenz
Die Kostenfunktion der MAP-Schätzung bestraft Unterschiede zwischen den Konfigurationen
x und x′, ohne zu beachten, wie groß diese Unterschiede sind. Die Kostenfunktion
C(x, x′) =
∑
i∈x
δ(xi, x′i) (4.30)
bewirkt hingegen eine Minimierung der globalen Anzahl an falsch klassifizierten Bildelementen
und führt zum MPM-Schätzer. Dieser weist jedem Bildelement unter Einbezug aller jeweils
einfließenden Daten y die wahrscheinlichste Klasse zu und lautet
∀i, xˆi = arg max
xi
P (xi|y). (4.31)
Der Algorithmus für die MPM-Schätzung erfordert einen vorbereitenden top-down Durchlauf,
um die später benötigten Wahrscheinlichkeiten P (xi) zu berechnen und kann wie folgt zusam-
mengefasst werden:
• Vorbereitender top-down Durchlauf: Berechnung der a priori Randdichten in jedem
Knoten durch
i ∈ x1, . . . , xN , P (xi) =
∑
pai
P (xi|pai)P (pai) (4.32)
2Eine ausführliche Darstellungen der Herleitung der Gebrauchsformeln erfolgt in [Laferté et al., 2000].
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• Bottom-up Durchlauf: Bereitstellung der Verteilung für alle xi und für alle Paare
(xi, pai) gegeben den Bilddaten yd(i) der einfließenden Knoten (einschließlich yi):
Initialisierung der Wurzeln P (xi|yi) ∝ p(yi|xi)P (xi)
P (xi, pai|yi) = P (xi|pai)P (pai)p(xi|yi)P (xi)
Rekursion für i ∈ xN−1, . . . , x1 P (xi|yi) ∝ p(yi|xi)P (xi)
∏
t∈i+
∑
xt
P (xt|yd(t))P (xt|xi)
P (xt)
P (xi, pai|yd(i)) = P (xi|pai)P (pai)p(xi|yd(i))P (xi)
• Top-Down Durchlauf: Berechnung der vollständigen a posteriori Randdichten aus den
zuvor bestimmten partiellen Randdichten:
Initialisierung P (xr|y) ∝ p(yr|xr)P (xr)
∏
t∈i+
∑
xt
P (xt|yd(t))P (xt|xr)
P (xt)
xˆr = arg minxr P (xr|y)
Rekursion P (xi|y) =
∑
pai
P (xi,pai|yd(i))∑
xi
P (xi,pai|yd(i))P (pai|y)
xˆi = arg minxi P (xi|y)
Das Unterschreiten der Rechengenauigkeit ist auch hier wahrscheinlich. Ähnlich wie bei
der MAP-Schätzung werden daher auch hier Logarithmen verwendet. Problematisch dabei
ist das Auftreten von Summen, da dafür kein entsprechendes Logarithmusgesetz existiert.
Das Umrechnen der zu summierenden Werte mit der Exponentialfunktion kann jedoch durch
die Anwendung eines Rechentricks umgangen werden. Die Summe von zwei logarithmierten
Werten a und b ergibt sich durch folgende Umformung zu∑
(a, b) =a+ b = log (exp(a) + exp(b))
= log
(
exp
(
a+ b
2
))
+ log
(
exp
(
a− b
2
)
+ exp
(
−a− b
2
))
=
a+ b
2
+ log
(
2 cosh
(
a− b
2
))
.
(4.33)
4.5.3 Modifizierte hierarchische Inferenz
Die starre Struktur des Quadtree-Bildmodells einerseits, sowie die quadratischen Bildelemen-
te andererseits, erhöhen die Wahrscheinlichkeit des Auftretens von Mischklassen innerhalb
der Bildelemente. Im Zuge der hierarchischen Inferenz mit einem Datenmodell basierend auf
GMMs sind für diese Bildelemente kleine und nicht signifikant voneinander unterscheidbare
likelihoods p (yi|xi) zu erwarten. Bei einer ML-Klassifikation ist es daher üblich, diese Elemen-
te mit einem χ2f,α-Test, mit dem Freiheitsgrad f und dem Fehlerniveau α zu identifizieren
und nicht zu klassifizieren (vergleiche Abschnitt 4.4.2). In [Kersten et al., 2010] wird dieser
Test erstmals bei der hierarchischen MAP-Inferenz angewendet. Wird die Nullhypothese des
Tests (4.9) verworfen, wird der Wert p (yi|xi) für alle Klassen gleich Eins gesetzt und somit
lediglich die Information des a priori Modells für die entsprechenden lokalen Berechnungen
einbezogen. Die Modifikation kann eine Verbesserung der Klassifikationsgüte gegenüber den
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herkömmlichen Inferenzmethoden erwirken, führt allerdings mitunter zu einer Verstärkung
der Blockstrukturen im Inferenzergebnis sowie zu einer Vernachlässigung feiner Strukturen,
sofern das Fehlerniveau α zu groß gewählt wird. Durch den nachgeschalteten Einbezug von
räumlichem Kontext können die Blockstrukturen wiederum vermindert und das Klassifika-
tionsergebnis weiter verbessert werden. Kleine Strukturen werden hier, je nach Gewichtung
β des Kontextterms mitunter weiter vernachlässigt (vergleiche Abbildung 4.5). Die Wahl der
Parameter α und β sollte daher sehr sorgfältig erfolgen. Neben der MAP-Inferenz wurde im
Abbildung 4.5: Ergebnisse der hierarchischen MPM-Inferenz. Links: die herkömmliche Infe-
renz (Gesamtklassifikationsgüte: 95.1%). Mitte: die modifizierte MPM-Inferenz
(Gesamtklassifikationsgüte: 96.2%, α = 0.1) verstärkt die Blockeffekte. Rechts:
modifizierte Inferenz und anschließender ICM-Algorithmus (Gesamtklassifika-
tionsgüte: 95.1%, β = 1000)
Rahmen dieser Arbeit auch die MPM-Inferenz durch diesen Test modifiziert. Die Wahl des
Fehlerniveaus für den Test erfolgt manuell.
4.6 Bewertung des hierarchischen Inferenzergebnisses
Die Bereitstellung von Karten- und Datenprodukten im Kontext von Notfall- und Krisenkar-
tierungen ist mit Anforderungen an die Qualität dieser verknüpft. Um den jeweiligen Nutzern
der Produkte eine adäquate Entscheidungsgrundlage bereitzustellen, ist eine Bewertung der
Klassifikationsergebnisse erforderlich. Aus dieser sollte ersichtlich werden, wie vertrauenswür-
dig das jeweilige Klassifikationsergebnis ist und in welchen Bildbereichen beziehungsweise bei
welchen thematischen Klassen die Methode möglicherweise vermehrt falsche Entscheidungen
getroffen hat. Als Indikator für potentielle Fehlklassifikationen wird in [Pérez et al., 2000]
und [Feng et al., 2002] ein Entropiemaß der Form
H (xi|y) = −
K∑
k=1
P (xi|y) log2 [P (xi|y)] (4.34)
aus den bei der hierarchischen MPM-Inferenz berechneten a posteriori Randdichten P (xi|y)
(posterior marginals) vorgeschlagen. Die Visualisierung der Entropien für das Inferenzergeb-
nis in Abbildung 4.5 kann als Konfidenzkarte, in der möglicherweise falsch klassifizierte Bild-
elemente entsprechend eines hohen Entropiewerts hell erscheinen, aufgefasst werden. In Ab-
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Abbildung 4.6: Entropiekarte berechnet aus den a posteriori Randdichten der MPM-Inferenz.
bildung 4.6 erscheinen die Bildelemente in Rand- beziehungsweise Übergangsbereichen von
thematischen Klassen besonders hell. Es ist zu beachten, dass die Berechnung der Entropien
bisher lediglich im Rahmen der MPM-Inferenz umgesetzt wurde, da bei der ursprünglichen
MAP-Inferenz nicht alle erforderlichen Wahrscheinlichkeiten berechnet werden.
4.7 Kombination hierarchischer gerichteter und planarer
ungerichteter Modelle
In der Literatur erfolgt die sequentielle Kombination von hierarchischen und planaren Model-
len bisher meist durch eine starre Anwendung dieser, wobei das Ergebnis der hierarchischen
Inferenz die Initialisierung für den ICM-Algorithmus darstellt. Dabei werden die beiden Mo-
delle unabhängig voneinander betrachtet, so dass zwar die Klassenzugehörigkeiten mittels
Einbezug von hierarchischem Kontext und gegebenenfalls mehrskaliger Bildinformation infe-
riert wird, die entsprechenden Wahrscheinlichkeiten (a posteriori Randdichten) jedoch beim
ICM-Algorithmus unberücksichtigt bleiben. Es werden demnach aus praktischen Gründen zwei
gänzlich unterschiedliche Modelle nacheinander angewendet, wobei nicht bekannt ist, welches
dieser Modelle das „richtigere“ ist. Es ist also denkbar, dass ein möglicherweise gutes Ergebnis
einer hierarchischen Inferenz durch den Einbezug von räumlichem Kontext wieder verschlech-
tert wird, oder umgekehrt. In [Martinis et al., 2011] wird erstmals eine bedingte Anwendung
des ICM-Algorithmus, basierend auf den Ergebnissen der hierarchischen MAP-Inferenz vor-
geschlagen, wodurch eine signifikante Reduzierung der Laufzeit erreicht wird. Hier wird eine
Konfidenzkarte auf der Grundlage der Inferenzergebnisse generiert. Das Auftreten derselben
Klasse in allen Knoten einer Markov-Kette des hierarchischen Graphen wird hier als Indi-
kator für ein sicher klassifiziertes Bildsegment in der feinsten Ebene interpretiert und das
entsprechende Bildsegment nicht in den ICM-Algorithmus einbezogen. Des Weiteren wird das
Gewicht β des Kontextterms adaptiv auf der Grundlage der Anzahl der Unterschiede der
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Klassenzugehörigkeiten zwischen dem Blattknoten und allen anderen Knoten in der entspre-
chenden Markov-Kette gewählt. Je weniger oft die Klasse des jeweiligen Segments bei dessen
Vorfahren auftritt, desto höher ist die Wahrscheinlichkeit, dass dieses Inferenzergebnis falsch
ist, woraufhin ein hoher Wert für das Gewicht β gewählt wird.
Die MPM-Inferenz weist gegenüber der MAP-Inferenz ein „besseres Verhalten“ auf [Lafer-
té et al., 2000] und ermöglicht die Bestimmung eines Vertrauensmaßes eines jeden Knotens
(vergleiche Abschnitt 4.6), der so genannten Entropie H der a posteriori Randdichten p(xi|y).
Eigene Erfahrungen zeigen, dass sich die Ergebnisse der beiden Inferenzverfahren MAP und
MPM nicht signifikant voneinander unterscheiden, so dass zu Gunsten der Bewertbarkeit der
Ergebnisse durch dieses Vertrauensmaß in dieser Arbeit ausschließlich die MPM-Inferenz an-
gewendet wird.
Die Entropie H erlaubt eine Beschränkung des ICM-Algorithmus auf die Bildelemente, die
einen bestimmten Schwellwert TH überschreiten [Martinis und Twele, 2010], wodurch signifi-
kant verkürzte Rechenzeiten bei quantitativ sehr ähnlichen Ergebnissen erreicht werden. Im
Kontext von Notfall- und Krisenkartierungen folgt daraus ein sehr attraktives Verhältnis von
Kosten und Nutzen, so dass der beschränkte ICM-Algorithmus auch in dieser Arbeit ange-
wendet werden soll. Eine visuelle Beurteilung der Ergebnisse verdeutlicht, dass offensicht-
liche Fehlklassifikationen, die durch den ursprünglichen ICM-Algorithmus beseitigt werden,
mitunter nicht verbessert werden (vergleiche Abbildung 4.7). Andererseits kann ein besseres
Verhalten bezüglich des Detailerhalts festgestellt werden. Daher wird in Abschnitt 6.9 unter-
sucht, inwieweit die Entropie die tatsächlich falsch klassifizierten Bildelemente repräsentiert
und welcher Schwellwert TH daraufhin gesetzt werden sollte.
Abbildung 4.7: Ergebnisse der kombinierten hierarchischen MPM- und planaren Inferenz
(ICM-Algorithmus mit β = 100). Links: Ursprünglicher ICM-Algorithmus,
Gesamtklassifikationsgüte: 96.1%. Rechts: Beschränkter ICM-Algorithmus mit
TH = 0.001, Gesamtklassifikationsgüte: 95.9%.
Grundsätzlich sind viele verschiedene Möglichkeiten für die Integration der Information
aus der hierarchischen Inferenz in den ICM-Algorithmus denkbar und wurden im Rahmen
dieser Arbeit getestet. Beispielsweise könnten die a posteriori Randdichten als Gewicht in
den ICM-Algorithmus einfließen. Damit wurden jedoch keine besseren Ergebnisse, als mit
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dem ICM-Algorithmus beziehungsweise des modifizierten ICM-Algorithmus erreicht. Es ist
weiterhin zu beachten, dass eine Erweiterung des Modells auch zu weiteren zu schätzenden oder
manuell zu definierenden Modellparametern führt. Eine Erweiterung der Nachbarschaft durch
die vier benachbarten Bildelemente in der angrenzenden Hierarchieebene darüber (Einbezug
der jeweiligen Übergangswahrscheinlichkeiten) führt wiederum zu einer weiteren Verstärkung
der Blockeffekte und ist daher ebenfalls nicht zielführend.
4.8 Zusammenfassung
In diesem Abschnitt wurde ein hybrides Modell der Markov-Bildmodellierung vorgestellt und
die statistischen Eigenschaften sowie die jeweiligen Methoden der Parameterschätzung und
Inferenz behandelt. Das hybride Modell setzt sich aus einem gerichteten hierarchischen und
einem ungerichteten planaren MRF zusammen und wird aus Gründen der Effizienz sowie
begründet durch die Rahmenbedingungen in dieser Arbeit sequentiell angewendet.
Die Möglichkeit der freien Definition von thematischen Klassen in den unterschiedlichen
Hierarchieebenen führt dazu, dass in jeder Ebene ein separates Datenmodell (GMM) ange-
setzt wird. Dies erschwert eine ohnehin sehr komplexe manuelle Wahl der Parameter des a
priori Modells, so dass diese durch entsprechende Algorithmen geschätzt werden müssen. Die
dafür erforderlichen Trainingsdaten in jeder relevanten Hierarchieebene des Quadtrees werden
auf der Grundlage einer lokalen ML-Klassifikation bereitgestellt. Auf diese Weise wird der ma-
nuelle Aufwand für den Bildinterpreten an dieser Stelle minimiert. Des Weiteren kann dadurch
eine erste Begutachtung der Qualität der Datenmodelle durch eine visuelle Kontrolle der Zwi-
schenergebnisse erfolgen. Um Fehlklassifikationen bei der lokalen ML-Klassifikation signifikant
zu verringern, wird ein χ2-Test angewendet, um die unsicher klassifizierten Bildelemente zu
identifizieren und bei der Schätzung der Übergangswahrscheinlichkeiten auszuschließen. Bei
Ablehnung der Nullhypothese wird für das entsprechende Bildelement bei der EM-Schätzung
eine Gleichverteilung für das Auftreten der thematischen Klassen angenommen.
Nach der Schätzung aller Modellparameter kann die hierarchische Inferenz erfolgen. Dafür
können die beiden bekannten Schätzer MAP sowie MPM angewendet werden, wobei die a
posteriori Wahrscheinlichkeiten der MPM-Schätzung für die Berechnung einer Konfidenzkar-
te verwendet werden können. Für jedes Bildelement der feinsten Ebene des Quadtrees wird
dafür ein Entropiemaß berechnet, welches einen Indikator für eine mögliche Fehlklassifika-
tion darstellt. Daher wird in dieser Arbeit die ausschließliche Anwendung der hierarchischen
MPM-Inferenz vorgeschlagen. Des Weiteren kann der ICM-Algorithmus auf die Bildelemente
beschränkt werden, die einen bestimmten Grenzwert der Entropie überschreiten. Dies führt
zu einer stark verkürzten Rechenzeit bei quantitativ ähnlichen Ergebnissen, wie mit dem ur-
sprünglichen ICM-Algorithmus.
Aufgrund der starren Quadtree-Struktur sowie der quadratischen Bildelemente ist eine ein-
deutige und sichere Zuordnung der Elemente zu einer thematischen Klasse durch Mischklassen
nicht immer möglich. Daher wird im Zuge einer modifizierten hierarchischen MPM-Inferenz
die Regulierung des Einflusses des Datenmodells wiederum auf der Grundlage eines χ2-Tests
vorgeschlagen. Bei Ablehnung der Nullhypothese wird für die lokalen Berechnungen der In-
ferenz jeweils lediglich die hierarchische Kontextinformation einbezogen und die Information
des Datenmodells vernachlässigt. Auf diese Weise können Fehlklassifikationen mitunter mas-
siv eingedämmt werden (vergleiche Abschnitt 6.8), jedoch werden die Blockstrukturen im
Inferenzergebnis gegenüber der ursprünglichen MPM-Inferenz weiter verstärkt, woraufhin die
anschließende Anwendung des ICM-Algorithmus in jedem Fall erfolgen sollte.
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interaktives Rahmenwerk
Neben der Behandlung der Markov-Bildmodellierung ist die Konzipierung eines Rahmenwerks
zur interaktiven Klassifikation unter Verwendung dieser Methodik ein weiterer Hauptbestand-
teil dieser Arbeit. Das Rahmenwerk wurde prototypisch in der Programmiersprache IDL (in-
teractive data language) implementiert und ermöglicht eine sequentielle und interaktive Klas-
sifikation, die Visualisierung von Zwischenergebnissen sowie den Export von Zwischen- und
Endergebnissen in gängige Rasterformate. Um eine Anwendung der Methodik im Kontext
von Notfall- und Krisenkartierungen zu ermöglichen, unterscheidet sich das vorgeschlagene
Rahmenwerk wie folgt von anderen in der Literatur vorgestellten Methoden:
• Es können Satellitenbilder der Sensoren IKONOS, RapidEye, QuickBird, Kompsat,
WorldView-2 und Spot 5 prozessiert werden. Eine Erweiterung der Methode auf wei-
tere Bilddatenformate ist ohne großen Aufwand möglich.
• Die Größe der kleinsten (Ziel-) Bildelemente ist entsprechend der räumlichen Auflö-
sung der Daten sowie der gewünschten thematischen Auflösung frei vom Bildinterpreten
wählbar.
• Es können ad-hoc beliebige thematische Klassen in beliebigen Hierarchieebenen durch
den Bildinterpreten definiert werden, wodurch die jeweilige Größe der Bildelemente,
respektive die Generalisierungsstufe der jeweiligen Quadtree-Ebene berücksichtigt wird.
• Um ein hohes Maß an Flexibilität sowie eine Übertragbarkeit auf verschiedene Problem-
stellungen und Bildinhalte zu gewährleisten, steht eine große initiale Menge von Merk-
malen für die Modellierung der Klassen in der Merkmalsraum-Domäne zur Verfügung
(Datenmodell). Um redundante und irrelevante Merkmale zu identifizieren, die Dimen-
sionalität des Klassifikationsproblems zu verringern und eine aufwändige Berechnung
aller Merkmale zu vermeiden, erfolgt eine Selektion der problemrelevanten Merkmale.
• Für das Datenmodell werden GMMs verwendet. Um den jeweiligen Bildcharakteristika
in den verschiedenen Skalen sowie den möglicherweise unterschiedlichen thematischen
Klassen gerecht zu werden, wird je Skalenbereich ein gesondertes Datenmodell trainiert.
Die Merkmalsselektion erfolgt daraufhin ebenfalls in jedem Skalenbereich gesondert.
• Die Inferenz der gesuchten Klassenlabels in der feinsten Ebene des Quadtrees erfolgt
mittels hierarchischer MAP- oder MPM-Schätzung. Zusätzlich dazu wird in dieser Arbeit
eine modifizierte Version dieser Methoden vorgeschlagen, bei der die Fehlklassifikation
von Bildelementen mit Mischklassen vermindert werden kann.
• Neben dem Einbezug von hierarchischem Kontext kann eine zusätzliche Verbesserung des
Inferenzergebnisses durch den Einbezug von räumlichen Kontext in der feinsten Ebene
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des Quadtrees erreicht werden. Dazu wird ein planares ungerichtetes Markov-Modell
angewendet.
• Die Inferenz für das planare Modell (ICM-Algorithmus) wird auf die Bildelemente mit
einer hohen Entropie der a posteriori Randdichten beschränkt, so dass die Laufzeit si-
gnifikant verringert wird.
• Aus den im Zuge der MPM-Inferenz berechneten Wahrscheinlichkeiten erfolgt die Be-
rechnung einer Konfidenzkarte, die potentiell falsch klassifizierte Bildelemente ausweist.
5.1 Das Rahmenwerk
Die Datengrundlage für die Klassifikation beschränkt sich in dieser Arbeit auf das zu prozes-
sierende Satellitenbild selbst. Für die aufgrund dessen sequentiell ablaufende Prozessierung
ist ein Bildinterpret für die interaktive Steuerung der Klassifikation erforderlich. Er hat die
Möglichkeit, verschiedene Prozessketten zu wählen sowie die jeweiligen Zwischenergebnisse
durch visuelle Kontrolle auf Plausibilität zu überprüfen. Die sequentielle Vorgehensweise hat
den Vorteil, dass etwaige Probleme, beispielsweise bei der Parameterschätzung, frühzeitig er-
kannt und behoben werden können. Bei einer vollautomatischen Prozesskette würde hingegen
erst nach einem vollständigen Durchlauf dieser bemerkt werden, dass ein einzelner Teilprozess
keine zufriedenstellenden Ergebnisse geliefert hat, wonach zunächst der entsprechende Teil-
prozess identifiziert werden und anschließend die Prozesskette von diesem Schritt beginnend
erneut durchlaufen werden muss. Der gesamte Ablauf der Bildanalyse mit dem Rahmenwerk
ist in Abbildung 5.1 dargestellt. Im ersten Schritt erfolgt die Bereitstellung der hierarchischen
         Übergang zum nächsten Prozessierungsschritt
         Verwendung von Parametern
         Input / Output
1. Instanziierung der 
Quadtree Baumstruktur
2. Klassendefinition und 
Angabe von 
Trainingsdaten
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Abbildung 5.1: Schematische Darstellung der Klassifikation mit dem Rahmenwerk.
Graphenstruktur sowie der quadratischen Bildsegmente. Anschließend kann in Schritt 2 die
Definition der gewünschten thematischen Klassen sowie die interaktive Angabe von Trainings-
daten für diese erfolgen. In den Schritten 3 bis 5 werden auf der Grundlage der Trainingsdaten
die Parameter der verschiedenen Modelle geschätzt. Um den Aufwand für den Bildinterpreten
so gering wie möglich zu halten, erfolgt dies teilweise auch auf der Grundlage von Zwischen-
ergebnissen. Anschließend erfolgt die eigentliche Klassifikation (Schritt 6 und 7), sowie die
Berechnung einer Konfidenzkarte, welche ein Maß der Klassifikationsgüte darstellt (Schritt 8).
Im Folgenden werden die einzelnen Schritte detailliert beschrieben.
1. Im ersten Schritt wird eine vollständige Quadtree Baumstruktur instanziiert. In Abhän-
gigkeit der gewünschten räumlichen und thematischen Auflösung des Klassifikationser-
gebnisses kann der Bildinterpret die Größe des kleinsten Bildelements wählen. Die feinste
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Ebene des Quadtrees ist gleichzeitig auch die Zielebene der Klassifikation. Bei einer An-
zahl von N Levels des Graphen ergeben sich (4N−1) Bildelemente in der feinsten Ebene.
Je kleiner die Größe gewählt wird, desto mehr Bildsegmente werden generiert, wodurch
dementsprechend längere Laufzeiten bei Parameterschätzung und Inferenz zu erwarten
sind.
2. Der Bildinterpret kann nun beliebige thematische Klassen in beliebigen Hierarchieebenen
definieren. Dafür müssen jeweils interaktiv Trainingsdaten in Form von Bildelementen
angegeben werden. Für die statistische Modellierung der Klassen im Merkmalsraum
werden GMMs parametrisiert, so dass die Definition von mindestens zwei Klassen in
einem Skalenbereich erforderlich ist (beispielsweise Siedlung und Rest).
3. Für jedes Bildelement wird aus den Bilddaten ein Merkmalsvektor berechnet. Um redun-
dante und irrelevante Merkmale zu eliminieren, eine Unterrepräsentation der Klassen im
Merkmalsraum aufgrund einer zu hohen Dimensionalität zu vermeiden sowie um nicht
alle Merkmale für jedes Bildelement berechnen zu müssen, werden die problemrelevan-
ten Merkmale mittels Merkmalsselektion identifiziert. Dies erfolgt durch ein heuristisches
Verfahren, das die jeweils geschätzten Datenmodelle verschiedener Merkmalskombina-
tionen miteinander vergleicht und bewertet. Die Anzahl der Dimensionen muss dabei
vom Bildinterpreten definiert werden.
4. Auf der Grundlage der in Schritt 3 gelernten Datenmodelle kann nun eine ML-Klassi-
fikation in den entsprechenden Levels erfolgen. Dieser Schritt wird durchgeführt, um
ausreichend Trainingsdaten für die Schätzung der Parameter des hierarchischen a priori
Modells zur Verfügung zu stellen. Da in dem Ergebnis dieses lokalen Verfahrens mit
Fehlklassifikationen zu rechnen ist, werden lediglich die Bildelemente einer thematischen
Klasse zugeordnet, welche auf der Grundlage eines χ2f,α-Tests eindeutig und mit einer
bestimmten Sicherheitswahrscheinlichkeit P = 1 − α zugeordnet werden können. Das
Fehlerniveau α muss wiederum vom Bildinterpreten definiert werden.
5. Die lokal klassifizierten Bildelemente werden nun für die EM-Schätzung der Parameter
des a priori Modells herangezogen.
6. Nun kann die hierarchische Inferenz erfolgen. Dafür stehen zwei gebräuchliche Methoden,
die maximum a posteriori (MAP) sowie die marginal posterior modes (MPM) Inferenz,
zur Verfügung. Zusätzlich dazu können in dieser Arbeit modifizierte Versionen dieser
Methoden angewendet werden. Alle Inferenzalgorithmen sind exakt und nicht iterativ.
7. Um das Klassifikationsergebnis weiter zu verbessern und die bei der hierarchischen Infe-
renz üblicherweise auftretenden Blockstrukturen zu verringern, kann räumlicher Kontext
innerhalb des feinsten Levels des Quadtrees einbezogen werden. Dies erfolgt durch ein
gitterbasiertes Markov-Zufallsfeld, wobei als initiale Konfiguration für den iterativen
ICM-Algorithmus das Ergebnis der hierarchischen Schätzung dient.
8. Die aus den Wahrscheinlichkeiten der hierarchischen Inferenz abgeleiteten Entropiewerte
bilden die Grundlage für die Erstellung einer Konfidenzkarte.
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Für eine Prozessierung sind insbesondere die folgenden interaktiven Eingaben erforderlich:
• Schritt 1: Definition der kleinsten Größe der Bildelemente, beispielsweise 4 × 4 Pixel.
Die kleinste mögliche Größe stellt ein Pixel selbst dar.
• Schritt 2: Definition der thematischen Klassen sowie Angabe von Trainingsdaten für jede
dieser.
• Schritt 3: Vorgabe der Dimensionalität der Merkmalsräume in den verschiedenen Ebe-
nen.
• Schritt 4: Definition des Fehlerniveaus α für den χ2-Test sowie visuelle Überprüfung
des lokalen Klassifikationsergebnisses. Ein nicht zufriedenstellendes Ergebnis ist auf eine
ungünstige Anzahl an Merkmalen oder auf eine nicht repräsentative Menge an Trainings-
daten zurückzuführen. Nach etwaigen Modifikationen sind die Schritte 3 und 4 erneut
durchzuführen.
• Schritt 6: Bei der Anwendung der modifizierten hierarchischen Inferenz ist wiederum die
Definition des Fehlerniveaus für einen χ2-Test erforderlich. Auch hier sollte das Ergebnis
visuell überprüft werden (Blockstrukturen werden in Abhängigkeit von α verstärkt und
kleine Strukturen mitunter geglättet).
• Schritt 7: Wahl des Gewichts β für den Kontextterm des planaren MRFs (ICM-Algorith-
mus) sowie des Schwellwertes TH (modifizierter ICM-Algorithmus).
Es muss prinzipiell nicht die gesamte Prozesskette durchlaufen werden. Während die Schrit-
te 1 bis 3 für alle Prozessierungsmöglichkeiten erforderlich sind, können des Weiteren die
folgenden Kombinationen gewählt werden:
• Schritt 4: Lokale ML-Klassifikation aller Bildelemente.
• Schritte 4 und 7: Hier erfolgt lediglich der Einbezug von räumlichem Kontext (ICM-
Algorithmus). Als initiale Konfiguration der Klassenlabels wird das Ergebnis der ML-
Klassifikation verwendet.
• Schritte 4, 5 und 6: Mit dieser Kombination kann die hierarchische Inferenz mittels MAP,
MPM oder einer der modifizierten Versionen dieser erfolgen.
• Schritte 4, 5, 6 und 7: Hier erfolgt die Anwendung der kompletten Prozesskette.
Die Berechnung einer Konfidenzkarte (Schritt 8) kann für alle Kombinationen, ausgenommen
auf Grundlage der hierarchischen MAP-Inferenz, erfolgen.
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In diesem Abschnitt erfolgt die exemplarische Anwendung des Rahmenwerks auf einen Aus-
schnitt der Größe 512×512 Pixel einer multispektralen IKONOS-Szene (Abbildung 5.2). Diese
wurde am 6. August 2007 akquiriert und hat eine räumliche Auflösung von 1 m (näheres zu
den in dieser Arbeit verwendeten Daten in Abschnitt 6.1). Es sollen beispielhaft die Klassen
Feld brach, Feld, Straße, Weg und Vegetation klassifiziert werden. Diese Demonstration soll die
Abbildung 5.2: Links: IKONOS-Subset. Rechts: Referenz aus manueller Klassifikation.
Funktionsweise des Rahmenwerks sowie die Möglichkeiten der Prozessierung, Visualisierung
und der interaktiven Steuerung aufzeigen. Prinzipiell würde in diesem einfachen Beispiel auch
ein weniger komplexer Ansatz, wie beispielsweise region growing, zu sehr guten Ergebnissen
führen. Die Nummerierung der Schritte orientiert sich an Abbildung 5.1.
1. Instanziierung der Quadtree-Baumstruktur durch Definition der Größe des kleinsten
Bildelements in der untersten Stufe des Baumes (Abbildung 5.3): Hier wurde die kleinste
Größe mit 2× 2 Pixel definiert, so dass insgesamt N = 9 (0, . . . , 8) Levels vorliegen.
Abbildung 5.3: Links: Dialog zur Erstellung des Quadtrees. Rechts: Schematische Darstellung
eines Teils der Baumstruktur.
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2. Interaktive Definition der thematischen Klassen sowie Angabe von Trainingsdaten: Dies
erfolgt hier in den drei feinsten Ebenen des Quadtrees (Abbildung 5.4). Da in der gröbs-
ten der drei Ebenen die Klasse Weg nicht mehr durch die quadratischen Bildelemente
abgebildet werden kann, wird die Klasse in dieser Ebene nicht modelliert. Die Angabe
von Trainingsdaten erfolgt per Mausklick. Eine Definition durch eingrenzende Polygone
ist weitaus praktikabler und sollte daher für weiterführende Untersuchungen implemen-
tiert werden.
Abbildung 5.4: Oben links: Dialogfenster für die Definition und Visualisierung der thema-
tischen Klassen. Oben Rechts: Visualisierung der Trainingsdaten in Level 6.
Unten: (v. l. n. r.): Trainingsdaten in Level 7 und 8.
3. Merkmalsselektion und Schätzung der Parameter des Datenmodells: In diesem Beispiel
werden jeweils sechs Merkmale in jeder Ebene gewählt. Die Merkmalsräume können
anschließend durch Projektion in beliebige Ebenen visualisiert werden (Abbildung 5.5).
4. Lokale ML-Klassifikation und optionaler χ2-Test: In Abbildung 5.6 ist exemplarisch das
Ergebnis einer ML-Klassifikation mit α = 0.5 für alle drei Ebenen dargestellt.
5. EM-Schätzung der Parameter des a priori Modells (Abbildung 5.7): Die Benutzerober-
fläche erlaubt die Visualisierung der Ergebnisse sowie die manuelle Veränderung der
Übergangswahrscheinlichkeiten.
6. Hierarchische MAP- oder MPM-Inferenz: In Abbildung 4.5 ist ein exemplarisches Ergeb-
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Abbildung 5.5: 2-d Visualisierung der Gauß-Modellierungen in den Merkmalsräumen der Level
6, 7 und 8 (v. l. n. r.).
Abbildung 5.6: Ergebnis der lokalen ML-Klassifikation mit α = 0.5 für die drei Ebenen. Bei
den schwarzen Bildelementen wurde die Nullhypothese verworfen.
nis der hierarchischen MPM-Inferenz sowie der modifizierten MPM-Inferenz dargestellt
(links und mitte). Es sind jeweils Blockstrukturen im Schätzergebnis zu erkennen.
7. Räumlicher Kontexteinbezug durch Anwendung des ICM-Algorithmus: Durch den Ein-
bezug von räumlichem Kontext in der feinsten Ebene des Quadtrees können sowohl
Fehlklassifikationen als auch Blockartefakte deutlich verringert werden (Abbildung 4.5
rechts).
8. Bewertung der Schätzung durch Berechnung einer Konfidenzkarte (Abbildung 4.6) aus
den Wahrscheinlichkeiten der hierarchischen Inferenz.
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Abbildung 5.7: Visualisierung der Übergangswahrscheinlichkeiten zwischen zwei Hierarchie-
ebenen. Je dicker die Verbindung, desto höher die entsprechende Wahrschein-
lichkeit.
5.3 Zusammenfassung
In diesem Abschnitt wurde der in Kapitel 4 vorgeschlagene und beschriebene Ansatz der hybri-
den Markov-Bildmodellierung in ein allgemeines Gesamtkonzept zur interaktiven Klassifika-
tion von hochauflösenden optischen Satellitenbildern integriert. Dieses Rahmenwerk besteht,
aufgrund der vorliegenden Rahmenbedingungen, aus einer sequentiellen Prozesskette und er-
möglicht die Klassifikation durch Kombination verschiedener Prozessschritte. Eine Klassifikati-
on kann demnach lediglich auf der Grundlage der lokalen Bildinformation (ML-Klassifikation),
unter Einbezug von hierarchischem Kontext sowie Bildinformation auf verschiedenen Ska-
len (hierarchische Inferenz), unter Einbezug von räumlichem Kontext (ML-Klassifikation und
ICM-Algorithmus) sowie auf der Grundlage aller genannten Informationen erfolgen. Anhand
eines exemplarischen Beispiels wurden die Anwendung sowie die Möglichkeiten der Visualisie-
rung der prototypischen Implementierung veranschaulicht. Des Weiteren wurde herausgestellt,
in welchen Schritten manuelle Eingaben durch den Bildinterpreten erforderlich sind.
Es ist zu erwarten, dass die Güte eines Klassifikationsergebnisses maßgeblich von den Trai-
ningsdaten, den daraus gelernten Parametern sowie den manuell definierten Parametern ab-
hängt. Um die Charakteristika und Anforderungen der Methode zu analysieren, folgt eine
Evaluierung dieser auf der Grundlage der konkreten Anwendung auf verschiedene Satelliten-
bilder.
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Die nutzergestützte Prozessierung erfordert die Definition von thematischen Klassen, die An-
gabe von Trainingsdaten sowie die Definition von verschiedenen Parametern. Bezüglich der
Güte der auf dieser Grundlage parametrisierten Modelle sowie des daraus resultierenden Klas-
sifikationsergebnisses ist eine starke Abhängigkeit von diesen interaktiven Eingaben zu erwar-
ten. In diesem Abschnitt werden daher die Eigenschaften der Methode mittels empirischer
Experimente untersucht und die Robustheit des Verfahrens beziehungsweise einzelner Pro-
zessierungsschritte bezüglich der jeweils einfließenden Parameter herausgestellt. Des Weiteren
erfolgt in diesem Abschnitt der praktische Vergleich der Methode mit zwei weiteren Klassifi-
kationsmethoden. Insbesondere werden die folgenden Punkte bearbeitet:
• Für die Schätzung der Parameter des Datenmodells ist eine ausreichende und reprä-
sentative Menge an Trainingsdaten sowie die Definition der maximalen Anzahl d der
Merkmale erforderlich. Besonders bei hochdimensionalen Merkmalsräumen ist auf eine
ausreichende Menge an Trainingsdaten zu achten, da hier sehr viele Parameter geschätzt
werden müssen. In Abschnitt 6.4 wird daraufhin analysiert, wie sich die Qualität von ge-
lernten Datenmodellen in Abhängigkeit der Anzahl und Wahl der Trainingsdaten sowie
der Anzahl der Merkmale verhält.
• Für die Schätzung der Parameter des a priori Modells werden Trainingsdaten auf der
Grundlage des Datenmodells bereitgestellt und initiale Werte für die Übergangswahr-
scheinlichkeiten benötigt. In Abschnitt 6.5 wird untersucht, inwieweit die Schätzung
der Parameter des a priori Modells abhängig von der Kardinalität der Trainingsdaten
sowie von der Initialisierung der Übergangswahrscheinlichkeiten ist. Da die Parameter-
schätzung für Daten- und a priori Modell getrennt erfolgt, wird auch hier ein festes
Datenmodell angenommen.
• Die Trainingsdaten für das a priori Modell werden aus dem Datenmodell generiert, wo-
bei ein χ2f,α-Test Fehlklassifikationen signifikant verringern soll. In Abschnitt 6.6 wird
daher evaluiert, in welchem Maß mit diesem statistischen Test der Anteil an falsch
klassifizierten Bildelementen tatsächlich verringert werden kann und wie sich diese Her-
angehensweise auf Parameterschätzung und Inferenz auswirkt.
• In Abschnitt 6.7 erfolgt, unter Einbezug der zuvor gewonnenen Erkenntnisse bezüg-
lich der Parameterschätzung, eine Evaluierung der hierarchischen MPM-Inferenz. Dabei
werden Datenmodelle auf verschiedenen Ebenen sowie entsprechende a priori Modelle
trainiert und angewendet. Durch die Betrachtung und Gegenüberstellung der Ergebnisse
aus verschiedenen Kombinationen von Hierarchieebenen soll der Mehrwert der Multis-
kalenprozessierung gegenüber einer ML-Klassifikation herausgestellt werden.
• In Abschnitt 6.8 erfolgt der Vergleich der Methode mit einer pixelbasierten ML-Klassifika-
tion sowie mit der hierarchischen SMAP-Inferenz nach [Bouman und Shapiro, 1994].
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• In Abschnitt 6.9 wird die tatsächliche Aussagekraft der Konfidenzkarte durch eine Ge-
genüberstellung dieser mit den tatsächlichen Fehlklassifikationen untersucht.
Für die Analysen werden insgesamt sechs verschiedene Subszenen des Sensors IKONOS
untersucht, welche im folgenden Abschnitt zunächst bezüglich ihrer Charakteristika (räum-
liche und spektrale Auflösung, Prozessierungslevel, etc.) beschrieben werden. Bezüglich des
Datenmodells ist bisher noch keine Spezifizierung der Bildmerkmale sowie der Methode der
Merkmalsselektion vorgenommen worden. Da in diesem Teil der Arbeit eine konkrete Anwen-
dung des hybriden Modells erfolgt, werden in Abschnitt 6.2 die verwendeten Merkmale und
in Abschnitt 6.3 die Merkmalsselektion behandelt.
6.1 Beschreibung der Daten
Bei den Untersuchungen in diesem Abschnitt sollen die prinzipiellen Eigenschaften der einzel-
nen Schritte des Rahmenwerks sowie die Abhängigkeiten der Ergebnisse von den jeweils einflie-
ßenden Parametern und Trainingsdaten herausgestellt werden. Die Bilddaten weisen demnach
keinen unmittelbaren Bezug zum Thema Notfall- und Krisenkartierung auf. Sie wurden viel-
mehr aufgrund ihrer unterschiedlichen Bildinhalte ausgewählt. Neben diesen Szenen wurden
im Rahmen dieser Arbeit auch Szenen der Sensoren QuickBird [Kersten et al., 2010], Rapi-
dEye, Kompsat, WorldView-2 (simulierte Daten) und Spot-5 mit der Methode prozessiert.
Die Beschaffung von Referenzdaten gestaltet sich aufgrund der räumlichen Auflösung (bei-
spielsweise RapidEye: 5 m) sowie der jeweils aufgenommenen Region (beispielsweise Caprivi,
Namibia) mitunter sehr schwierig, so dass sich an dieser Stelle lediglich die IKONOS-Szenen
eignen.
Für jede der Subszenen wurden relevante thematische Klassen definiert und entsprechende
Referenzklassifikationen mittels visueller Interpretation bereitgestellt. Der Prototyp der Me-
thode erlaubt, aus Gründen einer suboptimalen Speicherverwaltung und Implementierung,
eine Prozessierung von Szenen einer maximalen Größe von 1024 × 1024 Pixeln. In den Ab-
bildungen 6.1 und 6.2 sind die ausgewählten Subszenen samt den Ergebnissen der visuellen
Klassifikation dargestellt. Die Ergebnisse der visuellen Klassifikationen werden im Rahmen
der Evaluierung als Referenz für die Bewertung der verschiedenen Ergebnisse herangezogen.
Des Weiteren werden anhand dieser für die Untersuchungen bezüglich des Daten- und des a
priori Modells zufällige Trainingsdaten generiert. Die Subszenen stammen aus insgesamt drei
IKONOS-Szenen mit den folgenden Eigenschaften:
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Szene (a) (b) (c) (d) (e) (f)
Beschreibung Ländlich Stadtgebiet Stadtgebiet
mit Wasser
Industrie Ländlich
mit
Siedlung
Stadtgebiet
mit
Vegetation
und
Wasser
Aufnahmezeitpunkt 06.08.2007 21.08.2002 28.06.2008
Spektrale Auflösung Multispektral, vier Kanäle: Blau, Grün, Rot und nahes Infrarot
Geometrische Korrektur Standardverfahren beim Prozessierungslevel Geo. Rektifizierung auf ein definiertes
Ellipsoid und einer Kartenprojektion. Horizontale Genauigkeit: ±50 m (CE 90 %)
Bodenabtastdistanz PAN 0.78 m bei Querabtastung, 0.92 m bei
Längsabtastung,
Quer:
1.02 m
Längs:
0.98 m
Quer:
0.94 m
Längs:
1.08 m
Bodenauflösung 1 m nach Pan-Sharpening (cubic convolution) 4 m
Tabelle 6.1: Metadaten der prozessierten Szenen.
Alle Szenen wurden direkt mit den obigen Eigenschaften prozessiert, ohne zusätzliche radio-
metrische oder geometrische Korrekturen vorzunehmen. Untersuchungen bezüglich des Ein-
flusses radiometrischer Vorverarbeitungsschritte, beispielsweise einer atmosphärischen Korrek-
tur, auf die Güte der Klassifikationsergebnisse könnten für einzelne Anwendungsfälle durchaus
relevant sein, sollen jedoch nicht Gegenstand dieser Arbeit sein.
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(a) Ländliches Gebiet in der Nähe von Dresden.
(b) Stadtgebiet von Dresden.
(c) Stadtgebiet von Dresden mit Wasser.
Abbildung 6.1: Subszenen der Größe 512× 512 Pixel mit den entsprechenden Referenzklassi-
fikationen aus visueller Interpretation.
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(d) Ländlicher Raum mit Industrie.
(e) Ländliches Gebiet im Raum Dresden mit vereinzelt besiedelter Fläche.
(f) Stadtrand von Dujiangyan, Provinz Sichuan, China, mit Siedlungsfläche, Vegetation und
Wasser.
Abbildung 6.2: Subszenen der Größe 1024× 1024 Pixel mit den entsprechenden Referenzklas-
sifikationen aus visueller Interpretation.
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6.2 Bildmerkmale
Um die Anwendbarkeit der Methode auf verschiedene Problemstellungen gewährleisten zu kön-
nen, wird ein umfassendes Repertoire von Bildmerkmalen für das Datenmodell zur Verfügung
gestellt. Während bei den meisten Methoden in der Literatur eine feste Menge ausgewählter
Merkmale verwendet wird, soll hier eine möglichst große Abdeckung des Spektrums von Merk-
malen erfolgen. Das Auswahlkriterium für eine Anwendung und Implementierung ist mit der
Relevanz bezüglich der Klassifikation hochauflösender Satellitenbilder gegeben. Die momentan
vorliegende Implementierung des Rahmenwerks ist, dank objektorientierter Programmierung,
mittels weniger Zeilen Quellcode um neue Merkmale erweiterbar. In Tabelle 6.2 wird ein Über-
blick über die verwendeten Merkmale gegeben. Im Anhang werden diese näher beschrieben.
Bezeichnung Bildmerkmal Referenz
Mittelwert
Varianz
Statistische Merkmale erster Ordnung skewness [Meterka und Strzelecki, 1998]
kurtosis
Energie
Entropie
Ratios NDVI und andere -
Maximaler Pixelwert
Weitere Merkmale Minimaler Pixelwert -
Maximale Differenz
HSV-Farbraum [Smith, 1978]
HLS-Farbraum [Luong, 1993]
XYZ, CIELab und CIELuv [Levkowitz, 1997]
Opponent-Farbraum [Ballard und Brown, 1982]
Ohta-Farbraum [Ohta et al., 1980]
Farbraumtransformationen Log-Opponent-Farbraum [Faugeras, 1979]
Unbenannte Transformation [Trias-Sanz et al., 2008]
Rot/Cyan-Farbigkeit [de Wouwer et al., 1999]
P1P2-Farbraum [Vertan et al., 2000]
l1, l2, l3-Farbraum [Gevers und Smeulders, 1999]
h1h2h3-Farbraum [Wesolkowski, 1999]
GLCM-Mittelwert
GLCM-Varianz
GLCM-Energie
GLCM-Korrelation
GLCM-Entropie [Unser, 1986]
Texturmerkmale GLCM-Kontrast
GLCM-Homogenität
GLCM-Cluster Farbtiefe
GLCM-Cluster Prominenz
Strukturkomplexität [Baillard, 1997]
module [Lowitz, 1983]
state
Tabelle 6.2: Zusammenstellung der verwendeten Bildmerkmale.
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Bei der Prozessierung einer IKONOS-Szene mit vier spektralen Kanälen können nach Ab-
schnitt 6.2 insgesamt 77 Merkmale für jedes Segment berechnet werden. Die jeweils relevanten
Merkmale sind in der Regel nicht bekannt, was zu den folgenden Problemen führt:
• Es ist zu erwarten, dass viele dieser Merkmalskandidaten - entweder teilweise oder kom-
plett - irrelevant oder redundant hinsichtlich der Zielstellung sind [Dash und Liu, 1997].
• Auf der Grundlage einer Bewertung der Trennbarkeit von zwei Klassen bezüglich ein-
zelner Merkmale (z.B. auf der Grundlage der Bhattacharyya-Distanz, wie in [Nussbaum
et al., 2006]) ist kein Rückschluss auf die Unterscheidbarkeit dieser in einem mehrdi-
mensionalen Merkmalsraum möglich. Eine Variable, welche komplett nutzlos für sich
allein gesehen ist, kann einen signifikanten Genauigkeitsgewinn bewirken, wenn sie mit
anderen kombiniert wird [Guyon, 2003].
• In der Regel ist die Anzahl der Trainingsdaten begrenzt, so dass durch den „Fluch der
Dimensionen“ [Köppen, 2000] die Klassen bei einer hohen Dimensionalität des Merk-
malsraums unterrepräsentiert sind.
Eine Reduktion der Dimensionalität des Klassifikationsproblems auf ein Minimum ist daher
erforderlich, um eine optimale Klassifikationsgüte zu erreichen und den Aufwand für die Klas-
sifikation zu verringern. Die Verfahren der Dimensionsreduktion können in die Gruppen Merk-
malsselektion und Merkmalstransformation eingeteilt werden (vergleiche beispielsweise [Jain
et al., 2000]).
Im Zuge der Merkmalstransformation werden durch Transformation oder Kombination der
ursprünglichen Merkmale neue Merkmale bestimmt. Die Hauptkomponentenanalyse ist der
wohl bekannteste Ansatz der linearen Merkmalstransformation. Grundgedanke ist dabei die
Transformation von Daten in eine Basis, bei der die einzelnen Dimensionen keine Korrelation
aufweisen. Der Betrag der Eigenwerte der Kovarianzmatrix gibt Auskunft über die Varianz in
jeder Zieldimension. Ein optimaler Unterraum wird durch die Basisvektoren definiert, welche
entlang ihrer Dimension eine große Varianz aufweisen. Die zu diesen Dimensionen zugehörigen
Eigenvektoren werden anhand dieses Kriteriums zu einer Matrix zusammengestellt, welche die
Transformation eines Datenpunktes vom ursprünglichen Merkmalsraum in die neue Basis de-
finiert. Ein genereller Nachteil bei der Merkmalstransformation besteht in der Unabhängigkeit
zum eigentlich verwendeten Klassifikator. Des Weiteren ist zu beachten, dass hier eine phy-
sikalische Interpretation bezüglich des Bildinhaltes und der dafür optimalen ursprünglichen
Merkmale nicht möglich ist. Einer möglicherweise sogar besseren Trennbarkeit von Klassen
als Resultat der Merkmalstransformation steht einem stark reduzierten Berechnungsaufwand
im Zuge der Merkmalsselektion entgegen, da hier lediglich die relevanten Merkmale für alle zu
klassifizierenden Elemente berechnet werden müssen [Jain et al., 2000]. Aus diesen Gründen
soll in dieser Arbeit ein Verfahren aus der Gruppe Merkmalsselektion verwendet werden.
In [Dash und Liu, 1997] wird ein Überblick über die Verfahren der Merkmalsselektion zwi-
schen 1970 und 1997 gegeben. Insgesamt werden dabei 32 Verfahren auf der Grundlage ihrer
Eigenschaften bezüglich der Generierung und Evaluierung von Merkmalsuntermengen in ver-
schiedene Kategorien eingeteilt. Eine Evaluierungsfunktion hat die Aufgabe, die Trennbarkeit
verschiedener Klassen bezüglich eines oder mehrerer Kriterien zu messen. Während in [Dash
und Liu, 1997] eine feinere Untergliederung der Evaluierungsfunktionen vorgenommen wird,
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soll an dieser Stelle die in [Langley, 1994] und [John et al., 1994] vorgeschlagene Einteilung
in die Gruppen filter und wrapper herangezogen werden. Ein Beispiel für einen filter-Ansatz
ist die Wahl einer Merkmalskombination auf der Grundlage von Distanzmessungen im Merk-
malsraum.
Für Ansätze dieser Gruppe ist anzumerken, dass die Effekte der abgeleiteten Merkmale
auf den eigentlichen Klassifikationsprozess quantitativ nicht abgeschätzt werden können [John
et al., 1994]. Es kann aus diesem Grund für keine der filter-Methoden eine Aussage über die
zu erwartende Güte der Klassifikation mit den als optimal identifizierten Merkmalen getroffen
werden [Dash und Liu, 1997]. Allerdings kann, beispielsweise auf der Grundlage von Distanz-
maßen, eine qualitative Aussage getroffen werden. Wrapper-Methoden verwenden als Evaluie-
rungsfunktion die Fehlklassifikationsrate des jeweiligen Klassifikators selbst und ermöglichen
damit eine optimale Bewertung der Klassifikationsgüte. Eigene Erfahrungen mit diesem An-
satz bestätigen, dass der rechnerische Aufwand hier aufgrund der Kreuzvalidierung ungleich
höher als bei den filter-Methoden ist. Daher wird hier trotz der suboptimalen Eigenschaften
bezüglich der Evaluierungsfunktion ein filter-Ansatz angewendet.
Die Wahl von Merkmalsuntermengen kann prinzipiell auf drei Wegen erfolgen: komplett,
heuristisch und zufällig. Bei einer vollständigen Suche werden alle
(
d
n
)
möglichen Merkmals-
kombinationen evaluiert, wobei d die Anzahl der ursprünglichen Dimensionen und n die Anzahl
der Dimensionen des reduzierten Merkmalsraums darstellt. Bei diesem Ansatz wird in jedem
Fall die optimale Merkmalskombination gefunden, was allerdings selbst für moderat große
Werte d und n zu rechenintensiv ist.
Mit dem branch-and-bound-Algorithmus [Narendra und Fukunaga, 1977] kann ein optima-
ler Satz von Merkmalen sehr viel schneller gefunden werden als bei einer vollständigen Suche,
wobei eine monotone Selektionsfunktion angesetzt wird (das Hinzufügen neuer Merkmale darf
den Wert der Evaluierungsfunktion nicht verringern). Bei einer kleinen Menge von Trainings-
daten ist dieses Kriterium aufgrund des Fluch der Dimensionen Phänomens nicht immer ge-
währleistet [Jain et al., 2000]. Ein Beispiel für einen zufallsbasierten Ansatz sind genetische
Algorithmen [Siedlecki und Sklansky, 1989], die auf dem natürlichen Prozess der Evolution
basieren. In jeder Iteration wird eine feste Anzahl möglicher Lösungen generiert, indem ver-
schiedene genetische Operatoren im Zuge eines stochastischen Prozesses angewendet werden.
Diese Operatoren bewirken beispielsweise Rekombinationen, Kreuzungen und Mutationen.
Einen entscheidenden Nachteil dieses Ansatzes stellen die verschiedenen Parameter dar, für
die keine festen Regeln hinsichtlich ihrer Spezifikation existieren.
Ohne auf weitere Methoden näher einzugehen, kann auf der Grundlage der vergleichenden
Studien [Kudo und Sklansky, 2000], [Ferri et al., 1994] und [Jain et al., 2000] konstatiert
werden, dass mit den heuristischen Verfahren SFS (sequential forward search) [Whitney, 1971]
und SFFS (sequential forward floating search) [Pudil et al., 1994] nahezu optimale Lösungen bei
einer tragbaren Laufzeit gefunden werden können. Daher wird die Anwendung dieser Verfahren
vorgeschlagen.
SFS und SFFS-Verfahren
Das SFS-Verfahren [Whitney, 1971] beginnt mit einem leeren Satz von Merkmalen. In jedem
Iterationsschritt werden alle noch nicht ausgewählten Merkmale untersucht und das Merkmal
ausgewählt, welches den signifikantesten Anstieg der Evaluierungsfunktion in Kombination
mit den vorher ausgewählten Merkmalen bewirkt. Auf diese Weise können allerdings lediglich
suboptimale Ergebnisse erwartet werden, da einmal ausgewählte Merkmale später nicht wieder
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aus dem Merkmalssatz entfernt werden können (nesting-Effekt).
Das SBS-Verfahren [Marill und Green, 1963] ist das top-down Pendant zum SFS-Ansatz:
Ausgangspunkt ist hier der komplette Satz von Merkmalen, welcher in jedem Iterationsschritt
reduziert wird.
Das SFFS-Verfahren [Pudil et al., 1994] wirkt dem nesting-Effekt entgegen, da hier sowohl
das Hinzufügen, als auch das Entfernen von Merkmalen ermöglicht wird. Nachdem ein Merk-
mal zum aktuellen Satz hinzugefügt wurde, wird in einer backtracking-Phase das Entfernen
einer variablen Anzahl von Merkmalen ermöglicht. Diese Abfolge wird so lange wiederholt, bis
eine definierte Anzahl D an Merkmalen gefunden wurde. Beginnend mit einer Menge von k
Merkmalen gestaltet sich der Ablauf in vereinfachter Weise wie folgt (Abbildung 6.3):
k =0
Hinzufügen eines 
Merkmals durch 
einen SFS-Schritt
k =k+1 k = D
Stop
Ausschließen eines 
Merkmals durch 
Anwendung eines 
SBS-Schrittes
Endgültiges 
Ausschließen des 
Merkmals
k =k-1
Erneutes 
Hinzufügen des 
ausgeschlossenen 
Merkmals
Die bisher beste 
k-1 Untermenge?
Ja
Nein
Nein
Ja
Abbildung 6.3: Ablauf des SFFS-Verfahrens nach [Somol et al., 1999].
Zunächst wird das Merkmal, welches den signifikantesten Anstieg der Evaluierungsfunktion
bewirkt, durch einen Schritt des SFS-Verfahrens hinzugefügt. Es gilt nun k = k + 1. Das am
wenigsten signifikante Merkmal des aktuellen Satzes wird nun durch die Anwendung eines
SBS-Schrittes identifiziert. Ist der auf diese Weise erhaltene Satz der bisher beste mit der
jeweiligen Anzahl an Merkmalen, so wird das entsprechende Merkmal entfernt und ein weiterer
SBS-Schritt eingeleitet. Des Weiteren gilt k = k − 1. Ist der Satz mit k − 1 Merkmalen nicht
besser als ein vorheriger, so wird das durch den SBS-Schritt identifizierte Merkmal wieder in
den aktuellen Satz aufgenommen und ein neuer Iterationsschritt eingeleitet. Für die Wahl des
ersten Merkmals wird in dieser Arbeit die maximale mittlere Bhattacharyya-Distanz zwischen
den thematischen Klassen herangezogen. Die Iteration wird abgebrochen, sobald eine definierte
Anzahl D an Merkmalen gefunden wurde.
Für die Evaluierung einer Merkmalskombination wurde im Rahmen dieser Arbeit zunächst
eine Kreuzvalidierung unter Verwendung des jeweils durch den angewendeten clustering Al-
gorithmus geschätzten Datenmodells verwendet. Eine großen Menge an Merkmalen und Trai-
ningsdaten führt dabei zu sehr langen Laufzeiten, so dass verschiedene Distanzmaße für die
Evaluierung als Alternative getestet wurden. Vergleiche mit den Maßen Kullback-Leibler-
Divergenz, Batthacharyya-Distanz und der Mahalanobis-Distanz ergaben, dass letztere die
besten Ergebnisse liefert. Daher wird die mittlere Mahalanobis-Distanz zwischen den clus-
tern unterschiedlicher Klassen als Evaluierungsfunktion angesetzt. Um eine Vergleichbarkeit
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der mittleren Mahalanobis-Distanzen zwischen Merkmalsräumen, die von gleich vielen jedoch
unterschiedlichen Merkmalen aufgespannt werden, zu gewährleisten, werden diese mit [Aksoy
und Haralick, 2000]
y˜ =
y−µ
3σ + 1
2
, (6.1)
mit dem Mittelwert µ und der Standardabweichung σ des Merkmals bezüglich aller Trainings-
daten, auf das Intervall [0, 1] normiert.
Die Evaluierungsmethode von Selektionsalgorithmen ist von entscheidender Bedeutung für
die Bewertung dieser. In einigen Studien (beispielsweise [Kudo und Sklansky, 2000]) werden
die mittels eines bestimmten Verfahrens detektierten Merkmalsmengen mit Testdaten vali-
diert, welche auch vom Suchalgorithmus selbst verwendet wurden. Eine Gegenüberstellung des
SFFS-Algorithmus und dem recht einfachen und schnelleren SFS-Verfahren [Whitney, 1971]
auf Grundlage einer unabhängigen Evaluierung des gefundenen Merkmalssatzes in [Reuna-
nen, 2003] relativiert die oft vermeintlich besseren Ergebnisse der SFFS-Methode. Bei dieser
Testanordnung liefern die mittels des SFFS-Verfahrens detektierten Merkmale für sechs der
sieben untersuchten Datensätze lediglich bei weniger als der Hälfte dieser bessere, und in den
restlichen Fällen äquivalente Klassifikationsergebnisse. Es ist allerdings zu beachten, dass bei
einem der sieben Datensätze sehr viel bessere Ergebnisse mit dem SFFS-Verfahren erzielt wer-
den konnten, was durch die Vermeidung des nesting-Effekts begründet wird. Um diesen Effekt
gänzlich zu vermeiden, wird in dieser Arbeit ausschließlich der SFFS-Algorithmus angewendet.
6.4 Eigenschaften der Parameterschätzung für das Datenmodell
Der Bildinterpret muss für die Klassifikation Trainingsdaten und die maximale Anzahl der
Merkmalsraumdimensionen definieren. Das Ziel der Evaluierung in diesem Abschnitt ist, etwai-
ge Zusammenhänge zwischen der Kardinalität der Trainingsdaten sowie der Dimensionalität
des Merkmalsraumes einerseits und der Güte der Modellierung andererseits herauszustellen.
Des Weiteren soll evaluiert werden, wie robust die Parameterschätzung unter Verwendung
von unterschiedlichen Trainingsdaten ist. Zu diesem Zweck wird mit den zuvor beschriebe-
nen IKONOS-Szenen eine Kreuzvalidierung durchgeführt, bei der jeweils Datenmodelle für
die Bildelemente der Größe 2 × 2 Pixel geschätzt und bewertet werden sollen. Die Menge
aller Bildelemente einer Szene wird dafür bei jedem Schritt der Kreuzvalidierung in die bei-
den Mengen Test- und Trainingsdaten aufgeteilt. Während die Trainingsdaten ausschließlich
für die Parameterschätzung verwendet werden, erfolgt die Bewertung des resultierenden Da-
tenmodells auf der Grundlage der übrigen Bildelemente (Testdaten). Die Bewertung erfolgt
durch die Gesamtklassifikationsgüten, die mit dem jeweiligen erlernten Datenmodell durch
eine lokale ML-Klassifikation erreicht werden.
Vor dem Hintergrund einer möglichst effizienten Prozessierung soll dieses Experiment auf-
zeigen, wie viele Merkmale für die unterschiedlichen Bildtypen optimale Ergebnisse liefern. Der
Versuchsaufbau gestaltet sich wie folgt: Es werden jeweils unterschiedliche Mengen von Merk-
malen dM = 2, 4, 6, 8, 10 sowie unterschiedliche Mengen an Trainingssegmenten dT je Klasse
für das Training eines Datenmodells verwendet (dT = 50, 100, 150, 200, 250, 300 für die kleinen
Szenen und dT = 50, 100, 150, 200, 250, 300, 350, 400 für die großen Szenen), woraus insgesamt
30 beziehungsweise 40 verschiedene Konfigurationen je Szene resultieren. Für jede dieser Kon-
figurationen werden im Rahmen einer Kreuzvalidierung auf der Grundlage der Referenzen 20
mal zufällige und unabhängige Trainingsdaten gewählt und mit diesen die Merkmalsselektion
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sowie die Parameterschätzung durchgeführt. Daraus resultieren insgesamt 600 beziehungswei-
se 800 verschiedene Konfigurationen von Trainingsdaten je Szene. Als Maß für die Robustheit
der Parameterschätzung wird die Standardabweichung σ der Gesamtklassifikationsgüten aus
den jeweils 20 zufällig gewählten Trainingsdatensätzen der 30 beziehungsweise 40 Konfigura-
tionen herangezogen. Neben den Gesamtklassifikationsgüten werden für die Analyse auch die
Konsumenten- und Produzentengenauigkeiten der einzelnen thematischen Klassen betrach-
tet. Anhand dieser beiden Größen können die Ergebnisse bezüglich der einzelnen Klassen
detaillierter interpretiert werden. Die Konsumentengenauigkeit (users accuracy, UA) drückt
aus, wie wahrscheinlich ein klassifiziertes Bildsegment tatsächlich der entsprechenden Klasse
angehört. Es wird dafür anhand der Referenz überprüft, wie viel Prozent der Segmente in
einem Klassifikationsergebnis tatsächlich aus der Menge der jeweiligen Klasse stammen. Je
mehr sich eine Klasse in einem Klassifikationsergebnis aus Referenzsegmenten anderer Klas-
sen zusammen setzt, desto niedriger ist dieses Maß. Die Produzentengenauigkeit (producers
accuracy, PA) bezieht sich dagegen auf die Referenzdaten beziehungsweise auf die Verteilung
der Referenzsegmente durch den Klassifikator in die verschiedenen Klassen und beschreibt,
wie viele der Referenzsegmente richtig klassifiziert wurden. Je mehr Segmente der Referenz
falsch klassifiziert werden, desto niedriger ist dieses Maß. Es folgt eine detaillierte Darstellung
ausgewählter Ergebnisse, sowie eine Zusammenfassung der Ergebnisse dieses Experiments.
6.4.1 Szene (a): Ländliches Gebiet bei Dresden
Nach Abbildung 6.1 sind hier die thematischen Klassen Acker brach, Vegetation, Straße/Weg
und Feld bewirtschaftet gesucht. Diese Szene eignet sich aufgrund ihrer homogenen Flächen und
einer einfachen und übersichtlichen Struktur sehr gut für eine anschauliche Darstellung und In-
terpretation der Eigenschaften der jeweils für die Klassifikation angewendeten Methodik. Aus
diesem Grund wurde diese Szene auch vermehrt als Beispiel bei verschiedenen Prozessierungs-
schritten in dieser Arbeit angeführt. In Abbildung 6.4 ist die mittlere Gesamtklassifikationsgü-
Abbildung 6.4: Gesamtklassifikationsgüten für Szene (a): Ländliches Gebiet bei Dresden. Die
Fehlerbalken stellen den Wert 0.5σ dar.
te in Abhängigkeit der Anzahl der Trainingssegmente je Klasse für die unterschiedlichen Men-
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gen von Merkmalen dargestellt. Diese Darstellung zeigt, dass hier aufgrund einer offensichtlich
guten spektralen Trennbarkeit der Klassen schon mit einer einfachen ML-Klassifikation sehr
gute Ergebnisse erzielt werden können. Während zwei Merkmale offensichtlich nicht für eine
gute Trennung der Klassen ausreichen, sind für vier bis zehn Merkmale relativ konstant gute
Ergebnisse mit den geschätzten Datenmodellen zu verzeichnen. Mit vier Merkmalen werden
für alle Mengen von Trainingsdaten die besten Ergebnisse erzielt. Jede Hinzunahme weiterer
Merkmale führt zu einer leichten Verschlechterung der mittleren Gesamtklassifikationsgüten,
was vermutlich durch ein erhöhtes Rauschen durch die zusätzlichen redundanten Merkmale
verursacht wird. Generell scheinen die Ergebnisse weitaus unabhängig von der Anzahl und
Wahl der Trainingsdaten zu sein, was wiederum für eine hohe spektrale Homogenität der
Klassen spricht.
Die Betrachtung der Konsumenten- und Produzentengenauigkeiten sowie die visuelle Be-
urteilung von Bild und Klassifikationsergebnissen (Abbildung 6.6) weisen darauf hin, dass
die Klassen Vegetation und Feld bewirtschaftet ähnliche spektrale Eigenschaften haben. Dies
äußert sich hauptsächlich durch eine Fehlklassifikation von Segmenten der Klasse Feld be-
wirtschaftet als Vegetation, was vor allem zu niedrigen Konsumentengenauigkeiten der Klasse
Vegetation führt (Abbildung 6.5 links). Die Produzentengenauigkeiten der Klasse Feld bewirt-
schaftet (Abbildung 6.5 rechts) sind, vermutlich durch den Flächenanteil der Klasse von über
50% am Gesamtbild, hingegen nur sehr gering beeinflusst und ähneln vielmehr sehr den Ge-
samtklassifikationsgüten. Fehlklassifikationen äußern sich ansonsten nicht signifikant auffällig
Abbildung 6.5: Konsumentengenauigkeiten der Klasse Vegetation (links) und Produzentenge-
nauigkeiten der Klasse Feld bewirtschaftet (rechts) für Szene (a). Die Fehler-
balken stellen den Wert 0.5σ dar.
in den Klassifikationsgüten, sind jedoch aufgrund des übersichtlichen Bildinhalts sehr gut im
visualisierten Klassifikationsergebnis zu erkennen. In Abbildung 6.6 ist ein beispielhaftes Er-
gebnis einer ML-Klassifikation mit einer Gesamtklassifikationsgüte von 93.0 % dargestellt.
Einerseits fällt die oben beschriebene Konfusion zwischen den Klassen Feld bewitschaftet und
Vegetation auf. Zum anderen werden hier Fehlklassifikationen im Bereich von Klassenüber-
gängen (Mischklassen) sowie vereinzelte Konfusionen zwischen den Klassen Straße und Feld
bewitschaftet deutlich.
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Abbildung 6.6: Links: Referenz. Rechts: Ergebnis einer ML-Klassifikation mit Fehlklassifika-
tionen im rechten Bildbereich sowie vereinzelt in Bereichen von Klassenüber-
gängen.
6.4.2 Szene (b): Stadtgebiet von Dresden
Bei dieser Szene sollen die 2×2 Pixel großen Bildsegmente der untersten Ebene des Quadtree-
Modells in die Klassen Haus und Rest klassifiziert werden. In Abbildung 6.7 sind die Ge-
Abbildung 6.7: Gesamtklassifikationsgüten für Szene (b): Stadtgebiet Dresden. Die Fehlerbal-
ken stellen den Wert 0.3σ dar.
samtklassifikationsgüten der ML-Klassifikationen für die unterschiedlichen Konfigurationen
von Merkmalen und Trainingsdaten dargestellt. Unter der Verwendung von lediglich zwei
Merkmalen werden auch hier konstant niedrige mittlere Klassifikationsgüten bei einer hohen
Streuung σ erreicht. Bei einer Anzahl von vier bis zehn Merkmalen zeichnet sich mit einer
wachsenden Zahl an Trainingssegmenten als allgemeiner Trend eine Konvergenz gegen eine
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Gesamtklassifikationsgüte von ca. 81 % ab, wobei die Streuung der Ergebnisse abnimmt. Für
ein optimales Schätzergebnis sollten hier demnach mindestens 200 Trainingssegmente je Klasse
sowie mindestens vier Merkmale verwendet werden.
Die Konsumentengenauigkeit der Klasse Haus ist mit Werten im Bereich von 50−55 % sehr
niedrig (Abbildung 6.8 rechts) und besagt, dass ungefähr die Hälfte aller als Haus klassifizierten
Segmente tatsächlich aus der Menge der Klasse Rest stammen. Die Produzentengenauigkeiten
in Abbildung 6.9 belegt dies durch die Aussage, dass im Mittel ca. 20−25 % der Testsegmente
der Klasse Rest als Haus klassifiziert werden. Der Grund dafür liegt in der offensichlich schlech-
ten spektralen Trennbarkeit der Klasse Haus von den in der Klasse Rest beinhalteten Straßen,
was durch einen visuellen Vergleich des Ergebnisses mit der Referenz (Abbildung 6.10) be-
stätigt wird. Die Klasse Rest hat hingegen durchgängig mittlere Konsumentengenauigkeiten
Abbildung 6.8: Konsumentengenauigkeiten der Klassen Rest und Haus. Die Fehlerbalken stel-
len den Wert 0.3σ dar.
von über 95 % (Abbildung 6.8 links). Insgesamt werden also viele Segmente der Klasse Rest
als Haus klassifiziert, so dass die Konsumentengenauigkeit der Klasse Rest sehr hoch ist. Die
Schwierigkeit bei diesem Klassifikationsproblem besteht demnach offensichtlich in der Tren-
nung der Klasse Haus von den Straßen aufgrund von Hausdächern, welche vermutlich geteert
sind.
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Abbildung 6.9: Produzentengenauigkeiten der Klassen Haus und Rest. Die Fehlerbalken stellen
den Wert 0.3σ dar.
Abbildung 6.10: Ergebnis einer ML-Klassifikation mit einer Gesamtklassifikationsgüte von
87.1 %. Links: Referenz. Rechts: Ergebnis mit teilweise falsch klassifizierten
Straßenbereichen und Hausdächern.
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6.4.3 Szene (d): Ländlicher Raum mit Industrie
Anhand der Ergebnisse der Kreuzvalidierung bei Szene (d) mit den Zielklassen Vegetation,
Straße, Industrie und Freifläche lässt sich ablesen, dass in diesem Experiment die Anzahl
der Trainingsdaten und die Anzahl der Merkmale keinen signifikanten Einfluss auf die Qua-
lität des Datenmodells haben. In Abbildung 6.11 lässt sich kein allgemeiner Trend ablesen.
Der Grund für die recht großen Streuungen in den Klassifikationsgüten ist sehr wahrschein-
Abbildung 6.11: Ergebnisse für Szene (d): Ländlicher Raum mit Industrie. Die Fehlerbalken
stellen den Wert 0.5σ dar.
lich durch die zufällige und daher offensichtlich teilweise nicht ausreichend repräsentative Wahl
der Trainingsdaten bei spektral heterogenen und schwer voneinander trennbaren thematischen
Klassen gegeben. Rein visuell wird diese Vermutung durch unterschiedliche Straßentypen, In-
dustriebauten sowie mit dünner Vegetation bedecktem Freiboden bestätigt (Abbildung 6.2).
Eine Kreuzvalidierung mit 20 zufällig gewählten Mengen von Trainingsdaten je Konfiguration
könnte daher nicht ausreichend repräsentativ sein. Da eine Kreuzvalidierung sehr rechenin-
tensiv und somit zeitaufwändig ist, erfolgt an dieser Stelle keine Berechnung mit weiteren
Konfigurationen. Die Ergebnisse in den folgenden Abschnitten zeigen jedoch, dass eine sorg-
fältige Wahl der Trainingsdaten auch hier durchaus zu guten Klassifikationsergebnissen führt.
6.4.4 Szene (f): Stadtrand von Dujiangyan, Sichuan, China
Auch bei dieser Szene kann durch die Betrachtung der Gesamtklassifikationsgüten auf eine
Unabhängigkeit dieser von der Anzahl der Trainingsdaten geschlossen werden. Auf die Klas-
sifikation der Szene in die Klassen Wasser, Siedlungsgebiet und Rest hat lediglich die Anzahl
der gewählten Merkmale einen geringen Einfluss, da mit vier Merkmalen die besten und mit
weniger oder mehr Merkmalen leicht schlechtere Ergebnisse erreicht werden (vergleiche Abbil-
dung 6.12). Konfusionen treten hier hauptsächlich zwischen den Klassen Wasser und Siedlung
sowie zwischen Siedlung und Rest auf. Im ersten Fall werden Segmente der Klasse Wasser ver-
mehrt als Siedlung klassifiziert, was zu niedrigen Produzentengenauigkeiten (Abbildung 6.13),
jedoch zu hohen Konsumentengenauigkeiten für Wasser führt. Die Konsumentengenauigkeit
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Abbildung 6.12: Gesamtklassifikationsgüten für Szene (f). Die Fehlerbalken stellen den Wert
0.5σ dar.
für die Klasse Siedlung wird dadurch und zusätzlich durch Fehlklassifikationen von Rest als
Siedlung etwas verschlechtert, was jedoch durch den hohen Anteil an Siedlungsfläche an der
Gesamtszene nicht signifikant in Abbildung 6.13 ersichtlich wird.
Abbildung 6.13: Links: Mittlere Produzentengenauigkeit der Klasse Wasser. Rechts: Mittlere
Konsumentengenauigkeit der Klasse Siedlung. Die Fehlerbalken stellen den
Wert 0.5σ dar.
6.4.5 Zusammenfassung
Die dargestellten Ergebnisse spiegeln die Schwierigkeit der semiautomatischen Klassifikation
sowie die Komplexität von hochauflösenden Satellitenbildern wieder. Das wichtigste Ergebnis
dieses Experiments ist, dass die Klassifikationsgüten weniger durch die Anzahl der Trainings-
segmente oder der Merkmale, jedoch maßgeblich durch die Wahl der Trainingsdaten beeinflusst
werden. Lediglich für Szene (b) zeigt sich ein Zusammenhang zwischen der Anzahl der Trai-
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ningsdaten und den resultierenden Ergebnissen, wonach mindestens 200 Trainingssegmente je
Klasse verwendet werden sollten. Durch die individuelle Selektion der relevanten Merkmale
bei jeder Konfiguration sind jedoch in den meisten Fällen Gesamtklassifikationsgüten ohne
eindeutigen Trend zu beobachten. Dieser Effekt wird bei spektral inhomogenen sowie schwer
trennbaren Klassen vor allem bei des Szenen (c), (d) und (e) weiter verstärkt, was zu stark
variierenden Klassifikationsgüten und hohen Varianzen dieser führt. Dies lässt darauf schlie-
ßen, dass 20 zufällig gewählte Mengen an Trainingsdaten in diesen Fällen nicht ausreichen,
um eine fundierte Aussage treffen zu können.
Generell kann konstatiert werden, dass für die obigen Testszenen in der Regel mit 200 bis
400 Trainingssegmenten je Klasse und einer Merkmalsanzahl größer gleich vier eine optima-
le Parameterschätzung möglich ist, wobei die Trainingsdaten sehr sorgfältig ausgewählt und
ausreichend repräsentativ sein müssen. Es treten jedoch bei alleiniger Verwendung des Daten-
modells mitunter starke Konfusionen zwischen den Klassen auf.
6.5 Eigenschaften der Parameterschätzung für das a priori
Modell
In diesem Abschnitt wird die Robustheit der Schätzung der Parameter des a priori Modells in
Abhängigkeit der verschiedenen Einflussfaktoren untersucht. Darüber hinaus soll mit diesem
Versuchsaufbau eine erste Aussage über den Mehrwert des Einbezugs von hierarchischer Kon-
textinformation getroffen werden. Da die Parameterschätzung unabhängig vom Datenmodell
erfolgt, wird auch hier jeweils ein festes Datenmodell angenommen, wobei die thematischen
Klassen entsprechend Abschnitt 6.1 lediglich auf der feinsten Ebene des Quadtrees modelliert
werden. Etwaige Einflüsse von Datenmodellen anderer Skalen werden auf diese Weise ver-
mieden. Die Einflussfaktoren bei der Schätzung der Übergangswahrscheinlichkeiten sind mit
den Trainingsdaten sowie mit der Initialisierung der Übergangswahrscheinlichkeiten für den
EM-Algorithmus gegeben. Daher erfolgt in diesem Experiment die Schätzung der Übergangs-
wahrscheinlichkeiten bei unterschiedlichen Konfigurationen von Trainingsdaten und Initialisie-
rungen. Für die Trainingsdaten werden auf der Grundlage der Referenz für jede thematische
Klasse zufällig jeweils 20, 40, 60, 80 und 100 % aus der Menge aller Segmente gewählt. Die
Übergangswahrscheinlichkeiten werden auf k = 0, · · · ,K unterschiedliche Arten initialisiert,
wobei K = 5 gewählt wird. Es wird dabei jeweils ein Potts-Modell angenommen, dass auf den
Hauptdiagonalen der Matrizen der Übergangswahrscheinlichkeiten durch
θ =
1
C
+
(
1− 1
C
)
· k
K
, (6.2)
mit der Anzahl der Klassen C, initialisiert wird. Die Werte abseits der Hauptdiagonalen wer-
den jeweils durch (1−θ)/(C−1) initialisiert. Bei k = 0 ergibt sich somit eine Gleichverteilung,
wohingegen bei k = 5 auf der Hauptdiagonalen θ = 1.0 folgt. Hat eine Übergangswahrschein-
lichkeit den Wert Null, so wird diese durch den EM-Algorithmus nicht mehr verändert [Feng
et al., 2002]. Aus diesem Grund wird bei k = 5 auf der Hauptdiagonalen θ = 0.99 definiert.
Aus diesen Definitionen ergeben sich insgesamt 30 verschiedene Konfigurationen, mit denen
für alle sechs Szenen eine Parameterschätzung durchgeführt wird. Als Bewertungskriterium
für eine Konfiguration wird die Gesamtklassifikationsgüte der hierarchischen MPM-Inferenz
herangezogen. In Abbildung 6.14 sind die Ergebnisse der Evaluierung für die sechs Szenen
dargestellt. Für die sechs verschiedenen Initialisierungen sind die Gesamtklassifikationsgüten
der hierarchischen Inferenz mit den geschätzten Parametern in Abhängigkeit der Menge der
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Trainingssegmente in % von der Gesamtmenge dargestellt. Zum Vergleich ist zusätzlich das
Ergebnis der ML-Klassifikation mit dem verwendeten Datenmodell angegeben.
Abbildung 6.14: Ergebnisse der Evaluierung des a priori Modells für die Szenen (a) bis (f).
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Die Ergebnisse des Experiments können wie folgt interpretiert werden:
Szene (a), ländliches Gebiet: Nach Abbildung 6.14 ist hier keine Abhängigkeit von der An-
zahl der Trainingsdaten zu erkennen. Generell ergibt die EM-Schätzung für alle Konfiguratio-
nen k 6= 0 in den unteren Levels des Quadtrees sehr hohe Werte auf den Hauptdiagonalen der
Matrizen der Übergangswahrscheinlichkeiten, was auf die großen homogenen Flächen im Bild
zurückzuführen ist. Die daraus resultierende Glättung durch die hierarchische Inferenz führt
zu einer leichten Verbesserung der Klassifikationsgüte gegenüber der ML-Klassifikation. Bei
einer Initialisierung der EM-Schätzung mit gleich verteilten Übergangswahrscheinlichkeiten
ergeben sich keine sinnvollen Modellparameter. Diese liefern jedoch dennoch und vermutlich
zufällig etwas bessere Ergebnisse als die ML-Klassifikation.
Szene (b), Stadtgebiet Dresden: Die Ergebnisse ähneln denen von Szene (a), jedoch ist bei
einem Anteil von 20 % für die ersten beiden Konfigurationen eine leichte Verschlechterung im
Inferenzergebnis zu beobachten. Dies kann auf die aus diesen Konfigurationen resultierenden
vergleichsweise kleineren Übergangswahrscheinlichkeiten bei Klassengleichheit benachbarter
Segmente zurückgeführt werden. Dieser Effekt ensteht durch die Annahme einer Gleichver-
teilung der Wahrscheinlichkeiten für die Klassenzugehörigkeit bei Segmenten, die nicht für
das Training verwendet werden und verursacht eine Abschwächung der Glättung bei der In-
ferenz. Bei einer Initialisierung mit größeren Werten auf den Hauptdiagonalen sind bei we-
nigen Trainigsdaten entsprechend größere Werte im Schätzergebnis zu beobachten, während
beispielsweise bei 100 % Trainingsdatenanteil für die Konfigurationen k 6= 0 fast identische
Schätzergebnisse folgen. Daraus kann abgeleitet werden, dass die Initialisierung für wenige
Trainingsdaten einen höheren Einfluss auf das Schätzergebnis hat. Die Inferenzergebnisse sind
auch hier stets besser, als bei einer ML-Klassifikation.
Szene (c), Stadtgebiet Dresden mit Wasser: Die Initialisierung mit einer Gleichvertei-
lung führt bei dieser Szene aufgrund eines nicht gewünschten lokalen Maximums bei der EM-
Schätzung zu schlechteren Inferenzergebnissen als bei einer ML-Klassifikation. Bei einem Trai-
ningsdatenanteil von 20 % sind für k 6= 0 teilweise die besten Inferenzergebnisse zu verzeichnen,
was wiederum durch den oben beschriebenen Effekt der abgeschwächten Glättung beziehungs-
weise Favorisierung von Klassengleichheiten benachbarter Segmente begründet werden kann.
Während bei k = 2 mit 100 % der Trainingsdaten im untersten Level Übergangswahrschein-
lichkeiten auf der Hauptdiagonale von θ100 = [0.98997, 0.92674, 0.980880] geschätzt werden,
lauten die entsprechenden Werte bei 20 % θ20 = [0.82595, 0.86458, 0.87919]. Die entsprechen-
den Inferenzergebnisse unterscheiden sich quantitativ jedoch nur um 0.1 %.
Szenen (d) und (e), ländlicher Raum mit Industrie und Siedlungen: Hier sind die Ergeb-
nisse mit der hierarchischen Inferenz ebenfalls besser als mit der ML-Klassifikation. Das ähn-
liche Verhalten bei den Ergebnissen der Inferenz in Abbildung 6.14 könnte aus der ähnlichen
räumlichen Struktur der Bildinhalte beziehungsweise der thematischen Klassen resultieren. In
beiden Szenen sind kleine Strukturen, wie beispielsweise Straßen, Gebäude und Siedlungsbe-
reiche enthalten. Gerade in solchen Fällen kann eine übermäßige Glättung durch sehr hohe
Übergangswahrscheinlichkeiten bei Klassengleichheit zu einer Vernachlässigung dieser feinen
Strukturen führen. Die geschätzten Übergangswahrscheinlichkeiten führen hier offensichtlich
bei großen Mengen von Trainingsdaten zu einer zu starken Glättung, so dass anzunehmen ist,
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dass diese Strukturen respektive Klassenübergänge verhältnismäßig zu wenig in den Trainings-
daten vorkommen. Eine Verwendung von sehr wenigen Trainingsdaten (20 %) führt wiederum,
zu einer verstärkten Abschwächung des Glättungseffekts. Auch hier sind die quantitativen Un-
terschiede sehr gering.
Szene (f), Stadtrand in China: Die Ergebnisse dieser Szene sind vergleichbar mit denen von
Szene (b). Die Initialisierung der EM-Schätzung mit einer Gleichverteilung führt hier sogar zu
schlechteren Inferenzergebnissen, als bei einer ML-Klassifikation.
Auf der Grundlage dieses Experiments kann geschlussfolgert werden, dass durchaus eine Ab-
hängigkeit zwischen der Menge der Trainingsdaten für die EM-Schätzung und der Initialisie-
rung der Übergangswahrscheinlichkeiten einerseits und den daraus resultierenden Modellpara-
metern des a priori Modells andererseits besteht. Während die Bereitstellung der Trainingsda-
ten für die Schätzung der Parameter des Datenmodells manuell erfolgt, wird an dieser Stelle die
Trainingsdatenwahl durch die Wahl des Fehlerniveaus α im Rahmen der ML-Vorklassifikation
reguliert. Erfolgt die Wahl von α derart, dass mindestens 40 % aller Segmente als Trainingsda-
ten verwendet werden, so ergeben sich für unterschiedliche Initialisierungen kaum Unterschiede
in den korrespondierenden Inferenzergebnissen. Die Übergangswahrscheinlichkeiten bezüglich
gleicher Klassen in benachbarten Hierarchieebenen sind in diesen Fällen sehr hoch, wodurch
das Modell zu einer Glättung der Inferenzergebnisse neigt. Die Szenen (d) und (e) weisen
feine und linienhafte Strukturen auf, die in diesen Fällen im Rahmen der Inferenz mitunter
vernachlässigt werden. Bei einer Verwendung von sehr wenigen Trainingsdaten (durch ein ent-
sprechend hohes Fehlerniveau) wird diesem Effekt entgegengewirkt, da für alle Segmente, die
keine Klassenzugehörigkeit haben (also keine Trainingssegmente sind), gleiche Wahrscheinlich-
keiten für jede Klasse angenommen werden. Dieser Effekt wird wiedrum besonders in Szenen
mit kleinen Strukturen deutlich und führt zu einem Erhalt dieser. Daher sollte sich die Auswahl
von Trainingsdaten und (demnach die Wahl des Fehlerniveaus α bei der ML-Vorklassifikation)
für die EM-Schätzung an der räumlichen Struktur der thematischen Klassen orientieren. Bei
feinen Strukturen, wie beispielsweise Straßen, welche vom Bildmodell lediglich durch Segmente
auf der feinsten Ebene des Quadtrees repräsentiert werden können, sollten demnach weniger
Trainingsdaten (ein hohes Fehlerniveau) verwendet werden, während bei großen homogenen
Flächen eine verstärkte Robustheit gegenüber Initialisierung und Trainingsdatenmenge zu be-
obachten ist. Die Wahl der Trainingsdaten, wie sie in diesem Experiment erfolgt, ist aufgrund
der fehlenden Referenz üblicherweise nicht möglich. Im folgenden Abschnitt wird daher der
Zusammenhang zwischen der Bereitstellung von Trainingsdaten für die EM-Schätzung auf der
Grundlage des Datenmodells und den daraus resultierenden Inferenzergebnissen untersucht.
Die Ergebnisse der hierarchischen MPM-Inferenz sind quantitativ immer besser als eine loka-
le ML-Klassifikation, sofern die Initialisierung der Übergangswahrscheinlichkeiten für die EM-
Schätzung ungleich einer Gleichverteilung ist. Der quantitative Mehrwert der hierarchischen
Inferenz gegenüber einer ML-Klassifikation zeigt sich mit maximalen Verbesserungen der Ge-
samtklassifikationsgüten von ca. 1 % in diesem Experiment nicht signifikant.
6.6 Bereitstellung von Trainingsdaten für das a priori Modell
Die Bereitstellung von Trainingsdaten in Form von klassifizierten Bildsegmenten erfolgt auf
der Grundlage einer beschränkten ML-Klassifikation (vergleiche Abschnitt 4.3). Die Entschei-
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dung, ob ein Bildsegment mit dem jeweiligen Datenmodell eindeutig und mit einem definierten
Fehlerniveau α klassifiziert werden kann, wird anhand eines χ2α,f -Tests getroffen. In diesem
Abschnitt soll gezeigt werden, inwieweit mit dieser Herangehensweise tatsächlich Fehlklassi-
fikationen vermieden werden können und ob eine allgemeine Aussage beziehungsweise Emp-
fehlung für die Definition des Fehlerniveaus α getroffen werden kann. Die bisher gewonnenen
Erkenntnisse bezüglich des a priori Modells zeigen, dass vor allem bei räumlich klein struk-
turierten thematischen Klassen weniger Trainingsdaten zu besseren Ergebnissen führen, was
durch die daraus resultierende Abschwächung des Glättungseffekts bei der hierarchischen In-
ferenz begründet werden kann. Für alle Szenen werden im Folgenden die Gesamtfehlerraten
GF der ML-Klassifikation mit χ2α,f -Test sowie für die entsprechenden Gesamtklassifikations-
güten GK der hierarchischen MPM-Inferenz in Abhängigkeit vom Fehlerniveau α tabellarisch
dargestellt. Zu Vergleichszwecken sind in den letzten beiden Zeilen die Ergebnisse bei einer un-
beschränkten ML-Klassifikation sowie die besten Ergebnisse der MPM-Inferenz aus Abschnitt
6.5 angegeben. Für die EM-Schätzung der Übergangswahrscheinlichkeiten werden hier alle
klassifizierten Segmente verwendet. Eine steigendes Fehlerniveau α entspricht immer kleine-
Szene
α (a) (b) (c) (d) (e) (f)
GF GK GF GK GF GK GF GK GF GK GF GK
0.1 1.25 96.55 5.34 88.43 9.72 80.43 4.18 86.52 5.95 78.80 5.99 88.66
0.2 0.88 96.59 6.32 88.43 11.31 80.46 5.64 86.45 6.42 78.81 7.36 88.64
0.3 0.71 96.60 7.24 88.43 12.15 80.49 7.07 86.42 7.03 78.81 8.27 88.62
0.4 0.61 96.63 7.56 88.43 12.87 80.52 7.91 86.45 8.22 78.82 8.70 88.62
0.5 0.52 96.64 7.59 88.41 13.06 80.53 8.07 86.51 10.29 78.83 8.71 88.62
0.6 0.43 96.67 6.89 88.42 12.97 80.54 7.86 86.51 13.23 78.85 8.29 88.63
0.7 0.38 96.67 5.74 88.42 12.91 80.60 7.18 86.52 17.00 78.87 7.53 88.66
0.8 0.31 96.73 3.84 88.48 13.05 80.65 6.16 86.50 22.55 78.92 6.47 88.67
0.9 0.23 96.66 1.71 88.60 12.88 80.71 4.36 86.58 20.35 78.86 5.58 88.70
ML 3.95 96.53 12.89 88.41 19.96 80.71 13.97 86.30 21.70 78.72 12.23 88.53
maxMPM - 96.62 - 88.53 - 80.64 - 86.88 - 79.49 - 88.70
Tabelle 6.3: Gesamtfehlerraten GF der beschränkten ML-Klassifikation sowie Gesamtklassi-
fikationsgüten GK der hierarchischen MPM-Inferenz nach EM-Schätzung der a
priori Modellparameter in Abhängigkeit vom Fehlerniveau α.
ren Ellipsoiden gleicher Wahrscheinlichkeiten P = 1 − α um die Komponentenzentren. Für
Szene (a) ist dieser Zusammenhang zwischen einem wachsendem Wert für α und einem sich
entsprechend verringernden Gesamtfehler GF bei der ML-Klassifikation gut ablesbar. In Ab-
bildung 6.15 sind einige Ergebnisse dieser ML-Klassifikation dargestellt. Für die schwarzen
Bildsegmente wurde die Nullhypothese verworfen. Bei allen anderen Szenen ist mit α = 0.1
der Gesamtfehler bei der ML-Klassifikation zunächst signifikant kleiner als ohne Test, steigt
jedoch mit größer werdenden Fehlerniveaus zunächst an und fällt mit α → 1.0 wieder ab.
Dieses Verhalten ist auf die Nullhypothese (4.9), bei der für einen Punkt im Merkmalsraum
(respektive einem Merkmalsvektor) neben dem Vergleich der Mahalanobis-Distanzen mit den
Quantilen χ2α,f der χ
2-Verteilung auch die Eindeutigkeit der Klassenzugehörigkeit geprüft
wird, zurückzuführen. Bei kleinen Fehlerniveaus sind entsprechend große Ellipsoide und somit
auch verstärkt Mehrdeutigkeiten in der Zuordnung eines Punktes zu den Klassen zu erwar-
ten. Wird α größer, so sind immer mehr eindeutige Zuordnungen zu erwarten, wobei diese
offensichtlich dennoch falsch sein können.
Die minimalen Fehlerraten der beschränkten ML-Klassifikation sind bei α = 0.1 und α = 0.2
sowie α = 0.9 zu beobachten (hellgraue Felder in Tabelle 6.3). Die besten Inferenzergebnisse
wiederum (dunkelgraue Felder in Tabelle 6.3) werden mit einem a priori Modell, geschätzt
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aus dem Ergebnis einer ML-Klassifikation mit α = 0.8 und α = 0.9, erzielt. Die absolu-
ten Unterschiede in den Inferenzergebnissen sind jedoch sehr gering und unterscheiden sich
um maximal 0.28 % (Szene (d)). Des Weiteren werden hier ähnliche Ergebnisse, wie mit der
MPM-Schätzung (maxMPM ) erreicht. Anhand der Ergebnisse lässt sich ableiten, dass das Feh-
lerniveau α für die Bereitstellung von Trainingsdaten möglichst hoch gewählt werden sollte.
Es ist zu beachten, dass in diesem Fall mitunter nur sehr wenige Trainingsdaten vorhanden
sind, wodurch nach eigenen Erfahrungen ein Maximum bei der EM-Schätzung in der Regel
nur mit einer vergleichweise langsamen Konvergenz gefunden wird.
Abbildung 6.15: Trainingsdaten für die Schätzung der Parameter der a priori Modells in Ab-
hängigkeit des Fehlerniveaus α
6.7 Multiskalenprozessierung
In diesem Abschnitt wird die Methode hinsichtlich des Mehrwerts der Prozessierung unter
Verwendung von Bildinformation auf mehreren Skalen S untersucht. Dazu werden für jede
Szene Datenmodelle in den untersten drei Hierarchieebenen des Quadtrees
(
SN , SN−1, SN−2
)
trainiert und bei der hierarchischen Inferenz miteinander kombiniert. Die Auswahl genau die-
ser Konfigurationen begründet sich durch die Erkenntnisse in [Yang et al., 2009], wonach
mit mehr als drei Hierarchieebenen keine Verbesserungen in den Ergebnissen zu verzeichnen
sind. Insgesamt werden die folgenden vier Konfigurationen betrachtet:
(
SN
)
,
(
SN , SN−1
)
,(
SN , SN−1, SN−2
)
und
(
SN , SN−2
)
, wobei mit einer minimalen Segmentgröße von 2×2 Pixel
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für die kleinen Szenen N = 8 und für die größeren Szenen N = 9 gilt. Sofern es möglich ist,
werden jeweils in allen Ebenen die in Abschnitt 6.1 beschriebenen thematischen Klassen mo-
delliert. Bei Szene (f) ist bei einer Segmentgröße von 16× 16 Pixel (Level S7) eine Erfassung
der Wasserflächen aufgrund ihrer schmalen Form nicht mehr möglich, so dass in diesem Level
die Klassen Siedlungsflächen und Rest modelliert werden. Des Weiteren werden in Szene (e)
in Level S7 aus gleichem Grund lediglich die Klassen Wald und Rest modelliert.
Basierend auf den Ergebnissen in Abschnitt 6.5 wird die EM-Schätzung der Parameter des
a priori Modells mit θ = 0.75 für Klassengleichheit initialisiert. Für das Training der Daten-
modelle werden jeweils etwa 200 Trainingssegmente je Klasse sowie vier Merkmale verwendet
(Minimalanforderungen laut Abschnitt 6.4). In den Tabellen 6.4 und 6.6 sind die Gesamtklas-
sifikationsgüten der MPM-Inferenz für die verschiedenen Konfigurationen zusammen gestellt,
wobei das beste Ergebnis jeweils grau gekennzeichnet ist. Anhand der Gesamtklassifikations-
Gesamtklassifikationsgüte in %
Szene ML
(
S8
) (
S8, S7
) (
S8, S7, S6
) (
S8, S6
)
(a) 96.05 96.73 96.76 96.75 96.68
(b) 87.11 88.60 88.79 88.76 88.65
(c) 80.04 80.71 81.89 81.93 81.12
Tabelle 6.4: Gesamtklassifikationsgüten der hierarchischen MPM-Inferenz der Szenen (a), (b)
und (c) bei verschiedenen Kombinationen von Skalen. Die grau hinterlegten Felder
kennzeichnen das jeweils beste Ergebnis.
güten lässt sich für die Szenen (a), (b) und (c) zunächst kein großer Mehrwert der Multi-
skalenprozessierung ablesen. Anhand eines detaillierteren Vergleichs der Konsumenten- und
Produzentengenauigkeiten (UA und PA) aus lokaler ML-Klassifikation und der besten MPM-
Inferenz in Tabelle 6.5 lassen sich die Unterschiede besser verdeutlichen. Der Großteil dieser
ML-Klassifikation Beste MPM-Inferenz
Szene Klasse UA in % PA in % UA in % PA in %
(a) Acker brach 99.73 97.80 99.88 97.71
Vegetation 95.62 89.08 98.74 89.02
Strasse/Weg 81.48 96.95 83.09 97.05
Feld bewirtschaftet 97.69 97.38 97.03 98.72
(b) Haus 67.19 79.59 73.71 75.32
Rest 94.02 89.20 93.10 92.54
(c) Wasser 99.32 73.24 99.68 79.88
Haus/vers. Fläche 71.31 77.15 74.19 78.93
Rest 81.94 84.59 82.97 84.88
Tabelle 6.5: Gegenüberstellung der prozentualen Konsumenten- (UA) und Produzentengenau-
igkeiten (PA) aus ML-Klassifikation und der besten hierarchischen MPM-Inferenz
für die Szenen (a), (b) und (c). Die grau hinterlegten Felder kennzeichnen eine
Verbesserung durch die MPM-Inferenz.
Genauigkeitsmaße hat sich mit der hierarchischen Inferenz teilweise signifikant verbessert, was
eine Verringerung der Konfusionen zwischen den thematischen Klassen belegt. In Szene (b) ist
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bei der Klasse Hausmit 6.52 % die größte Verbesserung der Konsumentengenauigkeit, bei einer
gleichzeitig verbesserten Produzentengenauigkeit für die Klasse Rest, zu verzeichnen, woraus
folgt, dass weniger Segmente der Klasse Rest falsch als Haus klassifiziert werden. Umgekehrt
werden jedoch vermehrt (dunkel erscheinende) Häuser als Rest (Straße) klassifiziert, so dass
man hier auch von einer Verlagerung der Konfusionen sprechen kann. Die größte Verbesserung
Abbildung 6.16: Visuelle Gegenüberstellung der Ergebnisse aus ML-Klassifikation und MPM-
Inferenz für die Szenen (a), (b) und (c).
bezüglich der Produzentengenauigkeit ist mit 6.64 % bei der Klasse Wasser in Szene (c) zu ver-
zeichnen. Im Zuge der ML-Klassifikation werden Segmente der Klasse Wasser vermehrt falsch
als Künstliche Struktur klassifiziert. Mit der MPM-Inferenz werden mehr Referenzsegmente der
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Klasse Wasser auch als solches klassifiziert, wodurch die Konsumentengenauigkeit der Klasse
Häuser/versiegelte Fläche um 2.88 % verbessert wird. In Szene (a) fallen die Verbesserungen
quantitativ geringer aus, jedoch werden die Unterschiede der Ergebnisse rein visuell in allen
drei Szenen deutlich (Abbildung 6.16). Generell ist ein Glättungseffekt in den Ergebnissen
zu beobachten, was dazu führt, dass in Szene (a) das rechte Feld homogener und in Szene
(b) die vereinzelten Fehlklassifikationen von Segmenten als Haus verringert werden. In Szene
(c) bestätigt die Abbildung die Verbesserung der Produzentengenauigkeit der Klasse Wasser.
Die hierarchische Inferenz bewirkt zwar eine leichte Verringerung der Fehlklassifikationen, je-
doch können diese beispielsweise in Bereichen von Klassenübergängen nicht vermieden werden.
Die erreichten Gesamtklassifikationsgüten bei der hierarchischen Inferenz für die Szenen
(d), (e) und (f) sind in Tabelle 6.6 zusammengestellt. Auch hier fällt bei der Betrachtung der
Gesamtklassifikationsgüte in %
Szene ML
(
S9
) (
S9, S8
) (
S9, S8, S7
) (
S9, S7
)
(d) 86.03 86.58 87.01 87.17 86.84
(e) 78.30 78.92 79.18 79.25 79.88
(f) 87.38 88.70 89.14 89.0 87.68
Tabelle 6.6: Gesamtklassifikationsgüten der hierarchischen MPM-Inferenz der Szenen (d), (e)
und (f) bei verschiedenen Kombinationen von Skalen. Die grau hinterlegten Felder
kennzeichnen das jeweils beste Ergebnis.
Gesamtklassifikationsgüten auf, dass sich zwar ein quantitativer Mehrwert durch die Multiska-
lenprozessierung ergibt, dieser jedoch mit maximal 1.76 % gegenüber einer ML-Klassifikation
mit dem gleichen Datenmodell nur sehr gering ist. Eine Gegenüberstellung der Konsumenten-
und Produzentengenauigkeiten in Tabelle 6.7 verdeutlich jedoch, dass auch hier die Mehr-
deutigkeiten zwischen den thematischen Klassen im Merkmalsraum partiell verringert werden
können. In Szene (d) werden beispielsweise mit der Kombination
(
S9, S8, S7
)
die Produzenten-
ML-Klassifikation Beste MPM-Inferenz
Szene Klasse UA in % PA in % UA in % PA in %
(d) Vegetation 96.24 91.09 96.26 90.45
Strasse 61.18 75.66 63.02 77.60
Industrie 70.66 83.74 76.51 85.36
Freifläche 81.45 66.58 83.43 79.71
(e) Wald 95.58 87.76 95.53 88.19
Künstliche Strukturen 39.35 72.07 41.91 70.21
Rest 82.96 71.03 83.55 74.60
(f) Wasser 93.01 79.79 96.26 78.68
Siedlung 85.52 94.21 86.74 95.24
Rest 91.53 79.54 92.83 81.46
Tabelle 6.7: Gegenüberstellung der prozentualen Konsumenten- (UA) und Produzentengenau-
igkeiten (PA) aus ML-Klassifikation und bester hierarchischer MPM-Inferenz für
die Szenen (d), (e) und (f). Die grau hinterlegten Felder kennzeichnen eine Ver-
besserung durch die MPM-Inferenz.
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und Konsumentengenauigkeit der Klasse Freifläche um 13.13 % respektive 1.98 % verbessert,
was auch in Abbildung 6.17 gut zu erkennen ist. Für fast alle thematischen Klassen bringt die
Multiskalenprozessierung Verbesserungen der Klassifikationsgüten mit sich.
Abbildung 6.17: Visuelle Gegenüberstellung der Ergebnisse aus ML-Klassifikation und MPM-
Inferenz für die Szenen (d), (e) und (f).
Die Gegenüberstellung der verschiedenen Ergebnisse zeigt, dass mit dem Einbezug von hier-
archischer Kontextinformation sowie von Bildinformation auf mehreren Skalen prinzipiell Kon-
fusionen zwischen thematischen Klassen verringert werden können. Dies kann an den leicht
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verbesserten Gesamtklassifikationsgüten gegenüber einer lokalen ML-Klassifikation abgelesen
werden, verdeutlicht sich jedoch merklich bei der Betrachtung der Konsumenten- und Produ-
zentengenauigkeiten sowie bei einem visuellen Vergleich der Ergebnisse. Hauptsächlich werden
durch das hierarchische Modell Fehlklassifikationen in homogenen Flächen deutlich verringert
(Glättung), was beispielsweise in den Ergebnissen von Szene (a) sehr gut zu erkennen ist. In
Szene (b) werden Mehrdeutigkeiten verringert und deutlich weniger Straßenbereiche falsch als
Haus klassifiziert. Jedoch ist festzuhalten, dass dadurch wiederum auch einige Häuser falsch
als Rest klassifiziert werden. An allen Ergebnissen und vor allem an Szene (e) wird jedoch
deutlich, dass sehr viele Fehlklassifikationen auch durch den Einbezug von mehreren Hierar-
chieebenen nicht vermieden werden können. Zum einen führt die starre Quadtree-Struktur mit
seinen quadratischen Bildelementen dazu, dass Segmente mit Mischklassen sehr wahrschein-
lich in jedem Bild auftreten. Auch unter Einbezug von hierarchischer Kontextinformation ist
es daher offensichtlich wahrscheinlich, dass falsche Entscheidungen aufgrund des Datenmodells
für solche Mischsegmente zu Fehlklassifikationen führen. Diese Überlegung wird durch Erfah-
rungen mit der Methode sowie durch die hier dargestellten Ergebnisse bestätigt. Ein Beispiel
dafür ist mit dem Randbereich des linken Feldes in Szene (a) gegeben (Abbildung 6.16). Zum
anderen können mitunter großflächige Fehlklassifikationen mit dem ursprünglichen hierarchi-
schen Modell nicht vermieden werden. In Szene (e) werden große Flächen falsch als Künstliche
Strukturen klassifiziert, was sich einerseits in sehr geringen Konsumentengenauigkeiten dieser
Klasse ablesen lässt und andererseits durch Abbildung 6.17 bestätigt wird.
Insgesamt kann anhand der Erkenntnisse in diesem Abschnitt festgestellt werden, dass mit
dem sehr starren Quadtree-Bildmodell für diese sechs Szenen im Zuge der hierarchischen In-
ferenz überwiegend durch Glättung leichte Verbesserungen in den Klassifikationsgüten gegen-
über einer ML-Klassifikation erreicht werden. Großflächige Fehlklassifikationen, wie sie auch
unter alleiniger Verwendung des Datenmodells auftreten, können jedoch offensichtlich mit die-
sem Modell nicht vermieden werden. In [Kersten et al., 2010] wurde anhand einer QuickBird-
Szene beispielhaft gezeigt, dass die Multiskalenprozessierung mit diesemModell durchaus groß-
flächige Fehlklassifikationen verringern kann. Des Weiteren konnten mit einer modifizierten
hierarchischen MAP-Inferenz Fehlklassifikationen von Mischsegmenten, beispielsweise in Be-
reichen von Klassenübergängen, stark verringert werden. Im folgenden Abschnitt wird unter-
sucht, inwieweit die Auswirkungen aufgrund der starren Quadtree-Struktur durch das hybride
Modell, respektive den Einbezug von räumlichem Kontext, einerseits sowie durch die modifi-
zierten Inferenzmethoden mICM und mMPM andererseits abgeschwächt werden können. Diese
Ergebnisse werden zusätzlich mit denen aus zwei weiteren Klassifikationsmethoden verglichen.
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Nach der Evaluierung der Trainingsprozeduren für Daten- und a priori Modell sowie bezüglich
des Mehrwerts der hierarchischen Inferenz nach [Laferté et al., 2000] folgt nun der praktische
Vergleich des hybriden Modells mit anderen gängigen Klassifikationsmethoden. Insbesondere
soll an dieser Stelle auch der Mehrwert des hybriden Modells, respektive der Kombination von
hierarchischem und räumlichem Kontext, sowie der modifizierten Inferenzmethoden mMPM
und mICM gegenüber den ursprünglichen Methoden herausgestellt werden.
Generell bietet sich ein Vergleich mit Methoden an, die thematisch verwandt und als state of
the art anerkannt sind. Eine Gegenüberstellung von Verfahren der hierarchischen graphenba-
sierten Bildmodellierung ist in der Vergangenheit nur sehr vereinzelt, beispielsweise in [Awasthi
et al., 2007], erfolgt, was unter anderem mit den sehr verschiedenen Anwendungsgebieten be-
gründet werden kann. Eine weitere Barriere für einen fairen Vergleich ist die sehr begrenzte
Verbreitung und Verfügbarkeit von Methoden aus diesem Themengebiet. Insbesondere er-
scheint neben einem theoretischen Vergleich von generativen und diskriminativen Methoden
auch ein praktischer Vergleich dieser sehr interessant, ist jedoch im Rahmen dieser Arbeit
aufgrund der oben dargelegten Gründe nicht zustande gekommen. An einem Vergleich der
Methode mit den in Abschnitt 3.2 behandelten diskriminativen TCRFs wird jedoch momen-
tan gearbeitet. Im Rahmen von weiterführenden Untersuchungen ist die Fertigstellung und
Publikation dieses Vergleichs geplant.
In dieser Arbeit erfolgt daher ein Vergleich des hybriden Markov-Modells mit einer über-
wachten und pixelbasierten ML-Klassifikation sowie mit dem in [Bouman und Shapiro, 1994]
vorgestellten Multiskalen Zufallsfeld (MSRF). Die überwachte ML-Klassifikation erfolgt in
ERDAS IMAGINE Version 9.3, wobei alle vier jeweils vorliegenden spektralen Kanäle eines
Bildes verwendet werden. Darüber hinaus werden auf das Ergebnis dieser pixelbasierten Klas-
sifikation die Operatoren clump und eliminate bezüglich einer Nachbarschaft zweiter Ordnung
angewendet.
Das Multiskalen Zufallsfeld (MSRF) basiert, wie auch der in dieser Arbeit verfolgte Ansatz,
auf einer Quadtree-Struktur, bei der die Knoten (Segmente) in den einzelnen Hierarchieebenen
als eine top-down Markov-Kette interpretiert werden. Die feinste Ebene des Quadtrees ist hier
mit dem Bild selbst gegeben. Es handelt sich um einen generativen Ansatz, bei dem die thema-
tischen Klassen in der feinsten Ebene mittels GMMs modelliert werden. Bei der MAP-Inferenz
wird üblicherweise eine Kostenfunktion angesetzt, die Klassifikationsfehler unabhängig von der
Skala des Quadtrees bestraft. Daraus resultieren bei einer Fehlklassifikation der Wurzel des
Baumes (diese repräsentiert das gesamte Bild) die gleichen Kosten, wie bei der Fehlklassi-
fikation eines einzelnen Pixels. Die in [Bouman und Shapiro, 1994] vorgeschlagene Kosten-
funktion berücksichtigt die jeweilige Skala, so dass größere Kosten bei Fehlklassifikationen
von großen Segmenten entstehen. Die daraus resultierende Inferenzmethode wird sequentielle
MAP-Inferenz (SMAP) genannt. Durch die Anwendung eines Potts-Modells wird die Gleich-
heit benachbarter Pixel favorisiert. Die Ausprägung der Glättung durch die SMAP-Inferenz
ist abhängig vom Verhalten der Bilddaten. Wenn die Daten vermitteln, dass benachbarte
Pixel oft die Klasse wechseln, so wird der Glättungsgrad verringert [GRASS Team, 2011].
Insgesamt wird in feineren Auflösungen eine größere Wahrscheinlichkeit von Klassengleichheit
benachbarter Bildelemente vorausgesetzt. Die benötigten Parameter für die Formulierung der
skalenabhängigen Übergangswahrscheinlichkeiten werden während der Inferenz geschätzt, so
dass hier insgesamt zwei komplette Durchläufe durch den Quadtree erforderlich sind. Der An-
satz ist in einem frei verfügbaren geographischen Informationssystem (GIS) mit dem Namen
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geographical resources analysis support system (GRASS) ab der Version 4.1 integriert. Der
Vergleich erfolgt mit der Version 6.4.
In Tabelle 6.8 sind zunächst die erreichten Gesamtklassifikationsgüten der drei verschiede-
nen Methoden für alle Szenen dargestellt. Alle Klassifikationen basieren auf sorgfältig und
manuell ausgewählten Trainingsdaten. Für die hierarchische Inferenz mit dem hybriden Mo-
dell werden die Trainingsdaten für das Datenmodell aus Abschnitt 6.7 verwendet. Die Pa-
rameterschätzung für das a priori Modell basiert auf der EM-Schätzung unter Verwendung
der Ergebnisse einer beschränkten ML-Klassifikationen. Dabei wird jeweils das in Abschnitt
6.6 identifizierte Fehlerniveau α gewählt. Das hybride Modell bietet eine Vielzahl verschie-
dener Prozessierungsmöglichkeiten. Insbesondere werden bei diesem Vergleich die folgenden
Berechnungen durchgeführt und gegenüber gestellt:
• ML: Maximum-likelihood-Klassifikation in ERDAS mit anschließender Nachbearbeitung
durch die Operatoren clump und eliminate bezüglich einer Nachbarschaft zweiter Ord-
nung.
• SMAP: Sequentielle MAP-Inferenz mit GRASS nach [Bouman und Shapiro, 1994].
• MPM: Hierarchische MPM-Inferenz mit dem hybriden Modell. Es wird hier jeweils das
beste Ergebnis aus der Untersuchung bezüglich der Multiskalenprozessierung herange-
zogen. Der Parameter α ist das Fehlerniveau für den χ2f,α-Test im Zuge der Trainings-
datenbereitstellung für das a priori Modell.
• MPM-ICM: Hierarchische MPM-Inferenz und anschließender Einbezug von räumlichem
Kontext durch den ICM-Algorithmus mit dem hybriden Modell. Der Parameter β ist
dabei das Gewicht des Kontextterms.
• MPM-mICM: Anwendung des modifizierten ICM-Algorithmus (Abschnitt 4.7) auf das
Ergebnis der MPM-Inferenz im hybriden Modell. Der Grenzwert für die Entropie wird
hier in allen Fällen TH = 0.0001 gesetzt.
• mMPM: Modifizierte MPM-Inferenz nach Abschnitt 4.5.3.
• mMPM-mICM: Anwendung des modifizierten ICM-Algorithmus auf des Ergebnis der
modifizierten MPM-Inferenz.
Die Klassifikationsgüten für die ML- und die SMAP-Klassifikation wurden auf der Grund-
lage von 3000 zufällig und entsprechend der prozentualen Flächenanteile der Klassen in der
Referenz verteilten Punkten ermittelt. Die Gesamtklassifikationsgüten in Tabelle 6.8 sowie
die Konsumenten- und Produzentengenauigkeiten in Tabelle 6.9 offenbaren, dass mit dem
hybriden Modell bei fünf der sechs Szenen signifikant bessere Ergebnisse als mit der ML-
Klassifikation und der SMAP-Inferenz erreicht werden. Es fällt dabei auf, dass die jeweils bes-
ten Gesamtklassifikationsgüten durch verschiedene Prozessierungswege erreicht werden, wobei
die quantitativen Unterschiede größtenteils sehr gering ausfallen. Eine Anwendung der Me-
thoden mMPM und mICM führt bei drei der sechs Szenen zum besten Ergebnis. In den
anderen drei Fällen ist die maximale Differenz dieser Kombination zu dem besten Ergebnis
des hybriden Modells mit 0.17 % sehr gering. Unter Verwendung des hybriden Modells sowie
der modifizierten Inferenzmethoden fällt ein teilweise signifikanter Genauigkeitsgewinn gegen-
über der ursprünglichen hierarchischen MPM-Inferenz auf. Bei Szene (e) ist dieser mit 7.5 %
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Gesamtklassifikationsgüten in %
Szene Parameter ML SMAP MPM MPM MPM mMPM mMPM
ERDAS GRASS ICM mICM mICM
(a) α = 0.8 97.13 96.70 96.76 97.31 97.15 96.96 97.54
β = 1000
(b) α = 0.9 81.90 83.60 88.79 89.64 89.70 88.62 89.60
β = 50
(c) α = 0.9 82.00 77.47 81.93 83.19 82.94 81.44 83.02
β = 20
(d) α = 0.9 89.87 83.07 87.32 87.75 87.77 87.67 88.18
β = 5.0
(e) α = 0.8 82.40 82.40 79.88 81.09 80.61 82.36 87.38
β = 5.0
(f) α = 0.9 83.87 79.47 89.14 89.45 89.48 89.63 90.03
β = 2.0
Tabelle 6.8: Gegenüberstellung der Gesamtklassifikationsgüten aus ML-Klassifikation, SMAP-
Inferenz und der vorgestellten Methode. Die grau hinterlegten Felder kennzeichnen
das beste Ergebnis.
am höchsten. Es ist an dieser Stelle zu bemerken, dass das Ergebnis der modifizierten MPM-
Inferenz lediglich als Zwischenergebnis respektive Eingangskonfiguration bei der ICM-Inferenz
dienen sollte, da hier das Auftreten von Blockstrukturen im Klassifikationsergebnis mitunter
stark begünstigt wird. Es folgt eine detaillierte Darstellung der Ergebnisse für die Szenen (a),
(b), (d), (e) und (f).
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ML ERDAS SMAP GRASS Bestes Ergebnis
hybrides Modell
Szene Klasse UA in % PA in % UA in % PA in % UA in % PA in %
(a) Acker brach 99.83 93.93 100.00 93.61 99.88 99.25
Vegetation 98.52 92.46 94.20 93.45 98.62 90.56
Strasse/Weg 89.31 97.74 91.23 98.11 85.59 93.82
Feld bew. 97.17 99.75 97.26 98.70 98.52 99.65
(b) Haus 58.40 82.47 62.68 74.43 77.64 73.91
Rest 93.87 81.73 91.68 86.41 92.84 94.08
(c) Wasser 99.12 83.09 98.92 73.02 99.97 81.23
Künstl. Strukt. 72.04 87.78 62.64 90.84 76.21 80.38
Rest 87.62 78.20 89.66 69.89 83.80 85.96
(d) Vegetation 91.63 97.21 83.36 96.98 95.86 91.01
Strasse 83.65 73.73 93.75 39.82 65.68 79.20
Industrie 93.44 75.50 86.49 86.49 80.88 86.04
Freifläche 81.13 77.48 64.71 49.25 85.12 83.72
(e) Wald 97.87 81.45 96.80 86.62 95.98 89.48
Künstl. Strukt. 68.28 60.19 53.57 50.00 64.73 70.90
Rest 76.19 91.02 78.39 86.99 86.44 89.79
(f) Wasser 100.00 39.39 100.00 28.57 96.41. 78.98
Siedlung 79.96 92.37 73.31 98.04 87.04. 96.70.
Rest 88.33 87.98 95.98 58.41 94.91. 81.63
Tabelle 6.9: Gegenüberstellung der prozentualen Konsumenten- (UA) und Produzentengenau-
igkeiten (PA) aus ML-Klassifikation in ERDAS, SMAP-Inferenz in GRASS und
bestem Ergebnis mit dem hybriden Modell für alle Szenen. Die grau hinterleg-
ten Felder kennzeichnen jeweils Verbesserungen mit dem hybriden Modell (UA:
hellgrau, PA: dunkelgrau).
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6.8.1 Ergebnisse für Szene (a)
In Szene (a) fallen bei ML und SMAP verhältnismäßig niedrige Konsumentengenauigkeiten
der Klasse Strasse (89.31 % und 91.23 %) sowie niedrige Produzentengenauigkeiten der Klasse
Vegetation (92.46 % und 93.45 %) auf (Tabelle 6.9), was durch eine partielle Aussparung des
Weges sowie einer leichten Verbreiterung der Strasse in Bereiche der Vegetation zurückzufüh-
ren ist. Bei dem Ergebnis der SMAP-Inferenz sind zudem verstärkt Fehlklassifikationen des
bewirtschafteten Feldes als Vegetation zu verzeichnen (vergleiche Abbildung 6.18 und Kon-
sumentengenauigkeit Vegetation: 94.20 %). Des Weiteren treten sowohl bei ML als auch bei
SMAP Fehlklassifikationen im Randbreich der Klasse Acker brach auf, was bei dieser Klasse
Abbildung 6.18: Konfidenzkarte und Ergebnisse der Methoden ML, SMAP, MPM-mICM,
mMPM-mICM für Szene (a).
zu niedrigeren Produzentengenauigkeiten gegenüber dem besten Ergebnis aus dem hybriden
Modell führt (93.93 % (ML) und 93.61 % (SMAP) versus 99.25 % (mMPM-mICM)). Die
Konfidenzkarte weist auf nicht eindeutig klassifizierbare Bildsegmente in den Randbereichen
der thematischen Klassen hin. Die Fehlklassifikationen innerhalb homogener Flächen sowie in
Randbereichen von thematischen Flächen können durch die modifizierte hierarchische Inferenz
stark verringert werden. Das Ergebnis aus der Kombination der modifizierten Inferenzmetho-
den eliminiert Fehlklassifikationen im Randbereich der Klasse Feld bewirtschaftet fast komplett,
was anhand der leicht verbesserten Konsumentengenauigkeit in Tabelle 6.9 zu sehen ist.
Auch wenn das Ergebnis des hybriden Modells qualitativ sehr gut aussieht und laut Tabelle
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6.8 die beste Gesamtklassifikationsgüte aufweist, fallen hier eine verschlechterte Konsumen-
tengenauigkeit der Klasse Strasse/Weg sowie eine verschlechterte Produzentengenauigkeit der
Klasse Vegetation auf. Dies ist auf eine verstärkte Vernachlässigung beziehungsweise Glättung
des Weges sowie auf die Verbreiterung der Strasse in Bereiche der Vegetation zurückzuführen.
6.8.2 Ergebnisse für Szene (b)
Bei Szene (b) sind mit ML und SMAP die Konfusionen zwischen den beiden Klassen Haus
und Rest anhand der vergleichsweise geringen Produzentengenauigkeiten beider Klassen zu
beobachten. Die damit einhergehende sehr niedrige Konsumentengenauigkeit der Klasse Haus
zeigt, dass sich diese Klasse vermehrt aus Segmenten der Klasse Rest zusammen setzt, was auf
die spektrale Ähnlichkeit zwischen dunklen Hausdächern und Straßen zurückzuführen ist. Dies
Abbildung 6.19: Konfidenzkarte und Ergebnisse der Methoden ML, SMAP, MPM-mICM,
mMPM-mICM für Szene (b).
bestätigt sich in Abbildung 6.19, wo für die Verfahren ML und SMAP in erster Linie offensicht-
liche Fehlklassifikationen von Straßenbereichen als Haus zu erkennen sind. Die Schwierigkeit
der spektralen Trennbarkeit bei dieser Szene zeigt sich zudem auch in der Konfidenzkarte der
MPM-Inferenz deutlich. Durch das hybride Modell (MPM-mICM und mMPM-mICM) kön-
nen die Fehlklassifikationen von Straßenbereichen als Haus stark verringert werden, was sich
signifikant in höheren Konsumentengenauigkeiten der Klasse Haus sowie Produzentengenauig-
keiten der Klasse Rest wieder spiegelt. Der Anteil der Fehlklassifikationen von Segmenten der
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Klasse Haus wird hingegen sogar Verstärkt (Produzentengenauigkeit von 73.91 % mit MPM-
ICM versus 82.74 % mit ML). Insgesamt werden also mit dem hybriden Modell die Straßen
nicht mehr falsch als Haus, jedoch umgekehrt einige Häuser ebenfalls als Rest klassifiziert.
Ein Vergleich der Klassifikationsergebnisse mit dem Bild (Abbildung 6.1) bestätigt, dass es
sich dabei um dunkle Hausdächer handelt. Die Konfusionen werden demnach zwar mit den
modifizierten Inferenzmethoden verringert jedoch kann man auch von einer Verlagerung die-
ser sprechen. Die Ergebnisse MPM-mICM und mMPM-mICM unterscheiden sich visuell und
quantitativ kaum.
6.8.3 Ergebnisse für Szene (d)
Bei Szene (d) stellt das Ergebnis der ML-Klassifikation mit einer Gesamtklassifikationsgüte
von 89.87 % das beste Ergebnis dar, wohingegen mit der hybriden mMPM-mICM Inferenz
88.18 % erreicht werden. In Abbildung 6.20 sowie in Tabelle 6.9 sind jedoch deutliche Unter-
Abbildung 6.20: Konfidenzkarte und Ergebnisse der Methoden ML, SMAP, MPM-mICM,
mMPM-mICM für Szene (d).
schiede zwischen den Klassifikationen zu erkennen. Die SMAP-Inferenz führt zu einer starken
Glättung, so dass die Freiflächenbereiche sowie feine Strukturen, wie Strassen, teilweise ver-
schwinden (Produzentengenauigkeiten von 39.82 % und 49.25 %). Mit dem hybriden Modell
werden die Freiflächen sowie die Straßen vergleichsweise besser erhalten, was sich in den ent-
sprechenden maximalen Produzentengenauigkeiten von 79.20 % und 83.72 % ablesen lässt.
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Konfusionen zwischen den Klassen Industrie und Strasse können jedoch auch hier nicht ver-
mieden werden. Die Konsumentengenauigkeit der Klasse Strasse verschlechtert sich dadurch
sowie durch Konfusionen mit der Klasse Vegetation sogar signifikant gegenüber ML und SMAP.
Die Konfidenzkarte verdeutlicht auch hier die Schwierigkeit der Trennbarkeit zwischen allen
Klassen, ausgenommen von Vegetation.
6.8.4 Ergebnisse für Szene (e)
Anhand der Ergebnisse für Szene (e) zeigt sich der Mehrwert des hybriden Modells sehr deut-
lich. Eine Anwendung der Verfahren ML und SMAP führt zu Konfusionen zwischen den Klas-
sen Künstliche Strukturen und Rest, was zu vergleichsweise geringen Konsumentengenauigkei-
ten (ML: 68.28 %, SMAP: 53.57 %) sowie Produzentengenauigkeiten (ML: 60.19 %, SMAP:
50.00 %) der Klasse Künstliche Strukturen führt. Die Multiskalenprozessierung (hierarchische
MPM-Inferenz) sowie die Kombination von MPM- und ICM-Inferenz verstärkt die großräu-
migen Fehlklassifikationen sogar weiter, was in Tabelle 6.8 an den Gesamtklassifikationsgü-
ten sowie in Abbildung 6.21 zu erkennen ist. Im Zuge der modifizierten MPM-Inferenz un-
Abbildung 6.21: Konfidenzkarte und Ergebnisse der Methoden ML, SMAP, MPM-ICM,
mMPM-mICM für Szene (e).
ter Verwendung der Level
(
SN , SN−2
)
können diese großflächigen Fehlklassifikationen massiv
eingedämmt werden. Dieser Effekt ist offensichtlich das Resultat aus der generalisierten Mo-
dellierung der Klassen Wald und Rest in Ebene SN−2 einerseits und aus der Vernachlässigung
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unsicher klassifizierbarer Bildinformation bei der modifizierten MPM-Inferenz andererseits.
Dieses Beispiel zeigt, dass durch eine generalisierte Modellierung in einer höheren Ebene, was
in diesem Fall die Vereinigung der Zielklassen Künstliche Strukturen und Rest in Ebene SN in
die Klasse Rest in Level SN−2 bedeutet, eine Unterdrückung von großflächigen Fehlklassifika-
tionen in Level SN mit Hilfe entsprechender Übergangswahrscheinlichkeiten bewirken kann.
Aufgrund der markanten Blockstrukturen im Ergebnis der modifizierten MPM-Inferenz ist mit
einer Gesamtklassifikationsgüte von 82.36 % zunächst keine große Verbesserung gegenüber der
ML-Klassifikation zu erkennen. Dennoch werden hier die großflächigen Fehlklassifikationen im
Bereich der Felder (nördlicher Bereich) stark eingeschränkt. Die anschließende Anwendung
der modifizierten ICM-Inferenz auf dieses Zwischenergebnis führt wiederum zu einer Auflö-
sung der Blockstrukturen, so dass sich bei dieser Szene ein signifikanter Genauigkeitsgewinn
von 7.50 % gegenüber der ursprünglichen MPM-Inferenz ergibt (79.88 % bei MPM-Inferenz
und 87.38 % bei mMPM-mICM-Inferenz). Die Konsumentengüte der Klasse Künstliche Struk-
turen aus der mMPM-mICM-Inferenz ist jedoch mit 64.73 % sogar etwas niedriger als mit der
ML-Klassifikation (68.28 %), was zeigt, dass auch hier noch sehr viele Fehlklassifikationen
erfolgen. Die Konfidenzkarte weist deutlich die großflächigen problematischen Bereiche aus.
6.8.5 Ergebnisse für Szene (f)
Anhand der Ergebnisse von Szene (f) wird ebenfalls der Mehrwert des hybriden Modells
deutlich. Laut Tabelle 6.8 unterscheiden sich hier die Gesamtklassifikationsgüten von ML-
Klassifikation und MPM-Inferenz um 5.27 % und von ML-Klassifikation und mMPM-mICM-
Inferenz um 6.16 %. Bei der ML-Klassifikation sowie der SMAP-Inferenz fallen mit 39.39 %
und 28.75 % sehr niedrige Produzentengenauigkeiten der Klasse Wasser auf. Mit der Kom-
bination mMPM-mICM kann diese auf 78.98 % verbessert werden, was auch in Abbildung
6.22 gut zu erkennen ist. Generell fällt auf, dass durch jeglichen Kontexteinbezug eine starke
Glättung im Stadtbereich bewirkt wird.
6.8.6 Zusammenfassung
Der qualitative und quantitative Vergleich der Ergebnisse in diesem Abschnitt zeigt deut-
lich den Mehrwert des hybriden Modells gegenüber der ML-Klassifikation, der SMAP-Inferenz
sowie der ursprünglichen MPM-Inferenz nach [Laferté et al., 2000]. Das sehr starre und „aufge-
setzte“ Quadtree-Modell führt bei jedem Bild zu Segmenten, die Mischklassen aufweisen. Das
auf GMMs basierende Datenmodell kann diese Segmente mitunter nicht sinnvoll klassifizie-
ren, was durchaus auch Fehlklassifikationen unter Einbezug von Kontextinformation bewirkt.
Treten Konfusionen durch das Datenmodell kleinflächig auf, so können diese teilweise durch
die hierarchische MPM-Inferenz und darüber hinaus weiter mittels der ICM-Inferenz verrin-
gert werden (Glättung). Bei großflächigen Fehlklassifikationen, wie beispielsweise in Szene (f)
bringt dieser Ansatz jedoch mitunter keinen Mehrwert. Die hier dargestellten Beispiele bele-
gen, dass groß- und kleinflächige Fehlklassifikationen sowie Fehlklassifikationen in Bereichen
von Klassenübergängen mit Hilfe der Multiskalenprozessierung kombiniert mit modifizierten
Inferenzverfahren stark verringert werden.
Die Gesamtklassifikationsgüten der kombinierten mMPM-mICM-Inferenz stellen in drei der
sechs Beispiele die besten Ergebnisse dar. Die Unterschiede dieser Methode zu den jeweils
besten Ergebnissen der anderen drei Szenen unterscheiden sich maximal um 1.96 % (Szene
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Abbildung 6.22: Konfidenzkarte und Ergebnisse der Methoden ML, SMAP, MPM-mICM,
mMPM-mICM für Szene (f).
(d)), so dass eine generelle Anwendung dieser Kombination mit dem hybriden Modell sinn-
voll erscheint. Es ist allerdings zu beachten, dass mit jedem Prozessschritt auch zusätzliche
Rechenzeit erforderlich wird. Die iterative Schätzung der Parameter des a priori Modells ist
dabei der aufwändigste Schritt. Besonders in sehr zeitkritischen Fällen ist vom Bildinterpreten
zu entscheiden, wie weit die Prozesskette durchlaufen wird. Die Ergebnisse bezüglich Szene
(d) verdeutlichen, dass mit dem vorliegenden Modell nicht in allen Fällen eine Verbesserung
gegenüber einer ML-Klassifikation erreicht werden kann. Um kleine Strukturen zu erhalten ist
bezüglich der Inferenzverfahren auf eine entsprechende Definition der Parameter α (mMPM)
sowie β (mICM) zu achten.
Der Aufwand einer Modellierung von thematischen Klassen in einem Level S 6= SN sollte
nur dann investiert werden, wenn die jeweils definierten thematischen Klassen gut trennbar
sind, so dass neue Information in das Level SN gebracht werden kann. Eine Beurteilung der
jeweiligen Datenmodelle kann durch visuelle Begutachtung der Ergebnisse der entsprechenden
ML-Klassifikation erfolgen. Für die Bereitstellung der Trainingsdaten für das a priori Modell
sollte nach Abschnitt 6.6 eine Sicherheitswahrscheinlichkeit von α = 0.8 oder α = 0.9 gewählt
werden.
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6.9 Aussagekraft der Konfidenzkarte
In diesem Abschnitt wird untersucht, inwieweit eine signifikante Entropie der a posteriori
Randdichten tatsächlich ein Indikator für Fehlklassifikationen ist. Dazu werden die jeweiligen
Entropiewerte aus der MPM-Schätzung für drei der sechs Szenen mit den tatsächlichen Fehl-
klassifikationen verglichen. Ziel ist die Ableitung eines Grenzwerts für die Entropie, bei dem
die Fehlklassifikationen bestmöglich erfasst werden, so dass der modifizierte ICM-Algorithmus
einerseits möglichst viele falsch klassifizierte Segmente einbezieht und andererseits signifikant
Rechenzeit einspart. Für drei Szenen werden im Folgenden bei unterschiedlichen Schwellwerten
TH der Entropie H der Zusammenhang zwischen einer Entropie H > TH und den tatsächli-
chen Fehlklassifikationen aus der jeweils besten MPM-Inferenz aus Abschnitt 6.7 untersucht.
In Tabelle 6.10 ist je Szene die prozentuale Gesamtfehlerrate ER der MPM-Inferenz angege-
ben. In den Zeilen der Tabelle sind des Weiteren in Abhängigkeit des Grenzwerts TH jeweils
die Anteile der Segmente {x}TH<Hi , deren Entropiewert diesen Grenzwert überschreiten so-
wie die Anteile {x}TH<H,e der darin enthaltenen Fehlklassifikationen jeweils in % von der
Gesamtmenge aller Segmente dargestellt. Die grau hinterlegte Spalte kennzeichnet den bei
Szene und MPM-Fehlerrate ER in %
(a), ER: 3.24 % (e), ER: 20.76 % (f), ER: 10.86 %
TH {x}TH<H {x}TH<H,e {x}TH<H {x}TH<H,e {x}TH<H {x}TH<H,e
1.0 0.0 0.0 0.02 0.01 0.00 0.00
0.5 0.44 0.23 2.48 1.20 4.60 2.04
0.1 0.99 0.46 5.95 2.87 9.84 3.92
0.05 1.22 0.54 7.74 3.97 12.03 4.60
0.01 1.80 0.71 14.16 8.80 17.28 6.07
0.005 2.05 0.77 15.27 9.21 19.68 6.58
0.001 2.73 0.93 17.31 9.88 25.60 7.51
0.0005 3.07 0.99 18.16 10.15 28.50 7.82
0.0001 4.05 1.12 20.03 10.85 36.32 8.51
0.00005 4.60 1.19 20.85 11.16 40.27 8.78
0.00001 6.06 1.32 22.61 11.83 49.73 9.32
Tabelle 6.10: Vergleich der Fehlerraten ER der MPM-Inferenz mit den prozentualen Antei-
len der Segmente, die eine Entropie H > TH aufweisen und die zudem falsch
klassifiziert wurden.
dem Methodenvergleich im vorherigen Abschnitt angesetzten Schwellwert TH = 0.0001. Bei
diesem Wert sind demnach in der daraus resultierenden Menge der Segmente für Szene (a)
34.57 %, für Szene (e) 52.26 % und für Szene (f) 78.36 % aller falsch klassifizierten Segmente
enthalten, wobei die Menge der Segmente {x}TH<H bei Szene (a) lediglich 4.5 %, für Szene
(e) 20.03 % und für Szene (f) sogar 36.32 % aller Segmente enthält. Eine allgemeine Aussage
über einen zu wählenden Schwellwert TH lässt sich daran nicht ableiten, jedoch wird damit
gezeigt, dass mit TH = 0.0001 bei diesen drei Szenen mindestens 1/3 aller falsch klassifizierten
Segmente erfasst werden und damit tatsächlich ein Zusammenhang zwischen der Entropie und
den Fehlklassifikationen besteht.
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6.10 Zusammenfassung
Ziel der Evaluierungen in diesem Abschnitt war, die einzelnen Schritte für das Training des hy-
briden Modells bezüglich ihrer Robustheit zu untersuchen sowie die Art und Ausprägung der
Abhängigkeiten der Prozessierungsergebnisse von den interaktiv zu definierenden Parametern
und Trainingsdaten herauszustellen. Des Weiteren wurde der Mehrwert der Multiskalenprozes-
sierung untersucht und die Methode respektive verschiedene Prozessierungsergebnisse dieser
mit zwei weiteren Klassifikationsverfahren verglichen. Die Untersuchungen wurden mit insge-
samt sechs verschiedenen Subszenen des Sensors IKONOS durchgeführt. Die Ergebnisse der
Experimente können wie folgt zusammengefasst werden:
• Datenmodell: Anhand der Kreuzvalidierung in Abschnitt 6.4 hat sich gezeigt, dass die
Güte eines geschätzten Datenmodells maßgeblich von der Qualität der Trainingsdaten
und weniger von der Menge der Trainingsdaten und Merkmale abhängt. Vor allem bei
spektral inhomogenen und schwer trennbaren Klassen ist auf eine sorgfältige und reprä-
sentative Wahl der Trainingssegmente zu achten. Dies korrespondiert mit den allgemein
bekannten Anforderungen bei der Verwendung von GMMs. Um die Rechenzeit mög-
lichst gering zu halten, wurden bei den Untersuchungen nicht mehr als zehn Merkmale
verwendet.
• A priori Modell: Durch die Untersuchung in Abschnitt 6.5 konnte gezeigt werden, dass
die Schätzung der Parameter des a priori Modells nur bedingt von der Initialisierung
dieser sowie der Menge der Trainingsdaten abhängt. Wie viele und welche Trainingsseg-
mente bei der Schätzung herangezogen werden, hängt von dem bei der Vorklassifikation
zu definierenden Fehlerniveau α ∈ [0, 1] ab. Bei einem wachsenden Wert für α ist zu
erwarten, dass immer weniger Segmente mit der korrespondierenden Sicherheitswahr-
scheinlichkeit P = 1− α eindeutig einer Klasse zugewiesen werden können.
Werden mehr als 40 % aller Bildsegmente je Klasse für das Training herangezogen, so
ergeben sich nur sehr geringe Unterschiede in den Schätzergebnissen, auch wenn un-
terschiedliche Initialisierungen angesetzt werden. Werden weniger als 40 % der Daten
für das Training herangezogen, so macht sich die bei der EM-Schätzung angenommene
Gleichverteilung für die Segmente, die keine Klassenzugehörigkeit haben, in den geschätz-
ten Parametern und somit auch in den Inferenzergebnissen bemerkbar. In diesem Fall
werden die Übergangswahrscheinlichkeiten für gleiche Klassen im Schätzergebnis klei-
ner, was eine Abschwächung des Glättungseffekts bei der Inferenz bewirkt. Bei Bildern
mit kleinen Strukturen, wie in den Szenen (f) und (g) kann sich dies wiederum positiv
auswirken, da diese nun weniger vernachlässigt werden. Bei Bildinhalten mit größeren
homogenen thematischen Bildbereichen kann sich dies jedoch auch negativ auswirken
(Szene (b) und (f)). Insgesamt bewegen sich die Unterschiede der Gesamtklassifikati-
onsgüten in den Inferenzergebnissen bei den unterschiedlichen Konfigurationen jedoch
in einem Bereich von ca. 0.5 %. Eine Initialisierung mit gleichverteilten Übergangswahr-
scheinlichkeiten ergab keine sinnvollen Ergebnisse und sollte deshalb vermieden werden.
Wird eine Initialisierung ungleich der Gleichverteilung verwendet, so ergeben sich mit
der MPM-Inferenz stets bessere Ergebnisse, als mit der ML-Klassifikation. Die Gesamt-
klassifikationsgüten verbessern sich durch den Einbezug von hierarchischem Kontext bei
den vorliegenden Szenen gegenüber einer ML-Klassifikation mit dem selben Datenmodell
lediglich um maximal 1.4 % (Szene (b)).
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• Bereitstellung von Trainingsdaten für das a priori Modell: In diesem Experiment
wurde geprüft, wie sich die Ergebnisse der EM-Schätzung der Übergangswahrscheinlich-
keiten verhalten, wenn die Trainingsdaten dafür nicht zufällig aus einer Referenz, son-
dern mit Hilfe des Datenmodells bereitgestellt werden. Dazu wurden durch Variation
des Fehlerniveaus α unterschiedliche Trainingsdatensätze je Bild mittels beschränkter
ML-Klassifikation generiert und die erreichten Gesamtklassifikationsgüten der entspre-
chenden MPM-Inferenzergebnisse gegenübergestellt. Auch wenn mit einem sehr hohen
Fehlerniveau von α = 0.9 nur sehr wenige Trainingsdaten bereitgestellt werden, ergaben
sich dabei für fast alle Szenen die günstigsten a priori Modellparameter respektive bes-
ten Inferenzergebnisse. Diese unterscheiden sich nur sehr gering von den Ergebnissen,
die mit zufällig aus der Referenz generierten Daten erreicht wurden.
• Multiskalenprozessierung: Die Untersuchungen bezüglich des a priori Modells erga-
ben, dass durch den Einbezug von hierarchischem Kontext für die hier prozessierten Sze-
nen die Gesamtklassifikationsgüte um maximal 1.4 % gegenüber der ML-Klassifikation
unter Verwendung des gleichen Datenmodells verbessert werden konnte. In Abschnitt
6.7 wurde untersucht, inwieweit die Modellierung von thematischen Klassen in meh-
reren Hierarchieebenen einen Mehrwert respektive eine Verbesserung in den Klassifi-
kationsergebnissen der MPM-Inferenz bewirken kann. Die besten Ergebnisse konnten
unter Verwendung von Datenmodellen auf zwei beziehungsweise drei Hierarchieebenen
erreicht werden. Die erreichten Verbesserungen der Gesamtklassifikationsgüten liegen in
einem Bereich von bis zu 2% gegenüber einer ML-Klassifikation, jedoch zeigt eine Ge-
genüberstellung der Konsumenten- und Produzentengenauigkeiten der einzelnen Klas-
sen sowie die visuelle Gegenüberstellung der Klassifikationsergebnisse einen deutlichem
Mehrwert des hierarchischen Modells. Die Multiskalen-Prozessierung bewirkt eine sicht-
liche Glättung homogener Flächen sowie größtenteils Verbesserungen der Konsumenten-
und Produzentengenauigkeiten gegenüber einer ML-Klassifikation. Fehlklassifikationen
von Mischsegmenten treten hier jedoch dennoch auf.
• Methodenvergleich: Bei dem in Abschnitt 6.8 durchgeführten Vergleich des hybriden
Modells mit zwei weiteren gängigen Methoden wurden die jeweils besten Konfigurationen
von Datenmodellen aus den Untersuchungen der Multiskalenprozessierung herangezogen.
Das hybride Modell wurde mit einer pixelbasierten ML-Klassifikation sowie der hierarchi-
schen SMAP-Inferenz verglichen. Die entsprechenden Ergebnisse dieser Klassifikationen
wurden unterschiedlichen Ergebnissen des hybriden Modells gegenüber gestellt. Es konn-
te ein deutlicher Mehrwert des hybriden Modells gegenüber der ML-Klassifikation, der
SMAP-Inferenz sowie der ursprünglichen MPM-Inferenz nach [Laferté et al., 2000] her-
ausgestellt werden. Probleme bei der spektralen Trennbarkeit von thematischen Klassen
mit dem Datenmodell können teilweise durch die hierarchische MPM-Inferenz (Glät-
tung) und darüber hinaus weiter mittels der ICM-Inferenz verringert werden, sofern die
resultierenden Fehlklassifikationen kleinflächig auftreten. Die hier dargestellten Beispie-
le belegen, dass groß- und kleinflächige Fehlklassifikationen sowie Fehlklassifikationen
in Bereichen von Klassenübergängen mit Hilfe der Multiskalenprozessierung kombiniert
mit modifizierten Inferenzverfahren stark verringert werden können. Auf der Grundla-
ge der Ergebnisse wird eine generelle Anwendung der Kombination der hierarchischen
mMPM-Inferenz und der planaren mICM-Inferenz empfohlen.
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• Aussagekraft der Konfidenzkarte: In Abschnitt 6.9 konnte anhand von drei der
sechs Szenen gezeigt werden, dass die Konfidenzkarte zu einem gewissen Maße tatsäch-
lich ein Indikator für Fehlklassifikationen der MPM-Inferenz ist. Bei dem Methoden-
vergleich in Abschnitt 6.8 wurde der Schwellwert für die Entropie mit TH = 0.0001
definiert. Hier konnte gezeigt werden, dass damit in der daraus resultierenden Segment-
menge große Anteile der falsch klassifizierten Segmente enthalten sind. Ein alleiniger
Einbezug dieser Segmente bei der ICM-Inferenz führt zu einer signifikanten Verringe-
rung der Laufzeit, wobei quantitativ vergleichbare Ergebnisse, wie mit dem ursprüngli-
chen ICM-Algorithmus, erreicht werden. Während der ICM-Algorithmus für Szene (a)
189 sec benötigt (Gesamtklassifikationsgüte: 97.31 %), hat die modifizierte Version das
Abbruchkriterium in lediglich 8 sec erfüllt (Gesamtklassifikationsgüte: 97.12 %).
Eine detaillierte Darstellung der Laufzeiten der einzelnen Prozessierungsschritte erfolgt auf-
grund der nicht optimierten Implementierung nicht. In [Kersten und Gähler, 2010] wird jedoch
ein tabellarischer Überblick für einige Teilprozesse gegeben.
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In dieser Arbeit wurde die Klassifikation von hochauflösenden optischen Satellitenbildern im
Kontext von Notfall- und Krisenkartierungen behandelt. Der Bedarf an neuen Methoden zur
Bildverarbeitung in diesem Bereich ist durch verschiedene Gründe evident. Zum ersten ist
in den vergangenen Jahren die Verfügbarkeit von hochauflösenden und sehr hochauflösenden
Satelliten- und Luftbildern für zivile Anwendungen stark gestiegen. Eine rechnergestützte se-
miautomatische oder gar vollautomatische Prozessierung (Klassifikation von Landbedeckung,
Landnutzung sowie Informationsextraktion) dieser Bilder ist aufgrund ihres sehr hohen In-
formationsgehalts sehr komplex. Zum zweiten bestehen für einen operationellen Notfall- und
Krisenkartierungsdienst klar definierte Rahmenbedingungen und Anforderungen bezüglich der
bereitgestellten Informationsprodukte. So wird vor allem in der emergency phase, unmittel-
bar nach Eintreten eines Notfalls, ein zeitnah geliefertes, jedoch bezüglich der räumlichen
und thematischen Genauigkeit „etwas ungenaueres“ Informationsprodukt einem sehr genauen
und zeitaufwändig generierten Produkt vorgezogen. Auch die Verfügbarkeit von Zusatzdaten,
wie beispielsweise digitale Höhenmodelle, Vektordaten oder zusätzliche Satellitenbilder vom
betroffenen Gebiet ist in diesem Zeitrahmen oft sehr beschränkt. Des Weiteren spielt auch
die Verlässlichkeit der angewendeten Methoden zur Bildverarbeitung eine sehr wichtige Rolle.
Diese Aspekte führen dazu, dass bei Notfall- und Krisenkartierungen häufig semiautomatische
Methoden, manuelle Zwischen- und Nachbearbeitungsschritte oder gar vollständig manuelle
Verfahren (visuelle Interpretation) zur Interpretation hochauflösender Satellitenbilder ange-
wendet werden.
Entgegen dem allgemeinen Trend hin zur vollautomatischen Bildprozessierung wurde auf-
grund der oben angeführten Gründe in dieser Arbeit ein interaktives Rahmenwerk zur raschen
Klassifikation und Vorklassifikation hochauflösender optischer Satellitenbilder konzipiert und
evaluiert. Dieses Rahmenwerk hat nicht den Anspruch, die sehr komplexe Aufgabe der Ex-
traktion von höherwertigen und pixelgenauen Informationen (beispielsweise Objekt- oder Li-
neamentextraktion) aus Satellitenbildern zu leisten, sondern stellt vielmehr ein Konzept für
einen allgemeinen und übertragbaren Ansatz zur Klassifikation von Landbedeckung in wenige
thematische Klassen bei den oben genannten Rahmenbedingungen dar. Die verwendeten Me-
thoden wurden auf der Grundlage theoretischer Überlegungen gewählt, wobei insbesondere die
schnelle Laufzeit entscheidend war. Daneben bestand die Forderung, dass die Prozessierung
lediglich auf dem Satellitenbild selbst sowie den interaktiven Eingaben des Bildinterpreten
beruhen soll (eingeschränkte Datengrundlage). Die geforderte Übertragbarkeit der Methode
bezieht sich sowohl auf Bildprodukte verschiedener Sensoren sowie auf unterschiedlichste Bild-
inhalte und thematische Fragestellungen.
In Abschnitt 1 erfolgte, basierend auf den definierten Zielen und den herrschenden Rahmen-
bedingungen in dieser Arbeit, eine erste Eingrenzung der Methodik auf einen segmentbasierten
Ansatz, bei dem aus Gründen der Laufzeit sowie der obigen Zielsetzung einfache quadratische
Bildelemente verwendet werden sollen. Des Weiteren wurde der Einbezug von Kontextinfor-
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mation für die Auflösung beziehungsweise Verringerung von Mehrdeutigkeiten aufgrund spek-
traler Ähnlichkeiten von thematischen Klassen vorgeschlagen und diesbezüglich in Abschnitt
2 planare und hierarchische Ansätze zu graphenbasierten Bildmodellierung behandelt. Auf-
grund von Unsicherheiten, Rauschen und spektralen Mehrdeutigkeiten existiert für Klassifika-
tionsprobleme üblicherweise keine exakte Lösung. Ansätze der statistischen graphenbasierten
Bildmodellierung beruhen auf den Prinzipien der statistischen Optimierung und können in-
exakte jedoch optimale Lösungen für verschiedenste Problemstellungen finden. Weitere große
Vorteile gegenüber anderen Verfahren sind die ebenfalls auf Optimierung basierenden Metho-
den der Schätzung der Modellparameter sowie die Möglichkeit der Multiskalenprozessierung.
Daher erfolgt die Anwendung eines solchen Ansatzes in der vorliegenden Arbeit. Es ist dabei
zu beachten, dass die Qualität der Ergebnisse hier stark von der Wahl eines adäquaten Modells
abhängt.
In Abschnitt 2.2 wurde ein umfassender Überblick über existierende planare und hierarchi-
sche Methoden der graphenbasierten Bildmodellierung gegeben, wobei die jeweilige Anwen-
dung sowie die grundlegenden Eigenschaften und Unterschiede herausgestellt wurden. Basie-
rend auf dieser Gegenüberstellung wurde die Anwendung eines Ansatzes der hierarchischen
graphenbasierten Bildmodellierung in dieser Arbeit gewählt. Gründe für diese Wahl sind die
damit einhergehenden attraktiven Eigenschaften der Modellierung weitreichender kontextuel-
ler Relationen sowie der Möglichkeit der Multiskalenprozessierung. Des Weiteren ist bei einer
Wahl eines Graphen in Form einer Baumstruktur immer die Möglichkeit der exakten und nicht
iterativen Inferenz gegeben, was für Anwendungen im Bereich Notfall- und Krisenkartierun-
gen sehr attraktiv ist. Aufgrund der Verwendung quadratischer Bildelemente liegt somit ein
Quadtree-Bildmodell nahe.
In Abschnitt 3 wurden die in der Literatur vorgestellten Ansätze der graphenbasierten Bild-
modellierung genauer untersucht. Im Zuge dessen wurden die Verfahren in die Untergruppen
kausale und nicht kausale Modelle eingeteilt, wobei jeweils sowohl hierarchische als auch pla-
nare Modelle behandelt wurden. Für jeden dieser vier Ansatztypen wurden die statistischen
Eigenschaften sowie Methoden der Parameterschätzung und Inferenz dargestellt. Neben einer
detaillierten Darstellung der Methoden erfolge in Abschnitt 3.5 eine theoretische Gegenüber-
stellung generativer und diskriminativer Verfahren. Während bei generativen Verfahren die
gemeinsame Verteilung P (x, y) = p (y|x)P (x) der gesuchten Klassenlabels x sowie der ent-
sprechenden Bildmerkmale y modelliert wird, wobei die ZufallsvariablenX als MRF angesehen
werden und p (y|x) explizit durch ein Datenmodell beschrieben wird, erfolgt in diskriminati-
ven Ansätzen eine direkte Modellierung der a posteriori Verteilung P (x|y). Daraus resultiert,
dass eine explizite Formulierung eines Datenmodells vermieden wird und somit keine Annah-
men beispielsweise über die Verteilung der Daten getroffen werden müssen. Dies erlaubt eine
Verwendung von überlappenden Bildmerkmalen. Des Weiteren können die kontextuellen Be-
dingungen auch in Abhängigkeit der Bildinformation modelliert werden. Diesen üblicherweise
in der Literatur angeführten Vorteilen steht die geforderte Übertragbarkeit der Methode auf
verschiedenste thematische Problemstellungen in dieser Arbeit gegenüber. Die Gründe für die
Wahl eines generativen Verfahrens in dieser Arbeit sind mit der erforderlichen Merkmalsse-
lektion, der Verfügbarkeit von nur sehr wenigen Trainingsdaten sowie die Schwierigkeit einer
allgemein gültigen und sinnvollen Formulierung von überlappenden Bildmerkmalen und kon-
textuellen Relationen in Abhängigkeit der Bilddaten gegeben.
In Abschnitt 4 wurden der vorgeschlagene generative hybride Ansatz der graphenbasier-
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ten Bildmodellierung, die statistischen Eigenschaften dieses sowie die Methoden der Parame-
terschätzung und Inferenz detailliert behandelt. Das angewendete hierarchische Bildmodell
aus [Laferté et al., 2000] und [Pérez et al., 2000] hat neben den oben genannten Vorteilen
zwei entscheidende Nachteile. Zum einen führt das starre Quadtree-Bildmodell mitunter zu
Blockstrukturen im Inferenzergebnis. Der Einbezug von räumlichem Kontext mittels eines
planaren MRFs in der feinsten Quadtree-Ebene kann diesem Effekt entgegenwirken und das
hierarchische Inferenzergebnis verbessern. Um den gewinnbringenden Effekt der nicht itera-
tiven und exakten hierarchischen Inferenz nicht zu verlieren, wird ein nachgeschalteter Ein-
bezug von räumlichem Kontext vorgeschlagen, woraufhin hier von einem hybriden Modell
gesprochen werden kann. Zum anderen ist durch die quadratischen Bildelemente das Auf-
treten von Segmenten mit Mischklassen sehr wahrscheinlich, was nach eigenen Erfahrungen
bei der hierarchischen Inferenz, aufgrund von Fehlentscheidungen des Datenmodells, leicht zu
Fehlklassifikationen führen kann. Daher wird in dieser Arbeit eine modifizierte hierarchische
MPM-Inferenz vorgeschlagen. Hier werden Bildinformationen von Segmenten, welche aufgrund
des Datenmodells nur unsicher und nicht eindeutig einer Klasse zugeordnet werden können,
bei der Inferenz vernachlässigt.
In Abschnitt 5 erfolgte die Integration des hybriden Modells in ein interaktives Rahmen-
werk. Dabei wurde die komplette sequentielle Prozesskette sowie alle Teilprozesse detailliert
und aus der Sicht eines Anwenders des Rahmenwerks beschrieben. Insbesondere wurden hier
die nötigen manuellen Eingaben sowie die verschiedenen Möglichkeiten der Prozessierung mit
dem Rahmenwerk herausgestellt. Anhand eines exemplarischen Anwendungsbeispiels wurden
zusätzlich die einzelnen Schritte und die Möglichkeiten der Visualisierung von Zwischen- und
Endergebnissen mit der vorliegenden prototypischen Implementierung demonstriert.
In Abschnitt 6 wurde das Rahmenwerk konkret auf sechs verschiedene IKONOS Subszenen
angewendet, empirisch evaluiert sowie praktisch mit zwei weiteren Klassifikationsmethoden
verglichen. Die dafür angewendeten Bildmerkmale sowie die Methode zur Selektion der rele-
vanten Merkmale wurden in den Abschnitten 6.2 und 6.3 behandelt. Anschließend folgte die
Beschreibung und Auswertung verschiedener Experimente, deren Versuchsaufbau und Ergeb-
nisse wie folgt zusammengefasst werden können:
• Untersuchung der Parameterschätzung für das Datenmodell bezüglich der Ab-
hängigkeit der Modellgüte von der Wahl und Kardinalität der Trainingsdaten einerseits
sowie von der Anzahl der Merkmalsraumdimensionen andererseits (Abschnitt 6.4):
Dieses Experiment hat gezeigt, dass die Güte der geschätzten Datenmodelle vergleichs-
weise gering durch die Anzahl der Trainingssegmente oder der Merkmale, jedoch maß-
geblich durch die Wahl der Trainingsdaten beeinflusst wird. Das Maß für die Güte in
diesem und den anderen Experimenten ist die Gesamtklassifikationsgüte.
• Untersuchung der Parameterschätzung für das a priori Modell bezüglich der
Abhängigkeit der Modellgüte wiederum von der Kardinalität der Trainingsdaten sowie
von der Initialisierung der Modellparameter (Abschnitt 6.5):
Es konnte für die sechs Szenen gezeigt werden, dass bei unterschiedlichen Initialisie-
rungen ungleich einer Gleichverteilung und einem Anteil der Trainingssegmente von
≥ 40 % von der Gesamtmenge der Segmente kaum Unterschiede bei den geschätzten
Übergangswahrscheinlichkeiten und somit bei den ensprechenden Inferenzergebnissen
107
7 Zusammenfassung und Ausblick
auftreten. Für die Segmente, die nicht in die EM-Schätzung einfließen, wird eine glei-
che Wahrscheinlichkeit für das Auftreten aller Klassen angenommen. Werden Anteile an
Trainingsdaten < 40 % verwendet, wirkt sich diese Gleichverteilung in Form von leicht
abgeschwächten Übergangswahrscheinlichkeiten für gleiche Klassen aus. Dies schwächt
wiederum den Glättungseffekt bei der Inferenz ab. Während sich dies bei Bildern mit
flächenhaften homogenen Bildbereichen negativ auswirken kann, bleiben feine Struktu-
ren, wie beispielsweise Häuser oder Straßen, eher erhalten. Eine EM-Parameterschätzung
mit einer gleichverteilten Initialisierung der Übergangswahrscheinlichkeiten ergab keine
sinnvollen Ergebnisse und sollte demnach vermieden werden.
• Untersuchung der Bereitstellung von Trainingsdaten für das a priori Modell
(Abschnitt 6.6):
Hier wurden die Auswirkungen der Wahl des Fehlerniveaus α bei der Bereitstellung
der Trainingsdaten für die Schätzung der Parameter des a priori Modells untersucht.
Bei einem Fehlerniveau von 0.8 ≤ α ≤ 0.9 für den χ2f,α-Test der beschränkten ML-
Klassifikation konnte für alle sechs Szenen das jeweils beste Inferenzergebnis mit den
resultierenden Modellparametern verzeichnet werden. Diese Ergebnisse unterschieden
sich bei fünf der sechs Szenen kaum vom besten Ergebnis aus Abschnitt 6.5.
• Untersuchung hinsichtlich des Mehrwerts der Multiskalenprozessierung mit
dem hierarchischen Modell (Abschnitt 6.7):
Der Mehrwert der Multiskalenprozessierung wurde hier durch die Kombination von Da-
tenmodellen auf drei verschiedenen Hierarchieebenen untersucht, wobei jeweils die Er-
gebnisse der entsprechenden MPM-Inferenz sowie einer ML-Klassifikation gegenüber ge-
stellt wurden. Es konnte in allen Fällen eine leichte Verbesserung in den Gesamtklassifi-
kationsgüten sowie hinsichtlich der Konfusionen zwischen den thematischen Klassen be-
obachtet werden. Insgesamt wurde festgestellt, dass unter der Verwendung des Quadtree-
Bildmodells mit der hierarchischen Inferenz überwiegend durch Glättungseffekte leichte
Verbesserungen in den Klassifikationsgüten gegenüber einer ML-Klassifikation erreicht
werden können. Großflächige Fehlklassifikationen sowie Fehlklassifikationen in Über-
gangsbereichen thematischer Klassen, wie sie auch unter alleiniger Verwendung des
Datenmodells (ML-Klassifikation) auftreten, können jedoch offensichtlich mit diesem
Modell nicht ausreichend verringert werden.
• Untersuchung der Aussagekraft der Konfidenzkarte (Abschnitt 6.9): Hier wurde
anhand von drei Szenen gezeigt, dass die aus den Entropien der a posteriori Randdichten
generierte Konfidenzkarte tatsächlich zu einem gewissen Maß ein Indikator für falsch
klassifizierte Bildsegmente darstellt.
In Abschnitt 6.8 wurde das hybride Modell einschließlich der modifizierten Inferenzmetho-
den für das planare und das hierarchische Modell anhand der sechs Szenen qualitativ und
quantitativ mit einer ML-Klassifikation in ERDAS sowie der hierarchischen SMAP-Inferenz
in GRASS verglichen. Vor allem durch die Anwendung der modifizierten Inferenzmethoden
konnte für fünf der sechs Szenen ein teilweise sehr deutlicher Mehrwert des hybriden Modells
gegenüber der Methoden ML und SMAP sowie der ursprünglichen hierarchischen Inferenz
festgestellt werden. Die hier dargestellten Beispiele belegen, dass Mehrdeutigkeiten zwischen
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thematischen Klassen, sowohl klein- als auch großflächige Fehlklassifikationen sowie Fehlklassi-
fikationen in Bereichen von Klassenübergängen mit Hilfe der Multiskalenprozessierung, kombi-
niert mit den modifizierten Inferenzverfahren mMPM und mICM, signifikant verringert werden
können.
Die entscheidenden Vorteile der Methode gegenüber anderen derzeit operationell eingesetz-
ten Verfahren sind mit der festen und sequentiellen Vorgehensweise bei der Prozessierung, die
Kontrollen nach jedem Zwischenschritt erlaubt, der überschaubaren Anzahl manuell zu definie-
render Parameter sowie der übertragbaren Anwendbarkeit gegeben. Durch die graphenbasierte
Bildmodellierung wird darüber hinaus der Einbezug von hierarchischem und räumlichem Kon-
text sowie eine Multiskalenprozessierung ermöglicht, wobei die auf statistischer Optimierung
beruhende Parameterschätzung und Inferenz für jedes Klassifikationsproblem individuell er-
folgt.
Wenngleich die Ergebnisse mitunter einen Mehrwert gegenüber anderen Methoden belegen,
ist eine Anwendung des Rahmenwerks in einem operationellen Kartierungsdienst in Abhän-
gigkeit der jeweiligen thematischen Fragestellung zu beurteilen. Das Rahmenwerk ist mit dem
derzeitigen Stand als Konzept für eine allgemeine Herangehensweise der Klassifikation hoch-
auflösender optischer Satellitenbilder unter den definierten Rahmenbedingungen zu sehen und
lässt somit bisher spezielle krisenrelevante thematische Fragestellungen außen vor.
Eine sehr aktuelle und relevante thematische Problemstellung ist die Detektion von Wasser
in Satellitenbildern. Üblicherweise gehen Flutereignisse mit schlechten Wetterlagen einher, so
dass sich die Verwendung von SAR-Daten für die Erfassung von Wasserflächen aufgrund ihrer
weitgehenden Wetterunabhängigkeit eignet. Glatte Wasseroberflächen können hier aufgrund
der seitlichen Aufnahmegeometrie in der Regel gut vom Rest getrennt werden. Unterflutete
Vegetation wiederum erscheint mitunter sehr hell im Amplitudenbild (double-bounce Effekt),
so dass die Trennung von anderen hellen Bildbereichen sehr schwierig sein kann. Hinzu kommt
die Schwierigkeit der Klassifikation bewegter und rauer Wasseroberflächen in SAR-Daten. Vor
allem vor dem Hintergrund der vielfältigen Bildmerkmale sowie der Multiskalenprozessierung
ist daher die Anwendung des Rahmenwerks für die Klassifikation von Wasser ein wichtiger
Aspekt für weiterführende Untersuchungen. Auf der Grundlage von Markov-Zufallsfeldern
könnte, neben der Multiskalenprozessierung, auch die Fusion, beispielsweise von optischen
und SAR-Daten, untersucht werden.
Für verschiedenste thematische Fragestellungen erscheint eine Untersuchung bezüglich der
Eingrenzung der relevanten Bildmerkmale in unterschiedlichen Skalenbereichen sehr gewinn-
bringend, denn der Aufwand der Selektion relevanter Merkmale würde sich daraufhin stark
verringern. Insbesondere vor dem Hintergrund der Klassifikation von anthropogen beeinfluss-
ten Bildbereichen sollte des Weiteren eine Erweiterung des Rahmenwerks um weitere Struk-
turmerkmale, beispielsweise unter Verwendung von Wavelets sowie Gradienteninformation,
erfolgen.
Auch wenn die Laufzeit ein entscheidendes Kriterium bei der Auswahl der verschiedenen
Methoden war, erfolgte in dieser Arbeit keine Untersuchung dieser, was mit der vorliegenden
suboptimalen Implementierung begründet werden kann. Die vollständige Prozessierung einer
Szene der Größe 1024× 1024 Pixel beläuft sich für einen Benutzer, der Erfahrungen mit dem
Rahmenwerk hat, derzeit auf etwa eine Stunde. Vor dem Hintergrund einer möglicherweise ope-
rationellen Anwendung ist daher eine generelle Optimierung der Implementierung ein wichtiger
Punkt für zukünftige Arbeiten, so dass schnellere Rechenzeiten einerseits und die Prozessie-
rung großer Bilder andererseits erfolgen kann. Eine exemplarische Darstellung der Laufzeiten
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für die verschiedenen Schritte mit der vorliegenden Implementierung wird in [Kersten und
Gähler, 2010] gegeben. Aus dieser wird deutlich, dass vor allem die Merkmalsselektion sehr
rechenintensiv ist. Daher sollte, vor allem vor dem Hintergrund einer möglichen Erweiterung
der Methode um weitere Bildmerkmale, die Verwendung einer alternativen Merkmalsselektion
in Erwägung gezogen werden. Relevante Ansätze dafür sind mit der simultanen Bayes’schen
Merkmals- und Modellselektion für GMMs [Constantinopoulos et al., 2006] sowie der simul-
tanen lokalen Bayes’schen Merkmals- und Modellselektion [Li et al., 2009] gegeben.
Für bestimmte thematische Fragestellungen ist es denkbar, dass die explizite Erhaltung
von feinen Strukturen, beispielsweise linienhaften Elementen, gewünscht ist. Vor diesem Hin-
tergrund sollte die Verwendung von adaptiven Nachbarschaften, wie beispielsweise in [Zhong
et al., 2007], untersucht werden.
Die konzipierte Methode wurde im Rahmen dieser Arbeit lediglich auf verschiedene Szenen
des Sensors IKONOS angewendet. Es sind jedoch weitere Untersuchungen, wie beispielsweise
die Anwendung auf QuickBird-Szenen in [Kersten et al., 2010], nötig, um die Übertragbarkeit
der Methode weiter zu untersuchen und daraufhin Weiterentwicklungen und Anpassungen
vornehmen zu können.
Bei den Experimenten in dieser Arbeit wurde zudem der Aspekt der generalisierten Model-
lierung von thematischen Klassen in gröberen Hierarchieebenen nicht ausreichend detailliert
behandelt. In vielen Ansätzen der hierarchischen Bildmodellierung kann die Bedeutung eines
Knotens in einer groben Hierarchieebene nicht semantisch interpretiert werden. Bei Ferner-
kundungsdaten können die thematische Klassen in feinen Ebenen jedoch zu generalisierten
Klassen in höheren Ebenen zusammengesetzt werden, womit allen Bildsegmenten eine seman-
tische Bedeutung zukommt. Dieser Gedanke wird in [Kolaczyk et al., 2005] aufgegriffen und
sollte auch für dieses Rahmenwerk detaillierter beleuchtet werden.
Der praktische Vergleich der Methode erfolgte hier mit einem weiteren hierarchischen gene-
rativen Verfahren, der hierarchischen SMAP-Inferenz. Ein entsprechender Vergleich zwischen
hierarchischen generativen und diskriminativen Verfahren ist nach Wissen des Autors bis-
her in der Literatur noch nicht erfolgt und ist daher ein wichtiger und interessanter Aspekt
für zukünftige Untersuchungen. Insbesondere wird momentan an einem Vergleich mit dem
TCRF-Ansatz nach [Awasthi et al., 2007] gearbeitet.
Der offensichtliche Nachteil der verwendeten Quadtree-Struktur ist das damit einhergehende
Auftreten von Segmenten mit Mischklassen. Der Einfluss des Datenmodells wird bei der mo-
difizierten hierarchischen Inferenz durch einen harten Schwellwert gesteuert, woraufhin dieses
entweder völlig ignoriert oder in Gänze berücksichtigt wird. Eine weichere Regulierung des
Einflusses des Datenmodells könnte beispielsweise unter Verwendung von fuzzy Kurven erfol-
gen.
Fehlklassifikationen aufgrund von Segmenten mit Mischklassen könnte mit der Anwendung
einer Bildsegmentierung, wie beispielsweise in [He et al., 2006] und [Martinis et al., 2011], ent-
gegengewirkt werden. Eine sehr schnelle Bereitstellung von Segmenten in der feinsten Hierar-
chieebene kann beispielsweise mit dem optimierten Wasserscheiden-Verfahren nach [De Smet
und Pries, 2000] erreicht werden, wobei für die Multiskalenprozessierung zusätzlich die Aggre-
gierung von Bildsegmenten zu gröberen Hierarchieebenen untersucht werden muss. Die Ver-
wendung von irregulären Graphen führt neben der Anpassung an die Bilddaten im Vergleich zu
Quadtrees in der Regel zu einer signifikanten Verringerung der Anzahl der Segmente [Martinis
und Twele, 2010] und somit der durchzuführenden Rechenoperationen bei Parameterschät-
zung und Inferenz. Des Weiteren kann hier die Anzahl der Hierarchieebenen entsprechend der
thematischen Problemstellung sowie den vorliegenden Daten gewählt werden.
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Insbesondere bei der rechnergestützten Analyse von hochauflösenden Fernerkundungsdaten
gilt es, einen Kompromiss zwischen Automatisierungsgrad und Übertragbarkeit der Metho-
den zu finden. Im Rahmen von Notfall- und Krisenkartierungen wurde in diesem Zusam-
menhang jedoch die Erkenntnis gewonnen, dass eine Automatisierung in den meißten Fällen
nicht realisierbar ist. Das Konzept einer interaktiven und darüber hinaus allgemein formu-
lierten Methode der Bildanalyse in dieser Arbeit zielt auf die Übertragbarkeit dieser auf un-
terschiedliche thematische Fragestellungen sowie auf unterschiedliche Sensorprodukte. Sowohl
die Kombination von verschiedenen Methoden (Bildmerkmale, Merkmalsselektion, Bildmo-
delle, Parameterschätzung und Inferenz) als auch die Integration dieser in ein interaktives
Rahmenwerk können auf der Grundlage der Ergebnisse in dieser Arbeit als ein sehr wert-
voller Ansatz in diesem Zusammenhang gesehen werden. Mit dem vorliegenden Rahmenwerk
wird darüber hinaus der Anwendungsbereich von Methoden der statistischen graphenbasierten
Bildmodellierung erweitert. Die vorgestellten, mitunter sehr effektiven Inferenzverfahren sowie
die gewinnbringende Kombination von Methoden der Bildverarbeitung in einem interaktiven
Rahmenwerk verdeutlichen das große Potential des hier vorgeschlagenen Ansatzes.
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8 Anhang: Verwendete Bildmerkmale
Statistische Merkmale erster Ordnung
Das Histogramm h(i) eines Segments ist eine Zusammenfassung seiner statistischen Eigen-
schaften, wobei keine räumlichen Informationen über die Verteilung vorliegen. Teilt man die
Werte des Histogramms durch die Anzahl der Pixel N eines Segments, so erhält man die
approximierte Wahrscheinlichkeitsdichte p(i) bezüglich des Auftretens von Intensitätswerten
i = 0, . . . , G−1, wobei G die Anzahl der Grauwerte darstellt. Aus der Wahrscheinlichkeitsdich-
te lassen sich verschiedene Parameter berechnen, welche die Statistik erster Ordnung quanti-
tativ beschreibt [Meterka und Strzelecki, 1998]:
Mittelwert: µ =
G−1∑
i=0
i · p (i)
Varianz: σ2 =
G−1∑
i=0
(i− µ)2 · p (i)
Skewness: µ3 =σ−3 ·
G−1∑
i=0
(i− µ)3 · p (i)
Kurtosis: µ4 =σ−4 ·
G−1∑
i=0
(i− µ)4 · p (i)− 3
Energie: E =
G−1∑
i=0
p (i)2
Entropie: H =−
G−1∑
i=0
p (i) · log2 (p (i))
(8.1)
Die Varianz σ2 beschreibt die Verteilung der Intensitätswerte um den Mittelwert µ. Die Pa-
rameter skewness und kurtosis sind Indikatoren der Symmetrie beziehungsweise der Spitzigkeit
eines Histogramms. Während Mittelwert und Varianz für alle spektralen Kanäle eines Bildes
berechnet werden können, werden die übrigen Parameter hier lediglich für den Grauwertkanal
bestimmt.
NDVI und weitere Indikatoren
Verhältnisse (Ratios) verbinden mehrere spektrale Kanäle durch arithmetische Operationen.
Durch Ratiobildung können etwaige Fehlereinflüsse eliminiert werden, da diese oft eine Korre-
lation mit verschiedenen spektralen Kanälen aufweisen. Ein sehr bekanntes Verhältnis ist der
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normalisierte Differenzen-Vegetationsindex (NDVI). Hierbei werden die Kanäle Rot (R) und
nahes Infrarot (NIR) wie folgt kombiniert:
NDV I =
NIR−R
NIR+R
. (8.2)
Gesunde Vegetation weist, hervorgerufen durch einen hohen Chlorophyllgehalt, eine niedrige
Rückstreuung im roten spektralen Kanal auf. Des Weiteren ist die Rückstreuung im nahen
Infrarot hochgradig mit der Vitalität von Vegetation korreliert. Der Index NDVI beschreibt
sowohl die Vitalität, als auch die vorkommende Menge von Vegetation. Sein Wertebereich
liegt im Intervall [−1, 1]. Bei einem Wert von NDV I = 1 kann geschlussfolgert werden, dass
viel Vegetation vorhanden (NIR groß), und diese zudem noch gesund ist (R klein). Beträgt
NDV I = −1, so liegt keine bzw. tote Vegetation vor (R groß), was durch eine sehr niedrige
Rückstreuung im Kanal NIR bestätigt wird.
Weitere häufig verwendete Merkmale
Die folgenden Merkmale sind ebenfalls für die Charakterisierung eines Segments Si, i =
1, . . . , k mit k Kanälen und einem mittleren Helligkeitswert von b¯ gebräuchlich:
Maximaler Pixelwert: max (Si)
Minimaler Pixelwert: min (Si)
Maximale Differenz: max
ij
( |Si − Sj |
b¯
)
, i, j = 1, . . . , k
Kanalratio:
S¯i
b¯
(8.3)
Ein Ratio gibt den Anteil eines mittleren Intensitätswertes eines Kanals an der gesamten
mittleren Helligkeit b¯ wieder.
Farbraumtransformationen
Die Untersuchungen in [Trias-Sanz et al., 2008] ergeben, dass mit einer Anwendung von Textur-
merkmalen für die Segmentierung hochauflösender optischer Luftbilder von ländlichen Regio-
nen keine besseren Ergebnisse gegenüber der Verwendung von Farbinformation erzielt werden
können. Allerdings wird beobachtet, dass eine Verwendung transformierter Farbkanäle eine
bessere Segmentierung produziert, als wenn sie auf Grundlage der Informationen aus den ur-
sprünglichen Farbkanälen (R, G, B) durchgeführt wird. Bei der Anwendung der als optimal
identifizierten Farbkanäle auf andere Szenen ist jedoch nicht gewährleistet, dass diese Kom-
bination ebenfalls gute Ergebnisse erzielt. Daher wird empfohlen individuell zu untersuchen,
welche Farbkanäle für die jeweilige Anwendung die besten Ergebnisse liefert. Verschiedene
Farbraumtransformationen, Texturmerkmale und kombinierte Merkmale aus Farbe und Tex-
tur [Hauta-Kasari et al., 1996] werden in [Vansteenkiste et al., 2004] für eine segmentbasierte
Klassifikation von hochaufgelösten Satellitenbildern getestet. Auch hier kommen die Autoren
zu dem Ergebnis, dass einfache Farbmerkmale in vielen Fällen bessere Ergebnisse im Sinne
einer niedrigen Fehlklassifikation liefern. Aufgrund dieser Ergebnisse werden auch in dieser
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Arbeit verschiedene Farbraumtransformationen umgesetzt. Diese sind in der Regel sehr ein-
fach zu berechnen uns somit auch schnell implementierbar, so dass ein sehr weites Spektrum
gängiger Farbräume Anwendung findet.
HSV-Farbraum
Der HSV-Farbraum [Smith, 1978] basiert auf den wahrnehmungsbezogenen Variablen Farbton
(hue), Sättigung (saturation) und Helligkeit (value). Der Farbton wird durch einen Winkel
definiert, wobei 0◦ = R, 120◦ = G◦, 240 = B definiert ist. Die Sättigung S bestimmt den
Reinheitsgrad und die Helligkeit wird durch den Wert V beschrieben. Die Umrechnung vom
RGB-Farbraum (normiert auf das Intervall [0, 1]) zum HSV-Farbraum ist durch die folgenden
Transformationsgleichungen definiert:
H =

0◦, max = min
60 ·
(
0 + G−Bmax−min
)
, max = R
60 ·
(
2 + B−Rmax−min
)
, max = G
60 ·
(
4 + R−Gmax−min
)
, max = B
S =
{
0, max = 0
max−min
max , sonst
V = max,
(8.4)
wobei max = max (R,G,B) und min = min (R,G,B). Die Werte S und V liegen im Intervall
[0, 1] und der Winkel H im Intervall [0◦, 360◦].
HLS-Farbraum
Mit dem HLS-Farbraum wird eine bessere Annäherung an die Farbwahrnehmung des Menschen
erreicht [Luong, 1993]. Ein Punkt in diesem Farbraum wird durch die Variablen H (Farbton),
L (Helligkeit) und S (Sättigung) definiert. Auch hier wird der Farbton durch einen Winkel
im Intervall [0◦, 360◦] ausgedrückt, während die Werte L und S wiederum in einem Intervall
[0, 1] liegen. Die Umrechnung vom RGB-Farbraum (normiert auf das Intervall [0, 1]) zum
HLS-Farbraum ist durch die folgenden Transformationsgleichungen definiert:
L =
1
2
(max−min)
S =

0, max = min
max−min
max+min , L ≤ 12
max−min
2−(max+min) , L >
1
2
.
(8.5)
H wird entsprechend (8.4) berechnet. Die Werte S und L liegen im Intervall [0, 1] und der
Winkel H im Intervall [0◦, 360◦].
Die Farbräume XYZ, CIELab und CIELuv
Im Jahre 1931 wurden von der CIE (Commission Internationale de l’Eclairage), als Alternati-
ve zu dem gebräuchlichen Farbtriplet RGB, die drei Primärfarben XY Z definiert [Levkowitz,
1997]. Durch die Kombination positiver Farbkomponenten des RGB-Farbraums sind nicht
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alle wahrnehmbaren Farben erzeugbar. Dies kann jedoch mit den künstlichen Grundfarben
XY Z erreicht werden. Diese drei Primärfarben definieren einen dreidimensionalen kegelförmi-
gen Farbraum, der alle sichtbaren Farben enthält. Die Ebene X + Y + Z = 1 (Schnitt durch
den Kegel) definiert alle sichtbaren Farbwerte des CIE-Farbraums. Alle Farben, die den glei-
chen Farbton jedoch unterschiedliche Helligkeiten aufweisen, werden auf den gleichen Punkt
in dieser Ebene abgebildet. Wird diese Ebene in die XY -Ebene projiziert, ergibt sich die Form
eines Hufeisens. Die Komponente Z kann durch den Zusammenhang X + Y + Z = 1 aus die-
sem Diagramm bestimmt werden. Y entspricht den Helligkeitsempfindungen des menschlichen
Auges und die Werte X und Z beinhalten sämtliche Farbinformation. Die Transformation ei-
nes RGB-Farbtriplets in den XY Z-Farbraum kann durch die folgende Vorschrift vollzogen
werden:  XY
Z
 =
 0, 607 0, 174 1, 2000, 299 0, 587 0, 114
0, 000 0, 066 1, 116
 ·
 RG
B
 (8.6)
Neben einer schweren Handhabung ist jedoch, wie beispielsweise auch bei den Farbräumen
RGB undHSV , keine gleichmäßige Wahrnehmung des menschlichen Auges gewährleistet, d.h.
dass die Änderung eines Farbparameters - unabhängig vom Anfangswert - keine äquivalente
Änderung in der Farbwahrnehmung bewirkt. In der Wahrnehmung nahezu lineare Modelle
sind mit den Farbräumen CIELab und CIELuv gegeben, wobei nichtlineare Zusammenhänge
die logarithmische Wahrnehmung des menschlichen Auges nachempfinden sollen [Ford und
Roberts, 1998]. Die Transformationsgleichungen vom XY Z-Raum zu den Räumen CIELab
und CIELuv sind gegeben mit:
L =
 25 ·
[
100 YY0
]1/3 − 16, YY0 ≥ 0, 008856
903, 3 · YY0 , sonst
a =500 ·
[[
X
X0
]1/3
−
[
Y
Y0
]1/3]
b =200 ·
[[
Y
Y0
]1/3
−
[
Z
Z0
]1/3]
,
(8.7)
und
u =13 · L (u′ − u0)
v =13 · L (v′ − v0) , (8.8)
mit
u′ =
4X
X + 15Y + 3Z
v′ =
9Y
X + 15Y + 3Z
,
(8.9)
wobei X0, Y0, Z0 das Referenzweiß (z.B. aus RGB = 255, 255, 255) definiert und u0, v0 durch
Ersetzen der Werte XY Z mit diesem Triplet in (8.9) bestimmt werden.
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Opponent Farbraum
Der Opponent-Farbraum [Ballard und Brown, 1982] ist durch eine lineare Transformation des
RGB-Systems definiert:
wb =R+G+B
rg =R−G
yb =2B −R−G.
(8.10)
Durch die Trennung von Farb- und Intensitätsinformation konnte dieser Farbraum erfolgreich
bei der Indexierung von Farbbildern [Swain und Ballard, 1991] eingesetzt werden. Die Tren-
nung von Helligkeit und Farbe ermöglicht in diesem Zusammenhang eine gröbere Quantisie-
rung der wb-Achse, da diese eine höhere Sensitivität gegenüber Lichtschwankungen aufweist.
Ohta Farbraum
Eine ähnliche Trennung wie beim Opponent-Modell wird auch im Ohta-Farbraum [Ohta et al.,
1980] erreicht. Die Transformation ist wie folgt definiert:
I1 =
(R+G+B)
3
I2 =
(R−B)
2
I3 =
(2G−R−B)
4
(8.11)
Log-Opponent Farbraum
Die Log-opponent Farbwertkodierung [Faugeras, 1979], [Berens und Finlayson, 2000] hat eben-
falls das Ziel, die nichtlineare menschliche Wahrnehmung zu modellieren und ist gegeben durch:
l1 = logR− logG
l2 = logR+ logG− 2 logB
(8.12)
Unbenannte Transformation
In [Trias-Sanz et al., 2008] wird unter anderem eine Transformation angeführt, ohne einen
Namen oder eine Quelle zu nennen. Diese besteht aus den folgenden fünf Komponenten:
e1a = log
R
R+G+B
, e1b = log
G
R+G+B
e2a =
R
G
, e2b =
B
G
, e3 = log
B
G
(8.13)
Rot/Cyan-Farbigkeit
Nach [Ohta et al., 1980] sind die Eigenvektoren der Kovarianzmatrix eines Bildes für eine große
Anzahl von Bildern mit natürlichem Inhalt annähernd gleich. Die daraufhin in [de Wouwer
et al., 1999] definierte Karthunen-Loève-Transformation liefert ein in eine orthogonale Basis
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transformiertes Bild (statistisch unkorreliert Farbraumachsen). Die zweite Komponente ist
durch
k2 =
R
2
− B
2
(8.14)
definiert und wird in den Untersuchungen von [Trias-Sanz et al., 2008] ebenfalls als Merkmal
verwendet. Dieses Merkmal entspricht demMerkmal I2 der Ohta-Farbraumtransformation(8.11).
P1P2-Farbraum
In [Vertan et al., 2000] wird für die Beschreibung und Klassifikation von Farbbildern eine
Familie neuer Farbräume vorgeschlagen. Dazu werden die ursprünglichen Farbwerte zunächst
durch
r =
R
R+G+B
, g =
G
R+G+B
, b =
B
R+G+B
(8.15)
normiert. Da nach diesem Schritt immer r+ g+ b = 1 gilt, reichen lediglich zwei Koordinaten
aus, um den rgb-Farbraum zu repräsentieren. Durch eine Rotation des initialen RGB-Systems
ergeben sich drei reduzierte Farbrepräsentationen:
1) P1 =
1√
2
G−R
R+G+B
, P2 =
1√
6
2B −R−G
R+G+B
2) P1 =
1√
2
R−B
R+G+B
, P2 =
1√
6
2G−R−B
R+G+B
3) P1 =
1√
2
B −G
R+G+B
, P2 =
1√
6
2R−B −G
R+G+B
,
(8.16)
wobei die am wenigsten signifikanten Farbkanäle des RGB-Farbraumes die Kanäle B (Raum
1), G (Raum 2) und R (Raum 3) darstellen. Aus Gründen des attraktiven Verhältnisses von
Komplexität und Laufzeit wird ein range to average-ratio verwendet, um den Kanal mit der
kleinsten Signifikanz zu identifizieren. Durch die Analyse des Fourier-Energiespektrums eines
auf diese Weise transformierten Bildes führte in [Vertan et al., 2000] bei der Texturerkennung
zu besseren Ergebnissen, als beispielsweise bei der Verwendung der Ohta-Repräsentation.
l1, l2, l3-Farbraum
In [Gevers und Smeulders, 1999] werden unter der Annahme weißer Beleuchtung und zweifar-
biger Reflexion neue Farbmodelle für die Erkennung künstlicher dreidimensionaler Objekte in
Farbbildern vorgestellt. Der l1, l2, l3-Farbraum ist definiert durch
l1 =
(R−G)2
(R−G)2 + (R−B)2 + (G−B)2
l2 =
(R−B)2
(R−G)2 + (R−B)2 + (G−B)2
l3 =
(G−B)2
(R−G)2 + (R−B)2 + (G−B)2 .
(8.17)
Unter den oben angesprochenen Annahmen (Shafer’s zweifarbiges Reflektionsmodell [Gevers
und Smeulders, 1999]) weist dieser Farbraum Invarianz bezüglich Blickwinkel, Objektgeome-
trie, Schattierung und highlights auf.
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h1h2h3-Farbraum
Ein neuer Farbraum, welcher Invarianz bezüglich highlights im Bild aufweist, wird in [Wesol-
kowski, 1999] vorgestellt und ist wie folgt definiert:
h1 = R−G
h2 = G−B
h3 = B −R
(8.18)
In diesem Farbraum wird durch die Differenzbildung die Helligkeitskomponente eliminiert.
Texturmerkmale
Statistischer Merkmale zweiter Ordnung
Die räumliche Verteilung von Bildpixeln kann mittels Statistiken zweiter Ordnung charak-
terisiert werden. Hier wird die gemeinsame Verteilung von Pixelpaaren in einer bestimmten
Entfernung d und einem Orientierungswinkel θ analysiert. Die Größe der gemeinsamen Ver-
teilungsmatrix (gray-level co-occurence-matrix oder GLCM) ist dabei abhängig von der radio-
metrischen Auflösung des Bildes. Ein Wert an der Stelle (i, j) der Matrix gibt die Anzahl der
vorhandenen Pixelpaare, die den Grauwert i und j in einer Entfernung d und einem Winkel θ
aufweisen wieder. Die Rechenzeit und der Speicherbedarf können durch die Reduktion der In-
tensitätswerte verringert werden, wodurch jedoch ein gewisser Verlust von Texturinformation
bewirkt wird. Eine reduzierte Anzahl von skalaren Merkmalen zur Beschreibung von Textur
kann direkt aus den Elementen der GLCM berechnet werden [Haralick, 1979].
In [Ruiz et al., 2004] werden verschiedene Texturmerkmale angewendet, um unterschied-
liche ländliche und städtische Gebiete zu klassifizieren und eine optimale Kombination von
Merkmalen für jeden Landbedeckungstyp zu bestimmen. Die Kombination von GLCM-Textur-
merkmalen und spektralen Informationen verbessert hier die Genauigkeit der Klassifikation.
Eine Kombination von GLCM-Merkmalen mit beispielsweise Wavelets brachte eine weitere er-
hebliche Verbesserung der Klassifikationsgenauigkeit. Nach [Trias-Sanz et al., 2008] ist jedoch
festzuhalten, dass sich die GLCM-Merkmale nicht für die Beschreibung ländlicher Gebiete in
hochauflösenden Bildern eignen. Hier treten periodische Texturen - wenn überhaupt - in großen
Intervallen auf, wobei die Orientierung irrelevant, jedoch die Periode selbst sehr diskriminativ
ist.
Summen- und Differenzenhistogramme werden in [Unser, 1986] als eine Alternative zu den
GLCM vorgestellt. Es wird gezeigt, dass mit den Informationen aus einer gemeinsamen Ver-
wendung dieser Histogramme sehr ähnliche Ergebnisse wie mit den GLCM bei Verringerung
von Rechenzeit und Speicheranforderungen erreicht werden. Die normalisierte Summe s und
Differenz d in einer bestimmten Verschiebung d1, d2 ist jeweils definiert als
sk,l = yk,l + yk+d1,l+d2
dk,l = yk,l − yk+d1,l+d2 ,
(8.19)
wobei y den Grauwert, und (k, l) die Koordinate eines Pixels beschreibt. Die Summen- und
Differenzenhistogramme über ein Bild D sind den GLCM sehr ähnlich:
hs (i, (d1, d2)) = Card {(k, l) ∈ D, sk,l = i}
hd (j, (d1, d2)) = Card {(k, l) ∈ D, dk,l = j} .
(8.20)
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Eine Normalisierung erfolgt mit der Teilung der Histogramme durch die Anzahl N der Diffe-
renzen bzw. Summen und ergibt die Schätzung der Wahrscheinlichkeitsdichten Ps(i) und Pd(i)
der Summen beziehungsweise Differenzen. Von den 14 Merkmalen, welche in [Haralick et al.,
1973] vorgestellt werden, können neun Merkmale exakt, und fünf Merkmale approximativ aus
den hier beschriebenen Histogrammen berechnet werden. Es folgt eine Auflistung der exakt
berechenbaren Merkmale.
Mittelwert: f1 =µ =
1
2
∑
i
i · Ps (i)
Varianz: f2 =σ2 =
1
2
∑
i
(i− 2µ)2 · Ps (i) +
∑
j
j2 · Pd (j)

Energie: f3 =
∑
i
Ps (i)
2 ·
∑
j
Pd (j)
2
Korrelation: f4 =
1
2
∑
i
(i− 2µ)2 · Ps (i)−
∑
j
j2 · Pd (j)

Entropie: f5 =−
∑
i
Ps (i) · log (Ps (i))−
∑
j
Pd (j) log (Pd (j))
Kontrast: f6 =
∑
j
j2 · Pd (j)
Homogenität: f7 =
∑
j
1
1 + j2
· Pd (j)
Cluster Farbtiefe: f8 =
∑
i
(i− 2µ)3 · Ps (i)
Cluster Prominenz: f9 =
∑
i
(i− 2µ)4 · Ps (i)
(8.21)
Statt der G×G Elemente in einer GLCM, beinhalten Summen- bzw. Differenzenhistogramme
G × 2 Elemente (mit G = Anzahl der Intensitätsstufen). Gegenüber der Verwendung von
GLCM sind bei der Berechnung der skalaren Größen keine Doppelsummen zu berechnen.
Die Laufzeit sowie der benötigte Speicherplatz für die Berechnung der Kenngrößen werden
damit um einen Faktor G× 4 verringert. Des Weiteren kann auch hier eine Quantisierung der
Intensitätswerte erfolgen.
Strukturkomplexität
In [Baillard, 1997] wird ein Merkmal vorgestellt, welches Texturen in Abhängigkeit der vor-
herrschenden Struktur unterscheidet. Dazu wird die Entropie des Histogramms der Gradien-
tenrichtungen herangezogen. In einem ersten Schritt wird der Gradient des Eingangsbildes
(respektive Segments) berechnet (Betrag M(z) und Richtung θ(z) beispielsweise durch einen
Sobel-Filter). Die Werte N und Nv beschreiben die Anzahl der Pixel des betrachteten Seg-
ments und die Anzahl der Pixel, dessen Betrag des Gradienten höher als ein Schwellwert v
ist. Anschließend wird das Histogramm H(i) von den Werten der Richtungen θ(z) der zuletzt
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genannten Pixelmenge erstellt und durch den Wert Nv geteilt. Die Histogramm-Entropie wird
anschließend mit
E = −
∑
i
H(i) · log2H(i) (8.22)
berechnet. In [Trias-Sanz et al., 2008] wird als zusätzliches Merkmal das Verhältnis Nv/N
verwendet. Es werden verschiedene Farbkanäle und Texturmerkmale für die Segmentierung
hochauflösender Luftbilder ländlicher Gebiete in verschiedenen Kombinationen getestet. An-
hand der Ergebnisse kann geschlussfolgert werden, dass Texturmerkmale die Segmentierung
dieses Bildtyps nicht verbessern. Neben verschiedenen Farbraumtransformationen, welche die
Qualität der Segmentierung gegenüber der Verwendung der ursprünglichen spektralen Kanäle
verbessern, werden lediglich mit der hier vorgestellten Strukturkomplexität gute Ergebnisse
erzielt.
Texturinformation aus lokalen Histogrammen
In [Lowitz, 1983] wird die Berechnung zweier Merkmale (module und state) eines jeden Bild-
punktes aus lokalen Histogrammen vorgestellt. Die daraus resultierenden Bilder beinhalten lo-
kale räumliche Informationen, und sind somit eng mit der Textur verknüpft. Grundlage dieser
beiden Merkmale ist die auf dem Gebiet der Quantenphysik gebräuchlichen Informationsmes-
sung bezüglich eines beobachteten Wertes a und der Messung der Unschärfe ∆a nach [Mackay,
1955]:
IM (a) =
a¯
∆a
. (8.23)
Bevor das lokale Histogramm bekannt ist, kann als eine Anfangsschätzung ein gleich verteiltes,
also flaches Histogramm h0 herangezogen werden. Der Vergleich eines lokalen Histogramms
mit diesem Basishistogramm kann mit einer Distanzmessung zwischen diesen beiden Histo-
grammen erfolgen und liefert eine Informationsmessung beziehungsweise Entropie zwischen
den Zuständen vor und nach der Bestimmung des lokalen Histogramms:
IMH (h, h0) =
r∑
i=1
|ni −N/r|√
ni (1− ni/N) +N/r (1− 1/r)
, (8.24)
wobei N die Anzahl der Pixel, r die Anzahl der Histogrammstufen und ni die Anzahl der
Pixel pro Stufe i ist. Die so bestimmte Entropie eines Histogramms wird in [Lowitz, 1983]
module genannt. Der Kennwert state ist der erste Index des Intensitätslevels, welches mit
dem Maximum des lokalen Histogramms korrespondiert. Bei den Untersuchungen in [Lowitz,
1983] wurden die module- und state-Bilder von Landsat-TM und Daedalus-Szenen (ähnliche
Auflösung wie Landsat), sowie von Portraitfotos berechnet, wobei zuvor eine Quantisierung
auf r = 16 Intensitätswerte erfolgte. Bei einer Fenstergröße von N = 3 × 3 ist das Bild der
module-Werte ein Konturbild, welches nach einer Schwellwertbildung mit dem Ergebnis einer
Sobel-Filterung vergleichbar ist. Für N = 5× 5 bis N = 9× 9 werden die Konturen verwischt
und dasmodule-Bild repräsentiert etwas verrauschte Texturinformation. Bei einer Fenstergröße
von N = 16× 16 ist im Ergebnis keine Information über die Konturen enthalten, vielmehr ist
sie sehr texturähnlich.
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