† a) , Member SUMMARY This paper introduces a modified particle swarm optimizer (PSO) called the Multi-Species Particle Swarm Optimizer (MSPSO) for locating all the global minima of multimodal functions. MSPSO extend the original PSO by dividing the particle swarm spatially into a multiple cluster called a species in a multi-dimensional search space. Each species explores a different area of the search space and tries to find out the global or local optima of that area. We test our MSPSO for several multi-modal functions with multiple global optima. Our MSPSO can successfully locate all the global optima of all the test functions, and in particular, can locate all 18 global optima of the two-dimensional Shubert function. We also examined how the performance of MSPSO depends on various algorithm parameters.
Introduction
Global optimization is the task of finding the lowest minimum point in a rugged landscapes with high dimensions. Many heuristic methods based, in particular, on the population-based stochastic search have been proposed [1] , [2] . Recently, Kennedy, Eberhart and Shi [2] , [3] proposed a new heuristic method called the Particle Swarm Optimization (PSO) based on a socio cognitive theory.
In PSO, the population consists of flying particles, and the particles (individuals) search for the function space by random flight. They can memorize the location of their own best points (personal best) where they got their best fitness (reward). They share this information of the best point (global best) among personal best points. By using the knowledge of own personal best and the global best, each particle adjusts the direction and the magnitude of velocity of its flight. Then, the whole population moves toward the global minimum as a flock of bird and a school of fishe move towards food. This PSO has been shown to be comparable to the other population-based heuristics such as the genetic algorithm [2] or evolutionary programming [4] , [5] .
Like other meta-heuristics, PSO is designed to locate a unique single optimum solution. However, problems exist where several solutions or even an exhaustive search of all the multiple global optima are necessary. Such problems appear, for example, in engineering design [6] .
In this report, we focus on the problem of locating all the global optima of a multi-modal function using PSO, and propose a new optimizer called the multi-species particle swarm optimization (MSPSO) algorithm. In a previous report [7] , we have introduced speciation to PSO. The proposed algorithm was shown to be successful to locate all the global minima of a multimodal function. In this report, we improve the previous work and propose a new variant of PSO algorithm with speciation. This paper is organized as follows: The next section consists of a brief review of the original PSO. Then we introduce speciation into PSO and propose MSPSO. In section 3, the new algorithm is tested against several multi-modal functions. We conclude this paper in section 4.
Speciation in a Particle Swarm

Original Particle Swarm Optimizer
Suppose we have to find out the global minimum of a multi-modal function f (x) = f (x 1 , x 2 , · · · , x n ) in n-dimensional space. In PSO, each particle i (i = 1, . . . N ) in the population P is characterized by three vectors (x i , v i , p i ) which represent their temporal position
, and the best position p i = (p i1 , p i2 , . . . , p in ). The fitness of each particle is given by the function value f (x i ). Since we look at the minimization problem in this report, the lower the function value the better the fitness. Each particle memorizes its best position p i called personal best, which gives the best fitness. They can also memorize their neighbor's best position p g . Most simply, the neighbor is the whole population (fully connected topology), and therefore, the neighbor's best is the best position among personal bests of the whole population. Hence, the position p g is called global best [2] . Now each particle i moves around the search space, and renews its velocity component j using its past experience (personal best) and the population's experience (global best):
The parameter φ 1 and φ 2 are random numbers within the range [0, 2] . If v ij is larger than a predefined velocity V max called maximum velocity, it is fixed to V max . Similarly, if it is smaller than -V max , it is fixed to -V max . Then the particle changes its position by the "equation of motion":
Therefore, in PSO, the particles move around the personal best positions p i and global best positions p g under the attractive random forces from these two points.
The inertia weight χ [3] , [8] and the maximum velocity V max control the exploration (global search) and exploitation (local search) abilities of each of the particles [9] . Naturally, the larger V max and the larger χ favor the exploration, and smaller ones are suitable for the exploitation. Shi and Eberhart [9] recommended a time varying inertia weight with linearly decreasing inertia weight with χ int = 0.9 at the initial step iter=0 of iteration and χ fin = 0.4 at the final step iter=MAX:
Definition of Species
Since this original PSO as it is cannot find all the global minima of multimodal functions, we divide the whole population P into several subpopulations P s (s = 1, . . . , M ) called species [10] , each of which search for different minima. In order to cluster the population in n-dimensional search space, we define the distance d(i, j) of two particles i and j by the Euclidean distance in n-dimensional search space with respect to their personal best positions p i and p j rather than their temporal positions x i and x j [7] :
The use of their best positions p rather than the temporal positions x makes the algorithm more simple and efficient than the old version [7] . Each species P s occupies a different area of the search space, and is characterized by species seed s at p s . The species seed is a dominating individual of the species in each area whose best fitness f (p s ) dominates that area. Now, each particle i belongs to one of the species P s if the distance from species seed p s is shorter than the threshold σ called species radius:
The algorithm to select the species seeds and to assign each particle to one of species is shown in Fig. 1 . It is superficially similar to the standard clustering algorithms [11] . However, our methods based on the algorithm of Li et al. [12] for their species conserving genetic algorithm (SCGA) is guided by the fitness rather Fig. 1 Pseudo code of procedure (function) "Speciation" for finding a new species seed s or assigning each particle i to appropriate species s. S is the set of species seeds.
than the density of the particles. Our species is also conceptually very similar to the neighborhood of the original PSO [2] , [13] , [14] , but it is defined directly in the search space while the neighborhood are defined in abstract index-space. Now each particle i moves around the search space, and changes its velocity using the information of its personal best and the species best (seed's personal best) instead of the global best. In our Multi-Species PSO (MSPSO) eq. (1) of the original PSO is replaced by:
where p s is the best position of the seed of the species to which the particle i belongs.
Implementation Details
(1) Structure of the Algorithm
The structure of our MSPSO is basically the same as the original PSO except that the population P is partitioned into multiple species P s using the speciation procedure ( Fig. 1 ). The structure of our MSPSO is shown in Fig. 2 . different and more stringent than others [12] . For example, Li et al. [12] used the solution acceptance threshold r f to identify multiple global optima. However, the absolute accuracy of the global minima and the exact termination condition of their algorithm are not reported. Our termination condition is different from Li et al [12] , but is easy to implement and is accurate enough to assess the performance of the algorithm.
(3) Algorithm Parameters
The other algorithm parameters are: the maximum velocity V max , the species radius σ, the initial and the final inertia weight χ int , χ fin , the population N and the maximum number of iteration MAX. Most of them are rather arbitrarily selected for each of the benchmark problems, except that we set χ int = 1, χ fin = 0 and MAX is adjusted such that the performance of the algorithm becomes optimum.
Experimental Results
We use the above multi-species particle swarm optimizer (MSPSO) to locate all the global minima of several test function examined previously by various optimization technique [12] , [15] , [16] .
Two-Peak Trap Function
The two-peak trap function that we used is defined by 
The original maximization problem is transformed into the minimization problem with the global minimum at x=20 with the fitness of 200. This function has only one global minimum and another local minimum -160 at x = 0.
We uses the population N = 50, the maximum velocity v max = 0.5. We fixed the species radius σ=2.0, which is twice as large as the one used by Li et al [12] since any σ less than 20 is expected to show a comparable performance from the simplicity of the problem. The maximum number of iteration is fixed to MAX=40. We run the MSPSO 30 times and record the number of iteration necessary to reach the global minimum. Our algorithm found the global minimum in all 30 runs on average after 30 iterations. The number of function evaluation required was estimated to be 1500 from the average iteration 30 multiplied by the population N =50. Our results, together with those reported by others [12] , [15] , [16] are summarized in Table 1 . The performance of our MSPSO is almost comparable to SCGA of Li et al. [12] .
Of course, this conclusion is superficial since the exact termination condition, population, and the structure of algorithm etc are all different for the algorithms listed in Table 1 which definitely influence the number of function evaluations. Furthermore, the execution time must also be different which depends strongly on the numerical method and coding style used. Therefore the comparison of the performance of different algorithms by the number of function evaluations in Table 1 should be considered as a rough comparison of the performance. It is not used to show that our MSPSO is best but merely to show that our MSPSO is reasonably good.
Central Two-Peak Trap Function
The central two-peak trap function is again transformed from the maximization problem to the mini- mization problem.
This function has only one global minimum -200 at x=20 and another local minimum -160 at x=10. We use the parameter N = 50, v max = 0.5, σ = 2.0 and MAX=40 for our MSPSO. Again, we use σ = 2.0 which is twice as large as the value employed by Li et al. since any values less than 10 are expected to show a similar performance.
Our MSPSO can find the global minimum in all 30 runs (100%) on average after 30 iterations. The average number of function evaluation required is 1500, which is slightly worse than SCGA (Table 2 ).
Deb's First Function
Deb's first function is again transformed into minimization problem with the form;
This function has five equally spaced global minima at x = 0.1, 0.3, 0.5, 0.7, 0.9 with minimum value -1.0. We use the parameter N = 50, V max = 0.1, σ = 0.1. We use the same annealing schedule as before with MAX=10. We run the algorithm 30 times and checked if the algorithm can find out five global minima within the MAX iterations. The termination condition of the algorithm is now relaxed to 99% to make the comparison of the results with SCGA of Li et al. [12] meaningful.
The sequential niche genetic algorithm (SNGA) of Beasley found the five global optima in an average of 380 evaluation per optimum. While SCGA of Li et al. [12] found them in 662 evaluation. Our MSPSO found five optima in an average 4.3 generations. So, the average number of function evaluation is 215 = 4.3×50, and 43 evaluation per optimum. Our MSPSO shows the best performance among three algorithms as shown in Table 3 .
Two-Dimensional Shubert Function
The two-dimensional Shubert function defined by There are also a number of local minima which surround these four global minima in addition to altogether 18 global minima in the total search space.
is the notoriously difficult multimodal function. It has 760 local minima, and 18 of which are global minima with an objective function value of -186.73. These 18 minima are further classified into 9 clusters each of which consists of two solutions separated only by a small distance 0.98. The minimum distance between two clusters, however, is much longer and is 5.65 as shown in Fig. 3 .
(
1) Effects of Population
The necessary population to find out the solution of the single-global-minimum problems seems empirically to be 30 to 40 [2] . These values are apparently too small to locate all 18 global minima of the two-dimensional Shubert function. In order to check the performance of our MSPSO, we changed the population and checked if MSPSO could successfully locate all 18 global minima.
The maximum velocity and the species radius were set to V max =1.0 and σ=0.8. The population was changed from 1400 to 200. The maximum iteration was chosen such that all 30 trials could locate all 18 global minima, so that the success rate always became 100%. Table 4 shows the performance of our MSPSO compared with that of SCGA of Li et al. [12] . The function evaluations were calculated from the average iteration multiplied by the population in MSPSO, while Li et al measured the average directly in SCGA. We see that both methods have comparable performance. Table 4 also shows the number of function evaluations necessary to locate all 18 minima. Naturally, as the population decreases, we need a longer run to reach 18 solutions and the function evaluation increases. Furthermore, as the number in the population decreases to less than 400, some of the optima in 18 solutions may not be found in MSPSO.
From Table 4 , the optimum value of the population seems to be around 600 to 1000, which means that the average population of each species is 30 to 50 per minima. This value corresponds nicely with the empirical rule mentioned above for a single global minimum [2] . Figure 4 shows the evolution of clusters of a species in a particle swarm in one of the samples when the whole population is N =800, V max = 1, σ = 0.8, and MAX=150 iterations. The left panel shows the evolution of the temporal position of particles, while the right panel show the evolution of the positions of the personal best. We observe that the whole population is partitioned into different species. Some of them can successfully locate all 18 global minima.
During the evolution of population, each particle moves around the search space and will immigrate from one species to another. Information about the global minima is shared among the member of species and spreads over the whole population by this immigration. Figure 5 shows the temporal position of two particle Nos.38 and 304 in the sample of Fig. 4 at the steps iter=30 and iter=60. At the step iter=30, they belongs to the different species indicated by two circles with the radius σ=0.8. At that time, the particle No.304 is the species seed of one of the species. Later at iter=60, they belong to the same species, and now the species seed becomes the particle No.38. In this way, species appear and disappear, and their member changes dynamically and converge to different global minima. Table 5 The average numbers of iterations ("Iteration") and the standard deviation ("STD") necessary to reach all 18 global minima for several values of the maximum velocity Vmax. "Evaluation" is the number of function evaluations, "Success" is the success rates, and "MAX" is the maximum number of iterations allowed. The population is fixed to 800. (2) Effects of Maximum Velocity
The maximum velocity V max is usually set to the range of the variables [9] . Such a large V max =10 in this case prefers a global search, and may not be effective because particle will easily move out from one species around one optimum to another which is separated only by 0.98. Similarly, too small V max will not be effective because information exchange between species is prohibited. Table 5 shows the performance of MSPSO with a different maximum velocity V max . As intuitively ex- pected, V max smaller than 0.98 cannot locate 18 global optima. A further increase of the velocity degrades the performance. Since the minimum distance between two clusters is ∼5.65, the maximum velocity V max =5 is not effective because particles around one cluster are easily moved out to the next cluster (success rate 77%).
(3) Effects of species radius
In order to distinguish all 18 global minima, the species radius σ is the most important parameter. Since all 18 solutions are classified into 9 clusters, which are separated by a minimum distance 5.65, while the minimum distance of two solutions within the cluster is as small as 0.98, the species radius smaller than σ =0.98 with enough population will be necessary to locate all 18 solutions. The radius larger than 0.98 will make it difficult to distinguish two solutions within a cluster, and our MSPSO will be expected to locate only 9 clusters or 9 minima. A further increase of the radius larger than σ =5.65 will make it difficult to distinguish even two clusters and our algorithm will fail to locate even 9 clusters (Fig. 6) .
From this exercise, we learn that the species radius σ is the most important parameter of our MSPOS for the hard optimization problem. It is certainly desirable that the species radius can be determined in advance without knowing the details of the objective function. Of course such a knowledge about the species radius is almost equivalent to know the location of the global minima and, therefore, is almost equivalent to solve the global optimization problem itself. Modestly, we may interpret the species radius as the desired resolution or the desired quality of the solution.
Conclusions
In this work, we have extended the particle swarm optimizer by including speciation. Whole population is partitioned into many species, which appear and disappear dynamically. Each species explore different area of the search space independently by sharing information among the members of the species. Furthermore the immigration of particle from one species to another assists the information exchange between species. We have compared our MSPSO with several evolutionary algorithms which were proposed previously and were designed to locale multiple global minima. We have found that our MSPSO can successfully locate all the global minima simultaneously. The performance of our MSPSO is better in general than the previous proposal even though there are many factors which inhibit exact comparison.
There have been several attempts to extend PSO to locate all the global optima [17] , [18] . However, these algorithms were tested only in much simpler benchmark function. Very recently, an extension of PSO algorithm similar to ours which uses the speciation of Li et al. [12] has been proposed by Parrott and Li [19] . They, however, considered only dynamic multimodal problems in which the global optima change dynamically. They also introduced the maximum species population to prevent the overcrowding of each species. Since they did not test their algorithm for the static problem, it is difficult to compare the performance of their algorithm with ours.
At present, our MSPSO seems to be the only one among various variants of PSO which can successfully used to solve such a complex problem of locating all 18 solutions of a 2-D Shubert function. Extensions to the dynamic environments or the higher dimensional problems are left for the future investigations.
