Abstract: Several recent papers conclude that U.S. real GDP is trend stationary, implying that all shocks are transitory and the long run path is deterministic. These inferences fail to take into account two problems: the distortion of test size in finite samples due to data-based model selection, and the fragility of unit root tests in the face of plausible departures from the maintained hypothesis of temporal homogeneity. Indeed, additive outliers that alter the level of output for only one period reliably trigger false rejections of the unit root hypothesis when it is true and signal the presence of permanent shifts in trend that did not occur. Trend stationarity is not supported by the more homogeneous post-war data and if imposed would imply business cycles of implausible duration and pattern -the economy was 8 % below the trend line in 1994.
Introduction
Recent papers bring the literature full circle on the issue of whether the trend in U.S. real GDP is deterministic or stochastic. The modeling of aggregate output as transitory fluctuation around a deterministic trend line was routine in empirical work until Nelson and Plosser (1982) showed that data for 1909-70 were consistent with the hypothesis that the trend is instead a non-stationary stochastic process akin to a random walk. Such processes contain a unit root in their autoregressive representation and require first differencing for stationarity. The model suggested by Nelson and Plosser implies that the stochastic trend contributes more to variation in output than does the transitory component. They argued that an economic implication of this finding is that real shocks are much more important than previously thought, since they will have a permanent impact on output, while monetary and fiscal shocks, presumably transitory in their effects, play a less important role. Perron (1989) , however, found that the same data reject the stochastic trend hypothesis in favor of the deterministic alternative if a break in the level of the trend is allowed to occur at 1929. His model implies that there has been one permanent shock to output during the 1909-70 period, that being a negative one, and that all other shocks have been transitory. Zivot and Andrews (1992) showed that this finding still holds after critical values are adjusted to reflect estimation of the break date.
Most recently, Ben-David and Papell (1995) , Cheung and Chinn (1996) , and Diebold and Senhadji (1996) have conducted tests with longer time series, extending U.S. output data back to 1870 and forward to the more recent past. All find that the longer time series strongly reject the stochastic trend hypothesis in favor of a deterministic trend without breaks. Diebold and Senhadji conclude that this result is robust to variation in sample period. These papers would suggest that as the more data has become available, the evidence has become sharper, moving strongly in the direction of long-run determinism, leaving no role for permanent shocks.
Whether the trend in aggregate output is deterministic or stochastic has far-reaching implications for modeling the economy and for judging the success of macro-stabilization policy. The deterministic trend view implies that it is only because of transitory shocks, presumably primarily monetary and fiscal in origin, that the economy deviates from a smooth, constant-growth-rate path. The performance of monetary policy should then be measured by its success in achieving small departures from that path. If, on the other hand, shocks to the trend component are an important source of macro-economic fluctuations, then the modeling and identification of real shocks becomes critical for the conduct and evaluation of monetary policy.
The two views of trend also have strikingly different implications for long run uncertainty: under the deterministic view, long run uncertainty is limited by the stationarity of the cycle, while under the stochastic trend view, uncertainty about future output grows without bound.
This paper examines the robustness of recent findings with respect to two issues: the finite sample implications of data-based model specification and the effect on test size of plausible departures from the maintained hypothesis that the data are generated by a homogeneous process. Section 2 of the paper reviews standard unit root test on U.S. real GDP 1870-1994 and examines the data for homogeneity across sub-periods. Section 3 presents Monte Carlo experiments designed to study the two issues of size and robustness to departures from homogeneity. Section 4 focuses on the evidence from the post-war period which we regard as more likely to represent a homogeneous sample. Section 5 summarizes our results and presents our conclusions.
Trends and Non-homogeneity in U.S. real GDP
The evidence against the unit root hypothesis reported in recent papers is reflected in the test results shown in Table 1 for U.S. real GDP 1870-1994. The data is from Maddison (1995) , incorporating estimates of early data due to Balke and Gordon (1989) . Before interpreting these results, we briefly review the tests and their assumptions.
The test developed in Dickey (1976 ), Fuller (1976 , and Dickey and Fuller (1979) takes as its null hypothesis a unit root in the AR representation of the time series. The first difference then follows an AR process of known and finite order, say k, with i.i.d. innovations. The alternative hypothesis is that the largest AR root is smaller than one so the series is a stationary AR of order k+1 added to a deterministic trend. The Dickey-Fuller test runs the following regression in which y t denotes the natural log of GDP:
Dickey and Fuller showed that the t-statistic for the unit root null hypothesis (ρ=1) has a non-standard distribution, and they tabulated critical values for various sample sizes. Under the alternative hypothesis, ρ<1 and y is said to be "trend stationary" in the terminology of Nelson and Plosser. In practice, the value of k, the number of lagged first differences that "augment" the model, is unknown and is chosen by a datadependent procedure. Nelson and Plosser argued that the choice of k is one between size and power. If k is too large, then the test will have the correct size, but sacrifice power to the estimation of extraneous lag coefficients. If k is too small, then the test will not have the correct size since relevant lags have been omitted. Following the principle of parsimony advocated by Box and Jenkins (1970) , they started with k=0, adding lags until the t-statistic on the next lag was not significant at the .05 level. The prior implicit in this procedure is that dynamics are of low order.
Building on work later published in Hall (1994) , Campbell and Perron (1991) suggested starting with a maximum value of k chosen a priori, deleting lags until encountering a t-statistic greater than 1.6 in absolute value. This is the procedure followed by Perron, Zivot and Andrews, and others. Theoretical support for this has been provided by Hall for the pure AR case and by Ng and Perron (1995) for the ARMA case. They show that if the maximum k is greater than the true value of k, then the limiting distribution of the unit root test statistic is that derived by Dickey and Fuller. We refer to this is the backward selection strategy, and the Nelson-Plosser procedure as the forward selection strategy. Which performs better in terms of size and power for a given sample size has not been established. Perron (1989) generalized the Dickey-Fuller test to allow for the possibility of structural change taking the form of a one-time break in level or slope or both. In the case of a break in level only, which he considered appropriate for U.S. real GNP, the Perron test adds step and impulse dummy variables to the Dickey-Fuller regression:
where S is a "step" dummy that is zero through year b and one thereafter, and I is an "impulse" dummy that is one in year (b+1) only and zero otherwise. Under the null hypothesis that ρ=1, the impulse dummy accounts for a break in level, while under trend stationarity alternative, the step dummy does so. He provided critical values for testing the unit root hypothesis under the assumption that the break date is known and the innovations are i.i.d.
The test of Zivot and Andrews (1992) differs from the Perron test in two regards. First, the null hypothesis is that the series has a unit root but does not contain a break; accordingly, their test regression does not include an impulse dummy. Second, Zivot and Andrews recognize that if the break date is not known a priori it is estimated from the data. They consider the estimated break date to be that which maximizes the absolute value of the unit root statistic. Innovations are assumed to be i. 2. Rejection of the unit root is stronger when break dummies are included, and is as strong or stronger when the break date is assumed to be known rather than estimated.
3. Evidence against the unit root is stronger for the full time period.
4. The choice of k differs greatly between backward and forward selection procedures. The backward often chooses the maximum while the forward in every case chooses only one. 
The
Step dummy is highly significant by conventional standards in every case. Its t-statistic is larger in absolute value for the ZivotAndrews regression, which excludes the impulse dummy, and when k has been chosen by backward selection.
These unit root tests have as a maintained hypothesis that the series is homogeneous, in particular that the first differences are generated by an AR(k) process with fixed parameters and innovations that are i.i.d. It is unclear how deviations from these maintained hypotheses might affect size or power. This is a concern since GDP exhibits substantial non-homogeneity over sub-periods, the dating of which is strongly suggested both by historical events and by changes in data collection.
The most recent estimates of data to 1929 are those by Balke and Gordon (1989) used by Maddison, and by Romer (1989) . Both build on the pioneering methodology of Kuznets (1941 Kuznets ( , 1946 and the extensions made by Kendrick (1961) and Gallman (1966) . Briefly, the Kuznets methodology relies on trends extrapolated between benchmark years thought to be similar in their stage of the business cycle. Deviations of GNP from trend are based on indicator variables such as commodity output. It would be surprising if construction of the series as deviations from trends did not affect its time series representation and, particularly, unit root tests. Indeed, the ADF test applied to the Balke-Gordon data rejects the unit root at the 10% level. Contemporaneous measurement of GDP began in 1929 with the work of the Dept. of Commerce.
The period immediately following 1929 is one of unprecedented upheaval in the U.S. economy: banking panics on a scale never before seen and repeated failures by the relatively new Federal Reserve System, established only in 1916, to restore order to the banking system; see Friedman and Schwartz (1963) . Before the economy had recovered from the Great Depression it was jolted by the commencement of World War II. The delineation of the years 1930-1945 as possibly having different statistical properties does not rely on observing the GDP data itself. The abnormality of the Depression years is manifest in many economic variables and in extensive institutional change, while World War II is certainly an external shock of extraordinary magnitude. Table 2 displays sample statistics for both growth rates and linearly detrended log GDP for the full 1870-1994 period and the sub-periods 1870-1929, 1930-1945, and 1946-1994 (post-war growth rates start in 1947 since 1946 is the first post war GDP level). Coefficients of AR(3) models fitted to each series are reported as a way of summarizing dynamics; order 3 being large enough to capture a wide range of behavior while not relying on the data to determine the lag. The Jarque-Bera test of normality is based on the residuals from these models. In addition to the Balke-Gordon data for 1870-1929, we also include growth rates for the Romer data.
We note that the 1930-45 period differs from the earlier and later periods, not so much in mean growth rate or mean deviation from fitted trend, but in dispersion. This is also evident in plots of the levels with the fitted trend line in Figure 1 and growth rates in Figure  2 . Standard deviation and range are about four times larger during 1930-45 than in the post-war period. This difference persists in the standard errors of AR(3) models fitted to the sub-periods and can be compared with the three fold increase in the volatility of stock returns reported by Schwert (1989b) for the Depression period. Normality is strongly rejected by the Jarque-Bera test for the full period, while each sub-period is consistent with normality. This suggests that the 1870-1994 period is a sequence of three sub-periods which are very different from each other but are internally homogeneous. If true, it would be inappropriate to apply unit root tests, which assume homogeneity, to the entire period.
The Sensitivity of Unit Root Tests to Departures From Homogeneity and the Effect of Data-based Model Selection on Size
If the historical data are not homogeneous, then we need to know how unit root tests are affected by plausible departures from homogeneity. Conceivably, the sharp decline in output following 1929 and the surge during World War II were unusually large but only temporary departures of output from its natural level. In this section we study the effect of additive outliers in the level of the series on tests of the unit root hypothesis and on inferences of a permanent break in trend using Monte Carlo methods. We also obtain estimates of the actual size of these tests under the null hypothesis when the order of the AR model used in the test regression is based on the data.
Our data generating process under the null hypothesis of a unit root is based on the first differences of the post-war Maddison log real GDP. The SIC criterion chooses ARMA(0,0), while the AIC chooses ARMA(1,0) but the estimated AR coefficient has a p-value of .24. We adopt the AR(1) model as the data generating process for the growth rate to allow some dynamics. The process is run for 20 periods before recording a realization corresponding to the years 1870-1994. After integrating the realization of first differences to obtain the levels of the underlying series, we add one of a number of types of outliers to see its effect on the test statistics. Thus, the underlying process is:
and the observed data, say y*, is then
where the outlier sequence {O t } varies across experiments.
A One-Period Additive Outlier
In the first experiment, reported in Table 3 , we have subtracted a fixed quantity from the level of simulated log real GDP in 1930 only. The value of O 1930 ranges in successive experiments between 0 and -.4, the latter representing a one third reduction in output. The dip lasts for only one year, so the observed series resumes its underlying path in 1931 with no permanent change in level. For comparison, w e also include the non-parametric unit root test of Phillips and Perron (1988) which does not rely on a finite order AR representation of the series but instead employs a correction for serial correlation based in part on the spectral representation of the innovation sequence at frequency zero. The quadratic spectral kernel is used to estimate the spectrum, and Andrews' (1991) selection procedure is used to determine the number of autocovariance terms included in forming the estimate of the spectrum.
We report actual frequencies of rejection of the unit root hypothesis at the nominal 5% significance level based on critical values reported in Fuller (1976), Zivot and Andrews, and Perron (with corrections to the Perron critical values by Zivot and Andrews), respectively. For the Perron and Zivot-Andrews tests the critical values are asymptotic, but for the ADF test the finite sample critical values are exact if k is known to be zero and the innovations are Gaussian. The Phillips-Perron test has the same limiting distribution as the ADF test and so uses the same critical values. The number of lagged first differences included in a regression, denoted k, is selected alternatively by the backward and forward procedures described above. Note that in searching for the break date in the Zivot-Andrews test, the selection of k is repeated at every potential break date. In Table 3 we report the frequency with which the selected k is zero or one. Finally, we report the frequency with which the t-statistic for the step dummy is significant at a nominal 5% level. Two panels give results for sample lengths of 62 and 125 corresponding to the Nelson-Plosser 1909 -1970 sub-period and the full 1870-1994 period, respectively, based on 1,000 replications.
In the experiment reported in the first line of each panel, no outlier has been added. In this case the series does in fact have a unit root and i.i.d. innovations, so the frequency reported for each unit root test is its size, the probability of rejecting the null hypothesis when it is true. It is apparent that the method for selecting k in the ADF, Perron, and Zivot-Andrews tests has a large impact on the value of k and, more important, on the sizes of the tests. Forward selection almost invariably selects k=0 or 1, while backward selection usually chooses a large k. In the case of the ADF and Perron tests, forward selection produces roughly the correct size, while in backward selection results in a size that is too large, about 10% when T=62 and only slightly less when T=125. The Zivot-Andrews test suffers from size distortion under both selection strategies, but the distortion is entirely due to selecting k from the data. When the correct value k=1 is imposed, the actual size is correct at 5%.
The forward selection strategy works well in this situation because the AR process is of low order and the single AR coefficient is small. The penalty for underestimating k in this case is slight since the process is well approximated by white noise. The prior that underlies the principle of parsimony is correct for our data generating process. While Hall showed that the backward strategy is valid asymptotically, his Monte Carlo results demonstrated that there may be substantial size distortions in finite samples such as we see here. It is clear that lag selection is not a simple trade-off between size and power, with strategies favoring large k offering more correct size. The analogy to including extraneous variables in a regression which use up degrees of freedom but do not create a bias is misleading because the particular value of k is based on pretesting. If k were set a priori and was larger than the true value of k in any particular case, then the test would have correct size but lower power; see Ng and Perron (1995) . An appropriate analogy is to the problem of data-based selection of instruments in 2 stage least squares, where Hall, Rudebusch, and Wilcox (1994) have shown that searching for the best instruments severely distorts the size of tests on structural coefficients.
The Phillips-Perron test relies on the data for selecting lag length for truncation of the autocovariance function used in estimation of the spectrum at frequency zero, rather than for selecting AR order. It is the only one of the tests considered here that has too small a size. The size distortion of this test is evidently dependent on the form of the autocorrelation function, since Schwert (1989a) found that the size of this test was too large in the MA(1) case.
Finally, the empirical sizes of the t-tests for the step dummy are much too large; about 20% in the Perron regressions and over 90% in the Zivot-Andrews regressions, sample length seeming to have little influence. The size of the t-test for the impulse dummy in the Perron regression is also excessive (but not shown in Table 3 ). It is evident that standard distribution theory does not hold for these coefficients, since there is not in fact any break in level. The lesson for practitioners is clear: a "significant" t-statistic for step or impulse dummies does not constitute evidence of a permanent shift in level.
Successive experiments reported in Table 3 add outliers of -.1, -.2, -.3, and -.4 to the level of simulated log real GDP in 1930 only, after which it returns to the underlying process. This range of magnitudes was motivated by the range of deviations reported in Table 2 for the 1930-1945 period. The observed process still contains a unit root, but it is no longer homogeneous.
What we see in Table 3 is that this type of non-homogeneity triggers rejection of the unit root hypothesis with high probability. As the size of the outlier increases, rejection rates for all tests rise and the forward k selection is associated with higher rejection rates. Nominal significance of the step dummy becomes greater as well. Doubling sample length reduces the probability of spurious rejection of the unit root but does not mitigate the apparent significance of the step dummy. Rejection frequencies for the unit root are plotted in Figures 3-5 for the ADF, Perron, and Zivot-Andrews tests, respectively. These results confirm and extend those of Frances and Haldrup (1994) for the ADF test who showed that additive outliers bias that test toward rejecting the unit root null when k is known.
How do we understand the rejection of the null hypothesis of a unit root when the data do in fact contain a unit root? The null hypothesis is rejected because the maintained hypothesis of homogeneity is violated when we introduce an additive outlier; the first difference is no longer an AR(1) with i.i.d. innovations. It is completely general that rejection of a null hypothesis does not imply that the alternative hypothesis depicted by the test regression is true. Faced with the choice between the unit root null hypothesis and the trend stationary alternative when neither is true, these tests reject the null. If misinterpreted, these tests spuriously signal trend stationarity, with a level shift if allowed, when in fact the series has a unit root and the outlier event affect only one observation.
It is interesting that frequencies of rejection of the unit root diminish when the sample size is doubled, seemingly at odds with the idea that the power of a test should increase with sample size. However, the present case is one where the null hypothesis also becomes less wrong as sample size grows, since the departure from homogeneity becomes relatively less severe the longer the time series.
Additive Outliers That Persist
The next set of experiments, reported in Table 4 , is designed to capture various dimensions of the turmoil that characterized the period 1930 through 1946. Starting from the benchmark case of no outlier (as in Table 3 ), we go to fixed outliers of -.2 added, successively, to 1930 only (as in Table 3 ), to the five years 1930-34, to the ten years 1930-39, and to every year from 1930 on. In every case the series contains a unit root, and in the last also contains a permanent break in level. Further experiments add a stochastic outlier generated by an AR(2) process modeled on departures from a local trend connecting 1929 to 1946, in one case with purely random startup and in the other with actual declines in 1930 and 1931 establishing initial conditions for each realization of the AR(2). Finally, we impose the fixed pattern of actual de-meaned cumulative changes from 1930 through 1945. This last case is in the spirit of the experiments reported by Kilian and Ohanian (1996) . Persistence in itself reduces the frequency of rejection of the unit root in the ADF, Phillips-Perron, and Perron tests. When the -.2 outlier persists indefinitely, the size of the Perron test is close to 5%. Indeed, the Perron regression is correctly specified in that case with inclusion of the impulse dummy at the correct date, allowing for a permanent change in level, while the step dummy is irrelevant. Indeed, the impulse dummy is almost always significant (not shown in Table 4 ) in the Perron regressions, however, the size of the t-test for the step dummy is still too large. If those t-statistics were taken at face value, they would imply a permanent break in the growth rate which did not in fact occur.
Rejection of the unit root by the Zivot-Andrews test is less sensitive to persistence in the outlier. When the outlier persists indefinitely, the Zivot-Andrews test rejects the unit root null much more frequently than does the Perron test, and the step dummy is almost always significant. Recall that the null hypothesis for the ZivotAndrews test is a unit root without any break in level or slope, so in this case their null hypothesis is untrue. Recall also that the regressions run for the Zivot-Andrews and Perron tests differ in two respects. First, the Zivot-Andrews regression does not include the impulse dummy, only the step dummy, so under the unit root the shift in level of -.2 represents a very large residual. When the Zivot-Andrews test was rerun with the impulse dummy included in the regression, the results were essentially the same. Second, the break date is estimated from the data. The break date is correctly estimated to be in the range 1920-29 in 76% of the replications for T=62 and in only 52% for T=125. Apparently, then, it is the search for the break date that accounts for the difference in results between the Perron and Zivot-Andrews tests. This suggests the importance of information about the timing of structural change.
In the last three experiments reported in Table 4 , the underlying process is inundated with a high amplitude wave which distorts the level of the series for 16 years but then is gone. In all three, the unit root and no-step-dummy null hypotheses are rejected often, except by the Phillips-Perron test. The AR(2) used in the first two of these experiments is designed to mimic the amplitude and persistence of the 1930-1945 period, but does not seem to account for three striking characteristics of the historical results of Table 1 : the sharp contrast between the extreme values of k chosen in forward verses backward selection, the contrast in p-values for the unit root based on that choice, and the stronger rejection of the unit root in the longer time series. Judging from the results in the last line, it is the particular pattern of real GDP during the period 1930-45 that accounts for much of these effects. In particular, when we use the actual historical pattern in repeated realizations, the value 0 or 1 is almost always chosen for k by forward selection and much less frequently by backward selection, a greater contrast emerges in rejections of the unit root based on that choice (at least for T=62), and rejection of the unit root is more frequent in the longer series.
Evidence from the Post-war Annual Data
While more data is usually preferred to less, we find two compelling reasons to focus on the post-war GDP data, 1946-94, for testing the unit root hypothesis. Recall that the Balke-Gordon data used by Maddison up to 1929 are constructed by linear interpolation between benchmark years, so unit root tests are presumably biased toward rejection. During the next 16 years the economy was subject to the large shocks associated with the Great Depression and World War II. The experiments reported above imply that even if these events were only transitory, they could account for rejection of the unit root hypothesis and be misconstrued as evidence of structural change. By focusing on post-war data we hope to minimize the chance of spurious rejection of the unit root hypothesis due to violation of the homogeneity assumption.
However, as first pointed out by Perron and extended with Monte Carlo evidence by Hendry and Neale (1991) and Campos, Ericsson, and Hendry (1996), a permanent level shift biases tests toward acceptance of the unit root if a break is not allowed under the alternative. Indeed, the existence and causes of such a structural change, in the form of a productivity slowdown, have been discussed since the 1970s and are the subject of a large and continuing literature; see Baily and Gordon (1988) and Gordon (1993) . Perron reported evidence of a break in the slope of the trend function at 1973 in quarterly post-war data, although Zivot and Andrews were not able to confirm this finding when they searched for the break. Further, Gordon (1993) has pointed out that a productivity slow-down will be obscured in a series based on fixed weight price deflators, such as the real GDP data used by Maddison. The recently released chained-dollar real GDP measure is free of this distortion, so we shall report unit root tests based on this data as well. Before taking up the issue of structural change, we report the results of ADF tests and confidence intervals for the largest AR root.
ADF Tests and Confidence Intervals for the Largest AR Root.
Results of the ADF test are strongly consistent with a unit root in the post-war segment of the Maddison data. The backward selection procedure chooses one lag and gives an ADF test statistic of -2.18 which is the median of the Dickey-Fuller distribution. The forward procedure chooses zeros lags and the ADF test statistic is -1.44 which is in the right tail of the sampling distribution; simulation gives a pvalue of 0.84. However, a common criticism of ADF tests is that they have low power against the alternative hypothesis that the largest AR root is close to unity. To address this issue, we perform the unit root test proposed by Elliot, Rothenberg, and Stock (1996) , which they refer to as DF-GLS. The DF-GLS test employs a local-to-unity detrending procedure designed to maximize power against local alternatives. As in the conventional ADF test, the DF-GLS test chooses one and zero lags in the backward and forward procedures respectively. The test statistic for one lag is -2.33 with a p-value of 0.29 obtained by simulation, and when no lags are included a statistic of -1.59 with a p-value = 0.73.
Although these results are consistent with a unit root process, w e know that they are also consistent with a range of trend stationary alternatives. It is simply not possible to distinguish in a finite sample between the realization of a unit root process and a trend stationary one with a root close enough to unity. This is the observational equivalence problem identified by Nelson and Plosser and emphasized by Christiano and Eichenbaum (1990) among others. Cochrane (1991) has identified a corresponding observational equivalence between a trend stationary process and one with a stochastic trend where the variance of the innovations is small. Thus, the range of models that cannot be rejected by any finite data set must always include both unit root and trend stationary alternatives. We would like to know how wide that range is in any given case.
To see the range of the largest AR root, ρ, that is consistent the post-war Maddison data, we computed one-sided confidence intervals (excluding explosive values a priori) using the procedure developed by Stock (1991) . These are based on inverting the ADF test statistic to determine the values of ρ consistent with it; the results are in Table 5 .
Since the Stock confidence interval is asymptotic in nature, we also constructed confidence intervals for ρ based on finite sample realizations of trend stationary representations of the data. Data was generated according to:
where φ is non-zero in the case k=1 and zero if k=0 and parameters are estimated from the post-war data. The only variable parameter in the experiment is ρ. To determine the probability of obtaining the observed test statistic under various trend stationary alternatives, we let ρ vary between 0.65 and 1, by increments of 0.01, generating 10,000 time series under each specification, and computing the frequency with which the generated unit root test statistics exceed the value in the historical data. In Table 5 we report empirical 95% and 90% confidence intervals based on both ADF and DF-GLS statistics.
We note that the analytical confidence intervals of Stock do not differ greatly from the corresponding empirical intervals that are also based on the ADF statistic. The empirical interval based on the DF-GLS statistic is wider in spite of the greater power of that test because the p-value of the actual statistic is less favorable to the unit root than was the ADF statistic. Our results here are similar to those of Rudebusch (1992) who showed that the ADF statistic (k=1) from the NelsonPlosser real GNP series is consistent with an AR root of 0.82. We also note that all the intervals are considerably wider for k=1 than for k=0. Again, inferences are substantially affected by this nuisance parameter.
To give an economically meaningful calibration to ρ, we also report the corresponding average length of the cycle, defined here as the time between crossings of the trend line from below. The mean distance between these upcrosses serves as a measure of cycle length in cases where the characteristic equation does not contain complex roots and was obtained here by simulation. Under trend stationarity, these cycles would be generated by monetary and fiscal shocks and must be entirely transitory. However, the cycles lengths implied by these confidence intervals seem implausibly long if they are to be interpreted as minimum estimates of the persistence of such shocks. Indeed, the average length of NBER business cycles, about 6 years, is well below the low end of the range of these minimum estimates.
Two estimates of the cyclical component implied by the trend stationary hypothesis are plotted in Figure 6 for the post-war period. In one case we take deviations from the trend line fitted to post-war observations only, in the other deviations from the trend line fitted over the entire 1870-1994 period, and the two are indistinguishable.
Neither corresponds to what most observers would regard as a reasonable description of economic activity during the post-war period. First, there are only five upcrosses, with a mean cycle length of 9.25 years. Second, the sign of the usual cycle is reversed: the economy was below "trend" during most of the post-war period until 1963, above trend for the next 20 years, and has been below trend since 1988, finishing the sample period in 1994 about 8% below trend. This picture is contradicted by employment-based measures as well as the Fed's index of capacity utilization which suggest that the economy was strong in the 1960s, that the 1970s was a period of poor performance, and that the economy was close to full employment in 1994. Indeed, the danger of renewed inflation in an economy close to full employment has been a preoccupation of the Fed in recent years. A similar picture emerges if we allow for a break in the level of the trend line at 1929, but the mid-1990s slump is even more severe, the economy falling about 14% below trend in 1994. Cochrane (1988) criticized the use of unit root tests to determine the long run dynamic properties of a time series. Since unit root tests rely on parsimonious representations of the short run dynamics, they only use the first few terms of the autocorrelation function and may fail to capture the long run behavior of a time series. Cochrane advocated a non-parametric measure of long run persistence, the ratio of the variance of the j th difference to the variance of the first difference, normalized by the factor 1/j. If a series is trend stationary, the variance ratio approaches zero as j→∞. If a series is integrated, then it can always be decomposed into a random walk plus a stationary component (Beveridge and Nelson, 1981) and the variance ratio then approaches the ratio of the variance of the random walk to the variance of the first difference, so it is unity for a pure random walk. Thus, the variance ratio provides an estimate of the contribution of the stochastic trend to the long run dynamics of a time series. Figure 7 plots the sample variance ratios for j=1,..,20 for post-war annual GDP based on Cochrane's unbiased estimate of the variance of the j th difference of a random walk (his equation A3). It is evident that the variance ratio for post-war GDP shows no tendency to decay toward zero. At the 20 year horizon, the variance ratio is 1.15, suggesting that variation in post-war GDP is dominated by its random walk component, in contrast to the finding for the longer time series reported by Cochrane.
The Variance Ratio Statistic
We have constructed confidence intervals for ρ based on the sampling distribution of the variance ratio, similar in spirit to our confidence intervals for ρ based on simulation of unit root statistics. Using the same data generating processes for k= 0 and 1, w e determined the range of values of ρ that is consistent with the observed variance ratio at a given lag. We arbitrarily focus on values of j equal to 10 and 20 years. The results, reported in Table 5 , are qualitatively similar to those obtained in the unit root testing framework. The confidence intervals are considerably tighter for the larger value of j. Two factors drive this result. One is that the sample statistic is more favorable to the unit root for j=20 than for j=10. The other is that for trend stationary alternatives, the decay in the variance ratio will be more apparent for larger values of j. The cycle lengths implied by the variance ratio for j = 20 are as implausible as those implied by the unit root statistics.
The Productivity Slow-Down and Chained Real GDP
We now turn to the issue of a productivity slow-down in the U.S. economy and any implications it might have for tests of the unit root hypothesis. It is a fact that growth has been slower since 1973: the growth rate over the period 1947-1973 was 3.9% while in 1974-1994 it fell to 2.4%. Whether this difference is statistically significant and, if so, whether it represents an abrupt structural change or a gradual evolution toward slower growth is unclear. Model B of Perron allows for a break in the growth rate under the trend stationary alternative, though not under the null. It differs from Model A in replacing the step dummy with a "ramp" dummy that is zero through the break date then increasing arithmetically, so the trend function is allowed to bend but not shift. Perron applied this test to post-war quarterly real GNP, 1947-86, setting the break date at 1973:1, and rejected the null hypothesis. Zivot and Andrews estimated the break date at 1972:2 but did not reject the unit root. Both used the backward lag selection procedure, choosing k = 10 quarters. Since the null hypothesis in this test encompasses both the unit root and constant growth, evidence against the null can be due to trend stationarity, structural change, or both, or to some other departure from the null.
For the post-war segment of Maddison's data, backward lag selection chooses seven lags, 1977 is the estimated break date, and the null hypothesis is rejected at the 10% level (critical values for Model B are tabled in Zivot and Andrews). Forward selection chooses one lag, picks 1973 as the break date, but the test statistic is not significant at the 10% level. However, just as lag selection distorts significance levels in Model A it does also in Model B. Using the same data generating process that we have in prior simulations, we find that a nominal significance of level of 10% from the Zivot-Andrews' Table 3 corresponds to a rejection rate of 40% under backward selection and 18% under forward selection when the null is true. The p-values obtained by simulation for the sample statistics are 36% under backward selection and 27% under forward selection. Evidently, there is no evidence against the compound null hypothesis of a unit root and a constant expected growth rate when we recognize size distortions induced by selecting k.
Evidence of a slow-down may be obscured in real GDP based on fixed weight price indices, as Gordon (1993) has pointed out. Growth before the base year is understated and growth after it is overstated. The recently released chained real GDP data are free of this bias but are only available from 1959; see Survey of Current Business (1996) . Model B rejects the null hypothesis at the 5% level in the chained data with both selection procedures choosing 1 lag. The estimated break date is 1969, the first break date possible given that eight lags are reserved. To obtain p-values that reflect data-based selection of k, w e simulated the chained data as an AR(1) estimated in first differences in the spirit of prior experiments. The p-value obtained under backward selection is 42% and under forward selection 15%. Thus, the chained GDP strengthens our conclusion that there is a lack of evidence against the null hypothesis.
Summary and Conclusions
Recent research has demonstrated that standard tests reject the null hypothesis of a unit root in U.S. real GDP over the period 1870-1994 in favor of the alternative of stationarity around a log-linear trend. If valid, these findings would imply that all shocks are temporary and that the long run path of the economy is deterministic. This paper calls that inference into question on two grounds.
First, the size of these tests is distorted in finite samples by the necessary preliminary step of selecting the number of lagged first differences to be included in the regression. We show that the actual probability of rejecting the unit root hypothesis when it is true is substantially greater under data-based lag selection than the asymptotic significance levels upon which rejections of the unit root have been based. Second, the long historical time series used in the literature violate the maintained hypothesis that the data generating process is temporally homogeneous. The period 1930-45 was one of unusually large disturbances that may have been largely temporary in their effect on the level of output. However, we find that outliers added to the level of a unit root process for only one period are sufficient to trigger rejections of the unit root hypothesis with high probability. Given the choice between two wrong models, the unit root tests lean towards trend stationarity although it is false.
These pitfalls remain if a potential break in the level of output is included in the model, but the problems of inference in finite samples become more severe. Conventional t-tests for break dummies are spurious, indicating a break when none has occurred. As Kilian and Ohanian (1996) also report, purely transitory disturbances trigger rejection of the unit root hypothesis and spurious inference that there has been a permanent break in level.
To avoid spurious rejection of the unit root due to heterogeneity in the data, we focus on the post-war segment of GDP. The data are consistent with the hypothesis of a unit root, as well as with a range of trend stationary alternatives. To give an economic meaning to this range, we calculate the mean cycle length implied by the lower bound of confidence intervals for the largest AR root and find that it is much longer than the average of NBER reference cycles. Thus, although unit root tests have low power against trend stationary alternatives close enough to unity, in this case they rule out trend stationary alternatives that would have economically plausible dynamics. Furthermore, the cycle produced by detrending post-war GDP contradicts employment based measures of economic activity; it implies below-trend performance during the 1960s, above-trend performance in the 1970s, and then a decline that puts real GDP 8% below trend in 1994. These results cast serious doubt on the trend stationary model as a credible representation of real GDP.
When the possibility that post-war GDP has undergone a productivity slowdown is considered, what little evidence there is against the unit root hypothesis is eliminated once the finite sample size distortion induced by lag selection is taken into account. T h e choice of models permitted by existing unit root tests is an unattractive one in this setting. Under the null hypothesis there is a unit root in output and no change in the underlying mean rate of growth; under the alternative, a one-time change in growth rate is permitted. Thus, a gradual but sufficiently large productivity slowdown would trigger a rejection of the null hypothesis, but not because the series is trend stationary or because there has been a discrete change in the mean rate of growth.
In our view, a constructive direction for modeling aggregate output will be one that moves away from the unit root issue and the use of dummy variables to represent shifts in level or growth rate. Determinism is not an hypothesis that is supported either in economic theory or in history. Dummy variables restrict the frequency of permanent shocks, and give no guidance as to the likelihood or size of future shocks. A statistical model implies a conditional distribution of future observations given the data, not simply an accounting of past events. Notes: * denotes asymptotic t-statistic significant at .05 level. J-B p denotes significance level of Jarque-Bera test for Normality. 
