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Abstract
We revisit the problem of large-scale assortment optimization under the multinomial
logit choice model without any assumptions on the structure of the feasible assortments.
Scalable real-time assortment optimization has become essential in e-commerce opera-
tions due to the need for personalization and the availability of a large variety of items.
While this can be done when there are simplistic assortment choices to be made, not
imposing any constraints on the collection of feasible assortments gives more flexibility
to incorporate insights of store-managers and historically well-performing assortments.
We design fast and flexible algorithms based on variations of binary search that find the
revenue of the (approximately) optimal assortment. We speed up the comparisons steps
using novel vector space embeddings, based on advances in the information retrieval
literature. For an arbitrary collection of assortments, our algorithms can find a solution
in time that is sub-linear in the number of assortments and for the simpler case of
cardinality constraints - linear in the number of items (existing methods are quadratic
or worse). Empirical validations using the Billion Prices dataset and several retail
transaction datasets show that our algorithms are competitive even when the number
of items is ∼ 105 (100x larger instances than previously studied).
1 Introduction
Assortment optimization (Ko¨k et al. 2008) is the problem of showing an appropriate subset
(assortment) of items to a buyer taking into account their purchase (choice) behavior, and is a
key problem studied in the revenue management literature. There are essentially two aspects
to this problem: (a) the purchase behavior of the buyer, and (b) the metric that the seller
wishes to optimize. Intuitively, the subset shown to the buyer impacts their purchase behavior,
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which in turn impacts the seller’s desired metric such as conversion or revenue. Both the
offline (Bertsimas and Miˇsic 2015) and online (Agrawal et al. 2016) optimization settings have
a wide variety of applications in retail, airline, hotel and transportation industries among
others. Many variants of the problem have been extensively studied (hence, we only cite a few
representative works) and is an integral part of multiple commercial offerings (for instance,
see IBM Assortment Optimization (IBM Assortment Optimization 2016) and JDA Category
Management (JDA Assortment Optimization 2016)).
The algorithms used for assortment optimization have several desired characteristics. These
algorithms need to be computationally efficient as well as data-driven enabling real-time
personalized optimization at scale. A significant motivation for focusing on the computational
efficiency of assortment optimization is the following: choice behavior varies across buyers
as well as across time for the same buyer, and thus showing a single optimal assortment is
not ideal. In fact, if the seller assumes a single static purchase behavior model for her target
population and does not personalize, she may drastically lose out on many potential sales
(especially of items not in the single assortment being displayed). As new information about
the buyer (for instance, through click logs or some other form of feedback) updates their choice
model, a real-time optimization of the most suitable assortment given the current model of
the choice behavior is highly desirable. In particular, such an optimization scheme has to be
scalable and extremely efficient to make personalization practical (e.g, see Schurman and
Brutlag (2009) for a study on the impact of delay on users in web search).
To further motivate scalability, consider how global e-commerce firms like Flipkart or
Amazon or Taobao/TMall display items. Every aspect of the page displayed to a customer
that visits their pages is broken down into modular pieces with different teams (often as large
as hundreds of employees) responsible for delivering and managing the functionality (see
solutions such as Diaz-Aviles et al. (2012), Abbar et al. (2013), Shmueli-Scheuer et al. (2009)
and Wang et al. (2010) addressing such real-time issues). To be specific, the assortment
team may have a budget of at most hundreds of milliseconds to display the best possible
assortment given the current profile of the customer. The delivery team may also have a
similar budget to compute the feasibility of same-day delivery of the current items in the cart
to the customer’s location in specific time windows. Given such time budgets, it is imperative
that teams work on highly scalable algorithms to deliver the best experience and maximize
their goals (e.g., revenue in the case of assortment optimization, cost in the case of delivery
optimization). In practice the current state of the art for assortment planning tends to be
based on memorization/look-up-table like setups where a list of globally popular items are,
more often than not, greedily bunched into an assortment to be displayed to the customer.
To further illustrate, we also mention another prototype application where such real-time
computations are highly desired. In map products such as Google Maps or Apple Maps,
there is a feature showing the best local restaurants and coffee-shops in the neighborhood
of the customer’s location. Given that there would typically be many such businesses in
a neighborhood and a limited screen space, tailoring the assortment of businesses to show
according the customer’s propensity to click is desired, and doing this in real-time can also
be extremely challenging.
Another desired characteristic of assortment optimization algorithms is their ability to
perform well with different types of constraints on the set of feasible assortments. One of
the most commonly encountered and well studied constraint is that the assortment size is
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bounded. Nonetheless, in many situations, the set of feasible assortments can have a more
general description than this. For instance, frequent itemsets (Borgelt 2012) discovered using
transaction logs can readily give us candidate data-driven assortments, that can lead to
computationally difficult assortment optimization problem instances. There is a rich history
of frequent itemset mining, both in research and in practice for retail data. Although, no
previous work has connected them to assortment planning, we believe they are a natural
fit and aligned with the seller’s objective of maximizing expected revenue. This is because
frequent itemsets zero in on bundles of items that have been most often purchased together
by a customer. This means that these assortments of items are naturally ‘best selling’. But
often these sets are very large in number and all of them cannot be displayed to the customers
due to various infrastructural or other business related constraints. As a result, we would
prefer choosing one (or more) of them that have the potential to yield high expected revenue
(assuming a probabilistic model of purchase behavior given these assortments such as the
MNL model). This selection of one assortment among these data-driven feasible assortments
turns out to be quite difficult because their collection cannot be easily represented using
a compact (integer) polytope. This latter property is key for efficient algorithms, as seen
in previous works. For instance, if assortment planning is carried over the polytope of all
itemsets whose size is bounded, then under the MNL choice model, efficient algorithms
proposed in Rusmevichientong et al. (2010), Jagabathula (2014) can be used (generalizations
to unimodular polytopes have also been studied). In reality, we would like to specify data-
driven itemsets, such as above, as candidate assortments in our optimization problem. Store
managers can also curate arbitrary assortments based on domain knowledge and other
business constraints. Unfortunately, no existing algorithms (including methods for integer
programming) work well when these sets are not compactly represented. By compact, we
mean a polynomial-sized description of the collection of feasible assortments; for instance, a
polytope in n dimension (n is the number of items) with at most a polynomial number of
facets.
While no general methods other than those for integer programming exist when the
feasibility constraints are not unimodular, the special case of capacity constrained setting
(where we consider all assortments with size less than a threshold) has been well studied
algorithmically. The key approaches in this special case are: (a) a linear programming
(LP) based approach by Davis et al. (2013) (time complexity O(n3.5) if based on interior
point methods), (b) the Static-MNL algorithm (time complexity O(n2 log n)) by Rus-
mevichientong et al. (2010), and (c) ADXOpt (time complexity O(n2bC), where n is the
number of items, C is the maximum size of the assortment and b = min{C, n − C + 1}
for the MNL choice model) by Jagabathula (2014). Note that ADXOpt is a local search
search heuristic designed to work with many different choice models, but is not guaranteed
to find the optimal when a general collection of feasible assortments are considered under
the MNL model. Offline methods that work with other purchase behavior models include
a mixed integer programming approach in Bertsimas and Miˇsic (2015) (NP-hard) for the
distribution over ranking model, Davis et al. (2014) for the nested logit, Bront et al. (2009),
Rusmevichientong et al. (2014) for the mixture of MNLs model, and De´sir et al. (2015) for
the Markov chain model to name a few. Capacity and other business constraints have also
been considered for some of these approaches (see Davis et al. (2013)). It is not clear how
to extend these methods when the feasible assortments cannot be compactly represented.
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Finally, note that although one could look at continuous estimation and optimization of
assortments in an online learning framework (Agrawal et al. 2016) that can potentially scale
and be data-driven, decoupling these two operations brings in a lot of flexibility for both steps,
especially because the optimization approaches can be much better tuned for performance.
Even when one is interested in an online learning scheme, efficient algorithms, such as the
ones we propose, can easily be used as subroutines to regret minimizing online assortment
optimization schemes.
In this work, we focus on a popular parametric purchase behavior model called the
Multinomial Logit (MNL) model, and assume that the seller’s objective is to maximize
expected revenue by choosing the right assortment (prices are assumed known and fixed).
We design algorithms to perform assortment optimization that are computationally efficient
and data-driven/flexible with respect to the candidate assortments. These algorithms,
namely Assort-MNL, Assort-MNL(Approx) and Assort-MNL(BZ), build on (noisy)
binary search and make use of efficient data structures for similarity search, both of which
have not been used for assortment optimization before. The consequence of these choices
is that we can solve problem instances with extremely general specification of candidate
assortments in a highly scalable manner. By leveraging recent advances in similarity search,
a subfield of data mining, our algorithms can solve fairly large instances (∼ 105 items)
within reasonable computation times even when the collection of feasible assortments have no
compact representations. This allows store managers to seamlessly add or delete assortments,
while still being able to optimize for the best assortments to show to the customers. In the
capacity-constrained assortment setting, not only do our methods become more time (linear
in the number of items) and memory efficient in theory, they are also better empirically as
shown in our experiments. Even in the setting with general assortments, our algorithms
compute (nearly) optimal assortments given collections of assortments as large as ∼ 104
within 2 seconds on average. These experiments are carried out using prices from the Billion
Prices dataset (Cavallo 2016) as well as using frequent itemsets mined from transaction
logs (Borgelt 2012).
In summary, our work addresses the gap of practical assortment planning at Internet
scale (where we ideally seek solutions in 10s-100s of milliseconds) and is complementary
to works such as Bertsimas and Miˇsic (2015), which focus on richer choice models (e.g.,
the distribution over rankings model, Markov chain model etc.), that lead to challenging
integer programming problems. These latter solutions are also limited to instances where
the sets can be efficiently described by a polytope. Fixing the choice model to be the MNL
model allows our algorithms to scale to practical instances, especially those arising in the
Internet retail/e-commerce settings as described above. The rest of the paper is organized
as follows. In Section 2, we describe some preliminary concepts. Our proposed algorithms
are in Section 3, whose performance we empirically validate in Section 4. Finally, Section 5
presents some concluding remarks and avenues for future work.
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2 Preliminaries
2.1 Assortment Planning
The assortment planning problem concerns with choosing the assortment among a set of
feasible assortments that maximizes the expected revenue (note that we use price and
revenue interchangeably throughout the paper). Without loss of generality, let the items
be indexed from 1 to n in the decreasing order of their prices, i.e., p1 ≥ p2 ≥ · · · pn. Let
f(A) = ∑l∈A plP(l|A) denote the revenue of the assortment A ⊆ {1, ..., n}. Here P(l|A)
represents the probability that a user selects item l when assortment A is shown to them and
is governed by a choice model (we briefly remark about optimizing over multi-item choice
models in Section 5). The expected revenue assortment optimization problem is: maxA f(A).
Typically, in addition to choice models, the compactness of representation of feasible
assortments also influences the computational tractability of the problem. In Section 3, we
develop efficient algorithms for assortment optimization that do not require any structural
assumption on the feasible sets, nor do they require a compact representation. The algorithms
only require a set S of all the feasible assortments as input. Furthermore, when some structure
is present, for instance, when we want to optimize over all assortments of a given size range
(i.e. constraints of the type c ≤ |A| ≤ C), we can improve the time and space complexity of
our algorithms significantly, matching existing solutions in the literature.
2.2 The Multinomial Logit Model
There are many choice models that have been proposed in the literature (Train 2009) including
Multinomial Logit (MNL), the mixture of MNLs (MMNL) model, the nested logit model,
multinomial probit, the distribution over rankings model (Farias et al. 2013), exponomial
(Alptekinog˘lu and Semple 2016) choice model and the Markov chain model De´sir et al.
(2015). The MNL model is arguably one of the most commonly used choice model, due to its
simplicity. Though some of the above choice models are more expressive than the MNL choice
model, they are harder to estimate reliably from data as well as make the corresponding
optimization problems NP-hard. Thus, in our work we consider the MNL model to be the
choice model.
Let the MNL choice model (Luce 1960) parameters be represented by a vector v =
(v0, v1, · · · vn) with 0 ≤ vi ≤ 1 ∀i. Parameter vi, 1 ≤ i ≤ n, captures the preference of the
user for purchasing item i. To be precise, log(vi) is the mean utility derived from item i
(MNL is an instance of the random utility maximization framework where utilities are random
variables that are Gumbel distributed). Similarly, parameter v0 captures the preference for not
making any purchase or selection. For this model, it can be shown that P(l|A) = vl
v0+
∑
l′∈A vl′
.
Intuitively, the probability with which a buyer will pick an item increases when the item is
shown with other items with lower mean utilities, and vice versa. Owing to its structure, the
MNL model leads to tractable assortment optimization problems when the feasible sets can
be represented compactly. For instance, in Bertsimas and Miˇsic (2015, Section 5, Table 11),
the authors show that capacity-constrained assortment optimization under the MNL model
can be solved fairly quickly (more than 5 times faster than a proposed integer programming
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formulation), with relatively small gap from the true optimal revenue (a Mixed Multinomial
Logit model was used as the ground truth). Coupled with the fact that estimating MNL
parameters is relatively easy, this evens out some of its shortcomings such as: (a) under-fitting
the data, and (b) satisfying the independence of irrelevant alternatives property.
2.3 Locality Sensitive Hashing (LSH)
LSH (Andoni and Indyk 2008, Har-Peled et al. 2012) is a technique for finding vectors from
a known set of vectors (referred to as the search space), that are ‘similar’ (i.e, neighbors
according to some metric) to a given query vector in an efficient manner. It uses hash
functions that produce similar values for input points (vectors) which are similar to each
other as compared to points which are not.
We first formally define the closely related (but distinct) problems of finding the near
neighbor and the nearest neighbor of a point from a set of points denoted by P (with |P | = N).
Definition 2.1. The (c, r)-NN (approximate near neighbor) problem with failure probability
f ∈ (0, 1) is to construct a data structure over a set of points P that supports the following
query: given point q, if minp∈P d(q, p) ≤ r, then report some point p′ ∈ P ∩ {p : d(p, q) ≤ cr}
with probability 1− f . Here, d(q, p) represents the distance between points q and p according
to a metric that captures the notion of neighbors. Similarly, the c-NN (approximate nearest
neighbor) problem with failure probability f ∈ (0, 1) is to construct a data structure over a set
of points P that supports the following query: given point q, report a c-approximate nearest
neighbor of q in P (i.e., return p′ such that d(p′, q) ≤ cminp∈P d(p, q)) with probability 1− f .
As mentioned earlier, the data structures that can solve the above search problems
efficiently are based on hash functions, which are typically endowed with the following
properties:
Definition 2.2. A (r, cr, P1, P2)-sensitive family of hash functions (h ∈ H) for a metric space
(X, d) satisfies the following properties for any two points p, q ∈ X:
• If d(p, q) ≤ r, then PrH[h(q) = h(p)] ≥ P1, and
• If d(p, q) ≥ cr, then PrH[h(q) = h(p)] ≤ P2.
In other words, if we choose a hash function uniformly from H, then they will evaluate to
the same value for a pair of points p and q with high (P1) or low (P2) probability based on
how similar they are to each other. The following theorem states that we can construct a
data structure that solves the approximate near neighbor problem in sub-linear time.
Theorem 2.1 (Har-Peled et al. (2012) Theorem 3.4). Given a (r, cr, P1, P2)-sensitive family
of hash functions, there exists a data structure for the (c, r)-NN (approximate near neighbor
problem) over points in the set P (with |P | = N) such that the time complexity of returning
a result is O(nNρ/P1 log1/P2 N) and the space complexity is O(nN1+ρ/P1). Here ρ =
log 1/P1
log 1/P2 .
Further, the failure probability is upper bounded by 1/3 + 1/e.
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Remark 2.1. Note that the failure probability can be changed to meet to any desired upper
bound by amplification: here we query a constant number (say κ) of different copies of the
data structure above and aggregate the results to output a single near-neighbor candidate.
Such an output will fail to be a (c, r)-NN with probability upper bounded by (1/3 + 1/e)κ.
While the hash family with the properties stated in Definition 2.2 already gives us
a potential solution for the (c, r)-NN problem, the following data structure allows for a
finer control of the time complexity and the approximation guarantees (corresponding to
Theorem 2.1). In particular, as described in Andoni and Indyk (2008), we employ multiple
hash functions to increase the confidence in reporting near neighbors by amplifying the gap
between P1 and P2. The number of such hash functions is determined by suitably chosen
parameters L1 and L2. In particular, we can choose L2 functions of dimension L1, denoted
as gj(q) = (h1,j(q), h2,j(q), · · ·hL1,j(q)), where ht,j with 1 ≤ t ≤ L1, 1 ≤ j ≤ L2 are chosen
independently and uniformly at random from the family of hash functions. The data structure
for searching points with high similarity is constructed by taking each point x in the search
space and storing it in the location (bucket) indexed by gj(x), 1 ≤ j ≤ L2. When a new
query point q is received, gj(q), 1 ≤ j ≤ L2 are calculated and all the points from the search
space in the buckets gj(q), 1 ≤ j ≤ L2 are retrieved. We then compute the similarity of
these points with the query vector in a sequential manner and return any point that has a
similarity greater than the specified threshold r. We also interrupt the search after finding
the first L3 points including duplicates for a suitably chosen value of L3 (this is necessary for
the guarantees in Theorem 2.1 to hold).
Given P1, the probability that any point p such that d(q, p) ≤ cr is retrieved is at least
1− (1− PL11 )L2 . Thus for any desired error probability δ > 0, we can choose L1 and L2 such
that p is returned by the data structure with probability at least 1− δ. The time taken to
perform a query, i.e., retrieve a point with the highest similarity can be as low as O(nNρ),
where ρ = ln(1/P1)ln(1/P2) is a number less than 1, N is the number of points in the search space
and n is the dimensionality of each point (see Theorem 2.1 above, also Wang et al. (2014)
and Wang et al. (2016)). The key insight that allows for this sublinear dependence on the
number of points is due to the appropriate choices of L1, L2 and L3, which determine collisions
of hashed (i.e., projected) transformations of the original points. In particular, choosing
L1 = logN , L2 = Nρ and L3 = 3L2 gives the desired computational performance (in addition
to influencing the error probabilities). This sublinearity of retrieval time is what drives the
computational efficiency of hashing based retrieval methods including our algorithms (in
Section 3). For instance, Uber (Ni et al. 2017) has used an LSH based similarity search
technique for fraudulent trip detection for its app-based ride-hailing service, and their system
is able to achieve detection results much faster using hashing (4 hours) compared to naive
linear search (55 hours). Finally, note that the memory requirements of the data structure
turns out to be O(nN1+ρ) (as stated in Theorem 2.1), which is not too expensive in many
large scale settings (we need O(nN) space just to store the points).
It turns out that out the problem we care about in this work is related to the nearest
neighbor problem. And the nearest neighbor problem has a close connection to the near
neighbor problem described above. In particular, the following theorem states that an
approximate nearest neighbor data structure can be constructed using an approximate near
neighbor subroutine without taking a large hit in the time complexity, the space complexity
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or the retrieval probability.
Theorem 2.2 (Har-Peled et al. (2012) Theorem 2.9). Let P be a given set of N points
in a metric space, and let c, f ∈ (0, 1) and γ ∈ ( 1
N
, 1) be parameters. Assume we have a
data-structure for the (c, r)-NN (approximate near neighbor) problem that uses space S and
has query time Q and failure probability f . Then there exists a data structure for answering
c(1 + O(γ))-NN (approximate nearest neighbor) problem queries in time O(Q logN) with
failure probability O(f logN). The resulting data structure uses O(S/γ log2N) space.
More intuition on how a collection of near neighbor data structures can be used to build
a nearest neighbor data structure is given in the electronic companion. Finally, we remark
about the properties of the hash families characterized by parameters ρ and c. These two
parameters are inversely related to each other. For instance, in Andoni and Indyk (2008), the
authors propose a family H for which ρ(c) = 1
c2 +O(log logN/ log
1/3N). For large enough N ,
and for say c = 2 (2 approximate near neighbor), ρ(c) ≈ .25, and thus the query completion
time of near neighbor (as well as nearest neighbor) queries is ∝ N .25 which is a significant
computational saving.
2.4 Maximum Inner Product Search (MIPS)
The MIPS problem is that of finding the vector in a given set of vectors (points) which
has the highest inner product with a query vector. Precisely, for a query vector q and set
of points P , the optimization problem is: maxx∈P q · x (the ‘·’ operation stands for inner
product). When there is no structure on P , one can solve for the optimal via a linear
scan, which can be quite slow for large problem instances. To get around this, we can
also solve the instance approximately using methods based on Locality Sensitive Hashing
(LSH) and variants (Neyshabur and Srebro 2015). See the electronic companion for one
such reduction. Approximate methods have also been proposed for related problems such
as the Jaccard Similarity (JS) search in the information retrieval literature. For instance,
one can find a set maximizing Jaccard Similarity with a query set using a technique called
Minhash (Broder 1997). The c-NN problem, as discussed above, can be addressed using
L2LSH (Datar et al. 2004) and many other solution approaches (see for instance Li and
Malik (2017) and references within). The MIPS problem can be solved approximately using
methods such as L2-ALSH(SL) (Shrivastava and Li 2014) and Simple-LSH (Neyshabur
and Srebro 2015). MIPS will be a key part of all of our algorithms, namely Assort-MNL,
Assort-MNL(Approx) and Assort-MNL(BZ). Among them, Assort-MNL relies on a
subroutine that solves the MIPS problem exactly.
Let the approximation guarantee for the nearest neighbor obtained be 1 + ν (i.e., set the
parameters of the data structure in Theorem 2.2 such that it solves the (1 + ν)-NN problem).
Then the following straightforward relation holds.
Lemma 2.1. If we have an 1 + ν solution x to the nearest neighbor problem for vector y,
then 1 + (1 + ν)2(maxp∈P p · y − 1) ≤ x · y ≤ maxp∈P p · y.
The above lemma will be key in designing two of our algorithms, namely Assort-
MNL(Approx) and Assort-MNL(BZ), in the next section.
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Algorithm 1 Assort-MNL
Require: Prices {pi}ni=1, model parameter
v, tolerance parameter , set of feasible
assortments S
1: L1 = 0, U1 = p1, t = 1, S∗ = {1}
2: while Uj − Lj >  do
3: Kj = (Lj + Uj)/2
4: if Kj ≤ maxS∈S f(S,v) then
5: Lj+1 = K,Uj+1 = Uj
6: Pick any S∗ ∈ {S : f(S,v) ≥ K}
7: else
8: Lj+1 = Lj, Uj+1 = K
9: return S∗
Algorithm 2 Compare step in Assort-
MNL
Given comparison:
K ≤ max
S∈S
1
v0
∑
i∈S
vi(pi −K)
Formulate an equivalent MIPS instance
with:
p := (p1, p2 · · · pn)
vˆK := (v1, · · · , vn,−v1K,−v2K, · · · − vnK)
uS := (u1, u2, · · ·un) where ui = 1{i ∈ S}
U := {uS| S ∈ S}
zˆS :=
(
p ◦ uS,uS
)
Ẑ := {zˆS : S ∈ S}
Solve the MIPS instance:
zS˜ ∈ arg maxzˆS∈Ẑ vˆK · zˆ
Output result of an equivalent comparison:
K ≤ v·zS˜
v0
3 New Algorithms for Assortment Planning
We propose three new algorithms: Assort-MNL, Assort-MNL(Approx) and Assort-
MNL(BZ). Assort-MNL aims to find an assortment with revenue that is within an additive
tolerance  of the optimal revenue. It turns out that a key computational step in Assort-
MNL can be made faster using an LSH based subroutine. As a tradeoff, such a subroutine
typically produces approximate results and has a failure probability associated with it. Our
second algorithm Assort-MNL(Approx) addresses the approximation aspect, while the
third algorithm Assort-MNL(BZ) addresses the probabilistic errors. Along the way, we
also present an optimized version of Assort-MNL when the feasible set of assortments is
given by capacity constraints.
3.1 First Algorithm: Assort-MNL
Assort-MNL (Algorithm 1) aims to find an -optimal assortment i.e. an assortment with
revenue within a small interval (defined by tolerance parameter ) of the optimal assortment’s
revenue. In this algorithm, we search for the revenue maximizing assortment using the
following iterative procedure. In each iteration, we maintain a search interval and check if
there exists an assortment with revenue greater than the mid-point of the search interval.
Then, we perform a binary search update of the search interval i.e. if there exists such an
assortment then the lower bound of the search interval is increased to the mid-point (and
this assortment is defined as the current optimal assortment). Otherwise, the upper bound
is decreased to the mid-point. We continue iterating and narrowing down the search space
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until its length becomes less than the tolerance parameter . Although it seems that the
binary search loop is redundant if the comparison step is solving an assortment optimization
problem, we will show soon that the comparison can be reformulated such that the overall
time complexity of Assort-MNL is small.
The search interval starts with the lower and upper bounds (L1 and U1) as 0 and p1
respectively, where p1 is the highest price among all items (note that p1 is an upper bound on
the revenue of any assortment.) Before the start of the algorithm, the optimal assortment is
initialized to the set {1}. This initial assortment will be returned as the optimal only when
all the assortments have revenue less than  and in that case this assortment is approximately
optimal.
The strength of Assort-MNL is in its ability to efficiently answer a transformed version
of the comparison K ≤ maxS∈S f(S, v), which is checking if there exists an assortment with
revenue greater than the mid-point (K) of the current search interval. We refer to this step as
the Compare-Step (see line 4 of Algorithm 1). In particular, the original decision problem
is transformed as follows. In every iteration, we need to check if there exists a set S ∈ S such
that
K ≤
∑
i∈S pivi
v0 +
∑
i∈S vi
⇔K ≤ 1
v0
∑
i∈S
vi(pi −K).
This is equivalent to evaluating if K ≤ maxS∈S 1v0
∑
i∈S vi(pi −K), allowing us to focus on
the transformed optimization problem:
arg max
S∈S
∑
i∈S
vi(pi −K). (1)
Now, we will describe how this optimization problem can be solved efficiently when: (a) there
is a compact representation, for example, the capacitated setting, and (b) there is no compact
representation for the set of feasible assortments.
3.1.1 Assortment Planning with Capacity Constraints
We first start with a case where there is structure on the constraints defining the set of
feasible assortments. In particular, consider the well studied capacity-constrained setting
with S = {S : |S| ≤ C}, where constant C specifies the maximum size of feasible assortments.
The key insight here is that the operation arg maxS∈S
∑
i∈S vi(pi−K) can be decoupled into
problems of smaller size, each of which can be solved efficiently. This is because the problem
can be interpreted as that of finding a set of at most C items that have the highest product
vi(pi −K) and the value of this product is positive. Thus, to solve this optimization problem
we only need to calculate the value vi(pi −K) for each item i and sort these values. This
strategy can also be extended to some other capacity-like constraints as described below:
(1) Lower bound on assortment size - This constraint requires that all feasible assortments
have at least c ≤ C items in addition to having at most C items. In every iteration of
Algorithm 1, we find the top-C items (by the product vi(pi −K)) that give a positive value
of the inner product. This can be modified to finding the top-C items and including at least
the top-c of them irrespective of the sign of the product.
(2) Capacity constraints on subsets of items - To ensure diversity in the assortment, we may
have constraints on how many items can be chosen from certain subsets of items. Suppose
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the items are partitioned into subsets B1, B2, · · · , Bw and we have capacity constraints
C1, C2, · · · , Cw on each subset respectively, then the comparison to be solved in every iteration
can be written as:
K ≤ max
S:|S|≤C1,S⊆B1
1
v0
∑
i∈S
vi(pi −K) + · · ·+ max
S:|S|≤Cw,S⊆Bw
1
v0
∑
i∈S
vi(pi −K).
One can solve these w independent problems the same way as the previous setting.
3.1.2 Assortment Planning with General Constraints
In the absence of structure in the set of feasible assortments, we cannot decouple the
optimization problem in Equation (1) as before. Nonetheless, this can be reduced to a
MIPS problem as described in Algorithm 2. Here, 1{·} represents the indicator function and
a ◦ b represents the Hadamard product between vectors a and b. The number of points in
the search space of the above MIPS problem is N = |S|. The key benefit of reducing the
comparison to solving a MIPS instance is that MIPS instances can be solved very efficiently
in practice (Neyshabur and Srebro 2015), either exactly or approximately. We discuss the
time complexity of Assort-MNL in Section 3.4.
3.2 Second Algorithm: Assort-MNL(Approx)
We can extend Assort-MNL by allowing the use of any sub-routine which solves the MIPS
problem. In particular, approaches which solve MIPS approximately and in a randomized
manner can also be used to obtain approximately optimal solutions. Such approaches achieve
runtime performance gains as they are typically faster while trading off accuracy (see Section
4).
We now give details regarding the use of an LSH based data structure for solving the
MIPS problem approximately. This choice of technique is primarily due to LSH’s superior
performance in high dimensions and better worst-case runtime guarantees. With suitable
modifications, Algorithms 3 and 5 proposed in the next two subsections can also work with
any other subroutine that performs approximate MIPS (with probability of error bounded
away from 1).
Approximation in Assort-MNL(Approx): Recall that to solve the MIPS problem intro-
duced in the Assort-MNL algorithm, we need the nearest point to v in the set Z(K)
according to the inner product metric. Now, instead of finding such a nearest point exactly,
we can think of computing it approximately (i.e., it will be near enough) as well as probabilis-
tically (i.e., the returned point may not be near enough with some probability). Let us denote
the above operation of finding an approximate nearest neighbor as approx arg max. More
precisely, approx arg max (q, P ) returns a vector from the set P . This is the approximate
nearest neighbor (i.e. has a high enough inner product among the points in set P ) to the
query vector q with probability 1− δ, where δ is the probability of error.
We will focus on the approximation aspect (near enough versus nearest) now and address
the error probabilities in Section 3.3 (the algorithm Assort-MNL(BZ) in Section 3.3
will take errors into account and provide formal error guarantees on the revenue of the
assortment returned). The proposed algorithm Assort-MNL(Approx) that addresses
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the approximation aspect is then similar to Assort-MNL except for two changes: (a) the
operation zS˜ = arg maxzS∈Z(K) v · zS is replaced by zS˜ = approx arg maxzS∈Z(K) v · zS, and
(b) the approximation in the quality of the solution returned is taken into account in each
iteration.
From Lemma 2.1, note that if the LSH data-structure returns a Euclidean approximate
nearest neighbor x to a query y such that ‖x − y‖2 ≤ (1 + ν)‖x∗ − y‖2 (where x∗ is the
nearest neighbor), then the vector x satisfies the following inner product relation: 1 + (1 +
ν)2(x∗ · y − 1) ≤ x · y ≤ x∗ · y. Let the current threshold for comparison be K. Further, let
Kˆ = 1 + (1 + ν)2(K − 1). Without loss of generality, let p1 ≤ 1, which implies that Kˆ ≤ K.
Because the returned solution x is only approximate, we can only assert that one of the
following inequalities is true for any given comparison, giving us the corresponding update
for the next iteration:
• If Kˆ ≥ x · y, then K ≥ x∗ · y, allowing update of the upper bound of the the search
region to K.
• If K ≤ x · y, then K ≤ x∗ · y, allowing update of the lower bound of the the search
region to K.
• If Kˆ ≤ x · y and K ≥ x · y, then Kˆ ≤ x∗ · y, allowing update of the lower bound of the
the search region to Kˆ.
We give a proof of the update in the first setting in the electronic companion. The updates in
the other two settings are straightforward. These conditions and the efficient transformation
discussed above are summarized in Algorithm 3.
3.3 Third Algorithm: Assort-MNL(BZ)
In Assort-MNL, we narrow our search interval based on the result of the MIPS query. But
when a probabilistic method is used for solving the MIPS query (such as when approx arg max
is implemented using the LSH data structure discussed before), there is a chance of narrowing
down the search interval to an incorrect range. To address this, we build on the BZ
algorithm (Burnashev and Zigangirov 1974) to accommodate the possibility of failure (not
being (1 + ν)-NN) in the approx arg max operation. To simplify discussion, we will assume
that the LSH structure (which solves the (1 + ν)-NN problem) has 1 + ν small enough such
that for every query y, the only point x′ that satisfies ||x′ − y||2 ≤ (1 + ν) minx ||x − y||2
is arg minx ||x − y||2. This assumption eliminates the approximation error from the result
returned by the data structure, and lets us focus on the probabilistic errors. Thus, the
probability of receiving an incorrect answer (Pe) to the comparison query K ≤ maxS∈S f(S,v)
is the failure probability (f) of the LSH data structure.
The key difference between the BZ algorithm and a standard binary search is the choice
of the decision threshold point at which a comparison is made in each round. In binary
search, we choose the mid-point of the current search interval. As we cannot rule out any
part of the original search interval when we receive noisy answers, in the BZ algorithm, we
maintain a distribution on the value of the optimal revenue. In every iteration, we test
if K ≤ maxS∈S f(S,v) where K is the median of the distribution and then update the
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Algorithm 3 Assort-MNL(Approx)
Require: Prices {pi}ni=1, tolerance parame-
ter , approximate nearest neighbor param-
eter ν
L1 = 0, U1 = p1, t = 1,p = (p1, · · · , pn)
uS = (u1, u2, · · ·un) where ui = 1{i ∈
S}
S∗ = {1}, Ẑ = {zˆS|zˆS =(
p ◦ uS,uS
)
, S ∈ S}
while Uj − Lj >  do
Kj = Lj+Uj2
Kˆj = 1 + (1 + ν)2(Kj − 1)
vˆKj = (v1, · · · , vn,
−v1Kj,−v2Kj, · · · − vnKj)
zˆS˜ = approx arg max (vˆKj , Zˆ)
if Kˆj > v·zˆ
S˜
v0
then
Lj+1 = Lj, Uj+1 = Kj
else if Kj ≤ v·zˆS˜v0 then
Lj+1 = Kj, Uj+1 = Uj, S∗ = S˜
else
Lj+1 = Kˆj, Uj+1 = Uj, S∗ = S˜
return S∗
Algorithm 4 Simpler Assort-
MNL(Approx)
Require: Prices {pi}ni=1, tolerance parame-
ter 
L1 = 0, U1 = p1, t = 1,p = (p1, · · · , pn)
uS = (u1, u2, · · ·un) where ui = 1{i ∈
S}
S∗ = {1}, Ẑ = {zˆS|zˆS =(
p ◦ uS,uS
)
, S ∈ S}
while Ut − Lt >  do
K = Lt+Ut2
vˆK = (v1, · · · , vn,−v1K,−v2K, · · · −
vnK)
zˆS˜ = approx arg max (vˆK, Zˆ)
if K ≤ v·zˆS˜
v0
then
Lt+1 = K,Ut+1 = Ut, S∗ = S˜
else
Lt+1 = Lt, Ut+1 = K
return S∗
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distribution based on the result of the comparison. For the analysis of the performance of
the BZ based algorithm Assort-MNL(BZ) we require that the errors in every iteration are
independent of teach other. We can accomplish this in our setting by querying a different
LSH data structure in every round. Thus, we create T distinct LSH data structures that
solve the approximate nearest neighbor problem, where T is the number of desired iterations
(we show that this is logarithmic in the desired accuracy level, and hence is not a significant
overhead).
The Assort-MNL(BZ) algorithm, building on the BZ procedure and making use of
LSH data structures, is given in Algorithm 5. To keep things fairly general, we discuss the
setting in which the feasible assortments do not have a compact representation, although a
similar algorithm can be designed for the capacity constrained setting (essentially following
the discussion in Section 1). To reiterate, because we use probabilistic nearest neighbor
queries, we cannot guarantee an -optimal revenue always, but we show below that we can
achieve -optimality with high probability.
Error Analysis of Assort-MNL(BZ) We claim that the probability of error (i.e. the revenue
given by the algorithm not being -optimal) for Assort-MNL(BZ) decays exponentially
with the number of iterations of the algorithm. Let Qe = 1− Pe, where Pe is the true error
probability in receiving a correct answer in each comparison step. Also, let β = 1− α, where
α < 0.5 is an upper bound on Pe.
Theorem 3.1. After T iterations of Assort-MNL(BZ) (Algorithm 5) we have:
P (|θˆT − θ∗| > ) ≤ p1 − 

(
Pe
2α +
Qe
2β
)T
,
where θ∗ is the true optimal revenue.
The proof of this Theorem is presented in the electronic companion. It is based on a
similar analysis done by Burnashev and Zigangirov (1974) and Castro and Nowak (2006). We
now make a few remarks. The bound above depends on the quantity Pe. We do the following
modification when only an upper bound on its value (say Pmax) is known (this is the case for
LSH based approximate nearest neighbor data structures). Let W (Pe, α) = Pe2α +
Qe
2β . This is a
linear and increasing function of Pe. Thus, W (Pe, α) ≤ W (Pmax, α). By appropriately tuning
the LSH data structure (this is always possible, See Section 2.3), set Pmax < 0.25. Choosing
α =
√
Pmax (a valid upper bound on Pe), we get W (Pmax,
√
Pmax) = 0.5 +
√
Pmax. Thus, we
have P (|θˆT − θ∗| > ) ≤ p1−
(√
Pmax + 0.5
)T
. With the above reduction, the number of
iterations required to get to a desired reliability level can now be estimated. If the desired
accuracy level is γ i.e., P (|θˆT − θ∗| > ) ≤ γ, then T ≥ log0.5+√Pmax γp1− . Thus, the number
of iterations grows logarithmically in the desired accuracy level. Finally, note that θˆT can
be greater than the optimal revenue, and Assort-MNL(BZ) does not always output an
assortment that has revenue greater than or equal to θˆT .
3.4 Time and Space Complexities of the Proposed Algorithms
In Assort-MNL, the MIPS query in every iteration can be solved exactly in time O(nN)
when there is no compact representation for the set of feasible assortments. Here n is
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Algorithm 5 Assort-MNL(BZ)
Require: Prices {pi}ni=1, tolerance parameter  such that p1−1 ∈ N, number of steps T , upper bound
α < 0.5 on the error probability in the approx arg max operation, and let β := 1− α.
Posterior pij : [0, p1]→ R after j stages:
pij(x) =
p1
−1∑
i=1
ai(j)1Ii(x),
where I1 = [0, ] and Ii = ((i− 1), i] for i ∈ {2, · · · , p1−1}. Let a = [a1(j), · · · , ap1−1(j)].
Initialize ai(0) = p1−1 ∀i, Sˆ = {1}, j = 0.
while j < T do
Sample Selection: Define u(j) such that
∑u(j)−1
i=1 ai(j) ≤ 12 ,
∑u(j)
i=1 ai(j) > 12 . Let
Kj+1 =
{
p1
−1(u(j)− 1) with probability Q(j), and
p1
−1u(j) with probability 1−Q(j), where Q(j) =
τ2(j)
τ1(j)+τ2(j) , and
τ1(j) =
∑p1−1
i=u(j) ai(j)−
∑u(j)−1
i=1 ai(j),
τ2(j) =
∑u(j)
i=1 ai(j)−
∑p1−1
i=u(j)+1 ai(j).
Noisy Observation:
zˆS˜ = approx arg max (vˆKj+1 , Zˆ)
If f(S˜, v) > f(Sˆ, v), set Sˆ = S˜.
Update posterior: The posterior is updated using the Bayes rule. Note that Kj+1 = p−11 u, u ∈ N.
Define
h(Kj+1) = 1{Kj+1 ≤
vˆKj+1 · zˆS˜
v0
}, and τ =
u∑
i=1
ai(j)−
p1
−1∑
u+1
ai(j).
For i ≤ u, we have the update
ai(j + 1) =
{ 2β
1+τ(β−α) if h(Kj+1) = 0, and
2α
1−τ(β−α) if h(Kj+1) = 1.
For i > u, we have the update
ai(j + 1) =
{
2α
1+τ(β−α) if h(Kj+1) = 0, and
2β
1−τ(β−α) if h(Kj+1) = 1.
θT is defined as the median of the posterior distribution i.e.
∫ θT
0 piT (x) =
1
2 .
return Sˆ, and θˆT = max
(
θT , f(Sˆ,v)
)
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the dimension of the vectors (equals the number of items) and N is the number of points
in the search space (equals the number of feasible sets). In every iteration, we cut down
the search space for the optimal revenue by half. We start with a search space of range
[0, p1]. Thus, the number of iterations to get to the desired tolerance is
⌈
log p1

⌉
. Thus,
the time taken by Assort-MNL is O(nN log p1

). While this may seem worse than linear
scan (whose complexity is Θ(nN)), exact nearest neighbor searches in vector spaces are
very efficient in practice, and lead to Assort-MNL having a much better computational
performance compared to linear scan (see Section 4). Both Assort-MNL and the exhaustive
search typically don’t require any additional storage except the space needed for storing
all the feasible sets. Thus, their space complexity is O(nN). For the case of assortment
planning under capacity constraint, the compare-step amounts to finding top C among
n elements. This has a complexity of O(n logC). Thus, the time taken by the algorithm is
O(n logC log p1

). Note that other algorithms for solving the capacitated assortment planning
problem like ADXOpt and STATIC-MNL have time complexity quadratic in n. Exhaustive
search is not competitive here (its time complexity is O(nC)).
In Assort-MNL(Approx), it takes O(nNρ) time to run the approximate near neighbor
query, with ρ < 1 (See Section 2.3). The number of iterations is
⌈
log p1
−2(ν2+2ν)
⌉
(see proof
in the electronic companion). Thus, the time complexity is O
(
nNρ log p1
−2(ν2+2ν)
)
. The
space complexity is O(nN (1+ρ)). Similarly, the time complexity of Assort-MNL(BZ) is
O
(
nNρ log p1−
γ
)
and the space complexity is O(nN (1+ρ)).
4 Experiments
We empirically validate the runtime performance of two of the proposed algorithms, namely
Assort-MNL and Assort-MNL(Approx) using real and synthetic datasets. Firstly,
because we expect Assort-MNL(BZ) to perform very similar to Assort-MNL(Approx)
in terms of accuracy, we omit its performance comparisons. Second, we implement a simpler
version of Assort-MNL(Approx) as shown in Algorithm 4, where instead of comparing with
two thresholds as described in Section 3.2, we compare with a single comparison threshold
akin to Assort-MNL. This is because the approximation parameter ν depends on the
implementation of approx arg max , with different implementations giving different empirical
results. Further, the implementation we choose below implicitly changes the approximation
parameter in a data-driven way to get the best performance for inner-product search. Hence,
Algorithm 4 is defined to side-step these complexities. A consequence of this is that the
reported performance numbers may be slightly better in terms of time complexity and slightly
worse in terms of solution quality and percentage errors in revenue. Nonetheless, as we show
below, the redefined simpler algorithm (w.l.o.g. we will call it Assort-MNL(Approx)
in this Section) does capture the key aspects that we hoped for: better performance in
terms of computation time while working with arbitrary collection of feasible assortments
(as well as the capacitated setting) without much impact on revenue or solution quality. For
reproducibility, code corresponding to all the experimental results presented in this Section is
provided at the following link: https://github.com/thejat/data-driven-assortments.
For the case of general assortments, we compare our algorithms against an algorithm
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which performs exhaustive search. And for the case of cardinality constrained assortments, we
compare these with other algorithms such as Static-MNL (Rusmevichientong et al. 2010),
ADXOpt (Jagabathula 2014) and a linear programming (LP) formulation (Davis et al. 2013).
All experiments are run on a 6 core 64GB 64-bit intel machine (i7-6850K 3.6GHz) with python
2.7. We use LSH Forest (Pedregosa et al. 2011, Andoni et al. 2017) and NearestNeighbors
from Scikit-learn for solving MIPS approximately and exactly respectively, and CPLEX
12.7 for solving the LP. Performance is measured in terms of the mean computational time
(sec), mean relative error in the revenue obtained as well as the mean overlap between the
assortment output by our algorithms and the optimal assortment output, where the average
is over multiple Monte Carlo runs.
4.1 Datasets
We use two different types of real data sets, one as source for real prices and the second as a
source for general data-driven assortments without a compact representation. For prices, we
use the publicly available online micro price dataset from the Billion Prices Project (Cavallo
2016) to generate item prices. This dataset contains daily prices for all goods sold by 7
large retailers in Latin America (3 retailers) and the USA (4 retailers) between 2007 to 2010.
Among the US retailers, we use pricing data from a supermarket and an electronics retailer to
generate our assortment planning instances of varying sizes. The former contains 10 million
daily observations for 94,000 items and the latter contains 5 million daily observations for
30,000 items. We use prices from 50 different days when generating instances for 50 Monte
Carlo runs under different settings described below. The collection of assortments in these
instances are either general or capacitated. The MNL parameters are each chosen from the
uniform distribution U [0, 1].
For generating data-driven assortments, we use publicly available transaction datasets
used in frequent itemset mining (Borgelt 2012). In particular, we use the retail, foodmart,
chainstore and e-commerce transaction logs (Fournier-Viger et al. 2014) to create collections
of general assortments. We use the FPgrowth algorithm from the spmf (Fournier-Viger
et al. 2014) program to first generate frequent itemsets with appropriate minimum supports
and then prune out frequent itemsets with low cardinalities (e.g., singletons) to obtain our
collection of assortments. Table 1 describes some statistics of the assortments generated. We
again create 50 instances from each dataset by generating the price and the MNL parameter
vectors using uniform distributions U [0, 1000] and U [0, 1] respectively.
4.2 General Assortments
In the first setting, we use the assortments that were obtained using frequent itemset
mining and post-processing (to remove assortments of low cardinality) in order to compare
the performance of Assort-MNL, Assort-MNL(Approx) and exhaustive search. The
tolerance parameter  is set to 0.1 for Assort-MNL as well as Assort-MNL(Approx) in
this and all subsequent experiments. In the LSH Forest (Pedregosa et al. 2011) subroutine,
the accuracy and the computational efficiency is controlled by two parameters: (a) number
of candidates (default value set to 80), and (b) number of estimators (default value set
to 20). Note that the LSH forest structure contains multiple LSH trees. The number of
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estimators parameter specifies the number of trees and the number of candidates specifies the
minimum number of near neighbors that should be chosen from each tree. The results are
plotted in Figure 1 (mean values across 50 runs are reported). As can be inferred from the
plots, Assort-MNL(Approx) is 2-3× faster than exhaustive search and also better than
Assort-MNL without sacrificing much of the revenue. As mentioned before, these instances
cannot be efficiently handled by either integer programming formulations (unless there is an
efficient representation of the feasible assortments) or by other specialized approaches.
In the second setting, we use the pricing data from the Billion Prices project and generate a
fixed number of assortments from the set of all assortments uniformly at random. In particular,
we vary the number of assortments to be from the set {100, 200, 400, 800, 1600, 3200, 6400,
12800, 25600, 51200}. Again, we report results averaged over 50 Monte Carlo runs, as
shown in Figure 2. We run multiple versions of Assort-MNL(Approx) with different
accuracies controlled by the number of candidates parameter and the number of estimates
parameter ranging over sets {80, 160, 200} and {20, 40, 100} respectively for the underlying
LSH Forest (Pedregosa et al. 2011) subroutine. As can be observed, our proposed algorithms
are much better than exhaustive search in terms of processing time while being very close
to the optimal in terms of solution quality and revenue. In particular, we can trade off
speed (timing performance) of Assort-MNL(Approx) with accuracy (lower percentage of
assortment set overlap). We obtained qualitatively similar performances for synthetic data
(prices uniformly generated from the interval [0, 1000]), and thus, omit their plot here.
4.3 Cardinality-constrained Assortments
In this experiment, we explore how Assort-MNL fares as compared to the specialized
algorithms viz., ADXOpt, LP and Static-MNL in the capacity-constrained setting (exhaustive
search is not considered because its performance is an order of magnitude worse than all
these methods). We run experiments with both synthetically generated instances as well
as instances generated with prices from the Billion Prices dataset (to capture real price
distributions), and observe similar qualitative results, so we omit the former. The cardinality
parameter is chosen to be 50 in all cases. Figure 3 shows the performance of all the
algorithms for the Billion Prices dataset. The number of items was varied from the set
{100, 250, 500, 1000, 3000, 5000, 7000, 10000, 20000}. We observe that Assort-MNL runs
much faster than both Static-MNL and LP. For instance, when the number of items is 20000,
Assort-MNL computes solutions in time that is two orders of magnitude less compared
to ADXOpt and one order of magnitude less compared to LP on average (we discount the
time needed to set up the LP instance and only report the time to solve the instance using
the CPLEX 12.7 solver, otherwise the relative gains would be much higher). At the same
time, the percentage loss in revenue of assortments reported by Assort-MNL is very close
to 0. We have re-plotted the timing performance of ADXOpt separately in Figure 4, as its
running time (plotted as intensity) varies as a function of the size of the optimal assortment,
which is not the case with Assort-MNL and LP. If the instance happens to have a small
optimal assortment, ADXOpt can get to this solution very quickly. On the other hand, it
spends a lot of time when the optimal assortment size is large. This is illustrated through
an intensity plot as opposed to a one-dimensional mean timing plot. Similarly, we plot the
timing performance of Static-MNL separately in Figure 4 because its performance turned out
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to be much worse than all the other methods even for moderate sized instances.
In summary, our algorithm Assort-MNL is competitive with the state of the art
algorithms, viz., ADXOpt, Static-MNL and LP in the capacitated setting and both Assort-
MNL and Assort-MNL(Approx)are scalable in the general data-driven setting. Further,
these algorithms vastly increase the assortment planning problem instances that can be solved
efficiently under the MNL choice model. For instance, we show computational results when
instances have a number of items that is of the order of ∼ 105 easily, whereas the regime
in which experiments of the current state of the art methods (Bertsimas and Miˇsic 2015)
were carried out is with n ∼ 103, thus representing two orders of magnitude improvement.
By trading off accuracy, our algorithms can also achieve 10s-100s of millisecond budgets
discussed in Section 1.
5 Concluding Remarks
We proposed multiple efficient algorithms that solve the assortment optimization problem
under the Multinomial Logit (MNL) purchase model even when the feasible assortments
cannot be compactly represented. In particular, we motivate how frequent itemsets can be
used as candidate assortments, making the planning problem data-driven. Our algorithms
are iterative and build on binary search and fast methods for maximum inner product search
to find optimal solutions for large scale instances. Though solving large scale instances
efficiently under flexible assortments is a significant gain, there is scope for extending this
work in many ways. For instance, studies by psychologists have revealed that buyers are
affected by the assortment size as well as how frequently they change over the course of their
interactions (Iyengar and Lepper 2000). Being able to handle arbitrary sets of assortments
which can be based on frequent itemset mining, it would be interesting to model the purchase
of multiple items and perform assortment optimization in that setting.
Our algorithms are meaningful both in online and offline setups: in online setups such
as e-commerce applications, our algorithms scale as the problem instances grow. In offline
setups, our algorithms afford flexibility to the decision maker by allowing optimization over
arbitrary assortments, which could be driven by business insights or transaction log mining.
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Tables and Figures
Table 1: Assortments generated from transactional datasets.
Dataset Retail Foodmart Chainstore E-commerce
Number of transactions 88162 4141 1112949 540455
Number of items 3160 1559 321 2208
Number of general assortments 80524 81274 75853 23276
Size of largest assortment 12 14 16 8
Size of smallest assortment 3 4 5 3
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Figure 1: Performance of Assort-MNL and Assort-MNL(Approx) over general data-
driven instances derived from four different frequent itemset datasets.
Figure 2: Performance of Assort-MNL and Assort-MNL(Approx) over general data-
driven instances derived from the Billion prices dataset. The x-axis corresponds to the number
of feasible assortments (uniformly sampled).
Appendix
I: An Illustration of how to compute nearest neighbor using near neighbor data
structures
To give intuition about how near neighbor data structures can be used to compute the
nearest neighbor, we describe a simple strategy, which is as follows. We create multiple near
neighbor data structures as described in Theorem 2.1 using different threshold values (r)
but with the same success probability 1− f (by amplification for instance). When a query
vector is received, we calculate the near-neighbors using the hash structure with the lowest
threshold. We continue checking with increasing value of thresholds till we find at least one
near neighbor. Let r˜ be the first threshold for which there is at least one near neighbor.
This implies that the probability that we don’t find the true nearest neighbor is at most f
because the near neighbor data structure with the threshold r˜ has success probability 1− f .
Assuming that the different radii in the data structures are such that the number of points
returned for the threshold r˜ is sublinear in N i.e. O(Nη) for some η < 1, gives us the desired
data structure for the nearest neighbor problem. While the last assumption is reasonable as
long as the different radii are not very far apart, the structure corresponding to Theorem 2.2
does not need it. Further details on this data structure can be found in Har-Peled et al. (2012).
II: Solving MIPS using LSH
We illustrate how the MIPS problem can be solved approximately using a specific LSH
family, as described in Neyshabur and Srebro (2015). For x ∈ Rn, ||x||2 ≤ 1, we first define
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Figure 3: Performance of Assort-MNL and Assort-MNL(Approx) in the capacitated
setting, over instances derived from the Billion prices dataset. The x-axis corresponds to the
number of items.
Figure 4: Performance of ADXOpt (left) and Static-MNL (right) over instances derived from
the Billion prices dataset. The intensity (time in seconds) shows that the performance of
ADXOpt is highly dependent on the size of the optimal assortment. Static-MNL’s timing
performances were found to be an order of magnitude worse even for moderate sized instances.
a preprocessing transformation T : Rn → Rn+1 as T (x) = [x;
√
1− ||x||22]. We sample a
spherical random vector a ∼ N (0, I) and define the hash function as ha(x) = sign(a · x). All
points in the search space are preprocessed as per the transformation T (·) and then hashed
using hash functions, such as the above, to get a set of indexed points. During run-time
when we obtain the query vector, it is also processed in the same way i.e. first transformed
through T (·) and then through the same hash functions that were used before. Checking for
collisions in a way that is similar to the near neighbor problem in Section 2.3 retrieves the
desired similar points.
Without loss of generality, assume that the query vector y has ||y||2 = 1. The following
guarantee can be shown for the probability of collision of two hashes:
P [ha(T (x)) = ha(T (y))] = 1− cos
−1(x · y)
pi
,
which is a decreasing function of the inner product x · y. For any chosen threshold value D
and c < 1, we consequently get the following:
• If x · y ≥ D, then P [ha(T (x)) = ha(T (y))] ≥ 1− cos−1(D)pi .
• If x · y ≤ cD, then P [ha(T (x)) = ha(T (y))] ≤ 1− cos−1(cD)pi .
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We are by no means restricted to using the above hash family. Because of the transfor-
mation T (·), we have obtained a nearest neighbor problem that is equivalent to the original
inner product search problem. Thus, any hash family that is appropriate for the Euclidean
nearest neighbor problem can be used (see Section 2.3).
III: Justifying the updates in Assort-MNL(Approx)
Proposition 5.1. If Kˆ ≥ x · y, then K ≥ x∗ · y.
Proof. Proof. We will prove the contrapositive of this statement. That is, we will show that
if x∗ is such that x∗ · y is indeed greater than K, then Kˆ ≤ x · y. If we could solve the exact
MIPS problem with the query vector y (that depends on K), we would get the solution x∗ and
immediately conclude that x∗ · y ≤ K. In reality, we are returned an approximate solution x
with the guarantee that 1 + (1 + ν)2(x∗ · y− 1) ≤ x · y ≤ x∗ · y. But since, K ≤ x∗ · y, we also
have 1 + (1 + ν)2(K − 1) ≤ 1 + (1 + ν)2(x∗ · y − 1). This readily implies Kˆ ≤ x · y.
IV: Proof of Theorem 3.1
Proof. The proof from Burnashev and Zigangirov (1974) (that quantifies the error in the
vanilla BZ algorithm) has been modified for our setting in the following manner: (a) we
remove the restriction that the noise distribution in the approx arg max operation should
be Bernoulli, and (b) we generalize the setting such that the error probability pj in the
approx arg max operation at every iteration j can be different with Pe = maxj∈1,···T pj.
The interval [0, p1] is divided into subintervals of width , ai(j) denotes the posterior
probability that the optimal revenue θ∗ is located in the i-th subinterval after the j-th
iteration, and θj denotes the median of the posterior after the j-th iteration. Let Yj = h(Kj)
denote the outcome of the comparison. Let θ∗ be fixed but arbitrary, and define u(θ∗) to be
the index of the bin Ii containing θ∗, that is θ∗ ∈ Iu(θ∗). In general, let u(j) be defined as the
index of the bin containing the median of the posterior distribution in the j-th iteration. We
define two more functions of θ∗, Mθ∗(j) and Nθ∗(j) as below -
Mθ∗(j) =
1− au(θ∗)(j)
au(θ∗)(j)
, and
Nθ∗(j + 1) =
Mθ∗(j + 1)
Mθ∗(j)
= au(θ
∗)(j)(1− au(θ∗)(j + 1))
au(θ∗)(j + 1)(1− au(θ∗)(j)) .
After T observations our estimate of θ∗ is the median of the posterior density piT (x),
which means that θT ∈ Iu(T ). Taking this into account we conclude that
P (|θT − θ∗| > ) ≤ P (au(θ∗)(j) < 1/2),
= P (Mθ∗(T ) > 1),
≤ E[Mθ∗(T )]. (because of Markov’s inequality).
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Using the definition of Nθ∗(j), and manipulating conditional expectations we get:
E[Mθ∗(T )] = E[Mθ∗(T − 1)Nθ∗(T )],
= E[E[Mθ∗(T − 1)Nθ∗(T )|a(T − 1)]],
= E[Mθ∗(T − 1)E[Nθ∗(T )|a(T − 1)]],
...
= Mθ∗(0)E[E[Nθ∗(1)|a(0)] · · ·E[Nθ∗(T )|a(T − 1)]],
≤Mθ∗(0)
{
max
j∈{0,1,···T−1}
max
a(j)
E[Nθ∗(j + 1)|a(j)]
}n
.
The error in the approx arg max operation is not Bernoulli but has the following behaviour.
If Kj > θ∗, then Yj = 0 (there is no error). If Kj < θ∗, then an error can occur and
h(Kj) =
1 with probability 1− pj, and0 with probability pj.
To bound P (|θˆT − θ∗| > ), we are going to consider three cases: (i) u(j) = u(θ∗); (ii)
u(j) > u(θ∗); and (iii) u(j) < u(θ∗). For each of these cases, we first derive an expression for
Nθ∗(j + 1) (with some algebraic manipulation and simplification) as follows:
Nθ∗(j + 1) =

1+(β−α)x
2β with probability B = 1− A. and
1−(β−α)x
2α with probability A.
Thus:
(i) When u(j) = u(θ∗) and
(a) Kj+1 = p−11 (u(j)− 1), then x = τ1(j)−au(θ∗)(j)1−au(θ∗)(j) , and A = pj+1.
(b) Kj+1 = p−11 u(j), then x =
τ2(j)−au(θ∗)(j)
1−au(θ∗)(j) , and A = 0.
(ii) When u(j) > u(θ∗) and
(a) Kj+1 = p−11 (u(j)− 1), then x = − τ1(j)+au(θ∗)(j)1−au(θ∗)(j) , and A = 0.
(b) Kj+1 = p−11 u(j), then x =
τ2(j)−au(θ∗)(j)
1−au(θ∗)(j) , and A = 0.
(iii) When u(j) < u(θ∗) and
(a) Kj+1 = p−11 (u(j)− 1), then x = τ1(j)−au(θ∗)(j)1−au(θ∗)(j) , and A = pj+1.
(b) Kj+1 = p−11 u(j), then x = − τ2(j)+au(θ∗)(j)1−au(θ∗)(j) , and A = pj+1.
As 0 ≤ τ1(j) ≤ 1 and 0 < τ2(j) ≤ 1, we have |x| ≤ 1 in all the above cases. Define
gA(x) =
B(1 + (β − α)x)
2β +
A(1− (β − α)x)
2α
= B2β +
A
2α +
(
B
2β −
A
2α
)
(β − α)x.
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gA(x) is an increasing function of x as long as 0 < A < α. It is also an increasing function of
A when x < 1 and α < 1/2.
Now, let us evaluate E[Nθ∗(j + 1)|a(j)]. For the three cases we have
(i) When u(j) = u(θ∗),
E[Nθ∗(j + 1)|a(j)] = P1(j)gpj+1
(
τ1(j)−au(θ∗)(j)
1−au(θ∗)(j)
)
+ P2(j)g0
(
τ2(j)−au(θ∗)(j)
1−au(θ∗)(j)
)
.
(ii) When u(j) > u(θ∗),
E[Nθ∗(j + 1)|a(j)] = P1(j)g0
(
−τ1(j)−au(θ∗)(j)
1−au(θ∗)(j)
)
+ P2(j)g0
(
τ2(j)−au(θ∗)(j)
1−au(θ∗)(j)
)
.
(iii) When u(j) < u(θ∗),
E[Nθ∗(j + 1)|a(j)] = P1(j)gpj+1
(
τ1(j)−au(θ∗)(j)
1−au(θ∗)(j)
)
+ P2(j)gpj+1
(
−τ2(j)−au(θ∗)(j)
1−au(θ∗)(j)
)
.
We will now bound E[Nθ∗(j + 1)|a(j)] for all the three cases. We will use the fact that
for all 0 < a < 1, we have τ−a1−a ≤ τ and −
(
τ+a
1−a
)
≤ −τ .
Starting with case (i), we have τ2(j)− au(θ∗)(j) = au(θ∗)(j)− τ1(j). Thus,
E[Nθ∗(j + 1)|a(j)] = P1(j)gpj+1
(
τ1(j)− au(θ∗)(j)
1− au(θ∗)(j)
)
+ P2(j)g0
(
au(θ∗)(j)− τ1(j)
1− au(θ∗)(j)
)
,
≤ P1(j)gpj+1
(
τ1(j)− au(θ∗)(j)
1− au(θ∗)(j)
)
+ P2(j)gpj+1
(
au(θ∗)(j)− τ1(j)
1− au(θ∗)(j)
)
,
= qj+12β +
pj+1
2α +
(
qj+1
2β −
pj+1
2α
)
(β − α)τ1(j)− au(θ∗)(j)1− au(θ∗)(j) (P1(j)− P2(j)) ,
= qj+12β +
pj+1
2α +
(
qj+1
2β −
pj+1
2α
)
(β − α)τ1(j)− au(θ∗)(j)1− au(θ∗)(j)
τ2(j)− τ1(j)
τ2(j) + τ1(j)
,
= qj+12β +
pj+1
2α +
(
qj+1
2β −
pj+1
2α
)
(β − α)τ1(j)− au(θ∗)(j)1− au(θ∗)(j)
2au(θ∗)(j)− 2τ1(j)
τ2(j) + τ1(j)
,
≤ qj+12β +
pj+1
2α .
In case (ii),
E[Nθ∗(j + 1)|a(j)] ≤ P1(j)g0(−τ1(j)) + P2(j)g0(τ2(j)),
= P1(j)
(
1
2β −
1
2β (β − α)τ1(j)
)
+ P2(j)
(
1
2β +
1
2β (β − α)τ2(j)
)
,
= 12β (because −P1τ1(j) + P2τ2(j) = 0) ,
≤ qj+12β +
pj+1
2α
(
because α ≤ 12
)
.
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In case (iii),
E[Nθ∗(j + 1)|a(j)] ≤ P1(j)gpj+1(τ1(j)) + P2(j)gpj+1(−τ2(j)),
= qj+12β +
pj+1
2α +
(
qj+1
2β +
pj+1
2α
)
(β − α)(P1(j)τ1 − P2(j)τ2),
= qj+12β +
pj+1
2α .
Thus, in all the cases E[Nθ∗(j + 1)|a(j)] ≤ qj+12β + pj+12α ≤ Qe2β + Pe2α .
Substituting this in the inequality for E[Mθ∗(T )], we get E[Mθ∗(T )] = Mθ∗(0)
{
Qe
2β +
Pe
2α
}T
.
Hence,
P (|θT − θ∗| > ) ≤Mθ∗(0)
{
q
2β +
p
2α
}T
,
≤ 1− p
−1
1 
p−11 
{
q
2β +
p
2α
}T
,
= p1 − 

{
q
2β +
p
2α
}T
.
By construction, θˆT ≥ θT . If θˆT > θT , then θ∗ > θˆT > θT . Thus,
P (|θˆT − θ∗| > ) ≤ p1 − 

{
q
2β +
p
2α
}T
.
V: Time Complexity of Assort-MNL(Approx)
Lemma 5.1. The number of iterations in Assort-MNL(Approx) is
⌈
log p1
−2(ν2+2ν)
⌉
.
Proof. Proof. Let Ij denote the size of the search interval in the j-th iteration of Assort-
MNL(Approx) , i.e., Ij = Uj − Lj. As described there are three possible updates of the
search interval. In the first two updates, Ij+1 = Ij2 . In the third update rule,
Ij+1 = Uj − Kˆ,
= Ij2 + (ν
2 + 2ν)(1−Kj),
≤ Ij2 + (ν
2 + 2ν).
Define νˆ = ν2 + 2ν. Then, in all the three cases Ij+1 ≤ Ij2 + νˆ. Similarly,
Ij ≤ Ij−12 + νˆ,
Ij−1 ≤ Ij−22 + νˆ,
...
I1 ≤ I02 + νˆ.
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where I0 = p1.
Taking a telescopic sum, we get
Ij ≤ I02t + νˆ
(
1 + 12 + · · ·
1
2j−1
)
,
= I02t + 2νˆ
(
1− 12t
)
,
≤ I02t + 2νˆ.
Thus, the number of iterations required to get the size of the search interval to within  is⌈
log2 p1νˆ
⌉
.
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