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Abstract
Leibniz’ combinatorial formula for determinants is modified to furnish a condensed compact represen-
tation for Hessenbergians, referred to here as “Leibnizian representation”. Alongside this result we provide
a fundamental set of solutions for homogeneous linear difference equations with variable coefficients whose
elements are explicitly expressed as banded Hessenbergians. We show that the Green’s function associated
with equations of the above mentioned type coincides with the first element of the fundamental set. As a
consequence, the Green’s function is endowed with the compact representations of Hessenbergians, illus-
trated here by nested sum and Leibnizian representations. Moreover, we provide an explicit representation
for the general solution of nonhomogeneous linear difference equations with variable coefficients in terms of
the Green’s function, the varying coefficients, the forcing terms and the initial condition values. Correspond-
ing compact representations for the general solution of these equations are also provided. The equivalence
between the Green’s function solution representation and its single determinant representation is verified.
Keywords: Green’s function, Linear difference equation, Variable coefficients, Compact representation,
Hessenberg matrix, Hessenbergian, Fundamental set, ARMA models.
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1. Introduction
Linear difference equations with variable coefficients (VC-LDEs) of order p are used to model discrete time
dynamic and stochastic processes aimed at forecasting abrupt and structural changes. The study of their solution
representation covers a broad range of the theory of linear recurrences, including oscillatory and asymptotic
properties (see [1]). Efficient explicit representations to the solution of VC-LDEs having order greater than
one is a long-standing research topic. There are two dominant schemes for explicit solution representations of
VC-LDEs, those of determinant representation (see [2, 3]) and those of compact representation (see [4, 5]). A
pioneer work to link the two representation schemes is provided by Marrero and Tomeo in [6]. This is due to an
equivalence result between the combinatorial solution representation of VC-LDEs obtained by Mallik in [4] and
the Hessenbergian (determinants of banded Hessenberg matrices) solution representation obtained by Kittappa
in [3]. A nested sum representation for Hessenbergians was also provided in [6].
Following the above mentioned research path, we provide a more condensed compact representation for
Hessenbergians, referred to here as Leibnizian representation of Hessenbergians (see formula (18)). An algorithm
for its evaluation is presented in Appendix B. Unlike the Leibniz combinatorial representation for k-th order
determinants, which consists of k! singed elementary products (SEPs) and their summation index ranges over
the symmetric group of permutations, the Leibnizian representation of Hessenbergians, obtained here, is a sum
of 2k−1 non-trivial SEPs, whose summation index ranges over integer intervals.
Judging from the missing cross references, the solution representations obtained in the above cited references
have not been utilized in scientific modelling. In contrast, a broad family of ‘time varying’ models, such as
autoregressive moving average processes (ARMA) with ‘time varying’ coefficients, represented by VC-LDEs,
employ the one sided Green’s function (Green’s function for short) for the representation of their fundamental
properties (see [7, 8, 9]). This is an alternative to the characteristic polynomial solution representation, which
has been extensively used in the case of ARMA models with constant coefficients. The latter loses its strength
when variable coefficients appear (see [7]). The broad use of the Green’s function representation for ‘time
varying’ models arises from its ability to provide elegant and generic expressions for their properties, including
asymptotic stability and efficiency, optimal forecasts, the Wold-Cra´mer decomposition and the second order
properties of these models along with the conditions that ensure their existence. Recalling that the Green’s
function defined in terms of a fundamental set of solutions remains invariant under changes of these sets,
an efficient Green’s function explicit representation depends upon the determination of a fundamental set of
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solutions such that its elements (known as linearly independent solutions or simply fundamental solutions) are
explicitly represented and computationally tractable1. The lack of such a fundamental set, in the general case,
has led to a dichotomy between the explicit representation and the recursive computation of the fundamental
properties of ‘time varying’ models.
Even though the two research paths in the literature, regarding solution representations of VC-LDEs and
linear ‘time varying’ models, have been largely increased over time, the overlap between them has not. The
results derived in this paper support common ground developments between them and provide the foundations
for a unified theory of ARMA models including deterministic and stochastic processes with constant or varying
coefficients (see [10]). An application of this theory is the modelling of stock volatilities during financial crises,
presented in [11].
In this work we provide a fundamental set of solutions associated with any arbitrary VC-LDE, whose ele-
ments are represented by banded Hessenbergians the nonzero entries of which involve the variable coefficients of
the equation. Banded Hessenbergians are computationally tractable due to the linear time complexity needed
for their calculation. The main result of this paper, proved from first principles in Theorem 2, states that
the principal determinant, which represents the first of the above mentioned fundamental solutions, is also a
Hessenbergian representation for the Green’s function. Accordingly, amongst the various determinant represen-
tations of the Green’s function by means of fundamental sets, one of these sets is identified, which yields an
explicit representation of the Green’s function as a Hessenbergian. As a notable consequence of the Green’s
function Hessenbergian structure, all other fundamental solutions and the general solution of VC-LDEs can
also be expressed in terms of the Green’s function exclusively. This reverses the standard order in which the
definition of the Green’s function presumes a fundamental set of solutions, that is the Green’s function also
yields a fundamental set. As a consequence, in formula (47) a global feature of the Green’s function is obtained:
The Green’s function H(t, s) is the building block of the general nonhomogeneous solution representation of
VC-LDEs, herein identified as the Green’s function representation of the general solution.
By replacing the Green’s function with the principal determinant in the results of the previously cited works
on time varying ARMA models, the above mentioned dichotomies are reconciled. Nested sum and Leibnizian
representations of banded Hessenbergians yield compact representations for the Green’s function, which yields
analogous representations for the general solution of VC-LDEs.
2. A Leibnizian representation for Hessenbergians
In this Section we modify Leibniz’ formula for determinants (see (1 below) to match Hessenbergian structural
specifications. The number of singed elementary products (SEPs), involved in Hessenbergians, is considerably
reduced, by eliminating the surplus zero value SEPs arising from the zero entries above the superdiagonal. In
this Leibnizian version of Hessenbergian representations, the indexes involved in the summation and product
operators range over initial segments of natural numbers.
The set Z (resp. Z∗, Z+) stands for the set of integers (resp. non-negative integers, positive integers) and C
for the algebraic field of complex numbers. The group of permutations on {1, 2, . . . , k} is denoted by Sk. The
signature sgn(ℓ) of ℓ ∈ Sk is defined as −1 if ℓ is an odd permutation of Sk and +1 if ℓ is an even one.
The compact representation of the determinant of a square matrix A = (ai,j)1≤i,j≤k over C, provided by
Leibniz combinatorial formula, is:
det(A) =
∑
ℓ∈Sk
sgn(ℓ)
k∏
i=1
ai,ℓi . (1)
The set of SEPs associated with A in formula (1) will be denoted here as SA. Every SEP in SA, denoted by
sgn(ℓ)a1,ℓ1 . . . ak,ℓk , is associated with a permutation ℓ under the bijective mapping:
Sk ∋ ℓ 7→ (sgn(ℓ)a1,ℓ1 . . . ak,ℓk) ∈ SA. (2)
The number k! of SEPs in SA follows from (2), whereas card(Sk) = k!.
The k-th order lower Hessenberg matrix Hk = (hi,j)1≤i,j≤k and the infinite order lower Hessenberg matrix
H = (hi,j)i,j≥k over C both defined by the condition hi,j = 0, whenever j − i > 1, are displayed below:
Hk =


h1,1 h1,2 0 ... 0 0
h2,1 h2,2 h2,3 ... 0 0
...
...
...
...
...
...
...
...
hk−2,1 hk−2,2 hk−2,3 ... hk−2,k−1 0
hk−1,1 hk−1,2 ck−1,3 ... hk−1,k−1 hk−1,k
hk,1 hk,2 hk,3 ... hk,k−1 hk,k

 , H =


h1,1 h1,2 0 0 0 ...
h2,1 h2,2 h2,3 0 0 ...
h3,1 h3,2 h3,3 h3,4 0 ...
...
...
...
...
...
...
...
...

 (3)
1By a computationally tractable expression, we mean an explicit form associated with an algorithm, which evaluates this form
in polynomial running time.
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From here onwards a matrix Hk is considered as a term of the infinite chain of lower Hessenberg matrices
H1 ⊏ H2 ⊏ · · · ⊏ Hk ⊏ · · · ⊏ H, where Hk ⊏ H means that Hk is a top submatrix of H consisting of the first k
rows and columns of H. The determinant of Hk for k ≥ 0 satisfies the recurrence
det(Hk) = hk,k det(Hk−1) +
k−1∑
j=1
(−1)k−jhk,j
k−1∏
i=j
hi,i+1 det(Hj−1), (4)
where det(H0) = 1 and det(H1) = h1,1 (for a proof of the recurrence formula (4) see [12]).
The entries of Hk above the superdiagonal, that is zero-valued entries satisfying j − i > 1, will be called
trivial, while the remaining entries of Hk, including superdiagonal entries, non-trivial. A SEP of det(Hk) will
be called trivial if it contains at least one trivial entry. Otherwise it is called non-trivial.
Throughout the paper the set of non-trivial SEPs associated with det(Hk) is denoted by Ek and consists
of card(Ek) = 2k−1 elements. The Hessenbergian expression is derived in (18) as a sum of the elements of Ek
associated with summation index ranging over the integer interval: Ik−1
def
= [0, 2k−1 − 1] ∩ Z
or
= [[0, 2k−1 − 1]]. In
particular, an integer function σk,j associated with Hk is constructed, which yields the suitable column index
σk,j(m) of the j-th factor in the m-th non-trivial SEP involved in the summation of (18). This factor is the
entry of Hk of the form: hj,σk,j(m), whenever σk,j(m) 6= j + 1 or −hj,σk,j(m) otherwise.
2.1. Non-trivial SEPs and their string structure
The non-trivial entries hi,j , j ≤ i, positioned below and including the main diagonal of H, will be called standard
factors, while the sign-opposite entries of the super-diagonal, i.e. the entries −hi,i+1, will be called non-standard
factors. By assigning ci,j = hi,j , whenever j 6= i+ 1, and ci,i+1 = −hi,i+1 the matrices in (3) take the form:
Hk=


c1,1 −c1,2 0 ... 0 0
c2,1 c2,2 −c2,3 ... 0 0
...
...
...
...
...
...
...
...
ck−1,1 ck−1,2 ck−1,3 ... ck−1,k−1 −ck−1,k
ck,1 ck,2 ck,3 ... ck,k−1 ck,k

 , H=


c1,1 −c1,2 0 0 0 ...
c2,1 c2,2 −c2,3 0 0 ...
c3,1 c3,2 c3,3 −c3,4 0 ...
...
...
...
...
...

 (5)
The advantage of the matrix form of Hessenbergians in (5) over that in (3) is demonstrated by the recurrence
(4), which can be rewritten in terms of the entries in (5) as
det(Hk) = ck,k det(Hk−1) +
k−1∑
j=1
k−1∏
i=j
ck,jci,i+1 det(Hj−1),
or more analytically
det(Hk)= ck,1c1,2c2,3 . . . ck−1,k det(H0) + ck,2c2,3 . . . ck−1,k det(H1) + ck,3c3,4 . . . ck−1,k det(H2)
+...+ ck,k−1ck−1,k det(Hk−2) + ck,k det(Hk−1).
(6)
The Hessenbergian recurrence in (6) exclusively involves non-trivial SEPs and every non-trivial entry is included
in at least one non-trivial SEP, say C ∈ Ek, written now as: C = c1,ℓ1 . . . ck,ℓk . This is due to the fact that
whenever the number of non-standard factors in a non-trivial SEP is even (resp. odd), the permutation associated
with this SEP is also even (resp. odd). That is, the signature of a non-trivial SEP coincides with the sign of the
product of the non-standard factors in this SEP.
We introduce the notion of “strings” associated with H. The flexibility of strings makes it convenient to
analyse pieces of non-trivial SEPs.
Definition 1 (Strings). A finite product of consecutive non-trivial factors associated with H is said to be a
string, denoted by C[j,m] = cj,ℓjcj+1,ℓj+1 . . . cm,ℓm , if there is some k ∈ Z
+ and a non-trivial SEP, say C ∈ Ek,
of Hk which includes C[j,m], that is C is of the form:
C = c1,ℓ1 . . . cj,ℓj . . . cm,ℓm︸ ︷︷ ︸ . . . ck,ℓk .
C[j,m]
An initial string determined by m is the string C[1,m], denoted as C[m].
We shall adopt the conventions: C[0] = c0,0 = h0,0 = 1 and ℓ0 = 0. The class of all initial strings determined
by i is denoted by C[i]. We assign C[0] = {c0,0}. For example, the classes C[1] and C[2] are: C[1] = {c1,1, c1,2} and
C[2] = {c1,1c2,2, c1,1c2,3, c1,2c2,1, c1,2c2,3}. Notice that the initial string c1,1c2,3 is included in the SEP c1,1c2,3c3,2,
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while the string under discussion is not a non-trivial SEP. On the other hand, every non-trivial SEP is a string,
since every SEP is included in itself. Formally C[k] consists of 2k initial strings.
A non-trivial element ci,m is said to be an immediate successor (IS) of the string C[j, i−1] = cj,ℓj . . . ci−1,ℓi−1 ,
whenever cj,ℓj . . . ci−1,ℓi−1ci,m is a string. In accordance with the above convention, the immediate successors of
c0,0 are c1,1 and c1,2. Some illustrative examples are given next: The ISs of c1,1 are c2,2 and c2,3. The ISs of c2,1
are c3,3 and c3,4, that are also the ISs of c2,2 (see Property 2 below).
The string structure of non-trivial SEPs associated with Hessenbergians, as arrays of standard and non-
standard factors, is characterized by the following properties:
Properties.
1) Every non-trivial entry ci,j of H with i > 1 is an IS of some initial string.
2) The only possible ISs of any standard factor, say ci−1,ℓi−1 , is either ci,i or ci,i+1. Thus the only standard
IS of any standard factor is ci,i.
3) If the first and last factor of the string ci−j−1,ℓi−j−1 ... ci,ℓi are standard and the other factors between
them are all non-standard, then ℓi = i− j.
Property 1 follows directly from the recurrence (6). Property 2 is derived as follows: An initial string, say
C[k] = c1,ℓ1 . . . ci−1,ℓi−1 , of H has only two ISs, since there are i+1 available non-trivial entries in the i-th row of
H minus i−1 distinct column indices of the preceding factors already used. One of these ISs is the non-standard
factor ci,i+1. Now let ci−1,ℓi−1 be any standard factor, thus ℓi−1 < i. Also if j ≥ 2 and i− j ≥ 1, then ℓi−j < i,
since ci−j,i, ..., ci−3,i, ci−2,i are all trivial entries. Accordingly, the only available (not previously used) standard
IS of ci−1,ℓi−1 is ci,i, as required. Property 3 is a generalization of Property 2 that can be shown by induction.
The last Property can be visualised as a tree diagram:
ci−j−1,ℓi−j−1
(standard)
ci−j,i−j+1
(non-standard)
ci−j+1,i−j+2
(non-standard)
...
ci−1,i
(non-standard)
ci,i−j
(standard)
ci,i+1
(non-standard)
ci−1,i−j
(standard)
ci−j+1,i−j
(standard)
ci−j,i−j
(standard)
Property 3 can be use to determine the ISs, say ci,ℓi , of a string, say ci−j−1,ℓi−j−1 ... ci−1,ℓi−1 in which ci−j−1,ℓi−j−1
is standard and the other factors are non-standard. If ci,ℓi is non-standard then it is ci,i+1. If ci,ℓi is standard
then: Write ℓi = i− j (0 ≤ j ≤ i− 1). Count the number of the non-standard factors of the string and call the
outcome n. Then set j = n in the above equation to get ℓi = i − n. This yields the standard IS of the string
ci−n−1,ℓi−n−1 ... ci−1,ℓi−1 , that is ci,i−n.
Examples: 1) Let ci−2,ℓi−2ci−1,i be a string such that ci−2,ℓi−2 is standard. As the number of non-standard
factors is j = 1, Property 3 implies that ℓi = i− 1 and so ci,ℓi = ci,i−1. 2) The standard IS of a standard factor,
say ci−1,ℓi−1 , is the entry ci,i. This follows from the fact that the number of non-standard factors between the
standard factors ci−1,ℓi−1 , ci,i is: j = 0.
2.2. Building Functions
The indexing function σk,i, yielding the compact representation of Hessenbergians (18), is defined as a composite
of two building functions: The outer building function zk,i and the inner building function τk. These building
functions are defined in terms of integer functions in the present Subsection.
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The Outer Building Function
The set of all k-arrays r = (r1, r2, . . . , rk) with components ri = 0 or 1 for 1 ≤ i ≤ k − 1 and rk = 1
is denoted by Rk. The number of elements of Rk is 2
k−1. We introduce the function fk, which maps every
C = c1,ℓ1c2,ℓ2 . . . ck,ℓk ∈ Ek, to r = (r1, r2, . . . , rk−1, 1) ∈ Rk, according to the rule: ri = 0, whenever ci,ℓi is
non-standard or ri = 1, whenever ci,ℓi is standard. Since the last factor of a non-trivial SEP is always standard,
the last component of the array r must be rk = 1. It turns out that
fk : Ek ∋ C 7→ fk(C) ∈ Rk (7)
is bijective (see Proposition A1 in Appendix A). For example a non-trivial SEP, say C = c1,1c2,3c3,2c4,5c5,6c6,4c7,7,
that is
C = h1,1(−h2,3)h3,2(−h4,5)(−h5,6)h6,4h7,7 = −h1,1h2,3h3,2h4,5h5,6h6,4h7,7,
corresponds uniquely to the array f7(C) = (1, 0, 1, 0, 0, 1, 1) and vice versa. In order to find the SEP represented
by (1, 0, 1, 0, 0, 1, 1) we must first replace 0s by the corresponding non-standard factors. Following the rule,
stated in Property 3, we replace the 1s by the corresponding standard factors as follows: The first 1 is replaced
by h1,1, as being the only standard factor in the first row. The second 1 is replaced by h3,3−1, since there is
only one 0 between two successive 1s, that is j = 1. Similarly, as j = 2, the third 1 is replaced by h6,6−2. The
last 1, as j = 0, is replaced by h7,7. Thus f
−1
7 (1, 0, 1, 0, 0, 1, 1) = C, as expected.
More generally speaking, arrays in Rk represent non-trivial SEPs in Ek, preserving their string structure, as
arrays of standard and non-standard factors.
If f−1k (r) = c1,ℓ1c2,ℓ2 . . . ci,ℓi . . . ck,ℓk , we call f
−1
k,i (r) = ci,ℓi , that is the i-th factor of the SEP . Accordingly
f−1k (r) =
∏k
i=1 f
−1
k,i (r). It turns out that if r ∈ Rk, 1 ≤ i ≤ k and 0 ≤ j ≤ i− 1, then:
f−1k,i (r)=
{
−hi,i+1 if ri = 0 and i 6= k
hi,i−j if ri=ri−j−1=1 and rm=0 for all m ∈ Z
+ : i− j ≤ m ≤ i− 1.
(8)
Notice that j indicates the number of 0s between ri−j−1, ri, provided that ri−j−1 = ri = 1 and all components
rm between them (i− j ≤ m ≤ i− 1) are 0s (rm = 0). If j = 0, on account of {m ∈ Z+ : i ≤ m ≤ i− 1} = ∅, we
have: f−1k,i (r) = hi,i. If ri = 0, then taking into account that f
−1
k,i (r) = ci,i+1 = ci,i−(−1), we obtain the unified
defining formula
f−1k,i (r1, r2, ..., ri−j−2, 1, 0, 0, ..., 0,︸ ︷︷ ︸ 1, ri+1, ..., rk−1, 1) = ci,i−j , j = −1, 0..., i− 1.
j
(9)
In the case where ri = 1 and j = i− 1 we have:
f−1k,i ( 0, 0, . . . , 0,︸ ︷︷ ︸ 1, ri+1, . . . , rk−1, 1) = ci,i−(i−1) = ci,1
i− 1
.
The definition of f−1k,i (r) reflects the string structure of non-trivial SEPs, when they are described in terms of
standard and non-standard factors.
An expression for Hessenbergians is given below:
det(Hk) =
∑
r∈Rk
k∏
i=1
f−1k,i (r). (10)
The expression in (10) consists entirely of card(Rk) = card(Ek) = 2k−1 distinct non-trivial SEPs. In what follows
we modify formula (10) to obtain an expression directly in terms of the entries ci,j in (5) and the summation is
quantified over the integer interval Ik−1 = [[0, 2
k−1 − 1]].
The function which returns the number of consecutive 0s preceding the component ri in an array r ∈ Rk is
defined by
ζk,i(r)
def
=


−1 if ri = 0 and i 6= k
j if ri−j−1=ri=1 and rm=0 for all m ∈ [[i− j, i− 1]]
i− 1 if ri=1 and rm=0 for all m ∈ [[1, i− 1]]
(11)
Recalling that
max(a1, a2) =
a1 + a2 + |a1 − a2|
2
and max{a1, a2, . . . , ai} = max{max{a1, a2}, a3, . . . , ai},
(11) can be equivalently expressed in terms of elementary functions by the unified formula:
ζk,i(r) = ri(i −max
m<i
{m · rm})− 1 (12)
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(for a proof of (12) see Proposition A2 in the Appendix). Whereas {m · rm}m<1 = ∅, we adopt the convention
max ∅ = 0. In particular, if i = 1, then: ζk,1(r) = r1(1−max ∅)− 1 = r1(1− 0)− 1 =
{
−1 If r1 = 0
0 If r1 = 1
, which
matches the definition (11).
Next, we define the integer function
zk,i(r)
def
= i− ζk,i(r). (13)
In view of (8), f−1k,i (r) = ci,i−ζk,i(r), whence:
f−1k,i (r) = ci,zk,i(r) (14)
As a demonstrative example, let r = (1, 0, . . . , 0, 1, 1, 0, 0, 1) ∈ Rk (r1 = 1). Applying definitions (11, 13 and 14),
we get: ζk,1(r) = 0, zk,1(r) = 1−0 = 1 and f
−1
k,1(r) = c1, zk,1(r) = c1,1. As r2 = r3 = ... = rk−5 = rk−2 = rk−1 = 0,
we have: ζk,2(r) = ζk,3(r) = ... = ζk,k−5(r) = ζk,k−2(r) = ζk,k−1(r) = −1 , zk,2(r) = 2− (−1) = 3, ..., zk,k−5(r) =
k − 5 − (−1) = k − 4, zk,k−2(r) = k − 2 − (−1) = k − 1, zk,k−1(r) = k − 1 − (−1) = k and f
−1
k,2(r) =
c2, zk,2(r) = c2,3, ..., f
−1
k,k−5(r) = ck−5,zk,k−5(r) = ck−5,k−4, f
−1
k,k−2(r) = ck−2,zk,k−2(r) = ck−2,k−1, f
−1
k,k−1(r) =
ck−1, zk,k−1(r) = ck−1,k. The number of preceding consecutive 0s of rk−4 = 1 is k − 6, thus: ζk,k−4(r) = k − 6,
zk,k−4(r) = k− 4− (k− 6) = 2, and f
−1
k,k−4(r) = ck−4,zk,k−4(r) = ck−4,2. The number of preceding consecutive 0s
of rk−3 = 1 is zero, thus ζk,k−3(r) = 0, zk,k−3(r) = k− 3− 0 = k− 3, and f
−1
k,k−3(r) = ck−3,zk,k−3(r) = ck−3,k−3.
Finally, as the number of preceding consecutive 0s of rk = 1 is 2 we have: ζk,k(r) = 2, zk,k(r) = k − 2 and
f−1k,k(r) = ck, zk,k(r) = ck,k−2. Hence,
f−1k (1, 0, . . . , 0, 1, 1, 0, 0, 1) = c1,1c2,3...ck−5,k−4ck−4,2ck−3,k−3ck−2,k−1ck−1,kck,k−2.
Taking into account (14), the formula (10) can be expressed as
det(Hk) =
∑
r∈Rk
k∏
i=1
ci, zk,i(r), (15)
that is an expression for det(Hk) solely in terms of non-trivial entries of Hk in (5)
The Inner Building Function
The inner building function τk is employed to replace the indexing set Rk in (15) with the integer indexing set
Ik−1 = [[0, 2
k−1 − 1]].
Let κ ∈ Z∗ and λ ∈ Z+. The largest integer not greater than the rational number
κ
λ
can be denoted with
the aid of the floor function as ⌊κ/λ⌋. Also ⌈κ/λ⌉ will stand for the smallest integer not less than κ/λ. Formally
⌊κ/λ⌋ is the quotient of the Euclidean division of κ by λ. If m, k ∈ Z∗, the integer (m mod k) denotes the
remainder of the division of m by k. Two integers x, y are congruent modulo k if x mod k = y mod k and in
this case we write: x ≡ y mod k. Trivially m mod 2 =
{
0 If m is even
1 If m is odd
. The function τk is defined by:
τk(m)
def
= (⌊m :2k−2⌋mod 2, ⌊m :2k−3⌋mod 2, . . . , ⌊m :20⌋mod 2, 1), m ∈ Ik−1. (16)
Formally τk maps integers from Ik−1 to Rk in one to one fashion. Recalling the identity p mod 2 = p − 2⌊
p
2⌋,
we can rewrite (16) in terms of elementary functions as
τk(m)=(⌊m : 2k−2⌋−2⌊
⌊m:2k−2⌋
2 ⌋, ⌊m : 2
k−3⌋−2⌊ ⌊m:2
k−3⌋
2 ⌋, . . . , ⌊m : 2
0⌋−2⌊ ⌊m:2
0⌋
2 ⌋, 1). (17)
If k = 1, then τ1 : I0 7→ R1 is defined by: τ1(0) = (1).
2.3. Leibnizian representation for Hessenbergians
For each pair (i, k) for 1 ≤ i ≤ k, we define the function
σk,i(m)
def
= zk,i ◦ τk(m), for m ∈ Ik−1,
that is a composite of elementary functions defined over intervals of integers. This induces the following bijective
mapping:
Ik−1 ∋ m 7→ (c1,σk,1(m)c2,σk,2(m) . . . ck,σk,k(m)) ∈ Ek
This has to be compared with the bijective mapping in (2).
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Theorem 1. A compact representation of the k-th order Hessenbergian det(Hk) in terms of non-trivial entries
of Hk, defined in (5), is :
det(Hk) =
2k−1−1∑
m=0
k∏
j=1
cj,σk,j(m). (18)
Proof. As τk : Ik−1 ∋ m 7→ τk(m) ∈ Rk is bijective, every r ∈ Rk can be replaced in (15) by τk(m), m ∈ Ik−1.
Thus
det(Hk)=
∑
r∈Rk
k∏
j=1
cj,zk,j(r)=
2k−1−1∑
m=0
k∏
j=1
cj,zk,j(τk(m))=
2k−1−1∑
m=0
k∏
j=1
cj,σk,j(m),
as claimed.
This is also an explicit alternative to the recurrence formula (4) for the k-th order Hessenbergian. An
algorithm associated with a computer program are presented in Appendix B (Algorithm 1). The program is
formulated by the Mathematica symbolic language and expands the formula (18) yielding an equivalent result
to that obtained directly by algorithms evaluating determinants, including the recurrence in (4).
3. A Fundamental Set of Solutions and the Principal Determinant
A fundamental set of solutions associated with VC-LDEs plays a dominant role in the explicit representation of
the solution of VC-LDEs. The existence of such sets is theoretically guaranteed by the Fundamental Theorem of
VC-LDEs (see [13] pp. 74). As a consequence of the superposition principle (see the previously cited reference) the
homogeneous solution of VC-LDEs is expressed as a linear combination of fundamental solutions with coefficients
arbitrary constants determined by the initial conditions. Both the companion matrix product definition and the
determinant definition of the Green’s function (see [14] pp 39 eq. (2.6) and/or [15] pp 77 eq. (2.11.7)) require a
set of p fundamental solutions. Yet, the Green’s function states invariant of the choice of the fundamental set.
Therefore, having a fundamental set at our disposal, the Green’ function can be explicitly expressed.
In this Section we provide such a fundamental set of solutions and we identify the principal determinant as a
Hessenbergian representation of the first fundamental solution. We show in formula (31) that every fundamental
solution can be exclusively expressed in terms of the principal determinant and the equation coefficients.
Let α ∈ Z and Zα = {α, α + 1, ..., }. By assigning τ
def
= α + p − 1, then [[α, α + p − 1]] = [[τ − p + 1, τ ]] and
Zτ−p+1 = {τ − p + 1, τ − p + 2, ...} = Zα. A function yt for t ∈ Zτ−p+1 that satisfies the homogeneous linear
difference equation of order p
yt =
p∑
m=1
φm(t)yt−m, (19)
is called solution of eq. (19) on Zτ−p+1. Assuming that {yτ−p+1, ..., yτ} are arbitrary but fixed initial values,
the solution yt is uniquely defined on Zτ−p+1.
One of the objectives of this Section is to provide an explicit form to the solution function yt of eq. (19) on
Zs−p+1, whenever s ≥ τ , in terms of the coefficients {φm(t)}1≤m≤p and the prescribed values {ys−m+1}1≤m≤p.
Notice that if s > τ and the prescribed values {ys−1, ys−2, ..., yτ+1} are solutions of eq. (19) on Zτ−p+1, then
yt is also a solution of eq. (19) on Zτ−p+1.
3.1. Fundamental set of solutions
In all that follows we assume that s is and arbitrary but fixed integer such that s ≥ τ . We associate (19) with
the set of p functions {ξ
(1)
t,s , ξ
(2)
t,s , ..., ξ
(p)
t,s } for t ∈ Zs−p+1, defined by
ξ
(m)
t,s =


det(Φ
(m)
t,s ) If t > s
1 If t = s−m+ 1
0 If s− p+ 1 ≤ t ≤ s and t 6= s−m+ 1
(20)
where
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Φ
(m)
t,s =


φm(s+ 1) −1
φm+1(s+ 2) φ1(s+ 2)
. . .
...
...
. . .
. . .
φp(s+ p−m+ 1) φp−m(s+ p−m+ 1)
. . .
. . .
...
. . .
. . .
. . .
φp(s+ p+ 1)
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . .
φp(t− 1) φp−1(t− 1) · · · −1
φp(t) · · · φ1(t)


. (21)
Here and in what follows empty spaces in a matrix have to be replaced by zeros. The matrix Φ
(m)
t,s is a lower
Hessenberg matrix (see also (3)) of order k = t − s. It is also a banded matrix, with total bandwidth p + 1
(the number of the non-zero diagonals; those comprising at least one non-zero entry), upper bandwidth 1 (the
number of non-zero super-diagonals) and lower bandwidth p− 1 (the number of non-zero sub-diagonals). Thus,
Φ
(m)
t,s is a banded lower Hessenberg matrix of total bandwidth p + 1. Formally ξ
(m)
t,s for t > s is a banded
Hessenbergian (determinant of a banded lower Hessenberg matrix) associated with initial values:
ξ
(m)
s−m+1,s = 1 and ξ
(m)
s−i,s = 0, whenever 0 ≤ i ≤ p− 1 and i 6= m− 1. (22)
Taking into account that Φ
(m)
t,s in (21) is a banded Hessenberg matrix, the matrix Ht−s in (5) can be identified
with Φ
(m)
t,s under the assignment:
ci,j =


φi−j+1(s+ i) if j > 1 and 1 ≤ i− j + 1 ≤ p
φi−1+m(s+ i) if j = 1 and 1 ≤ i ≤ p−m+ 1
1 if j = i+ 1
0 otherwise
(23)
Proposition 1. Every function ξ
(m)
t,s (1 ≤ m ≤ p) on Zs−p+1 solves (19) with initial values given in (22).
Proof. We examine the cases:
i) Let 1 ≤ t − s ≤ p −m + 1. This inequality can be equivalently written as m ≤ t − s − 1 +m ≤ p, whence
φt−s−1+m(t) ∈ {φm(t), φm+1(t), ..., φp(t)}. Moreover, taking into account that t− s − 1 +m ≥ t− s ≥ ... ≥ 1,
we infer from (23) that:
ci,i+1 = 1, ct−s,1 = φt−s−1+m(t), ct−s,2 = φt−s−1(t), ct−s,3 = φt−s−2(t), ..., ct−s,t−s−1 = φ2(t), ct−s,t−s = φ1(t).
Substituting the above values of ci,js and replacing det(Ht−s) with ξ
(m)
t,s in the recurrence (6), the latter takes
the form:
ξ
(m)
t,s = φt−s+m−1(t)ξ
(m)
s−m+1,s + φt−s−1(t)ξ
(m)
s+1,s + ...+ φ2(t)ξ
(m)
t−2,s + φ1(t)ξ
(m)
t−1,s
= φ1(t)ξ
(m)
t−1,s + φ2(t)ξ
(m)
t−2,s + ...+ φt−s−1(t)ξ
(m)
s+1,s + φt−s+m−1(t)ξ
(m)
s+1−m,s
ii) Let t− s > p−m+ 1. As t− s+m− 1 > p, it follows that φt−s−1+m(t) /∈ {φ1(t), ..., φp(t)}. We infer from
(23) that:
ct−s,1 = 0, ..., ct−s,t−s−p = 0, ct−s,t−s−p+1 = φp(t), ..., ct−s,t−s−1 = φ2(t), ct−s,t−s = φ1(t).
Substituting the above values of ci,js and replacing det(Ht−s) with ξ
(m)
t,s in the recurrence (6), the latter takes
the form:
ξ
(m)
t,s = φp(t)ξ
(m)
t−p,s + φp−1(t)ξ
(m)
t−p+1,s + ...+ φ2(t)ξ
(m)
t−2,s + φ1(t)ξ
(m)
t−1,s
= φ1(t)ξ
(m)
t−1,s + φ2(t)ξ
(m)
t−2,s + ...+ φp(t)ξ
(m)
t−p,s
In both cases ξ
(m)
t,s satisfies (19), as required.
Proposition 2. The set Ξs = {ξ
(m)
t,s }1≤m≤p of solutions defined on Zs−p+1 is a fundamental set of solutions
associated with 19).
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Proof. It suffices to verify that the set Ξs is linearly independent. Let us consider the function of Casorati
matrices associated with the set Ξs:
Ξt,s =


ξ
(1)
t,s ξ
(2)
t,s ... ξ
(p)
t,s
ξ
(1)
t−1,s ξ
(2)
t−1,s ... ξ
(p)
t−1,s
...
...
...
...
...
...
ξ
(1)
t−p+1,s ξ
(2)
t−p+1,s ... ξ
(p)
t−p+1,s

 . (24)
Definition (20) entails that the matrix Ξs,s is the identity matrix of order p, that is Ξs,s = Ip. Therefore the
first Casoratian |Ξs,s|, of the set Ξs is |Ξs,s| = 1 6= 0. It follows that |Ξt,s| 6= 0 for all t ≥ s (see Elaydi (2005)
Corollary 2.14. applied for n0 = s−p+1) and the set Ξs is linearly independent . Moreover, since the dimension
of the homogeneous solution space of (19) is p, Ξs generates the homogeneous solution space, that is Ξs is a
fundamental set of solutions for eq. (19).
As the Casoratian |Ξt,s| 6= 0 for all t ≥ s, the next corollary follows immediately:
Corollary 1. The matrix Ξt,s is invertible (or non-singular) for all t ≥ s.
Proposition 3. The solution yt on Zs−p+1 of eq. (19) is given by
yt =
p∑
m=1
ξ
(m)
t,s ys−m+1, (25)
where {ys−m+1}1≤m≤p are prescribed values.
Proof. As Ξs, defined in Proposition 2, is a fundamental set, every solution can be expressed as:
yt =
p∑
m=1
amξ
(m)
t,s , for all t : t ≥ s− p+ 1. (26)
It suffices to show that for each fixed s the equality am = ys+1−m holds for all m : 1 ≤ m ≤ p. Since
s+ 1−m ≥ s+ 1− p, it follows that (s+ 1−m) ∈ Zs−p+1, therefore we can apply (26) for t = s+ 1−m. In
view of (22) it follows from (26) that: ys+1−m =
∑p
i=1 aiξ
(i)
s+1−m,s = amξ
(m)
s+1−m,s = am, as claimed.
3.2. Principal Determinant
Definition 2. The principal matrix is denoted by Φt,s and is defined by setting in (21) m = 1, that is Φt,s = Φ
(1)
t,s ,
whenever t > s. The principal determinant is defined as the determinant of Φt,s, which can be derived by setting
m = 1 in (20), that is : ξt,s
def
= ξ
(1)
t,s .
In Proposition 4, we show a global feature of the principal determinant ξt,s, that is every fundamental
solution ξ
(m)
t,s can be expressed in terms of ξt,s. In order to simplify proofs, in place of banded Hessenbergians,
we shall use full Hessenbergians ξ
(m)
t,s = det(Φ
(m)
t,s ), where
Φ
(m)
t,s =


φm(s+ 1) −1
φm+1(s+ 2) φ1(s+ 2)
. . .
φm+2(s+ 3) φ2(s+ 3)
. . .
. . .
...
...
. . .
. . .
. . .
φm+t−s−2(t− 1) φt−s−2(t− 1) · · · φ2(t− 1) φ1(t− 1) −1
φm+t−s−1(t) φt−s−1(t) · · · φ3(t) φ2(t) φ1(t)


for t > s, (27)
coupled with the convention
φi(t) = 0, whenever i > p and for all t ∈ Z. (28)
Under this convention full Hessenbergians turn into banded ones.
First we state and prove the following Lemma:
Lemma 1. i) The cofactor of the coefficient φm+i−1(s+ i) in the first column of Φ
(m)
t,s coincides with ξt,s+i.
ii) The cofactor of the coefficient φi(t), in the last row of ξ
(m)
t,s coincides with ξ
(m)
t−i,s.
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Proof. i) The minor of the (1, 1) entry of Φ
(m)
t,s (occupied by φm(s + 1)), is the determinant of the submatrix
of Φ
(m)
t,s formed by deleting the first row and column of Φ
(m)
t,s yielding: ξt,s+1. This multiplied by (−1)
1+1 yields
the cofactor of φm(s+1): Cof(1, 1) = (−1)
1+1ξt,s+1 = ξt,s+1. In what follows we assume that i > 1. The minor
of the (i, 1) entry of Φ
(m)
t,s , occupied by φm+i−1(s+ i), is:
M
(0)
i,1 =
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
−1
φ1(s + 2) −1
φ2(s + 3) φ1(s + 3)
...
...
φi−2(s + i − 1) φi−3(s + i − 1) ... −1
φi(s+ i + 1) φi−1(s + i + 1) ... φ2(s + i + 1) φ1(s + i + 1) −1
...
...
...
...
φt−s−2(t− 1) φt−s−3(t− 1) · · · φt−1−s−i(t − 1) φt−2−s−i(t − 1) φt−3−s−i(t − 1) · · · φ1(t − 1) −1
φt−s−1(t) φt−s−2(t) ... φt−s−i(t) φt−1−s−i(t) φt−2−s−i(t) ... φ2(t) φ1(t)
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
,
We observe that the main-diagonal elements (i, i) of M
(0)
i,1 up to the entry (i− 1, i− 1) are (−1)s. Notice that
the next diagonal element to the (i − 1)-th diagonal (−1) is φ1(s + i + 1). Deleting the first row and column
of M
(0)
i,1 the determinant of the resulting submatrix is the minor of the (1, 1) entry of M
(0)
i,1 , denoted by: M
(1)
i,1 .
Proceeding in this way we will denote by M
(j)
i,1 , the minor of the (1, 1) entry of M
(j−1)
i,1 for 1 ≤ j ≤ i − 1. Thus
expanding M
(j−1)
i,1 along the first row, we obtain the recurrence:
M
(j−1)
i,1 = (−1)M
(j)
i,1 (29)
for j = 1, ..., i− 1. In particular, if j = 1 the recurrence (29) gives M
(0)
i,1 = (−1)M
(1)
i,1 . Taking into account that
the minor of the (1, 1) entry of M
(i−2)
i,1 is
M
(i−1)
i,1 =
∣∣∣∣∣∣∣∣∣∣∣
φ1(s+ i+ 1) −1
φ2(s+ i+ 2) φ1(s+ i + 2) −1
...
...
...
φt−2−s−i(t− 1) φt−3−s−i(t− 1) · · · φ1(t− 1) −1
φt−1−s−i(t) φt−2−s−i(t) · · · φ2(t) φ1(t)
∣∣∣∣∣∣∣∣∣∣∣
= ξt,s+i,
the recurrence (29) yields:
M
(0)
i,1 = (−1)M
(1)
i,j = (−1)
2M
(2)
i,j = ... = (−1)
i−1M
(i−1)
i,j = (−1)
i−1ξt,s+i. (30)
Accordingly the cofactor of the (i, 1) entry of Φ
(m)
t,s is Cof(i, 1) = (−1)
i+1(−1)i−1ξt,s+i = ξt,s+i, as claimed.
ii) Working similarly with the last row in place of the first column of Φ
(m)
t,s the result follows.
Proposition 4. The fundamental solutions ξ
(m)
t,s expressed in terms of the principal determinant are given by
ξ
(m)
t,s =
p−m+1∑
j=1
φm+j−1(s+ j)ξt,s+j . (31)
Proof. As a direct consequence of Lemma 1(i), the cofactor expansion of ξ
(m)
t,s along the first column gives:
ξ
(m)
t,s =
p∑
r=m
φr(s+ 1 + r −m)ξt,s+1+r−m. This can be equivalently written as
ξ
(m)
t,s =
p−m+1∑
r=1
φm−1+r(s+ r)ξt,s+r ,
as required.
Notice also that as a direct consequence of Lemma 1(ii), the cofactor expansion of ξ
(m)
t,s along the last row
gives
ξ
(m)
t,s = φ1(t)ξ
(m)
t−1,s + φ2(t)ξ
(m)
t−2,s + ...+ φp(t)ξ
(m)
t−p,s.
This re-establishes Proposition 1.
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4. A Hessenbergian representation of the Green’s function
In this Section we show that the Green’s function H(t, s) associated with eq. (19) coincides with ξt,s defined
in (2) for every t, s ∈ Z with t ≥ s − p + 1 and s ≥ τ . Therefore H(t, s) for t ≥ s + 1 can be represented by a
Hessenbergian, that is the principal determinant ξt,s. It is worth noted that the nonzero entries of the principal
matrix Φt,s (see Definition 2), which occurred below and including the main diagonal, are the variable coefficients
of eq. (19), while the entries in the superdiagonal are (−1)s. Moreover, we provide explicit representations for
the entries of the product of companion matrices as well as for the general solution of eq. (19).
There are two approaches to the Green’s function representation: The companion matrix product definition
and its more explicit determinant equivalent, expressed as a quotient of two determinants whose entries involve
fundamental solutions (see [14]). Our proving process for the main result of this Section uses the companion
matrix product definition, proposed by Miller (see [14] pp. 39), in which H(t, s) is identified as the entry in the
left upper corner of the companion matrix product. Following his notation, the companion matrix associated
with (19) is defined by:
Γt =


φ1(t) φ2(t) ... φp−1(t) φp(t)
1 0 ... 0 0
0 1 ... 0 0
. . ... . .. . ... . .. . ... . .
0 0 ... 1 0

 (32)
Let Yt be the p dimensional solution vector associated with (19) that is Yt = (yt, yt−1, ..., yt−p+1)
′. Now (19)
takes the equivalent vector form:
Yt = Γt Yt−1.
Let Ys = (ys, ys−1, ..., ys−p+1)
′ be the solution vector such that s ≥ τ . In particular, if s = τ , then Yτ is the
initial condition vector. If t > s ≥ τ , then the product of companion matrices (also known as fundamental
matrix) is given by
Ft,s
def
=
t−1∏
i=s
Γt−i+s,
and satisfies
Yt = Ft,s Ys. (33)
The Green’s function H(t, s) associated with (19) is defined to be the entry in the upper left-hand corner of
Ft,s, that is
H(t, s)
def
= E′1 Ft,s E1,
where E1 is the column unit vector: E1 = (1, 0, ..., 0)
′. This is the matrix definition of the Green’s function.
Before proving the main result of this Section in Theorem 2, we recall an elementary result from linear
algebra:
Remark 1. Let A,B be k × k complex matrices. If A X = B X for all X ∈ Ck , then A = B.
Theorem 2. The Green’s function H(t, s) associated with (19) coincides with the principal determinant ξt,s,
that is H(t, s) = ξt,s for all t, s ≥ τ and t ≥ s − p + 1. In particular, if t > s, then H(t, s) takes the banded
Hessenbergian form:
H(t, s) = det


φ1(s+ 1) −1
φ2(s+ 2) φ1(s+ 2) −1
...
. . .
. . .
. . .
...
...
. . .
. . .
. . .
φp(s+ p) φp−1(s+ p) · · ·
. . .
. . .
. . .
φp(s+ p+ 1)
. . . · · ·
. . .
. . . −1
. . . φp−1(t− 1) · · · φ2(t− 1) φ1(t− 1) −1
φp(t) · · · · · · φ2(t) φ1(t)


(34)
Proof. Let s ≥ t ≥ s − p + 1. Then by definition H(s, s) = ξs,s = 1 and H(t, s) = ξt,s = 0, whenever
s > t ≥ s− p + 1. Let t > s. Applying (25) for t, t − 1, ..., t− p + 1, the components of the solution vector Yt
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associated with (19) are given by:
yt = ξ
(1)
t,s ys + ξ
(2)
t,s ys−1 + ...+ ξ
(p)
t,s ys−p+1
yt−1 = ξ
(1)
t−1,sys + ξ
(2)
t−1,sys−1 + ...+ ξ
(p)
t−1,sys−p+1
...
...
...
...
...
yt−p+1 = ξ
(1)
t−p+1,sys + ξ
(2)
t−p+1,sys−1 + ...+ ξ
(p)
t−p+1,sys−p+1
The above equations can be expressed in a vector equation form as
Yt = Ξt,s · Ys, (35)
where Ξt,s is defined in (24). A comparison of (33) and (35), on account of the uniqueness of the solution vector
Yt for any Ys ∈ Cp and any s such that t > s ≥ τ , implies: Ξt,s Ys = Ft,s Ys. It follows from Remark 1 that
Ξt,s = Ft,s. (36)
Accordingly
H(t, s) = E′1 Ft,s E1 = E
′
1 Ξt,s E1 = ξ
(1)
t,s = ξt,s,
as asserted.
An alternative indirect proof to Theorem 2 is presented at the end of Appendix A. A combination of (24)
and (36), yields the following Corollary:
Corollary 2. The product of companion matrices can be explicitly expressed as
Ft,s =


ξ
(1)
t,s ξ
(2)
t,s ... ξ
(p)
t,s
ξ
(1)
t−1,s ξ
(2)
t−1,s ... ξ
(p)
t−1,s
. . ... .. . ... .. . ... .
ξ
(1)
t−p+1,s ξ
(2)
t−p+1,s ... ξ
(p)
t−p+1,s

 (37)
Applying (31) to (25) and using H(t, s) in place of ξt,s, the solution, say ht on Zs−p+1 of (19) yields the
following expression involving the Green’s function
ht =
p∑
m=1
p−m+1∑
j=1
φm+j−1(s+ j)H(t, s+ j)hs−m+1. (38)
where hs−m+1 for m = 1, 2, ..., p are prescribed values.
5. Compact representations for the Green’s function
In this Section we apply the most recently compact representations for Hessenbergians to derive corresponding
representations for the Green’s function. The first concerns the nested sum representation (see [6]) and the
second the Leibnizian representation of Hessenbergians introduced here in (18).
5.1. Nested sum representation
Following the notation of the above cited reference, we consider the k × k full Hessenbergian with elements
(hi,j)1≤i,j≤k and hi,i+1 = −1. The nested sum representation for the determinant of Hk is given by
det(Hk) = hk,1 +
k∑
j=2
k∑
k1=j
k1−1∑
k2=j−1
...
kj−2−1∑
kj−1=2
hk,k1
j−1∏
m=2
hkm−1−1,kmhkj−1−1,1. (39)
Applying (23) with m = 1 we get
hi,j =


φi−j+1(s+ i) if 1 ≤ i− j + 1 ≤ p
−1 if i− j + 1 = 0
0 otherwise
(40)
Under the assignment (40) the matrix Ht−s in (3) (applied with k = t − s), is identical to the matrix Φt,s in
(21). A few distinct terms are provided below:
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h1,1 = φ1(s+ 1), h1,2 = −1, h2,1 = φ2(s+ 2), ht−s,t−s = φ1(t) and ht−s,1 =
{
φt−s(t) if t− s ≤ p
0 if t− s > p
.
Extending the coefficient list {φ1(t), ..., φp(t)} by assigning
φ0(t) = −1 and φm(t) = 0, whenever m > p, and for all t, (41)
the assignment in (40) takes the unified form:
hi,j = φi−j+1(s+ i) for 1 ≤ i, j ≤ p. (42)
Applying (42) to (39) the nested sum representation of H(t, s) takes the form:
H(t, s) = φt−s(t)+
t−s∑
j=2
t−s∑
k1=j
k1−1∑
k2=j−1
...
kj−2−1∑
kj−1=2
φt−s−k1+1(t)
j−1∏
m=2
φkm−1−km(s+km−1−1)φkj−1−1(s+kj−1−1), (43)
provided that (41) holds.
5.2. Leibnizian representation
The formula of full Hessenbergians in (18), applied with (41) and (42), yields the Leibnizian compact represen-
tation of H(t, s) and is given by:
H(t, s) =
2t−s−1−1∑
m=0
t−s∏
i=1
φi−σt−s,i(m)+1(t). (44)
6. Green’s function representation for the general solution of VC-LDEs
In this Section, we derive the Green’s function representation of the solution for nonhomogeneous VC-LDEs of
order p, that is, equations of the following form
yt =
p∑
m=1
φm(t)yt−m + vt, (45)
where vt stands for the forcing term. Moreover, we show the equivalence between the Green’s function represen-
tation of the solution of (45) and the single determinant representation of the solution, established by Kittappa
in [3].
The solution pt of eq. (45) subject to zero initial values, that is ps = ps−1 = ... = ps−p+1 = 0, can be
explicitly expressed in terms of the Green’s function H(t, s) (see also [14] pp 40, eqs. (2.8), (2.9))2:
pt =
t∑
j=s+1
H(t, j)vj =
t−s∑
j=1
H(t, s+ j)vs+j . (46)
6.1. General nonhomogeneous solution
Adding (38) and (46), we obtain the general nonhomogeneous solution yt = ht + pt of (45), in terms of the
Green’s function H(t, s), the varying coefficients φm(t), the forcing terms vt, and the prescribed values ys−m+1
for 1 ≤ m ≤ p :
yt =
p∑
m=1
p−m+1∑
j=1
φm+j−1(s+ j)H(t, s+ j)ys−m+1 +
t−s∑
j=1
H(t, s+ j)vs+j . (47)
An algorithm associated with a computer program are provided in Appendix B (Algorithm 2). The program is
formulated by the Mathematica symbolic language and expands the formula (47) yielding an equivalent result
to that obtained directly by recursion.
2Notice that Miller uses the notation q = p, α+ q = s+ 1 (or α = s− p+ 1), yielding pt =
∑t
j=α+q H(t, j)vj .
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6.2. Equivalent determinant representations
In the proof of Proposition 6, the following result is used:
Proposition 5. The particular solution in (46) can be represented as a Hessenbergian:
pt =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
vs+1 −1
vs+2 φ1(s+ 2)
...
...
. . .
vs+p−m+1 φp−m(s+ p−m+ 1)
. . .
...
...
. . .
. . .
vs+p+1 φp(s+ p+ 1)
. . .
. . .
...
. . .
. . .
. . .
vt−1 φp−1(t− 1) · · · −1
ut φp(t) · · · φ1(t)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(48)
Proof. Taking into account that the cofactor of vs+i is ξt,s+i, by expanding (48) along the first column and then
replacing H(t, s+ j) with ξt,s+j , we infer that
∑t−s
j=1 vs+jξt,s+j =
∑t−s
j=1H(t, s+ j)vs+j . The result follows from
(46).
The equivalence of the solution representations is shown below:
Proposition 6. The Green’s function solution representation in (47) is equivalent to the single determinant
solution representation of eq. (45) provided in [3].
Proof. Using in place of (38) its equivalent in (25) and in place of (46) its equivalent in (48), the solution in
(47) takes the form:
yt =
p∑
m=1
ys−m+1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
φm(s+ 1) −1
φm+1(s+ 2) φ1(s+ 2)
...
...
φp(s+ p−m+ 1) φp−m(s+ p−m+ 1)
. . .
...
φp(s+ p+ 1)
. . .
. . .
. . .
. . .
. . .
φp−1(t− 1) · · · −1
φp(t) · · · φ1(t)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
+
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
vs+1 −1
vs+2 φ1(s+ 2)
...
...
. . .
vs+p−m+1 φp−m(s+ p−m+ 1)
. . .
...
...
. . .
. . .
vs+p+1 φp(s+ p+ 1)
. . .
. . .
...
. . .
. . .
. . .
vt−1 φp−1(t− 1) · · · −1
ut φp(t) · · · φ1(t)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(49)
14
As a result of the multi-linearity Property of determinants, (49) takes the form:
yt =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
p∑
m=1
ys−m+1φm(s+ 1) + vs+1 −1
p∑
m=1
ys−m+1φm+1(s+ 2) + vs+2 φ1(s+ 2)
...
...
p∑
m=1
ys−m+1φp(s+ p−m+ 1) + vs+p−m+1 φp−m(s+ p−m+ 1)
. . .
...
...
. . .
. . .
vs+p+1 φp(s+ p+ 1)
. . .
. . .
. . .
...
. . .
. . .
. . .
vt−1 φp−1(t− 1) · · · −1
vt φp(t) · · · φ1(t)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
The latter expression is identified as the single determinant solution representation established in [3].
7. Compact representations for the general solution of VC-LDEs
Leibnizian and nested sum representations for the general solution of nonhomogeneous VC-LDEs are demon-
strated below.
Applying (44) to (47), a Leibnizian representation to the general solution of eq. (45) is of the form:
yt =
p∑
m=1
ys−m+1
p−m+1∑
j=1
φm+j−1(s+ j)
2t−s−j−1−1∑
q=0
t−s−j∏
i=1
φi−σt−s−j,i(q)+1(t)
+
t−s∑
j=1
vs+j
2t−s−j−1−1∑
q=0
t−s−j∏
i=1
φi−σt−s−j,i(q)+1(t).
(50)
The Leibnizian representation of the Green’s function H(t, s+j) =
2t−s−j−1−1∑
q=0
t−s−j∏
i=1
φi−σt−s−j,i(q)+1(t), occurred
in both terms of the above formula, can be evaluated by applying the algorithm in Appendix ?? along with the
assignment in (40). As a consequence, the above mentioned algorithm can be directly extended to evaluate the
solution in (50) for each given set of initial conditions {ys−m+1}1≤m≤p.
Applying (43) to (47), we obtain a nested sum representation for the general solution of eq. (45):
yt =
p∑
m=1
ys+i−m+1
p−m+1∑
i=1
φm+i−1(s+ i)
(
φt−s−i(t) +
t−s−i∑
j=2
t−s−i∑
k1=j
k1−1∑
k2=j−1
...
kj−2−1∑
kj−1=2
φt−s−i−k1+1(t)
·
j−1∏
m=2
φkm−1−km(s+ i+ km−1 − 1)φkj−1−1(s+ i+ kj−1 − 1)
)
+
t−s∑
i=1
vs+i
(
φt−s−i(t) +
t−s−i∑
j=2
t−s−i∑
k1=j
k1−1∑
k2=j−1
...
kj−2−1∑
kj−1=2
φt−s−i−k1+1(t)
·
j−1∏
m=2
φkm−1−km(s+ i+ km−1 − 1)φkj−1−1(s+ i+ kj−1 − 1)
)
.
(51)
A comparison between (50) and (51) indicates both structural and computational advantages of the Leibnizian
over the nested sum representation for the solution of VC-LDEs in eq. (45).
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Appendices
In the Appendix A, we provide proofs for some statements and formulas referred to in the paper. In Appendix
B, we provide the algorithm which builds and verifies the Leibnizian compact representation of Hessenbergians
in (18).
Appendix A Proofs of Propositions
Proposition A1. The function fk : Ek 7→ Rk defined in (7) is bijective.
Proof. As the set Rk and the set Ek have the same number of elements (2k−1) it suffices to show that fk is
injective. Let us consider C = c1,ℓ1c2,ℓ2 . . . ck,ℓk and P = c1,l1c2,l2 . . . ck,ln in Ek such that fk(C) = fk(P ). We
need to show that C = P or equivalently that ℓ = l. Let us call fk(C) = fk(P ) = r, where r = (r1, r2, ..., rk−1, 1).
We examine the following cases:
I) Let ri = 0. The definition of fk implies that the i-th non-trivial factor of C and P is non-standard. As there
is only one such factor, which is the entry (i, i+ 1), it must be the factor ci,i+1. Thus ℓi = li = i+ 1.
II) Let ri = 1. The definition of fk implies that the i-th non-trivial factors of C and P , say ci,ℓi and ci,li ,
are standard. According to Property 3, ci,ℓi and ci,li are the standard ISs of corresponding initial strings
determined by the number of the consecutive non-standard predecessors of ci,ℓi and ci,li , say n1, n2,
respectively. Let j be the number of consecutive zero predecessors of ri = 1 in r. As the non-standard
elements of C and P are mapped via fk to 0s, it follows that n1 = n2 = j. Accordingly ℓi = li = i− j.
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Therefore in all cases ℓi = li, whence C = P as required.
Proposition A2. The function ζk,i(r) in (11) can be expressed in an unified form as:
ζk,i(r) = ri(i− max
1≤j<i
{j · rj})− 1 (A.1)
Proof. Let us call zk,i(r) = ri(i− max
1≤j<i
{j · rj})− 1, while ζk,i(r) is given by (11). We shall show that zk,i(r) =
ζk,i(r) for all r = (r1, r2, ..., ri, ..., rk−1, 1) ∈ Rk.
i) Let ri = 0. Then a simple evaluation gives zk,i(r) = −1 = ζk,i(r).
ii) Let ri = 1. We examine the following cases:
a) Let max
1≤j<i
{j · rj} = 0. Then rj = 0 for all j such that 1 ≤ j < i. Applying the formula of zk,i(r) we get
zk,i(r) = i− 1 = ζk,i(r).
b) Let max
1≤j<i
{j · rj} = M for M > 0. Then we can write:
{j · rj}1≤j<i = {1r1, ..., (M − 1)rM−1,MrM , (M + 1)rM+1, ..., (i− 1)ri−1}.
The assumption implies that rM = 1; for if otherwise
max{1r1, ..., (M − 1)rM−1, 0, (M + 1)rM+1, ..., (i − 1)ri−1} 6= M.
Moreover rM+1 = rM+2 = ... = ri−1 = 0 ; for if otherwise max
1≤j<i
{j · rj} > M . Thus
{j · rj}1≤j≤i = {1r1, ...,MrM , 0, ..., 0, iri}.
As the number of consecutive 0s between rM and ri is i−M − 1, Definition (11) gives ζk,i(r) = i−M − 1.
Also the formula of zk,i(r) yields zk,i(r) = ri(i−M)−1 = 1(i−M)−1 = i−M−1, whence zk,i(r) = ζk,i(r).
The proof of Proposition is complete.
An alternative proof to Theorem 2.
It is well known that the Green’s function H(t, s) for t > s solves the homogeneous equation (19), assuming
the initial values H(s, s) = 1 and H(s− i, s) = 0 for i = 1, 2, ..., p− 1 (see [16] Theorem 3.4.1 pp. 87). Also the
principal determinant ξt,s solves (19) for the same initial values. The result follows from the uniqueness of the
solution of an initial value problem.
Appendix B Symbolic Computation
Two Algorithms are presented in this Appendix. They construct respectively the Leibnizian representation of
Hessenbergians given in (18) and the general solution of VC-LDEs in (47) in terms of the Green’s function
H(t, s) (or ξt,s). Both Algorithms are associated with computer programs written in Mathematica symbolic
language. The instructions of the algorithms (and the associated programs) follow the structure of the paper
and use the corresponding formulas constructed in it. This can be viewed as a verification scheme for the validity
of the results derived and used in the paper.
In order to execute the first program one needs to insert the order k of the matrix. This is the only one external
input, while the other inputs are internal instructions within the program remaining invariant in each execution
of the program. Mathematica returns a symbolic expression of (18) exclusively in terms of the non-trivial entries
hi,j of Hk. This program is to be compared with corresponding routines evaluating Hessenbergians.
The functions zk,i(r) and τk(m) along with their composite σk,i(m) are defined within the program expressing
the corresponding formulas in the chosen language. In the program notation of the above mentioned integer
functions the variable k (the order of the matrix) is omitted. Instead they are designated as zi, τ, σi, respectively,
since all these functions are redefined for each new input of k. We can recover the values of ζk,1(r) in (12), by
considering the augmented lists {j · rj}j=0,1,...,i−1 in place of {j · rj}j=1,2,...,i−1, provided that r0 is any fixed
integer. This result follows from: ζk,1(r) = r1(1 − max
0≤j<1
{0 · r0}) − 1 = r1(1 − 0) − 1 =
{
−1 If r1 = 0
0 If r1 = 1
(in
accord with the definition in 11). In the program it is convenient to choose r0 = 1.
In the following algorithm each step is followed by the corresponding instruction of the program.
Algorithm 1 (Leibnizian representation of Hessenbergians).
i) Insert the order k of the Hessenbergian, by replacing the “ORDER” with a positive integer:
In[1] : k := ORDER
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ii) Define the Hessenberg matrix Hk = (hi,j)i,j∈[[1,k]] of order k:
In[2] : H[k] := Table[ If [j ≤ i+ 1, h[i, j], 0], {i, 1, k}, {j, 1, k}]
iii) Define the entries ci,j of Hk, according to (5):
In[3] : c[i_, j_] := If [j 6= i+ 1, H[k][[i, j]], −H[k][[i, j]]]
iv) Define the i-th component, say τ(i,m), of τ(m) (given by (17)) and assign τ(0,m) = 1 or more generally
τ(i,m) = 1, whenever i 6∈ [[1, k − 1]]:
In[4] : τ [i_,m_] := If [1 ≤ i ≤ k − 1, ⌊m÷ 2k−i−1⌋ − 2⌊
⌊m÷ 2k−i−1⌋
2
⌋, 1]
v) The composite of zi in (13) and τ in (17) is defined with the aid of the function ζi in (12), which, in turn,
is constructed in a step by step procedure as follows:
a) Define the list of products (j · τ(j,m))j=0,1,...,i−1:
In[5] : Prod[i_,m_] := Table[ j × τ [j,m], {j, 0, i− 1}]
b) Evaluate the maximum value of Prod[i,m] and group these values in lists M[m] = {max(Prod[i,m], i ∈
[[1, k]])}:
In[6] : M[m_] := Table[ Max[Prod[i,m]], {i, 1, k}]
c) Define the function Z(i,m) = ζi ◦ τ(m) for (i,m) ∈ [[1, k]]× Ik−1, according to (12), that is Z(i,m)
is the number of consecutive zero predecessors of the factor τ(i,m)
In[7] : Z[i_,m_] := τ [i,m]× (i−M[m][[i]])− 1
vi) Define σi(m) in terms of Z(i,m), whereas σi(m) = zi ◦ τ(m) = i− ζi(τ(m)):
In[8] : σ[i_,m_] := i− Z[i,m]
vii) Define the Hessenbergian formula (18):
In[9] : Hsb[k] :=
2k−1−1∑
m=0
k∏
i=1
c[i, σ[i,m]]
viii) Apply the Hessenbergian formula with n = k:
In[10] : Expand[Hsb[k]]
ix) Check whether the equation Hsb[k] = Det[H[k]] holds true, where Det[ ] stands for Mathematica’s symbolic
evaluation of determinants
In[11] : Hsb[k]−Det[H[k]] == 0
The program is directly executable by Mathematica. As an example, setting k = 4 and running the above
program, it returns Hsb[4]:
Out[1] = −h[1, 2]h[2, 3]h[3, 4]h[4, 1]+ h[1, 1]h[2, 3]h[3, 4]h[4, 2]
+h[1, 2]h[2, 1]h[3, 4]h[4, 3]− h[1, 1]h[2, 2]h[3, 4]h[4, 3]
+h[1, 2]h[2, 3]h[3, 1]h[4, 4]− h[1, 1]h[2, 3]h[3, 2]h[4, 4]
−h[1, 2]h[2, 1]h[3, 3]h[4, 4]+ h[1, 1]h[2, 2]h[3, 3]h[4, 4]
The program returns to the instruction (ix): "TRUE". Certainly this can be repeated by any value of k returning
"TRUE".
The second Algorithm evaluates the Green’s function as a Hessenbergian and the general solution of eq. (45)
in terms of the Greens function in (47).
Algorithm 2 (Green’s function representation of the general solution).
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i) Enter the order of the linear difference equation:
In[12] : p := EQUATION ORDER
ii) Enter the value of the variable t:
In[13] : t := VALUE OF t
iii) Enter the value of the variable s:
In[14] : s := VALUE OF s
iv) Replace the entries of Hk with the entries of Φt,s (that is the matrix associated with H(t, s) in (34)),
according to the assignment 40
In[15] : h[i_, j_] := Which[i == j − 1,−1, 1 ≤ i− j + 1 ≤ p, φi−j+1[s+ i],True, 0]
v) Define the principal matrix as a function in n,m :
In[16] : Φ[n_,m_] := Table[h[i, j], {i,m+ 1− s, n− s}, {j,m+ 1− s, n− s}]
vi) Define the Green’s function as a Hessenbergian H(t, s) = det(Φt,s)
or
= ξt,s:
In[17] : H [n_,m_] := Which[n < m, 0, n == m, 1, n == m+1, φ1[m+1], n ≥ m+2,Det[Φn,m]]
vii) Define the general solution formula in (47) with initial condition values {ys−p+1, ..., ys}, and forcing terms
vt, as a function of q:
In[18] : y[q_] :=
p∑
m=1
p−m+1∑
j=1
φm+j−1(s+ j)H(q, s+ j)ys−m+1 +
q−s∑
j=1
H(q, s+ j)vs+j
viii) Apply the Green’s function with i = t and j = s:
In[19] : Expand[H [t, s]]
ix) Apply the general solution with q = t:
In[20] : Expand[y[t]]
As an example, setting p = 2, t = 5 and s = 2 and running the above program returns expansions of the
Green’s function H(5, 3) associated with the second order VC-LDE:
Out[1] = φ1(3)φ1(4)φ1(5) + φ1(5)φ2(4) + φ1(3)φ2(5)
The solution y5 of the initial value problem y1 = y1 and y2 = y2 takes the expanded form
Out[2] = φ1(4)φ1(5)φ2(3)y1 + φ2(3)φ2(5)y1 + φ1(3)φ1(4)φ1(5)y2 + φ1(5)φ2(4)y2 + φ1(3)φ2(5)y2
+v4φ1(5) + v3φ1(4)φ1(5) + v3φ2(5) + v5,
which is in accord with the solution expansion obtained directly by recursion.
Combining the two algorithms by replacing Det[Φn,m] with Hsb[n,m], a compact representation of the
general solution is derived.
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