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Abstract
The concepts of standard Granger causality and impulse response analysis are of-
ten used to investigate causal relationships between variables in vector autoregres-
sive (VAR) models. In VAR models with more than two variables, the concept of
standard Granger causality can be extended by studying prediction improvement at
forecast horizons greater than one. The causal relationships which arise under this
extended Granger causality concept are compared to those arising under the stan-
dard Granger causality concept (one–step forecasts) and those arising with impulse–
response–analysis. In particular, it is illustrated inhowfar the extended Granger causal-
ity concept can be understood as a generalization of the standard Granger causality
concept and even of impulse–response–analysis.
If causality is measured at forecast horizons greater than one, and if there are more than
two variables in the VAR system, the null hypothesis that one variable is not causal for
another variable implies restrictions which are a nonlinear function of the VAR coeffi-
cients. (In nonstationary VAR models, nonlinear restrictions already arise under the
standard Granger causality concept.) Due to the special form of the restrictions, the
standard Wald test may no longer have the usual asymptotic chisquare–distribution
under the null hypothesis. This problem is commonly neglected in practice. However,
Example 4.1, Corollary 4.1 and Proposition 4.1 of this thesis illustrate that this prob-
lem is not irrelevant. Furthermore, Propositions 5.1 and 5.2 show that this problem
may be overcome, at least in stationary VAR models, by using either a randomized
Wald test or a Wald test with generalized inverse. Size and Power of these modified
Wald tests relative to the standard Wald test are investigated in a small simulation
study for different stationary, trivariate VAR(1) models. Moreover, the pros and cons
of alternative testing strategies (bootstrap, sequential tests) are summarized in a brief
overview.
Keywords:
Granger causality, impulse response analysis, vectorautoregressive models, multi–step
forecasts, Wald tests
Zusammenfassung
Das Kausalita¨tskonzept von Granger und die Impuls–Antwort–Analyse sind zwei Kon-
zepte, die ha¨ufig verwendet werden, um kausale Beziehungen zwischen zwei Variablen in
vektorautoregressiven (VAR) Modellen zu untersuchen. Wenn das VAR Modell mehr
als zwei Variablen umfasst, besteht eine Erweiterung des Standard Granger Kausa-
lita¨tskonzepts darin, Kausalita¨t an ho¨heren Prognosehorizonten zu messen. Die Kau-
salita¨tsbeziehungen unter diesem erweiterten Granger Kausalita¨tskonzept werden mit
denen bei Standard Granger Kausalita¨t (Ein–Schritt–Prognose) und mit Kausalita¨t
im Sinne der Impuls–Antwort–Analyse verglichen. Es wird insbesondere dargestellt,
inwiefern das erweiterte Granger Kausalita¨tskonzept als Verallgemeinerung der letzt-
genannten Konzepte aufgefasst werden kann.
Wenn Kausalita¨t an Prognosehorizonten gro¨sser als eins gemessen wird und das VAR
Modell mehr als zwei Variablen umfasst, impliziert die Nullhypothese, dass eine Varia-
ble nicht kausal fu¨r eine andere Variable sei, nichtlineare Restriktionen auf die VAR Ko-
effizienten. (In nichtstationa¨ren VAR Modellen treten nichtlineare Restriktionen sogar
schon unter dem Standard Granger Kausalita¨tskonzept auf.) Aufgrund der speziellen
Form der Restriktionen kann es vorkommen, dass die Standard Wald Statistik nicht
mehr die u¨bliche asymptotische Chiquadrat–Verteilung hat. Dieses Problem wird im
allgemeinen in der Praxis ignoriert. Beispiel 4.1, Proposition 4.1 und Korollar 4.1 zeigen
jedoch, dass dieses Problem nicht irrelevant ist. Zwei Lo¨sungen werden in Proposition
5.1 und Proposition 5.2 in Form eines randomisierten Wald Tests sowie eines Wald
Tests mit verallgemeinerter Inverse angeboten. In einer anschliessenden kleinen Simu-
lationsstudie werden Gro¨sse und Macht dieser modifizierten Wald Tests relativ zu der
des Standard Wald Tests untersucht fu¨r verschiedene stationa¨re trivariate VAR(1)–
Modelle. In einem kurzen U¨berblick werden zudem Vor– und Nachteile alternativer
Testverfahren (Bootstrap, sequentielle Tests) zusammengefasst.
Schlagwo¨rter:
Granger Kausalita¨t, Impuls–Antwort–Analyse, Vektorautoregressive Modelle, Mehr–
Schritt–Prognosen, Wald Tests
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Chapter 1
Introduction
In every economy, economic agents would like to know about the likely future evolution
of and the dynamic interrelationships between economic variables. These questions can
be studied in a multiple time series context. The joint data generating process of a
set of multiple time series can often be modeled as or approximated by a linear vector
autoregressive (VAR) process. Let yt denote a k–dimensional vector of variables yi,t,
i = 1, . . . , k. In a linear VAR model, every variable yi,t is allowed to depend linearly
on its own history yi,t−1, yi,t−2, . . . as well as on past values of the other variables in
the VAR sytem yj,t−1, yj,t−2, . . ., j 6= i, on deterministic variables, e.g. a constant or a
deterministic trend term, and on an error term. The error term is usually assumed to
have zero mean and constant variance, and to be uncorrelated over time.
Apart from the restrictive assumption of linear dependence, VAR models allow for a
fairly general functional form: every variable is interrelated with every other variable.
It is left open to the structural analysis to specify the functional form by ruling out all
those relationships between variables which are not supported by the data.
Two instruments to study the dynamic structure of a VAR system are the analysis of
Granger causality and impulse response analysis. In VAR models, zero responses of
one variable yi,t to a one–time, one–unit shock in another variable yj,t can be modeled
as nonlinear restrictions on the vector autoregressive coefficients. Similar nonlinear
restrictions arise with a test of Granger causality at higher forecast horizons h > 1.
Estimation of the vector autoregressive coefficients under nonlinear restrictions can
be tedious. Consequently Wald tests, which do not require estimation under the null
1
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hypothesis, are often preferred to Lagrange Multiplier and Likelihood Ratio Tests.
Under certain regularity conditions, the standard Wald statistic has an asymptotic χ2–
distribution (see e.g. Engle (1984), Buse (1982)). Nonlinear restrictions may violate
these regularity conditions. In this case, inference based on the standard Wald test may
be misleading (see e.g. Andrews (1987), Lu¨tkepohl (1993), Boudjellaba et al. (1992a,
1992b), Dufour & Renault (1994, 1998) and Lu¨tkepohl & Breitung (1997)). Although
this problem is well–known, it is often ignored, for instance in tests of zero impulse
response coefficients (see e.g. Lu¨tkepohl & Breitung (1997)). The main concern of this
thesis is to show that the problem is not irrelevant, and can be taken care of by using
alternative Wald statistics, which continue to have an asymptotic χ2–distribution even
when the regularity conditions are not fulfilled.
The class of models considered in this thesis are stationary and nonstationary linear
vector autoregressive processes with two or more variables. The VAR model as well as
alternative representations, for example the moving average representation, the error
correction representation or the common trends representation, are covered in Chapter
2.
In Chapter 3, the concepts of Granger causality at forecast horizons h ≥ 1 and impulse
response analysis are presented:
Based on work by Wiener (1956), Granger (1969) defines a variable y1 to be causal for
another variable y2, if the information in y1,t, y1,t−1, . . . helps to improve the prediction
of y2,t+1. If the information in the past and present of y1,t does not help to improve
the one–step ahead forecast of y2,t, then y1 is called Granger noncausal for y2. The
fundamental idea of this definition of causality is that past and present may cause the
future but the future cannot cause the past (Granger (1980, Axiom A)).
Impulse response analysis also rests on the idea that the cause precedes the effect
in time. However, a causal relationship is now interpreted as a stimulus–response–
mechanism: if y1 is causal for y2, variations in y1 should stimulate a response of y2.
The stimulus is modeled as a one–time exogenous impulse in y1,t. If this impulse
changes the forecasts of y2,t+h for at least one forecast horizon h ≥ 1, then y1 may be
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called causal for y2. If the responses of y2,t+h are zero for all forecast horizons h ≥ 1,
y1 may be called noncausal for y2.
By restricting prediction to a forecast horizon of one period, the original concept of
Granger just considers direct flows of information from one variable to another. How-
ever, in VAR models with three or more variables, information in variable y1,t, y1,t−1, . . .
can also be passed on to variable y2,t+h through the other variables y3,t, y3,t−1,. . . , y4,t,
y4,t−1, . . .. The higher the number of variables in the VAR system and the higher the
lag order, the higher the number of combinations via which information from y1 may
run to y2. Dufour & Renault (1994, 1998) have shown that impulse response analysis
takes into account some but not all of these combinations. On the other hand, in-
vestigating Granger causality at all forecast horizons h ≥ 1 ensures that all possible
combinations are analyzed.
Illustration of this extended concept of Granger causality and comparison with im-
pulse response analysis are the main concerns of Chapter 3. The first part of Chapter
3 considers the type of causality that is consistent with standard and extended Granger
causality and impulse response analysis. In the second part of Chapter 3, formal de-
finitions of Granger causality and causality in terms of impulse response analysis are
given, and the restrictions for Granger noncausality at forecast horizons h ≥ 1 and for
noncausality in terms of impulse response analysis are explored. Note, that different
restrictions arise with different representations of the VAR model. Examples help to
illustrate the restrictions as well as the relationships between causality in the sense of
Granger (1969) and causality in terms of impulse response analysis.
Chapters 4 and 5 deal with testing the restrictions which have been explored in the pre-
ceding chapter. In stationary VAR models, Granger noncausality at forecast horizons
h > 1 as well as noncausality in terms of impulse response analysis hold under non-
linear restrictions on the vector autoregressive coefficients. Chapter 4 illustrates that
these nonlinear restrictions may violate the regularity condition of the Wald statistic.
As consequence, the Wald statistic may no longer have an asymptotic χ2–distribution.
This problem is not limited to tests of Granger noncausality at higher forecast hori-
zons or impulse response analysis, but can also arise in general with a certain type of
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nonlinear restrictions (Gaffke et al. (1999)).
In nonstationary VAR models, even linear restrictions may violate the regularity con-
dition of the Wald statistic if the cointegration space is restricted under the null hy-
pothesis. The standard Granger causality test is only one example. The intensive
work on integration and cointegration of the last two decades has already produced
some solutions for standard Granger causality tests in nonstationary VAR models. A
review of these suggestions will be given in Chapter 4. However, the problem that
nonlinear restrictions may violate the regularity condition of the standard Wald statis-
tic has not received much attention in the literature (see however Boudjellaba et al.
(1992a, 1992b), Lu¨tkepohl & Burda (1997) and Gaffke et al. (1999) for solutions). The
examples of Chapter 4 illustrate the relevance of this problem for extended Granger
causality tests.
Chapter 5 then presents alternative Wald statistics which all have an asymptotic χ2–
distribution under the null hypothesis of Granger noncausality at all forecast horizons
h ≥ 1, also in those cases where the standard Wald statistic fails. Although the alter-
native Wald statistics are derived for tests of Granger noncausality at higher forecast
horizons, they may be suitably modified to test for some other null hypothesis with
similar nonlinear restrictions. In particular, they may be used with impulse response
analysis.
To gain insight into the small sample size and power properties of the alternative
Wald statistics proposed in this study, relative to the standard Wald statistic, a small
simulation study is set up. The description of the simulation study and the presentation
and discussion of the results are given in Chapter 6. A summary and final conclusions
follow in Chapter 7.
Chapter 2
Model Setup
In principle, Granger causality and impulse response analysis can be defined without
reference to a specific (linear) model.1 However, when it comes to testing, the restric-
tions for noncausality have to be explored on the basis of a specific model, and different
models lead to different restrictions.
The class of models considered in this chapter are stationary and nonstationary, linear
vector autoregressive, discrete time processes.2
Studies of Granger causality in continuous time processes can be found in Florens &
Fouge`re (1996) and Comte & Renault (1996). Moreover, causality is defined in time do-
main. For studies of Granger causality in frequency domain see Geweke (1982), Hosoya
(1991) and Granger & Lin (1995). The vector autoregressive models are assumed to
be of finite order p with p known a priori. In practice, the true lag order will hardly be
known, but can be determined with consistent order selection criteria (see Lu¨tkepohl
(1991, Proposition 4.2)). Although the problem of estimating the true lag order arises
with any inference in VAR models, it will be neglected in what follows. Studies of
Granger causality and impulse response analysis in infinite order VAR models can be
found in Lu¨tkepohl (1996b), Lu¨tkepohl & Poskitt (1996) and Lu¨tkepohl & Saikkonen
(1997).
1See for example Hosoya (1977), Florens & Mouchart (1985) and Dufour & Renault (1994, 1998)
for definitions of Granger causality in Hilbert spaces.
2Results for stationary VAR models can be found e. g. in Lu¨tkepohl (1991) and Hamilton (1994).
Nonstationary VAR models are treated for instance in Lu¨tkepohl (1991), Banerjee et al. (1993),
Johansen (1995) and Hatanaka (1996).
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2.1 Vector Autoregressive Representation
Let yt be a k–dimensional random vector generated by a vector autoregressive model
of finite order p:
Π(L) yt = ν + ut, t = 1, 2, . . . , (2.1)
with
yt : a zero–mean (k × 1) vector of stochastic variables y1,t, . . . , yk,t,
ut : an independently and identically distributed vector of error
terms with E(ut) = 0, E(utu
′
t) = Σu a nonsingular covariance
matrix and E(utu
′
s) = 0 for t 6= s,
ν : a (k × 1) vector of constants,
Π(L) : a matrix polynomial in the (k × k) fixed coefficient matrices
Πi, i = 1, . . . , p, and the lag operator L, i.e.
Π(L) = Ik − Π1L− Π2L2 − . . .− ΠpLp
and Ik the (k × k) identity matrix,
L : the lag operator which shifts yt back in time so that Lyt = yt−1,
y−p+1, . . . , y0 : the initial values which are assumed to be fixed, and
p : the order of the VAR model.
A variable yi,t of the vector yt is weakly stationary if it possesses a finite and constant
mean and variance and if the autocovariance of yi,t and yi,s for different time periods
t, s is finite and depends only on the difference t− s. Stationary variables are charac-
terized by fluctuations around their mean. However, economic time series often exhibit
trend behaviour. A variable yi,t is called trend stationary if subtracting a deterministic
trend function renders it weakly stationary. If yi,t cannot be rendered stationary by
substracting deterministic terms but the differenced series ∆yi,t = yi,t − yi,t−1 is sta-
tionary, then yi,t is called integrated of order one and denoted yi,t ∼ I(1) (see Engle
& Granger (1987), Lu¨tkepohl (1991, p. 346), Banerjee et al. (1993, p. 6), Johansen
(1995, p. 35)). Variables which are integrated of order one are often said to contain a
stochastic trend.
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If yi,t ∼ I(1), then the differenced series ∆yi,t is called integrated of order zero and
denoted ∆yi,t ∼ I(0) in the following. An I(0) variable is stationary.3 Hence, an I(0)
variable is characterized by weak stationarity and by the fact that ”integrating” the
series yields an I(1) variable (see Banerjee et al. (1993, Chapter 3)).
The (k × 1) vector yt = [y1,t, . . . , yk,t]′ will be called integrated of order zero and
denoted yt ∼ I(0) in the following if at least one variable in yt is of order I(0) and
the remaining variables are of the same or of a lower order I(d), d ∈ {0,−1,−2, . . .}.
The vector yt will be called integrated of order one and denoted yt ∼ I(1) if at least
one variable in yt is integrated of order one and the other variables are integrated of
the same or of a lower order (see for example Warne (1990), Lu¨tkepohl (1991, p. 346)
Johansen (1995, Chapter 3)).
If yt is I(1) and there exists a (k × 1) vector b1 so that the linear combination b′1yt is
stationary, then b1 is called a cointegrating vector. To illustrate this definition of coin-
tegration, assume that the vector yt consists of only two variables y1,t and y2,t where
y1,t ∼ I(1) and y2,t ∼ I(d), d ∈ {1, 0,−1, . . .}. Then cointegration can exist in the
following two situations:
(a) y2,t is I(1) and b1 = [b11, b21]
′ with b11, b21 6= 0, and
(b) y2,t ∼ I(d), d ∈ {0,−1, . . .}, and b1 = [0, b21]′ with b21 6= 0.
In case (a), b′1yt = b11y1,t+b21y2,t is I(0) if there exists a linear combination of integrated
variables which is integrated of a lower order. In contrast, in case (b), b′1yt = b21y2,t
describes only a linear transformation of a stationary variable. Note, that the defini-
tions of integration and cointegration used here are wider than the ones given in Engle
& Granger (1987). They are preferred here because they allow the joint analysis of
stationary and integrated variables.4
3However, not every stationary series is I(0). For instance, differencing an I(0) variable yields
again a stationary variable which may be denoted I(−1).
4Engle & Granger (1987) define a k–dimensional vector of variables yt to be integrated of order
one if each element yi,t of yt is integrated of order one for i = 1, . . . , k. Consequently, their definition
of cointegration is limited to case (a).
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If the determinantal polynomial det(Π(z)) = det(Ik −Π1z −Π2z2 − . . .−Πpzp) fulfills
the condition
det(Π(z)) 6= 0 for |z| ≤ 1, (2.2)
i.e. if the determinantal polynomial has no roots with modulus less than or equal to
one, the vector autoregressive process in (2.3) on page 8 is stable and the matrix poly-
nomial Π(L) is invertible. Furthermore, stability implies stationarity of the variables
in yt.
5
If the stability condition (2.2) is not fulfilled, the vector autoregressive process is nonsta-
tionary. In this case, the determinantal polynomial may have explosive roots (|z| < 1),
seasonal roots (|z| = 1 but z 6= 1) or unit roots (z = 1) (Johansen (1995, p. 14)).
Another source of nonstationarity are deterministic trend functions. Whenever the
terms nonstationary and nonstationarity are used in this thesis, they refer to nonsta-
tionarity which arises from unit roots of the determinantal polynomial. As consequence,
nonstationarity of a vector autoregressive process implies here that at least one variable
in yt is integrated of order one.
For simplicity of exposition, the deterministic term ν will be set to zero in the following
as this term plays no role in defining causality respectively noncausality.6 Hence, the
following VAR process
Π(L) yt = ut, t = 1, 2, . . . , (2.3)
is considered in subsequent chapters.
2.2 Error Correction Representation
The matrix polynomial Π(L) can be factored into
Π(L) = Π(1)L+ (1− L)Γ(L), (2.4)
5Strictly speaking, stability implies only asymptotic stationarity. A common assumption is there-
fore that the vector autoregressive process started in the infinite past. If in contrast the initial values
are assumed to be fixed, i.e. if the process is conditioned on the initial values, stability implies sta-
tionarity only under the additional assumption that the vector of initial variables y0 has the same
distribution as the unconditional process (Lu¨tkepohl (1991, Chapters 2 and 11), Hamilton (1994,
Chapter 10), Johansen (1995, p. 15)). The latter assumption is assumed to hold here.
6Note, however, that deterministic terms play an important role in modeling the data and in
estimation. Moreover, critical values of unit root tests and tests for the cointegration rank depend on
whether deterministic terms are included in the regression equation or not.
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where
Γ(L) = Ik − Γ1L− . . .− Γp−1Lp−1,
Γj = −
p∑
i=j+1
Πi,
Π(1) = Ik −
p∑
i=1
Πi
(see e.g. Johansen (1995)). Inserting (2.4) into (2.3) yields the error correction (EC)
representation:
Γ(L)∆yt = −Π(1) yt−1 + ut, (2.5)
where ∆yt = (1− L)yt. Rearranging terms yields
∆yt = −Π(1) yt−1 +
p−1∑
j=1
Γj ∆yt−j + ut. (2.6)
If yt = [y1,t, . . . , yk,t]
′ is integrated of order zero, then the differenced vector ∆yt ∼
I(−1) is stationary. In this case, only stationary variables enter into equation (2.6)
and the matrix Π(1) has full rank k.
If yt contains variables which are integrated of order one and possibly cointegrated,
yt ∼ I(1) while differencing the vector once yields a vector of stationary variables
∆yt ∼ I(0). Since the left–hand side of equation (2.6) contains only variables integrated
of order zero, the same must be true for the right–hand side of the equation. This
implies that Π(1) yt−1 is either zero or stationary:
If yt ∼ I(1), the determinantal polynomial in (2.2) has at least one unit root z = 1.
As consequence, the condition det(Π(1)) = 0 implies that Π(1) does not have full rank
k but has a reduced rank r with 0 ≤ r < k. If r = 0, then Π(1) = 0, and the error
correction representation reduces to a vector autoregressive model in first differences.
For 0 < r < k, there exist (k × r) matrices A,B of rank r such that
Π(1) = AB′ (2.7)
where B′yt−1, and hence Π(1) yt−1, are stationary (see Granger (1986), Engle & Granger
(1987)). The matrix B contains r column vectors bs, s = 1, . . . , r, which together with
the k variables in yt form r linearly independent, stationary combinations b
′
syt. These
are called the cointegrating relations. A set of variables in yt is said to be cointegrated,
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if there exists a linear combination b′syt which is stationary.
Stationary variables fluctuate around their unconditional mean while variables which
are integrated of order one can wander widely without returning to their mean value
in finite time. However, if two or more integrated time series are cointegrated, they
form a stationary relationship and hence are tied together in the long–run. Based
on this interpretation, the matrix Π(1) is often called the long–run matrix. On the
other hand, the coefficient matrices Γj which are attached to the stationary variables
in ∆yt−j are said to measure the short–run effects. In the literature, special interest
has been directed towards the long–run relationship Π(1) yt−1 = AB
′yt−1.
Note, that the matrices A, B are not unique unless normalized. For any nonsingular
matrix F , A˜ = AF and B˜′ = F−1B′ represents another admissible set of matrices. It is
therefore possible to normalize the matrices in such a way that a cointegrating relation
b′syt−1 can be interpreted as deviation from an equilibrium relation between the vari-
ables involved. To illustrate this, assume that the vector yt contains only two variables
y1,t, y2,t ∼ I(1) which are cointegrated. Since k = 2, it follows from 0 < r < k that
there is only one cointegrating vector b1. Let this vector be normalized as b
′
1 = [1, b21],
then b′1yt−1 = y1,t−1+ b21 y2,t−1 can be interpreted as deviation from the long–run equi-
librium y1,t = −b21 y2,t, or as equilibrium error.
Since economic theory usually has more to say about equilibrium relations than about
short–run dynamics, it may help in the normalization. Stationarity of B′yt−1 ensures
that the deviations from the r long–run (equilibrium) relations fluctuate around their
mean value of zero. The matrix A measures how much of the deviations from the
equilibrium relations is corrected for in the next period; hence the name error correc-
tion representation. Note, however, that this interpretation rests on the definition of
cointegration as a long–run relationship between two or more integrated variables.
In this thesis, a vector yt is I(1) even if some of its elements are stationary. Conse-
quently, a cointegrating relation b′syt may describe a long–run relationship between two
or more integrated variables, a linear combination of stationary variables or even just
one stationary variable.
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2.3 Moving Average Representation
If the stability condition (2.2) on page 8 is satisfied, the polynomial matrix Π(L) can
be inverted, i.e. there exists a polynomial matrix Φ(L) =
∑∞
j=0ΦjL
j, such that
Π(L) Φ(L) = Ik. (2.8)
Inversion of the stable, stationary VAR(p) process defined by (2.3) and (2.2) yields the
moving average (MA) representation:
yt = Φ(L)ut, t = 1, 2, . . . (2.9)
The coefficient matrices Φj of the moving average polynomial Φ(L) can be obtained
recursively from the vector autoregressive coefficient matrices as follows:
Φj =
j∑
i=1
Φj−iΠi and Φ0 = Ik. (2.10)
The vector of error terms ut represents the error of the optimal one–step ahead forecast
of yt at time t − 1. Moreover, representation (2.9) expresses yt as a linear function of
these forecast errors. It is therefore sometimes called the prediction error representa-
tion (see e.g. Lu¨tkepohl (1991, Chapter 2)).
If yt contains some variables which are integrated of order one, the vector autoregres-
sive polynomial matrix Π(L) is no longer invertible. Although one may still compute
coefficient matrices Φj according to the recursion formula (2.10), these matrices may
not converge to zero for j → ∞ (see Lu¨tkepohl (1991, p. 380), Lu¨tkepohl & Breitung
(1997, p. 303)). They can therefore not be called moving average coefficient matrices
as yt does no longer possess a convergent moving average representation.
If yt ∼ I(1), then ∆yt ∼ I(0). It then follows from Wold’s decomposition theorem that
the zero–mean stationary process ∆yt has an infinite order moving average represen-
tation (see Lu¨tkepohl (1991, Chapter 2), Hamilton (1994, Chapter 4)):
∆yt = C(L)ut, t = 1, 2, . . . , (2.11)
with
C(L) =
∞∑
s=0
CsL
s and C0 = Ik. (2.12)
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For finite t and initial values y0 = y−1 = y−2 = . . . = 0, the level variables yt can be
computed as
yt =
t−1∑
j=0
∆yt−j =
t−1∑
j=0
C(L)ut−j =
t−1∑
j=0
j∑
s=0
Cs ut−j =
t−1∑
j=0
Φj ut−j. (2.13)
Hence, alternatively to the recursion formula (2.10), the coefficient matrices Φj can be
computed as
Φj =
j∑
s=0
Cs. (2.14)
The latter formula illustrates why the coefficient matrices Φj may not converge for
j →∞ if yt ∼ I(1).
Although the recursion formula (2.10) does not depend on the order of integration of
the variables in yt, the resulting coefficient matrices Φj have different properties in
stationary than in nonstationary vector autoregressive models. Chapter 3 addresses
this point in the context of impulse response analysis.
2.4 Common Trends Representation
Starting from the moving average representation in (2.11), the polynomial C(L) can
be rewritten as
C(L) = C(1) + (1− L)C?(L) (2.15)
with
C(1) = Ik +
∞∑
s=1
Cs,
C?(L) =
∞∑
j=0
C?jL
j,
C?j = −
∞∑
s=j+1
Cs,
C?0 = Ik − C(1).
The existence of these matrices is guaranteed under the assumption that the Cs ma-
trices in (2.12) obey an exponential decay condition so that
∑p
s=0CsL
s is a convergent
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sequence as p→∞ (see Banerjee et al. (1993, p. 257) and Johansen (1995, p. 14)).
Let yt ∼ I(1) and cointegrated with cointegration rank 0 < r < k and let Π(1) = AB′,
then it follows from Granger’s Representation Theorem, that yt has a common trends
(CT) representation
yt = C(1)
t∑
s=1
us + C
?(L)ut + y0 − C?(L)u0, (2.16)
where
C(1) = B⊥(A
′
⊥Γ(1)B⊥)
−1A′⊥,
Γ(1) = Ik −
p−1∑
j=1
Γj,
and A⊥, B⊥ are (k × (k − r)) matrices of full column rank which fulfill the conditions
A′⊥A = 0 and B
′
⊥B = 0. Since the matrices A⊥, B⊥ have column rank (k−r), it follows
that the (k × k) matrix C(1) has reduced rank equal to (k − r) with 0 ≤ r < k (see
Granger (1986), Engle & Granger (1987), Johansen (1995, Theorem 4.2)).
Similar to the error correction representation, the common trends representation allows
to distinguish between long–run and short–run terms: in particular, yt is decomposed
into a long–run component C(1)
∑t
s=1 us, a short–run component C
?(L)ut and the
initial conditions y0 − C?(L)u0.
One is often interested in the long–run component
C(1)
t∑
s=1
us = B⊥(A
′
⊥Γ(1)B⊥)
−1A′⊥
t∑
s=1
us.
The accumulation of the stationary error terms in ut = [u1,t, . . . , uk,t]
′ over t periods
generates stochastic trends. The matrix C(1) contains the information about how the
stochastic trends are weighted to (k− r) linear combinations A′⊥
∑t
s=1 us, the so–called
common trends. The matrix B⊥(A
′
⊥Γ(1)B⊥)
−1 shows how these common trends enter
the system.
If yt contains only stationary variables, C(1) = 0 and the common trends representation
reduces to the moving average representation (2.9), see page 11.
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2.5 Companion Form
Using the companion form, it is possible to write a vector autoregressive model of
arbitrary finite order p as a VAR(1) model
Yt = ΠYt−1 + Ut, t = 1, 2, . . . , (2.17)
with
Yt =

yt
yt−1
...
yt−p+1

(kp× 1),
Π =

Π1 . . . Πp−1 Πp
Ik . . . 0 0
...
. . .
...
...
0 . . . Ik 0

(kp× kp),
Ut =

ut
0
...
0

(kp× 1).
Let J = [Ik, 0, . . . , 0] be a (k × kp) matrix with Ik the identity matrix, then left–
multiplying Yt with J yields the VAR representation (2.3) on page 8 (see Lu¨tkepohl
(1991, Chapter 2), Hamilton (1994, Chapter 10)).
Chapter 3
Causality in VAR Models:
Representation.
Granger causality is a concept used to study causality between time series variables.
Let y1,t, y2,t be realizations of two stochastic time series y1, y2 at time point t, then
Granger defines y1 to be causal for y2 if the information in the past and present of y1
at time t helps to improve the one–step ahead forecast of y2,t. If the information in
y1,t, y1,t−1, . . . cannot help to predict y2,t+1, y1 is called Granger noncausal for y2. This
definition of causality rests on the two main assumptions that the cause precedes the
effect in time and that the causal series y1 contains some unique information about y2
(see Granger (1988)).
The assumption that the cause precedes the effect in time seems plausible at first sight.
However, it is not sufficient to identify a cause in a multiple time series context. Indeed,
there may exist a lot of different time series which can help forecast another time series
although there is no logical cause–effect relationship between them. For instance Shee-
han & Grieves (1982) find a Granger causal relationship between sunspots and business
cycles. Granger causality occurs because both time series show a similar cyclical pat-
tern and hence correlate. The Sheehan & Grieves study underlines that correlation
plus improved predictability is not sufficient to identify a cause–effect relationship: the
time series which enter a Granger causality study should justify a potential causal re-
lationship on some theoretical grounds. At least, commonsense should rule out some
15
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causal relationships.
If all information available in the universe had been used in the Sheehan & Grieves
study, it is presumably likely that other time series would explain business cycles bet-
ter than sunspots.1 Put differently, sunspots do not have unique information about
business cycles and hence the condition that a cause should have some unique infor-
mation which cannot be found in other time series is violated. However, in practice a
Granger causal study cannot take into account all information available in the universe
but will rather be limited to a small number of variables. This stresses once again the
importance to carefully define the set of relevant variables.
A different problem arises from the fact that some causes are unobservable: for in-
stance, we are not able to observe the expectations of economic agents which cause
economic actions, but only the actions themselves. Now using the criterion that the
cause must precede the effect may lead to a reversed causal direction (see e.g. Gupta
(1987)). A little example may illustrate this problem: if a price increase of a good is
anticipated, consumers might increase their demand for the good (y2) to build stocks
before the price (y1) will rise. We therefore observe a causal link running from increased
demand (y2) to price increase (y1) although in fact y2 is caused by expected future y1.
A similar mechanism works in the case of control variables and leading indicators. This
type of spurious causality may also be due to measurement errors if these errors have
a certain time structure. Examples are given in Sims (1972), Granger (1980), Hsiao
(1982), Newbold (1982), Hamilton (1994, Chapter 11), and Leamer (1985).
Granger causal links are sensitive to the information set which is employed in the
analysis. Changing the information set, for example by extending or reducing the
number of time series in the study, may lead to different Granger causal links. One
example are common causes: let y3 be a third variable containing information which
helps to predict y1 as well as y2, illustrated as
1If, however, economic agents believe that sunspots cause indeed business cycles, their anticipations
work like a self–fulfilling prophecy, turning sunspots into a true cause. This case is excluded here.
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In this case it is possible to find Granger causality of y1 for y2 in a bivariate VAR
model although y1 is not Granger causal for y2 if the information in y3 is taken into
account. Spurious causality arises in the bivariate VAR model because y1 picks up part
of the left–out information in y3. Hence spurious causal links arise whenever relevant
information is left out but is picked up by the included variables (see Schneider (1991),
Hamilton (1994, Chapter 11)).
In vector autoregressive models this problem gains importance in small samples: since
the number of coefficients grows with the square of the number of variables, there is a
trade–off between inclusion of another (relevant) variable and estimation uncertainty
(Geweke (1984, p. 1140f)). For further work on how omitted variables affect Granger
causal links see e.g. Lu¨tkepohl (1982), Florens & Mouchart (1982, 1985), Braun &
Mittnik (1993), Caporale & Pittis (1997), Caporale et al. (1998) and Triacca (1998).
The fact that Granger causal relationships depend on the information set which is
taken into account in the analysis has stimulated a thorough discussion on how Granger
causality is related to philosophical definitions of causality. The latter definitions agree
on causality as an invariant and necessary relationship between cause and effect. A
causal relationship should therefore be unaffected by changes of the information set.
In particular, the definition of Feigl (1953) who defines causality as predictability ac-
cording to a law or a set of laws stresses that causality is understood as a regularity
of the real world, following a law in the sense of physical laws rather than statistical
regularities. A survey on this discussion can be found e.g. in Zellner (1979), Geweke
(1984), Conway et al. (1984), Cooley & Leroy (1985), Holland (1986), Basmann (1988),
Cox (1992), Hillmer (1992) and Vercelli (1992).
While physical laws hold always with certainty, Granger causality characterizes a sta-
CHAPTER 3. REPRESENTATION 18
tistical relationship between time series in a specific time period which may not hold in
other time periods unless all causal relationships remain constant in direction through
time (Granger (1980, Axiom C)). The latter assumption is violated in practice if the
data generating mechanism changes over time. Structural breaks are a well–known ex-
ample (Lu¨tkepohl (1989a)). Zellner (1979) therefore speaks of the post hoc ergo propter
hoc fallacy, see also Tobin (1970). As consequence, a Granger causal relationship may
not hold in time periods which have not been considered in the analysis.
Physical laws allow for instantaneous causality. However, a Granger causal structure is
identified by the time lag between the causal variable y1 and the effect y2, and therefore
the concept of Granger causality excludes instantaneous causality: if the information in
y1,t+1 helps to improve the one–step ahead prediction of y2,t, there is contemporaneous
correlation between y1 and y2 but no time lag to identify the causal direction. In this
case, an instantaneous causal direction can only be derived from prior information.
While Granger (1969, 1980, 1988) and Granger & Newbold (1986) doubt that there ex-
ists true instantaneous causality, at least among economic time series, they admit that
instantaneous causality may spuriously arise in a model due to temporal aggregation or
common causes. This distinguishes the concept from other econometric concepts where
assumptions on true instantaneous causal links play a role: for example, assumptions
about instantaneous causality are used to model the contemporaneous relations among
the endogenous variables of simultaneous equations models. Moreover, they play a
role in orthogonal impulse response analysis, forecast error decomposition and impulse
response analysis in structural VAR models (Lu¨tkepohl (1991), Breitung (1998), Lu¨tke-
pohl (1999)).
In economics, it seems hard to agree on immutable laws, but much easier to agree
on statistical regularities or stylized facts. Granger causality tests can be used to de-
tect relationships between economic time series and to create stylized facts. Granger
causality tests have become popular for several reasons: they are easy to implement in
general; they are based on a simple but appealing concept which gains transparency by
eschewing prior information; the vivid discussion on the concept of Granger causality
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as well as on Granger causality tests has already revealed its merits and pitfalls; the
ongoing discussion continuously stimulates research on more sophisticated versions of
Granger causality and testing procedures.
One of these research areas is the non–robustness of Granger causal links with respect
to the information set used in the causality analysis. Thereby, special attention has
been directed to the fact that data may be observed or reported at time points different
from their generation date:
Data are often published as averages, sums or end–of–period data. If data are tempo-
rally aggregated, they are available at a uency than they are generated. Since temporal
aggregation changes the time structure of the variables, it affects their information con-
tent. For instance, forecasting an aggregated time series with aggregated data differs in
general from forecasting with disaggregated data and aggregating the forecast (Lu¨tke-
pohl (1986) and Lu¨tkepohl (1989b)). Similarly, Granger causal links may depend on
whether disaggregated or aggregated data are used:
Assume for instance that y1,t, y2,t are two price series generated at monthly frequency
and that forecasts of y2,t+1 can be improved if the information in y1,t is used. In
other words, y1 Granger causes y2 at a monthly frequency. Now if only quarterly
data are reported, a Granger causal link between x1,s = y1,t + y1,t+1 + y1,t+2 and
x2,s+1 = y2,t+3 + y2,t+4 + y2,t+5 may not be detected: although y1 Granger causes y2,
this relationship is weakened by the temporal aggregation. Instead, instantaneous
causality between x1 and x2 arises because x1,s (x2,s) contains y1,t (y2,t+1), which are
correlated (Granger (1969, 1980)).
The simple example already illustrates that a causal relationship between two original
time series need not hold between the transformed time series, even though identical,
linear transformations are used (see e.g. Pierce & Haugh (1977), Kirchga¨ssner (1981),
Tiede (1991), Kirchga¨ssner & Wolters (1992)). This result gains relevance in empirical
applications where data are commonly transformed in various ways to adjust for sea-
sonality, outliers and deterministic or stochastic trends.
Several authors have tried to derive conditions under which Granger causality in the
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model with aggregated data also implies Granger causality in the disaggregated model
(see e.g. Comte & Renault (1996), Florens & Fouge`re (1996), Dufour & Renault (1998),
Renault et al. (1998), Breitung & Swanson (1998)). Robustness of Granger causality
with respect to (dis)aggregation is important if data are assumed to be generated at a
higher frequency than they are reported:
For instance, Comte & Renault (1996) and Renault et al. (1998) analyze the robust-
ness of Granger causal links in a discrete time model when the true underlying model
is either a continuous time model or a discrete time model observed at a higher fre-
quency. In both cases the observation period is fixed but the data frequency and hence
the number of observations increases. In contrast, Breitung & Swanson (1998) analyze
robustness of Granger causality in a discrete time model where the number of obser-
vations is held constant but the aggregation interval goes to infinity.
The different contributions show that temporal robustness of Granger causality holds
for special cases but not in general.
Further work has concentrated on the extension of the original concept of Granger
(1969) to higher forecast horizons h > 1. This extension is useful if relationships
among three or more time series are studied:
If the analysis of Granger causality is limited to only two time series y1, y2, Granger
causality of y1 for y2 must show up at forecast horizon one: either y1 has some unique
information about y2 or it has not. If y1 is Granger noncausal for y2 at forecast horizon
h = 1, it will also be Granger noncausal for y2 at higher forecast horizons h > 1 (Pierce
(1975)).
However, if there is a third variable y3, y1 may be Granger noncausal for y2 at forecast
horizon h = 1 but indirectly cause y2 at higher forecast horizons h > 1 (see Granger
(1980), Newbold (1982), Lu¨tkepohl (1982)). This indirect causality occurs if y1 has
some unique information which helps to predict y3 at forecast horizon h = 1, while y3
Granger causes y2 in the following period. Indirect causality of y1 for y2 then shows
up at forecast horizon h = 2:
y1
1−→ y3 1−→ y2
In general, indirect causality of y1 for y2 may show up at some higher forecast horizon
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h ≥ 2. The actual length of an indirect causal chain depends on the number of third
variables and the lag structure of the underlying vector autoregressive model.
Different names have been suggested to distinguish Granger causality at forecast hori-
zon h > 1 from standard Granger causality at forecast horizon h = 1. Examples
are long–run or multiple–horizon causality by Dufour & Renault (1994, 1998), weak
global causality by Florens & Fouge`re (1996) and multi–step causality by Lu¨tkepohl &
Burda (1997). In this thesis, the extension of the standard Granger causality concept
to higher forecast horizons h ≥ 1 is called extended Granger causality. This concept
encompasses standard (direct) Granger causality (h = 1) and indirect Granger causal-
ity (h > 1). To ensure that a variable y1 neither directly nor indirectly Granger causes
another variable y2, Granger causality has to be checked at all forecast horizons h ≥ 1.
However, in finite order VAR(p) models, it suffices to check only a finite number of
forecast horizons to ensure that y1 is never Granger causal for y2. The restrictions for
Granger noncausality at all forecast horizons h ≥ 1 have been explored e.g. by Boud-
jellaba et al. (1992a, 1992b), Dufour & Tessier (1992), Bruneau & Nicolai (1992a),
Bruneau & Nicolai (1994) Lu¨tkepohl (1993) and Dufour & Renault (1994, 1998).
Impulse response analysis offers an alternative way to analyze causal relationships
among time series in vector autoregressive models. Thereby, a causal relationship is
interpreted as a stimulus–response–mechanism: if y1 is causal for y2, a shock in y1 in
time period t should stimulate a response of y2 in future time periods t+1, t+2, . . . The
impulse is often modeled as a one–time one–unit exogenous shock which only affects y1
at time t. If this new information does not change the forecasts of y2,t+h for all forecast
horizons h ≥ 1, then y1 may be called noncausal for y2. If the forecast of y2,t+h responds
to an impulse in y1,t, one might want to gain an idea about the size and duration of
the responses. Therefore the responses can be summed up over h periods to give the
h–th interim multiplier. Moreover, the long–run effect can be computed by accumulat-
ing all responses, at least in stationary VAR models (see Lu¨tkepohl (1991, Chapter 2)).
Standard Granger causality and impulse response analysis both rest on the idea that
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the cause precedes the effect in time. Moreover, both concepts use the criterion of
improved predictability to identify the causal variable (e.g. Sims (1980) and Lu¨tkepohl
(1991, Chapter 2)).
Indeed, both concepts may lead to the same set of restrictions: for instance in vector
autoregressive models with only two time series y1, y2, standard Granger noncausality
of y1 for y2 implies and is implied by zero responses of y2 to an impulse in y1. On
the other hand, standard Granger causality implies that some impulse responses are
nonzero (see Sims (1972), Hosoya (1977), Feige & Pearce (1979)). In the bivariate VAR
model, the one–time impulse in y1,t changes the value of y2,t+h in subsequent periods
h ≥ 1 only, if the information in y1,t, y1,t−1, . . . helps to better predict y2,t+h, hence if
y1 Granger causes y2.
In VAR models with a vector of third variables (y3), y1 may be Granger noncausal for
y2 at forecast horizon h = 1, and yet an exogenous shock in y1,t may lead to nonzero
responses of y2,t+h at higher forecast horizons h > 1 (see e.g. Lu¨tkepohl (1982, 1993),
Dufour & Tessier (1992)). This situation arises if an impulse in y1 leads to a nonzero
response of some third variable in y3 which then stimulates a response of y2 in later
periods. Hence, like the extended Granger causality concept, impulse response analysis
takes into account indirect causal chains while the standard Granger causality concept
considers only direct causal links.
The subsequent chapter is divided into two parts: in the first part, the concepts of
standard Granger causality, extended Granger causality and impulse response analysis
are presented and noncausality restrictions under either concept are derived within the
stationary VAR(p) model framework. Thereby, the main focus rests on illustrating
the concept of extended Granger causality relative to standard Granger causality and
impulse response analysis. In the second part, it is shown that the restrictions for
noncausality carry over to nonstationary VAR models. Moreover, related causality
concepts like long–run and short–run Granger causality or neutrality are presented to
complete the overview.
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3.1 Causality in Stable, Stationary VAR Models
3.1.1 Standard and Extended Granger Causality
Since stationary and nonstationary variables have quite different properties, restrictions
for Granger noncausality at forecast horizons h = 1 and h > 1 and for noncausality
in terms of impulse response analysis are derived first for the stable, stationary VAR
model in which the (k×1) vector yt consists of stationary variables only. It is assumed
that the k–dimensional vector yt can be partitioned into y1,t, y2,t, y3,t of dimensions
k1, k2, k3 with k = k1+k2+k3, where k1, k2 ≥ 1 and k3 ≥ 0. A corresponding partition
of the vector autoregressive coefficient matrices yields the following representation:
y1,t
y2,t
y3,t
 =
p∑
i=1

pi11,i pi12,i pi13,i
pi21,i pi22,i pi23,i
pi31,i pi32,i pi33,i


y1,t−i
y2,t−i
y3,t−i
+

u1,t
u2,t
u3,t
 . (3.1)
Thereby, pifg,i denotes a (kf × kg) coefficient matrix.
Throughout this thesis, interest centers on whether y1 is causal for y2. Although some
causality concepts allow the study of causality between vectors (k1, k2 > 1), interest
usually focuses on causality between variables. Therefore, k1 = k2 = 1 in the following
if not mentioned otherwise.
VAR models often contain more than only two variables. These k3 = k−(k1+k2) third
variables are contained in the vector y3. If k3 = 1, y3 reduces to one variable. If k3 > 1,
y3 is a vector of k3 third variables, denoted as y3 = [yk1+k2+1, . . . , yk]
′. For k3 = 0 there
are no third variables, and the partition reduced to a bivariate VAR model y1,t
y2,t
 = p∑
i=1
 pi11,i pi12,i
pi21,i pi22,i

 y1,t−i
y2,t−i
+
 u1,t
u2,t
 . (3.2)
Assume that the k–dimensional vector yt = [y1,t, y2,t, y
′
3,t]
′ is generated by the stable,
stationary VAR model (3.1). If y1 is (directly) Granger causal for y2, the information in
the past and present of y1,t should help to improve the one–step ahead forecast of y2,t.
To measure improved predictability, a loss function has to be specified first. A common
loss function is the forecast mean–squared error (MSE). The point forecast which mini-
mizes this loss function is the expectation of y2,t+1, conditional on the information set It
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which has been used in the forecast. The conditional expectation requires knowledge of
the conditional density function which may not be available in practice. Furthermore,
the conditional expectation may be a nonlinear function of the information in It. To
avoid these problems, the forecast function is often restricted to be a linear function
of the data in It. This restriction leads to a suboptimal predictor in general. However,
under the assumption that the error vector ut in (3.1) is independently identically or
even Gaussian distributed, the linear minimum MSE predictor equals the conditional
expectation and is hence optimal (see Granger & Newbold (1986)).
A Formal Definition of Standard Granger Noncausality
Let y2,t(1) denote the optimal one–step ahead predictor of y2 at forecast origin t, which
minimizes the MSE among all those predictors which are linear functions of the in-
formation in yt, yt−1, . . . . Let y
?
2,t(1) denote the optimal one–step ahead predictor of
y2 at forecast origin t, which minimizes the MSE among all those predictors which
are linear functions of the information in yt, yt−1, . . . , but without the information in
y1,t, y1,t−1, . . . . The corresponding one–step ahead mean–squared errors are denoted
as MSE(y2,t(1)) and MSE(y
?
2,t(1)). Then standard Granger causality can be defined as
follows.
Definition 3.1: Granger Noncausality at Forecast Horizon h = 1.
y1 is Granger noncausal for y2 at forecast horizon h = 1 iff
MSE(y2,t(1)) = MSE(y
?
2,t(1)).
If k2 = 1 and
MSE(y2,t(1)) < MSE(y
?
2,t(1)),
then y1 is said to Granger cause y2 at forecast horizon 1.
If k2 > 1, Granger causality of y1 for y2 requires that the matrices MSE(y2,t(1)),
MSE(y?2,t(1)) are not identical and that the difference MSE(y
?
2,t(1)) −MSE(y2,t(1)) is
positive semidefinite (Lu¨tkepohl (1991, Chapter 2)).
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Standard Granger Noncausality in the VAR Model
In the vector autoregressive model, equality of the mean–squared errors implies that
the optimal linear predictors are also equal. If the optimal linear predictor of y2,t+1 does
not use the information in the past and present of y1,t, then y1 is Granger noncausal
for y2 at forecast horizon h = 1. Let
yt =
p∑
i=1
Πi yt−i + ut, ut ∼ i.i.d.(0,Σu),
be partitioned as in (3.1) on page 23. The optimal predictor
y2,t(1) =
p∑
i=1
(pi21,i y1,t+1−i + pi22,i y2,t+1−i + pi23,i y3,t+1−i)
does not use the information in y1,t+1−i, i ≥ 1, if pi21,i = 0 for all i = 1, . . . , p. Granger
noncausality is thus characterized by exclusion restrictions on the regressors y1,t−i in
the y2,t–equations. If on the other hand pi21,i 6= 0 for at least one i = 1, . . . , p, then the
predictor y2,t(1) uses more information than the predictor y
?
2,t(1) and should therefore
yield a smaller mean–squared error (matrix). In this case, y1 is said to be Granger
causal for y2. This leads to the following proposition:
Proposition 3.1: (Lu¨tkepohl (1991, Proposition 2.2)).
y1 is Granger noncausal for y2 at forecast horizon h = 1, iff
pi21,i = 0 for i = 1, . . . , p.
y1 is said to Granger cause y2 at forecast horizon h = 1, iff
pi21,i 6= 0 for at least one i ∈ {1, . . . , p}.
Granger causality of y1 for y2 at forecast horizon h = 1 will be denoted as y1
1−→ y2
in the following and Granger noncausality as y1
16−→ y2 (see also Boudjellaba et al.
(1992b), Dufour & Renault (1994, 1998) and Giles (2000)).
If y1,t, y2,t are vectors of variables, Proposition 3.1 states that y1 is noncausal for y2 if
none of the k1 components in y1 is causal for any of the k2 components in y2. On the
other hand, y1 is Granger causal for y2 if at least one element of y1 Granger causes one
element of y2. Hence, if causality between vectors is found, this does not imply that
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all elements of y1 are causal for all elements of y2.
If y1 Granger causes y2 and y2 Granger causes y1, i.e. if pi21,i 6= 0 and also pi12,i 6= 0
holds for at least one i ∈ {1, . . . , p}, then Granger (1969) speaks of a feedback system.
Indirect Causal Chains
Note, that Granger noncausality of y1 for y2 does not impose any restrictions on the
coefficients in pi23,i in the y2,t–equation(s). However, this does not mean that the infor-
mation in y3,t−i, i ≥ 1, is irrelevant. Indeed, y1 may be Granger noncausal for y2 in a
trivariate VAR model but may appear Granger causal for y2 in a bivariate VAR model
where the variables in y3 are excluded as explanatory variable. This situation arises for
example in a trivariate VAR model (k3 = 1), if the left–out variable y3 Granger causes
y2 and if y1,t−i correlates with y3,t−i for some i ≥ 1 (see Hamilton (1994, Chapter 11)).
The inclusion of a third variable y3 offers the possibility that y1 Granger causes y3 and
y3 Granger causes y2:
y1
1−→ y3 1−→ y2.
This causal chain will not be detected at forecast horizon 1 but at higher forecast
horizons. It is therefore a straightforward extension of the standard Granger causality
concept to also investigate causality at forecast horizons h > 1. The following example
illustrates this extended Granger causality concept for the simplest case of a trivariate
VAR(1) model:
Example 3.1: Indirect Causal Chains in a Trivariate VAR(1) Model.
Assume that yt is generated by a VAR(1) model with k1 = k2 = k3 = 1, i.e.
y1,t
y2,t
y3,t
 =

pi11,1 pi12,1 pi13,1
pi21,1 pi22,1 pi23,1
pi31,1 pi32,1 pi33,1


y1,t−1
y2,t−1
y3,t−1
+

u1,t
u2,t
u3,t
 , (3.3)
respectively
yt = Π1 yt−1 + ut, with ut ∼ i. i. d.(0,Σu). (3.4)
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For a VAR(1) model, the h–step ahead forecast yt(h) is easily computed as
yt(h) = Π
h
1 yt. (3.5)
Let Πh1 be partitioned in correspondence with yt as
Πh1 =

pi
(h)
11,1 pi
(h)
12,1 pi
(h)
13,1
pi
(h)
21,1 pi
(h)
22,1 pi
(h)
23,1
pi
(h)
31,1 pi
(h)
32,1 pi
(h)
33,1
 ,
then the h–step ahead forecast of y2,t can be written as
y2,t(h) = pi
(h)
21,1 y1,t + pi
(h)
22,1 y2,t + pi
(h)
23,1 y3,t.
The coefficient pi
(h)
21,1 reflects the marginal influence of y1,t on y2,t at forecast horizon h
(see Lu¨tkepohl (1991, p. 32)). If pi
(h)
21,1 6= 0, the information in past and present y1,t
helps to improve the h–step ahead forecast of y2,t and y1 is called Granger causal for
y2 at forecast horizon h: y1
h−→ y2. In contrast, if pi(h)21,1 = 0, y1 is called Granger
noncausal for y2 at forecast horizon h, denoted as y1
h6−→ y2. If the latter condition
holds at all forecast horizons h = 1, . . . , h˜, then y1 is said to be Granger noncausal for
y2 up to forecast horizon h˜. This is denotes as y1
(h˜)
6−→ y2.
The restrictions for Granger noncausality at higher forecast horizons are nonlinear
functions of the vector autoregressive coefficients. For the present example, we obtain
the following function for pi
(h)
21,1 at forecast horizon
h = 1 : pi
(1)
21,1 = pi21,1,
h = 2 : pi
(2)
21,1 = pi21,1pi11,1 + pi22,1pi21,1 + pi23,1pi31,1,
h = 3 : pi
(3)
21,1 = pi21,1pi11,1pi11,1 + pi21,1pi12,1pi21,1 + pi21,1pi13,1pi31,1
+ pi22,1pi21,1pi11,1 + pi22,1pi22,1pi21,1 + pi22,1pi23,1pi31,1
+ pi23,1pi31,1pi11,1 + pi23,1pi32,1pi21,1 + pi23,1pi33,1pi31,1.
If pi21,1 = 0, then y1 does not Granger cause y2 at forecast horizon h = 1. Inserting
this restriction yields at forecast horizon
h = 2 : pi
(2)
21,1 = pi23,1pi31,1,
h = 3 : pi
(3)
21,1 = pi22,1pi23,1pi31,1 + pi23,1pi31,1pi11,1 + pi23,1pi33,1pi31,1.
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Hence, at forecast horizon h = 2, y1 has an indirect causal effect on y2 via y3, captured
in the coefficient product pi23,1pi31,1. The indirect causal chain is interrupted if either (i)
y1 does not Granger cause y3 (pi31,1 = 0) or (ii) y3 does not Granger cause y2 (pi23,1 = 0)
or (iii) neither y1 Granger causes y3 nor y3 Granger causes y2 (pi31,1 = pi23,1 = 0):
(i) y1
16−→ y3 1−→ y2,
(ii) y1
1−→ y3
16−→ y2,
(iii) y1
16−→ y3
16−→ y2.
Example 3.1 illustrates that in VAR models with third variables, the concept of stan-
dard Granger causality does not capture all possible causal links: only direct causal
links are taken into account. These direct causal links show up at forecast horizon
h = 1. But in the presence of third variables, indirect causal chains are possible which
run from y1 to y3 to y2 and show up at higher forecast horizons h > 1.
Internalizing Indirect Causal Chains: A Separation Criterion
One way to incorporate these indirect causal chains into the standard Granger causal-
ity concept is to split up all k variables in yt into two vectors of variables S1,t, S2,t of
dimensions s1 respectively s2 with s1, s2 > 0 and k = s1 + s2. Instead of studying
Granger causality between all variables in yt, the analysis is now restricted to Granger
causality between the two vectors S1 and S2. Since there is no third vector of vari-
ables, indirect causal links are not possible. As consequence, Granger noncausality of
the vector S1 for the vector S2 at forecast horizon h = 1 implies Granger noncausality
of S1 for S2 at all forecast horizons: S1
16−→ S2 =⇒ S1
h6−→ S2 ∀ h ≥ 1.
Moreover, Granger noncausality of the vector S1 for the vector S2 at forecast horizon
h = 1 implies that all variables in S1 are neither directly nor indirectly Granger causal
for the variables in S2 (see Dufour & Renault (1998, Proposition 2.4)). In particular,
if y1 is an element of S1 and y2 is an element of S2, Granger noncausality of S1 for S2
implies that y1 is never causal for y2.
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Example 3.2: Pairs of Vectors S1, S2 if k3 = 2.
Let y3 = [y3, y4]
′, then 4 different scenarios are possible:
(i) S1 = [y1, y
′
3]
′, S2 = [y2],
(ii) S1 = [y1], S2 = [y2, y
′
3]
′,
(iii) S1 = [y1, y3]
′, S2 = [y2, y4]
′,
(iv) S1 = [y1, y4]
′, S2 = [y2, y3]
′.
Under each scenario, Granger noncausality of S1 for S2 at forecast horizon h = 1 is
sufficient for Granger noncausality of y1 for y2 at all forecast horizons (see Dufour &
Renault (1998, Proposition 2.4)).
If the vector of third variables y3 is univariate, there are only two possibilities (cf. cases
(i) and (ii) in Example 3.2) to split up the k3 = 1 variable among the two vectors
S1, S2. However, if y3 is multivariate (k3 > 1), there exist 2
k3 different pairs of vectors
S1, S2. The concept of extended Granger causality offers an elegant way to test all
these scenarios implicitly in one step.
Extended Granger Causality
The concept of extended Granger causality has been developed by Boudjellaba et al.
(1992a), Bruneau & Nicolai (1992a), Dufour & Renault (1994, 1998), Lu¨tkepohl (1993)
and Renault & Szafarz (1991) and is based on linear predictability at higher forecast
horizons h ≥ 1.
Definition 3.2: Granger Noncausality up to Forecast Horizon h˜.
y1 is Granger noncausal for y2 up to forecast horizon h˜ if
MSE(y2,t(h)) = MSE(y
?
2,t(h)) for all h = 1, . . . , h˜.
If k2 = 1 and
MSE(y2,t(h)) < MSE(y
?
2,t(h)) for at least one h ∈ {1, . . . , h˜},
then y1 is said to cause y2 at forecast horizon h.
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If k2 > 1, Granger causality of y1 for y2 at forecast horizon h holds if
MSE(y2,t(h)) 6= MSE(y?2,t(h))
for at least one h ∈ {1, . . . , h˜}, and if MSE(y?2,t(h))−MSE(y2,t(h)) is positive semidef-
inite.
In general, the researcher is interested in finding a causal relationship. Hence, a test of
causality should have as a null hypothesis that y1 is never causal for y2. In principle,
this hypothesis necessitates testing for Granger noncausality at all forecast horizons
h→∞.
Fortunately, in VAR models of finite order p, this null hypothesis imposes a finite
number of restrictions. Example 3.1 helps to illustrate this point: Granger noncausal-
ity of y1 for y2 at forecast horizons h = 1, 2 holds if either pi21,1 = pi23,1 = 0 and/or
pi21,1 = pi31,1 = 0. Under these restrictions, it can be seen that y1 is also noncausal for
y2 at forecast horizon h = 3 and indeed at all higher forecast horizons h > 2. The
following proposition states that for a VAR model of finite order p, noncausality at a
finite number of forecast horizons h˜ = pk3 + 1 ensures that y1 is never Granger causal
for y2:
Proposition 3.2: (Dufour & Renault (1998, Proposition 4.5)).
If y1 is Granger noncausal for y2 at forecast horizons h = 1, . . . , h˜ with h˜ = pk3 + 1,
then y1 is Granger noncausal for y2 at all forecast horizons:
y1
(h)
6−→ y2 ∀ h = 1, . . . , pk3 + 1 =⇒ y1
(∞)
6−→ y2.
It follows from Proposition 3.2 that Granger noncausality of y1 for y2 at forecast hori-
zon h = 1 implies Granger noncausality of y1 for y2 at all forecast horizons h ≥ 1
only if there are no third variables, i.e. if k3 = 0. As has been pointed out before, this
relation also holds if y1 and y2 are vectors of variables.
If k3 > 0, Granger noncausality of y1 for y2 requires that y1 does not directly cause y2
at forecast horizon h = 1 and that y1 does not indirectly cause y2 at forecast horizons
h = 2, . . . , pk3 + 1. The number of indirect causal chains, which have to be checked to
make sure that y1 never causes y2, grows with the lag order p and the number of third
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variables k3 in the VAR model. The following example helps to illustrate Proposition
3.2.
Example 3.3: VAR(p) Model with k3 = 2.
Let yt = [y1,t, y2,t, y
′
3,t]
′ with y′3,t = [y3,t, y4,t] a (1× 2) vector of third variables and let
yt be generated by the following VAR model:
y1,t
y2,t
y3,t
 =

pi11,p 0 0
0 pi22,p pi23,p
pi31,p pi32,p pi33,p


y1,t−p
y2,t−p
y3,t−p
+

u1,t
u2,t
u3,t
 , (3.6)
respectively
y1,t
y2,t
y3,t
y4,t

=

pi11,p 0 0 0
0 pi22,p pi23,p 0
0 0 pi33,p pi34,p
pi41,p 0 0 pi44,p


y1,t−p
y2,t−p
y3,t−p
y4,t−p

+

u1,t
u2,t
u3,t
u4,t

. (3.7)
Model (3.7) represents a worst case scenario insofar as one variable can directly influ-
ence another one only with the longest possible delay of p periods. Moreover, direct
Granger causality of y1 for y2 is excluded. An indirect influence of y1 onto y2 is only
possible via variable y4. However, y4 only indirectly Granger causes y2 via variable y3.
This setup allows us to study the longest possible causal chain which may establish
indirect Granger causality of y1 for y2. Consider therefore the h–step ahead forecast of
y2,t:
For h ≤ p, the forecast
y2,t(h) = pi22,p y2,t+h−p + pi23,p y3,t+h−p (3.8)
can be based solely on the information in the past and present of y2,t and y3,t.
For h > p, the variables y2,t+h−p and y3,t+h−p have to be replaced by their forecasts.
This yields
y2,t(h) = pi22,ppi22,p y2,t+h−2p + pi22,ppi23,p y3,t+h−2p
+ pi23,ppi33,p y3,t+h−2p + pi23,ppi34,p y4,t+h−2p.
Hence for p ≤ h ≤ 2p, the forecast of y2,t+h can be based solely on the information in
the past and present of y2,t, y3,t and y4,t.
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For h ≥ 2p + 1, the variables y2,t+h−2p, y3,t+h−2p and y4,t+h−2p have to be replaced by
forecasts which yields
y2,t(h) = pi22,ppi22,ppi22,p y2,t+h−3p + pi22,ppi22,ppi23,p y3,t+h−3p
+ pi22,ppi23,ppi33,p y3,t+h−3p + pi22,ppi23,ppi34,p y4,t+h−3p
+ pi23,ppi33,ppi33,p y3,t+h−3p + pi23,ppi33,ppi34,p y4,t+h−3p
+ pi23,ppi34,ppi41,p y1,t+h−3p + pi23,ppi34,ppi44,p y4,t+h−3p.
Hence, from h = 2p + 1 onwards, the information in y1,t+h−3p has to be used. If the
information in the past and present of y1,t plays any role in forecasting y2,t+h, this
should show up at the latest at h = pk3 + 1. Since model (3.7) represents the worst
case scenario, the forecast horizon h˜ = k3p + 1 is the maximal forecast horizon up to
which one has to check for noncausality.
Granger Noncausality at all Forecast Horizons in a VAR(p) Model
The analysis of extended Granger causality is based on the h–step ahead forecast
of a variable. For VAR(1) models, these forecasts can be easily obtained using the
prediction formula (3.5) on page 27. For VAR(p) models with p > 1, forecasts can be
computed according to the same formula if the VAR(p) model is written as a VAR(1)
model in companion form (cf. (2.17) on page 14):
Yt+h = Π
h Yt +
h−1∑
s=0
Πs Ut+h−s. (3.9)
Left–multiplying (3.9) with the (k × kp) matrix J = [Ik, 0, . . . , 0] yields the following
representation:
yt+h = JΠ
h Yt +
h−1∑
s=0
JΠs Ut+h−s, (3.10)
where yt+h = JYt+h. The first term on the right–hand side of (3.10) is the h–step ahead
forecast of yt, based on the information in yt−i+1, i ≥ 1, i.e.
yt(h) = JΠ
h Yt. (3.11)
The second term on the right–hand side of (3.10),
ut(h) =
h−1∑
s=0
JΠs Ut+h−s, (3.12)
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denotes the h–step ahead prediction error (see Lu¨tkepohl (1991, p. 32)).
In the following,
Π(h) = JΠh, (3.13)
denotes the (k × kp) coefficient matrix obtained from the first k rows of Πh. This
matrix can be partitioned congruent with the vector Yt = [y
′
t, y
′
t−1, . . . , y
′
t−p+1]
′ into p
(k × k) submatrices
Π(h) =
[
Π
(h)
1 , Π
(h)
2 , . . . , Π
(h)
p
]
. (3.14)
Each submatrix Π
(h)
i measures the marginal influence of the vector yt−i+1, i = 1, . . . , p,
in the conditional forecast of yt+h.
Moreover, in accordance with the partition of the (k × 1) vector yt = [y1,t, y2,t, y′3,t]′,
each submatrix Π
(h)
i can be further partitioned into
Π
(h)
i =

pi
(h)
11,i pi
(h)
12,i pi
(h)
13,i
pi
(h)
21,i pi
(h)
22,i pi
(h)
23,i
pi
(h)
31,i pi
(h)
32,i pi
(h)
33,i
 . (3.15)
In general, pi
(h)
fg,i denotes a (kf × kg) coefficient matrix which reflects the marginal in-
fluence of yg,t−i+1 in the h–step ahead forecast of yf,t. However, k1 = k2 = 1 if not
mentioned differently. Hence, pi
(h)
21,i is a coefficient which measures the marginal influ-
ence of y1,t−i+1 onto y2,t(h) while for k3 > 1 pi
(h)
23,i is a (1 × k3) vector of coefficients
which measure the marginal influence of the k3 variables in y3,t−i+1 onto y2,t(h).
If y1,t−i+1 does not improve the h–step ahead forecast of y2,t, the corresponding co-
efficients pi
(h)
21,i, i = 1, . . . , p, should be zero. This leads to the following corollary of
Proposition 3.2:
Corollary 3.2: (Dufour & Renault (1998, Proposition 4.5)).
y1 is Granger noncausal for y2 at all forecast horizons h ≥ 1 iff
pi
(h)
21,i = 0 ∀ h = 1, . . . , h˜ and i = 1, . . . , p, (3.16)
where h˜ = pk3 + 1.
y1 is said to Granger cause y2 at forecast horizon h, iff
pi
(h)
21,i 6= 0
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for at least one i ∈ {1, . . . , p}.
It follows from Corollary 3.2, that Granger noncausality of y1 for y2 at all forecast
horizons h ≥ 1 imposes h˜p restrictions on the VAR coefficients. Moreover, these
restrictions are linked by the following recursion formula (see Dufour & Renault (1998,
Lemma 3.2)):
pi
(h)
21,i = pi
(h−1)
21,i+1 + pi
(h−1)
21,1 pi11,i + pi
(h)
22,1pi21,i + pi
(h−1)
23,1 pi31,i. (3.17)
The recursion formula shows that pi
(h)
21,i consists of sums of products of the vector au-
toregressive coefficients.
More Insight into the Extended Granger Causality Concept
Corollary 3.3: (Dufour & Renault (1998, Lemma 3.2 and Theorem 3.2)).
With reference to (3.17), the restrictions for Granger noncausality of y1 for y2 at all
forecast horizons h ≥ 1 can be written alternatively as
pi21,i = 0 for i = 1, . . . , p,
and (3.18)
pi
(h)
23,1pi31,i = 0 for i = 1, . . . , p, and h = 1, . . . , h˜− 1.
Corollary 3.3 states, that the h˜p restrictions for Granger noncausality at all forecast
horizons can be decomposed into p linear restrictions (pi21,1 = . . . = pi21,p = 0) which
exclude any direct causal influence of y1 on y2, and into (h˜ − 1)p = k3p2 nonlinear
restrictions (pi
(h)
23,1pi31,i = 0 for i = 1, . . . , p and h = 1, . . . , h˜ − 1) which exclude any
indirect causal influence of y1 onto y2.
Corollary 3.4: (Dufour & Renault (1998, Corollary 3.5)).
If the vector of third variables is univariate (k3 = 1), then either set of restrictions
pi21,i = pi23,i = 0 ∀ i = 1, . . . , p, (3.19)
or
pi21,i = pi31,i = 0 ∀ i = 1, . . . , p, (3.20)
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is necessary and sufficient for Granger noncausality of y1 for y2 at all forecast horizons
h ≥ 1. (See also Hsiao (1982) and Triacca (2000)).
If the vector of third variables is multivariate (k3 > 1), the restrictions are only suffi-
cient.
Example 3.1 has illustrated that if y3 is scalar (k3 = 1), there is only one Granger
causal chain running from y1 to y3 to y2. This chain is interrupted in either case (3.19)
or (3.20).
The case of a multivariate vector of third variables y3,t has been studied in Example
3.2: the latter example shows that for k3 = 2, there exist 4 cases how the k–dimensional
vector yt can be decomposed into two subvectors S1,t, S2,t such that standard Granger
noncausality of S1 for S2 implies that y1 is never Granger causal for y2. Corollary 3.4
only describes two of these four cases (i.e. cases (i) and (ii), but not cases (iii) and
(iv)). This illustrates that the restrictions given in Corollary 3.4 are only sufficient but
not necessary if k3 > 1.
In contrast, the restrictions given in Corollary 3.3 are necessary and sufficient. Exam-
ple 3.4 shows that these restrictions cover indeed all 4 cases of Example 3.2 .
Example 3.4: VAR(1) Model with k3 = 2.
Let yt = (y1,t, y2,t, y
′
3,t)
′ with y3,t = [y3,t, y4,t]
′ a (2 × 1) vector of third variables and
let yt be generated by the following VAR model
y1,t
y2,t
y3,t
y4,t

=

pi11,1 pi12,1 pi13,1 pi14,1
pi21,1 pi22,1 pi23,1 pi24,1
pi32,1 pi33,1 pi34,1
pi41,1 pi42,1 pi43,1 pi44,1


y1,t−1
y2,t−1
y3,t−1
y4,t−1

+

u1,t
u2,t
u3,t
u4,t

.
According to Proposition 3.2, Granger noncausality of y1 for y2 at all forecast horizons
holds if pi
(h)
21,1 = 0 for h = 1, 2, 3. This yields the following set of restrictions:

pi21,1
pi
(2)
21,1
pi
(3)
21,1
 =

pi21,1
pi23,1pi31,1 + pi24,1pi41,1
pi23,1pi33,1pi31,1 + pi24,1pi43,1pi31,1
+pi23,1pi34,1pi41,1 + pi24,1pi44,1pi41,1

= 0.
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Hence, there are p = 1 linear restriction and p2k3 = 2 nonlinear restrictions. For
instance, the second restriction is fulfilled if either
(i) pi23,1 = [pi23,1, pi24,1] = 0 or
(ii) pi31,1 = [pi31,1, pi41,1]
′ = 0 or
(iii) pi23,1 = pi41,1 = 0 or
(iv) pi24,1 = pi31,1 = 0 or
(v) pi23,1pi31,1 = −pi24,1pi41,1 and pi24pi41,1 6= 0, pi23,1pi31,1 6= 0.
Three interesting insights can be gained:
First, if condition (i) or condition (ii) holds, the restriction at forecast horizon h = 3
is fulfilled automatically and is thus redundant. This problem will be addressed in
Chapter 4.
Second, if condition (iii) holds, the possibility still exists that y1
1−→ y3 1−→ y4 1−→ y2.
Alternatively, condition (iv) does not exclude that y1
1−→ y4 1−→ y3 1−→ y2. To ex-
plicitly exclude these Granger causal chains, the restriction at forecast horizon h = 3
is needed which checks whether pi34,1 = 0 or pi43,1 = 0. Hence, if condition (iii) or
(iv) holds, all h˜p = 3 restrictions are needed to establish a separation as described in
Example 3.2, case (iii) or (iv).
Third, if condition (v) holds, y1 has an indirect effect onto y2 via y3 and y4. One might
thus call y1 causal for y2. However, under the extended Granger causality concept, y1
is not causal for y2 at forecast horizon h = 2: the indirect causal effects cancel out
so that there is no prediction improvement and hence no Granger causality at this
forecast horizon.2 This distinguishes the concept of extended Granger causality from
other causality concepts, which would conclude causality under this condition (see e.g.
Hsiao (1982), Triacca (2000)3).
2If condition (v) holds, S1 is standard Granger causal for S2 in Example 3.2 yet y1 is never Granger
causal for y2 according to Corollary 3.3: this explains why standard Granger noncausality of S1 for S2
is only a sufficient but not a necessary condition for Granger noncausality of y1 for y2 at all forecast
horizons h ≥ 1.
3Triacca (2000) defines y1 to be Hsiao noncausal for y2 if and only if condition (3.19) or (3.20)
holds. Hence, for the present example y1 is Hsiao noncausal for y2 under conditions (i) and (ii) but
Hsiao causal under conditions (iii) to (v).
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3.1.2 Impulse Response Analysis
The concept of impulse response analysis has been made popular by Sims (1980, 1981)
and can be used to study causality between variables. It defines a variable y1 to be
causal for another variable y2 if new (unpredicted) information in y1,t leads us to change
our forecast of y2,t+h for at least one h ≥ 1 (see Hamilton (1994, p. 319)). The new
information is commonly modeled as a one–time exogenous shock which occurs in one
variable of the system, say y1. If variable y1 is causal for another variable y2, the
one–time shock in y1 should change the path of y2. In other words, y2 should respond
to the impulse in y1, henceforth the name impulse response analysis.
Noncausality in Terms of Standard Impulse Response Analysis
Let
yt =
p∑
i=1
Πi yt−i + ut, ut ∼ i.i.d.(0,Σu),
be a stable, stationary VAR(p) model. Since the innovations in ut can be interpreted as
one–step ahead forecast errors, unpredicted information in variable y1,t can be modeled
for example as a one–unit shock in u1,t. To see how such a shock affects the variables
in yt in subsequent periods, given that no other shocks affect the system, it is useful
to consider the moving–average (MA) representation
yt =
∞∑
j=0
Φj ut−j. (3.21)
The moving average polynomial Φ(L) =
∑∞
j=0ΦjL
j can be obtained from inversion
of the vector autoregressive polynomial Π(L) = (Ik −
∑p
i=1ΠiL
i). The condition
Φ(L)Π(L) = Ik yields the recursion formula (2.10) on page 11.
If the VAR(p) model is written as a VAR(1) model in companion form
Yt = ΠYt−1 + Ut,
the following MA representation
Yt =
∞∑
j=0
Πj Ut−j
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is obtained. Left–multiplying with the (k × kp) matrix J = [Ik 0 . . . 0] then yields the
MA representation (3.21) for yt as well as an alternative expression for the moving
average coefficient matrices:
Φj = JΠ
jJ ′ = Π(j)1 and Φ0 = Ik. (3.22)
The MA coefficient matrices Φj, j > 0, can be partitioned in accordance with the vector
yt as
Φj =

φ11,j φ12,j φ13,j
φ21,j φ22,j φ23,j
φ31,j φ32,j φ33,j
 . (3.23)
In particular, φfg,j can be interpreted as response of yf,t+j to a one–time, one–unit
shock in yg,t (see Lu¨tkepohl (1991, Chapter 2)). Assume therefore, that prior to time
t all variables in yt take on their mean value of zero. In period t, a one–time, one–
unit shock occurs in the 1–step ahead forecast error of y1,t only, i.e. u1,t = 1 while
u2,t = u3,t = 0. To analyze how this shock affects future values of yt, given that no
other shocks occur, us is restricted to zero for s 6= t. This yields
yt+h =
∞∑
j=0
Φj ut+h−j = Φh ut =

φ11,h
φ21,h
φ31,h
 .
If φ21,h 6= 0, then a one–time one–unit shock in y1,t changes the h–step ahead forecast
of y2,t and y1 may be called causal for y2 in terms of impulse response analysis. If
φ21,h = 0, then y2,t+h does not respond to an impulse in y1,t and y1 may be called non-
causal for y2 at forecast horizon h in terms of impulse response analysis. If the latter
condition holds for all forecast horizons h ≥ 1, then y1 may be called never causal for
y2 in terms of impulse response analysis. This is summarized in the following definition:
Definition 3.3: Noncausality in Terms of Impulse Response Analysis.
If φ21,j = 0 for all j ≥ 1, then y1 is called never causal for y2 in terms of impulse
response analysis.
If φ21,j 6= 0 for at least one j ≥ 1, then y1 is called causal for y2 in terms of impulse
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response analysis at forecast horizon j.
For finite order VAR models, Proposition 3.3 states that it suffices to check only the
first p(k−1) responses of y2 to an impulse in y1 to make sure that all responses are zero.
Proposition 3.3: (Lu¨tkepohl (1991, Proposition 3.4)).
If φ21,j = 0 for j = 1, . . . , h¯ with h¯ = p(k − 1), then y1 is never causal for y2 in terms
of impulse response analysis.
Example 3.5: Bivariate VAR(p) Model.
Let the (2× 1) vector yt = [y1,t, y2,t]′ be generated as
yt = Πp yt−p + ut, ut ∼ i.i.d.(0,Σu).
with
Πp =
 pi11,p pi12,p
pi21,p pi22,p

This model describes a worst case scenario insofar, as regressors enter only with the
highest lag p.
For the present DGP, the following impulse response coefficient matrices are obtained
(cf. (2.10) on page 11):
Φj =
 φ11,j φ12,j
φ21,j φ22,j
 =
 Π
n
p ∀ j = p ∗ n, n = 1, 2, . . . ,
0 otherwise.
(3.24)
Since Φj = 0 for j < p, a nonzero response of y2 to an impulse in y1 will be detected at
the earliest at forecast horizon j = p, namely if φ21,p = pi21,p 6= 0. However, if pi21,p 6= 0,
y1 is Granger causal for y2. This Granger causal link will be detected at forecast
horizon h = 1. The p − 1 extra steps are needed because impulse response analysis
only considers the (unpredicted) information in yt, thus neglecting the information in
the p − 1 potential regressors yt−1, . . . , yt−p. For the present DGP, a shock in u1,t
respectively y1,t is transmitted onto y2,t+h only after p periods:
yt+p = Πp yt + ut+p = yt(p) + ut(p),
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see (3.11) and (3.12), page 32.
If there is a nonzero response of y2 to an impulse in y1, one might be interested in the
size of this response over n periods. Therefore, the responses of y2,t(j) to an impulse
in y1,t can be summed up for j = 1, . . . , n to yield the n–th interim multiplier
φ21(n) =
n∑
j=1
φ21,j . (3.25)
Moreover, in a stable VAR model, the total effect of an impulse in y1 onto y2 can be
measured by the total or long–run multiplier
φ21(∞) =
∞∑
j=1
φ21,j . (3.26)
It follows from Definition 3.3 and Proposition 3.3, that y1 is causal for y2 in terms of
impulse response analysis, if φ21,j 6= 0 for at least one j ∈ {1, . . . , p(k − 1)}, hence if
the p(k − 1)–th interim multiplier φ21(p(k − 1)) 6= 0. However, the opposite does not
hold: if φ21(p(k − 1)) = 0, y1 may nevertheless be causal for y2 in terms of impulse
response analysis since a sum may equal zero although its elements are different from
zero.
Granger Causality, Extended Granger Causality and Impulse Response
Analysis
In a multivariate VAR model with some third variables, y1 may be Granger noncausal
for y2 at forecast horizon h = 1 and yet some responses of y2 to a one–time one–unit
impulse in y1 are nonzero. Indeed, y1 may be directly Granger noncausal for y2 but
Granger cause y3 which may then Granger cause y2. Under this scenario, a shock in
y1 will eventually lead to a response of y2 via y3. This indirect causality has already
been illustrated in the context of extended Granger causality. Are impulse response
analysis and extended Granger causality two sides of the same causality concept? The
answer is ”no” in general although there are DGP’s where both concepts lead to the
same set of noncausality restrictions.
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The h–step ahead forecast of a VAR(p) model with p ≥ 1 is (cf. (3.10) on page 32)
yt+h = Π
(h)
1 yt +Π
(h)
2 yt−1 + . . .+Π
(h)
p yt−p+1 +
h−1∑
s=0
Π
(s)
1 ut+h−s
= yt(h) + ut(h).
The concept of extended Granger causality analyzes the contribution of the information
in y1,t−i, i ≥ 0 to the h–step ahead forecast of y2,t. Granger noncausality of y1 for y2
at all forecast horizons holds if
pi
(h)
21,1 = pi
(h)
21,2 = . . . = pi
(h)
21,p = 0 ∀ h = 1, . . . , h˜, where h˜ = pk3 + 1. (3.27)
Impulse response analysis also investigates in how far the information in y1,t−i changes
the forecast of y2,t+h in subsequent forecast periods, but only for i = 0. Let ut =
[1, 0, 0]′ characterize the one–time one–unit impulse in y1,t. This changes the h–step
ahead forecast of yt to
yt(h) = Π
(h)
1 (yt + ut) + Π
(h)
2 yt−1 + . . .+Π
(h)
p yt−p+1.
For pi
(h)
21,1 6= 0, the shock in y1,t leads to a nonzero response of y2,t at forecast horizon
h. It follows from Proposition 3.3, that y1 is never causal for y2 in terms of impulse
response analysis if
pi
(h)
21,1 = 0, ∀ h = 1, . . . , h¯, where h¯ = p(k − 1). (3.28)
What can be learned from a comparison of the noncausality restrictions under either
concept?
Lemma 3.1: In the bivariate VAR model, standard Granger noncausality of y1 for y2
is necessary and sufficient for noncausality of y1 for y2 in terms of impulse response
analysis.
Proof: Granger noncausality of y1 for y2 holds if pi21,i = 0 for all i = 1, . . . , p (see
Proposition 3.1). In the bivariate VAR(p) model, these restrictions imply an upper
triangular vector autoregressive polynomial matrix (see (3.2) on page 23). To obtain
the moving average representation, the vector autoregressive polynomial matrix has to
be inverted. It follows from the inversion rules for partitioned matrices, that the inverse
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of a nonsingular upper triangular matrix is again upper triangular (see e.g. Lu¨tkepohl
(1996a, 9.14.1 (3))). Hence, pi21,i = 0 for i = 1, . . . , p implies and is implied by φ21,j = 0
for j ≥ 0. Noncausality of y1 for y2 in terms of impulse response analysis follows from
Definition 3.3 (see Sims (1972), Hosoya (1977), Lu¨tkepohl (1991, Chapter 2)).
Moreover, Granger noncausality at forecast horizon h = 1 implies Granger noncausal-
ity at all forecast horizons h ≥ 1. Hence, in the bivariate VAR model the restriction
pi21,i = 0 for all i = 1, . . . , p characterizes Granger noncausality at any forecast horizon
h ≥ 1 as well as noncausality in terms of impulse response analysis.
Lemma 3.2: In VAR(p) models with k1 = k2 = 1 and k3 > 0, Granger noncausality
at all forecast horizons h ≥ 1 implies that all responses of y2 to a one–time one–unit
shock in y1 are zero.
Proof: It follows from Proposition 3.2 that
pi
(h)
21,i = 0 ∀ h = 1, . . . , h˜, i = 1, . . . , p,
⇒ pi(h)21,i = 0 ∀ h ≥ 1, i = 1, . . . , p,
⇒ pi(j)21,1 = φ21,j = 0 ∀ j ≥ 1.
It thus follows from Definition 3.3 that y1 is never causal for y2 in terms of impulse
response analysis. (See also Dufour & Tessier (1992, Proposition 1), Bruneau & Nicolai
(1992a), Dufour & Renault (1994, 1998)).
Lemma 3.3: In VAR(1) models with k1 = k2 = 1 and k3 > 0, zero responses of y2,t(h) to
a one–time one–unit shock in y1,t for all h ≥ 1 are necessary and sufficient for standard
Granger noncausality and extended Granger noncausality at all forecast horizons.
In VAR(p) models with k1 = k2 = 1, k3 > 0 and p > 1, zero responses of y2,t(h) to
a one–time one–unit shock in y1,t for all h ≥ 1 are necessary but not sufficient for
Granger noncausality of y1 for y2 at all forecast horizons h ≥ 1.
Proof: y1 is never causal for y2 in terms of impulse response analysis if (3.28) holds.
For p = 1, the set of restrictions in (3.28) coincides with that in (3.27) and Granger
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noncausality at all forecast horizons h ≥ 1 follows.
For p > 1, imposing the restrictions in (3.28) still leaves open the possibility that
pi
(h)
21,i 6= 0 for some i > 1 and h ≥ 1 and hence that (3.27) is violated. It follows from
Proposition 3.3 and (3.17) on page 34 that y1 is never causal for y2 in terms of impulse
response analysis if the following set of restrictions holds:
pi21,1 = 0,
pi
(2)
21,1 = pi21,2 + pi21,1pi11,1 + pi22,1pi21,1 + pi23,1pi31,1 = 0,
pi
(3)
21,1 = pi
(2)
21,2 + pi
(2)
21,1pi11,1 + pi
(2)
22,1pi21,1 + pi
(2)
23,1pi31,1 = 0,
pi
(4)
21,1 = pi
(3)
21,2 + pi
(3)
21,1pi11,1 + pi
(3)
22,1pi21,1 + pi
(3)
23,1pi31,1 = 0,
. . . = . . .
pi
(h¯)
21,1 = pi
(h¯−1)
21,2 + pi
(h¯−1)
21,1 pi11,1 + pi
(h¯−1)
22,1 pi21,1 + pi
(h¯−1)
23,1 pi31,1 = 0.
Inserting restrictions succinctly yields
pi21,1 = 0,
pi21,2 = −pi23,1pi31,1,
pi
(2)
21,2 = −pi(2)23,1pi31,1,
. . . = . . .
pi
(h¯)
21,2 = −pi(h¯−1)23,1 pi31,1.
These restrictions may be fulfilled even if pi
(h)
21,2 6= 0 for some h ≥ 1. However, in the
latter case, there exists Granger causality of y1 for y2 at forecast horizon h. (See also
Theorem 3.3 of Dufour & Renault (1998)).
Lemma 3.4: If y1 causes y2 in terms of impulse response analysis, then y1 is also Granger
causal for y2 at some forecast horizon h ≥ 1.
Proof: The proof is self–evident if a nonzero response arises at some forecast horizon
1 ≤ h ≤ h˜. In this case, the restrictions in (3.27) are violated.
Assume now that a nonzero response arises the first time at some forecast horizon h?
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with h˜ < h? ≤ h¯, i.e.
pi
(h)
21,1 = 0 h = 1, . . . , h
? − 1, (3.29)
but
pi
(h?)
21,1 6= 0. (3.30)
In this case, the necessary and sufficient conditions of Corollary 3.2 are violated: if y1
is Granger causal for y2 at forecast horizon h
? > h˜, this Granger causality must already
show up at some forecast horizon h ∈ 1, . . . , h˜. Hence, the latter situation can be ruled
out. (See also Corollary 3.4 of Dufour & Renault (1998): a nonzero impulse response
function violates the necessary conditions for Granger noncausality at all forecast hori-
zons.)
Lemma 3.5: In VAR(p) models with k1 = k2 = 1, k3 > 0 and p > 1, zero responses of
y2,t(h) to a one–time one–unit impulse in y1,t at all forecast horizons h ≥ 1 plus Granger
noncausality of y1 for y2 at forecast horizon h = 1 are necessary but not sufficient for
Granger noncausality at all forecast horizons h > 1.
They are necessary and sufficient only in the special case where k3 = 1.
Proof: see the proof in Bruneau & Nicolai (1992a, Theorem and Corollary 1) and in
Dufour & Renault (1998, Corollary 3.5).
Lemmas 3.2 to 3.5 illustrate that in general the restrictions for Granger noncausality of
y1 for y2 at all forecast horizons encompass those for noncausality in terms of impulse
response analysis. For this reason, some authors regard the extended Granger causality
concept as a generalized version of standard impulse response analysis (see Bruneau &
Nicolai (1992a), Dufour & Renault (1994, 1998)).
However, the fact that in the stable, stationary VAR case, zero impulse response coef-
ficients can be formulated as restrictions on the VAR coefficients which in some cases
mirror the restrictions for standard or extended Granger noncausality does not make
the concepts alike. Indeed, the conceptual differences become obvious once more so-
phisticated versions of standard impulse response analysis are considered.
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Noncausality in Terms of Orthogonalized Impulse Response Analysis
The characterization of noncausality in terms of impulse response analysis has been
derived under the assumption of a one–unit shock in y1,t, given that no shocks in the
other variables occur. This assumption is hard to justify if in the moving average rep-
resentation (3.21) on page 37 the vector of error terms ut has a covariance matrix Σu
with nonzero off–diagonal elements. In this case, the error terms of different equations
are contemporaneously correlated. Tracing out the response of one variable to an iso-
lated shock in another variable neglects these contemporaneous correlations and hence
the sample information (Sims (1981)).
Both problems can be solved by taking into account the information in the covariance
matrix Σu. Consider therefore a Cholesky decomposition of the covariance matrix
E(utu
′
t) = Σu = PP
′ with P−1ΣuP
−1′ = Ik
and P either a lower or upper triangular matrix. For a given matrix P , the MA
representation (3.21) can be written as
yt =
∞∑
j=0
ΦjPP
−1ut−j =
∞∑
j=0
Θjwt−j
with Θ0 = P , Θj = ΦjP and wt = P
−1ut a vector of orthogonal residuals with covari-
ance matrix Σw = Ik.
Let Θj be partitioned in accordance with yt, i.e.
Θj =

θ11,j θ12,j θ13,j
θ21,j θ22,j θ23,j
θ31,j θ32,j θ33,j
 ,
then θ21,j measures the responses of variable y2,t to a shock of size one unit in inno-
vation w1,t, j periods ago. For Θ0 6= Ik, y2,t may now instantaneously respond to an
impulse in y1,t. This leads to the following definition of noncausality:
Definition 3.4: Noncausality in Terms of Orthogonal Impulse Response Analysis.
y1 is called noncausal for y2 in terms of orthogonal impulse respone analysis if θ21,j = 0
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for all j ≥ 0.
If θ21,j 6= 0 for at least one j ≥ 0, then y1 is called causal for y2 in terms of orthogonal
impulse response analysis.
Proposition 3.3 carries over to orthogonalized impulse responses (see Lu¨tkepohl (1991,
Proposition 2.5)). Hence, it suffices to check the first j = 0, 1, . . . , h¯ impulse responses
to make sure that all orthogonalized responses of y2,t(j) to an impulse in y1,t are zero
for j ≥ 0.
The following example illustrates how orthogonalization changes the interpretation of
impulse responses:
Example 3.6: Bivariate VAR(p) Model.
Let the (2× 1) vector yt = [y1,t, y2,t]′ be generated as y1,t
y2,t
 = ∞∑
j=0
 φ11,j φ12,j
φ21,j φ22,j

 u1,t−j
u2,t−j
 , (3.31)
with ut = [u1,t, u2,t]
′ ∼ i.i.d.(0,Σu), Σu = PP ′ and P a lower triangular matrix. Then
(3.31) can be written as y1,t
y2,t
 = ∞∑
j=0
 θ11,j θ12,j
θ21,j θ22,j

 w1,t−j
w2,t−j
 , (3.32)
with  θ11,j θ12,j
θ21,j θ22,j
 =
 φ11,j φ12,j
φ21,j φ22,j

 P11 0
P21 P22
 ,
 w1,t
w2,t
 =
 P 11 0
P 21 P 22

 u1,t
u2,t
 ,
and P ij denoting the ij–th element of the inverse of P .
Note, that orthogonalization suppresses the contemporaneous correlation between the
innovations of different equations, i.e. E(wtw
′
t) = Ik. However, the information on
the contemporaneous correlation shows up in the matrix Θ0 = P which in contrast to
standard impulse responses allows for an instantaneous response. The coefficients in
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Θ0 are therefore sometimes called impact multipliers. For instance, the coefficient θ21,0
measures the response of y2,t to an instantaneous shock in w1,t. Thereby, the form of
the matrix P decides on the direction of the instantaneous causality. For the present
example, the lower triangularity of P allows for an instantaneous causal link from y1,t
to y2,t but does not allow for a feedback: for θ21,0 = P21 6= 0, a shock in w1,t evokes an
immediate response of y2,t. On the other hand, θ12,0 = P12 = 0, so that impulses in y2,t
can affect y1,t at the earliest after one period.
The decision on the direction of the instantaneous causality cannot be derived from
the data. Since correlation is a temporally symmetrical concept, one cannot decide on
the basis of the timing of the data whether y1 is instantaneously causal for y2 or vice
versa. Accordingly, the Choleski decomposition of the covariance matrix Σu works for
P either upper or lower triangular.
The instantaneous causal direction depends on the ordering of the variables in yt and
not on sample information. For instance, in Example 3.6, P is chosen lower triangular
so that w1,t = u1,t while w2,t is a linear combination of u1,t, u2,t. A one–unit shock in
w1,t corresponds to a shock of size one standard deviation in u1,t but a one–unit shock in
w2,t corresponds to shocks of size one standard deviation in u1,t and u2,t simultaneously.
Hence this ordering assumes that shocks in y2,t must be accompanied by simultaneous
shocks in y1,t while it is possible to have shocks in y1,t only. The interpretation of the
impulse responses hinges on the economic plausibility of such orderings.
Sims (1980, 1981) suggests to compute and compare orthogonalized impulse response
functions for all possible different causal orderings. This allows to check the influence
and the plausibility of all different possible Wold causal chains. However, the influence
of the prior information grows with the number of variables in the system. For instance,
in a trivariate VAR model there are 3! = 6 possible causal orderings. The larger the
number of variables, the more difficult it will be to decide for a specific causal order
on economic commonsense.
There exist also decompositions of Σu = PP
′ which yield a nontriangular matrix P and
hence allow for a feedback situation. Such a decomposition may be chosen if economic
theory or prior information support a model where one–unit shocks in the orthogonal-
ized errors correspond to simultaneous shocks in all original innovations u1,t, . . . , uk,t.
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Forecast error variance decomposition is a means to summarize the information in
the orthogonal impulse responses: if y1 is causal for y2, the innovations in y1,t should
explain a significant proportion of the forecast error variance of y2,t at forecast horizon
h. To gain an idea in how far innovations in y1,t can explain the mean–squared error
of the h–step ahead forecast of y2,t, the proportion of MSE(y2,t(h)), accounted for by
innovations in y1,t, can be computed. Summing up these proportions for all forecast
horizons h ≥ 1 yields insight into the long–run relationship between y1 and y2. This
procedure is called innovation accounting (see Sims (1980, 1981)).
Orthogonalized impulse response analysis and innovation accounting are based on prior
information about instantaneous causal directions while Granger causality tests are
not. Due to the different underlying information sets, the duality between Granger
noncausality and zero impulse responses which arises in the bivariate VAR model does
not hold with orthogonalized impulse responses.
Granger Causality and Orthogonalized Impulse Response Analysis
In contrast to standard impulse response functions, orthogonalized impulse responses
depend not only on the sample information but also on the assumptions about the
instantaneous causal links as reflected in the choice of the matrix P and the ordering
of the variables in yt. As consequence, noncausality of y1 for y2 in terms of (standard)
impulse response analysis neither implies nor is implied by noncausality of y1 for y2 in
terms of orthogonalized impulse response analysis. Moreover, the relationship between
Granger noncausality and noncausality in terms of impulse response analysis which
holds in bivariate VAR(p) models, does not hold with orthogonal impulse responses in
general:
It follows from Lemma 3.1 that restricting φ21,j = 0 for j = 1, 2, . . . in (3.31) im-
plies and is implied by Granger noncausality of y1 for y2. On the other hand, y1 may
be Granger noncausal for y2 and yet in (3.32) the orthogonalized impulse responses
θ21,j = φ21,j P11 + φ22,j P21 = φ22,j P21 6= 0 for some j ≥ 0. The orthogonalized impulse
responses θ21,j = 0 only under the additional condition that y1 is not instantaneously
causal for y2, hence if P21 = 0.
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On the other hand, since P is chosen lower triangular in Example 3.6, P12 = 0 so
that θ12,j = φ12,j P22 = 0 in (3.32) if and only if φ12,j = 0. But θ12,j measures the
response of y1,t+j to an impulse in w2,t = P
21u1,t + P
22u2,t and does not coincide with
the standard impulse response coefficient φ12,j which measures the response of y1,t+j to
an impulse in u2,t only. Again, both concepts only coincide for P
21 = 0, hence if there
is no instantaneous correlation between y1,t and y2,t.
Since instantaneous causality does not play a role in Granger causality and standard
impulse response analysis, these concepts will not be considered here. Moreover, the
examples illustrate that Lemmas 3.1 to 3.5 do not carry over to orthogonalized impulse
response analysis.
Concepts which allow for instantaneous causality or explicitly model instantaneous
relationships are for example orthogonal impulse response analysis, variance decompo-
sition or innovation accounting, generalized impulse response analysis and structural
VAR model analysis. The interested reader is referred to Judge et al. (1988, Chapter
18), Lu¨tkepohl (1991, Chapter 2), Hamilton (1994, Chapter 11), Amisano & Giannini
(1997), Breitung (1998) and Pesaran & Shin (1998).
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3.2 Causality in Nonstationary VAR Models
It is now assumed that some or all of the k variables in yt are integrated of order one,
but that yt still admits a finite order levels VAR(p) representation
Π(L) yt = ut,
where ut ∼ i.i.d.(0,Σu) with Σu a nonsingular covariance matrix and Π(L) = Ik −∑p
i=1Πi. In contrast to the stable, stationary VAR(p) model, the determinantal poly-
nomial det(Π(z)) now has roots on the unit circle. In the following, it will be illustrated
in how far the restrictions for Granger noncausality, extended Granger noncausality and
noncausality in terms of impulse response analysis carry over to the nonstationary VAR
case. Moreover, a brief summary of related concepts will be given.
3.2.1 Standard and Extended Granger Causality
In the stationary VARmodel, the definitions of Granger causality and extended Granger
causality have been based on the optimal (linear minimum MSE) forecast of yt+h for
h ≥ 1:
yt(h) = Π
(h) Yt = JΠ
h Yt.
This prediction formula still yields minimum (linear) MSE forecasts in the nonstation-
ary VAR case, so that Granger noncausality at forecast horizon h ≥ 1 is characterized
by the same set of restrictions in the nonstationary case as in the stable, stationary
case (Granger (1988)). These restrictions are given in Propositions 3.1 and 3.2.
In contrast to stationary VAR models, nonstationary VAR models allow a joint anal-
ysis of variables with different statistical features:
Stationary variables have a finite variance and fluctuate around their mean. The opti-
mal long range forecast of a stationary process is therefore its process mean (Lu¨tkepohl
(1991, p. 32)). As consequence, the information in the past of a stationary variable
y1,t can help to improve the h–step ahead forecast of another stationary variable y2,t in
particular for h small. Hence, Granger causality between stationary variables is related
to short–run forecastability (Granger (1988)).
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An I(1) variable has a variance which increases with time. As consequence, long range
forecasts of integrated variables are beset with forecast uncertainty which increases
with the forecast horizon h. Moreover, two I(1) series may drift apart unless they
are tied together by a cointegration relation. Cointegration thus represents a comove-
ment of time series in the long–run. If two I(1) variables are cointegrated, there must
be Granger causality between these variables in at least one direction (see Engle &
Granger (1987), Granger (1987, Theorem 3)). In this case the Granger causal variable
helps to predict the other variable in the long–run.
Despite their different features, there may also exist Granger causality between a sta-
tionary variable and an I(1) variable: let y1,t be a stationary variable and let y2,t ∼ I(1),
then y1,t may Granger cause the stationary variable ∆y2,t and hence indirectly also
y2,t = y2,t−1 +∆y2,t. In this case, y1,t is said to Granger cause y2,t in the short–run.
Standard Granger Causality in the Error Correction Representation
The error correction representation allows for a joint analysis of stationary and inte-
grated variables and helps to illustrate short–run and long–run causal relationships.
Let
yt = Π1 yt−1 + . . .+Πp yt−p + ut, (3.33)
be generated by a VAR(p) model, then the error correction representation is
∆yt = −Π(1) yt−1 +
p−1∑
j=1
Γj ∆yt−j + ut, (3.34)
with Π(1) a (k × k) matrix of rank 0 ≤ r < k. Furthermore, let Π(1) and Γj be
partitioned in accordance with yt, i.e.
Π(1) =

Π(1)11 Π(1)12 Π(1)13
Π(1)21 Π(1)22 Π(1)23
Π(1)31 Π(1)32 Π(1)33
 and Γj =

γ11,j γ12,j γ13,j
γ21,j γ22,j γ23,j
γ31,j γ32,j γ33,j
 .
Standard Granger noncausality of y1 for y2 is characterized by exclusion restrictions on
the regressors y1,t−1, . . . , y1,t−p in the y2,t–equation. In the error correction represen-
tation (3.34), these restrictions translate into exclusion restrictions on the regressors
y1,t−1 and ∆y1,t−i, i = 1, . . . , p − 1. The restrictions which characterize Granger non-
causality of y1 for y2 in the error correction representation are given in the following
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proposition:
Proposition 3.4: Granger Noncausality at Forecast Horizon h = 1.
y1 is Granger noncausal for y2 at forecast horizon h = 1 if
Π(1)21 = 0 and γ21,j = 0 ∀ j = 1, . . . , p− 1. (3.35)
If condition (3.35) does not hold, then y1 is called Granger causal for y2 at forecast
horizon h = 1.
If all variables in yt are integrated of order one but not cointegrated, Π(1) equals the
null matrix and the error correction model reduces to a VAR model in first differences.
In this case, condition (3.35) only requires that γ21,j = 0 for all j = 1, . . . , p− 1.
If rk(Π(1)) = r with 0 < r < k, there exists a decomposition Π(1) = AB′ with
A, B two nonzero (k × r) matrices: A = [als] and B = [bls] where l = 1, . . . , k;
s = 1, . . . , r. Standard Granger noncausality of y1 for y2 requires that Π(1)21 = a21b11+
. . .+ a2rbr1 = 0. Hence, in the error correction representation Granger noncausality at
forecast horizon h = 1 imposes nonlinear restrictions on the EC coefficients.
Long–Run and Short–Run Granger Causality
If the variables in yt are integrated of order one and also cointegrated, Π(1) is a nonzero
matrix of rank 0 < r < k. Moreover, Π(1) contains the coefficients associated with
the I(1) vector yt−1 while the coefficients in Γj measure the influence of the stationary
variables in ∆yt−j. Based on the different stochastic properties of the regressors, Π(1)
is sometimes called the long–run matrix and the restriction Π(1)21 = 0 is then inter-
preted as long–run Granger noncausality. On the other hand, the condition γ21,j = 0
for j = 1, . . . , p−1 characterizes short–run Granger noncausality. Some authors simply
speak of long–run (long–term) and short–run noncausality (see e.g. Granger (1988),
Toda & Phillips (1994), Hylleberg & Mizon (1989), Konishi & Granger (1992)). In the
literature much attention has been drawn towards long–run Granger causality. There-
fore, the concept will be discussed in more detail.
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Example 3.7: Bivariate VAR(p) Model.
Let yt = [y1,t, y2,t]
′ be generated by a bivariate VAR(p) model with error correction
representation ∆y1,t
∆y2,t
 = −
 Π(1)11 Π(1)12
Π(1)21 Π(1)22

 y1,t−1
y2,t−1
 (3.36)
+
p−1∑
j=1
 γ11,j γ12,j
γ21,j γ22,j

 ∆y1,t−j
∆y2,t−j
+
 u1,t
u2,t
 .
If y1,t and y2,t are both integrated of order one, the left–hand side of (3.37) contains
only variables integrated of order zero while the right–hand side contains variables inte-
grated of order one and variables integrated of order zero. Since the variance of an I(1)
variable goes to infinitiy as t goes to infinity, it dominates the finite variance of a sta-
tionary variable so that the sum of an I(1) and an I(0) variable yields an I(1) variable.
However, the sum on the right–hand side of equation (3.37) must yield a vector with
I(0) variables only. As consequence, the matrix Π(1) must be zero unless y1,t and y2,t
are cointegrated, i.e. unless there exists a linear combination zt = b
′yt = b1 y1,t + b2 y2,t
which is stationary.
The cointegration relation is often interpreted as a long–run equilibrium relationship.
In this sense, values zt 6= 0 measure the deviations from the long–run equilibrium. If
y1,t, y2,t are cointegrated, the rank of Π(1) equals one and Π(1) = ab
′ can be partitioned
into a (2× 1) loading vector a and a (2× 1) cointegrating vector b, i.e. Π(1)11 Π(1)12
Π(1)21 Π(1)22
 =
 a1
a2
 [ b1 b2
]
=
 a1b1 a1b2
a2b1 a2b2
 .
The loading vector a must contain at least one nonzero element. As consequence, zt−1
and hence y1,t−1, y2,t−1 enter into at least one equation. If Π(1)21 6= 0, the information
in y1,t−1 helps to predict ∆y2,t and hence y2,t = y2,t−1 +∆y2,t. In this case y1 is called
long–run Granger causal for y2. Π(1)12 6= 0 characterizes long–run Granger causality
of y2 for y1 and Π(1)21 6= 0, Π(1)12 6= 0 a feedback system.
On the other hand, nonzero values γ21,j 6= 0 for some j = 1, . . . , p − 1 are said to
describe short–run Granger causality as these coefficients measure the influence of the
stationary variables ∆y1,t−i which can have only transitory effects by definition.
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Since noncausality is defined as absence of causality, Π(1)21 = 0 characterizes long–run
Granger noncausality of y1 for y2 while short–run Granger noncausality of y1 for y2
holds if γ21,j = 0 for all j = 1, . . . , p − 1. Since Granger noncausality restricts all
coefficients pi21,i = 0 for i = 1, . . . , p, it also restricts Π(1)21 =
∑p
i=1 pi21,i to zero and
hence implies long–run Granger noncausality. However, the opposite does not hold.
It is therefore possible to have long–run Granger noncausality of y1 for y2 and yet y1
Granger causes y2.
In the following chapters, interest centers on tests of Granger noncausality and not
specifically on tests of long–run Granger noncausality. However, since the notion long–
run causality appears quite frequently in studies of (co–)integrated time series (see e.g.
Osterberg (1992), Beeby et al. (1995), Granger & Lin (1995), Dufour & Renault (1994,
1998), Caporale et al. (1998), Bruneau & Jondeau (1999)), some further remarks are
given below:
Economic theory usually has more to say about long–run relations than about the
short–run dynamics. If economic theory postulates a causal direction, it might be in-
teresting to test for Granger causality in the cointegration relations only, as these are
interpreted as the long–run equilibrium relations. Indeed, if two variables y1,t, y2,t are
integrated of order one and cointegrated, there must be long–run Granger causality in
at least one direction (see Granger (1986)).
Since Granger causality is measured by prediction improvement, the question arises
whether long–run Granger causality also means prediction improvement in the long–
run?
For nonstationary VAR models, the h–step ahead forecast of yt can be computed just
as in the stable case (cf. (3.11) on page 32), but the forecast mean squared errors of
y1,t+h, y2,t+h may now be unbounded for h → ∞. As consequence, long–run forecasts
may be afflicted with extremely large forecast uncertainty. However, if y1,t, y2,t ∼ I(1)
and y1 is long–run Granger causal for y2, h–step ahead forecasts of y2,t which take into
account the cointegration relation will have bounded mean squared errors for h → ∞
(Engle & Yoo (1987), Lu¨tkepohl (1991, Chapter 11)). In this sense, long–run Granger
causality of y1 for y2 results in long–run prediction improvement.
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Nevertheless, long–run Granger causality does not mean that long–run forecasts can
be obtained from the cointegration relations alone. In general, forecasts have to be
based on the whole data generating process which includes the short–run dynamics
(see Lu¨tkepohl (1994b) and Lu¨tkepohl (1994c)).
In this thesis, a vector yt is I(1) if at least one variable in yt is integrated of order one.
The vector yt is said to be cointegrated with cointegrating vector bs if b
′
syt ∼ I(0). Let
yt = [y1,t, y2,t]
′ with y1,t ∼ I(1) and y2,t ∼ I(0). Assume a vector b1 = [0, b21]′ with
b21 a nonzero scalar which ensures that b
′
1yt ∼ I(0), then there exists a cointegrating
vector. However, there is no cointegrating relation which can be interpreted in the
sense of a long–run economic equilibrium situation and hence there is no long–run
Granger causality. The example demonstrates that long–run Granger causality has to
be interpreted with care in a joint analysis of stationary and I(1) variables.
Note, that the notion long–run causality has also been used in different contexts: for
instance, Dufour & Renault (1994, 1998) use the similar notion causality in the long
run to denote Granger causality at higher forecast horizons h > 1. In contrast to the
former notion long–run Granger causality, their notion is not restricted to the relation-
ships between I(1) variables.
Granger & Lin (1995) use spectral decomposition to study causality at certain frequen-
cies as proposed by Hosoya (1991). In this context, Granger & Lin define causality in
the long–run as causality at very small frequencies ω with ω → 0.
Stock & Watson (1989) use the notion neutrality in place of long–run Granger non-
causality. In contrast, Bruneau & Nicolai (1995, 1992b) and Bergman & Warne (1993)
label a variable neutral or totally neutral for another variable if the responses of the
latter to an impulse in the former sum to zero.
Extended Granger Causality in the Error Correction Representation
In principle, extended Granger causality can also be defined in the error correction
representation. However, the restrictions for Granger noncausality at forecast horizon
h = 1 are already nonlinear. Example 3.8 illustrates that the restrictions for Granger
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noncausality at higher forecast horizons are more complicated than those derived in
the levels VAR model.
Example 3.8: Trivariate VAR(2) model.
Let yt ∼ I(1) be generated by a VAR(2) model with error correction representation
∆yt = −Π(1) yt−1 + Γ1∆yt−1 + ut, ut ∼ i.i.d.(0,Σu),
then the one–step ahead forecast is
∆yt(1) = −Π(1) yt + Γ1∆yt.
The restrictions for Granger noncausality at forecast horizon h = 1 have already been
explored. At forecast horizon h = 2,
∆yt(2) = −Π(1) yt+1 + Γ1∆yt+1
= (−Π(1) + Π(1)Π(1)− Γ1Π(1)) yt + (Γ1Γ1 − Π(1)Γ1)∆yt.
y1 is Granger noncausal for y2 at forecast horizon h = 2 if the information in y1,t and
∆y1,t does not help to improve the prediction of ∆y2,t+2. Noncausality holds if the corre-
sponding elements of the matrices (−Π(1) +Π(1)Π(1)− Γ1Π(1)) and (Γ1Γ1 −Π(1)Γ1)
equal zero. Since products of matrices are involved, the restrictions are nonlinear.
Moreover, since products of short–run and long–run coefficients are involved, the error
correction representation looses its advantage to distinguish between short–run and
long–run effects.
3.2.2 Impulse Response Analysis
If some or all variables in yt are integrated of order one, the vector autoregressive
polynomial Π(L) is no longer invertible. Therefore, yt does not have a moving average
representation as in (2.9), see page 11. However, yt+h can be predicted just as in the
stationary, stable VAR case, i.e.
yt(h) = Π
(h)
1 yt +Π
(h)
2 yt−1 + . . .+Π
(h)
p yt−p+1.
Let Φj = Π
(j)
1 be partitioned as in (3.23), page 38, then φ21,j still measures the (ceteris
paribus) response of y2,t+j to a one–time, one–unit change in y1,t. Hence, impulse re-
sponses may be computed just as in the stable, stationary VAR case. Definition 3.3
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and Lemmas 3.1 to 3.5 therefore carry over to the nonstationary VAR case.
However, in nonstationary vector autoregressive models, the impulse response coeffi-
cients cannot be interpreted as moving average coefficients. Moreover, some elements
φkl,j of the Φj matrices may no longer converge to zero as j → ∞. In this case, the
infinite sum φkl(∞) =
∑∞
j=0 φkl,j would not be bounded and hence total impact mul-
tipliers would not exist (see i.e. Lu¨tkepohl (1991, Chapter 11), Lu¨tkepohl & Reimers
(1992a) and Wolters (1991)).
Impulse response functions computed from equation (2.10), page 11, or from equation
(3.22), page 38, represent only one way to analyze the system’s reaction to one–time
one–unit shocks. Other representations of the nonstationary VAR process allow to
obtain different impulse response functions.
Standard Impulse Response Analysis for ∆yt
Although yt does not posses a valid moving average representation, it follows from
Wold’s representation theorem that the zero–mean stationary vector ∆yt = yt − yt−1
admits a MA representation:
∆yt = C(L)ut, (3.37)
with
C(L) =
∞∑
j=0
CjL
j,
Cj =

c11,j c12,j c13,j
c21,j c22,j c23,j
c31,j c32,j c33,j

and C0 = Ik. The element ckl,j measures the response of ∆yk,t to a one–time one–unit
change in the stationary error term ul,t−j respectively ∆yl,t−j for k, l = 1, 2, 3.
If c21,j 6= 0 for some j ≥ 1, then ∆y2,t responds to a shock in ∆y1,t, j periods ago, and
hence ∆y1 may be called causal for ∆y2. If on the other hand c21,j = 0 for all j ≥ 1,
then ∆y1 may be called never causal for ∆y2 in terms of this impulse response analysis.
It follows from Proposition 2.4 of Lu¨tkepohl (1991), that it suffices to check the first
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h¯ = p(k − 1) responses to show that all responses are zero.
The element c21,j = φ21,j − φ21,j−1 measures the difference between the responses of
y2,t and y2,t−1 to a shock in ∆y1,t−j, respectively to a unit change in y1,t−j, given that
y1,t−j−1 remains unchanged. Taken the other way round, φ21,j =
∑j
s=0 c21,s measures
the accumulated responses of the differenced variable ∆y2,t to a one–time shock in
∆y1,t−s for s = 0, . . . , j (Lu¨tkepohl & Breitung (1997), Lu¨tkepohl (1999)).
If ∆y1 is never causal for ∆y2 in terms of impulse response analysis, i.e. if c21,j = 0
for all j ≥ 1, then φ21,j = 0 for all j ≥ 1 and hence the level variable y1 is also never
causal for the level variable y2 in terms of impulse responses. The MA representation
(3.37) thus allows to test for noncausality between the (nonstationary) level variables
in yt in a stationary framework.
If ∆y2 responds to a shock in ∆y1, hence if c21,j 6= 0 for some j ≥ 1, then the levels
variable y2 also responds to a shock in the levels variable y1. However, since ∆y1, ∆y2
are stationary variables, the response of ∆y2 to an impulse in ∆y1 will finally taper off
to zero in the long–run. Hence, the impulse response coefficients c21,j measure short–
run causality of ∆y1 for ∆y2. On the other hand, depending on how fast c21,j → 0
for j → ∞, the impulse response coefficients φ21,j =
∑j
s=0 c21,s may not taper off to
zero as j →∞ and therefore show a long–run effect of y1 onto y2. Hence, the impulse
response coefficients φkl,j reflect short–run as well as long–run causality.
Impulse Response Analysis in the Common Trends Representation
To separate long–run from short–run effects, it is convenient to consider the common
trends representation for the vector of level variables:
yt = C(1) t +
∞∑
j=0
C?j ut−j + y0 − C?(L)u0,
with t =
∑t
s=1 us, C(1), C
?
j defined in (2.15) on page 12 and y0 − C?(L)u0 the initial
conditions. In particular, the matrix C(1) has reduced rank k − r with 0 < r < k.
Similar to the separation into long–run and short–run Granger causality in the error
correction representation, the common trends representation allows to distinguish be-
tween transitory and permanent shocks: transitory shocks are shocks in the stationary
variables ut−j which die out in the long–run as these variables return to their mean
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value of zero. In contrast, shocks to nonstationary variables t may have effects which
do not die out in the long–run and are therefore permanent.
Example 3.9: Bivariate Common Trends Model.
Let yt = [y1,t, y2,t]
′ with y1,t, y2,t ∼ I(1) and cointegrated with cointegration rank r = 1.
Then y1,t
y2,t
 =
 C(1)11 C(1)12
C(1)21 C(1)22

 1,t
2,t
+ ∞∑
j=0
 c?11,j c?12,j
c?21,j c
?
22,j

 u1,t−j
u2,t−j
 .
For convenience, the initial conditions y0 − C?(L)u0 will be neglected as they do not
play a role in the definition of transitory and permanent effects.
In the common trends representation, a one–time one–unit change in y1,t shows up in
the stationary error term u1,t but also in the I(1) term 1,t =
∑t
s=1 u1,s. Since shocks
in stationary variables can only have transitory effects, the coefficient c?21,j measures
”short–run causality”. On the other hand, a shock in 1,t will have a permanent effect
on y2,t unless C(1)21 = 0. Hence, the coefficient C(1)21 measures ”long–run causality”
(see Mosconi & Giannini (1992)). The condition C(1)21 6= 0 has also been labeled
persistent causality of y1 for y2 (Bruneau & Nicolai (1992b, 1995)). In contrast, the
condition C(1)21 = 0 has also been called neutrality of y1 for y2 (see Bruneau & Nicolai
(1992b, 1995)), long–run noncausality (Mosconi & Giannini (1992)) or total neutrality
(Bergman & Warne (1993)).
If a one–time, one–unit change in y1,t evokes neither transitory nor permanent responses
of y2,t+j for all j ≥ 1, i.e. if
C(1)21 = 0 and c
?
21,j = 0, ∀ j = 1, . . . , p(k − 1),
then y1 may be called noncausal for y2 in the common trends representation.
If C(1)21 6= 0, then the stochastic trend of y1 drives y2 and 1,t is called a common trend
(see e.g. Stock & Watson (1988), Warne (1990) and Wolters (1991)). In structural VAR
models, special interest refers to identifying and modeling common trends on grounds
of economic theory. The interested reader is referred to Mellander et al. (1992),
Bergman & Warne (1993), Amisano & Giannini (1997), Dolado et al. (2000), Brei-
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tung & Heinemann (1998), Breitung (1998), Lu¨tkepohl & Breitung (1997), King et al.
(1991), Swanson & Granger (1992), Kaufmann (1996).
Outlook
Chapter 3 has illustrated that in stationary as well as nonstationary VAR models
Granger noncausality at any forecast horizon h ≥ 1 can be characterized by the same
set of restrictions on the vector autoregressive parameters. Moreover, it has been shown
that the restrictions for Granger noncausality at higher forecast horizons h > 1 involve
nonlinear functions of the VAR coefficients.
Chapter 3 has also shown that in stationary as well as nonstationary VAR models non-
causality in terms of impulse response analysis can be characterized by the same set of
restrictions on the vector autoregressive parameters. The structure of these noncausal-
ity restrictions is similar to the structure of the restrictions for Granger noncausality
at higher forecast horizons. It may even coincide in some cases, see Lemmas 3.1 and
3.3.
In the next chapter problems are illustrated which may occur with standard Wald
tests of Granger noncausality at all forecast horizons h ≥ 1 as well as with standard
Wald tests of noncausality in terms of impulse response analysis. Problems arise if
nonlinear restrictions under the null hypothesis may violate a regularity condition of
the standard Wald test. Since the restrictions for noncausality of y1 for y2 in terms
of impulse response analysis can be regarded as a special case of the restrictions for
Granger noncausality at all forecast horizons h ≥ 1 (see Lemma 3.2), main interest
centers on Wald tests of the latter null hypothesis in subsequent chapters.
Chapter 4
Causality in VAR Models:
Estimation and Testing.
The foregoing chapter has illustrated that Granger noncausality of y1 for y2 is char-
acterized by linear restrictions on the VAR coefficients at forecast horizon h = 1 and
nonlinear restrictions at higher forecast horizons h > 1. The present chapter discusses
problems which arise with standard Wald tests of Granger noncausality at forecast
horizons h ≥ 1. In contrast to Lagrange Multiplier (LM) and Likelihood Ratio (LR)
tests, Wald tests do not require estimation under the null hypothesis. Since estimation
of the vector autoregressive coefficients under nonlinear restrictions can be tedious,
Wald tests are often the preferred choice.
The standard Wald statistic has an asymptotic χ2–distribution under the regularity
condition that the covariance matrix of the vector of restrictions is nonsingular under
the null hypothesis (see e.g. Engle (1984),Buse (1982)). However, nonlinear restrictions
may violate this regularity condition and inference based on the standard Wald test
may then be misleading (see e.g. Andrews (1987), Lu¨tkepohl (1993), Boudjellaba et al.
(1992a, b) and Dufour & Renault (1994, 1998)). In this case, LR and LM tests offer
no alternative as they suffer from similar problems.
The regularity condition may also be violated under linear restrictions, if the covariance
matrix of the vector autoregressive coefficients is singular. For instance, this problem
arises with tests of standard Granger noncausality in cointegrated VAR models.
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A closer look at the Wald statistic will help illustrate the problems outlined above: let
pi denote a vector of coefficients and let pˆi be a consistent estimator of pi. It is assumed
that
√
T (pˆi − pi) d−→ N(0,Σpˆi),
where
d−→ denotes convergence in distribution and T is the sample size.
Let the (rg × 1) vector g(pi) denote a set of possibly nonlinear restrictions on the
coefficients in pi and let g(pˆi) be a consistent estimator of g(pi) with covariance matrix
Σg(pˆi) =
∂g(pi)
∂pi′
Σpˆi
∂g(pi)′
∂pi
.
Let Σˆg(pˆi) be a consistent estimator of Σg(pˆi) and assume that Σˆ
−1
g(pˆi) exists. Then the
Wald statistic for a test of H0 : g(pi) = 0 against H1 : g(pi) 6= 0 is
W = Tg(pˆi)′ Σˆ−1g(pˆi) g(pˆi),
which has an asymptotic χ2–distribution with degrees of freedom equal to rg under the
null hypothesis if the following regularity condition holds:
(R) The (rg × rg) matrix Σg(pˆi) = (∂g(pi)/∂pi′)Σpˆi(∂g(pi)′/∂pi) has full rank rg.
The regularity condition does not hold if (i) the row rank of the Jacobian matrix
∂g(pi)/∂pi′, evaluated at the true parameter values, is less than rg. Furthermore, the
regularity condition need not hold if (ii) the covariance matrix Σpˆi is singular. In these
cases, the Wald statistic may not have a χ2–distribution in general (see e.g. Andrews
(1987)).
It will be shown in this chapter that a case (i) violation of the regularity condition
may arise with a standard Wald test that y1 is Granger noncausal for y2 up to some
forecast horizon h > 1. For simplicity of exposition, case (i) will be explained in the
stationary, stable VAR model framework. However, it is also relevant in nonstationary
VAR models. Moreover, in nonstationary VAR models, the covariance matrix of the
levels VAR coefficients Σpˆi is singular. Consequently, a standard Wald test that y1
does not Granger cause y2 at some forecast horizon h ≥ 1 may suffer from a case (ii)
violation of the regularity condition.
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4.1 Stationary, Stable VAR Models
4.1.1 Estimation1
Assume a stable VAR model of finite order p as defined in (2.3), (2.17) and (3.13):
yt = Π1 yt−1 + . . .+Πp yt−p + ut
= JΠYt−1 + JUt
= Π(1) Yt−1 + ut.
Given T observations and p presample values, the model can be written in the form
y = Π(1)Z + u, (4.1)
with
y := [y1, . . . , yT ] (k × T ),
Π(1) := [Π1, . . . , Πp] (k × kp),
Yt :=

yt
...
yt−p+1
 (kp× 1),
Z :=
[
Y0, . . . , YT−1
]
(kp× T ),
u := [u1, . . . , uT ] (k × T ).
Least squares estimation of equation (4.1) yields
Πˆ(1) = yZ ′(ZZ ′)−1. (4.2)
Let the coefficients in Πˆ(1) be stacked into a (k2p× 1) vector
pˆi = vec(Πˆ(1)) = ((ZZ ′)−1Z ⊗ Ik)vec(y).
It is assumed throughout this chapter that the vector of error terms is a standard white
noise process: E(ut) = 0, E(utu
′
t) = Σu a nonsingular, finite matrix, ut and us are
independent for t 6= s and all fourth moments exist and are bounded (see Lu¨tkepohl
(1991, Definition 3.1)). Moreover, it is assumed that plim (ZZ ′/T ) converges to a
1See e.g. Lu¨tkepohl (1991, Chapter 3), Davidson & MacKinnon (1993), Hamilton (1994, Chapter
11), Judge et al. (1988, Chapter 18.2), Johnston & DiNardo (1997, Chapter 9).
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nonsingular, finite matrix. Under these assumptions, the LS estimator is consistent
and asymptotically normally distributed as
√
T (pˆi − pi) d−→ N(0,Σpˆi) with Σpˆi = plim(ZZ ′/T )−1 ⊗ Σu. (4.3)
The covariance matrix Σu can be consistently estimated as
Σˆu =
uˆuˆ′
T − kp with uˆ = y − Πˆ
(1)Z,
and the covariance matrix Σpˆi can be consistently estimated as
Σˆpˆi = (ZZ
′/T )−1 ⊗ Σˆu. (4.4)
4.1.2 Standard Granger Noncausality
Let R be a (p× k2p) matrix which picks out of pi all those p coefficients which capture
the causal influence of y1,t−i on y2,t for i = 1, . . . , p:
R = Ip ⊗ [0, 1, 0, . . . , 0]. (4.5)
The null hypothesis that y1 is Granger noncausal for y2 at forecast horizon h = 1 can
be written as
HGC0 : g(pi) = Rpi = 0, (4.6)
and the corresponding Wald statistic is
W
GC
= Tg(pˆi)′ Σˆ−1g(pˆi) g(pˆi) (4.7)
= T (Rpˆi)′
(
RΣˆpˆiR
′)−1 (Rpˆi).
The Wald statistic has an asymptotic χ2(p)–distribution under the null hypothesis
(4.6) if the (p × p) covariance matrix Σg(pˆi) = (∂g(pi)/∂pi′) Σpˆi (∂g(pi)′/∂pi) has full
rank rg = p. Since Z contains stationary regressors only and since plim(ZZ
′/T )
converges to a nonsingular finite matrix by assumption, the asymptotic covariance
matrix Σpˆi = plim(ZZ
′/T )−1 ⊗ Σu is nonsingular. The rank of Σg(pˆi) is therefore equal
to rk(∂g(pi)/∂pi′) = rk(R) = p. Hence, the regularity condition is always fulfilled.
In small samples it is favorable to replace W
GC
by W˜
GC
=W
GC
/p. The latter statistic
has an approximate F–distribution with p and (T −kp) degrees of freedom (Lu¨tkepohl
(1991, Chapter 3)).
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4.1.3 Extended Granger Noncausality
Let pi(h) = vec(Π(h)) = vec(JΠh) with vec the column stacking operator and J =
[Ik, 0k, . . . , 0k] a (k × kp) matrix. Moreover, define two k–dimensional vectors R1 =
[1, 0, . . . , 0]′ and R2 = [0, 1, 0, . . . , 0]
′, and let R = Ip ⊗ (R′1 ⊗ R′2)). Then the null
hypothesis that y1 is Granger noncausal for y2 at forecast horizon h can be written as
HGCh0 : g(pi) = Rpi
(h) = 0, (4.8)
and the null hypothesis that y1 is never Granger causal for y2 is
HEGC0 : g(pi) = (Ih˜ ⊗R)pi(h˜) = 0 with pi(h˜) =

pi(1)
...
pi(h˜)
 , (4.9)
and h˜ = pk3 + 1.
Let Πˆ(h) be computed as Π(h) but with Π1, . . . , Πp replaced by their least squares
estimates Πˆ1, . . . , Πˆp (cf. (3.9) to (3.15), pages 32 to 33). Then pˆi
(h) = vec(Πˆ(h)) is a
consistent estimate of pi(h).
Moreover, pi(h) is a vector–valued continuously differentiable function with respect to
pi:
∂pi(h)
∂pi′
=
∂vec(JΠh)
∂pi′
= (Ikp ⊗ J)
∂vec(Πh)
∂pi′
= (Ikp ⊗ J)
[
h−1∑
i=0
(Π′)h−1−i ⊗Πi
]
∂vec(Π)
∂pi′
=
h−1∑
i=0
(Π′)h−1−i ⊗ JΠiJ ′
for h > 1. For h = 1, the matrix of partial derivatives ∂pi/∂pi′ = Ik2p (see Lu¨tkepohl
(1996a, Chapter 10), Lu¨tkepohl & Burda (1997)). Hence, ∂pi(h)/∂pi′ 6= 0 at pi and it
follows from Serfling (1980, p. 122-124), that
√
T (pˆi(h) − pi(h)) d−→ N(0,Σpˆi(h))
with
Σpˆi(h) =
∂pi(h)
∂pi′
Σpˆi
∂pi(h)
′
∂pi
.
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Let
pˆi(h˜) =

pˆi
pˆi(2)
...
pˆi(h˜)

,
then the Wald statistic for a test of the null hypothesis (4.9) is
W
EGC
(h˜) = Tg(pˆi)′ Σˆ−1g(pˆi) g(pˆi) (4.10)
= T
(
(Ih˜ ⊗R)pˆi(h˜)
)′(Ih˜ ⊗R)∂pˆi(h˜)∂pi′ Σˆpˆi ∂pˆi
(h˜)′
∂pi
(Ih˜ ⊗R′)
−1
×
(
(Ih˜ ⊗R)pˆi(h˜)
)
,
with ∂pˆi(h˜)
′
/∂pi computed as ∂pi(h˜)
′
/∂pi =
[
Ik2p, ∂pi
(2)′/∂pi, . . . , ∂pi(h˜)
′
/∂pi
]
, but with
the true VAR coefficients replaced by their least squares estimates.
Under the null hypothesis that y1 is never Granger causal for y2, the Wald statistic
W
EGC
(h˜) has an asymptotic χ2(h˜p)–distribution if Σg(pˆi) = (∂g(pi)/∂pi
′)Σpˆi(∂g(pi)
′/∂pi)
is nonsingular.
Conditions under WhichW
EGC
(h˜)May Not Have a Limiting χ2–Distribution.
Since Σpˆi = plim(ZZ
′/T )−1 ⊗ Σu is a nonsingular, finite matrix by assumption, Σg(pˆi)
is regular unless the rank of the (h˜p× pk2) matrix (∂g(pi)/∂pi′) = (Ih˜ ⊗R)(∂pi(h˜)/∂pi′)
is less than h˜p under the null hypothesis.2 If Σg(pˆi) is singular, the Wald statistic may
no longer have a χ2–distribution. However, the estimated covariance matrix Σˆg(pˆi) may
still have full row rank (see Andrews (1987)). In this case, computation of the Wald
statistic W
EGC
(h˜) is feasible although a standard Wald test is no longer based on the
usual limiting χ2–distribution.
Example 4.1: Trivariate VAR(1) Model.
Granger noncausality of y1 for y2 at all forecast horizons h ≥ 1 holds under the null
hypothesis (cf. Example 3.4)
HEGC0 : g(pi) = (I2 ⊗R)pi(2) = 0, (4.11)
2Note, that for h˜p > pk2, there are more restrictions than VAR coefficients and rk(∂g(pi)/∂pi′) < h˜p
always holds, implying a singular covariance matrix Σg(pˆi). This case will not be considered here.
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with
(I2 ⊗R)pi(2) =
 pi21,1
pi
(2)
21,1
 =
 pi21,1
pi21,1pi11,1 + pi22,1pi21,1 + pi23,1pi31,1
 .
The matrix of first order partial derivatives is
∂g(pi)
∂pi′
=
 0 1 0 0 0 0 0 0 0
pi21,1 pi11,1 + pi22,1 pi23,1 0 pi21,1 0 0 pi31,1 0
 .
The null hypothesis (4.11) holds in the following cases:
pi21,1 = 0 and pi23,1 = 0, pi31,1 6= 0, (4.12)
pi21,1 = 0 and pi23,1 6= 0, pi31,1 = 0, (4.13)
pi21,1 = 0 and pi23,1 = 0, pi31,1 = 0. (4.14)
The Wald statistic has an asymptotic χ2(h˜p)–distribution if the regularity condi-
tion holds, i.e. if rk(∂g(pi)/∂pi′) = h˜p = 2. It is easily seen that in case (4.14)
rk(∂g(pi)/∂pi′) = 1 < h˜p, and hence the rank condition is violated. The violation
occurs because according to Corollary 3.4, each set of restrictions (4.12) or (4.13) is
necessary and sufficient for y1 being never Granger causal for y2. Therefore, one restric-
tion in (4.14) is superfluous. Including the redundant restriction into g(pi) leads to a
singular covariance matrix Σg(pˆi). (See also Gallant (1977), Gallant & Tauchen (1989),
Lu¨tkepohl (1993) and Gaffke et al. (1999) for research on redundant restrictions.)
Example 4.1 illustrates that there exist parameter values under the null hypothesis
which imply a singular covariance matrix Σg(pˆi). Proposition 4.1 states that for some
VAR(p) models, Σg(pˆi) may always be singular under the null hypothesis.
Proposition 4.1:
For any stationary, stable VAR(p) model with k1 = k2 = 1, k3 ≥ 1 and p ≥ k, the
covariance matrix Σg(pˆi) is singular under H
EGC
0 in (4.9).
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Proof: Granger noncausality of y1 for y2 at all forecast horizons h ≥ 1 holds if
HEGC0 : g(pi) = (Ih˜ ⊗R)pi(h˜) =

pi21,1
...
pi21,p
pi
(2)
21,1
...
pi
(2)
21,p
...
pi
(h˜)
21,p

= 0. (4.15)
Using the recursion formula (3.17), page 34, the set of restrictions can be written as
g(pi) = G(pi)g˜(pi)
=

Ip 0p . . . . . . 0p
G21(pi) Ip 0p . . . 0p
G31(pi) G32(pi) Ip . . . 0p
...
. . . . . . . . .
...
Gh˜1(pi) Gh˜2(pi) . . . . . . Ip


pi21,1
...
pi21,p
pi23,1pi31,1
...
pi23,1pi31,p
pi
(2)
23,1pi31,1
...
pi
(h˜−1)
23,1 pi31,p

,
with G(pi) a (h˜p × h˜p) lower triangular matrix where 0p denotes a (p × p) matrix of
zeros and Glm(pi) denotes a (p × p) submatrix whose elements are possibly nonlinear
functions of the elements of pi, and g˜(pi) a (h˜p× 1) vector. An illustration of the refor-
mulation is given in Appendix A.
The matrix of first order partial derivatives is (Lu¨tkepohl (1996a, 10.5.5 (3))):
∂g(pi)
∂pi′
= G(pi)
∂g˜(pi)
∂pi′
+
(
g˜(pi)′ ⊗ Ih˜p
) ∂vec(G(pi))
∂pi′
. (4.16)
Under the null hypothesis (4.15), g˜(pi) = 0 (see Corollary 3.3). Moreover, G(pi) is a
nonsingular matrix. Therefore, rk(∂g(pi)/∂pi′) = rk(∂g˜(pi)/∂pi′) under the null hypoth-
esis (see Lu¨tkepohl (1996a, 4.3.1.(9))).
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To show that rk(∂g˜(pi)/∂pi′) < h˜p under the null hypothesis HEGC0 in (4.9), it is conve-
nient to write
g˜(pi) = F (pi)f(pi) (4.17)
=

Ip 0p×k3p
0p Ip ⊗ pi23,1
0p Ip ⊗ pi(2)23,1
...
...
0p Ip ⊗ pi(h˜−1)23,1


pi21,1
...
pi21,p
pi31,1
...
pi31,p

, (4.18)
with 0p×k3p a (p×k3p) matrix of zeros, F (pi) a (h˜p× (k3+1)p) matrix of rank (k3+1)p
and f(pi) a ((k3 + 1)p× 1) vector. With this notation, the matrix of first order partial
derivatives can be written as:
∂g˜(pi)
∂pi′
= F (pi)
∂f(pi)
∂pi′
+
(
f(pi)′ ⊗ Ih˜p
) ∂vec(F (pi))
∂pi′
. (4.19)
The following inequality gives an upper bound for the rank of the matrix of first order
partial derivatives (see Lu¨tkepohl (1996a, 4.3.3 (2a), (3))):
rk
(
∂g˜(pi)
∂pi′
)
≤ rk
(
F (pi)
∂f(pi)
∂pi′
)
+ rk
((
f(pi)′ ⊗ Ih˜p
) ∂vec(F (pi))
∂pi′
)
. (4.20)
Now
rk
(
F (pi)
∂f(pi)
∂pi′
)
≤ min
{
rk (F (pi)) , rk
(
∂f(pi)
∂pi′
)}
≤ (k3 + 1)p,
since ∂f(pi)/∂pi′ is a ((k3 + 1)p × pk2) matrix with rk(∂f(pi)/∂pi′) ≤ (k3 + 1)p and
rk(F (pi)) ≤ (k3 + 1)p. Moreover,
rk
((
f(pi)′ ⊗ Ih˜p
) ∂vec(F (pi))
∂pi′
)
= min
{
rk
(
f(pi)′ ⊗ Ih˜p
)
, rk
(
∂vec(F (pi))
∂pi′
)}
≤ (h˜− 1)k3,
since vec(F (pi)) contains only (h˜ − 1)k3 different elements captured in pi(h)23,1, h =
1, . . . , h˜− 1, which are a function of the parameters in pi. Inserting into (4.20) yields
rk
(
∂g˜(pi)
∂pi′
)
≤ (k3 + 1)p+ (h˜− 1)k3 = p+ k3p(k3 + 1). (4.21)
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Note, that g˜(pi) contains p coefficients pi21,i, i = 1, . . . , p and (h˜−1)k3 = pk23 coefficients
pi
(h)
23,1, h = 1, . . . , h˜ − 1 as well as pk3 coefficients pi31,i, i = 1, . . . , p. Hence, altogether
g˜(pi) contains p+pk3(k3+1) different coefficients. The inequality (4.21) therefore states
that the rank of the matrix of partial derivatives is less than or equal to the number
of different elements of g˜(pi). It follows that rk(∂g˜(pi)/∂pi′) < h˜p whenever
p+ pk3(k3 + 1) < h˜p
↔ 1 + k3(k3 + 1) < pk3 + 1
↔ k3 + 1 < p.
Hence, for any VAR(p) model with k1 = k2 = 1 and p ≥ k,
rk(∂g(pi)/∂pi′) = rk(∂g˜(pi)/∂pi′) < h˜p, (4.22)
under the null hypothesis HEGC0 such that Σg(pˆi) is singular.
Note, that Proposition 4.1 only gives an upper bound for p: a singular covariance ma-
trix Σg(pˆi) may arise under the null hypothesis (4.9) even if p < k. For instance, for
k1 = k2 = k3 = 1, Proposition 4.1 states that a singularity occurs whenever p ≥ 3.
However, Example 4.1 has already shown that a singular covariance matrix Σg(pˆi) may
also arise in a VAR(1) model under some parameter values. Moreover, Corollary 4.1
shows that in trivariate VAR models, Σg(pˆi) is always singular under the null hypothesis
(4.9) if p ≥ 2.
Corollary 4.1:
For any stationary, stable VAR(p) model with k1 = k2 = k3 = 1 and p ≥ 2, the covari-
ance matrix Σg(pˆi) is singular under the null hypothesis (4.9).
Proof: Two sets of necessary and sufficient restrictions for Granger noncausality of y1
for y2 at all forecast horizons are given in Corollary 3.3:
If (3.19) holds, then rk(F (pi)) = p and
rk
(
F (pi)
∂f(pi)
∂pi′
)
≤ min
{
rk (F (pi)) , rk
(
∂f(pi)
∂pi′
)}
= p.
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Moreover, since k3 = 1, h˜ = p+ 1 and
rk
((
f(pi)′ ⊗ Ih˜p
) ∂vec(F (pi))
∂pi′
)
≤ min
{
rk
(
f(pi)′ ⊗ Ih˜p
)
, rk
(
∂vec(F (pi))
∂pi′
)}
≤ (h˜− 1)k3
≤ p.
Inserting into (4.20) yields
rk
(
∂g˜(pi)
∂pi′
)
≤ 2p.
Alternatively, if (3.20) holds, f(pi) = 0 under the null hypothesis. Inserting into (4.20)
yields
rk
(
∂g˜(pi)
∂pi′
)
≤ rk
(
F (pi)
∂f(pi)
∂pi′
)
≤ min
{
rk (F (pi)) , rk
(
∂f(pi)
∂pi′
)}
≤ (1 + k3)p
≤ 2p,
since k3 = 1 for the present example. Hence, rk(∂g˜(pi)/∂pi
′) < h˜p whenever
2p < h˜p
↔ 2 < pk3 + 1
↔ 1 < p.
It follows that in stationary VAR(p) models with k1 = k2 = k3 = 1 and p > 1, Σg(pˆi) is
singular under the null hypothesis that y1 is never Granger causal for y2.
Causes for a Singular Covariance Matrix Σg(pˆi) under H
EGC
0 .
Proposition 4.1 and Corollary 4.1 show that a singular covariance matrix Σg(pˆi) under
the null hypothesis HEGC0 is rather the rule than the exception, at least in trivariate
VAR models with k1 = k2 = k3 = 1. Singularity arises for three reasons:
First, for k3 ≥ 1, there are 2k3 possibilities how indirect causality may be transmitted
from y1 to y2 via causal chains inside y3. (In other words, there exist 2
k3 possibilities
to split up the k variables in yt among two vectors S1,t, S2,t as illustrated in Example
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3.2, page 29.) The extended Granger causality concept translates these 2k3 possibil-
ities into (h˜ − 1)p sets of nonlinear restrictions on the k3(h˜ − 1) parameters in pi(h)23,1,
h = 1, . . . , h˜− 1, and on the k3p parameters in pi31,i, i = 1, . . . , p. However, for p ≥ k,
(h˜ − 1)p = p2k3 > pk3(k3 + 1), hence there are more restrictions than parameters
involved. As consequence, some restrictions are redundant under the null hypothesis.
Second, the maximal forecast horizon h˜ = pk3 + 1 is an upper bound at which an in-
direct Granger causal link will be detected at the latest. However, for some parameter
values under the null hypothesis, Granger noncausality up to a smaller forecast horizon
h < h˜ already implies that y1 is never causal for y2. Hence, under these parameter
values g(pi) contains redundant restrictions, see Dufour & Renault (1998, p. 1115).3
Third, due to the nonlinear nature of the restrictions, superfluous restrictions may
arise for some parameter values under the null hypothesis as illustrated in Example
4.1, equation (4.14). Note, that this problem also applies to a standard Wald test
that all responses of y2 to an impulse in y1 are zero. In contrast, the first and second
argument hold only for a standard Wald test that y1 is never causal for y2, hence if the
whole set of h˜p noncausality restrictions in (4.9) is tested.
A possibly singular covariance matrix Σg(pˆi) may also occur under the null hypothesis
HGCh0 (see (4.8) on page 65) that y1 is Granger noncausal for y2 at forecast horizon
h > 1. To see this, consider again Example 4.1: Granger noncausality of y1 for y2 at
forecast horizons h = 1, 2 is characterized by the two restrictions
HEGC0 : g(pi) =
 g1(pi)
g2(pi)
 =
 pi21,1
pi
(2)
21,1
 =
 0
0
 .
Example 4.1 has shown that if the restrictions in g(pi) are tested jointly, the Jacobian
matrix ∂g(pi)/∂pi′ has reduced row rank equal to one under HEGC0 if the true data
generating process is (4.14). If on the other hand, the restrictions in g(pi) are tested
separately, the Jacobian matrix ∂g1(pi)/∂pi
′ will always have full row rank. However,
the rank of the Jacobian matrix
∂g2(pi)/∂pi
′ =
[
pi21,1 pi11,1 + pi22,1 pi23,1 0 pi21,1 0 0 pi31,1 0
]
3Redundant restrictions occur for instance in Example 3.4 under conditions (i) and (ii). Note,
however, that under either condition ∂g(pi)/∂pi′ has full row rank unless in addition either pi31,1 = 0
or pi41,1 = 0 holds (with condition (i)) or pi23,1 = 0 or pi24,1 = 0 holds (with condition (ii)).
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may be a zero vector under HEGC0 , if (4.14) holds and pi11,1 + pi22,1 = 0.
Alternative Formulations of the Null Hypothesis.
Since the Wald statistic is not invariant to algebraically equivalent reformulations of the
null hypothesis (see e.g. Gregory & Veall (1985), Lafontaine & White (1986), Breusch
& Schmidt (1988), Critchley et al. (1996)), one might ask for alternative reformulations
of the restrictions for Granger noncausality at all forecast horizons. However, even for
the simple trivariate VAR(1) model considered in Example 4.1, no reformulation seems
to be at hand which avoids nonlinear restrictions.4
Linear restrictions arise, however, if the set of k variables in yt is split up into two
vectors S1 = [y1, y¯
′
3]
′ and S2 = [y2, y
′
3
]′ where y3 = y¯3 ∪ y3 and y¯3 ∩ y3 = {}. If
S1 is Granger noncausal for S2 at forecast horizon h = 1, then all variables in S1
are never Granger causal for any variables in S2. However, there exist 2
k3 different
pairs of vectors S1, S2. Checking all possible combinations leads to a sequential test of
nonnested hypotheses. The idea is briefly discussed in the context of Chapter 5 (see
Figure 5.2 for a sequential testing strategy for a trivariate VAR(p) model).
Problems Related to Likelihood Ratio and Lagrange Multiplier Tests.
Using Likelihood Ratio or Lagrange Multiplier tests instead of the standard Wald
test is not a way out: if the Jacobian matrix of the set of restrictions ∂g(pi)/∂pi′ has
reduced rank under the null hypothesis, the restricted (pseudo) maximum likelihood
estimator cannot be determined. This will be demonstrated for the case of the Lagrange
Multiplier test statistic (see e.g. Judge et al. (1988, Chapter 3) and Davidson &
MacKinnon (1993, Chapters 8 and 13)):
Applying the vec operator to equation (4.1), page 63, yields
vec(y) = (Z ′ ⊗ Ik)pi + vec(u), (4.23)
where it is assumed that vec(u)
·∼ N (0, (IT ⊗ Σu)) is asymptotically normally dis-
tributed. Apart from a constant, the log likelihood function can be written as
ln l(pi, Σu) = −
T
2
ln|Σu| (4.24)
4See Bruneau & Nicolai (1992a) and Dufour & Renault (1998) for alternative sets of restrictions
for Granger noncausality at all forecast horizons.
CHAPTER 4. ESTIMATION AND TESTING 74
− 1
2
(vec(y)− (Z ′ ⊗ Ik)pi)′ (IT ⊗ Σ−1u ) (vec(y)− (Z ′ ⊗ Ik)pi) .
Let p˜i0 denote the restricted (pseudo) maximum likelihood estimator which fulfills the
restrictions under HEGC0 , i.e. g(p˜i0) = 0. The restricted (pseudo) ML estimator is found
by maximizing the Lagrangian function
h(pi, Σu, η) = ln l(pi, Σu) + g(pi)
′η,
with η a (h˜p × 1) vector of Lagrange multipliers. The first order conditions for a
maximum are
∂h(pi, Σu, η)
∂pi
=
∂ln l(pi, Σu)
∂pi
+
∂g(pi)′
∂pi
η
!
= 0, (4.25)
and
g(pi)
!
= 0. (4.26)
Condition (4.25) can be written as
(Z ⊗ Σ−1u )vec(y)− (ZZ ′ ⊗ Σ−1u )p˜i0 + S˜0η0 = 0, (4.27)
where
S˜0 =
∂g(pi)′
∂pi
|pi=p˜i0 .
Left–multiplying (4.27) with S˜1 = ((ZZ
′)−1 ⊗ Σu) yields
p˜i0 = p˜i + S˜1S˜0η0, (4.28)
with p˜i the unrestricted (pseudo) maximum likelihood estimator (which is asymptot-
ically identical to the least squares estimator). Left–multiplying (4.28) with S˜ ′0 and
solving for η0 yields
η0 = (S˜
′
0S˜1S˜0)
−1S˜ ′0(p˜i0 − p˜i), (4.29)
iff the (h˜p× h˜p) matrix (S˜ ′0S˜1S˜0) is nonsingular such that the inverse exists.
The restricted maximum likelihood estimator p˜i0 is then found by inserting (4.29) into
(4.28):
p˜i0 = p˜i + S˜1S˜0(S˜
′
0S˜1S˜0)
−1S˜ ′0p˜i. (4.30)
However, if the Jacobian matrix ∂g(pi)/∂pi′ has reduced rank under the null hypothesis,
(S˜ ′0S˜1S˜0), evaluated at the true parameters under H
EGC
0 , is not invertible in (4.29) and
the restricted ML estimator cannot be uniquely determined. This problem also holds
for the Likelihood Ratio test statistic. (See also Lu¨tkepohl (1993)).
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4.1.4 Impulse Response Analysis
According to Proposition 3.3, y1 is never causal for y2 in terms of impulse response
analysis if
H IR0 : φ21,j = 0 ∀ j = 1, . . . , h¯, (4.31)
with h¯ = p(k−1). The impulse response coefficients φ21,j can be expressed as nonlinear
functions of the vector autoregressive coefficients in pi: let
φj = vec(Φj) = vec(Π
(j)
1 ) = (J ⊗ Ik)pi(j),
with J = [Ik, 0, . . . , 0] a (k × kp) matrix. Define two k–dimensional vectors R1 =
[1, 0, . . . , 0]′ and R2 = [0, 1, 0, . . . , 0]
′, then
φ21,j = (R
′
1 ⊗R′2)φj = (R′1J ⊗R′2)pi(j).
Let
φ(h¯) =

φ1
φ2
...
φh¯

,
then the null hypothesis (4.31) can be written in terms of the vector autoregressive
coefficients as
H IR0 : g(pi) = (Ih¯ ⊗R′1J ⊗R′2)pi(h¯) = (Ih¯ ⊗ R¯)pi(h¯), (4.32)
where R¯ = (R′1J ⊗R′2).
The Wald statistic for a test of the null hypothesis (4.32) can be set up as in (4.11) on
page 66 but with R replaced by R¯ and h˜ replaced by h¯:
W
IR
(h¯) = Tg(pˆi)′ Σˆ−1g(pˆi) g(pˆi) (4.33)
= T
(
(Ih¯ ⊗ R¯)pˆi(h¯)
)′(Ih¯ ⊗ R¯)∂pˆi(h¯)∂pi′ Σˆpˆi ∂pˆi
(h¯)′
∂pi
(Ih¯ ⊗ R¯′)
−1
×
(
(Ih¯ ⊗ R¯)pˆi(h¯)
)
.
Under the null hypothesis (4.32), the Wald statistic W
IR
(h¯) has an asymptotic χ2(h¯)–
distribution if Σg(pˆi) = (∂g(pi)/∂pi
′)Σpˆi(∂g(pi)
′/∂pi) is nonsingular.
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Causes for a Singular Covariance Matrix Σg(pˆi) under H
IR
0 .
The discussion of the standard Wald test of Granger noncausality at all forecast hori-
zons h ≥ 1 has already shown that nonlinear restrictions may cause a reduced row rank
of the Jacobian matrix ∂g(pi)/∂pi′ under some parameter values under H0 and hence a
singular covariance matrix Σg(pˆi). Let us therefore take a closer look at the restrictions
which characterize noncausality of y1 for y2 in terms of impulse response analysis:
H IR0 : g(pi) =

pi21,1
pi
(2)
21,1
...
pi
(h¯)
21,1

= 0. (4.34)
Inserting restrictions succinctly, using the recursion formula (3.17) on page 34, yields
H IR0 : g(pi) =

pi21,1
pi21,2 + pi23,1pi31,1
pi
(2)
21,2 + pi
(2)
23,1pi31,1
...
pi
(h¯−1)
21,2 + pi
(h¯−1)
23,1 pi31,1

= 0. (4.35)
For VAR(p) models with p > 1, the restrictions at forecast horizons h > 1 consist of two
additive terms, pi
(h−1)
21,2 and (pi
(h−1)
23,1 pi31,1). The latter term is always a nonlinear function
of the coefficients in pi. The former term is linear for h = 2; for h ≤ p, it can be written
as the sum of a linear term (pi21,h) and a nonlinear function of the coefficients in pi. For
h > p, the set of restrictions are a purely nonlinear function of the coefficients in pi.
Since the restrictions consist of nonlinear functions of the VAR coefficients, the rank
of the Jacobian matrix ∂g(pi)/∂pi′ may be less than h¯ for some parameter values under
H IR0 (see Lu¨tkepohl (1993) and Lu¨tkepohl & Breitung (1997)). On the other hand,
the restrictions in (4.35) include an additive linear term up to forecast horizon h = p.
Therefore, p ≤ rk(∂g(pi)/∂pi′) ≤ h¯.
An illustration is given in Example 4.1 which carries over to impulse response analysis:
if p = 1, h˜p = h˜ = h¯ and R = R¯, so that zero responses of y2 to a one–time, one–unit
shock in y1 and Granger noncausality of y1 for y2 at all forecast horizons h ≥ 1 are
both characterized by the same set of restrictions (see Lemma 3.3 and Lu¨tkepohl (1982,
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1993)).
Note, that Proposition 4.1 and Corollary 4.1 do not carry over to impulse response
analysis. Both are based on the condition that
pi
(h)
21,i = 0 ∀ h = 1, . . . , h˜ ↔
pi21,i = 0 and pi
(h−1)
23,1 pi31,i = 0 ∀ i = 1, . . . , p and h = 2, . . . , h˜.
However, this condition need not be fulfilled under H IR0 .
Alternative Formulations of the Null Hypothesis.
An alternative to testingH IR0 may be seen in testing whether the h¯–th interim multiplier
equals zero, i.e.
H IM0 : φ21(h¯) =
h¯∑
j=1
φ21,j
=
h¯∑
j=1
pi
(j)
21,1.
Since the restriction under H IM0 contains one additive linear term (pi21,1), the Jacobian
matrix has always full rank equal to one under the null hypothesis. Moreover, H IR0
implies H IM0 but not vice versa. Hence, if a standard Wald test rejects the latter null
hypothesis, it implicitly rejects the former null hypothesis. However, if H IM0 cannot be
rejected, no conclusion can be drawn for a standard Wald test of H IR0 (cf. page 40).
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4.2 Nonstationary VAR Models
4.2.1 Estimation5
If the vector of variables yt ∼ I(1) and cointegrated with cointegration rank r, 0 < r <
k, the levels VAR model can be written in error correction form (2.6), page 9, or as
Z0t = AB
′Z1t +ΨZ2t + ut, (4.36)
with
Z0t := ∆yt,
Z1t := yt−1,
Z2t :=

∆yt−1
...
∆yt−p+1
 ,
Π(1) := AB′,
Ψ :=
[
Γ1, . . . ,Γp−1
]
.
Under the assumption that ut ∼ N(0, Σu) with Σu a nonsingular covariance matrix,
(4.36) can be estimated by Johansen’s ML procedure (see Johansen (1988) and Jo-
hansen (1991)). Thereby, the maximum likelihood estimates A˜, B˜, Ψ˜ and Σ˜u are
found by maximizing the log likelihood function
l(A,B,Ψ,Σu) = −
T
2
ln|Σu|
− 1
2
T∑
t=1
(Z0t − AB′Z1t −ΨZ2t)′Σ−1u (Z0t − AB′Z1t −ΨZ2t),
subject to the rank restriction rk(Π(1)) = rk(AB′) = r.
Let
Rit = Zit −
T∑
t=1
ZitZ
′
2t
[
T∑
t=1
(1/T )Z2tZ
′
2t
]−1
,
Sij =
1
T
T∑
t=1
RitR
′
jt,
5See e.g. Lu¨tkepohl (1991, 1999), Banerjee et al. (1993), Johansen (1995) and Hatanaka (1996).
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for i, j = 0, 1. Then maximizing the log likelihood function can be translated into
solving
|λS11 − S10S−100 S01| = 0 (4.37)
for eigenvalues 1 > λˆ1 > . . . > λˆk > 0 and into solving[
λiS11 − S10S−100 S01
]
vi = 0 (4.38)
for the corresponding eigenvectors Vˆ = [vˆ1, . . . , vˆk], subject to the restriction Vˆ
′S11Vˆ =
Ik. This yields the maximum likelihood estimate
B˜ = [v˜1, . . . , v˜r]
see Theorem 6.1 of Johansen (1995). Given B˜,
A˜ = S01B˜(B˜
′S11B˜)
−1,
Ψ˜ = (Z0t −R0t)− A˜B˜(Z1t −R1t),
Σ˜u = (1/T )
T∑
t=1
(Z0t − A˜B˜Z1t − Ψ˜Z2t)(Z0t − A˜B˜Z1t − Ψ˜Z2t)′.
Under the assumptions that ut is a Gaussian white noise process, that yt ∼ I(1) and
cointegrated with known cointegration rank r, 0 < r < k and that the initial values
y0, . . . , y−p are fixed, the maximum likelihood estimators Π˜(1) = A˜B˜, Ψ˜ and Σ˜u are
consistent estimators.
Let Ψ? = [Ψ,Π(1)], ψ = vec(Ψ) and ψ? = vec(Ψ?). Moreover, let Ψ˜?, ψ˜ and ψ˜? denote
the corresponding ML estimators, then
√
T (ψ˜? − ψ?) d−→ N(0,Σψ˜?), (4.39)
with Σψ˜? a singular covariance matrix. However,
√
T (ψ˜ − ψ) d−→ N(0,Σψ˜), (4.40)
where Σψ˜ is the upper left–hand, nonsingular (k
2(p−1)×k2(p−1)) submatrix of Σψ˜? in
(4.39). The singularity of Σψ˜? arises because some coefficients in Π(1) cannot be writ-
ten as coefficients attached to stationary regressors. As consequence, the estimators of
these coefficients converge at a rate faster than T 1/2, leading to a singular covariance
matrix.
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Often hypotheses are formulated with respect to the coefficients in the loading matrix
A or the cointegrating matrix B alone. Note, that the decomposition Π(1) = AB′ is
not unique unless the (r×k) matrices A,B have been normalized in some way. For the
same reason, the estimates A˜, B˜ are not unique and consistency does not hold without
further identifying restrictions (see Lu¨tkepohl (1991, Chapter 11)). Under uniqueness
restrictions,
√
Tvec(A˜−A) converges to a normal distribution while Tvec(B˜−B) con-
verges to a mixed normal distribution (see Johansen (1995, Chapter 13)).
Estimates of the vector autoregressive matrices Π1, . . . , Πp can be computed from the
ML estimates of Π˜(1) and Ψ˜ = [Γ˜1, . . . , Γ˜p−1] as
Π˜1 = −Π˜(1) + Ik + Γ˜1,
Π˜j = Γ˜j − Γ˜j−1, j = 2, . . . , p− 1,
Π˜p = −Γ˜p−1.
Since the matrices Π˜i, i = 1, . . . , p, can be written as a linear combination of the matrix
Ψ˜? = [Ψ˜, Π˜(1)], and since a linear combination of normally distributed variables is also
normally distributed, it follows from (4.39) that
√
T (p˜i − pi) d−→ N(0,Σp˜i) (4.41)
with p˜i = vec(Π˜(1)) and Π˜(1) = [Π˜1, . . . , Π˜p]. For 0 < r < k, the covariance matrix Σp˜i
is singular.
Testing for the Cointegration Rank.
The Johansen ML procedure outlined above yields maximum likelihood estimates con-
ditional on a known cointegration rank r. In practice, r is unknown but can be de-
termined by a likelihood ratio test (see Johansen (1995, Chapter 6), Lu¨tkepohl (1991,
Chapter 11), Banerjee et al. (1993, Chapter 8)). A test of the hypothesis H0 : r = r0
against H1 : r0 < r ≤ r1 is based on the statistic
LR(r0, r1) = 2 (l(r1)− l(r0)) = −T
r1∑
i=r0+1
ln(1− λ˜i),
where l(r0), l(r1) denote the value of the log likelihood function obtained under the null
and the alternative hypothesis and λ˜i is determined by equation (4.37). Setting r1 = k
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yields the trace test while choosing r1 = r0 + 1 results in the maximal eigenvalue test.
The asymptotic distribution of the test statistic LR(r0, r1) is nonstandard and depends
on the difference (r1 − r0) and on deterministic terms included in the data generating
process. Critical values have been tabulated e.g. by Johansen (1988), Johansen &
Juselius (1990), MacKinnon (1991) and Reinsel & Ahn (1992).
Application of the likelihood ratio test results in a sequential testing procedure: the
test statistic LR(r0, r1) is computed for r0 = 0, 1, . . . , k − 1 until the value of the test
statistic exceeds the critical value. Rejection of H0 then supports a cointegration rank
of r = r0 + 1. If the null hypothesis cannot be rejected in the first step (r0 = 0), the
test indicates that there is no cointegration and the model should be respecified as a
VAR model in first differences. If the null hypothesis is rejected for r0 = k − 1, the
test indicates that yt ∼ I(0) and inference should be undertaken in the levels VAR
specification.
Least Squares Estimation.
Sims et al. (1990, Theorem 1) have shown that least squares estimation of the lev-
els VAR model yields consistent estimates of the vector autoregressive coefficients.
The least squares estimator of Π(1) = [Π1, . . . , Πp] can be computed as in (4.2) and
pˆi = vec(Πˆ(1)), normalized by T 1/2, has the same limiting distribution as its maximum
likelihood counterpart p˜i in (4.41). The covariance matrix Σpˆi can be consistently esti-
mated as in the stationary, stable case (see Lu¨tkepohl (1991, Proposition 11.3)). Since
the least squares estimator does not require information on the number of cointegration
relations, estimates of the VAR coefficients can be easily obtained by ordinary least
squares if interest does not center on the cointegration relations.
For more details on estimation and inference in cointegrated VAR systems see e.g.
Lu¨tkepohl (1991, Chapter 11), Banerjee et al. (1993, Chapter 8), Johansen (1995,
Chapter 6) and Hatanaka (1996).
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4.2.2 Standard Granger Noncausality
AWald test for Granger noncausality of y1 for y2 in the nonstationary levels VAR model
can be based on the same Wald statisticW
GC
as in the stationary VAR model, see (4.8)
on page 64. In particular, the Wald statistic can be based upon least squares estimation
of the levels VAR model and thus does not need prior information on the order of
integration of yt and the cointegration rank r. However, the limiting distribution of
the standard Wald statistic W
GC
may be nonstandard because Σpˆi is a singular matrix
if yt contains variables which are integrated of order one. The following cases can be
distinguished:
If all variables in yt are stationary, the standard Wald statistic has a limiting χ
2(p)–
distribution.
If all variables in yt are integrated of order one and not cointegrated, the Wald statistic
has a nonstandard but nuisance parameter free asymptotic distribution (see Toda &
Phillips (1993, Theorem 2)). However, in this case the levels VAR model can be written
in first differences without loss of information:
∆yt = Γ1∆yt−1 + . . .+ Γp−1∆yt−p+1 + ut. (4.42)
Since ∆yt ∼ I(0), estimation and inference in the VAR in first differences can be per-
formed just as in the stationary, stable VAR case. It follows from Proposition 3.4, that
y1 is Granger causal for y2 if H0 : γ21,1 = . . . = γ21,p−1 = 0 holds. The corresponding
Wald statistic has an asymptotic χ2(p− 1)–distribution under this null hypothesis.6
If the variables in yt are cointegrated with cointegration rank 0 < r < k, the Wald
statistic W
GC
has a nonstandard asymptotic distribution with nuisance parameters
in general. However, Sims et al. (1990), Toda (1991), Warne (1992a) and Toda &
Phillips (1993, Theorem 1; 1994) have shown that W
GC
maintains an asymptotic χ2–
distribution in case of sufficient cointegration7 with respect to variable y1, i.e. if there
is a cointegration relation which includes y1.
6Toda & Phillips (1993) find out that the latter test is likely to have higher power in finite samples
than a test in a levels VAR model.
7If y1 is a (k1 × 1) vector of variables with k1 > 1, then sufficient cointegration holds with respect
to y1 if the k1 variables in y1 enter into k1 different cointegration vectors.
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In case of sufficient cointegration with respect to y1, there exists an alternative re-
presentation of the levels VAR model in which the dependent variables are stationary
and all the coefficients attached to y1,t−1, . . . , y1,t−p appear as coefficients of zero–mean
stationary regressors. For instance, the error correction model is such an alternative
representation: in this model, the estimators of coefficients which belong to the zero–
mean stationary regressors converge at a rate of T 1/2 to a nonsingular normal distribu-
tion (see Park & Phillips (1989), Sims et al. (1990) and Dolado & Lu¨tkepohl (1996)).
As consequence, the standard Wald statistic W
GC
has a limiting χ2–distribution under
HGC0 .
In a bivariate VAR(p) model with k1 = k2 = 1 and k3 = 0, a Wald test of Granger
noncausality can always be set up in such a way that the Wald statistic has its usual
χ2–distribution if the cointegration rank is known (see Lu¨tkepohl & Reimers (1992a)
and Lu¨tkepohl & Reimers (1992b)): if yt ∼ I(0),WGC has a limiting χ2(p) distribution.
The same is true if yt ∼ I(1) and cointegrated, since the condition of sufficient coin-
tegration holds in this case. If however yt ∼ I(1) and not cointegrated, then Granger
noncausality should be tested in a VAR(p − 1) model in first differences (see (4.42)).
The corresponding Wald statistic is asymptotically χ2(p− 1)–distributed.
To determine the limiting distribution of the Wald statistic W
GC
, information on the
number of unit roots and the cointegration vectors is needed. In this thesis, it is as-
sumed that k1 = k2 = 1. Therefore, the condition of sufficient cointegration holds if
variable y1 is cointegrated with variable y2 and/or the variables in the vector y3. This
can be easily checked with a single equation cointegration test, see e.g. Banerjee et al.
(1993, Chapter 7), Hamilton (1994, Chapter 19), Maddala & Kim (1998, Chapter 6).8
In any case, setting up a Wald test for Granger noncausality in the levels VAR model
requires to test for sufficient cointegration in the first step. Since ordinary least squares
estimation does not provide information on the cointegration matrix B, a more promis-
ing strategy might be to estimate the error correction representation via Johansen’s
ML procedure, and to test for Granger noncausality within this representation.
8Note, that if y1 is a (k1×1) vector of variables with k1 > 1, the condition of sufficient cointegration
requires a rank test on the cointegration matrix B.
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Standard Granger Causality in the Error Correction Representation.
The restrictions for Granger noncausality of y1 for y2 in the error correction repre-
sentation are given in Proposition 3.4 and can be written as linear restrictions on the
coefficients in ψ?, i.e.
H0 : Rψ
? = 0. (4.43)
The corresponding Wald statistic
WECM
GC
= T (Rψ˜?)′
(
RΣ˜ψ˜?R
′)−1 (Rψ˜?) (4.44)
has a limiting χ2(p)–distribution under the null hypothesis (4.43) if RΣψ˜?R
′ is nonsin-
gular and a limiting nonstandard distribution otherwise (see Sims et al. (1990), Toda
& Phillips (1993, 1994), Warne (1992a), Warne (1992b) and Warne (1997)). A limiting
χ2(p)–distribution holds in the following two cases:
C1. there is sufficient cointegration with respect to the causal variable y1, or
C2. the ∆y2,t–equation contains a cointegration vector,
see Toda & Phillips (1993, Theorem 3; 1994, Theorem 2)9.
Writing the null hypothesis (4.43) as a composite of short–run noncausality (HSRC0 ) and
long–run noncausality (HLRC0 ), i.e.
HLRC0 : Π(1)21 = 0 and H
SRC
0 : γ21,1 = . . . = γ21,p−1 = 0, (4.45)
helps to illustrate conditions C1 and C2:
Under HSRC0 , only coefficients associated with the zero–mean stationary regressors
∆yt−1, . . . , ∆yt−p+1 are restricted. It follows that the Wald statistic for a test of
the null hypothesis HSRC0 always has a limiting χ
2(p − 1)–distribution. The prob-
lem of a possibly singular covariance matrix RΣψ˜?R
′ is thus caused entirely by the
restrictions for long–run noncausality Π(1)21 = [AB
′]21 = 0. Let A = [als] and
B = [bls] be (k × r) matrices with, l = 1, . . . , k, s = 1, . . . , r. The restriction
9In general, if y1 is a (k1 × 1) vector of variables with k1 > 1, condition C1 requires that the k1
variables in y1 enter into k1 different cointegration vectors; moreover, if y2 is a (k2 × 1) vector of
variables with k2 > 1, condition C2 requires that each of the k2 ∆y2,t–equations contains a different
cointegration vector.
CHAPTER 4. ESTIMATION AND TESTING 85
Π(1)21 = [AB
′]21 = a21b11+ . . .+a2rbr1 = 0 is a nonlinear function of the coefficients in
A and B. Assume the most simple case of just one cointegrating vector (r = 1), then
the restriction Π(1)21 = 0 is fulfilled if either
(i) a21 = 0 or
(ii) b11 = 0 or
(iii) a21 = b11 = 0.
However, case (iii) contains a redundant restriction10 such that the Jacobian matrix of
the nonlinear restriction will not have full rank under HLRC0 . As consequence, the Wald
statistic WECM
GC
will have a nonstandard limiting distribution in case (iii). However,
conditions C1 and C2 of Toda & Phillips simply rule out the parameter values in (iii):
Under condition C1, at least one element b1s 6= 0 for s ∈ {1, . . . , r}; under condition
C2, at least one element a2s 6= 0 for s ∈ {1, . . . , r}. In both cases, the Jacobian matrix
will have full row rank under HLRC0 . The limiting χ
2–distribution ofWECM
GC
then follows
from the limiting normal distributions of
√
Tvec(A˜−A), the limiting mixed Gaussian
distribution of
√
Tvec(B˜ − B) and the limiting normal distribution of √Tvec(Ψ˜−Ψ)
(see Johansen (1995, Chapter 7)).
Setting up a standard Wald test of Granger noncausality in the error correction rep-
resentation requires to test conditions C1 and C2 in the first step. This leads to a
sequential testing procedure:
For instance, a Wald test of the null hypothesis HA0 : a21 = . . . = a2r = 0 may be
undertaken in the first step. The corresponding Wald statistic has a limiting χ2(r)–
distribution. If HA0 is rejected, the Wald statistic WECMGC can be computed in the
second step and compared to an α100% critical value of a χ2(p)–distribution. If HA0
cannot be rejected, y1 is long–run noncausal for y2 and it suffices to test for short–
run noncausality in the second step. The corresponding Wald statistic has a limiting
χ2(p− 1)–distribution under HSRC0 .
Alternatively, one may start with a Wald test of the null hypothesis HB0 : b11 = . . . =
b1r = 0. If H
B
0 is rejected, the composite null hypothesis (4.43) has to be tested in the
10See Example 4.1 for a restriction with similar structure.
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second step. If HB0 cannot be rejected, H
SRC
0 is tested in the second step.
11
A drawback of both sequential testing procedures is that the overall significance level
cannot be controlled as for instance in case of induced tests.12 Simulation results on
the actual size and the local power properties of both sequential testing procedures are
given in Toda & Phillips (1994) for a trivariate VAR(1) model.
Like Wald tests for Granger noncausality in the levels VAR model, Wald tests for
Granger noncausality in the error correction representation require information on
the true cointegration rank. In practice, this information is unknown in general so
that causality tests have to be based on pretests for unit roots, cointegration and the
nature of cointegration. Since the latter tests may have low power in small samples,
causality tests may suffer from large pretest biases and low power, too (see Sims et al.
(1990)). Moreover, the simulation results of Toda & Phillips (1994) show that size
distortions may arise if the analysis is based on an incorrect cointegration rank. It
would be therefore favorable if such pretests could be avoided altogether. Some work
in this direction has been undertaken by Phillips (1995), Toda & Yamamoto (1995)
and Dolado & Lu¨tkepohl (1996):
Alternative Testing Strategies
Based on earlier work of Phillips & Hansen (1990), Phillips (1995) proposes a fully
modified (FM–VAR) estimator to obtain estimates of the levels VAR coefficient ma-
trices Π = [Π1, . . . , Πp] without any information on the number of unit roots and the
cointegration rank. Without going into too much detail, the idea of the FM–VAR
estimator shall be briefly outlined: the FM–VAR estimator
Πˆ
FM
= (y+Z ′ − T ∆ˆ+0Z(ZZ ′)−1. (4.46)
11Note, that this procedure holds only for k1 = k2 = 1. If causality between vectors of variables is
under study (k1, k2 > 1), condition 1 requires to test the row rank of the k1 rows of the cointegration
matrix B which belong to y1,t−1 while condition 2 requires to test the row rank of the k2 rows of
the loading matrix A which appear in the equations of ∆y2,t. See Mosconi & Giannini (1992) for
suggestions on a testing procedure.
12A sequential test is called an induced test if rejection of a single null hypothesis Hi0 for some
i = 1, . . . , n implies rejection of the overall null hypothesis H0 = H10 ∩H20 ∩ . . . ∩Hn0 . In the present
case, these conditions are not met because rejection of HA0 or H
B
0 does not imply rejection of the
composite null hypothesis HECM0 . See Savin (1984), Kra¨mer & Sonnberger (1986).
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can be interpreted as a least squares estimator which corrects the term yZ ′ in (4.2), p.
63, for endogeneities between y and Z due to cointegration and for serial correlation
between the nonstationary part of the regressors in Z and the disturbance vector u:
In (4.46), y+ denotes y corrected for endogeneity and ∆ˆ+0Z is the serial correlation cor-
rection term (see Phillips (1995, formula (7))). If the Wald statistic W
GC
is based on
the FM–VAR estimator, it follows from Theorem 4.5 and the rank condition (RK) of
Phillips (1995), that this Wald statistic has a limiting χ2(p)–distribution if either all
variables in yt are stationary of if there is sufficient cointegration with respect to y1. If
these conditions do not hold, the Wald statistic has a limiting distribution which is de-
generate for a lag order p = 1 and which is a mixture of χ2–variates for lag orders p > 1.
In the latter case, the α100%–critical value of the true limiting distribution is bounded
between the α100%–critical values of a χ2(p−1)– and a χ2(p)–distribution. Hence, the
FM–VAR based Wald test is a conservative test which has asymptotic size less than
or equal to α100% if used with an α100%–critical value of a χ2(p)–distribution. Note,
that the FM–VAR based Wald test works only for lag orders p > 1. For simulation re-
sults on the empirical size and local power properties, see Yamada & Toda (1997, 1998).
Toda & Yamamoto (1995) and Dolado & Lu¨tkepohl (1996) propose another testing
strategy which also does not require information on the number of unit roots and the
cointegration rank r: given that the vector of variables yt is at most integrated of order
d, that p is the true lag order of the VAR model and that d < p holds, the authors pro-
pose to fit a VAR(p+d) model to the true VAR(p) model (see also Choi (1993)). Least
squares estimation yields estimates Πˆi of the coefficient matrices Π1, . . . , Πp, . . . , Πp+d.
The authors show that if restrictions are tested on only the first p coefficient matrices
(Π1, . . . , Πp), the VAR(p+ d) model can be transformed in such a way that only coef-
ficients of stationary regressors are restricted in the transformed model (see Sims et al.
(1990), Toda & Yamamoto (1995, Theorem 1), Dolado & Lu¨tkepohl (1996, Theorem
1)). A little example may help illustrate the idea:
Example 4.2: VAR(2) Model.
Assume that the variables in yt are at most I(d) with d = 1 and are generated by the
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following VAR(2) model:
yt = Π1yt−1 +Π2yt−2 + ut.
Of course, the VAR(3) model
yt = Π1yt−1 +Π2yt−2 +Π3yt−3 + ut (4.47)
with Π3 = 0 describes the data generating process equally well. The latter model can
be written as
∆yt = (Π1 − Ik)∆yt−1 + (Π1 +Π2 − Ik)∆yt−2 (4.48)
− (Π1 +Π2 +Π3 − Ik)yt−3 + ut,
= Γ?1∆yt−1 + Γ
?
2∆yt−2 − Π(1)yt−3 + ut. (4.49)
In the levels VAR model (4.47), Granger noncausality of y1 for y2 holds if pi21,1 =
pi21,2 = 0. These restrictions translate into equivalent restrictions γ
?
21,1 = γ
?
21,2 = 0
in the transformed model (4.49). The latter restrictions are now associated with the
zero–mean stationary regressors ∆yt−1,∆yt−2. As consequence, a Wald test of the
latter restrictions follows asymptotically a χ2–distribution.
To set up a Wald test, the levels VAR model (4.47) is estimated by OLS. This yields
the least squares estimator Πˆ = [Πˆ1, Πˆ2, Πˆ3] and pˆi = vec(Πˆ), with covariance matrix
Σpˆi. Let pi
? = vec [Π1, Π2] and pˆi
? = vec
[
Πˆ1, Πˆ2
]
, then
√
T (pˆi? − pi?) d−→ N(0,Σpˆi?), (4.50)
with Σpˆi? a nonsingular covariance matrix which is the (k
2p × k2p) upper left–hand
submatrix of Σpˆi.
Furthermore, let Σˆpˆi? denote a consistent estimator of Σpˆi? and let R be the (p × k2p)
matrix defined in (4.5) which picks out of pˆi? the coefficients pi21,1 and pi21,2. Then under
the null hypothesis
H0 : Rpi
? = 0,
the Wald statistic
W?
GC
= T (Rpˆi?)′
[
RΣˆpˆi?R
′]−1 (Rpˆi?) d−→ χ2(p) (4.51)
CHAPTER 4. ESTIMATION AND TESTING 89
(see Dolado & Lu¨tkepohl (1996, Theorem 1).
The Wald statisticW?
GC
is consistent, has correct asymptotic size and is easy to set up.
However, the inefficiency introduced by overfitting the true VAR order may result in a
loss in power. In practice, d = 1 should yield a good description of many time series.
Adding an extra lag to the true lag order is likely to reduce the power the higher the
dimension of the VAR model and the smaller the true lag order. On the other hand,
the loss should not be substantial for low–dimensional VAR models, in particular if the
true lag order is high. The simulation results of Dolado & Lu¨tkepohl (1996), Zapata
& Rambaldi (1997) and Yamada & Toda (1998) support this reasoning.
4.2.3 Extended Granger Noncausality
A test of the null hypothesis HEGC0 can be based on the same Wald statistic WEGC(h˜)
as in the stationary VAR(p) model (see page 66). However, section 4.1.3 has illus-
trated that the Wald statistic W
EGC
(h˜) may not have a limiting χ2(h˜p)–distribution
for some parameter values under HEGC0 if these parameter values imply a reduced
row rank of the Jacobian matrix ∂g(pi)/∂pi′ and hence a singular covariance matrix
Σg(pˆi) = (∂g(pi)/∂pi
′)Σpˆi(∂g(pi)
′/∂pi).
In the nonstationary VAR model, Σpˆi is singular. Therefore, Σg(pˆi) may be singular even
if the Jacobian matrix ∂g(pi)/∂pi′ has full rank under HEGC0 . Section 4.2.2 has shown
that the Wald statisticW
GC
maintains a limiting χ2(p)–distribution if there is sufficient
cointegration with respect to y1. However, the condition of sufficient cointegration can-
not guarantee that W
EGC
(h˜) has a limiting χ2(h˜p)–distribution under HEGC0 :
It has been shown in Section 4.2.2, that a Wald test of standard Granger causality
maintains its limiting χ2(p)–distribution if there is sufficient cointegration with respect
to y1. But the restrictions in Example 4.1 show that Granger noncausality of y1 for y2
at higher forecast horizons restricts coefficients associated with y1,t−i as well as y3,t−i
(see page 67). The condition of sufficient cointegration with respect to y1 ensures only
that the restrictions on coefficients associated with y1,t−i in the y2,t–equation can be
reformulated as restrictions on coefficients of zero–mean stationary regressors. Hence,
even if sufficient cointegration with respect to y1 holds, the restrictions for Granger
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noncausality at higher forecast horizons may still restrict coefficients attached to non-
stationary regressors, leading to a nonstandard asymptotic distribution of W
EGC
(h˜).
If yt ∼ I(1) and not cointegrated, the nonstationary levels VAR(p) model can be writ-
ten as a stationary VAR(p− 1) model in first differences (see (4.42)) and estimated by
ordinary least squares. A Wald test that y1 is never causal for y2 can then be set up
just as described in Section 4.1.3. However, this procedure requires a pretest on the
number of unit roots and the cointegration rank and applies only in the special case
where a cointegration rank r = 0.
In contrast, the problem of a singular covariance matrix Σpˆi can be solved without any
information on the number of unit roots and the nature of cointegration if a Wald test
that y1 is never Granger causal for y2 is set up along the lines of Toda & Yamamoto
(1995) and Dolado & Lu¨tkepohl (1996). The Wald statistic W
EGC
(h˜) can be computed
just as in the stationary, stable VAR case if a VAR(p + d) model is estimated, but if
only the coefficients of the first p estimated matrices Πˆ1, . . . , Πˆp are used in the compu-
tations. However, the Wald statistic may continue to have a nonstandard asymptotic
distribution if the Jacobian matrix ∂g(pi)/∂pi′ in (4.11), page 66, has reduced row rank
under the null hypothesis HEGC0 . Solutions for this problem are discussed in the next
chapter.
The FM–VAR estimator cannot be regarded as an alternative to the strategy of over-
fitting the true lag length because the covariance matrix of the FM–VAR estimator
is singular. While Phillips shows for the case of linear restrictions that the FM–VAR
based standard Wald test is conservative when used with an α100% critical value of
a χ2–distribution, this may not hold for nonlinear restrictions (see Phillips (1995),
Yamada & Toda (1998)).
4.2.4 Impulse Response Analysis
Impulse responses can be computed just as in the stationary levels VAR model. How-
ever, restricting impulse response coefficient to zero imposes nonlinear restrictions on
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the VAR coefficients (see Section 4.1.4). These restrictions are similar to the nonlinear
restrictions which characterize Granger noncausality of y1 for y2 at all forecast hori-
zons h ≥ 1. Therefore, the problems outlined in Section 4.2.3 carry over to impulse
response analysis: the Wald statistic W
IR
(h¯) will have a nonstandard limiting distri-
bution in general if unit roots and cointegration are present.
A Wald test that y1 is never causal for y2 in terms of impulse response analysis can also
be set up along the lines of Toda & Yamamoto (1995) and Dolado & Lu¨tkepohl (1996)
as described above. This solves the problem of a singular covariance matrix Σg(pˆi) due
to nonstationary regressors but cannot solve the problems outlined in Section 4.1.4.
4.3 Summary
Standard Wald tests of causality may be fraught with the possibility of nonstandard
asymptotic distributions if restrictions are nonlinear or if variables are nonstationary:
In stationary VAR models, Wald tests of Granger noncausality at forecast horizon
h = 1 do not suffer from any problems while Wald tests of Granger noncausality at
all forecast horizons h ≥ 1 and Wald tests of significance of all impulse responses do
because of the nonlinearity of the restrictions under the respective null hypotheses.
If the k–dimensional vector of variables yt is integrated of order one and cointegrated,
the singularity of Σpˆi, the covariance matrix of the levels VAR coefficients, creates an-
other source which may lead to a nonstandard asymptotic distribution of the Wald
statistics W
EGC
and W
IR
. In the latter case, even the Wald statistic (W
GC
) for a test
of Granger noncausality at forecast horizon h = 1 may no longer be asymptotically
χ2(p)–distributed under H0.
Different solutions to the latter problem have been presented e.g. by Sims et al. (1990),
Toda (1991), Mosconi & Giannini (1992), Toda & Phillips (1993, 1994), Phillips (1995),
Warne (1992a, b; 1997), Toda & Yamamoto (1995) and Dolado & Lu¨tkepohl (1996). In
particular, Toda & Yamamoto (1995) and Dolado & Lu¨tkepohl (1996) have presented
a solution which guarantees a nonsingular covariance matrix Σpˆi, independent of the
nature of the restrictions. However, even if Σpˆi is nonsingular, the asymptotic distribu-
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tion of the Wald statistic may be nonstandard if restrictions are nonlinear under the
null hypothesis.
4.4 Concluding Remarks
The analysis in this chapter has been based on a known lag order p. In general, p
is unknown but can be determined consistently by the Hannan–Quinn (HQ) or the
Schwarz (SC) criterion. Consistency of these order selection criteria holds also for the
nonstationary VAR models discussed here (Paulsen (1984)). A description of these
criteria can be found in Lu¨tkepohl (1991, Chapters 4 and 11). The properties of the
Wald tests discussed in this chapter hold under the assumption that the lag order p is
either known or estimated correctly. Misspecification of the lag order may result in size
distortions and loss in power.13 For instance, overfitting the true VAR order may lead
to a reduced row rank of the matrix of first order partial derivatives (see Warne (1992a,
1997)) such that a Wald test for Granger noncausality may no longer have a limiting
χ2–distribution. Note, however, that problems due to under– or overestimation of the
true lag order p have not been considered here.
Throughout this thesis, only VAR models of finite lag order p are considered. In prac-
tice, the true lag order may be infinite. In this case, a VAR model of finite lag order p
may still be fitted to the data under suitable assumptions about the rate at which the
lag order p converges to infinity with increasing sample size. Lu¨tkepohl (1996b), Lu¨tke-
pohl & Poskitt (1996) and Lu¨tkepohl & Saikkonen (1997) show how the standard Wald
statistic should be modified under this assumption to test for zero impulse responses.
Since the restrictions for zero impulse responses are similar to those for Granger non-
causality at all forecast horizons, results may carry over to extended Granger causality
tests under suitable modifications.
Third, deterministic terms have been ignored in the regression equations. While de-
terministic terms do not play a role in the definition of Granger causality, extended
Granger causality or impulse response analysis, they do play an important role in the
estimation of nonstationary VAR models. Moreover, unit root and cointegration tests
13Braun & Mittnik (1993) study the consequences of a misspecified lag order for impulse response
analysis.
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and the corresponding critical values depend on the deterministic terms. However,
inclusion of deterministic terms does not change the results presented in this chapter.
Chapter 5
Causality in VAR Models:
Alternative Testing Strategies.
This chapter concentrates on extended Granger causality and discusses solutions to
overcome the problem of a possibly nonstandard asymptotic distribution of the Wald
statistic. In particular, two modified Wald statistics, namely a randomized Wald statis-
tic and a Wald statistic with generalized inverse, are presented which always have a
known asymptotic distribution under the null hypothesis HEGC0 that y1 is never Granger
causal for y2. These modified Wald statistics can also be used for a test that all re-
sponses of y2 to a one–time, one–unit shock in y1 are zero. Moreover, suggestions on
alternative testing strategies are given which are not in the spirit of Wald tests.
5.1 Stationary, Stable VAR Models
The restrictions for Granger noncausality of y1 for y2 at all forecast horizons are given
in (4.9), see page 65. Let g(pˆi) denote the least squares estimator of the vector of
restrictions g(pi), then under the assumptions of Section 4.1.3,
√
T (g(pˆi)− g(pi)) d−→ N(0,Σg(pˆi)), (5.1)
if ∂g(pi)/∂pi′ exists and is nonzero at pi (see Serfling (1980, p. 122-124)). However,
Σg(pˆi) may be singular under the null hypothesis H0 : g(pi) = 0 if some elements of g(pˆi)
converge towards their theoretical value of zero at a rate faster than T−1/2. In this
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case, the standard Wald statistic
W = Tg(pˆi)′Σˆ−1g(pˆi)g(pˆi) (5.2)
may no longer have an asymptotic χ2–distribution under the null hypothesis.
In what follows, modifications of the standard Wald tests will be presented: for instance
the randomized Wald test of Lu¨tkepohl & Burda (1997, Proposition 1) works via adding
some random noise to the estimator g(pˆi), thus slowing down the convergence rate of
g(pˆi).1
A different starting point is to find a reduced rank estimator of Σg(pˆi): for instance,
the Wald test with generalized inverse (Lu¨tkepohl & Burda (1997, Proposition 2)) is
based on estimating the rank of Σg(pˆi) and then replacing the inverse Σˆ
−1
g(pˆi) in (5.2) by
a generalized inverse Σˆ+g(pˆi).
5.1.1 A Randomized Wald Test
To illustrate the general idea of the randomized Wald test first, consider the null
hypothesis
H0 : g(pi) = 0, (5.3)
with g(pi) = [g1(pi)
′, g2(pi)
′] an (rg × 1) vector consisting of an (r1 × 1) subvector of
linear restrictions g1(pi) and an (r2 × 1) subvector of nonlinear restrictions g2(pi) with
r1, r2 > 0 and rg = r1 + r2. Let g(pˆi) denote a consistent estimator of g(pi) with
limiting normal distribution in (5.1) and Σg(pˆi) possibly singular under H0. The idea of
the randomized Wald test is to render the estimation of g(pˆi) less efficient by adding a
zero–mean random vector wξ to the set of rg restrictions under H0:
Let wξ be an (rg×1) vector independent of pˆi and normally distributed with mean zero
and covariance matrix ξΣw for some small ξ > 0. Then
√
T
(
g(pˆi) +
wξ√
T
)
d−→ N(0, (Σg(pˆi) + ξΣw))
under H0. If Σw is nonsingular, Σg(pˆi)+ ξΣw will be a nonsingular matrix, independent
of the rank of Σg(pˆi).
1An extension of this idea to distance tests is studied in Bolfarine et al. (2001).
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To keep the loss in efficiency small, no superfluous random noise should be added to
g(pi). In particular, since the first r1 restrictions in g(pi) are linear, the upper left–hand
(r1 × r1) submatrix of Σg(pˆi) is nonsingular and rk(Σg(pˆi)) ≥ r1. Therefore, the first r1
elements of wξ should be set equal to zero with zero variance, such that
Σw =
 0 0
0 Σw(r2)
 ,
with Σw(r2) a (r2 × r2) nonsingular covariance matrix. Let
Σg(pˆi) =
 Σ11 Σ12
Σ21 Σ22
 ,
with Σ11 a (r1×r1) nonsingular submatrix belonging to the first r1 restrictions in g1(pˆi).
Then it follows that (Σg(pˆi) + ξΣw) is nonsingular, and the modified Wald statistic
W(ran) = T
(
g(pˆi) +
wξ√
T
)′ (
Σˆg(pˆi) + ξΣw
)−1 (
g(pˆi) +
wξ√
T
)
d−→ χ2(rg)
under H0 also in those cases where r1 ≤ rk(Σg(pˆi)) < rg.
Suppose that wˆξ ∼ N(0, ξΣˆw) is generated just as wξ but with covariance matrix ξΣˆw.
Then if Σˆw is a consistent estimator of Σw such that wˆξ
d−→ wξ ∼ N(0, ξΣw) which is
independent of pˆi by assumption, it follows from basic asymptotic results that also the
Wald statistic
W(ξ) = T
(
g(pˆi) +
wˆξ√
T
)′ (
Σˆg(pˆi) + ξΣˆw
)−1 (
g(pˆi) +
wˆξ√
T
)
d−→ χ2(rg) (5.4)
(see Lu¨tkepohl & Burda (1997, Proposition 1)).
For a value ξ = 0, the randomized Wald statistic W(ξ) reduces to the standard Wald
statistic. For ξ > 0, adding wˆξ to the estimator g(pˆi) will reduce the power of the Wald
test. The loss in power hinges on the size of the covariance matrix Σˆw relative to the
size of Σˆg(pˆi). To minimize the loss, the variability of the noise should be related to
the variability of the estimator: by choosing a small ξ value, the noise can be made
arbitrarily small. Note, however, that the modified Wald test has correct asymptotic
size for any ξ ≥ 0.
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Extended Granger Causality
The principle of the randomized Wald test will be illustrated for the null hypothesis
that y1 is never Granger causal for y2 (see (4.9) on page 65). Under H
EGC
0 , h˜p restric-
tions are imposed on the pk2 VAR coefficients. Thereby, the first p restrictions are
linear and the remaining (h˜− 1)p restrictions are nonlinear. Hence, rg = h˜p = r1 + r2
with r1 = p and r2 = (h˜− 1)p.
The covariance matrix
Σg(pˆi) =
∂g(pi)
∂pi′
Σpˆi
∂g(pi)′
∂pi
= (Ih˜ ⊗R)
∂pi(h˜)
pi′
Σpˆi
∂pi(h˜)
′
pi
 (Ih˜ ⊗R′)
= (Ih˜ ⊗R)Σpˆi(h˜)(Ih˜ ⊗R′),
with
Σpˆi(h˜) =
∂pi(h˜)
pi′
Σpˆi
∂pi(h˜)
′
pi
.
Let Σˆpˆi(h˜) denote a consistent estimator of Σpˆi(h˜) with
Σˆpˆi(h˜) =
∂pˆi(h˜)
∂pi′
Σˆpˆi
∂pˆi(h˜)
′
∂pi
and ∂pˆi(h˜)
′
/∂pi computed just like
∂pi(h˜)
′
∂pi
=
[
Ik2p
∂pi(2)
′
∂pi
. . . ∂pi
(h˜)′
∂pi
]
,
but with the true VAR parameters replaced by their least squares estimates. Then the
following proposition can be given:
Proposition 5.1: (Lu¨tkepohl & Burda (1997, Proposition 1 and Corollary 1)).
Let
Σw =
 0 0
0 Ih˜−1 ⊗ diag(RΣpˆiR′)
 (h˜p× h˜p), (5.5)
and
Σˆw =
 0 0
0 Ih˜−1 ⊗ diag(RΣˆpˆiR′)

CHAPTER 5. ALTERNATIVE TESTING STRATEGIES 98
be a consistent estimator of Σw. Then it follows from (5.4) that the Wald statistic
W(ξ)EGC(h˜) = T
(
(Ih˜ ⊗R) pˆi(h˜) +
wˆξ√
T
)′
×
[
(Ih˜ ⊗R) Σˆpˆi(h˜) (Ih˜ ⊗R′) + ξΣˆw
]−1
×
(
(Ih˜ ⊗R) pˆi(h˜) +
wˆξ√
T
)
d−→ χ2
(
h˜p
)
(5.6)
under HEGC0 .
Proof: Since plim Σˆw = Σw, we have wˆξ
d−→ wξ ∼ N (0, ξΣw) which is independent of pˆi
by assumption. Moreover, regularity of (Ih˜ ⊗R) Σpˆi(h˜) (Ih˜ ⊗R′)+ ξΣw follows because
Σpˆi and hence RΣpˆiR
′, the upper left–hand (p×p) submatrix of (Ih˜ ⊗R) Σpˆi(h˜) (Ih˜ ⊗R′),
is nonsingular. Furthermore, the lower right–hand ((h˜− 1)p× (h˜− 1)p) submatrix of
ξΣw is a diagonal matrix with positive diagonal elements which is also nonsingular.
Thus Proposition 5.1 follows from (5.4) and basic asymptotic results.
Note, that RΣpˆiR
′ is the upper left–hand (p× p) submatrix of Σg(pˆi), which is the non-
singular covariance matrix of the first p linear restrictions in g(pi). The dependence
of Σw on RΣpˆiR
′ in (5.5) serves two purposes: first, by making the variability of the
noise dependent on the variability of the estimator, it shall be avoided that ”too much
noise is added in relation to the estimated variance” (see Lu¨tkepohl & Burda (1997)).
Second, this choice guarantees that the lower (r2 × r2) block of ξΣw is nonsingular.
The following examples shall help to illustrate Proposition 5.1:
Example 5.1: Trivariate VAR(1) Model.
The null hypothesis that y1 is never causal for y2 imposes h˜p = 2 restrictions. These
have been already explored in Examples 3.4 and 4.1:
HEGC0 : g(pi) =
 pi21,1
pi21,1pi11,1 + pi22,1pi21,1 + pi23,1pi31,1
 = 0.
Since the first restriction is linear, noise will only be added to the second restriction. A
value wˆξ is found by drawing randomly from a normal distribution with mean zero and
covariance matrix ξRΣˆpˆiR
′. For the present case, RΣˆpˆiR
′ = σˆ2pˆi21 is just the variance
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of pˆi21, and wˆξ can be generated by drawing from a standard normal distribution and
multiplying the value with
√
ξσˆ2pˆi21 . Thereby, a value ξ > 0 can be chosen arbitrarily.
Example 5.2: Trivariate VAR(2) Model.
The null hypothesis that y1 is never causal for y2 imposes h˜p = 6 restrictions:
HEGC0 : g(pi) = (I3 ⊗R)pi(3) =

pi21,1
pi21,2
pi
(2)
21,1
pi
(2)
21,2
pi
(3)
21,1
pi
(3)
21,2

= 0,
with R = I2 ⊗ [0, 1, 0, . . . , 0] a (2× 18) matrix. For the present example, Σˆw can be
partitioned as
Σˆw =
 02×2 02×4
04×2
(
I2 ⊗ diag(RΣˆpˆiR′)
)

with
diag(RΣˆpˆiR
′) =
 σˆ2pˆi21,1 0
0 σˆ2pˆi21,2
 ,
and σˆ2pˆi21,i the variance of the estimator pˆi21,i for i = 1, 2.
Let
P =
 02×2 02×4
04×2 P22

with
P22 = I2 ⊗

√
σˆ2pˆi21,1 0
0
√
σˆ2pˆi21,2
 ,
so that Σˆw = PP
′. The vector wˆξ is found by right–multiplying a (6× 1) vector drawn
from a standard normal distribution with
√
ξP .
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Impulse Response Analysis
The randomized Wald test can also be used to test for noncausality of y1 for y2 in
terms of impulse response analysis under slight modifications. These are given in the
following corollary:
Corollary 5.1:
A test that all responses of y2 to a one–time, one–unit shock in y1 are zero can be
performed as in (5.6), but with the selector matrix R replaced by R¯ (see page 75) and
with the upper bound h˜ = pk3 + 1 replaced by h¯ = p(k − 1). The modified Wald
statistic then has a limiting χ2(h¯)–distribution under H IR0 .
5.1.2 A Wald Test with Generalized Inverse
Problems with the standard Wald test arise if Σg(pˆi) is singular so that the inverse does
not exist. Following Andrews (1987) and Vuong (1987), one solution is to derive a
generalized inverse Σ+g(pˆi) of Σg(pˆi) such that rk(Σ
+
g(pˆi)) = rk(Σg(pˆi)) = rc, and then use a
consistent estimator of Σ+g(pˆi) to set up the Wald statistic. It then follows from Vuong
(1987, Theorem 1(ii)), that the modified Wald statistic
W+ = Tg(pˆi)′Σˆ+g(pˆi)g(pˆi) d−→ χ2(rc) (5.7)
under the null hypothesis. Since the true rank of Σg(pˆi) is unknown in practice, this
solution still leaves open the problem of finding a suitable reduced rank estimator in
the first step.
Lu¨tkepohl & Burda (1997, Proposition 2) propose to decompose the (rg×rg) covariance
matrix of the estimator g(pˆi) such that Σg(pˆi) = V ΛV
′. Thereby, Λ denotes a diagonal
matrix Λ = diag(λ1, . . . , λrg) with the eigenvalues of Σg(pˆi) on its main diagonal, and V
is the matrix of corresponding eigenvectors. Assume that the eigenvalues are arranged
in descending order
λ1 ≥ . . . ≥ λrg . (5.8)
If the true covariance matrix Σg(pˆi) is singular, some of its eigenvalues are zero. Since
the true covariance matrix is unknown, a decision has to be reached on the basis
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of the estimated eigenvalues. A straightforward idea is to test the null hypothesis
H0 : λrg = λrg−1 = . . . = λrc+1 = 0. This requires knowledge of the asymptotic distri-
bution of the estimated eigenvalues λˆj, j = 1, . . . , rg. Unfortunately, the asymptotic
distribution of λˆj is known only under the assumption that all rg eigenvalues in (5.8)
take on different values (see Mardia et al. (1974)).
Alternatively, the following selection rule could be used: the rank of Σg(pˆi) equals the
number of eigenvalues which are greater than or equal to some threshold value c. In
other words, all eigenvalues which are smaller than some threshold value c are set to
zero. Under the assumption that the estimates of the true eigenvalues converge at a
rate T−α, any value c > 0 which goes to zero somewhat slower than T−α can be chosen
as threshold value. The latter condition ensures that c → 0 as T → ∞, but that the
threshold value does not decline faster than the estimates λˆj of the true eigenvalues.
Hence, even for large sample size T , some estimates of the true zero eigenvalues may
still be smaller than the threshold value and are set to zero.
Extended Granger Causality
If the randomized Wald statistic is used to test the null hypothesis HEGC0 : g(pi) = 0
on page 65, it has to be kept in mind that the first p restrictions in g(pi) are linear.
Therefore, the rank of Σg(pˆi) is not less than p, and it suffices to compare only estimates
λˆj for j > p to the threshold value c. In other words, the threshold value c should be
chosen smaller than λˆp.
Proposition 5.2: (Lu¨tkepohl & Burda (1997, Proposition 2)).
Let Σˆg(pˆi) = (Ih˜⊗R)Σˆpˆi(h˜)(Ih˜⊗R′) be a consistent estimator of Σg(pˆi) with eigenvalues
λˆ1 ≥ . . . ≥ λˆrg where rg = h˜p and h˜ = pk3 + 1. Furthermore, let Vˆ be an orthogonal
matrix such that Σˆg(pˆi) = Vˆ ΛˆVˆ
′, where Λˆ = diag(λˆ1, . . . , λˆrg).
For some threshold value c with 0 < c < λˆp, define rˆc to be the number of λˆj > c and
let
Λˆc = diag(λˆ1, . . . , λˆrˆc , 0, . . . , 0).
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Furthermore, let
Λˆ+c = diag(λˆ
−1
1 , . . . , λˆ
−1
rˆc
, 0, . . . , 0),
then
W+
EGC
(h˜) = Tg(pˆi)′Vˆ Λˆ+c Vˆ
′g(pˆi) d−→ χ2(rc) (5.9)
under HEGC0 , where rc is the number of eigenvalues of Σg(pˆi) greater than c.
Proof: Let λ1 ≥ . . . ≥ λrg be the eigenvalues of Σg(pˆi) = (Ih˜ ⊗ R)Σpˆi(h˜)(Ih˜ ⊗ R′) and
let V be an orthogonal matrix such that Σg(pˆi) = V ΛV
′, where Λ = diag(λ1, . . . , λrg).
Let Λc = diag(λ1, . . . , λrc , 0, . . . , 0) and let Λ
+
c = diag(λ
−1
1 , . . . , λ
−1
rc
, 0, . . . , 0). Con-
sistency of Σˆg(pˆi) implies plimVˆ = V , plimΛˆc = Λc and hence plimΛˆ
+
c = Λ
+
c . It follows
that
plimVˆ Λˆ+c Vˆ
′ = V Λ+c V
′. (5.10)
Denoting the first (rg × rc) submatrix of V by Vc with corresponding estimator Vˆc, it
follows from (5.1) that
√
TV ′c (g(pˆi)− g(pi)) d−→ N(0, diag(λ1, . . . , λrc)).
Hence, under HEGC0 ,
Tg(pˆi)′Vcdiag(λ
−1
1 , . . . , λ
−1
rc
) V ′c g(pˆi) = Tg(pˆi)
′V Λ+c V
′g(pˆi) (5.11)
d−→ χ2(rc).
Thus, the proposition follows from (5.10) and a standard limiting result for χ2 statis-
tics.
Example 5.3: Trivariate VAR(1) Model.
The restrictions for y1 being never Granger causal for y2 have been explored in Example
5.1: there are h˜p = 2 restrictions such that the covariance matrix Σg(pˆi) is a real
symmetric (2 × 2) matrix. There exists a spectral decomposition Σg(pˆi) = V ΛV ′ with
Λ = diag(λ1, λ2) and V = [v1, v2] a real orthogonal (2 × 2) matrix (see Lu¨tkepohl
(1996a, 5.2.3 (5))). Since the first restriction in g(pˆi) is linear, λ1 6= 0 and rk(Σg(pˆi)) ≥ 1
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under HEGC0 .
Let Σˆg(pˆi) = Vˆ ΛˆVˆ
′ denote the consistent estimator of Σg(pˆi), and assume that a suitable
threshold value c has been determined in advance. Then if λˆ2 ≥ c, the true covariance
matrix Σg(pˆi) is assumed to be of full rank, and the standard Wald test can be applied.
If on the other hand λˆ2 < c, it is assumed that rk(Σg(pˆi)) = 1. In this case, a generalized
inverse is computed as described in Proposition 5.2:
Σˆ+g(pˆi) = Vˆ Λˆ
+
c Vˆ
′
=
 vˆ11 vˆ12
vˆ21 vˆ22

 λˆ−11 0
0 0

 vˆ11 vˆ21
vˆ12 vˆ22

=
 vˆ11λˆ−11 vˆ11 vˆ11λˆ−11 vˆ21
vˆ21λˆ
−1
1 vˆ11 vˆ21λˆ
−1
1 vˆ21
 .
Note, that only the estimate of λ1 and its corresponding eigenvector, both which are
attached to the first restriction in g(pˆi), enter into Σˆ+g(pˆi). Hence, the variability of the
second restriction in g(pˆi) is not taken into account. Instead, this restriction is only
weighted with the ”importance” of the first restriction in the modified Wald statistic
W+
EGC
in (5.9).
How to Choose the Threshold Value c
A problem left open so far in the computation of a generalized covariance matrix Σ+g(pˆi)
is to determine a suitable threshold value c. Let λ1 ≥ . . . ≥ λrg denote the eigenvalues
of the (rg × rg) covariance matrix Σg(pˆi). Let Σˆg(pˆi) be a consistent estimator of Σg(pˆi)
with eigenvalues λˆ1 ≥ . . . ≥ λˆrg , then it will be assumed in the following that
(λˆi − λi) = Op(T−1/2) ∀ i = 1, . . . , rg. (5.12)
Assumption (5.12) states that if an eigenvalue of Σg(pˆi) is greater than zero, the corre-
sponding eigenvalue of Σˆg(pˆi) will be bounded away from zero. If on the other hand an
eigenvalue of Σg(pˆi) equals zero, then the corresponding eigenvalue of Σˆg(pˆi) will converge
towards zero at a rate T−1/2.
The threshold value c should converge at a slower rate than the estimates of true zero
eigenvalues to guarantee that eventually all estimates of true zero eigenvalues are set
to zero. Hence, any threshold value c = Op(T
−) with 0 <  < .5 is admissible. The
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performance of different  values has been analyzed for different data generating pro-
cesses in a small simulation study. Results are presented in Chapter 6.
Impulse Response Analysis
The Wald test with generalized inverse can also be used to test the null hypothesis
H IR0 that all responses of y2 to a one–time, one–unit impulse in y1 are zero. The
restrictions under H IR0 are given in (4.32), page 75. The estimator g(pˆi) = (Ih¯⊗ R¯)pˆi(h¯)
has covariance matrix
Σg(pˆi) = (Ih¯ ⊗ R¯)
(
(∂pi(h¯)/∂pi′)Σpˆi(∂pi
(h¯)′/∂pi)
)
(Ih¯ ⊗ R¯′)
= V ΛV ′,
where Λ = diag(λ1, . . . , λh¯), V is an orthogonal matrix of eigenvectors, and λ1 ≥ . . . ≥
λh¯ are the eigenvalues of Σg(pˆi). Since the first restriction in g(pˆi) is linear, rk(Σg(pˆi)) ≥ 1.
This leads to the following corollary:
Corollary 5.2:
Let
Σˆg(pˆi) = (Ih¯ ⊗ R¯)
∂pˆi(h¯)
∂pi′
Σˆpˆi
∂pˆi(h¯)
′
∂pi
 (Ih¯ ⊗ R¯′)
be a consistent estimator of Σg(pˆi) with eigenvalues λˆ1 ≥ . . . ≥ λˆh¯ and h¯ = p(k − 1).
Furthermore, let Vˆ be an orthogonal matrix such that Σˆg(pˆi) = Vˆ ΛˆVˆ
′, where Λˆ =
diag(λˆ1, . . . , λˆh¯).
For some threshold value c with 0 < c < λˆ1, define rˆc to be the number of λˆj > c.
Then a generalized inverse
Σˆ+g(pˆi) = Vˆ Λˆ
+
c Vˆ
′
can be computed as described in Proposition 5.2, and the Wald statistic
W+
IR
= Tg(pˆi)′Vˆ Λˆ+c Vˆ
′g(pˆi) d−→ χ2(rc) (5.13)
under H IR0 where rc is the number of eigenvalues of Σg(pˆi) greater than c.
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Figure 5.1: An Alternative Wald Test with Generalized Inverse.
The Wald Test with Generalized Inverse under Modification2
If we assume that a singular covariance matrix Σg(pˆi) can occur only under the two
conditions that there are third variables in the VAR system (k3 ≥ 1) and that the null
hypothesis HEGC0 is true, a generalized inverse may not be needed.
3 Under this assump-
tion, a singular covariance matrix Σg(pˆi) is a sufficient but not a necessary condition for
y1 being never Granger causal for y2 (cf. Example 4.1). However, if a sufficient con-
dition cannot be rejected, the corresponding null hypothesis cannot be rejected. This
leads to the following strategy: in the first step, the selection rule is used to determine
whether the smallest eigenvalue λrg of Σg(pˆi) is zero. Let H
P
0 : λrg = 0 denote this
hypothesis: if HP0 cannot be rejected, the null hypothesis H
EGC
0 is supported and the
procedure terminates.
If, however, the selection rule concludes that Σg(pˆi) is regular, Σ
−1
g(pˆi) exists and the stan-
dard Wald statistic (4.11) on page 66 has a limiting χ2(h˜p)–distribution. In this case,
the overall null hypothesis HEGC0 can be tested in the second step with a standard Wald
test. Figure 5.1 illustrates this procedure.
Note, that if the selection rule is used to set up a Wald test with generalized inverse
2This approach follows a comment from Jean–Pierre Florens which has been gratefully acknowl-
egded.
3The assumption is based on Proposition 4.1 and Corollary 4.1, which have been derived under
the null hypothesis that y1 is never Granger causal for y2. Note, that this assumption excludes the
possibility of a singular covariance matrix Σg(pˆi) under the alternative hypothesis H1. This, however,
has not been proven.
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Σ+g(pˆi), it is expected to deliver information on the number of zero eigenvalues. In
contrast, for the present procedure the selection rule only needs to answer the question
whether the smallest eigenvalue λrg of Σg(pˆi) equals zero. Hence, the latter procedure
needs less information, at least if h˜p > 2, than the Wald test with generalized inverse.
As consequence, the risk that the Wald test in step two is based on an incorrect decision
made in step one is lower. The question whether this strategy is a serious alternative
to the generalized Wald statistic will be answered in the light of the simulation results
in Chapter 6.
5.1.3 Other Alternative Testing Strategies
The randomized Wald test and the Wald test with generalized inverse have been de-
veloped under the premise to test jointly the set of restrictions under HEGC0 with a test
of size α100%. However, one may think of a bulk of other strategies to test the null
hypothesis that y1 is never causal for y2. Some alternative testing strategies are listed
below, often implying a sequential testing procedure:
Alternative I: A Two–Step Procedure for Trivariate VAR(p) Models
Chapter 4 has illustrated that the problem of a possibly nonstandard asymptotic distri-
bution of the standard Wald statistic hinges on the nonlinearity of the restrictions, at
least in stationary, stable VAR models. However, if the vector of third variables is uni-
variate, i.e. k3 = 1, Corollary 3.4 presents two sets of linear restrictions (pi21,i = pi23,i = 0
for all i = 1, . . . , p; pi21,i = pi31,i = 0 for all i = 1, . . . , p) which characterize Granger
noncausality of y1 for y2 at all forecast horizons h ≥ 1. These restrictions can be tested
subsequently with a variety of different sequential testing strategies. For instance, Giles
(2000) proposes two sequential testing strategies given in Figures 5.2 and 5.3.
In Figure 5.2, the restrictions under H01 are tested with a standard Wald test in the
first step. The corresponding Wald statistic has a limiting χ2(2p)–distribution under
this null hypothesis. If H01 cannot be rejected, the overall null hypothesis H
EGC
0 cannot
be rejected and we conclude that y1 is never Granger causal for y2.
If H01 is rejected in the first step, the restrictions under the null hypothesis H02 are
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Figure 5.2: Strategy M1 (Giles (2000)).
tested in the second step. Again, the corresponding Wald statistic has a limiting
χ2(2p)–distribution. If H02 is rejected, we conclude that y1 is Granger causal for y2 at
some forecast horizon h ≥ 1. Otherwise, y1 is assumed to be never Granger causal for
y2.
Note, that H01 and H02 are not statistically independent but positively correlated: the
conditional probability to reject H02, given that H01 is false, exceeds the unconditional
probability (see e.g. Kra¨mer & Sonnberger (1986, p. 148)). Assuming an α100%–
significance level in both steps, the overall size of the test is less than or equal to
2α100% (see Giles (2000)).
Of course, the overall null hypothesis that y1 never Granger causes y2 can also be tested
in reversed order, i.e. by testingH02 in the first step andH01 in the second step. In prac-
tice, arranging the test sequences in a different order will affect the outcome of the test.
In contrast to Strategy M1, Strategy M2 depicted in Figure 5.3 informs about the
nature of causality (direct or only indirect causality) at the expense of testing for stan-
dard Granger noncausality (H03) in an extra step. Note, that the null hypotheses H04
and H05 are tested in a restricted VAR model where the coefficients pi21,i are restricted
to zero. This leads to lower degrees of freedom and hence may result in higher power.
All corresponding Wald statistics have a limiting χ2(p)–distribution under either null
hypothesis H03, H04 or H05. Assuming an α1100%–significance level for a test of H03
and an α2100%–significance level for a test of H04 and H05, the overall size is bounded
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Figure 5.3: Strategy M2 (Giles (2000)).
by α = α1 + 2α2 (see also Boudjellaba et al. (1992b)).
Both sequential testing procedures lead to conservative tests which may have empirical
size much lower than the upper theoretical bound for some data generating processes
(see Giles (2000), Dufour (1989), Dufour (1990) for a general discussion on bounds
tests).
Alternative II: Subset VAR Models
The randomized Wald test and the Wald test with generalized inverse have been de-
veloped under the premise of testing jointly a set of necessary and sufficient restric-
tions. This has the advantage of avoiding the problem of unknown overall significance
level inherent to sequential testing procedures. However, one may regard the selection
rule used to determine the rank of Σg(pˆi) as a sequence of tests of the null hypothesis
H0 : λj = 0 against H1 : λj > 0 for j = h˜p, h˜p− 1, . . . , p+ 1. From this point of view,
the Wald test with generalized inverse is based on a sequential testing procedure of
unknown overall size.
In applied work, testing for causality will be the final step in a number of steps to
find a suitable model. Common tests are e.g. tests to determine the lag length p, tests
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for integration or cointegration of the variables involved, and tests on whiteness and
normality of residuals. The final model in which causality is tested may therefore be
regarded as the result of a number of pretests. From this point of view, one may argue
that adding even more tests does not matter as the overall significance level of the
statistical analysis will be unknown anyway.
Moreover, VAR models require to estimate a large number of parameters. In particular
in high–dimensional, high–order VAR models, the heavy parameterization may result
in a low power of tests.
These arguments support Subset VAR models which allow single coefficients in the
vector autoregressive coefficient matrices Πi, i = 1, . . . , p, to equal zero.
4 In a com-
pletely specified Subset VAR model, significance tests on all single coefficients have
been performed at the model specification stage. One may therefore argue that a test
of the set of restrictions under HEGC0 is not necessary. Instead, it suffices to compute
the vector g(pˆi) based on the parameter vector pˆi which has been determined in the
specification stage, and then to compare g(pˆi) to its theoretical counterpart g(pi) = 0
under the null hypothesis. Under this procedure, y1 is never Granger causal for y2 if
g(pˆi) = 0. An application can be found in Hsiao (1979)5.
Application of this strategy bears the risk that noncausality of y1 for y2 is only a
property of the Subset VAR model but need not hold in the underlying true model: in
particular if a Subset VAR model is derived from a heavily parameterized VAR model,
the first exclusion restrictions may be easily accepted. Hence, the order in which
restrictions are tested may influence the outcome. Different specification strategies
have been proposed in the literature (see e.g. Lu¨tkepohl (1991, Chapter 5), Penm
& Terrell (1982) and Penm & Terrell (1984)). Since different strategies may lead to
different Subset VAR models, the outcome of such a ”causality test” will depend on
the strategy and will have unknown size and power properties in general (see Granger
et al. (1995)).
4See e.g. Lu¨tkepohl (1991, p. 179-189) on the specification of Subset VAR models.
5Hsiao (1979) uses Akaike’s final prediction error (FPE) criterion to fit a vector autoregressive
subset VAR model to the three time series of Canadian nominal GNP, the M2 monetary aggregate
and the bank rate. Based on zero/nonzero coefficients in the subset VAR representation he then
concludes to direct/indirect/no Granger causality between the three variables.
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Alternative III: Bootstrapping
Bootstrapping has received widespread attention since the seminal paper of Efron
(1979).6 The bootstrap procedure can be used for instance to approximate a distribu-
tion function and to generate critical values for a test statistic (see Hinkley (1989)).
This raises the question whether the bootstrap procedure can be used to approximate
the limiting distribution of the standard Wald statistic in those cases where the regu-
larity condition of the Wald test is violated?
Benkwitz et al. (2000) have shown in a related context of impulse response analysis
that the usual bootstrap procedures fail if the asymptotic distribution of the impulse
responses change in a discontinuous manner. Since noncausality in terms of impulse
response analysis implies similar nonlinear restrictions as Granger noncausality at all
forecast horizons h ≥ 1, it is likely that the standard bootstrap procedure does not
work in the present case either. A small simulation study supports this reasoning (see
Appendix B).
Benkwitz et al. (2000) also show that a bootstrap procedure based on subsamples may
overcome the problems of the standard bootstrap procedure, at least if the sample size
is sufficiently large. The latter procedure might possibly be used for a test that y1 is
never Granger causal for y2 under suitable modifications. It can certainly be used in the
trivariate VAR(1) case where Granger noncausality at all forecast horizons coincides
with noncausality in terms of impulse response analysis.
Alternative IV: Testing in a Bivariate VAR(p) Model.
Assume that y1 indirectly Granger causes y2 through some third variables y3. One
might wonder whether this indirect causality shows up as standard (direct) Granger
causality of y1 for y2 if a bivariate VAR(p) model is fitted to the two variables of
interest y1,t, y2,t? If so, this would be an easy way to get around the problem of
nonlinear restrictions at the expense of loosing the information whether y1 is directly
or only indirectly Granger causal for y2.
To answer this question, assume that the k–dimensional vector yt = [y1,t, y2,t, y
′
3,t]
′ has
6See also Efron & Tibshirani (1993), Hall (1990), Hall (1992), Mammen (1992), Jeong & Maddala
(1993) for an overview.
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been generated by the stationary, stable VAR(p) model in (2.3), page 8, and that the
matrix polynomial Π(L) allows the following partition:
Π(L) =

pi11(L) pi12(L) pi13(L)
pi21(L) pi22(L) pi23(L)
pi31(L) pi32(L) pi33(L)
 . (5.14)
Consider now the subvector y˜t = [y1,t, y2,t]. This vector admits the ARMA(p˜, q˜) repre-
sentation
Π˜(L)y˜t = u˜t, (5.15)
where
Π˜(L) =
 p˜i11(L) p˜i12(L)
p˜i21(L) p˜i22(L)

=
 pi11(L)− pi13(L)pi33(L)−1pi31(L) pi12(L)− pi13(L)pi33(L)−1pi32(L)
pi21(L)− pi23(L)pi33(L)−1pi31(L) pi22(L)− pi23(L)pi33(L)−1pi32(L)
 ,
and
u˜t =
 u˜1,t
u˜2,t
 =
 u1,t − pi13(L)pi33(L)−1u3,t
u2,t − pi23(L)pi33(L)−1u3,t
 .
Three lessons can be learned:
First, fitting a bivariate VAR model to y˜t results in a misspecified model since it ne-
glects the moving average structure of the residual vector u˜t (see Braun & Mittnik
(1993)).
Second, fitting an ARMA model to y˜t and studying Granger noncausality at forecast
horizon h = 1 therein results in nonlinear restrictions (see Granger (1969), Eberts &
Steece (1984), Boudjellaba et al. (1992a, b), Lu¨tkepohl (1994a)) and hence leads us
back to the problems we sought to solve.
Third, a necessary restriction for Granger noncausality of y1 for y2 at forecast horizon
h = 1 is that p˜i21(L) ≡ 0, where ≡ means that all coefficients of the corresponding
powers of L equal zero. However, since p˜i21(L) = pi21(L)− pi23(L)pi33(L)−1pi31(L), stan-
dard Granger noncausality in the autoregressive part of model (5.15) leaves open the
possibility that y1 is directly and indirectly Granger causal for y2 in the true VAR(p)
model but that the causal influences add up to zero. However, if p˜i21(L) 6≡ 0, y1 is
directly and/or indirectly Granger causal for y2.
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5.2 Nonstationary VAR Models
It has been shown in Section 4.2.1, that the covariance matrix Σpˆi of the least squares
VAR coefficient estimates pˆi is a singular matrix if the VAR model is nonstationary.
As consequence, the covariance matrix Σg(pˆi) = (∂g(pi)/∂pi
′)Σpˆi(∂g(pi)
′/∂pi) of the set
of nonlinear restrictions g(pˆi) may be singular even if the Jacobian matrix (∂g(pi)/∂pi′)
is of full row rank. However, the suggestion of Toda & Yamamoto (1995) and Dolado
& Lu¨tkepohl (1996) to overfit the true VAR order by the order of integration of the
vector yt can be used to get around the problem of a singular covariance matrix Σpˆi.
This strategy has already been presented in Section 4.2.2, page 87, and illustrated in
Example 4.2. It leads to the following testing procedure:
Under the assumption that the vector yt is at most integrated of order one and that the
true VAR lag order is p, a VAR(p+1) model is fitted to the data in the first step. A test
of the null hypothesis that y1 is never Granger causal for y2 is then performed in the
second step using the randomized Wald test or the Wald test with generalized inverse.
When setting up either test, the restrictions for Granger noncausality at all forecast
horizons are imposed only on the first p coefficient matrices, hence the coefficients in
Πˆp+1 are ignored. Moreover, the regressors belonging to the (p+1)–th coefficient matrix
are neglected in the computation of any moment matrix, i.e. in the computation Σˆpˆi.
5.3 Discussion
In this chapter, alternative testing strategies have been presented which have a known
limiting distribution also in those cases where the asymptotic distribution of the stan-
dard Wald statistic is unknown. Some of these alternative testing strategies require
sequential tests. Such a procedure suffers from the drawback that its overall nominal
size cannot be controlled but at most bounded. Indeed, the overall nominal size may
be much smaller than the theoretical size. However, a test with unknown nominal size
offers not much improvement relative to the standard Wald statistic.
In contrast, the randomized Wald test and the Wald test with generalized inverse share
the idea of the standard Wald test to test jointly the restrictions for Granger noncausal-
ity of y1 for y2 at all forecast horizons h ≥ 1. Moreover, they have correct asymptotic
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size even in those cases where the standard Wald statistic has an unknown asymptotic
distribution. They should therefore be preferred to the standard Wald test.
In practice, sample sizes are finite and the exact size may differ from the theoretical
size of a test. Of course, a potential user would prefer the modified Wald test which
has exact size closest to the theoretical size, and largest power. Therefore, a small
simulation study has been undertaken to gain insight into the small sample size and
power properties of the two modified Wald tests relative to the standard Wald test.
The simulation study also provides information on the sensitivity of the randomized
Wald test (the Wald test with generalized inverse) towards different values of ξ ().
The description of the set up, results and discussion are given in the next chapter.
Note, that the alternative testing procedures I to IV have not been included into the
simulation study because it lacks the basis for comparing their size and power prop-
erties with those of the standard and modified Wald tests. Some simulation results
for sequential tests of Granger noncausality in trivariate VAR models can be found in
Toda & Phillips (1994) and Giles (2000).
Chapter 6
A Small Simulation Study.
6.1 Some Theoretical Considerations.
In Chapter 5, two modified Wald tests, a randomized Wald test and a Wald test with
generalized inverse, have been presented: the corresponding Wald statistics W(ξ)EGC(h˜)
and W+
EGC
(h˜) have an asymptotic χ2–distribution under the null hypothesis HEGC0 that
y1 is never Granger causal for y2, also in those cases where the limiting distribution of
the standard Wald statistic is nonstandard.
This chapter presents a simulation study on the sample size and power properties of
these modified Wald tests relative to the standard Wald test. To keep the analysis
simple and to exclude other factors like choice of lag length, which may influence
the size and power of the tests, the simulation study has been set up for a trivariate
stationary, stable VAR(1) model as studied e.g. in Examples 4.1, 5.1 and 5.3:
y1,t
y2,t
y3,t
 =

pi11,1 pi12,1 pi13,1
pi21,1 pi22,1 pi23,1
pi31,1 pi32,1 pi33,1


y1,t−1
y2,t−1
y3,t−1
+

u1,t
u2,t
u3,t
 , (6.1)
with ut ∼ N(0, I3). However, before details of the setup and results are presented,
some theoretical considerations about the size and power of the modified Wald tests
are undertaken.
To study the size, data generating processes which fulfill the null hypothesis HEGC0
have been simulated (cf. page 65). For these data generating processes, the vector of
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restrictions is
g(pi) =
 pi21,1
pi
(2)
21,1
 =
 pi21,1
(pi11,1 + pi22,1)pi21,1 + pi23,1pi31,1
 =
 0
0
 .
The covariance matrix Σg(pˆi) = (∂g(pi)/∂pi
′)Σpˆi(∂g(pi)
′/∂pi) of the estimated vector g(pˆi)
has full rank for data generating processes where (i) either pi31,1 6= 0 or pi23,1 6= 0 and is
singular for data generating processes where (ii) pi31,1 = pi23,1 = 0 holds (cf. Example
4.1).
Consider first the randomized Wald statistic W(ξ)EGC(h˜) given in Proposition 5.1: For
ξ = 0, the randomized Wald test reduces to the standard Wald test which has un-
known size in case (ii). For ξ > 0, the randomized Wald test has correct asymptotic
size for any ξ value. However, in small samples, the empirical size of the test may well
vary for different ξ values. The simulation study shall answer the question, in how far
the size of ξ influences the empirical size of the test in small and large samples, and
shall help to determine suitable ξ values.
The empirical size of the Wald test with generalized inverse (see Proposition 5.2) will de-
pend on the performance of the selection rule which determines the number of nonzero
eigenvalues and thus the rank of Σg(pˆi): Let λ1, λ2 denote the eigenvalues of Σg(pˆi) with
λ1 > λ2. Since the first restriction in g(pi) is linear, ∂g(pi)/∂pi
′ has row rank at most
equal to p = 1. Moreover, since Σpˆi is nonsingular, 1 ≤ rk(Σg(pˆi)) ≤ 2. Hence, λ1 6= 0
but λ2 ≥ 0.
The selection rule now decides on the basis of the estimated eigenvalues λˆ1, λˆ2 whether
the smaller eigenvalue λ2 equals zero (case (ii)) or not (case (i)): λ2 is assumed to
be zero whenever the estimated eigenvalue λˆ2 < c where c is some threshold value
c = O(T−) with  > 0. For a given sample size T , the size of  determines the size
of the threshold value: the smaller , the larger the threshold value, the more likely
that λˆ2 < c and hence the higher the probability that the selection rule decides that
rk(Σg(pˆi)) = 1. For data generating processes where rk(Σg(pˆi)) = 2, choosing  too small
increases the probability that the rank of Σg(pˆi) will be underestimated. In contrast,
for data generating processes where rk(Σg(pˆi)) = 1, choosing  too large increases the
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probability that the rank of Σg(pˆi) will be overestimated.
The selection rule may decide incorrectly if  is chosen either too small or too large.
However, size distortions of the Wald test with generalized inverse are expected only
in the latter case:
If rk(Σg(pˆi)) = 2, i.e. λ2 6= 0, and if the selection rule decides correctly, the Wald test
with generalized inverse is identical to the standard Wald test. If rk(Σg(pˆi)) = 2 but
the selection rule decides that rk(Σg(pˆi)) = 1, more weight is given to the first restric-
tion in the computation of the Wald statistic W+
EGC
(h˜). However, as long as the true
data generating process fulfills the restrictions under H0, this does not affect the size,
because the Wald test with generalized inverse uses the number of nonzero eigenvalues
as number of degrees of freedom. Hence, if λ2 is assumed to be zero, the test compares
the value of the Wald statistic W+
EGC
(h˜) to the critical value of a χ2(1)–distribution.
If the selection rule overestimates the rank of Σg(pˆi), the Wald test with generalized
inverse behaves like the standard Wald test. In particular, it suffers from the same size
distortions.
Different values for  will be used in the simulation study to analyze the influence of
this parameter on the rank decision of the selection rule and the size of the Wald test
with generalized inverse.
To study the power properties of the modified Wald tests, g(pi) is chosen equal to δ/
√
T
with δ a nonzero (2× 1) vector, i.e.
H1 : g(pi) =
1√
T
 δ1
δ2
 . (6.2)
Under this alternative, the standard Wald statisticW
EGC
(h˜) has a noncentral χ2(2, γ)–
distribution with
γ = δ′Σ−1g(pˆi)δ.
Note, that under the alternative hypothesis (6.2), the Jacobian matrix ∂g(pi)/∂pi′ al-
ways has full row rank. Hence, Σg(pˆi) is regular and Σ
−1
g(pˆi) exists.
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The randomized Wald statisticW(ξ)EGC(h˜) has a noncentral χ2(2, γ(ξ))–distribution with
γ(ξ) = δ′
[
Σg(pˆi) + ξΣw
]−1
δ.
The basic principle of the randomized Wald statistic W(ξ)EGC(h˜) consists of adding ran-
dom noise to the set of restrictions g(pˆi) in the standard Wald statistic, thus rendering
the estimation of g(pi) less efficient. Due to this inefficiency, we expect the power of the
randomized Wald statistic to be smaller than the power of the standard Wald statistic.
Moreover, the power should decrease as the amount of inefficiency increases which is
added to g(pˆi), hence with increasing ξ.
For data generating processes which fulfill the alternative hypothesis H1, the Wald
statistic with generalized inverse W+
EGC
(h˜) follows a noncentral χ2(rc, γ
+)–distribution
with rc the number of nonzero eigenvalues of Σ
+
g(pˆi), and
γ+ = δ′Σ+g(pˆi)δ.
Under the alternative hypothesis (6.2), rk(Σg(pˆi)) = 2, and the Wald test with gen-
eralized inverse behaves just as the standard Wald test whenever the selection rule
estimates the rank of Σg(pˆi) correctly.
If the selection rule underestimates the rank of Σg(pˆi), the Wald test with generalized
inverse follows asymptotically a noncentral χ2(1, γ+)–distribution while the standard
Wald test is asymptotically χ2(2, γ)–distributed. Since the Wald test with generalized
inverse has fewer degrees of freedom, it may even have more power than the standard
Wald test, depending on the noncentrality parameter γ+. In particular, restricting the
smaller eigenvalue of Σg(pˆi) to zero amounts to ”weighting the vector δ only with the
importance of the first restriction in violating the null hypothesis”:
For data generating processes which violate the first restriction of the null hypothesis
(δ1 6= 0), putting more weight on the first restriction in the computation of the Wald
statistic may raise the power of the Wald test with generalized inverse, relative to the
power of the standard Wald statistic. Gallant (1977) and Gallant & Tauchen (1989)
have pointed out in a related context of redundant restrictions, that the increase in
power is positively correlated with the relative importance of the first restriction over
the second one in violating the null hypothesis. For instance, the increase in power will
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be higher if δ2 = 0 than if δ2 6= 0.
For data generating processes where δ1 = 0 but δ2 6= 0, the picture is reversed: since
these data generating processes fulfill the first restriction under HEGC0 , giving more
weight to the first restriction in the computation of the Wald statistic W+
EGC
(h˜) results
in a low noncentrality parameter and hence in lower power relative to the standard
Wald statistic.
In general, underestimating the rank of Σg(pˆi) reduces the power of W+EGC(h˜) relative to
W
EGC
(h˜) the more, the more weight is put on restrictions which are fulfilled under the
alternative.
6.2 Simulation Setup and Simulation Results.
In the simulation study1, the following three–dimensional VAR(1) models have been
used:
Model I:

y1,t
y2,t
y3,t
 =

pi11,1 0 0
pi21,1 pi22,1 0
pi31,1 .5 pi33,1


y1,t−1
y2,t−1
y3,t−1
+

u1,t
u2,t
u3,t
 , (6.3)
with piii,1 ∈ {−.9,−.5,−.3, .3, .5, .9} the eigenvalues of the process and pi31,1 ∈ {.5, 0},
and
Model II:

y1,t
y2,t
y3,t
 =

.4 .4 .3
0 .4 pi23,1
.7 .5 .4


y1,t−1
y2,t−1
y3,t−1
+

u1,t
u2,t
u3,t
 . (6.4)
Different values for pi21,1 and pi23,1 have been chosen to analyze the size of the modified
Wald tests for data generating processes where Σg(pˆi) is regular and for those where
Σg(pˆi) is singular, as well as to analyze the power of the modified Wald tests. Exact
figures will be given later.
For each model, data have been generated in the following way: T + B observations
have been drawn for a trivariate residual series from a standard normal distribution.
With the so obtained (3(T + B) × 1) vector u = [u′−B+1, u′−B+2, . . . , u′0, u′1, . . . , u′T ]′
1All simulations have been carried out with Gauss 3.2 for UNIX.
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and the coefficient matrix Π1 of Model I respectively Model II, (T + B) data for the
trivariate series yt have been generated according to (6.1) with starting values set to
zero. The first B = 100 presample values have then been cut off to eliminate the
starting–up effects.
In the next step, a trivariate VAR(1) model with intercept has been fitted to the
generated data by ordinary least squares. Based on the least squares estimates the
standard Wald statistic (W
EGC
(h˜)), the randomized Wald statistic (W(ξ)EGC(h˜)) and the
Wald statistic with generalized inverse (W+
EGC
(h˜)) were computed:
Computation of the randomizedWald statistic has been performed for ξ ∈ {.01, .1, .5, 10}
to analyze the sensitivity with respect to different ξ values. The resulting Wald statis-
tics are denoted by W(ξ)EGC(ξ = .01),W(ξ)EGC(ξ = .1),W(ξ)EGC(ξ = .5) and W(ξ)EGC(ξ = 10).
Computation of the Wald test with generalized inverse has been based on the fol-
lowing selection rule: let λˆ2 be the smaller eigenvalue of Σˆg(pˆi), then λˆ2 is restricted
to zero whenever λˆ2 < c where c = T
−. Different values  ∈ {.33, .5, .67, .75, .9, 1}
have been used in the simulation.2 The corresponding Wald statistics are denoted by
W+
EGC
( = .33), . . . , W+( = 1). A Wald test with λˆ2 always set to zero is also in-
cluded for comparison purposes (W+
EGC
(rk = 1)), as well as the standard Wald statistic
(W
EGC
).
For all different Wald statistics, p–values have been computed and compared to the
theoretical size of 5%: the null hypothesis HEGC0 that y1 is never Granger causal for
y2 is rejected if the p–value is smaller than 5%. This procedure has been repeated
N = 10000 times to calculate the relative rejection frequency of each statistic.
In each replication, pseudo standard normal random numbers have been generated
for the trivariate residual series ut. Thereby, the pseudo random number generator
has been initialized to ensure that the same set of 10000 residual series has been used
throughout and thus to ease the comparability of different models and scenarios. More-
over, in each replication computation of all test statistics is based on the same data set
to ensure that all tests are computed under the same conditions.
Different sample sizes T ∈ {100, 500, 1000, 2000} have been considered to study the
2According to assumption (5.12), any threshold value c = Op(T−) with 0 <  < .5 is admissible.
In the simulation study, a wider range of  values has been considered to investigate inhowfar the
results support assumption (5.12).
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size as well as the power of the modified Wald tests.
Simulation of Size for Model I
Consider first Model I in (6.3): since Π1 is chosen lower triangular, the eigenvalues
of Π1 are simply the coefficients on the main diagonal. Choosing these coefficients
smaller than one in absolute value ensures stationarity of the VAR process. Different
eigenvalues have been considered to study processes close to the nonstationary region
(piii,1 ∈ {−.9, .9}), as well as processes which are well inside the stationary region
(piii,1 ∈ {−.5,−.3, .3, .5}). Note that in Model I, pi23,1 = 0. Choosing pi21,1 = 0 means
that the restrictions for Granger noncausality at all forecast horizons are fulfilled. In
this case, the coefficient pi31,1 controls whether the covariance matrix Σg(pˆi) is regular
(pi31,1 = .5) or singular (pi31,1 = 0), see Example 4.1. The coefficient pi32,1 is arbitrarily
set to .5. Other values for pi32,1 did not change the results significantly.
To study the size of the different Wald statistics, data have been generated for pi21,1 = 0,
pi31,1 ∈ {0, .5} and two different sample sizes T = 100, 1000. For T = 1000, all tests
should have empirical size close to the nominal size of 5%. T = 100 has been cho-
sen to study the empirical size of the different Wald statistics for a sample size more
likely in empirical applications. Results are given in Tables 6.1 and 6.2. Note, that for
10000 independent replications the standard deviation of a 5% rejection probability is√
.05× .95/10000× 100% = .22%.
In the left–hand sides of Tables 6.1 and 6.2, pi31,1 = .5. Therefore, all Wald tests should
have empirical size well inside a 2–standard–deviation bound around 5%:
The results of Table 6.1 show that for T = 1000 the empirical sizes of all Wald statis-
tics are mostly inside the 2–standard–deviation bound around 5% for any ξ value and
any  < 1. Only the Wald test with generalized inverse shows some size distortions
if the data generating process is close to the nonstationary border (piii,1 ∈ {−.9, .9}).
A comparison with the empirical size of W+
EGC
(rk = 1) shows that the selection rule
underestimates the rank of Σg(pˆi) for these processes, regardless of the  value.
Results differ for T = 100: for processes close to the nonstationary border, all Wald
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Table 6.1
Size of Modified Wald Tests for Model I,
Nominal Significance Level 5%, T = 1000.
pi31,1 = .5 pi31,1 = 0
pi11,1 = pi22,1 = pi33,1 = pi11,1 = pi22,1 = pi33,1 =
-.9 -.5 -.3 .3 .5 .9 -.9 -.5 -.3 .3 .5 .9
W
EGC
5.2 4.5 5.0 5.2 5.2 5.3 1.6 1.6 1.6 1.7 1.8 1.5
W(ξ)EGC(ξ = .01) 5.3 4.6 5.0 5.2 5.3 5.3 4.8 3.9 3.6 3.7 4.0 4.8
W(ξ)EGC(ξ = .1) 4.9 4.9 5.2 5.5 5.5 5.3 5.4 5.2 5.1 5.1 5.1 5.1
W(ξ)EGC(ξ = .5) 5.1 5.1 5.4 5.6 5.3 5.3 5.4 5.4 5.3 5.3 5.3 5.1
W(ξ)EGC(ξ = 10) 5.1 5.3 5.2 5.5 5.3 5.3 5.4 5.4 5.3 5.4 5.3 5.2
W+
EGC
( = .33) 4.7 5.1 5.0 5.2 5.5 5.3 5.2 5.0 5.2 5.5 5.4 5.0
W+
EGC
( = .5) 4.7 4.5 5.0 5.2 5.2 5.3 5.2 5.0 5.2 5.5 5.4 5.0
W+
EGC
( = .67) 4.7 4.5 5.0 5.2 5.2 5.3 5.2 5.0 5.2 5.4 5.4 5.0
W+
EGC
( = .75) 4.7 4.5 5.0 5.2 5.2 5.3 5.2 5.0 2.4 2.7 5.4 5.0
W+
EGC
( = .9) 4.7 4.5 5.0 5.2 5.2 5.3 5.2 1.6 1.6 1.7 1.8 5.0
W+
EGC
( = 1) 4.2 4.5 5.0 5.2 5.2 4.7 5.2 1.6 1.6 1.7 1.8 5.0
W+
EGC
(rk = 1) 4.7 5.1 5.2 5.6 5.5 5.3 5.2 5.0 5.2 5.5 5.4 5.0
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Table 6.2
Size of Modified Wald Tests for Model I,
Nominal Significance Level 5%, T = 100.
pi31,1 = .5 pi31,1 = 0
pi11,1 = pi22,1 = pi33,1 = pi11,1 = pi22,1 = pi33,1 =
-.9 -.5 -.3 .3 .5 .9 -.9 -.5 -.3 .3 .5 .9
W
EGC
6.2 4.4 3.7 4.1 4.4 8.9 3.7 2.0 2.0 1.9 2.0 5.0
W(ξ)EGC(ξ = .01) 6.1 4.8 4.0 4.2 4.7 8.5 4.9 2.3 2.1 2.1 2.2 6.0
W(ξ)EGC(ξ = .1) 6.3 5.1 4.9 4.8 5.2 8.1 6.5 4.2 3.9 3.8 4.2 8.0
W(ξ)EGC(ξ = .5) 6.4 5.4 5.3 5.3 5.6 8.2 7.0 5.2 5.0 5.2 5.3 8.5
W(ξ)EGC(ξ = 10) 6.5 5.6 5.5 5.5 5.8 7.9 7.1 5.6 5.3 5.6 5.6 8.6
W+
EGC
( = .33) 7.8 5.8 5.3 5.7 6.1 9.6 8.6 5.8 5.8 6.0 6.1 10.6
W+
EGC
( = .5) 7.8 5.3 3.9 4.4 5.4 9.6 8.6 5.7 5.5 5.6 6.1 10.6
W+
EGC
( = .67) 7.8 4.5 3.7 4.1 4.6 9.6 8.6 5.3 2.8 2.5 5.3 10.6
W+
EGC
( = .75) 7.8 4.4 3.7 4.1 4.4 9.6 8.6 3.9 2.2 1.9 3.9 10.6
W+
EGC
( = .9) 7.8 4.4 3.7 4.1 4.4 9.5 8.6 2.1 2.0 1.9 2.1 10.6
W+
EGC
( = 1) 7.7 4.4 3.7 4.1 4.4 9.5 8.6 2.1 2.0 1.9 2.0 10.6
W+
EGC
(rk = 1) 7.8 5.8 5.6 5.8 6.1 9.6 8.6 5.8 5.8 6.0 6.1 10.6
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tests now show a tendency to overreject. For processes well inside the stationary bor-
der, Table 6.2 shows that the choice of ξ and  matters in small samples.
The empirical size of the randomized Wald test is now well inside the 2–standard–
deviation bound around 5% only for ξ ∈ {.1, .5}. For ξ too big (ξ = 10), the random-
ized Wald test shows a tendency to overreject. For ξ too small (ξ = .01), the empirical
size of the randomized Wald test tends towards the size of the standard Wald test
which behaves conservatively for this sample size, at least if the process is well inside
the stationary region.
The empirical size of the Wald test with generalized inverse equals that of the standard
Wald test if  ≥ .5. Hence, for these  values, the rank of Σg(pˆi) seems to be estimated
correctly. For  = .33, comparison with the results for W+
EGC
(rk = 1) shows that the
selection rule tends to underestimate the rank of Σg(pˆi). In this case, the value of the
Wald statistic W+
EGC
( = .33) is compared to the smaller critical value of a χ2(1)–
distribution. This leads to an empirical size which significantly exceeds the nominal
size of 5%.
In the right–hand sides of Tables 6.1 and 6.2, pi31,1 = 0 and the standard Wald statistic
fails to have an asymptotic χ2(2)–distribution. This is clearly seen in Table 6.1: using
a critical value from a χ2(2)–distribution leads to a standard Wald test with empirical
size much less than the nominal significance level.
In contrast, the empirical size of the randomized Wald test improves already for a
ξ value as small as .01. For ξ ∈ {.1, .5, 10}, the empirical size lies well inside a 2–
standard–deviation bound around 5%.
Since the true rank of Σg(pˆi) equals one, the Wald statistic W+EGC(rk = 1), which is
computed under this assumption, should have empirical size close to the nominal size
of 5% and should be taken as yardstick for comparison. Indeed, the empirical size of
W+(rk = 1) is always inside the 2–standard–deviation bound around 5%. The same
results are obtained for  ∈ {.33, .5, .67}. Hence for these  values, the true rank of Σg(pˆi)
is estimated correctly. For larger  values, the rank is overestimated. As consequence,
the Wald test with generalized inverse behaves as conservatively as the standard Wald
test. This holds in particular for  = {.9, 1.0} and processes well inside the stationary
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region. Note that the good empirical size for processes close to the nonstationary bor-
der is deceiving: it results from underestimation of the rank of Σg(pˆi) which turns out
favorable in this case.
By and large, the same picture is also obtained for a sample size of T = 100:
For the randomized Wald test, a value ξ = .01 again proves to be too small to correct
the size distortions of the standard Wald test. Choosing ξ = .1 results in a clear im-
provement in this respect, but best results are obtained for ξ = .5.
The Wald test with generalized inverse shows a strong tendency to overreject if the
process is close to the nonstationary border. For processes well inside the stationary
border, it performs best for  ∈ {.33, .5}. However, choosing  ∈ {.67, .75} still guaran-
tees that the Wald test with generalized inverse has empirical size closer to the nominal
size of 5% than the standard Wald statistic. For  > .75, the Wald test with generalized
inverse behaves as conservatively as the standard Wald test.
Tables 6.1 and 6.2 show that the empirical size of the Wald test with generalized inverse
varies strongly for different  values, in particular if T is small (T = 100). In practical
applications, sample sizes of T = 100 observations are quite common, and the choice of
 may significantly influence the outcome. Therefore, a closer look shall be thrown on
the empirical size of the Wald test with generalized inverse for  ∈ {0.1, 0.2, . . . , 1.2},
different sample sizes T ∈ {100, 500, 1000, 2000} and a nominal significance level of
α = 5%. However, the size of the Wald test with generalized inverse does not give a
complete picture of the performance of the selection rule: if the selection rule underes-
timates the true rank of Σg(pˆi), the Wald test with generalized inverse still has correct
asymptotic size since it compares the value of the Wald statisticW+
EGC
() to the critical
value of a χ2(1)–distribution in this case. Therefore, the performance of the selection
rule for different  values and different sample sizes is also depicted.
Since Tables 6.1 and 6.2 draw mostly the same picture for eigenvalues piii,1 ∈ {.3, .5, .9}
as for eigenvalues piii,1 ∈ {−.3,−.5,−.9}, results have been obtained only for the latter
range of eigenvalues. Results for Model I with eigenvalues piii,1 = −.3 are given in
Figures 6.1 and 6.2:
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(a) pi31,1 = .5
(b) pi31,1 = 0
Figure 6.1: Performance of Selection Rule for Model I (piii,1 = −.3).
If pi31,1 = .5, rk(Σg(pˆi)) = 2. Figure 6.1 (a) shows that for sample sizes T ≥ 500 and
 ≥ .5, the selection rule correctly estimates the rank of Σg(pˆi). If T = 100, the same
result only holds for  > .7. This does not come as a surprise, given that the threshold
value c = T− depends on T as well as on : the larger T , the smaller  can be chosen
to obtain the same threshold value, and hence the same decision of the selection rule.
The empirical size of the Wald test with generalized inverse should be close to the nom-
inal size, even if the selection rule underestimates the true rank of Σg(pˆi): in the latter
case, the Wald test with generalized inverse compares the value of the Wald statistic
W+
EGC
() to the critical value of a χ2(1)–distribution. This is clearly seen in Figures
6.2 (c), (e) and (g) where the empirical size is well inside the 2–standard–deviation
CHAPTER 6. A SMALL SIMULATION STUDY 126
(a) pi31,1 = .5 (b) pi31,1 = 0
(c) pi31,1 = .5 (d) pi31,1 = 0
(e) pi31,1 = .5 (f) pi31,1 = 0
(g) pi31,1 = .5 (h) pi31,1 = 0
Figure 6.2: Size of W+
EGC
() in Model I (piii,1 = −.3).
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bound around 5%, even for small  values. In contrast, Figure 6.2 (a) shows that the
Wald statistic with generalized inverse behaves conservatively if  ≥ .4 although the
selection rule correctly recognizes the true rank of Σg(pˆi). Table 6.2 solves the puzzle:
for T = 100, the standard Wald test behaves conservatively for the present DGP. How-
ever, the Wald test with generalized inverse is identical to the standard Wald test if
Σg(pˆi) is regular and if the selection rule correctly estimates the rank of Σg(pˆi).
If pi31,1 = 0, the true rank of Σg(pˆi) equals one. The selection rule recognizes the true
rank of Σg(pˆi) for any  ≤ .6 and sample sizes T ≥ 500. For T = 100, choosing  = .6
still guarantees a correct rank estimation in 90% of all replications. For larger  values,
the threshold value c becomes too small. As consequence, the true rank of Σg(pˆi) is
overestimated so that the Wald test with generalized inverse behaves just as the stan-
dard Wald test. Tables 6.1 and 6.2 show that the latter test is conservative for the
present DGP. This is clearly seen in Figures 6.2 (b), (d), (f) and (h): the kinks in the
size functions occur at those  values which mark the incorrect rank estimation of the
selection rule.
By and large, the same picture is obtained for eigenvalues piii,1 = −.5 in Model I: For
pi31,1 = .5, Figure 6.3 (a) shows that the true rank of Σg(pˆi) is correctly estimated in
100% of all replications if  ≥ .6 and T ≥ 500. If  = .5 and T = 500, the same
result only holds in 75% of all replications. If T = 100,  has to be chosen very large
to make the threshold value c sufficiently small:  ≥ .8 guarantees a correct decision
of the selection rule in at least 90% of all replications. These figures demonstrate the
sensitivity of the selection rule with respect to  in different samples.
However, Figures 6.4 (a), (c), (e) and (g) show that there is hardly any cost involved
in choosing a ”wrong”  value because underestimating the rank of Σg(pˆi) only slightly
affects the size of the Wald test with generalized inverse: indeed, the empirical size is
almost everywhere inside the 2–standard–deviation bound around 5% for any  value
and sample size T .
For pi31,1 = 0, Figure 6.3 (b) shows that the true rank is correctly estimated in at least
95% of all replications if  ≤ .7, regardless of the sample size. For higher  values, the
selection rule overestimates the rank of Σg(pˆi) so that the Wald test with generalized
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(a) pi31,1 = .5
(b) pi31,1 = 0
Figure 6.3: Performance of Selection Rule for Model I (piii,1 = −.5).
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(a) pi31,1 = .5 (b) pi31,1 = 0
(c) pi31,1 = .5 (d) pi31,1 = 0
(e) pi31,1 = .5 (f) pi31,1 = 0
(g) pi31,1 = .5 (h) pi31,1 = 0
Figure 6.4: Size of W+
EGC
() in Model I (piii,1 = −.5).
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(a) pi31,1 = .5
(b) pi31,1 = 0
Figure 6.5: Performance of Selection Rule for Model I (piii,1 = −.9).
inverse behaves just as the standard Wald test, hence is conservative. This effect shows
up in a kinked size function in Figures 6.4 (b), (d), (f) and (h).
Results differ if the VAR process is close to the nonstationary border (piii,1 = −.9):
Figure 6.5 (a) shows that for pi31,1 = .5 and  ≤ 1, the rank of Σg(pˆi) is always under-
estimated. This result arises because the second (smaller) eigenvalue of Σg(pˆi) is close
to zero even in the regular case where pi31,1 = .5. This can be seen in Table 6.3, which
shows the average estimated eigenvalue
¯ˆ
λ2 for different data generating processes and
different sample sizes. Thereby,
¯ˆ
λ2 = (1/N)
∑N
n=1 λˆ
(n)
2 , with λˆ
(n)
2 the smaller eigenvalue
of Σˆg(pˆi) in the n–th replication, has been computed for N = 10000 replications.
Table 6.3 shows that for piii,1 = −.9, λ2 is close to zero and so is ¯ˆλ2. This explains why
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(a) pi31,1 = .5 (b) pi31,1 = 0
(c) pi31,1 = .5 (d) pi31,1 = 0
(e) pi31,1 = .5 (f) pi31,1 = 0
(g) pi31,1 = .5 (h) pi31,1 = 0
Figure 6.6: Size of W+
EGC
() in Model I (piii,1 = −.9).
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Table 6.3
¯ˆ
λ2 and λ2 in Model I
pi31,1 = 0
piii,1 =
-.3 -.5 -.9
¯ˆ
λ2(T = 100) .023 .011 .001
¯ˆ
λ2(T = 500) .004 .003 0
¯ˆ
λ2(T = 1000) .002 .001 0
¯ˆ
λ2(T = 2000) .001 0 0
λ2 0 0 0
pi31,1 = .5
piii,1 =
-.3 -.5 -.9
¯ˆ
λ2(T = 100) .122 .061 .002
¯ˆ
λ2(T = 500) .108 .052 .001
¯ˆ
λ2(T = 1000) .106 .051 0
¯ˆ
λ2(T = 2000) .105 .05 0
λ2 .104 .049 .006
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the selection rule underestimates the rank of Σg(pˆi) for this data generating process.
3
However, despite the incorrect decision of the selection rule, the empirical size of the
Wald test with generalized inverse falls inside the 2–standard–deviation bound around
5%, at least in large samples (see Figures 6.6 (c), (e) and (g)).
In Figure 6.5 (b), pi31,1 = 0 and the true rank of Σg(pˆi) equals one. This rank is recog-
nized for any  value and any sample size. Therefore, the empirical size hardly varies
for different  values in Figures 6.6 (b), (d), (f) and (h). Moreover, all figures show
that the Wald test with generalized inverse tends to have a large type I error for the
present DGP.
Results can be summarized as follows:
For the data generating process of Model I, the randomized Wald test has good em-
pirical size close to the nominal size of 5% if ξ ∈ [.1, .5].
The selection rule correctly estimates the rank of Σg(pˆi) for processes well inside the
stationary border (piii,1 ∈ {−.3,−.5}), if  ∈ [.5, .7] where the larger value should be
preferred in small samples.
However, even if the selection rule underestimates the rank of Σg(pˆi), the Wald test
with generalized inverse has empirical size well inside the 2–standard–deviation bound
around 5%.
Simulation of Power for Model I
To simulate the power, data generating processes have been considered which do not
fulfill the null hypothesis. In particular, the coefficient pi21,1 has been chosen equal to
δ1/
√
T in Model I. Since pi23,1 = 0,
pi
(2)
21,1 = (pi11,1 + pi22,1)pi21,1 + pi23,1pi31,1
= (pi11,1 + pi22,1)pi21,1,
such that the vector of restrictions is
g(pi) =
 pi21,1
pi
(2)
21,1

3The results of Table 6.3 indicate a problem of the selection rule: if the true eigenvalue λ2 is close
to zero, the selection rule may not be able to discover that λ2 > 0. This raises the question whether
taking into account the scaling of the data will improve the performance of the selection rule.
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=
1√
T
 δ1
(pi11,1 + pi22,1)δ1

=
1√
T
 δ1
δ2
 6= 0
for δ1 6= 0.
The power function F (δ1) = P (reject H
EGC
0 |δ1) shows the probability to reject the
null hypothesis HEGC0 for a given value δ1. The power function has been computed
for δ1 = {0, .1, .2, . . . , 3.9, 4} for the standard Wald statistic WEGC, the Wald statistic
with generalized inverse W+
EGC
(rk = 1) and the randomized Wald statistics W(ξ)EGC(ξ =
.01), . . . , W(ξ)(ξ = 10). Simulation results have been computed for all eigenvalues
piii,1 ∈ {−.9,−.5,−.3, .3, .5, .9} but are reported for negative eigenvalues only. Note,
that results obtained with positive eigenvalues draw the same picture.
If δ = [δ1, δ2]
′ 6= 0, the standard Wald statistic follows asymptotically a χ2(2, γ)–
distribution with noncentrality parameter γ = δ′Σ−1g(pˆi)δ under the null hypothesis H
EGC
0 .
The theoretical power function can be computed once γ is known.
Computation of the noncentrality parameter γ requires computation of the covari-
ance matrix Σg(pˆi) = (∂g(pi)/∂pi
′)Σpˆi(∂g(pi)
′/∂pi). The form of the Jacobian matrix
(∂g(pi)/∂pi′) has already been derived in Example 4.1:
∂g(pi)
∂pi′
=
 0 1 0 0 0 0 0 0 0
pi21,1 pi11,1 + pi22,1 pi23,1 0 pi21,1 0 0 pi31,1 0

=
 0 1 0 0 0 0 0 0 0
(1/
√
T )δ1 pi11,1 + pi22,1 0 0 (1/
√
T )δ1 0 0 pi31,1 0
 .
Note, that even if pi31,1 = 0, the Jacobian matrix has full row rank as long as δ1 6= 0
and hence pi21,1 6= 0.
The covariance matrix of the estimated VAR coefficients can be computed as
Σpˆi = Γ
−1
y ⊗ Σu,
with Γy the autocovariance matrix of the vector y at lag 0, and Σu = I3 by assumption
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in (6.1). Thereby, Γy can be computed from
vec(Γy) = (I
2
k − Π1 ⊗ Π1)−1vec(Σu)
(see Lu¨tkepohl (1991, Chapter 2)).
Hence, for a given parameter value δ1, (∂g(pi)/∂pi
′), Σpˆi and hence Σg(pˆi) can be com-
puted easily. If furthermore the Jacobian matrix (∂g(pi)/∂pi′) has full row rank, Σ−1g(pˆi)
and hence the noncentrality parameter γ and the value of the power function can be
computed. A problem occurs only for δ1 = 0 and pi31,1 = 0 because the Jacobian matrix
does not have full row rank for these parameter values.
If the Jacobian matrix (∂g(pi)/∂pi′) has full row rank, the theoretical power function of
the Wald statistic with generalized inverse behaves just as the standard Wald statistic,
hence it follows asymptotically a noncentral χ2(2, γ)–distribution with γ computed as
described above. However, in the special case where δ1 = 0 and pi31,1 = 0, Σg(pˆi) is not
invertible. In this case, the Wald statistic with generalized inverse follows asymptoti-
cally a noncentral χ2(1, γ+)–distribution where γ+ = δ′Σ+g(pˆi)δ and Σ
+
g(pˆi) computed as
in Example 5.3.
In practice, the power of the Wald statistic with generalized inverse depends on the
decision of the selection rule. If the Jacobian matrix has full row rank but the selection
rule assumes incorrectly that rk(Σg(pˆi)) = 1, the power function will follow a χ
2(1, γ+)–
distribution. Hence, depending on the decision of the selection rule, the power function
of the modified Wald statistics W+
EGC
( = .33), . . . , W+
EGC
( = 1) will be bounded be-
tween a χ2(2, γ)–distribution and a χ2(1, γ+)–distribution, and thus between the power
functions of the standard Wald statistic W
EGC
and the Wald statistic W+
EGC
(rk = 1).
The power function of the randomized Wald statistic follows asymptotically a noncen-
tral χ2(2, γ(ξ))–distribution with γ(ξ) = δ′
[
Σg(pˆi) + ξΣw
]−1
δ and hence depends on ξ.
For the present trivariate VAR(1) model, let
Σg(pˆi) =
 σ11 σ12
σ12 σ22
 ,
be a (2× 2) matrix with σ11 the variance of pˆi21,1, σ12 the covariance of pˆi21,1 and pˆi(2)21,1
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and σ22 the variance of pˆi
(2)
21,1, and let
ξΣw =
 0 0
0 ξσ11
 (6.5)
be a (2× 2) matrix with the variance of pˆi21,1 as lower left element and zeros elsewhere
(cf. Example 5.1). Then
Σ−1g(pˆi) =
1
∆
 σ22 −σ12
−σ12 σ11
 , (6.6)
where ∆ = σ11σ22 − σ212, and
[
Σg(pˆi) + ξΣw
]−1
=
1
∆˜
 σ22 + ξσ11 −σ12
−σ12 σ11
 , (6.7)
where
1
∆˜
=
1
∆
∆
∆+ ξσ211
. (6.8)
It turns out that in the trivariate VAR(1) model, adding noise to the standard Wald
statistic affects the power in two different ways: First, the higher the value for ξ, the
larger the determinant ∆˜ relative to ∆. Second, the higher the value for ξ, the more
weight is put on δ1, hence on the violation of the first restriction.
Depending on which effect outweights the other one, the randomized Wald test may
have lower power but may also have higher power than the standard Wald test in those
cases where the first restriction is violated.
Theoretical power functions for the standard Wald statistic W
EGC
, the randomized
Wald statistic W(ξ)EGC for ξ ∈ {.01, .1, .5, 10} and the Wald statistic with generalized
inverse W+
EGC
(rk = 1) where rk(Σg(pˆi)) = 1 is assumed throughout have been computed
for T = 1000 and δ1 ∈ {0, .1, . . . , 3.9, 4}. These are given in Figure 6.7. Note, that
since Σ−1g(pˆi) does not exist if δ1 = 0 and pi31,1 = 0, the value of the power function of the
standard Wald statistic cannot be computed at this point and has been set to zero:
Apart from Figure 6.7 (a), the Wald statistic W+
EGC
(rk = 1) performs best in terms
of power. This result does not come as a surprise, given that the Wald statistic
W+(rk = 1) gives more weight to the first restriction and that the power functions
have been computed for a data generating process where the first restriction is vio-
lated.
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(a) piii,1 = −.3, pi31,1 = .5 (b) piii,1 = −.3, pi31,1 = 0
(c) piii,1 = −.5, pi31,1 = .5 (d) piii,1 = −.5, pi31,1 = 0
(e) piii,1 = −.9, pi31,1 = .5 (f) piii,1 = −.9, pi31,1 = 0
Figure 6.7: Theoretical Power Functions of Model I.
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Astonishingly, the power functions of the randomized Wald statistics W(ξ)EGC(ξ = .01),
. . . , W(ξ)EGC(ξ = 10) hardly differ for different ξ values and are almost identical to the
power function of the standard Wald statistic. These results contradict the expectation
that the power decreases with increasing ξ values: only Figure 6.7 (e) points into this
direction.
Consider now the simulation results in Tables 6.4 to 6.7: by and large, the power simu-
lations draw the same picture as the theoretical power functions in Figure 6.7. The new
information in Tables 6.4 to 6.7 consists of the simulated power of the Wald statistics
W+()
EGC
with  ∈ {.33, .5, .67, .75, .9, 1} for which theoretical power functions could
not be computed:
It turns out that if the VAR(1) process is well inside the stationary border (piii,1 ∈
{−.3,−.5}) and if pi31,1 = .5, the selection rule correctly estimates the true rank of
Σg(pˆi) for any  > .33. For these  values, the Wald statistics W+()EGC have the same
power as the standard Wald statistic. They have less power than the modified Wald
statistic W+
EGC
(rk = 1), but since the latter statistic is based on an incorrect assump-
tion on the true rank of Σg(pˆi), its higher power should not be taken as yardstick here.
If pi31,1 = 0, and δ ∈ {.3, .5, 1}, the power of the standard Wald statistic is low. How-
ever, for δ ∈ {.3, .5, 1} and T = 1000 observations, pi21,1 = δ/
√
T is still close to the
singularity point pi21,1 = 0. The low power indicates that the standard Wald statistic
may not only have problems if the covariance matrix Σg(pˆi) is singular but also if Σg(pˆi)
is nearly singular (see also Bolfarine et al. (2001)).
The Wald statistic W+
EGC
(rk = 1) performs much better in terms of power and so do
the modified Wald statistics W+
EGC
() for values  < .75 which cause the selection rule
to underestimate the rank of Σg(pˆi). Put differently, a correct decision of the selection
rule is obtained if  is chosen equal to or larger than .75.
Table 6.6 shows that if piii,1 = −.9, the rank of Σg(pˆi) is underestimated for any  ≤ .9.
This confirms the result of Figure 6.5 that the selection rule does not work well if the
VAR(1) process is close to the nonstationary border.
In small samples of size T = 100, the Wald test with generalized inverse shows good
power properties if  ∈ {.5, .75}, see Table 6.7.
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Table 6.4
Power of Modified Wald Tests for Model I,
Nominal Significance Level 5%, T = 1000.
pi11,1 = pi22,1 = pi33,1 = −.3
pi31,1 = .5 pi31,1 = 0
pi21,1 = δ1/
√
T , δ1 = pi21,1 = δ1/
√
T , δ1 =
0 .3 .5 1 2 4 0 .3 .5 1 2 4
W
EGC
5.0 5.6 6.9 14.0 44.7 97.1 1.6 2.2 3.1 8.6 37.1 96.0
W(ξ)EGC(ξ = .01) 5.0 5.7 7.1 14.1 44.8 97.1 3.6 4.3 5.5 11.8 41.5 96.7
W(ξ)EGC(ξ = .1) 5.2 6.1 7.3 14.3 44.7 97.0 5.1 6.0 7.3 14.3 44.8 97.1
W(ξ)EGC(ξ = .5) 5.4 6.1 7.4 14.6 44.8 96.9 5.3 6.3 7.5 14.7 45.3 97.1
W(ξ)EGC(ξ = 10) 5.2 6.2 7.4 14.6 44.7 96.9 5.3 6.3 7.5 14.8 45.4 97.1
W+
EGC
( = .33) 5.0 5.6 7.1 14.8 46.7 97.4 5.2 6.3 8.5 18.9 55.8 98.6
W+
EGC
( = .5) 5.0 5.6 6.9 14.0 44.7 97.1 5.2 6.3 8.5 18.9 55.8 98.6
W+
EGC
( = .67) 5.0 5.6 6.9 14.0 44.7 97.1 5.2 6.3 8.4 18.6 55.2 98.5
W+
EGC
( = .75) 5.0 5.6 6.9 14.0 44.7 97.1 2.4 3.0 4.2 10.7 40.3 96.3
W+
EGC
( = .9) 5.0 5.6 6.9 14.0 44.7 97.1 1.6 2.2 3.1 8.6 37.1 96.0
W+
EGC
( = 1) 5.0 5.6 6.9 14.0 44.7 97.1 1.6 2.2 3.1 8.6 37.1 96.0
W+
EGC
(rk = 1) 5.2 6.3 8.4 18.9 55.5 98.6 5.2 6.3 8.5 18.9 55.8 98.6
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Table 6.5
Power of Modified Wald Tests for Model I,
Nominal Significance Level 5%, T = 1000.
pi11,1 = pi22,1 = pi33,1 = −.5
pi31,1 = .5 pi31,1 = 0
pi21,1 = δ1/
√
T , δ1 = pi21,1 = δ1/
√
T , δ1 =
0 .3 .5 1 2 4 0 .3 .5 1 2 4
W
EGC
4.5 5.4 7.0 15.5 52.7 98.9 1.6 2.2 3.2 10.1 45.7 98.4
W(ξ)EGC(ξ = .01) 4.6 5.5 7.1 15.6 52.8 99.0 3.9 4.6 5.9 13.9 50.6 98.7
W(ξ)EGC(ξ = .1) 4.9 6.0 7.5 15.5 51.9 98.8 5.2 6.0 7.4 16.1 53.6 98.9
W(ξ)EGC(ξ = .5) 5.1 6.0 7.6 15.5 51.2 98.7 5.4 6.2 7.5 16.4 53.8 98.9
W(ξ)EGC(ξ = 10) 5.3 6.1 7.3 15.9 50.9 98.6 5.4 6.3 7.6 16.4 53.9 98.9
W+
EGC
( = .33) 5.1 6.3 8.9 21.8 63.9 99.6 5.0 6.3 8.9 21.9 63.8 99.6
W+
EGC
( = .5) 4.5 6.3 7.0 15.5 52.7 98.9 5.0 6.3 8.9 21.9 63.8 99.6
W+
EGC
( = .67) 4.5 5.4 7.0 15.5 52.7 98.9 5.0 6.3 8.9 21.9 63.8 99.6
W+
EGC
( = .75) 4.5 5.4 7.0 15.5 52.7 98.9 5.0 6.3 8.9 21.9 63.7 99.6
W+
EGC
( = .9) 4.5 5.4 7.0 15.5 52.7 98.9 1.6 2.2 3.2 10.2 45.7 98.4
W+
EGC
( = 1) 4.5 5.4 7.0 15.5 52.7 98.9 1.6 2.2 3.2 10.1 45.7 98.4
W+
EGC
(rk = 1) 5.1 6.3 8.9 21.8 63.9 99.6 5.0 6.3 8.9 21.9 63.8 99.6
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Table 6.6
Power of Modified Wald Tests for Model I,
Nominal Significance Level 5%, T = 1000.
pi11,1 = pi22,1 = pi33,1 = −.9
pi31,1 = .5 pi31,1 = 0
pi21,1 = δ1/
√
T , δ1 = pi21,1 = δ1/
√
T , δ1 =
0 .1 .3 .5 1 2 0 .1 .3 .5 1 2
W
EGC
5.2 5.3 8.5 15.9 51.1 98.5 1.6 1.9 4.2 10.4 44.2 98.1
W(ξ)EGC(ξ = .01) 5.3 5.3 8.0 14.4 45.7 97.0 4.8 5.1 8.2 15.9 51.5 98.5
W(ξ)EGC(ξ = .1) 4.9 5.1 7.2 12.3 38.9 94.4 5.4 5.6 8.8 16.7 52.7 98.5
W(ξ)EGC(ξ = .5) 5.1 5.2 7.3 12.0 37.7 93.7 5.7 5.7 8.9 16.7 52.9 98.5
W(ξ)EGC(ξ = 10) 5.1 5.2 7.3 11.9 37.6 93.4 5.4 5.7 8.8 16.7 52.9 98.6
W+
EGC
( = .33) 4.7 5.0 8.7 16.1 49.6 97.5 5.2 5.7 11.1 21.9 63.5 99.5
W+
EGC
( = .5) 4.7 5.0 8.7 16.1 49.6 97.5 5.2 5.7 11.1 21.9 63.5 99.5
W+
EGC
( = .67) 4.7 5.0 8.7 16.1 49.6 97.5 5.2 5.7 11.1 21.9 63.5 99.5
W+
EGC
( = .75) 4.7 5.0 8.7 16.1 49.6 97.5 5.2 5.7 11.1 21.9 63.5 99.5
W+
EGC
( = .9) 4.7 5.0 8.7 16.1 49.6 97.5 5.2 5.7 11.1 21.9 63.5 99.5
W+
EGC
( = 1) 4.2 4.4 7.2 13.9 47.5 97.5 5.2 5.7 11.1 21.9 63.5 99.5
W+
EGC
(rk = 1) 4.7 5.0 8.7 16.1 49.6 97.5 5.2 5.7 11.1 21.9 63.5 99.5
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Table 6.7
Power of Modified Wald Tests for Model I,
Nominal Significance Level 5%, T = 100.
pi11,1 = pi22,1 = pi33,1 = −.5
pi31,1 = .5 pi31,1 = 0
pi21,1 = δ1/
√
T , δ1 = pi21,1 = δ1/
√
T , δ1 =
0 .3 .5 1 2 4 0 .3 .5 1 2 4
W
EGC
4.4 4.9 6.4 14.9 50.6 97.8 2.0 2.7 4.1 11.3 45.4 97.3
W(ξ)EGC(ξ = .01) 4.8 5.2 6.7 15.2 50.7 97.8 2.3 2.9 4.2 11.9 46.2 97.4
W(ξ)EGC(ξ = .1) 5.1 5.7 7.2 15.6 50.5 97.7 4.2 4.8 6.3 14.7 50.0 97.8
W(ξ)EGC(ξ = .5) 5.4 6.3 7.7 15.7 50.1 97.6 5.2 5.9 7.5 16.5 52.1 98.0
W(ξ)EGC(ξ = 10) 5.6 6.5 7.7 15.9 50.0 97.6 5.6 6.3 8.1 17.2 52.8 98.1
W+
EGC
( = .33) 5.8 7.1 9.8 21.8 63.1 99.0 5.8 7.2 9.9 22.0 63.7 99.0
W+
EGC
( = .5) 5.3 6.3 8.6 21.5 62.6 98.4 5.7 7.2 9.9 22.0 63.7 99.0
W+
EGC
( = .67) 4.5 4.9 6.5 15.9 53.2 97.8 5.3 6.5 9.2 20.4 60.4 98.3
W+
EGC
( = .75) 4.4 4.9 6.4 14.9 50.8 97.8 3.9 5.1 7.3 17.1 53.9 97.8
W+
EGC
( = .9) 4.4 4.9 6.4 14.9 50.8 97.8 2.1 2.8 4.2 11.7 46.0 97.3
W+
EGC
( = 1) 4.4 4.9 6.4 14.9 50.8 97.8 2.1 2.7 4.1 11.3 45.5 97.3
W+
EGC
(rk = 1) 5.8 7.1 9.8 21.8 63.1 99.0 5.8 7.2 9.9 22.0 63.7 99.0
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In Figure 6.7, the theoretical power functions of the randomizedWald statisticsW(ξ)EGC(ξ =
.01),. . ., W(ξ)EGC(ξ = 10) do not vary much for different ξ values. In particular, the ran-
domized Wald statistics cannot outperform the standard Wald statistic in terms of
power. In contrast, Tables 6.4 and 6.5 show that if pi31,1 = 0, the simulated power of
the randomized Wald test is significantly higher than the power of the standard Wald
test. Moreover, the simulated power of the randomized Wald test slightly increases
with increasing ξ value. The latter result may hinge on the specific data generating
process where the first restriction is violated. This effect should not arise if only the
second restriction in g(pi) is violated. The power analysis of Model II is based on such
a data generating process.
Simulation of Size and Power for Model II
The power analysis of Model I may draw a picture which is too optimistic. Therefore,
the power has also been studied for the data generating process of Model II. Setting
pi23,1 = δ2/
√
T with δ2 6= 0 in (6.4) on page 118 yields a vector
g(pi) =
1√
T
 0
0.7δ2
 (6.9)
where only the second restriction is violated. If δ2 = 0, g(pi) = 0 fulfills the null
hypothesis HEGC0 . Consider first the theoretical power functions for Model II, computed
for δ2 = {0, .1, .2, . . . , 3.9, 4} and depicted in Figure 6.8.
This figure shows, that the Wald statistic W+
EGC
(rk=1) has very unfavorable power
properties under the data generating process of Model II. The reason is, that the latter
statistic uses a generalized inverse which gives more weight to the first restriction than
to the second in the computation of the modified Wald statistic. However, since the
first restriction is fulfilled, this strategy leads to a small value of the Wald statistic
W+
EGC
(rk=1). As consequence, a Wald test which is based on the latter statistic, has
no power at all.
The randomized Wald statistic suffers from low power, too, if too much random noise is
added to the vector of restrictions. Under the alternative (6.9), the randomized Wald
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Figure 6.8: Theoretical Power Function of Model II.
statistic W(ξ)EGC follows a χ2(2, γ(ξ))–distribution with noncentrality parameter
γ(ξ) = δ′
[
Σg(pˆi) + ξΣw
]−1
δ
= (1/∆˜)(0.72δ22σ11)
= (∆/∆˜)γ,
with γ the noncentrality parameter of the standard Wald statistic, see page 136. Due
to the larger determinant ∆˜, the randomized Wald test will have lower power than the
standard Wald test, the larger ξ. Indeed, for ξ →∞, we have γ(ξ) → 0. In other words,
the power of the randomized Wald test shrinks towards the size. This effect can be
observed in Figure 6.8 already for a ξ value as large as ξ = 10.
Figure 6.8 has shown that the strength of the Wald statistic W+
EGC
(rk=1), the high
power if the first restriction is violated, turns into a weakness for data generating pro-
cesses where only the second restriction is violated. The performance of the Wald
statistics W+
EGC
() for  ∈ {.33, . . . , 1} will depend strongly on the correct rank estima-
tion of Σg(pˆi) and hence on the appropriate  value. The simulation results in Tables
6.8 and 6.9 support the conclusions drawn from the theoretical power functions:
First, the randomized Wald test has highest power if ξ = .01 but is still less powerful
than the standard Wald test. Second, the Wald test with generalized inverse performs
poorly if the true rank of Σg(pˆi) is underestimated.
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Table 6.8
Size and Power of Modified Wald Tests for Model II,
Nominal Significance Level 5%, T = 1000.
pi23,1 = δ2/
√
T , δ2 =
-.5 0 .3 .5 1 2 4
W
EGC
19.0 5.1 8.4 16.5 58.0 99.6 100
W(ξ)EGC(ξ = .01) 18.3 5.3 8.0 15.2 54.0 99.4 100
W(ξ)EGC(ξ = .1) 12.8 5.8 7.0 10.5 31.7 90.9 100
W(ξ)EGC(ξ = .5) 8.3 5.7 6.1 7.0 13.2 44.1 97.6
W(ξ)EGC(ξ = 10) 5.7 5.4 5.4 5.4 5.8 7.3 13.5
W+
EGC
( = .33) 5.9 5.4 5.5 5.5 6.2 8.6 19.3
W+
EGC
( = .5) 19.0 5.1 8.4 16.5 58.0 99.6 100
W+
EGC
( = .67) 19.0 5.1 8.4 16.5 58.0 99.6 100
W+
EGC
( = .75) 19.0 5.1 8.4 16.5 58.0 99.6 100
W+
EGC
( = .9) 19.0 5.1 8.4 16.5 58.0 99.6 100
W+
EGC
( = 1) 19.0 5.1 8.4 16.5 58.0 99.6 100
W+
EGC
(rk = 1) 5.7 5.4 5.5 5.6 6.2 8.6 19.1
However, there is some good news: in large samples (T = 1000), Table 6.8 shows that
the selection rule correctly estimates the rank of Σg(pˆi) for any value  > .33. In small
samples (T = 100), good results are obtained for  ≥ .67. For these  values, the Wald
test with generalized inverse has (almost) the same power as the standard Wald test.
Tables 6.8 and 6.9 show that the modified Wald tests also have empirical size well
inside the 2–standard–deviation bound around 5% for these ξ and  values.4
4In Table 6.9, the power has not been simulated for δ ≥ 2 because the data generating process of
Model II is no longer stationary for these δ2 values.
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Table 6.9
Size and Power of Modified Wald Tests for Model II,
Nominal Significance Level 5%, T = 100.
pi23,1 = δ2/
√
T , δ2 =
-.5 0 .3 .5 1
W
EGC
17.3 5.3 5.7 10.0 42.1
W(ξ)EGC(ξ = .01) 16.7 5.2 5.6 9.9 38.7
W(ξ)EGC(ξ = .1) 12.9 5.5 5.7 7.7 23.5
W(ξ)EGC(ξ = .5) 8.2 5.7 5.6 6.3 11.3
W(ξ)EGC(ξ = 10) 5.5 5.5 5.4 5.5 5.9
W+
EGC
( = .33) 7.1 5.6 5.1 5.0 5.1
W+
EGC
( = .5) 14.4 5.2 4.4 5.2 12.1
W+
EGC
( = .67) 17.3 5.2 5.2 8.5 32.5
W+
EGC
( = .75) 17.3 5.2 5.6 9.7 39.0
W+
EGC
( = .9) 17.3 5.3 5.7 10.0 42.1
W+
EGC
( = 1) 17.3 5.3 5.7 10.0 42.1
W+
EGC
(rk = 1) 6.8 5.5 5.1 5.0 5.0
Figure 6.10 shows that the Wald test with generalized inverse has empirical size close
to the nominal size of 5% even for a sample size T = 100. Moreover, Figure 6.9 il-
lustrates once again that in small samples a larger value  > .67 should be preferred
to guarantee that the rank of Σg(pˆi) is estimated correctly. For smaller  values, the
selection rule tends to underestimate the rank of Σg(pˆi).
All in all, for the DGP of Model II, simulation results speak in favour of a ξ value as
small as ξ = .01 for the randomized Wald test. For the Wald test with generalized
inverse, a value  ∈ [.5, .7] should be used for the selection rule with the larger  value
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Figure 6.9: Performance of Selection Rule for Model II.
(a) (b)
(c) (d)
Figure 6.10: Size of W+
EGC
() in Model II.
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preferred in small samples.
6.3 Conclusions
The simulation study has shown that the standard Wald test suffers from size distor-
tions if the Jacobian matrix ∂g(pi)/∂pi′ is evaluated at parameter sets under the null
hypothesis which imply a reduced row rank of the Jacobian matrix. Indeed, for the
data generating processes used in this simulation study, the standard Wald test be-
haves conservatively at these problematic parameter points.5 Moreover, the simulation
results show that the standard Wald test also has low power under alternatives which
are close to singular parameter points (see also Bolfarine et al. (2001) for similar re-
sults).
The manifold examples of Chapter 4 have illustrated that it is difficult, if not impossi-
ble, to locate all parameter points under HEGC0 which imply a reduced row rank of the
Jacobian matrix and hence size and power distortions of the standard Wald test. It
would therefore be favorable to have a modified Wald test which does not suffer from
these problems. The simulation results show that the randomized Wald test and the
Wald test with generalized inverse can outperform the standard Wald test both in size
and power. However, the correct choice of ξ and  is crucial:
A ξ value which is too small may not add enough noise to overcome the singularity
of the covariance matrix of the restrictions Σg(pˆi) in the problematic case where the
Jacobian matrix has reduced row rank. In contrast, a ξ value which is too large leads
to a Wald statistic which is dominated by the noise effect, and therefore has no power.
Based on the results of the simulation study, a value ξ = .1 seems to be a good com-
promise.
For  too small, the selection rule tends to underestimate the rank of Σg(pˆi), implying
low power for some data generating processes (see Model II). In contrast, if  is chosen
too large, the selection rule tends to overestimate the rank of Σg(pˆi). In this case, the
5Gaffke et al. (1999) show for the special case of a single restriction under the null hypothesis that
the limiting distribution of the standard Wald statistic is bounded from above by a χ2(1)–distribution
if the Jacobian matrix vanishes and hence behaves conservatively. However, to my knowledge, there
is no general proof that the standard Wald test always behaves conservatively if the Jacobian matrix
has reduced row rank under H0.
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Wald test with generalized inverse behaves just as the standard Wald test. Hence, it
does not overcome the size and power distortions of the latter in the problematic case
where the Jacobian matrix has reduced row rank. To avoid these effects,  ∈ [.5, .7]
seems to be a good choice for the data generation processes considered here. In small
samples, the larger  value should be preferred.
Note, that choosing a value  = .7 in small samples does not contradict assumption
(5.12) since the latter assumption describes the limiting behaviour of a sequence of
random variables which need not hold in small samples.
In Chapter 5, a modified version of the Wald test with generalized inverse has been
discussed (see Figure 5.1). The simulation results show that a drawback of this strat-
egy is the sensitivity of the selection rule with respect to the size of . For instance,
Figure 6.3 (a) reveals that for  = .7 and T = 100, there is a 28% probability that the
true rank of Σg(pˆi) is underestimated. Relying on the selection rule only may therefore
lead to a large Type I error. However, if the Wald test with generalized inverse is used
in the second step, this weakens the Type I error because the latter test has correct
asymptotic size as long as the true rank of Σg(pˆi) is not overestimated.
The simulation results have been obtained for the most simple case of a trivariate,
stationary VAR model of known lag order p = 1. Varying the number of variables or
the lag length will increase the number of restrictions which characterize Granger non-
causality at all forecast horizons: The more restrictions are tested, the more noise has
to be added to the randomized Wald statistic. This may negatively affect the power
of the latter statistic.
On the other hand, the higher the number of restrictions, the more likely that the rank
of Σg(pˆi) may be under– or overestimated, implying the possibility of size and power
distortions of the Wald statistic with generalized inverse.
Moreover, for nonstationary VAR models, the modified Wald tests have to be based
on an overfitted VAR model. Since estimating a redundant lag increases the estima-
tion inefficiency, the modified Wald tests may have lower power in nonstationary VAR
models than in stationary VAR model.
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For these reasons, the present simulation study may draw a picture too optimistic for
higher–dimensional, higher–order and/or nonstationary VAR models. However, often
causal analyses are limited to bivariate or trivariate models.6 If the data generating
process can be well described by a stationary, trivariate VAR(1) model, the present
simulation study shows that the randomizedWald test or the Wald test with generalized
inverse should be preferred over the standard Wald test when testing for Granger
noncausality at all forecast horizons h ≥ 1 or for zero impulse responses.
6Standard Granger causality has often been studied in bivariate VAR systems, see for instance
the large bulk of papers on the relationship between money and outcome. Causality between three
variables has been studied e.g. in Hsiao (1979), Drobny & Gausden (1988), Bruneau & Nicolai (1992b),
Alexander (1993), Toda & Phillips (1994), Caporale & Pittis (1996), Caporale et al. (1998), Renault
et al. (1998) and Giles (2000).
Chapter 7
Summary and Conclusions
Nowadays, Granger causality tests and impulse response analysis are standard tools
to investigate causal relationships between variables in a vector autoregressive (VAR)
framework. The extensive research in this area has shown that the causal relationship
between two variables is not invariant to the information in the VAR system. In par-
ticular, it may change if other variables enter the system. This thesis addresses the
question whether variable y1 is causal for variable y2, given that there is a vector of
third variables y3? This question is answered within the framework of stationary and
nonstationary linear vector autoregressive discrete time processes. The notation and
different representations of the VAR models used here are given in Chapter 2.
In Chapter 3, the concepts of Granger causality and impulse response analysis are
defined within the framework set up in Chapter 2. Moreover, an extended concept
of Granger causality is introduced which in contrast to the standard Granger causal-
ity concept takes into account indirect causal chains. The concept gains relevance if
causality is studied in a multivariate VAR model with three or more variables and may
be regarded as a generalization of Granger causality and impulse response analysis
(see Dufour & Renault (1998)). To ease the understanding of the notation, several
examples have been used. They also help to illustrate the difference between all three
causality concepts, which is the key interest of this chapter.
Chapter 4 is directed towards estimation and testing: commonly Wald tests are pre-
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ferred to Lagrange Multiplier or Likelihood Ratio tests in testing for causality as they
do not require estimation under the null hypothesis. This is especially convenient if
nonlinear restrictions are imposed under the null. Nonlinear restrictions on the vec-
torautoregressive coefficients arise for instance with impulse response analysis. They
also arise with a test of Granger noncausality at higher forecast horizons h > 1.
Although Wald tests are easy to set up, they may not have their usual asymptotic
χ2–distribution if nonlinear restrictions of the form g(pi) = 0 are tested with pi a vector
of coefficients and g(pi) a nonlinear function of the coefficients in pi. Problems occur
for instance, if the matrix of first order partial derivatives ∂g(pi)/∂pi′ does not have full
row rank. In this case, the standard Wald statistic may fail to have its usual limiting
χ2–distribution. This problem is commonly neglected in practice. However, Example
4.1, Proposition 4.1 and Corollary 4.1 illustrate that this problem is not irrelevant,
in particular for tests of extended Granger causality and impulse response analysis.
Moreover, it is illustrated that this problem also affects Likelihood Ratio or Lagrange
Multiplier tests.
A similar problem occurs in nonstationary levels VAR models: the coefficient covari-
ance matrix Σpˆi is singular so that even Wald tests of linear restrictions may now have a
nonstandard asymptotic distribution. This problem has already received much atten-
tion in the context of standard Granger causality tests. Chapter 4 reviews the literature
and discusses whether solutions carry over to tests of extended Granger causality and
impulse response analysis. It turns out that solely the idea of Toda & Yamamoto
(1995) and Dolado & Lu¨tkepohl (1996) to overfit the true VAR lag length p by d extra
lags, but to test restrictions only on the first p VAR coefficient matrices, works for tests
of extended Granger causality and impulse response analysis. However, their solutions
cannot solve the problem of possibly nonstandard distribution which still arises if the
Jacobian matrix ∂g(pi)/∂pi′, evaluated at the true parameter values, has a reduced row
rank.
Solutions for the latter problem are given in Chapter 5: Propositions 5.1 and 5.2
describe two modified Wald tests, a randomized Wald test and a Wald test with gener-
alized inverse, which both have correct asymptotic size, also in those situations where
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the standard Wald statistic may suffer from size distortions:
While the randomized Wald test solves the problem of possibly singular matrix Σg(pˆi)
by rendering the estimation less efficient, the Wald test with generalized inverse takes
the opposite direction and tries to use the information more efficiently than the stan-
dard Wald test. In particular, the information is used that some of the eigenvalues of
Σg(pˆi) may be zero under the null hypothesis. A selection rule is used to provide this
information: the selection rule sets to zero the eigenvalues of Σg(pˆi) if they are smaller
than a prespecified threshold value.
The solutions presented in Propositions 5.1 and 5.2 apply to a test of extended Granger
causality in a stationary VAR model. However, Corollary 5.1 and Corollary 5.2 show
how results carry over to impulse response analysis under slight modifications. Indeed,
the solutions given in this chapter may hold for a variety of other null hypotheses
of nonlinear restrictions with similar structure. The extension to nonstationary VAR
models is discussed at the end of Chapter 5.
The main attention of Chapter 5 focuses on modifying the standard Wald statistic in a
way that the modified Wald statistic has a known limiting distribution under the null
hypothesis H0 : g(pi) = 0 even in the case where the Jacobian matrix ∂g(pi)/∂pi
′ has
reduced row rank. The solutions presented in Propositions 5.1 and 5.2 have therefore
been developed in the spirit of Wald tests. This has the advantage that the modified
Wald tests have correct asymptotic size. Hence, at least in large samples, the empirical
size of the test should be close to the nominal size. However, if the size of the test is
no argument, there exist many other alternative testing strategies, mostly sequential
procedures, to test the null hypothesis of no Granger causality at all forecast horizons.
For completeness, a short description and discussion of these alternative testing strate-
gies is given in Section 5.1.3.
In Chapter 6, the size and power of the modified Wald tests relative to the standard
Wald test are investigated for a stationary, trivariate VAR(1) model. In the first part
of Chapter 6, theoretical considerations on the size and power of the modified Wald
tests as well as theoretical power functions are given for a general trivariate VAR(1)
model. The simulation setup and simulation results are then presented in the second
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part for two different trivariate VAR(1) models.
The simulation of size is set up in a way which allows to analyze the performance of
the standard and the modified Wald statistics for processes where the Jacobian matrix
∂g(pi)/∂pi′ has full row rank and others where the row rank of the Jacobian matrix is
reduced. The simulation results show that the modified Wald tests perform as well as
the standard Wald test, which has empirical size close to the nominal size of 5% if the
Jacobian matrix has full row rank. In contrast, if the Jacobian matrix has reduced row
rank, the standard Wald test behaves conservatively whereas the modified Wald tests
have empirical size much closer to the nominal size of 5%, at least for ξ ∈ {.1, .5}, for
 ∈ [.5, .7] and for processes well inside the stationary region.
The empirical power has been simulated for two different models which can be under-
stood as best case scenario (Model I) and worst case scenario (Model II). The simulation
results for Model I show that the Wald test with generalized inverse can outperform
the standard Wald test in terms of power. Moreover, although the randomized Wald
test is inefficient relative to the standard Wald test, this inefficiency does not show
up in a loss in power in Model I. However, the simulation results for Model II correct
this optimistic picture: indeed, both modified Wald tests can show a substantial loss
in power relative to the standard Wald statistic if too much noise is added, or if the
selection rule is based on a threshold value which has been chosen too large ( has been
chosen too small).
In practice, the user will not know whether the true DGP is rather of type ”Model
I” or of type ”Model II”. Based on the simulation results, a value ξ = .1 and a value
 ∈ [.5, .7] are recommended to ensure an empirical size close to the nominal size even
in the problematic case where the Jacobian matrix has reduced row rank as well as to
keep the loss in power small relative to the power of the standard Wald statistic.
The present thesis shows two ways of solving the problem that the standard Wald
statistic may have an unknown limiting distribution for some parameter values un-
der the null hypothesis if nonlinear restrictions of the kind g(pi) = 0 are involved: a
randomized Wald test and a Wald test with generalized inverse. Both modified Wald
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tests can outperform the standard Wald test in the stationary trivariate VAR(1) model
considered in the simulation study. However, their performance in higher–dimensional,
higher–order VAR models, and in particular in nonstationary VAR models, is still open
to future research.
Appendix A
Proposition 4.1: An Illustrative
Example
An illustration of the decomposition g(pi) = G(pi)g˜(pi) used in the proof of Proposition
4.1 is given for a VAR(p) model with k1 = k2 = k3 = 1 and p = 3. For this model,
the null hypothesis that y1 is never Granger causal for y2 imposes the following set of
restrictions:
H0 : g(pi) =

pi21,1
pi21,2
pi21,3
pi
(2)
21,1
pi
(2)
21,2
pi
(2)
21,3
pi
(3)
21,1
pi
(3)
21,2
pi
(3)
21,3
pi
(4)
21,1
pi
(4)
21,2
pi
(4)
21,3

= 0.
Using the recursion formula (3.17), the nonlinear restrictions can be alternatively writ-
ten as
pi
(2)
21,1 = pi21,2 + pi21,1pi11,1 + pi22,1pi21,1 + pi23,1pi31,1,
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pi
(2)
21,2 = pi21,3 + pi21,1pi11,2 + pi22,1pi21,2 + pi23,1pi31,2,
pi
(2)
21,3 = pi21,1pi11,3 + pi22,1pi21,3 + pi23,1pi31,3,
pi
(3)
21,1 = pi
(2)
21,2 + pi
(2)
21,1pi11,1 + pi
(2)
22,1pi21,1 + pi
(2)
23,1pi31,1,
=
(
(pi11,1 + pi22,1)pi11,1 + pi11,2 + pi
(2)
22,1
)
pi21,1 + (pi11,1 + pi22,1)pi21,2
+pi21,3 + pi11,1pi23,1pi31,1 + pi23,1pi31,2 + pi
(2)
23,1pi31,1,
pi
(3)
21,2 = pi
(2)
21,3 + pi
(2)
21,1pi11,2 + pi
(2)
22,1pi21,2 + pi
(2)
23,1pi31,2,
=
(
(pi11,1 + pi22,1)pi11,2 + pi11,3
)
pi21,1 + (pi11,2 + pi
(2)
22,1)pi21,2
+pi22,1pi21,3 + pi11,2pi23,1pi31,1 + pi23,1pi31,3 + pi
(2)
23,1pi31,2,
pi
(3)
21,3 = pi
(2)
21,1pi11,3 + pi
(2)
22,1pi21,3 + pi
(2)
23,1pi31,3,
=
(
(pi11,1 + pi22,1)pi11,3
)
pi21,1 + pi11,3pi21,2
+pi
(2)
22,1pi21,3 + pi11,3pi23,1pi31,1 + pi
(2)
23,1pi31,3,
pi
(4)
21,1 = pi
(3)
21,2 + pi
(3)
21,1pi11,1 + pi
(3)
22,1pi21,1 + pi
(3)
23,1pi31,1,
=
(
(pi11,1 + pi22,1)(pi11,1pi11,1 + pi11,2) + (pi11,2 + pi
(2)
22,1)pi11,1 + pi
(3)
22,1
)
pi21,1
+
(
(pi11,1 + pi22,1)pi11,1 + pi11,2 + pi
(2)
22,1
)
)pi21,2 + (pi11,1 + pi22,1)pi21,3
+(pi11,1pi11,1 + pi11,2)pi23,1pi31,1 + pi11,1pi23,1pi31,2 + pi23,1pi31,3
+pi11,1pi
(2)
23,1pi31,1 + pi
(2)
23,1pi31,2 + pi
(3)
23,1pi31,1,
pi
(4)
21,2 = pi
(3)
21,3 + pi
(3)
21,1pi11,2 + pi
(3)
22,1pi21,2 + pi
(3)
23,1pi31,2,
=
(
(pi11,1 + pi22,1)(pi11,1pi11,2 + pi11,3) + (pi11,2 + pi
(2)
22,1)pi11,2
)
pi21,1
+
(
(pi11,1 + pi22,1)pi11,2 + pi11,3 + pi
(3)
22,1
)
pi21,2 + (pi
(2)
22,1 + pi11,2)pi21,3
+(pi11,1pi11,2 + pi11,3)pi23,1pi31,1 + pi11,2pi23,1pi31,2
+pi11,2pi
(2)
23,1pi31,1 + pi
(2)
23,1pi31,3 + pi
(3)
23,1pi31,2,
pi
(4)
21,3 = pi
(3)
21,1pi11,3 + pi
(3)
22,1pi21,3 + pi
(3)
23,1pi31,3,
=
(
(pi11,1 + pi22,1)pi11,1pi11,3 + (pi11,2 + pi
(2)
22,1)pi11,3
)
pi21,1 + (pi11,1 + pi22,1)pi11,3pi21,2
+(pi11,3 + pi
(3)
22,1)pi21,3 + pi11,1pi11,3pi23,1pi31,1 + pi11,3pi23,1pi31,2
+pi11,3pi
(2)
23,1pi31,1 + pi
(3)
23,1pi31,3.
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The set of restrictions can be rewritten as
g(pi) = G(pi)g˜(pi)
where
G(pi) =

I3 0 0 0
G21(pi) I3 0 0
G31(pi) G32(pi) I3 0
G41(pi) G42(pi) G43(pi) I3

,
with
G21(pi) =

pi11,1 + pi22,1 1 0
pi11,2 pi22,1 1
pi11,3 0 pi22,1
 ,
G31(pi) =

(pi11,1 + pi22,1)pi11,1 + pi11,2 + pi
(2)
22,1 pi11,1 + pi22,1 1
(pi11,1 + pi22,1)pi11,2 + pi11,3 pi11,2 + pi
(2)
22,1 pi22,1
(pi11,1 + pi22,1)pi11,3 pi11,3 pi
(2)
22,1
 ,
G32(pi) =

pi11,1 1 0
pi11,2 0 1
pi11,3 0 0
 ,
vec (G41(pi)) =

(pi11,1 + pi22,1)(pi11,1pi11,1 + pi11,2) + (pi11,2 + pi
(2)
22,1)pi11,1 + pi
(3)
22,1
(pi11,1 + pi22,1)(pi11,1pi11,2 + pi11,3) + (pi11,2 + pi
(2)
22,1)pi11,2
(pi11,1 + pi22,1)pi11,1pi11,3 + (pi11,2 + pi
(2)
22,1)pi11,3
(pi11,1 + pi22,1)pi11,1 + pi11,2 + pi
(2)
22,1
(pi11,1 + pi22,1)pi11,2 + pi11,3 + pi
(3)
22,1
(pi11,1 + pi22,1)pi11,3
pi11,1 + pi22,1
pi11,2 + pi
(2)
22,1
pi11,3 + pi
(3)
22,1

,
G42(pi) =

pi11,1pi11,1 + pi11,2 pi11,1 1
pi11,1pi11,2 + pi11,3 pi11,2 0
pi11,1pi11,3 pi11,3 0
 ,
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G43(pi) = G32 and
g˜(pi) =

pi21,1
pi21,2
pi21,3
pi23,1pi31,1
pi23,1pi31,2
pi23,1pi31,3
pi
(2)
23,1pi31,1
pi
(2)
23,1pi31,2
pi
(2)
23,1pi31,3
pi
(3)
23,1pi31,1
pi
(3)
23,1pi31,2
pi
(3)
23,1pi31,3

.
Appendix B
Bootstrapping Critical Values for
the Wald Statistic
Consider the following stable, stationary trivariate VAR(1) model:
y1,t
y2,t
y3,t
 =

.3 0 0
0 .3 0
pi31 .5 .3


y1,t−1
y2,t−1
y3,t−1
+

u1,t
u2,t
u3,t
 , (B.1)
with pi31,1 ∈ {0, .5}. Since pi21,1 = pi23,1 = 0, it follows from Example 4.1, page 67, that
the standard Wald statistic for a test of the null hypothesis that y1 is never Granger
causal for y2 has a limiting χ
2(2)–distribution under HEGC0 if pi31,1 = .5. However, if
pi31,1 = 0, the Jacobian matrix ∂g(pi)/∂pi
′ has reduced row rank equal to one and the
limiting distribution of the standard Wald statistic may be nonstandard. A small sim-
ulation has been set up to answer the question whether bootstrapping the standard
Wald statistic can approximate the finite sample distribution of the standard Wald
statistic in the latter case?
The simulation is set up as follows:
In Step 1, T + B observations are drawn for a k–variate residual series (k = 3) from
a standard normal distribution. With the so obtained (k(T + B) × 1) vector u =
[u′−B+1, u
′
−B+2, . . . , u
′
0, u
′
1, . . . , u
′
T ]
′ (T+B) data for the trivariate series yt are generated
according to (B.1) with starting values set to zero. The first B = 100 presample values
are then cut off to eliminate the starting–up effects.
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In Step 2, a VAR(1) model with intercept is fitted to the data by ordinary least squares
regression, yielding
yt = νˆ + Πˆ1yt−1 + uˆt, t = 1, . . . , T. (B.2)
Based on the least squares estimate pˆi = vec(Πˆ1), the standard Wald statistic WEGC(h˜)
for a test of the null hypothesis HEGC0 :”y1 is never Granger causal for y2” is computed
as in (4.11), page 66.
In Step 3, the (kT × 1) residual vector uˆ = [uˆ′1, . . . , uˆ′T ]′ is copied S times into a
long vector uˆ from which S new residual series of length T are generated. Each new
residual series uˆ(s), s = 1, . . . , S, is generated by drawing T times without replacement
a (k×1) unit uˆt from uˆ. This procedure called ”balanced bootstrap” has been proposed
by Gleason (1988). It ensures that all T subvectors uˆt, t = 1, . . . , T of the original
residual series uˆ appear with equal probability over the entire S bootstrap samples.
For each bootstrap residual series uˆ(s), s = 1, . . . , S, new data are generated in Step 4
as
y?t = νˆ + Πˆ1y
?
t−1 + uˆ
(s)
t , t = 1, . . . , T. (B.3)
On the basis of these data, a VAR(1) model is fitted by ordinary least squares yielding
the estimates
ˆˆ
Π1,
ˆˆpi1 = vec(
ˆˆ
Π1) and
ˆˆu
(s)
t .
The standard Wald statistic is then computed in Step 5 as
W(s)EGC(h˜) = T (g(ˆˆpi)− g(pˆi))′ ˆˆΣ
−1
g(pˆi) (g(
ˆˆpi)− g(pˆi)), (B.4)
where g(ˆˆpi) and
ˆˆ
Σg(pˆi) are computed on the basis of the estimates of Step 3 while g(pˆi)
is the vector of restrictions computed on the basis of the estimates of Step 2. Follow-
ing a suggestion of Hall & Wilson (1991), the Wald statistic is based on the distance
(g(ˆˆpi)− g(pˆi)) instead of the distance of g(ˆˆpi) to the true vector g(pi) = 0 under the null
hypothesis to improve the power of the Wald test.
Steps 3 to 5 are performed for all s = 1, . . . , S bootstrap series, yielding a series of S
Wald statistics W(s)EGC(h˜).
In Step 6, this series is ordered and the value of the Wald statistic W(s¯)EGC(h˜) with
s¯ = (1 − α)S is taken as critical bootstrap value. The value of the standard Wald
statistic obtained in Step 2 is then compared to this critical value. The null hypothesis
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Table B.1
Relative Rejection Frequency N¯/N
(Bootstrapped Critical Values)
N¯/N
T pi31,1 = 0 pi31,1 = .5
100 .008 (.024) .034 (.043)
1000 .007 (.01) .06 (.054)
is rejected if the value of the standard Wald statistic exceeds the critical value. In the
simulation, α = .05 has been used.
Steps 1 to 6 are repeated for n = 1, . . . , N with N = 1000 the number of simulations.
Let N¯ be the number of times the null hypothesis is rejected, then the relative rejection
frequency of the standard Wald test is computed as N¯/N .
Table B.1 presents the relative rejection frequency of the standard Wald test for two
different sample sizes T = 100, 1000 obtained with bootstrapped critical values. The
relative rejection frequency of the standard Wald test obtained with the critical value
of a χ2(2)–distribution is given in parentheses.
Using critical values from the bootstrap distribution, the researcher hopes to obtain
a test which has finite sample size closer to the nominal size as if he had used the
critical values of the asymptotic distribution of the standard Wald statistic (see Jeong
& Maddala (1993, p. 581)). Indeed, bootstrapping works well in the regular case where
the standard Wald statistic has a limiting χ2(2)–distribution (pi31,1 = .5), at least for
T = 1000. However, in the case of interest (pi31,1 = 0), bootstrapping cannot approx-
imate the finite sample distribution of the standard Wald statistic: the bootstrapped
critical values lead to a relative rejection frequency which is even smaller than the one
obtained with the critical value of the χ2(2)–distribution and hence even farther away
from the nominal size of 5%.
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Figures B.1 and B.2 show the density of the standard Wald statistic W
EGC
(h˜) (solid
black line)1, the density of one bootstrapped Wald statistic W(s)EGC(h˜) (dotted black
line)2 and the density of the χ2(2)–distribution (dotted red line) for different sample
sizes T = 100, 1000. Two lessons can be learned from these figures:
First, Figures B.1 (b) and B.2 (b) show that the standard Wald statistic does not have
a limiting χ2(2)–distribution under HEGC0 if pi31,1 = 0 so that Σg(pˆi) is singular. For the
present data generation process B.1, the density of the standard Wald statistic has
higher probability mass for values in the range between 0 and 2 and less probability
mass for values greater than 2 than the χ2(2)–density. This explains why using a crit-
ical value of a χ2(2)–distribution leads to an empirical size significantly smaller than
the nominal size. (See also the simulation results in Tables 6.1 and 6.2).
Second, at first sight the density of the bootstrapped standard Wald statistics describes
the density of the standard Wald statistic much better than the χ2(2)–density. How-
ever, a closer look at Figure B.2 (b) reveals that the bootstrap procedure generates
bootstrapped Wald statistics with very high values (x > 15) which cannot be observed
for the original standard Wald statistics series. Due to these outliers, the bootstrapped
critical values are too high, leading to the poor results of Table B.1 in the problematic
case where pi31,1 = 0.
Although Figures B.1 and B.2 show that bootstrapping the density of the standard
Wald statistic comes closer to the true density than the density of the χ2(2)–distribution,
at least in the problematic case where Σg(pˆi) is singular, the general performance of the
bootstrap procedure is not convincing. For instance, Figure B.2 (b) shows that the
bootstrap procedure used here generates outliers which distort the bootstrapped crit-
ical values. One reason may be that it was not feasible to bootstrap under the null
hypothesis, as recommended in the literature (see e.g. Hall & Wilson (1991)).
1The density has been computed from the N = 1000 standard Wald statistics using the package
denest of the statistics software XploRe, see Ha¨rdle et al. (1999).
2The density has been computed from the S = 1000 bootstrapped Wald statistics obtained at some
step n of the simulation using the package denest of the statistics software XploRe.
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T=100 (r)
(a) pi31,1 = .5
T=100 (s)
(b) pi31,1 = 0
Figure B.1: Density Estimation (T = 100).
Density of W
EGC
(h˜): solid black line.
Density of W(s)EGC(h˜): dotted black line.
Density of the χ2(2)–distribution: dotted red
line.
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T=1000 (r)
(a) pi31,1 = .5
T=1000 (s)
(b) pi31,1 = 0
Figure B.2: Density Estimation (T = 1000).
Density of W
EGC
(h˜): solid black line.
Density of W(s)EGC(h˜): dotted black line.
Density of the χ2(2)–distribution: dotted red
line.
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