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ABSTRACT 
INCORPORATING THE AORTIC VALVE INTO COMPUTATIONAL FLUID DYNAMICS 
MODELS USING PHASE-CONTRAST 
MRI AND VALVE TRACKING 
David C. Wendell 
Marquette University, 2011 
The American Heart Association states about 2% of the general population have a 
bicuspid aortic valve (BAV).  BAVs exist in 80% of patients with aortic coarctation (CoA) and 
likely influences flow patterns that contribute to long-term morbidity post-surgically.  BAV 
patients tend to have larger ascending aortic diameters, increased risk of aneurysm formation, and 
require surgical intervention earlier than patients with a normal aortic valve.  Magnetic resonance 
imaging (MRI) has been used clinically to assess aortic arch morphology and blood flow in these 
patients.  These MRI data have been used in computational fluid dynamics (CFD) studies to 
investigate potential adverse hemodynamics in these patients, yet few studies have attempted to 
characterize the impact of the aortic valve on ascending aortic hemodynamics.   
To address this issue, this research sought to identify the impact of aortic valve 
morphology on hemodynamics in the ascending aorta and determine the location where the 
influence is negligible. Novel tools were developed to implement aortic valve morphology into 
CFD models and compensate for heart motion in MRI flow measurements acquired through the 
aortic valve.  Hemodynamic metrics such as blood flow velocity, time-averaged wall shear stress 
(TAWSS), and turbulent kinetic energy (TKE) induced by the valve were compared to values 
obtained using the current plug inflow approach.  The influence of heart motion on these metrics 
was also investigated, resulting in the underestimation of TAWSS and TKE when heart motion 
was neglected.  CFD simulations of CoA patients exhibiting bicuspid and tricuspid aortic valves 
were performed in models including the aortic sinuses and patient-specific valves.  Results 
indicated the aortic valve impacted hemodynamics primarily in the ascending aorta, with the 
BAV having the greatest influence along the outer right wall of the vessel.  A marked increase in 
TKE is present in aortic valve simulations, particularly in BAV patients.  These findings suggest 
that future CFD studies investigating altered hemodynamics in the ascending aorta should 
accurately replicate aortic valve morphology. Further, aortic valve disease impacts 
hemodynamics in the ascending aorta that may be a predictor of the development or progression 
of ascending aortic dilation and possible aneurysm formation in this region. 
 i 
ACKNOWLEDGMENTS 
David C. Wendell 
This work is dedicated to my family. Annalise and Max.  I would like to extend my 
sincere appreciation to my dissertation committee members.  I appreciate the time and energy of 
my clinical collaborators, Dr. Samyn and Dr. Cava who supported me on my journey.  They 
provided a much needed clinical perspective to the work we were developing and their 
contribution to my education was invaluable.  Allowing me to be a part of the Thursday morning 
cath meetings opened my eyes to a many new opportunities and the knowledge I took away was 
invaluable.  Also at the Children’s Hospital I would like to acknowledge Mary Krolikowki for her 
help with subject recruitment and IRB forms, and allowing me to speak to the med students on 
summer rotation.  I would like to thank Dr. LaDisa for recruiting me into the CVTEC lab and for 
his personal and professional support over the past 3 years.  I appreciate the time spent educating 
me on the correct way to compose a grant application, or the most efficient way to compose a 
manuscript. I appreciate the time Dr. Ropella would set aside at any point in the day just to talk 
things out, even during busy hours, and the financial support of the Biomedical engineering 
department towards the end of my time here. Although we did not interact as frequently towards 
the end of my time here, I appreciate the kindness and generosity Dr. Gilat-Schmidt provided 
when I needed someone to bounce ideas off of.  I’d also like to thank both Dr. Ann Rundel and 
Dr. Leslie Geddes at Purdue University, who introduced me to biomedical engineering and 
cardiovascular research.  The knowledge and training I obtained from them was invaluable.  I 
would also like to recognize Dr. Tom Talavage at Purdue University and Dr. Celil Guklu of GE 
Healthcare.  These were the people that opened my eyes to the possibilities of what MRI had to 
offer when I was still finding my way.  At the Medical College of Wisconsin I would like to 
thank Julie Peay, Tina Kostenko, Dr. Vinai Roopchansingh PhD, and Dr. Li Yiu in the biophysics 
 ii 
department who helped with early MR scans, and protocol development.  Also, I would like to 
thank Christy Stadig and Dr. Wale Sulaiman for use of monitoring and infusion equipment during 
these early scans.    
I would also like to acknowledge Dr. Olson for his support early on in my career at 
Marquette and introducing me to the possibilities of high performance computing and allowing 
me to be a part of the HPC group from the start.  The knowledge I gained while tackling the pario 
cluster will stay with me for some time.  I would like to acknowledge Olga Imas as she was 
instrumental in developing my technical writing skills and Anne Clough, who’s provided some of 
my first insight into mathematical modeling.  I would also like to thank Pat Smith and Brigid 
Lagerman and everyone in the biomedical engineering office.   
Lastly, I would like to acknowledge the support of my family, my mother Linda, 
grandmother Ellinore, and my brother Jon who were always available to lend an ear, and most 
importantly, my wife Annalise, whose support has carried me through.  
 iii 
TABLE OF CONTENTS 
ACKNOWLEDGMENTS ................................................................................................................ i 
LIST OF TABLES ........................................................................................................................ viii 
LIST OF FIGURES ......................................................................................................................... x 
COMMON ABBREVIATIONS & ACRONYMS ....................................................................... xvi 
CHAPTER 1: SPECIFIC AIMS ...................................................................................................... 1 
SPECIFIC AIM #1:… ........................................................................................................ 4 
SPECIFIC AIM #2: ............................................................................................................ 5 
SPECIFIC AIM #3: ............................................................................................................ 5 
CHAPTER 2: BACKGROUND ...................................................................................................... 6 
2.1 Motivation ..................................................................................................................... 7 
2.2 The Aortic Valve .......................................................................................................... 7 
2.3 Bicuspid Aortic Valve................................................................................................... 8 
2.4 Computational studies pertaining to aortic valve tissue .............................................. 10 
2.5 Helical Flow Patterns Induced by the Aortic Valve ................................................... 11 
2.6 Basal heart motion influence on aortic valve blood flow measurements .................... 14 
2.7 Coarctation of the Aorta.............................................................................................. 15 
2.8 Magnetic Resonance Imaging ..................................................................................... 19 
Radio Frequency field B1 ..................................................................................... 20 
Magnetic Resonance Angiography ...................................................................... 20 
Phase-Contrast Magnetic Resonance Imaging .................................................... 22 
Calculation of Phase Shift ................................................................................... 24 
Variability in PC-MRI Measurements ................................................................. 25 
2.9 Computational Fluid Dynamics .................................................................................. 26 
2.10 Altered Hemodynamics Play a Role in Increased Morbidity in CoA Patients ......... 28 
 iv 
2.11 Clinical Significance ................................................................................................. 31 
CHAPTER 3: METHODS COMMON TO ALL AIMS ............................................................... 32 
3.1 Patient Populations ..................................................................................................... 33 
3.2 Magnetic Resonance Imaging ..................................................................................... 34 
Magnetic Resonance Angiography ...................................................................... 34 
Cine LVOT Imaging ............................................................................................. 35 
Aortic Valve PC-MRI ........................................................................................... 36 
PC-MRI at Other Locations ................................................................................. 37 
Blood Pressure Measurements ............................................................................ 37 
3.3 Image Processing ........................................................................................................ 39 
Magnetic Resonance Angiography ...................................................................... 39 
Anatomic Classification ....................................................................................... 39 
Computational Model construction ..................................................................... 40 
2D model construction ......................................................................................... 41 
3D model construction ......................................................................................... 41 
Quantification of Blood Flow Velocity from PC-MRI ......................................... 42 
3.4 Inflow Boundary Conditions ....................................................................................... 43 
Delineation and implementation of aortic valve morphology ............................. 44 
Characterization of Blood Flow in the Thoracic Aorta ....................................... 48 
3.5 Outflow Boundary Conditions .................................................................................... 49 
3.6 Computational Fluid Dynamics Analysis ................................................................... 50 
3.7 Numerical Simulation Steps ....................................................................................... 52 
3.8 Quantification Techniques .......................................................................................... 57 
Visualizing Hemodynamic Results ....................................................................... 57 
Time-averaged Wall Shear Stress and Oscillaory Shear Index ........................... 58 
 v 
Turbulent Kinetic Energy ..................................................................................... 62 
Spatial Mesh Independence ................................................................................. 63 
CHAPTER 4:  QUANTIFY THE INFLUENCE OF AORTIC VALVE MORPHOLOGY  
AND FUNCTION ON HEMODYNAMICS (BLOOD FLOW, BP, AND INDICES  
OF WSS) IN THE ASCENDING, TRANSVERSE, AND DESCENDING  
THORACIC AORTA AND ITS BRANCHES IN PATIENTS WITH A  
NORMAL ARCH AND AORTIC COARCTATION ................................................................... 66 
 
4.1 Introduction ................................................................................................................. 67 
4.2 Methods ...................................................................................................................... 67 
2D model construction ......................................................................................... 67 
Delineating and implementing aortic valve morphology ..................................... 69 
Computational fluid dynamics simulations .......................................................... 70 
Turbulent Kinetic Energy ..................................................................................... 70 
4.3 Results ......................................................................................................................... 71 
Example 1: Normal Aortic Arch and Tricuspid Aortic Valve .............................. 71 
 Blood Flow Velocity……. ...................................................................... 71 
 Wall Shear Stress. ................................................................................... 72 
 TKE…..................................................................................................... 73 
Example 2: Surgically Corrected CoA and BAV ................................................. 76 
 Blood Flow Velocity. .............................................................................. 76 
 Wall Shear Stress. ................................................................................... 76 
 Turbulent Kinetic Energy. ...................................................................... 77 
4.4 Summary ..................................................................................................................... 78 
4.5 Assumptions and Possible Limitations ....................................................................... 84 
Model Construction Comparison ......................................................................... 84 
3D Segmentation Technique ................................................................................ 84 
 ITKSnap .................................................................................................. 84 
 vi 
 VMTK..................................................................................................... 86 
 MATLAB ............................................................................................... 86 
Comparison of TAWSS......................................................................................... 91 
Summary .............................................................................................................. 93 
CHAPTER 5: IMPLEMENTATION OF AORTIC VALVE TRACKING, PC-MRI,  
AND MRA SEQUENCES TO DETERMINE THE LOCATION AND AREA  
DELINEATED BY THE AORTIC VALVE LEAFLETS, QUANTIFY  
BLOOD FLOW VELOCITY THROUGH THIS REGION, AND  
COMPENSATE FOR THE MOTION OF THE AORTIC ROOT ................................................ 95 
 
5.1 Introduction ................................................................................................................. 96 
5.2 Methods ...................................................................................................................... 97 
Quantification of Basal Motion ......................................................................... 100 
CFD Simulation ................................................................................................. 104 
5.3 Results ....................................................................................................................... 104 
Corrected Aortic Valve Flow ............................................................................. 104 
Indices of WSS. .................................................................................................. 107 
Turbulent Kinetic Energy. .................................................................................. 110 
5.4 Summary ................................................................................................................... 112 
5.5 Potential Limitations ................................................................................................. 116 
CHAPTER 6: THE VALVE SEGMENTATION TECHNIQUES IN AIM #1 AND VALVE 
TRACKING TECHNIQUES IN AIM #2WERE USED TO CHARACTERIZE THE 
 HEMODYNAMIC CHANGES RESULTING FROM A BAV AND THE  
ROLE IT MAY PLAY IN ASCAO DILATION…………………………………………….…118 
 
6.1 Introduction ............................................................................................................... 119 
6.2 Methods .................................................................................................................... 120 
Magnetic Resonance Imaging ............................................................................ 120 
Wall shear stress ................................................................................................ 121 
4.2 Results ....................................................................................................................... 121 
Example 1: Surgically repaired CoA exhibiting a TRI vs BAV ......................... 121 
 vii 
   Blood Flow Velocity………………………………………………….121 
   Time-averaged Wall Shear Stress…………………………………….123 
   Turbulent Kinetic Energy……………………………………………..124 
Example 2: Surgically Corrected CoA and BAV with progressively more  
dilated AscAo ..................................................................................................... 126 
 
   MRI Analysis…………………………………………………………126 
   Blood Flow Velocity………………………………………………….126 
   Time-averaged Wall Shear Stress……………………………………..127 
   Turbulent Kinetic Energy……………………………………………..130 
6.3 Summary ................................................................................................................... 131 
CHAPTER 7: APPLICATIONS OF INVESTIGATION FINDINGS, FUTURE  
DIRECTIONS, AND CONCLUSIONS ...................................................................................... 138 
 
7.1 Review of Investigation Findings ............................................................................. 139 
7.2 Applications of Investigation Findings & Future Directions .................................... 142 
Surgical planning ............................................................................................... 142 
Device Design .................................................................................................... 143 
Development or progression of disease ............................................................. 144 
7.3 Conclusions ............................................................................................................... 146 
BIBLIOGRAPHY ........................................................................................................................ 148 
 
 
 viii 
LIST OF TABLES 
Table 2.1: Comparison of fast PC, cine PC, and Doppler ultrasound to determine the 
accuracy of flow measurements using a flow phantom(V. Lee et al., 1997)…………….…...26 
 
Table 3.1: Primary and secondary diagnoses for the patients included in  
specific aim #1…………………………………………………………………………………...33 
Table 3.2: Primary and secondary diagnoses for six patients with CoA and BAV 
included in Aim#2……...………………………………………………………………….….…34 
 
Table 3.3: Primary and secondary diagnoses for four patients with CoA and BAV  
or TRI valve included in Aim #3...…………………………………………………………......34 
 
Table 3.4: Blood pressure measurements obtained prior to MRI session for Aim #1 
patients (systolic/diastolic (mean) pressure expressed in mmHg)……………………………37 
 
Table 3.5 Blood pressure measurements obtained prior to MRI session for Aim #2 
patients (systolic/diastolic (mean), pressure expressed in mmHg)………….………………..38 
 
Table 3.6: Blood pressure measurements obtained prior to MRI session for Aim #3 
patients (systolic/diastolic (mean), pressure expressed in mmHg)……………………….......38 
 
Table 3.7: Reynolds numbers for the Aim #1patient population………………………….....49 
 
Table 3.8: Reynolds numbers for Aim #3 patients at the aortic valve and 
ascending aorta…………………………………………………………………………………..49 
 
Table 3.9: Systolic blood pressure (SBP), diastolic blood pressure (DBP) in mmHg,  
and mean flow (Qm) measured v. simulated for each patient in Aim #1……………………..55 
 
Table 3.10: Systolic blood pressure (SBP), diastolic blood pressure (DBP) in mmHg,  
and mean flow (Qm) measured v. simulated for the patient in Aim #2………………..…….55 
 
Table 3.11: Systolic blood pressure (SBP), diastolic blood pressure (DBP) in mmHg,  
and mean flow (Qm) measured v. simulated for each patient in Aim #3……………………55 
 
Table 3.12: Computational mesh size for each patient in Aim #1…………………….….......56 
 
Table 3.13: Computational mesh size for each patient in Aim #2………………………........56 
 
Table 3.14: Computational mesh size for each patient in Aim #3………………………........56 
 
 ix 
Table 4.1: Mean TKE, KE, and TKE/KE ratio computed at three time points  
during the cardiac cycle (peak systole, mid-deceleration, and mid-diastole) 
in the AscAo, transverse arch, and dAo for each patient and inlet  
velocity profile…………………………………………………………………………………...75 
 
Table 4.2: Percent difference in model area resulting from different users and model 
creation techniques throughout the thoracic aorta and branches……………………………90 
 
Table 4.3: Measured v. simulated systolic and diastolic blood pressure and mean flow 
compared against model construction, all other factors remain constant…………………...92 
 
Table 4.4: TAWSS compared at the exact same geometric locations across  
computational models in the ascending, transverse, descending aorta,  
and at the level of the diaphragm as well as just distal to each  
bifurcation……………………………………………………………………………………….93 
 
Table 5.1: Comparison of mean flow calculated at the aortic valve and ascending 
aorta (flow difference presented in cc/sec and percent flow)…………………………………99 
 
Table 5.2: Comparison of TAWSS and OSI between uncorrected and corrected  
aortic valve waveforms showing elevated TAWSS values with the  
corrected v. uncorrected aortic valve waveform…………………………………………..…109 
 
Table 5.3: Mean TKE, KE, and TKE/KE ratio computed at three time points in  
the cardiac cycle (peak systole, mid-deceleration, and mid-diastole) in the  
AscAo, transverse arch, and dAo as well as percent differences in these  
values between corrected and uncorrected waveforms……………………………………...112 
 
Table 6.1: Mean TKE, KE, and TKE/KE ratio for the TRI and BAV patients…………...126 
 
Table 6.2: TKE, KE, and TKE/KE in CoA patients with BAV and progressively  
more dilated AscAo throughout regions of the thoracic aorta……………………………...131 
 
Table 7.1: Influences on TAWSS of the use of an aortic valve, model creation,  
and basal motion……………………………………………………………………………….140 
  
 x 
LIST OF FIGURES 
Figure 2.1: En face view of a normal TRI and surrounding structures including the atria, 
right ventricle, pulmonary artery, and pulmonary valve (adapted from Yale Atlas of 
Echocardiography)(Lynch & Jaffe, 2006)…………………………………………………………8 
 
Figure 2.2: Parasternal long axis view of the left ventricle showing a bicuspid aortic  
valve (insert).  (Adapted from Yale Atlas of Echocardiography)(Lynch & Jaffe, 2006)………....9 
 
Figure 2.3: BAV types: right-left fusion (left), right-non fusion (center), and left-non 
fusion (right) with smooth leaflets (top) and exhibiting a central ridge (bottom).  
(Adapted from Schaefer et al)(Schaefer et al., 2008)…………………………………………… ..9 
 
Figure 2.4: Schematic drawings delineating flow patterns in the ascending aorta during early 
systole (left, during acceleration, highest axial velocities begin along the underside of the  
arch), mid-to-late systole (center, highest velocity streams migrate outward, secondary  
helical flows develop), and end systole (right, combination of rotational and  
recirculating flows persist after closure of the aortic valve).  Adapted from  
Kilner PJ, Yang GZ, Mohiaddin RH, et al.  Helical and retrograde  
secondary flow patterns in the aortic arch studied by  
three-directional magnetic resonance velocity 
 mapping.  Circulation. Nov 1993; 88  
(5 pt 1): 2235-2247., reprinted with  
permission from Wolters Kluwer  
Health© 
(Kilner, Yang, Mohiaddin, Firmin, & Longmore, 1993)…………………………………………12 
 
Figure 2.5: 4D flow streamlines acquired from PCMRI data showing normal flow patterns in  
the ascending aorta of a patient with TRI and normal arch geometry (left: from the right side  
of the arch, and right: from the left side of the arch), adapted from Figure 1a by Hope MD,  
Hope TA, Meadows AK, et al. Bicuspid aortic valve: four-dimensional MR evaluation  
of ascending aortic systolic flow patterns.  Radiology 2010; 244: 53-61, reprinted  
with permission from the Radiological Society of North America (RSNA
®
) 
(Hope et al., 2010)………………………………………………………………………………..13 
 
Figure 2.6: 4D PC-MRI streamlines acquired in the ascending aorta of a patient diagnosed  
with BAV, but normal arch geometry.  Note the second right-hand helical flow nested  
within the outer helical flow pattern (left), adapted from Figure 4a by Hope MD,  
Hope TA, Meadows AK, et al. Bicuspid aortic valve: four-dimensional MR  
evaluation of ascending aortic systolic flow patterns.  Radiology 2010;  
244: 53-61, reprinted with permission from the Radiological Society  
of North America (RSNA
®
)(Hope et al., 2010)……………………………………….……….....14 
 
Figure 2.7: Maximum intensity projection of native CoA exhibiting extensive collateralization  
of the descending aorta by means of recruiting intercostal arteries to maintain blood flow  
distal to the CoA site……………………………………………………………………………..17 
 
 xi 
Figure 2.8: Depiction of extended end-to-end surgical repair of CoA.  This technique reduces 
chance for redeveloping the coarctation by eliminating the circular ring of sutures  
perpendicular to the flow domain thought to cause this recurrence in traditional  
end-to-end anastomosis.  Adapted from Gargiulo et al 
(Garguilo, Napoleone, Angeli, & Oppido, 2008)………………………………………………...18 
 
Figure 2.9: Mz curve for gray and white mater in the brain (left), showing the largest  
difference used to acquire the T1-weighted image (right)……………………………………...…20 
 
Figure 2.10: PC-MRI pulse sequences showing flow encoding gradients placed on either  
side of the phase-encoding pulse………………………………………………………………....22 
 
Figure 2.11: Effect of bipolar gradients on stationary tissue (Top), and moving tissue  
(Bottom) showing a phase difference when compared to the surrounding tissue after  
the negative lobe of the bipolar gradient, shown at bottom 
(J. Lotz, C. Meier, A. Leppert, & M. Galanski, 2002)………………………………………...….24 
 
Figure 3.1: Cine MRI images acquired through the LVOT show how the aortic annulus  
moves throughout the cardiac cycle, influencing velocity measurements in this region…………35 
 
Figure 3.2: MRI image showing the LVOT, aortic valve, aortic sinuses, and proximal  
ascending aorta.  The orange line represents the imaging plane of the PC-MRI slice…………...36 
 
Figure 3.3: Maximum intensity projections of the patient MRA data from Aim #1 
(A, Top) and Aim #3 (B, Bottom) portion of the study…………………………………………..39 
 
Figure 3.4: Ascending aortic diameter measurement used to determine any ascending  
aortic dilation due to a BAV……………………………………………………………………...40 
 
Figure 3.5: Phase contrast MRI scan consisting of magnitude (left) and phase (right) images  
of the ascending aorta showing ROI segmentation to measure flow within the Segment  
software program…………………………………………………………………………………42 
 
Figure 3.6: Steps in correcting for eddy currents include detection of static tissue (left), 
calculating phase shift in these voxels (left-center), and estimated phase error from these  
shifts (right-center), and the applied correction in phase (right)………………………………….43 
 
Figure 3.7: Example of volumetric flow calculated by integrating the corrected velocity in  
each voxel over the area of a vessel……………………………………………………………....43 
 
Figure 3.8: MRI images acquired at peak systole through the aortic valve for a patient  
with a TRI (left) and BAV (right)………………………………………………………………...44 
 
Figure 3.9: Aortic valve segmentation for a representative TRI (left) and BAV (right)……..….45 
 
Figure 3.10: Resulting segmentations after smoothing and interpolation……………………….46 
 
 xii 
Figure 3.11: Masked inlet mesh face showing accurate replication of aortic valve 
morphology during peak systole. Similar masks are created for each time point  
in the cardiac cycle…………………………………………………………………………….….47 
 
Figure 3.12: Scaled plug velocity profile assigned to the inlet face to conserve mass  
and account for encroachment of valve tissue in the flow domain……………………………….48 
 
Figure 3.13: Outflow boundary conditions prescribed at each outlet of the  
computational model as a 3-element Windkessel model (Rp, C, Rd)……………………………54 
 
Figure 3.14: Representative aortic arch showing locations for quantifying TAWSS and  
OSI both circumferentially about the vessel at discrete locations (gray rings), and  
axially down the length of the vessel (colored lines) (Enlarged representation  
of arch shown at left)……………………………………………………………………………..59 
 
Figure 3.15: Unwrapped aortic arch showing ascending, transverse, and descending aorta  
(Top), along with identified regions of the vessel wall (Bottom).  These unwrapped  
geometries can be queried for TAWSS and OSI at any point along the arch…………………….61 
 
Figure 3.16: Representative arch (left) with approximate locations of TAWSS quantification  
for use in determining mesh independence.  % difference in TAWSS between consecutive  
meshes for Aim #1 (Top) and Aim #3 (Bottom)………………………………………………....64 
 
Figure 4.1: Modeling steps including (A) volume visualization of the vascular region of  
interest, (B) creation of centerline paths, resampling imaging data, and segmenting the  
vessel along these paths, (C) lofting, unioning, and blending the segments to create  
a computational model, and (D) discretizing the model into a finite element mesh…………...…68 
 
Figure 4.2: Maximum intensity projections of the thoracic aorta for Example 1, a normal  
patient with a tricuspid valve (A), and Example 2, a treated CoA patient with a BAV(C),  
the images are shown with their respective CFD models (B, D)………………………………....69 
 
Figure 4.3: MRI acquisitions of tricuspid (top, left) and bicuspid (bottom, left) valve  
morphology at peak systole, mask of inflow face created by segmenting the valve  
lumen (center), and resulting velocity profile assigned to the inflow face using  
the mask (right)…………………………………………………………………………………...70 
 
Figure 4.4: Blood flow velocity streamlines at peak systole for simulations run with plug  
(left column) or valve (right column) inlet conditions.  Results from the normal patient  
in Example 1 are shown along the top row while results from the CoA patient with a  
BAV from Example 2 are shown along the bottom row.  Inserts reveal velocity  
profiles and associated vectors in the ascending aorta downstream of the  
valve leaflets……………………………………………………………………………………...71 
 
Figure 4.5: Comparison of TAWSS between plug and tricuspid aortic valve inlet velocity  
profile for the normal patient in Example 1.  Spatial distributions of TAWSS are shown  
on the vessel (left) and the inserts show the distribution along the anterior wall.   
Longitudinal and circumferential TAWSS was queried at specific locations  
 xiii 
to quantify regions of disparity between inlets…………………………………………………...72 
 
Figure 4.6: TAWSS differences between plug and TRI for the normal patient in Example 1  
(left) and plug and BAV for the CoA patient in Example 2 (right).  Opaque regions reveal  
the locations where the influence of the inflow waveform was greater than established  
levels of inter-observer variability.  Inserts show differences along the AscAo  
anterior wall……………………………………………………………………………………....73 
 
Figure 4.7: Turbulent kinetic energy at peak systole (left column), mid-deceleration  
(center column), and mid-diastole (right column) for the normal patient from  
Example 1 (top row) and the surgically repaired CoA/BAV patient in  
Example 2 (bottom row)………………………………………………………………………….74 
 
Figure 4.8: Comparison of TAWSS between a plug and BAV inlet velocity profile for  
the patient with surgically corrected CoA in Example 2.  Spatial distributions of  
TAWSS are shown on the vessel (left) and inserts show the anterior wall of  
the vessel.  Longitudinal and circumferential TAWSS was queried at  
specific locations to quantify regions of disparity between inlets………………………………..77 
 
Figure 4.9: 3D segmentation technique performed in ITKSnap.  (A) Threshold set to  
isolate the MR bright regions, (B) bubbles placed in the vasculature to be modeled,  
(C) result of snake propagation technique (note the region circled in yellow  
where the segmentation has passed into the pulmonary artery)…………………………………..85 
 
Figure 4.10: Model created from 3D techniques: 3D model created from ITKSnap (left), 
smoothed model from VMTK (center), and centerline created from VMTK (right)…………….86 
 
Figure 4.11: Axial (Left), coronal (Center), and sagittal (right) images of MRA data  
compared to placement of the centerlines from 3D segmentations………………………………88 
 
Figure 4.12: Axial (Left), coronal (Center), and sagittal (Right) images of MRA data  
compared to placement of segments derived from 3D segmentations…………………………...89 
 
Figure 4.13: Computational models created using 2D model building techniques  
from User #1 (A) and User #2 (B), and model created using 3D segmentation  
techniques (C)……………………………………………………………………………………90 
 
Figure 4.14: Comparison of TAWSS using 2D segmentation techniques from  
User #1 (A), User #2 (B), and 3D segmentation techniques (C)………………………………....92 
 
Figure 5.1: Aortic valve flow compared with flow calculations in the ascending aorta  
in patients with CoA and BAV acquired using PC-MRI imaging (pre-correction)…………..…..98 
 
Figure 5.2: Valve tracking at four time points throughout the cardiac cycle.  These points  
were tracked in consecutive images to account for the basal plane motion in aortic  
valve PC-MRI measurements…………………………………………………………………...100 
 
Figure 5.3: A line of intersection is created when two planes intersect.  If these planes  
 xiv 
are at right angles to each other, the normal of plane 1 lies in plane 2 and vice versa.   
The cross product of n1 with the line of intersection results in n2……………………………….101 
 
Figure 5.4: Comparison of PC-MRI imaging slice (white line) with aortic valve  
annulus position (blue line) notice these lines are not necessarily parallel……………………..103 
 
Figure 5.5: (A) Result from Kozerke et al using the slice-tracking sequence developed to 
compensate for aortic root motion and (B) results from patient #4 showing corrected and 
uncorrected aortic valve flow as well as the error calculated using the valve-tracking  
software developed for this study.  Figure 8 from the Kozerke study was  
reproduced with permission from Jon Wiley and Sons©, Kozerke S,  
Scheidegger MB, Pederson EM, Boesiger P. Heart motion  
adapted cine phase-contrast flow measurements through  
the aortic valve. Magn Reson Med. Nov 1999;  
42 (5): 970-978………………………………………………………………………………….105 
 
Figure 5.6: (A) Through-plane velocity of the basal level of the heart using pulse sequences  
in the Kozerke study (average of all normal volunteers expressed as mean ± SD)  
(B) Mean through-plane velocity of all patients in this study using the valve  
tracking software (expressed as mean ± SD).  Figure 5 from the Kozerke  
study was reproduced with permission from Jon Wiley and Sons©,  
Kozerke S, Scheidegger MB, Pederson EM, Boesiger P. Heart  
motion adapted cine phase-contrast flow measurements  
through the aortic valve. Magn Reson Med. 
Nov 1999; 42 (5): 970-978……………………………………………………………………...106 
 
Figure 5.7: Blood flow velocity streamlines at peak systole for the uncorrected (Left) and 
corrected (Right) inlet boundary conditions as viewed from the left side (Top) and  
anterior (Bottom) of the arch.  Respective images show recirculation of blood  
flow surrounding the inflow jet and in the coronary sinuses and elevated  
velocity resulting from thoracic aortic geometry through the transverse  
arch and descending aorta…………………………………………………………………….…107 
 
Figure 5.8: Comparison of TAWSS between the uncorrected and corrected inlet profiles.  
TAWSS is shown on the vessel (Left) and the inserts show the distribution along the  
anterior wall of the vessel.  The aortic arch was unwrapped to visualize TAWSS  
and queried longitudinally and circumferentially at discrete locations to  
quantify regions of largest disparity between inlets…………………………………………..…108 
 
Figure 5.9: TAWSS differences between corrected and uncorrected inflow waveforms.  
Data was thresholded to accentuate regions of the vessel exhibiting >13% difference  
between simulation results.  Inserts show areas of particular interest in the  
ascending aorta………………………………………………………………………………..…109 
 
Figure 5.10: Turbulent kinetic energy at peak systole (Left), mid-deceleration (Center),  
and mid-diastole (Right) for each inflow waveform (uncorrected: left and  
corrected: right).  Comparisons were made between inlet boundary  
conditions at each time point……………………………………………………………………111 
 
 xv 
Figure 6.1: (Top) MIP of each patient for patient-specific valve study with corresponding 
computational models constructed using the 3D segmentation technique (Bottom)……………121 
 
Figure 6.2: Peak systolic blood flow streamlines for TRI patients (Top) and BAV patients 
(Bottom) as viewed from the sagittal plane (Left) and coronal plane focusing on the  
ascending aorta (Right)………………………………………………………………………….122 
 
Figure 6.3: Spatial distributions of TAWSS in the TRI (Top) and BAV (Bottom) patients  
as viewed from the sagittal (Left), anterior (Center), and unwrapped (Right) views.   
TAWSS results extracted longitudinally along the outer wall of the arch showed  
elevated TAWSS along the outer and outer left wall of the AscAo for the  
BAV patient…………………………………………………………………………………..…123 
 
Figure 6.4: Normalized TAWSS quantified in the ascending aorta to highlight regions  
of greatest disparity between the TRI (Top) and BAV (Bottom) patient……………………….124 
 
Figure 6.5: Turbulent kinetic energy at peak systole (Left), mid-deceleration (Center),  
and mid-diastole (Right) for the TRI (left) and BAV (right) patients…………………………..125 
 
Figure 6.6: Blood flow velocity streamlines at peak systole (Left), mid-deceleration (Center),  
and mid-diastole (Right) for the BAV patients with normal AscAo diameter  
(left of group), dilated AscAo (center of group), and AscAo aneurysm  
(right of group) as viewed from the anatomic left side (Top),  
and anterior (Bottom)……………………………………………………………………………127 
 
Figure 6.7: Spatial distribution of TAWSS in the normal (Left), dilated (Center), and  
aneurysmal (Right) AscAo.  Data were extracted longitudinally along the outer wall  
of the aorta to elucidate regions of greatest disparity…………………………………………...128 
 
Figure 6.8: Circumferential quantification of TAWSS through the impact region of the  
aortic valve jet in each arch showing elevated WSS in the dilated patient and  
normalization of WSS in the AscAo aneurysm patient…………………………………………129 
 
Figure 6.9: TKE visualized at peak systole (Left), mid-deceleration (Center), and mid-diastole 
(Right) for the patient with the normal ascending aortic diameter (left in group), dilated  
AscAo (center in group), and aneurysm (right in group)………………………………………..130 
 
Figure 7.1: Ascending aortic velocity profile from PC-MRI (Left), parabolic (Center), and 
patient-specific aortic valves (Right)……………………………………………………………141 
 
  
 xvi 
COMMON ABBREVIATIONS & ACRONYMS 
MRI – Magnetic Resonance Imaging   GRE - gradient recall echo 
MRA – magnetic resonance angiography  PC-MRI – phase-contrast MRI 
BAV – bicuspid aortic valve    TRI – tricuspid aortic valve 
CFD – computational fluid dynamics   BP – blood pressure 
TKE – turbulent kinetic energy    WSS – wall shear stress 
TAWSS – time-averaged wall shear stress  OSI – oscillatory shear index 
CoA – coarctation of the aorta    AscAo – Ascending aorta 
DAo – descending aorta     RSCA – right subclavian artery 
RCCA – right common carotid artery   LCCA – left common carotid artery 
LSCA – left subclavian artery    VENC – velocity encode  
 1 
 
 
 
 
CHAPTER 1: SPECIFIC AIMS  
 2 
 According to the American Heart Association, about 2% of the general population has a 
bicuspid aortic valve (BAV)(Ward, 2000).  For most of these individuals, this condition is present 
at birth, but there are some surgical and many prosthetic treatments that result in a BAV, rather 
than the preferred tricuspid morphology.  The presence of a BAV may lead to endocarditis 
(inflammation of the innermost layer of the heart), aortic stenosis, or valve regurgitation (also 
known as insufficiency)(Ward, 2000). BAV is just one of several valve abnormalities often 
involving the thoracic aorta.  For instance, 50-80% of the patients diagnosed with coarctation of 
the aorta (CoA) also have a BAV(Ward, 2000; Warnes, 2003).  Interestingly, hemodynamic 
parameters including blood pressure (BP), blood flow, wall motion, and wall shear stress (i.e. the 
frictional force exerted on the vessel wall as a result of flowing blood) influence disease in the 
thoracic aorta, and the morphology and function of the aortic valve can drastically impact these 
indices in this region(Bauer, Siniawski, Pasic, Schaumann, & Hetzer, 2006).  For example, most 
of the morbidity observed in patients with CoA (hypertension, aneurysm, stroke, and early onset 
coronary artery disease) can be explained on the basis of abnormal hemodynamics in the aorta 
and its branches(O'Rourke & Cartmill, 1971). 
 Computational fluid dynamics (CFD) is a specialized simulation tool that enables the 
investigation of hemodynamics, and can be used to augment the information obtained by 
clinicians from more traditional diagnostic modalities including echocardiography, computed 
tomography (CT) and magnetic resonance imaging (MRI).  Using CFD, a computational 
representation of a vascular region prone to disease can be built for a particular patient to 
investigate the hemodynamics in this area.  This project focuses on the use of CFD to quantify 
altered hemodynamics in the thoracic aorta and improves on current approaches in this 
area by considering and including aortic valve morphology and function.  The inlet and 
outlet boundary conditions for the patient-specific CFD models are obtained from physiological 
measurements obtained during a clinical MRI session.  In this way, CFD can be used in 
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conjunction with the developments from the current project to simulate blood flow through the 
aorta under physiologic conditions.   
 Data that is currently used to create CFD models comes from magnetic resonance 
angiography (MRA), and the inlet and outlet boundary conditions are determined using phase-
contrast MRI (PC-MRI) and BP measurements.  The inflow PC-MRI measurements that are 
currently imposed in CFD models are often taken downstream from the aortic valve.  Therefore, 
the input into the CFD model ignores the hemodynamic influence of the aortic valve, relies on 
PCMRI imaging parameters to accurately capture the through-plane and in-plane components of 
blood flow velocity, and is assumed to follow the cross-sectional contour of the aorta in the 
upstream measurement region rather than the shape dictated by the aortic valve.  In reality, 
patterns of blood flow surrounding the aortic sinuses are known to play an important role in 
closure of the aortic valve cusps and influence the velocity profile of blood being delivered to the 
ascending aorta(Thubrikar, 1990). 
 Our ultimate goal was to develop patient-specific CFD models that provide an accurate 
physiologic representation of blood flow and pressure for use in quantifying the contribution of 
altered hemodynamics to the morbidity observed in patients with diseases of the thoracic aorta.  
To improve our current techniques, MRI images were obtained in a plane through the aortic valve 
for use with CFD modeling.  When the current suboptimal methods of implementing blood flow 
downstream of the valve are replaced by the data that is obtained from the valve imaging 
sequences and methods presented here, the resulting CFD model will provide a better 
representation of the hemodynamic patterns introduced by the aortic valve.  These methods may 
ultimately be useful in surgical planning to preoperatively quantify the influence of potential 
surgical or catheter-based treatments for a specific patient, provide clinicians with information 
that cannot be obtained by traditional diagnostic modalities, and implement different conditions 
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(virtual exercise or changes in cardiac performance) to determine what effect they would have on 
the hemodynamics of the system. 
This project tested the following hypotheses: 
1. Hemodynamics of the ascending, transverse, and descending thoracic aorta and their 
branches are influenced by the morphology and function of the aortic valve and MRI data 
obtained by specialized imaging sequences and methods performed at the level of the 
valve can be implemented into patient-specific CFD models. 
2. Implementation of these specialized imaging sequences and methods conducted at the 
level of the valve will provide aortic flow waveforms downstream that better replicate 
what is measured via PCMRI and thus, a more accurate patient-specific CFD model for 
use in quantifying hemodynamics throughout the ascending, transverse, and descending 
thoracic aorta and its branches. 
In order to test these hypotheses, we propose the following specific aims: 
SPECIFIC AIM #1:  Develop a method to impose aortic valve morphology into CFD models 
to: 
a. Quantify the influence of aortic valve morphology and function on 
hemodynamics (blood flow, pressure, and wall shear stress) in the ascending, 
transverse, and descending thoracic aorta and its branches in patients with 
surgical repair of aortic coarctation. 
b. Elucidate differences in these indices for CFD models that consider the influence 
of the valve as compared to the current approach where it is neglected. 
 
Approach: Develop novel software to accurately impose bicuspid and tricuspid aortic valve (TRI) 
morphology into CFD models of patients with aortic coarctation.  These inlet 
conditions were compared to the current approach of an assumed profile to 
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determine the region most influenced by the valve, and at what point the inlet no 
longer has an effect. 
 
SPECIFIC AIM #2: Implement valve tracking, PCMRI, and MRA sequences to: 
a. Determine the location and area delineated by the valve leaflets 
b. Quantify the velocity of blood through this area 
c. Compensate for the motion of the aortic root 
 
Approach: Use a cinematic (cine) MRI pulse sequence acquired through the left ventricular 
outflow tract (LVOT) to identify the aortic valve annulus and extract the location 
and motion of the annulus in order to correct for its motion in subsequent 
PCMRI measurements acquired at the level of the aortic valve. 
 
SPECIFIC AIM #3: Apply methods from Aim 1and Aim 2to two groups of CoA patients in 
order to characterize local hemodynamic alterations caused by BAV: 
a. Create computational models of patients with aortic coarctation and bicuspid or 
tricuspid aortic valves including the aortic annulus and aortic sinuses 
b. Impose patient-specific valve morphology to determine regions of hemodynamic 
susceptibility resulting from a bicuspid aortic valve 
 
Approach: Conduct CFD modeling for four patients divided into two groups with aortic 
coarctation using the methods in the previous 2 aims (1 tricuspid, 3 bicuspid).  
Differences between corresponding regions in each group will indicate altered 
hemodynamics that may be indicative of disease progression. 
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CHAPTER 2: BACKGROUND  
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2.1 Motivation 
 The motivation for this work stems from a need to understand how the aortic valve 
influences blood flow patterns in the ascending aorta.  Blood flow measurements may be obtained 
via magnetic resonance imaging at the level of the valve, but the motion of the heart causes errors 
to be introduced into these measurements.  Therefore, this work aims to quantify and compensate 
for these errors and apply an accurate aortic valve inlet condition to computational models being 
used to investigate alterations in blood flow and associated hemodynamics in the thoracic aorta.  
The techniques developed here are rooted in an MRI study by Kozerke et. al. that aimed to 
accurately measure blood flow velocity through the aortic valve by adjusting the imaging plane 
dynamically throughout the scan(Kozerke, Scheidegger, Pedersen, & Boesiger, 1999).  It is our 
intention that the collection of work included here is designed to be helpful in further elucidating 
potential hemodynamic contributions to the increased morbidity seen in patients with aortic valve 
disease. 
2.2 The Aortic Valve 
 The aortic valve is a unidirectional pathway located at the outlet of the left ventricle that 
allows blood to flow from the left ventricle to the ascending aorta during ventricular systole, and 
prohibits reversal of flow during diastole under normal healthy conditions.  The aortic valve 
consists of three semilunar leaflets and corresponding sinuses: the right coronary cusp (in which 
the right coronary artery arises), left coronary cusp (in which the left coronary artery arises), and 
non-coronary cusp (Figure 2.1).   
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Figure 2.1: En face view of a normal TRI and surrounding structures including the atria, right 
ventricle, pulmonary artery, and pulmonary valve (adapted from Yale Atlas of 
Echocardiography)(Lynch & Jaffe, 2006) 
Blood pressure difference between the left ventricle and ascending aorta causes the valve 
to open during systole, and the reversal of flow at the start of diastole causes these valves to close.  
Diseases, both congenital and acquired, affecting the aortic valve drastically alters the flow of 
blood leaving the heart and flowing into the ascending aorta. 
2.3 Bicuspid Aortic Valve 
 One of the most common aortic valve diseases is the BAV.  Early pathology studies 
documented three characteristics of a BAV: inequality of cusp size, the presence of a central 
ridge, called a raphe, usually in the center of the larger of the two cusps, and smooth cusp edges 
even in diseased valves(Ward, 2000).  In some cases two of the valves are fused together 
potentially due to inflammatory-mediated processes (Figure 2.2).   
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Figure 2.2: Parasternal long axis view of the left ventricle showing a bicuspid aortic valve 
(insert).  (Adapted from Yale Atlas of Echocardiography)(Lynch & Jaffe, 2006) 
Three main types of BAV present in the clinic: type I, exhibiting fusion of the right and 
left coronary cusps, type II, exhibiting fusion of the right and non-coronary cusps, and type III, 
exhibiting fusion of the left and non-coronary cusps.  Type I is by far the most common (75-80%) 
(Figure 2.3)(Schaefer et al., 2008). 
 
Figure 2.3: BAV types: right-left fusion (left), right-non fusion (center), and left-non fusion 
(right) with smooth leaflets (top) and exhibiting a central ridge (bottom).  
(Adapted from Schaefer et al)(Schaefer et al., 2008) 
These valves may become severely stenosed and rigid due to fibrosis and heavy 
calcification.  While this does not cause narrowing of the valve opening, the cusps become less 
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flexible, causing the velocity of blood through the valve to increase substantially. Aortic 
regurgitation may result from prolapse of the larger of two unequally sized cusps, in association 
with aortic root dilation, or as a result of endocarditis. Endocarditis develops in 10-30% of BAV 
and 25% of patients diagnosed with endocarditis will develop a BAV.  One study showed this 
was the cause of death in 55% of patients under the age of 30 and was also the cause of severe 
aortic regurgitation in BAV subjects. Because of complications with CoA and endocarditis, 
patients with aortic regurgitation have higher rates of morbidity and surgical interventions at an 
earlier age than those with aortic stenosis(Ward, 2000). 
 BAVs also play a significant role in aortic root dilation and aortic dissection, especially 
in the proximal aorta, often occurring at younger ages(Ward, 2000).  Another vascular condition 
that is affected by aortic valve disease is Marfan Syndrome.  Coincidentally, Marfan Syndrome 
also increases the risk of aortic dissection.  This may be due to cystic medial necrosis in Marfan 
patients making them more prone to aortic dilatation and dissection than normally healthy 
aortas(Larson & Edwards, 1984). 
 These examples demonstrate that there are many cardiovascular abnormalities associated 
with a BAV.  In some conditions, such as endocarditis, it is difficult to determine whether BAV 
developed as a result of the clinically abnormal valve, or if the BAV induced subsequent 
morbidity.  Nevertheless, it can be appreciated that the presence of a BAV adversely alters 
hemodynamics in the proximal aorta and may contribute in dissection or aortic dilation. Thus, the 
influence of altered thoracic hemodynamics induced by the aortic valve warrants further study 
and must be included in CFD models being used for this purpose. 
2.4 Computational studies pertaining to aortic valve tissue 
 Interest is growing within the area of study concerning aortic valve motion and the fluid-
structure interaction between blood being expelled from the left ventricle and the valve cusps.  
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One study by Shadden et. al.(Shadden, Astorino, & Gerbeau, 2010) investigated the efficacy of 
measuring the aortic valve orifice using traditional imaging techniques in comparison with a 
computational technique to simulate the opening of an aortic valve.  This is especially useful in 
aortic stenosis, where the direction of the aortic valve jet influences the progression of diseases in 
the ascending aorta.  Also, the degree of stenosis determines medical treatment, so a more 
accurate assessment of the severity of aortic stenosis would provide a better diagnostic and 
surgical plan. 
 Shadden et al. used idealized 2D and 3D aortic valve models including an inlet length, 
valve, sinuses, and a length of the ascending aorta. Thickness and stiffness parameters were 
applied to the leaflet tissue to govern the movement of the valve.  These simulations were able to 
not only calculate the blood flow through the aortic valve, but also the boundary regions between 
the aortic valve jet and their associated recirculation region.  These are promising results and 
encourage the inclusion of valve tissue properties into patient-specific computational models. 
 Another study by Leuprecht et. al.(Leuprecht, Kozerke, Boesiger, & Perktold, 2003) 
aimed to impose accurate inflow conditions into computational models.  MRI flow measurements 
adapted for heart motion were obtained downstream from the aortic valve, and this profile was 
imposed as the inlet to computational models.  By accurately measuring the flow downstream 
from the valve, its influence is inherently included in these velocity profiles and replicated 
mathematically when imposed at the inlet.   
2.5 Helical Flow Patterns Induced by the Aortic Valve 
 Many studies have been performed to investigate the flow patterns in the thoracic 
aorta(Hope et al., 2010; Hope et al., 2008; Kilner, Yang, Mohiaddin, Firmin, & Longmore, 1993).  
Kilner et al found that right handed helical flows predominate in the upper aortic arch in late 
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systole, and variations in this normal helical flow pattern depends on arch geometry and curvature 
(Figure 2.4).   
 
Figure 2.4: Schematic drawings delineating flow patterns in the ascending aorta during early 
systole (left, during acceleration, highest axial velocities begin along the underside of the arch), 
mid-to-late systole (center, highest velocity streams migrate outward, secondary helical flows 
develop), and end systole (right, combination of rotational and recirculating flows persist after 
closure of the aortic valve).  Adapted from Kilner PJ, Yang GZ, Mohiaddin RH, et al.  Helical 
and retrograde secondary flow patterns in the aortic arch studied by three-directional magnetic 
resonance velocity mapping.  Circulation. Nov 1993; 88 (5 pt 1): 2235-2247., reprinted with 
permission from Wolters Kluwer Health©(Kilner, Yang, Mohiaddin, Firmin, & Longmore, 
1993). 
 
 A recent study by Hope et al(Hope et al., 2010) using time-resolved 3D phase-contrast 
MRI (or 4D flow imaging) identified abnormal secondary blood flow patterns that were not well 
visualized using 2D phase-contrast techniques.  This study showed that patients with normal arch 
types and aortic valves had no relevant secondary flow features during peak systole (Figure 2.5).   
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Figure 2.5: 4D flow streamlines acquired from PCMRI data showing normal flow patterns in the 
ascending aorta of a patient with TRI and normal arch geometry (left: from the right side of the 
arch, and right: from the left side of the arch), adapted from Figure 1a by Hope MD, Hope TA, 
Meadows AK, et al. Bicuspid aortic valve: four-dimensional MR evaluation of ascending aortic 
systolic flow patterns.  Radiology 2010; 244: 53-61, reprinted with permission from the 
Radiological Society of North America (RSNA
®
)(Hope et al., 2010)  
These patients exhibited normal skewing of bulk flow to the right side of the arch, with a slight 
right-had twisting of slow flow along the left side of the arch, becoming more pronounced in late 
systole, similar to the Kilner study.   In patients with a BAV, regardless of the degree of stenosis 
or ascending aortic dilatation, nested right-hand helical flow patterns developed at peak systole 
(Figure 2.6).  
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Figure 2.6: 4D PC-MRI streamlines acquired in the ascending aorta of a patient diagnosed with 
BAV, but normal arch geometry.  Note the second right-hand helical flow nested within the outer 
helical flow pattern (left), adapted from Figure 4a by Hope MD, Hope TA, Meadows AK, et al. 
Bicuspid aortic valve: four-dimensional MR evaluation of ascending aortic systolic flow patterns.  
Radiology 2010; 244: 53-61, reprinted with permission from the Radiological Society of North 
America (RSNA
®
)(Hope et al., 2010) 
 Nested helical flow was defined as >180 degree curvature of the majority of high velocity 
streamlines at peak systole around a slower central helical flow in the ascending aorta.  This flow 
abnormality was absent in all patients with a TRI(Hope et al., 2010). 
2.6 Basal heart motion influence on aortic valve blood flow measurements 
 The study by Kozerke et. al., serving as the basis for most of the work developed here, 
aimed to quantify and account for the motion of the heart when performing flow measurements at 
the level of the aortic valve.  In this study, novel MRI pulse sequences and protocols were 
developed to label the basal plane of the heart and track it through time.  These points were then 
fed back to the PC-MRI sequence, adjusting the imaging plane to account for this motion.  The 
study compared corrected and uncorrected flow in volunteers (n=11) and patients with aortic 
valve regurgitation (AR, n=4) to determine differences in blood flow velocity measurements as 
well as differences in blood volume and regurgitant volumes (in the AR group).  This study found 
the peak velocity of the basal plane to be approximately 8 cm/sec for volunteers and 6 cm/sec for 
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the patient group, which occurred early in diastole for both groups.  The study noted a 7-8% 
increase in blood volume ejected during systole, and a reduction in blood volume of 
approximately 50-60% during diastole when correcting for through-plane motion of the base of 
the heart. 
 The original proposal for this project aimed to replicate these techniques, but due to the 
complexity of the design and the restrictions on implementing this in a clinical environment, the 
alternative approach described below was used in order to obtain all the pertinent data required to 
replicate these measurements using sequences readily available in a clinical setting.  These 
adjusted flow waveforms were then used to prescribe inflow boundary conditions for 
computational models replicating the patients’ aortic valve morphology. 
2.7 Coarctation of the Aorta  
 Many risk factors for morbidity in patients with thoracic aortic diseases such as CoA can 
be attributed to abnormal hemodynamics.  CoA is classified as a discrete narrowing of the 
proximal descending thoracic aorta. CoA most commonly occurs near the insertion site of ductus 
arteriosus, a vessel present during fetal development containing oxygen-sensitive smooth muscle 
cells that cause the vessel to close within minutes to hours of birth(Michelakis et al., 2002).  A 
study by Russel et al, looking at tissue samples from 23 surgically corrected CoA patients showed 
that 22 had ductal tissue surrounding the aorta at the site of the coarctation, suggesting that this 
ductal tissue may be somewhat responsible for the discrete coarctation in this region(Russell, 
Berry, Watterson, Dhasmana, & Wisheart, 1991). 
 CoA is also associated with other cardiovascular abnormalities including ventricular 
septal defects, varying degrees of transverse arch hypoplasia, and hypoplastic left heart syndrome 
(HLHS)(Elgamal et al., 2002; McBride et al., 2009; Wollins, Ferencz, Boughman, & Loffredo, 
2001).  CoA is more common in males than females (2:1), and is associated with patients 
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diagnosed with Turner Syndrome (30%), a disorder affecting the sex chromosomes(Sybert, 
1998). 
 These associated abnormalities, in concert with CoA, cause alterations in blood flow 
distributions in the thoracic aorta and its branches.  This causes a mean BP gradient to develop 
across the CoA as well as a drop in the pulse pressure distal to the CoA.  Clinical presentation for 
CoA includes a mean BP gradient between the upper and lower extremities greater than 20 
mmHg.  Symptoms of CoA are high BP, shortness of breath, exercise fatigue, headaches, leg 
cramps and nosebleeds.  Many of these are a result of the increased systemic pressure to the head 
and upper extremities, and reduced blood flow to the lower extremities.  To combat the reduction 
of blood flow to the descending aorta, it is common for collateral circulation to develop between 
the proximal and distal regions of the CoA(Araoz, Reddy, Tarnoff, Roge, & Higgins, 2003).  
Specifically, the blood flow into the descending aorta is restored via the presence of these 
collateral vessels that originate proximal to the coarctation arising from the left subclavian and 
ultimately connecting to intercostal arteries.  These collateral vessels restore the conduit function, 
maintaining blood flow to the descending aorta, but due to the long tortuous nature of these 
vessels, the cushioning function of the aorta is not restored(Figure 2.7)(Nichols & O'Rourke, 
2005).   
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Figure 2.7: Maximum intensity projection of native CoA exhibiting extensive collateralization of 
the descending aorta by means of recruiting intercostal arteries to maintain blood flow distal to 
the CoA site. 
If extensive collateralization is present, patients may be asymptomatic, or only experience 
exercise fatigue.  In patients with high collateralization, descending aortic flow studies normally 
reveal a delayed onset and decay of systolic flow and a continuation of flow into diastole. 
 CoA causes a drastic reduction in aortic compliance leading to elevated pulse pressure 
and hypertension during rest and exercise(O'Rourke & Cartmill, 1971).  Coronary artery 
perfusion during diastole can also be altered resulting in altered blood flow patterns thought to 
increase risk factors for premature coronary artery disease(Malek, Alper, & Izumo, 1999; Qiu & 
Tarbell, 2000; Stone et al., 2003).  Reduced coronary perfusion and concomitant increased 
afterload on the left ventricle may also explain the high instance of heart failure seen in these 
patients(Marshall, Perry, Keane, & Lock, 2000; Prisant, Mawulawde, Kapoor, & Joe, 2004).   
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 Because of this increased morbidity, many surgical and catheter-based treatments have 
been developed for correction of CoA.  The most common correction is called extended end-to-
end anastomosis, where the coarctation is excised using an incision made along the underside of 
the aortic arch and posterior wall of the descending aorta.  The remaining aortic tissue is then 
sutured together (Figure 2.8)(Garguilo, Napoleone, Angeli, & Oppido, 2008).   
 
Figure 2.8: Depiction of extended end-to-end surgical repair of CoA.  This technique reduces 
chance for redeveloping the coarctation by eliminating the circular ring of sutures perpendicular 
to the flow domain thought to cause this recurrence in traditional end-to-end anastomosis.  
Adapted from Gargiulo et al(Garguilo, Napoleone, Angeli, & Oppido, 2008) 
This suture line, beveled (oblique) relative to the flow of blood, has been shown to reduce the 
recoarctation rate in these patients from 41% to 3.6%(Backer, Mavroudis, Zias, Amin, & Weigel, 
1998; Garguilo, Napoleone, Angeli, & Oppido, 2008; Kappetein, Zwinderman, Bogers, Rohmer, 
& Huysmans, 1994; Wood, Javadpour, Duff, Oslizlok, & Walsh, 2004).  Interestingly, some of 
the increased morbidity seen with CoA such as hypertension and altered left ventricular function 
persist even after a successful CoA repair(Gentles, Sanders, & Colan, 2000; Ou et al., 2004; 
Pacileo et al., 2001). 
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2.8 Magnetic Resonance Imaging 
 Magnetic resonance imaging (MRI) is a non-invasive imaging modality used primarily to 
image soft tissue components in the body.  MRI uses a large electromagnet as well as radio 
frequency (RF) and spatially varying gradient (Gx, Gy, Gz) magnetic fields to alter the signal 
originating from the body.  Generally, atoms with an odd number of protons and/or neutrons 
possess a nuclear spin angular momentum (referred to as “spins”) and are susceptible to the MR 
environment.  These atoms can be thought of as small, spinning charged spheres that give rise to 
a magnetic moment(Nishimura, 1996).  One of these atoms is hydrogen (
1
H), the most abundant 
in the body (as part of H2O) and the most sensitive (produces the largest signals).  The basis of 
MR imaging is the interaction of these spins with the main magnetic field (B0), RF field (B1), and 
linear gradient fields (Gx, Gy, Gz). 
Main Field B0 
 In the absence of an external magnetic field, the spins are randomly oriented and the net 
magnetic moment is zero.  However, in the presence of a large external magnetic field B0, the 
magnetic moments tend to align themselves in the direction of the B0 field, creating a net 
magnetic moment (Mo)(Nishimura, 1996).  These spins also exhibit a resonance at a known 
frequency called the Larmor frequency (ω) (Eq. 2.1). 
0B       
(2.1) 
Where γ is the gyromagnetic ration (for 1H, γ = 42.58 MHz/Tesla), so for a 1.5T MRI system, 1H 
resonates at 63.87 MHz.  In general, the B0 field polarizes the 
1
H spins inducing a net magnetic 
moment in the z-direction of strength Mo.   
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Radio Frequency field B1 
 To obtain an MR signal, an RF pulse (B1) tuned to the resonant frequency of the spins is 
applied in the transverse (or xy) direction to excite the spins out of equilibrium.  This excitation 
tips the magnetization vector from the z-direction into the xy-plane.  Upon removal of the RF 
pulse, the magnetization returns to the z-direction.  The time constant characterizing the return of 
the magnetization vector to the z-direction (Mz) is referred to as T1 relaxation.  The governing 
equation for this relaxation is a function of time (t) after the RF pulse is turned off (Eq. 2.2). 
/ 1(1 )t Tz oM M e
 
     
(2.2) 
The difference in T1 properties of different tissue is what produces the contrast seen in a T1-
weighted image (Figure 2.9).   
 
Figure 2.9: Mz curve for gray and white mater in the brain (left), showing the largest difference 
used to acquire the T1-weighted image (right) 
Magnetic Resonance Angiography 
 The first MRI sequence used in this study is contrast-enhanced magnetic resonance 
angiography (CE-MRA).  CE-MRA relies on an injected contrast agent that shortens the 
relaxation time (T1) of blood.  The contrast agent used in this study is Gadolinium (Gd)(Koenig, 
1991; Spinosa, Kaufmann, & Hartwell, 2002).  Gadolinium is a highly paramagnetic element in 
its ionized form Gd
3+
, and is chelated in a ring-like molecular cage (the variant used in this study 
is gadodiamide or Omniscan (GE Healthcare, Waukesha, WI).  The T1 of blood can be expressed 
as a function of Gd concentration, [Gd] (Eq. 2.3) 
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(2.3) 
Where R1 is the relaxivity of the contrast agent and T1o is the T1 of blood with no contrast agent 
(~1200 ms at 1.5T).  Typical values or R1 are 5 mM
-1
s
-1
 (these decrease as magnetic field 
increases, 5-7% at 3.0T).(Matt A. Bernstein, Huston, Lin, Gibbs, & Felmlee, 2001; Koenig, 1991) 
 The gadolinium is injected intravenously into the anticubital vein as a bolus (over a short 
time, 5-10 sec for a 20 mL injection).  The bolus is followed immediately by a saline flush (10-20 
mL).  This creates a tighter bolus that more sharply peaks with respect to time.  The contrast 
bolus then passes to the right ventricle, lungs, left ventricle and into the systemic circulation. 
 The timing of the acquisition is important so the volume of interest is acquired when the 
Gd concentration is highest.  There are some automatic detection sequences available, but the 
most reliable technique is to use a feature that allows for real-time visualization of the ventricular 
chambers.  This makes it possible to visualize the contrast arriving in the ventricles, instruct the 
patient to hold his or her breath to limit respiratory motion, and begin the 3D acquisition with 
sufficient contrast in the vascular region of interest. 
The main goal of CE-MRA is to acquire a 3D imaging volume when the contrast is at or 
near its peak concentration during the first pass through the arteries of interest before the 
enhancement spreads to veins and surrounding tissue.  Therefore acquisition speed is the main 
drive behind the sequence parameters. 
 CE-MRA uses a spoiled gradient-echo (spoiled GRE) pulse sequence and because 
imaging speed is of utmost importance, a decreased field of view in the phase encode direction, or 
reduced repetition time (TR) is employed.  Other techniques such as parallel imaging or wide 
receiver bandwidths in conjunction with partial-echo acquisition may also be used. 
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Phase-Contrast Magnetic Resonance Imaging 
 Phase-contrast magnetic resonance imaging (PC-MRI) uses the phase shift of moving 
tissue to encode velocity by means of flow-encoding gradients.  Typically a bipolar gradient is 
used to produce a phase shift that is linearly proportional to velocity.  The axis of the bipolar 
gradient determines the direction of flow sensitivity.  In most of the PC-MRI sequences used in 
this study, only through-plane velocity is acquired.  This is accomplished by adding the flow 
encoding gradient lobes to a gradient-echo pulse sequence (Figure 2.10). 
 
Figure 2.10: PC-MRI pulse sequences showing flow encoding gradients placed on either side of 
the phase-encoding pulse 
 PC-MRI sequences typically acquire two complete sets of imaging data with all imaging 
parameters the same except for the first moment of the flow encoding gradient (effectively 
toggling the bipolar gradient).  The phase of the two resulting images is subtracted on a pixel-by-
pixel basis.  This accentuates flow in the desired direction while somewhat suppressing unwanted 
phase variations in the stationary background tissue.   
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 The toggling of the bipolar gradient determines the amount of velocity encoding.  Thus, 
there is an additional parameter to be assigned at acquisition called VENC (Velocity ENCoding) 
(Eq. 2.4) 
1
VENC
m




     
(2.4) 
where γ is the gyromagnetic ratio and Δm1 is the change in the first magnetic moment of the 
bipolar velocity gradient.  VENC is in units of cm/sec and the lower the VENC, the more 
sensitive the sequence to slow flow.  Thus, VENC controls the attack and decay ramps, 
magnitude, and area under the bipolar gradients.  The lower the VENC setting the higher the 
required slew rate in these gradients to induce a ±180° phase shift in the vicinity of the slice 
location. 
 When the positive lobe of the flow-encoding gradient is played, tissue at different 
locations acquires slightly different phase angles.  When the negative lobe of the bipolar gradient 
is played, the acquired phase of the stationary tissue is shifted back by the same amount, resulting 
in ideally zero phase-shift in these pixels.  The blood traveling a certain distance between the time 
of the first and second flow-encoding lobe still has a phase shift associated with it because it is in 
a different location from the time of the first bipolar lobe to the second bipolar lobe (Figure 
2.11)(J. Lotz, C. Meier, A. Leppert, & M. Galanski, 2002). 
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Figure 2.11: Effect of bipolar gradients on stationary tissue (Top), and moving tissue (Bottom) 
showing a phase difference when compared to the surrounding tissue after the negative lobe of 
the bipolar gradient, shown at bottom(J. Lotz, C. Meier, A. Leppert, & M. Galanski, 2002) 
 The phase shifts are measured from -180 degrees to 180 degrees.  This allows the 
sequence to encode both blood flow velocity and direction.  Toggling the bipolar gradient 
introduces flow sensitivity along only the through-plane direction, but encoding velocities in 
multiple directions is possible by applying flow sensitivity gradients along multiple axes(Matt A. 
Bernstein, King, & Zhou, 2004). 
Calculation of Phase Shift 
 The velocity can be calculated from the phase difference (ΔΦ) in each pixel following the 
two interleaved bipolar gradients using equation 2.5. 
1
v
m v
VENC
    
    
(2.5) 
From equation 2.5, as the maximum velocity decreases, the Δm term must increase to maintain a 
maximum phase shift of ±180 degrees.  This reinforces the discussion above showing that to 
encode slower velocities, the flow encoding gradient needs to be stronger since the spins are 
traveling shorter distances and the gradients need a steeper slope to maintain the ±180 degree 
phase shift. 
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 Since VENC determines the area of these flow encoding gradients, it is important to 
determine the optimum VENC not only to eliminate the possibility of aliasing the flow signal, but 
to optimize the dynamic range of the acquired signal.  If the VENC is set too low, the measured 
flow values will wrap around and alias velocity information within a voxel.   
 Quantification of flow requires the consideration of noise.  The noise in the velocity 
image is determined by the VENC and the SNR of the magnitude image (Eq.2.6). 
SNR
VENC
~
     
(2.6) 
Therefore, the higher the VENC, the more noise in the image.  So the better the encoding velocity 
matches the real velocity of the region of interest, the more precise the measurement becomes. 
Equation 2.7 relates how the sequence parameter VENC influences the pulse sequence.  
As the velocity of blood to be encoded increases, the VENC also increases.  This results in a 
smaller Δm and reduced gradient strength needed to encode spins traveling into the imaging slice 
VENC
m




    
(27) 
Then, using a combination of equation 2.5 and 2.7 we see that  
m
v


 
     
(2.8) 
Therefore, the calculation for velocity becomes 
v VENC

 
  
       
(2.9) 
Variability in PC-MRI Measurements 
 There is some inherent variability in the acquisition of PC-MRI data and subsequent 
velocity calculations.  There have been several studies in the past that aimed to assess the 
feasibility and accuracy of flow measurements using PC-MRI in comparison with other flow 
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measurement techniques such as sonography or indwelling flow probe transducers(V. Lee et al., 
1997; Ley et al., 2008).  One such study by Lee et. al. compared fast cine phase-contrast MRI, 
conventional cine phase-contrast MRI, and Doppler sonography using an in vitro phantom.  In 
this study, pulsatile flow was generated in a flow phantom using a positive displacement pump at 
peak flow rates of 10, 20, and 30 mL/sec delivered at 71 strokes per minute.  Varying degrees of 
stenosis were introduced in the tubing throughout the study.  Agreement among the three methods 
was evaluated by measuring peak systolic and minimum diastolic flow over the range of stenoses 
and flow rates.  The total volume flow rate was predicted by knowing the volumes displaced by 
the pump per stroke, assuming the rigid tubing was non-distensible.  Using these assumptions, 
cine PC-MRI provided a more accurate flow rate than fast PC, especially at lower velocities.  
Both fast PC (r = 0.97) and cine PC (r > 0.99) measurements of volume flow rates correlated 
better with predicted values than did the Doppler sonography (r = 0.78).(V. Lee et al., 1997)  
Comparisons of the results of this study are given in Table 2.1. 
Table 2.1: Comparison of fast PC, cine PC, and Doppler ultrasound to determine the 
accuracy of flow measurements using a flow phantom(V. Lee et al., 1997) 
 
2.9 Computational Fluid Dynamics 
 The ability to implement CFD in the realm of cardiovascular applications provides a tool 
to investigate altered hemodynamics resulting from vascular diseases.  Previous CFD studies 
in Vitro Volume Flow Measurements Using Phase-Contrast (PC), CinePC, 
and Doppler Sonography
Peak Rate
(ml/sec) Fast PC Cine PC Sonography Predicted
0 10 103.2 ± 67.4 97.0 ± 21.2 124.5± 9.0 82.2
20 206.4 ± 35.3 167.7 ± 0.9 275.5 ± 16.5 164.3
30 358.2 ± 24.5 256.7 ± 8.0 344.6 ± 69.1 246.5
50 10 95.8 ± 4.0 85.8 ± 1.8 88.3 ± 5.9 82.2
20 174.0 ± 8.0 171.0 ± 8.3 150.3 ± 8.8 164.3
30 301.5 ± 40.5 278.0 ± 42.6 207.2 ± 0.0 246.5
Stenosis (%)
In Vitro Volume Flow Measurements (ml/min)
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were often conducted assuming a constant pressure or velocity profile at the vessel outlets, but 
arterial blood flow is strongly influenced by the distal vasculature in vivo.  The methods that were 
used for the current investigation allow us to link the CFD model to analytical representations of 
the distal vasculature by enforcing either a resistance, three-element Windkessel model, or 
impedance at the outlets of the computational domain(Vignon-Clementel, Figueroa, Jansen, & 
Taylor, 2006).  These outlet boundary conditions are determined from measured BP and the 
distribution of flow to the branch arteries of the aorta.   Computational simulations also 
facilitate the study of blood flow at temporal and spatial resolutions many times finer than any 
imaging modality and can capture transient phenomena.  The hemodynamic analysis includes 
indices such as BP, blood flow velocity, time-averaged wall shear stress (TAWSS), oscillatory 
shear index (OSI), and turbulent kinetic energy (TKE). 
 For plane Couette steady flow in a rigid environment, shear stress imparted on the 
stationary wall is calculated as: 
u
y
 

 
      
(2.10) 
Where τ is wall shear stress, μ is dynamic viscosity, u is the velocity of the fluid near the wall, 
and y is the distance from the wall, thus yu  /  is the near-wall velocity gradient.  Therefore, the 
accuracy of WSS calculations depends on the proximity to the wall that velocity can be 
determined.  This is one advantage CFD modeling has over calculation of WSS using 4D PC-
MRI. The resolution of the CFD model is much higher than PC-MRI; therefore, the WSS 
calculations should be much more accurate.  However, conclusions from CFD simulations must 
be weighed against possible sources of error in the simulation and model creation processes.  For 
example, although the CFD process is able to place mesh elements closer to the vessel wall than 
voxels in the MRI images, mesh independence must be achieved to ensure the location of these 
elements does not influence the WSS calculations in a given region.  Further, this assumes the 
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model is an accurate representation of the vasculature.  This investigation measures inter-observer 
variability and the variability between model construction schemes in an attempt to quantify the 
effect each factor has on WSS indices.  As a comparison, the most recent attempts to use 4D PC-
MRI have acquired velocity within 0.9 mm of the vessel wall.(Barker, Lanning, & Shandas, 
2010; Bekkers & Taylor, 2004) 
 Total stress on the wall σ is the sum of pressure and viscous forces 
)( TuupI       (2.11) 
Where p is pressure, μ is viscosity, and u is the velocity gradient.  For each point on the luminal 
boundary surface (Γw) a normal vector (n) is defined.  The traction vector (t) is defined by 
* st n     
(2.12) 
Subtracting the normal component of the traction vector leaves only the surface traction vector, ts 
( * )*s s st t t n n      
(2.13) 
WSS is calculated by taking the magnitude of this surface vector. 
 
2.10 Altered Hemodynamics Play a Role in Increased Morbidity in CoA Patients 
 WSS has been implicated in the progression of disease in the thoracic aorta(Shaaban & 
Duerinckx, 2000; Wentzel JJ, 2005).  Specifically, alterations in WSS have been shown to 
correlate with regions of aortic dilatation and aneurysm formation(Les et al., 2010; Taylor, 
Hughes, & Zarins, 1998), as well as recoractation(Thury et al., 2007),  in CoA repair(J. F. 
LaDisa, Taylor, & Feinstein, 2010) and restenosis following stent implantation(J. F. LaDisa, Jr. et 
al., 2003).  Two specific components of WSS that are known to influence pathogenesis are 
TAWSS and OSI.  In general, low TAWSS and highly oscillating shear stresses are strongly 
associated with aortic dilatation and aneurysm formation.  A study by Wentzel et al. investigated 
the patterns of TAWSS and OSI in the descending aorta. This study used PC-MRI to assess the 
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in-plane velocity of flowing blood and calculated WSS in quadrants of the descending aorta.  The 
results showed a rotating pattern of low WSS and elevated OSI progressing down the descending 
aorta that correlated to regions prone to wall thickening(Wentzel JJ, 2005). 
 OSI is a measure of the cyclic change in WSS over the cardiac cycle.  Studies by Lee et 
al(A. Lee, Grahm, Cruz, Ratcliffe, & Karlon, 2002) and Liu et al(Liu, Tang, Tieche, & Alkema, 
2003) have shown that vascular smooth muscle and endothelial cells like to experience a 
preferential value for WSS over time.  In highly fluctuating flow, these cells become disorganized 
and are prone to the development or progression of vascular disease(A. Lee, Grahm, Cruz, 
Ratcliffe, & Karlon, 2002).  OSI is defined as 
1
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(2.14) 
where ts is the in-plane component of the surface traction vector.  The range of OSI values is from 
0 to 0.5 where 0 indicates purely one-directional shear stress, and 0.5 indicates temporally 
averaged WSS of zero. 
 Turbulence is a complicated phenomenon to model due to its inherent randomness.  
Turbulent flow can be linked to the Reynolds number of a flowing fluid, a dimensionless value 
that measures the ratio of inertial and viscous forces.  Flows with Reynolds numbers (<2100) are 
considered laminar with viscous forces dominating.  Laminar describes features of the flow 
moving in layers, called laminae, parallel to each other and without mixing.  The fluid in contact 
with the horizontal surface (the vessel wall) is stationary and all other layers slide over each 
other.  Flow resulting in large Reynolds numbers (>4000) is dominated by inertial forces, which 
tend to produce chaotic eddies, vortices, and other flow instabilities and is characterized as 
turbulent.  The region between 2100 and 4000 is referred to as the transition region.  The process 
of laminar flow becoming turbulent is known as boundary layer transition.  Initially, the 
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disturbances beginning in the laminae flowing over the boundary layer progress into instabilities 
within the boundary layer, but many of these disturbances are transient.  As instability progresses, 
some of the unstable disturbances continue to grow exponentially, but the system remains linear.  
Finally, the amplitudes of these disturbances become large enough to introduce non-linear effects.  
These distortions in the boundary layer become unstable leading to three-dimensional high-
frequency disturbances, typically an order of magnitude greater than the initial disturbances.  
Finally, an explosive growth of these high-frequency disturbances causes the breakdown into 
turbulence(Kachanov, 1994). 
Several studies employed turbulence modeling when computing the flow field in CFD 
simulations to directly calculate turbulent flow within a vessel(Giddens, Mabon, & Cassanova, 
1976; Kilner, Yang, Mohiaddin, Firmin, & Longmore, 1993; Stein & Sabbah, 1976; Tan et al., 
2009).  These techniques require large computational resources and require the solution of 
complex turbulence models that were not within the scope of this work.  Therefore, a method of 
assessing the TKE within a model was adapted from Les et al(Les et al., 2010).  Most studies 
involving turbulence are concerned with its influence on the development or progression in 
aneurysms in the ascending and descending thoracic aorta(Tan et al., 2009), or in the abdominal 
aorta(Les et al., 2010).  A study by Stein and Sabbah(Stein & Sabbah, 1976) using indwelling 
flow probes during cardiac catheterization procedures in the 1970’s showed highly disturbed and 
turbulent flow in the ascending aorta of humans with normal cardiac function and consistently 
turbulent flow in individuals with diseases of the aortic valve.  Studies using PC-MRI(Bogren, 
Mohiaddin, Yang, Kilner, & Firmin, 1995; Kilner, Yang, Mohiaddin, Firmin, & Longmore, 1993) 
also show slight turbulence in the aortic arch of healthy individuals, though most of these were 
deemed transient, small, and quickly dissipating.  Therefore, when imposing diseased aortic 
valves into CFD simulations, it seems valid to investigate any TKE that may be present in the 
ascending aorta that could be accentuated, and missed when the valve is neglected.   
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2.11 Clinical Significance 
The collective results presented here may improve our clinical understanding of the 
morbidity observed in diseases of the thoracic aorta that involve the aortic valve. Differences in 
the ascending aorta due to valve morphology may aid in determining which patients should be 
closely followed in longitudinal studies as a result of varying hemodynamic severity in this region 
due to bicuspid or tricuspid valves. The present, or related results, could also suggest an area for 
future study.  Currently, when surgeons are seating the valve in the aortic annulus during valve 
replacement, the predominant guiding principles of valve positioning are to assure that flow in the 
coronary ostia is not impeded and to attempt to place the valve in the annulus with as little tilt as 
possible.  Most prosthetic valves are bi-leaflet and the leaflet apparatus can be rotated in order to 
help assure the former goal is achieved.  This work suggests that another consideration should be 
given when positioning the leaflets.  Studies would have to verify that similar flow patterns are 
seen with prosthetic valves, and, if so, the work could have significant clinical implications. 
 The ability to impose any valve onto the inlet of a computational model opens up the 
feasibility of using different valve repair techniques with patient-specific model.  This would 
allow a clinician to determine how each repair would influence the blood flow entering the 
ascending aorta on a patient-specific basis.  These results could be compared to the patient’s 
current anatomy to determine if the benefits of intervention outweigh the surgical risk of an 
invasive procedure.  Finally, new surgical techniques could be developed in silico and an 
estimation of the impact on ascending aortic flow could be determined a priori. 
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CHAPTER 3: METHODS COMMON TO ALL AIMS 
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3.1 Patient Populations 
MRI studies were performed as part of a clinically ordered imaging session or follow-up 
to surgical or interventional treatment.  Prior to enrollment in the protocol, verbal and written 
information was provided and informed consent obtained from the patients/legal guardians.  The 
experimental protocol was approved by the Children’s Hospital of Wisconsin and Marquette 
University Administrative panels on human subjects in medical research. 
Three main patient populations were used in this study.  The patient group recruited for 
the first aim consisted of two patients; a normal arch and TRI, the other exhibiting the most 
common arch type post CoA correction (i.e. Roman) and a BAV.  Pertinent patient information is 
included in Table 3.1. 
Table 3.1: Primary and secondary diagnoses for the patients included in specific Aim #1 
 
 The patient population recruited for the second aim consisted of six patients diagnosed 
with CoA and a BAV, one of which was then modeled using CFD.  No distinction was made, in 
this case, with regard to surgical repair type, aortic valve disease, age, gender, or secondary 
diagnoses.  The available patient information is shown in Table 3.2. 
Three of the patients from the second aim with progressively more dilated AscAo were 
also used in specific aim #3 along with one patient exhibiting aortic CoA, but with a TRI to 
determine the deleterious effect of a BAV compared to the normal morphology, and potential 
sources of AscAo dilation.  The complete patient population used in specific aim #3 is shown in 
Table 3.3 below. 
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Table 3.2: Primary and secondary diagnoses for six patients with CoA and BAV included in 
Aim #2 
 
 
Table 3.3: Primary and secondary diagnoses for four patients with CoA and BAV or TRI 
valve included in Aim #3 
 
3.2 Magnetic Resonance Imaging 
Magnetic Resonance Angiography 
 MRA was performed using a 1.5 Tesla Siemens Symphony MRI scanner (Siemens 
Healthcare, Erlangen, Germany).  A 3D contrast-enhanced GRE single breath hold sequence was 
acquired using elliptical centric k-space sampling.  The field of view, depending on the patient, 
Patient Population Used in Specific Aim #2
Patient # Age (years) Gender Primary diagnosis Secondary diagnosis
CoA s/p gortex patch BAV, mild 
Aortoplasty stenosis/regurgitation
CoA s/p Dacron patch BAV (Type I, mild aortic 
Aortoplasty, dilated AscAo stenosis, trivial AI)
CoA s/p end-to-end 
repair
CoA s/p Dacron patch 
repair
CoA s/p repair  @10 y/o BAV w/ mild AI 
(type unknown) (~9% Regurgitant Fraction)
Turner's Syndrome, CoA 
s/p subclavian flap repair (1991)
1 20 Male
34 Male BAV, mild AI
50 Female
2 33 Female
3
6 18 Female BAV (Type I, trace AI)
4 29 Female BAV (Type I, no AI)
5
Patient Population Used in Specific Aim #3
Patient # Age (years) Gender Primary diagnosis Secondary diagnosis
CoA s/p end-to-end repair
w/recoarctation distal to the LSCA
CoA s/p gortex patch BAV, mild 
Aortoplasty stenosis/regurgitation
CoA s/p Dacron patch BAV (Type I, mild aortic 
Aortoplasty, dilated AscAo stenosis, trivial AI)
Turner's Syndrome, CoA 
s/p subclavian flap repair
None
BAV (Type I, trace AI)
Male
Male
Female
Female
14
20
33
18
B
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1
1
2
3
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was approximately 23 cm x 35 cm.  Repetition time (TR), echo time (TE), and flip angle were 4.3 
ms, 1.49 ms, and 25 degrees, respectively.  The acquisition matrix was approximately 384 x 192 
using 75% phase sampling to reduce scan time and allow a full acquisition during a single breath 
hold.  The reconstructed matrix was then interpolated to a full 384 x 256 matrix.  This sequence 
was used to visualize the thoracic aorta, aortic sinuses, innominate artery (IA), right common 
carotid artery (RCCA), right subclavian artery (RSCA), left common carotid artery (LCCA), and 
left subclavian artery (LSCA).  These volumetric images were used to construct the CFD solid 
model of the thoracic aorta including the aortic sinuses. 
Cine LVOT Imaging 
 Cinematic (cine) gradient echo FLASH sequences were performed in two planes through 
the LVOT.  These images were used to localize the aortic annulus and track its motion throughout 
the cardiac cycle (Figure 3.1).   
 
Figure 3.1: Cine MRI images acquired through the LVOT show how the aortic annulus moves 
throughout the cardiac cycle, influencing velocity measurements in this region 
These sequences were acquired during a single breath hold when age and ability allowed.  
TR, TE, and flip angle were 69.3 ms, 1.4 ms, and 45 degrees, respectively.  The series was 
retrospectively gated to the cardiac cycle to obtain 25 images resulting in a temporal resolution of 
between 23 and 44 ms depending on heart rate.  The acquisition matrix was chosen to be 168 x 
192 with a 100 % phase sampling.  Other sequence parameters include a slice thickness of 7 mm 
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and field of view of approximately 31 x 35 cm but varied slightly due to patient size.  This 
sequence was used to determine the physical location of the aortic annulus throughout the cardiac 
cycle and calculate the distance the annulus traveled from one frame to the next.  This velocity 
was determined by taking this distance over the temporal time step in the imaging series.   
Aortic Valve PC-MRI  
The quantification of blood flow velocity was performed in a static imaging plane 
through the aortic valve.  The imaging slice was placed in the coronary sinuses, proximal to the 
coronary ostia (Figure 3.2). 
 
Figure 3.2: MRI image showing the LVOT, aortic valve, aortic sinuses, and proximal ascending 
aorta.  The orange line represents the imaging plane of the PC-MRI slice. 
This plane minimizes the change in angulation of the aortic sinuses with respect to the imaging 
plane, ensuring that the plane stays mostly orthogonal to the vessel while still retaining the ability 
to visualize the opening and closing of the aortic valve to be subsequently segmented.  Also, 
studies by Chatzimavroudis et al(Chatzimavroudis et al., 1997) have shown that this region is less 
influenced by flow into the coronary circulation during diastole.   
TR, TE, and flip angle were 46 ms, 3.8 ms, and 30 degrees, respectively, and 
retrospectively gated to the cardiac cycle.    The acquisition matrix was 192 x 256 using 75 % 
phase sampling.  These images were then reconstructed to 256 x 256.  The VENC was set to 200 
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to 250 cm/sec for the aortic valve depending on if the maximum velocity of blood passing 
through the valve. 
PC-MRI at Other Locations 
 PC-MRI scans were also performed orthogonal to the ascending aorta, IA, LCCA, LSCA, 
and in the descending aorta at the level of the diaphragm.    The imaging parameters at each of 
these locations were similar to those obtained through the aortic valve. The resulting flow 
measurements at each of these locations, in conjunction with BP measurements performed at the 
time of the MRI study, were used to assign outlet boundary conditions at each outlet of the 
computational model. 
Blood Pressure Measurements 
 A single supine bilateral upper and lower limb systolic and diastolic BP measurement 
was obtained for each patient using a Dinamap automated BP device.  The systolic, diastolic, and 
mean BP for the patient populations used in all aims is given in Tables 3.4 through 3.6 below. 
Table 3.4: Blood pressure measurements obtained prior to MRI session for Aim #1 patients 
(systolic/diastolic (mean) pressure expressed in mmHg) 
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Table 3.5 Blood pressure measurements obtained prior to MRI session for Aim #2 patients 
(systolic/diastolic (mean), pressure expressed in mmHg) 
 
Table 3.6: Blood pressure measurements obtained prior to MRI session for Aim #3 patients 
(systolic/diastolic (mean), pressure expressed in mmHg) 
 
Differences in upper and lower extremity BP measurements may be caused by the 
differing tissue properties in each region of the body, or the presence of a stenosis(Nichols & 
O'Rourke, 2005).  CFD simulations conducted in the current work do not account for these 
differences in tissue properties and therefore apply a rigid wall assumption.  While the four-
extremity BP measurements were helpful in determining diagnoses, the upper extremity BP was 
used when assigning outlet boundary conditions.   
 
Left Arm Right Arm Left Leg Right Leg
Patient #1 116/63 (80.1) 130/66 (87.3) 140/60 (86.7) 137/67 (90.3)
Patient #2 108/65 (79.3) 112/64 (80) 145/62 (89.7) 138/69 (92)
Patient #3 125/82 (96.3) 136/85 (102) 131/68 (89) 145/75 (98.3)
Patient #4 120/66 (84) 126/58 (80.7) 119/65 (83) 108/55 (72.7)
Patient #5 133/87 (102.3) 139/79 (99) 176/78 (110.7) 172/75 (107.3)
Patient #6 96/67 (76.7) 117/74 (88.3) 106/52 (70) 105/57 (73)
Valve Tracking Study
Left Arm Right Arm Left Leg Right Leg
Patient #1 117/57 (77) 155/67 (96.3) 119/63 (81.6) 123/67 (85.7)
Patient #1 116/63 (80.7) 130/66 (87.3) 140/60 (86.7) 137/67 (90.3)
Patient #2 108/65 (79.3) 112/64 (80) 145/62 (89.7) 138/69 (92)
Patient #3 96/67 (76.7) 117/74 (88.3) 106/52 (70) 105/57 (73)
Patient-specific valve study
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3.3 Image Processing 
Magnetic Resonance Angiography 
Anatomic Classification 
 The MRA data was first visualized in EFilm (Merge Healthcare, Milwaukee, WI) and 
Segment (http://heiberg.segment.se) and a maximum intensity projection (MIP) was created for 
each subject (Figure 3.3).   
 
A 
 
B 
Figure 3.3: Maximum intensity projections of the patient MRA data from Aim #1 (A, Top) and 
Aim #3 (B, Bottom) portion of the study. 
The width of the ascending aorta was calculated for each patient exhibiting a BAV or 
TRI aortic valve.  This measurement was taken at the widest portion of the ascending aorta at the 
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level or the pulmonary artery (Figure 3.4).  These values were used to determine any dilatation in 
the BAV group. 
 
Figure 3.4: Ascending aortic diameter measurement used to determine any ascending aortic 
dilation due to a BAV 
Computational Model construction 
 Three-dimensional, patient specific geometric models were constructed from the MRA 
data using both 2-dimensional and 3-dimensional techniques.  The 2D construction was used for 
models excluding the aortic sinuses, and the 3D construction was used for models that included 
the aortic sinuses.  Also, one model created using the 2D technique neglecting the sinuses was 
also constructed using the 3D technique to determine any differences in metrics of disease as a 
result of model construction. 
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2D model construction 
 CFD models began at the level of the sinotubular junction and included the ascending, 
transverse, and descending aorta to the level of the diaphragm, near the renal bifurcation, the IA, 
RCCA, RSCA, LCCA, and LSCA.  Details of this process are given in specific aim #1.  Briefly, 
this process involves finding the centerline path of each artery, performing segmentations to 
delineate the arterial wall, connecting these segments to form a representative model, and 
discretizing the model using a commercially available automatic mesh generation program 
(MeshSim, Simmetrix, Clifton Park, NY). 
 This technique works very well for vascular regions that are isolated from other MR-
bright structures (pulmonary arteries, right and left atria, etc.).  The segmentation technique 
becomes more difficult when the vascular region to be segmented is within the heart (i.e. aortic 
sinuses and annulus).  Further, the segmentation technique is highly dependent on the placement 
of the centerline path which can introduce errors in the model building process.  To address this 
issue, a hybrid 3D segmentation technique was investigated using a combination of software 
packages.  This allowed for more accurate delineation of the aortic root and sinuses for use in the 
patient-specific valve study. 
3D model construction 
 Due to the complexity of the 3D segmentation technique and the compatibility issues 
between software environments, multiple software packages were used to proceed from medical 
imaging data to a final solid model and finite element mesh.  These software packages included 
ITKSnap (University of Pennsylvania), VMTK (sourceforge.net), Paraview (Kitware, Inc. Clifton 
Park, NY), Matlab (Mathworks, Natick, MA), and Simvascular.  The details of this procedure are 
given in specific aim #1.  Briefly, the process involves first performing a 3D segmentation of the 
vessels of interest, extracting a centerline from this model, using an automated method to extract 
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slices at locations along the centerline, lofting these segments into representative model, and 
discretizing the model into a finite element mesh. 
Quantification of Blood Flow Velocity from PC-MRI 
 Flow quantification from PC-MRI was performed using the Matlab-based program 
Segment (http://segment.heiberg.se)(Heiberg, Markenroth, & Arheden, 2007).  This procedure 
involved loading both the magnitude and phase images from a given PC-MRI slice 
simultaneously.  Then, using the magnitude images, the vessel lumen to be used for flow 
calculation was segmented, smoothed, and tracked through time (Figure 3.5). 
 
Figure 3.5: Phase contrast MRI scan consisting of magnitude (left) and phase (right) images of 
the ascending aorta showing ROI segmentation to measure flow within the Segment software 
program 
Segment refinements were performed to accurately delineate the vessel lumen and eddy 
currents resulting from phase accumulation in pixels representing stationary tissue were 
corrected.   Stationary tissue acquires a phase shift because of inhomogeneities in the B0 field and 
as a result of the gradients used in image acquisition. Since blood flow measurements are 
computed using the phase information, these phase shifts need to be corrected for prior to flow 
quantification.  This was done using a second order polynomial fit which located stationary tissue 
in the image by calculating the percentage of pixels with the lowest standard deviation of phase 
shift and correcting for this phase shift (Figure 3.6)(M. A. Bernstein et al., 1998). 
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Figure 3.6: Steps in correcting for eddy currents include detection of static tissue (left), 
calculating phase shift in these voxels (left-center), estimated phase error from these shifts (right-
center), and the applied correction in phase (right) 
The velocity of each pixel within the region of interest was calculated using the corrected 
phase shift and the VENC prescribed in the scan.  The volumetric flow measurement is then 
calculated by integrating these velocity values over the area of the vessel for each temporal image 
(Figure 3.7). 
 
Figure 3.7: Example of volumetric flow calculated by integrating the corrected velocity in each 
voxel over the area of a vessel 
3.4 Inflow Boundary Conditions 
 Inflow boundary conditions were obtained directly from the PC-MRI methods above.  
Previously, the inlet to the CFD model was assumed to be circular to match the contour of the 
aorta defined by the MRA data in this region.  With these methods inflow PC-MRI waveforms 
were mapped to the inlet face of the computational models using temporally-varying plug 
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velocity profiles for simulations neglecting the aortic valve.  The temporally-varying velocity 
profiles for simulations including the aortic valve discussed here assumed a plug profile as well, 
but the area of this plug profile was limited by time-varying changes in the area delineated by the 
valve.  The assumption of a plug velocity profiles is supported by studies performed by Bellhouse 
et al. who showed that velocity originating at the aortic valve exhibited a constant profile across 
the aortic inlet(Bellhouse, 1972).  This study used hot flow anemometers to measure flow at three 
points spanning the valve from the center of the orifice to near the vessel wall. 
Delineation and implementation of aortic valve morphology 
 Time-resolved images through the plane of the aortic valve were used to create patient-
specific representations of the valve lumen.  Cine gradient echo FLASH or PC-MRI magnitude 
images were used to segment the valve lumen of each patient in this study.  In Aim #1, patients 
with normally functioning valves were chosen that exhibited no partial fusion of the functioning 
leaflets, aortic stenosis, or insufficiency (Figure 3.8).    
 
Figure 3.8: MRI images acquired at peak systole through the aortic valve for a patient with a TRI 
(left) and BAV (right) 
 Valve imaging series were segmented using a custom-designed Matlab program.  The 
MRI images were scaled to a resolution of 386x512 and stored as jpegs using ImageJ.  These 
scaled images were then loaded into Matlab, and the user was instructed to segment the aortic 
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valve sinuses (‘sinuses’) and the opening defined by the valve leaflets (‘lumen’) for each image in 
the cardiac cycle using a Matlab tool called roipoly.  This tool allows users to segment an image 
by selecting points around the circumference of the valve.  This also allows users to add and 
remove points and adjust the location of points to ensure an accurate representation of the valve 
lumen.  When the user is satisfied with the segmentation, a double-click inside the segment stored 
the segment based on the x,y location of the pixels of the image. 
 Unfortunately, the pixel resolution of the MRI data is relatively low and the roipoly 
feature is limited by the pixel resolution of the image resulting in segments that appear very 
coarse (Figure 3.9).   
 
Figure 3.9: Aortic valve segmentation for a representative TRI (left) and BAV (right) 
 
To create a more smooth and representative segment, a second Matlab script was run in which the 
coordinates were translated from rectangular, or Cartesian (x,y) coordinates into polar coordinates 
(r,θ).  These circumferential coordinates were then interpolated to obtain values at 1-degree 
increments.  These new segmentation points (in polar coordinates) were then translated back to 
Cartesian (x,y) coordinates. These new Cartesian coordinates are no longer limited by the pixel 
resolution of the image and, in turn, represent more accurate depictions of the aortic valve (Figure 
3.10). 
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Figure 3.10: Resulting segmentations after smoothing and interpolation 
 The valve lumen was then scaled by its maximum radius, creating a valve template that is 
scalable to any inlet face.  This is necessary because the inflow face of the model may not 
necessarily be at the exact same location or the exact same shape as the PC-MRI slice used to 
segment the valve.  Further, it may not be true in all cases that the shape of the inlet face of the 
model exactly matches the segments created for the aortic sinuses.  Therefore, the aortic sinus 
segments are used primarily to determine any shift of the valve lumen from the center of the 
vessel, which may be the case in some diseased vessels. 
 A supplemental script loads the meshed inlet face .vtk file and breaks it into the vertices 
(x,y,z coordinates of the mesh points), connectivity (how these x,y,z points are connected 
together), and calculates the centerpoint of the first isotropic mesh.  This is necessary because, as 
the inflow face is adapted, the anisotropic mesh may not be evenly distributed over the entire inlet 
face.   
A third and final Matlab script then loads the meshed inlet face of the model.  This script 
takes in the inflow boundary condition file created in Simvascular, the number of time points in 
this file, and the area of the inlet face.  The boundary condition file contains the coordinates of 
each mesh point on the inlet surface, and the velocity of each point for each time point throughout 
the cardiac cycle.  The 25 segmentations are then linearly interpolated to create segmentations for 
each time point included in the boundary condition file.  This creates an opening and closing 
aortic valve that smoothly transitions over the course of the cardiac cycle. Once this is complete, 
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the meshed inflow face is put through a series of shifts and rotations to ensure that the leaflets 
were in their correct anatomic position.  At this point, the angle and distance from the center of 
the inlet face, to each node in the mesh was calculated.  These angle and distance values of each 
mesh point are compared to the segment angle and distance for each temporal segmentation and 
assigned a 1 or a 0 depending on whether the node lies inside or outside the valve opening.  This 
essentially creates a binary mask for each time point in the cardiac cycle (Figure 3.11).   
 
Figure 3.11: Masked inlet mesh face showing accurate replication of aortic valve morphology 
during peak systole. Similar masks are created for each time point in the cardiac cycle. 
Finally, the velocities for the nodes from the finite element mesh on the inflow face that lie on the 
interior of the valve opening were scaled by the reduction in area caused by the valve tissue 
encroaching on the flow domain.  This scaling is performed to satisfy conservation of mass 
(Figure 3.12). 
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Figure 3.12: Scaled plug velocity profile assigned to the inlet face to conserve mass and account 
for encroachment of valve tissue in the flow domain 
Characterization of Blood Flow in the Thoracic Aorta 
 Mean and peak Reynolds number were calculated for each patient using Eq. 3.1and 3.2 to 
verify the laminar flow assumption holds for these simulations. 
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Where Q is mean flow, D is the diameter of the vessel of interest, μ is the dynamic viscosity of 
blood, and ρ is blood density.  The viscosity and density were assumed constant and 4cP and 1.06 
g/cm
3
, respectively.  The time-varying inflow waveform measured from PC-MRI data in the 
ascending aorta and at the level of the valve were used to calculate mean, peak, and range of 
Reynolds number for each patient (Table 3.7 and 3.8). 
 49 
Table 3.7: Reynolds numbers for the Aim #1patient population 
 
 
Table 3.8: Reynolds numbers for Aim #3 patients at the aortic valve and ascending aorta 
 
The mean Reynolds numbers in the ascending aorta and at the level of the valve were 
within the laminar range (<2100) with the highest mean Reynolds numbers seen at the level of 
the valve.  To account for varying degrees of stenoses in the aortic valve, the area of the valve at 
peak systole was used calculate Reynolds number for the valve. Reynolds numbers at peak 
systole were approximately 3-5 times higher than the mean.  
3.5 Outflow Boundary Conditions 
 Flow waveforms from the innominate, carotid, and subclavian arteries, and descending 
aorta were used, in conjunction with measured BP data, to prescribe outflow boundary conditions.  
Averaged right and left brachial systolic and diastolic BP measurements were assumed to equal 
the systolic and diastolic BP at all outlets of the computational model.  To replicate the 
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physiologic influence of the vessels distal to the CFD outlets, a three-element Windkessel 
representation was imposed at each outlet using a coupled multidomain method(Vignon-
Clementel, Figueroa, Jansen, & Taylor, 2006).  This method provides a good estimate of the 
downstream arterial tree(Westerhof, Stergiopulos, & Noble, 2005) and can be described by three 
main parameters with physiologic meaning: Rp, C, and Rd. Rp is the characteristic impedance 
representing the resistance, compliance, and inertance of the proximal artery of interest.  C is the 
capacitance of all arteries beyond a model outlet.  Rd describes the total distal resistance beyond a 
given outlet.  The total resistance and capacitance (TAC) of the system was determined by 
solving for the pressure measurements as a function of the inlet flow waveform assuming a Rp:Rt 
ratio of 6%(Laskey, Parker, Ferrari, Kussmaul, & Noordergraaf, 1990).  The capacitance (C) was 
calculated by distributing the TAC among outlets according to their blood flow 
distributions(Stergiopulos, Young, & Rogge, 1992).  The mean pressure for each outlet was 
calculated using a variation on the BP equation and mean flows were calculated from the PC-
MRI waveform acquired at each outlet.  The terminal resistance (Rt) for each model outlet was 
calculated as mean BP divided by mean flow.  Finally, Rp:Rd ratios for each outlet were adjusted 
between 6-10% using the pulse pressure method(O'Rourke & Safar, 2005; Stergiopulos, Segers, 
& Westerhof, 1999), thereby replicating measured BP values. 
3.6 Computational Fluid Dynamics Analysis 
 Simulations were performed using a novel finite element method to solve the 
conservation of mass (continuity) and balance of fluid momentum (Navier-Stokes) equations.  
The conservation of mass equation is generalized in equation 3.3 
(rate of mass accumulation) = (rate of mass in) - (rate of mass out)  (3.3) 
And can be expressed mathematically as 
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where ρ is the density of the fluid, and ux, uy, and uz are the x, y, and z components of the velocity 
vector u. 
 The Navier-Stokes equations are the governing differential equations for the motion of 
incompressible fluids and are developed from conservation of mass and linear momentum.  These 
equations were used to represent blood flow in the fluid domain, with boundaries at the model 
inlet (Γi), model outlets (Γo), and vessel wall (Γw).  The variables of interest in this solution are 
the three-dimensional components of velocity (ux, uy, uz), and pressure (p).  The equations are 
expressed as non-linear partial differential equations given as 
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(3.7) 
where g is the acceleration due to gravity in the x, y, and z directions. 
 A rigid wall assumption was applied to the vessel walls due to restrictions on tissue 
properties assigned to the vessel. Since the vascular thickness and elastic properties change 
throughout the thoracic aorta and its branches, a single vascular thickness and modulus of 
elasticity assigned to the entire vessel would introduce additional uncertainty as to the validity of 
the simulation results. 
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 Other assumptions in the computational domain included a constant value for the density 
of blood as 1.06 g/cm
3
, and a Newtonian fluid assumption with a common viscosity of 4 cP for all 
patients.  The assumption of a Newtonian fluid is valid considering the shear rates in the thoracic 
aorta and branches, and since rheological data were not available. 
3.7 Numerical Simulation Steps 
 The following methods describe the simulation steps for a single patient.  This procedure 
was repeated for all patients in this study.  First, the model was discretized into an initial isotropic 
finite element mesh with a maximum edge size of 1.2 mm producing a roughly 600,000 element 
computational mesh.  Next, steady simulations with mean blood flow inlet boundary condition 
and pure resistance outlet boundary conditions (described above) were performed on the isotropic 
mesh.  Mean pressure and flow results for each outlet were compared to those derived from 
clinical procedures and any adjustments made to ensure the simulation accurately matched the 
physiological data (mean pressure difference < 1mmHg, mean flow difference < 5%). 
 Once the mean pressure and flow have been adequately replicated, the results of the 
steady simulation were used to adapt the mesh(Muller et al., 2005).  This process involves 
computing the Hessian matrix, which is a square matrix of second-order partial differential 
equations pertaining to the velocity component of the Navier-Stokes equation used in the 
simulation for each element in the mesh.  The mesh metric field used to adapt the mesh is 
constructed by calculating a scaled eigenspace of the Hessian matrix.  The elements with a high 
eigenvalue in a particular direction indicate the element edge in the vicinity of the node should be 
smaller.  The length of these element edges are restricted by the minimum and maximum edge 
size prescribed by the user using MeshSim.  This method is then used in the adaption process to 
create an anisotropic mesh that deposits more mesh elements in the direction of larger 
eigenvalues, and remove mesh elements in the direction of smaller eigenvalues.  These regions of 
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larger eigenvalues generally relate to areas exhibiting complex flow patterns, vessel bifurcations, 
or vessel tortuosity.  This intermediate anisotropic mesh consisted of roughly 1,000,000 elements. 
 A mean simulation was then performed on this new mesh to ensure adequate replication 
of pressure and flow and to initialize the flow domain in preparation for a pulsatile simulation. A 
pulsatile simulation was then performed for a minimum five cardiac cycles using the pulsatile 
inflow boundary condition derived from the inflow PC-MRI measurement.  The number of time 
steps per cardiac cycle for the pulsatile simulations were selected such that they satisfy a Courant-
Friedrichs-Lewy (CFL) condition < 1.  This is necessary to ensure convergence of the solution 
using the differential equations stated above and to increase the likelihood that results are 
independent of the number of time steps that were implemented with the simulation. 
For the subsequent pulsatile simulations, a three-element Windkessel model was applied 
to each outlet of the computational model consisting of a proximal resistance (Rp), distal 
resistance (Rd), and capacitance (C) as described above (Figure 3.13).   
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Figure 3.13: Outflow boundary conditions prescribed at each outlet of the computational model 
as a 3-element Windkessel model (Rp, C, and Rd) 
The results of these simulations were tested for temporal stability, or periodicity, by 
comparing the maximum difference in pressure values from one cycle to the next.  Consistent 
with prior studies, maximum pressure differences < 1mmHg were deemed stable.  Additional 
cardiac cycles were run to obtain a maximum pressure difference < 1mmHg if necessary.  
Stabilized pressure and flow waveforms for each outlet were compared with those obtained from 
physiologic measurements.  Mean pulsatile flow within 5% of the target value were deemed 
acceptable, and the Rp/Rd ratio was adjusted between 2% and 10% to obtain a pulse pressure 
within 5 mmHg of those obtained from physiologic BP measurements.  Comparisons of measured 
and simulated pressures and flows are tabulated in Table 3.9 through Table 3.11 below. 
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Table 3.9: Systolic blood pressure (SBP), diastolic blood pressure (DBP) in mmHg, and 
mean flow (Qm) measured v. simulated for each patient in Aim #1 
 
 
Table 3.10: Systolic blood pressure (SBP), diastolic blood pressure (DBP) in mmHg, and 
mean flow (Qm) measured v. simulated for the patient in Aim #2 
 
 
Table 3.11: Systolic blood pressure (SBP), diastolic blood pressure (DBP) in mmHg, and 
mean flow (Qm) measured v. simulated for each patient in Aim #3 
 
 Once the pressure and flow results satisfied these criteria, the results of the simulation 
and the accumulated error were again used to adapt the isotropic mesh to better refine regions of 
complex flow.  This procedure of mean simulation, pulsatile simulation, adapt continued, 
increasing the size of the mesh by approximately 750,000 elements until mesh independence 
criteria was met (see below) or 3,000,000 elements were obtained.  A tabulation of the mesh sizes 
for each patient in this study is included in Table 3.12 through Table 3.14. 
SBP - meas SBP - sim DBP - meas DBP - sim Qm - meas Qm - sim
(mmHg) (mmHg) (mmHg) (mmHg) (cc/sec) (cc/sec)
Patient #1 110 107 64 64 64.6 66.8
Patient
Valve Tracking Study
SBP - meas SBP - sim DBP - meas DBP - sim Qm - meas Qm - sim
(mmHg) (mmHg) (mmHg) (mmHg) (cc/sec) (cc/sec)
Patient #2 136 133 62 61 162.01 161.02
Patinet #1 123 114 64 64 118.26 120.4
Patient #2 110 104 64 62 64.63 66.43
Patient #3 106 102 70 69 85.43 85.8
Patient-specific aortic valve study
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Table 3.12: Computational mesh size for each patient in Aim #1 
 
 
Table 3.13: Computational mesh size for each patient in Aim #2 
 
 
Table 3.14: Computational mesh size for each patient in Aim #3 
 
 
 The final simulations were run for an additional four cardiac cycles once stabilization had 
occurred.  Only 50 time points were written out per cycle in consideration of the storage space 
required for simulation results. The first four cardiac cycles were ignored due to aperiodicity of 
the pressure and flow waves, and the final five cardiac cycles were used to compute WSS, 
TAWSS, TKE, BP, and blood flow velocity. 
mesh #1 mesh #2 mesh #3 mesh #4 mesh #5
Uncorrected 505,140 931,559 1,628,777 2,299,798 3,185,659
Corrected 505,140 882,417 1,491,248 2,440,345 3,010,276
Mesh Density Valve Tracking Study
mesh #1 mesh #2 mesh #3 mesh #4 mesh #5
Patient #1 698,362 748,812 1,761,521 2,254,318 2,944,835
Patient #4 538,355 997,068 1,822,656 2,527,302 2,930,868
Patient #5 802,763 1,241,842 2,014,621 2,366,337 3,184,599
Patient #6 505,140 663,281 1,489,473 2,586,730 3,211,900
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 For all simulations, outlet velocity profiles were constrained to a parabolic profile using 
an augmented Lagrangian method developed by Kim et al.(Kim, Figueroa, Hughes, Jansen, & 
Taylor, 2009)  These constraints were used to prevent the numerical solutions from diverging, a 
common problem in numerical analysis when an outlet experiences reversal of flow or complex 
flow patterns at the outlet of the model.  This technique does not change the volume of flow 
leaving the model, only the shape of the profile at the outlet.  These constraints have been shown 
to have a minimal influence on flow, pressure, WSS or OSI measurements at the abdominal 
aorta(Kim, Figueroa, Hughes, Jansen, & Taylor, 2009). 
3.8 Quantification Techniques 
 One issue inherent in any 3D modeling experiment is how to effectively present 3-
dimensional data in a way that can capture the immense amount of information generated in a 
meaningful way without sacrificing important findings or overwhelming the reader with overly 
complex analyses that do not successfully communicate the data being presented.  To this end, a 
number of quantification techniques are employed here to provide a clear, concise, and thorough 
representation of the large amounts of data produced from these computational simulations.  This 
starts with first visualizing the hemodynamic results, macro-scale quantification, micro-scale 
quantification, and successfully displaying a full 3D vessel in a 2D format that is easy to 
understand. 
Visualizing Hemodynamic Results 
 Blood flow velocity, pressure, and indices of WSS were visualized using Paraview 
software.   
Blood flow velocity 
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 Blood flow velocity was visualized at up to three time points throughout the cardiac 
cycle:  peak systole, mid deceleration, and mid diastole.  Cross sectional views of each vessel and 
inlet flow profile were created in the ascending aorta, transverse arch, and descending aorta at the 
levels of the PC-MRI acquisition for each model (where applicable).   
Time-averaged Wall Shear Stress and Oscillatory Shear Index 
TAWSS and OSI were calculated as previously described(Tang et al., 2006) and 
quantified in 3mm circumferential bands in the ascending aorta, transverse arch, ductal region, 
mid-descending thoracic aorta, and in the aorta at the level of the diaphragm, as well as distal to 
the origin of each branch vessel.  TAWSS and OSI values in the descending thoracic aorta at the 
level of the diaphragm were considered to determine the threshold preferential values for 
quantifying areas of potentially low TAWSS or high OSI.  This region was selected as it is least 
likely to be impacted by diseases of the thoracic aorta. 
Indices of WSS were additionally quantified circumferentially at axial increments 
corresponding to diameter multiples of the descending thoracic aorta outlet (Figure 3.14).   
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Figure 3.14: Representative aortic arch showing locations for quantifying TAWSS and OSI both 
circumferentially about the vessel at discrete locations (gray rings), and axially down the length 
of the vessel (colored lines) (Enlarged representation of arch shown at left) 
A series of Matlab scripts were used to generate circumferential and axial measurements 
of TAWSS at specified axial increments along the vessels of interest.  The first of these scripts 
loads the .vtk file corresponding to either TAWSS or OSI, and divides the VTK file into three 
stored variables, vertices (or x,y,z coordinates of the mesh nodes) connectivity (or the list of how 
these nodes are connected by elements), and scalars (the TAWSS or OSI value of at each node). 
Locations were chosen along the model centerline path of each vessel and the equation of 
a plane orthogonal to the centerline path was calculated.  Points closest to the plane were queried 
such that the collection of points sufficiently spanned the vessel circumference.   
Points were then mapped via a series of rotations to a virtual set of cylindrical points and 
the center line mapped to the z-axis such that the vessel points created a thin cylindrical contour 
neighboring the xy-plane.  Circumferential location (angle) was then calculated by the arctangent 
of the (x,y) components of the virtual points and associated with the original set of analysis 
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points.  Interpolation was used to find the (x,y,z) and WSS indices for points at 0 to 360 degrees.   
The value of WSS indices at an interpolated point was calculated as the weighted average of 
values at the four nearest nodes. 
A 2D moving average filter was applied using 5 points circumferentially and 3 points 
longitudinally.  Longitudinal WSS indices were determined from a set of analysis locations 
spaced 1/8 of the diameter of the descending aorta (diameters) along the centerline path of each 
branch. 
TAWSS data was then queried at circumferential locations in the ascending aorta, in the 
transverse arch, and descending aorta corresponding to locations of greatest disparity in 
longitudinal results.  Additionally, these circumferential points were queried and specified angles 
representing locations about the arterial wall to elucidate the variations in TAWSS longitudinally 
down the length of the vessel. 
 To accurately display the three dimensional TAWSS and OSI calculations, a program 
was developed to essentially unwrap the geometry of the aortic arch (or any other vessel of 
interest) in order to visualize hemodynamic parameters on the entire vessel at once and quantify 
these parameters at specific locations.  The process re-maps each (x,y,z) node representing the 
luminal boundary of the vessel to a θ and length coordinate system.  The dimension θ represents 
the circumferential location of the node and l represents the length along the vessel in which the 
node is located.   
 The code requires the paths files used to create the vessels, the geometry of the vessel 
wall that is to be unwrapped, and the simulation results. The unwrapped geometries are also 
saved as .vtk files.  The .PATHS file was split up in to separate files for each path and the 
centerline was adjusted to ensure that it was properly in the center of the vessel.  This was 
accomplished by fitting circles to the vessel at a specified number of evenly-spaced locations 
along the original path.  The fitted circles were used because gaps in the vessel mesh caused by 
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branching vessels do not influence these calculations (as is the case for calculating the centroid or 
mean of the points).  The (x,y,z) points of the adjusted path were stored and used to unwrap the 
vessel. 
 The vessel was then divided along the underside of the arch and displayed as a flat 
surface.  Any mesh elements cut by this procedure are corrected for to ensure the vessel edges are 
smooth.  This unwrapped vessel was then used to query circumferential TAWSS values various 
locations throughout the thoracic aorta.  Additionally, axial values were also quantified down the 
length of the vessel at locations along the about the aorta (Figure 3.15). 
 
Figure 3.15: Unwrapped aortic arch showing ascending, transverse, and descending aorta (Top), 
along with identified regions of the vessel wall (Bottom).  These unwrapped geometries can be 
queried for TAWSS and OSI at any point along the arch 
 When interpreting results of these simulations and investigating differences between 
simulations, it is important to determine the differences attributed to the valve instead of those 
resulting from model construction or other simulation parameters.  To test for this, a method was 
developed based on the work of Moore et. al. investigating the differences in TAWSS resulting 
from model construction.  This method involves using the results of different simulations on the 
same geometry to determine regions of difference above a certain threshold.  A study by Bieging 
et. al. showed that inter-observer variability in WSS results were approximately 13% due to 
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model construction.  Therefore, this threshold was used to determine the locations in each model 
where the influence of the inlet was greater than other modeling parameters.   
 To accomplish this, TAWSS results from simulations neglecting the valve ( valveno ) 
were used as the baseline when comparing to those including the aortic valve ( valve ).  TAWSS 
from simulations containing the aortic valve ( valve ) were mapped to the computational mesh for 
the non-valve simulation.  The resampled results were subtracted from the baseline results and 
normalized to the non-valve WSS at each location using the following equation 
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(3.8) 
for each spatial location xj.  Mean TAWSS values in the dAo ( valveno ) were used for 
normalization in regions of low WSS in the plug simulation to prevent the overestimation of error 
at these points. 
Turbulent Kinetic Energy 
In order to study the turbulence present in the fluid domain of the computational models, 
the cycle-to-cycle variation in the velocity field was used to calculate TKE.  Briefly, TKE 
computation is centered on the decomposition of the velocity field  ,u x t  into two components, 
and averaged part  ,U x t  and a fluctuating part  ,u x t .  First, the velocity field is assumed to 
be stabilized and periodic with respect to the cardiac cycle.  Next, an ensemble average  ,u x s
is computed by averaging out the cycle-to-cycle change in n cardiac cycles (5 in this study) of 
data and mapping them to a single cardiac cycle (Eq.3.9).  
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This ensemble average is then extended over n cardiac cycles to cover the same temporal span as 
the original velocity field,  ,U x t .  Next, the fluctuating velocity field is defined by subtracting 
the periodic average from the original velocity field, leaving just the fluctuating part (Eq. 3.10).   
     , , ,u x t u x t U x t 
    
(3.10) 
The mean fluctuating kinetic energy, deemed TKE, is calculated by averaging the 3 components 
of fluctuating velocity at corresponding points in the cardiac cycle for the n cardiac cycles (Eq. 
3.11). 
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Spatial Mesh Independence 
 If indices of WSS are to be used as metrics to predict the risk or progression of disease, it 
is important to ensure that the placement of mesh elements does not influence the calculation of 
these metrics.  An undersampled computational mesh could lead to inaccurate indices of WSS 
and, in turn, a clinical decision based on incomplete or erroneous data.  At the minimum, an 
understanding of the variability in indices of WSS should be provided so clinicians can interpret 
the data accurately. 
 To this end, as the mesh densities increased, TAWSS was quantified in 3 mm 
circumferential bands throughout the ascending aorta, transverse arch, and descending aorta at 
identical locations in each mesh (Figure 3.16).   
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Figure 3.16: Representative arch (left) with approximate locations of TAWSS quantification for 
use in determining mesh independence.  % difference in TAWSS between consecutive meshes for 
Aim #1 (Top) and Aim #3 (Bottom) 
Simulation results were assumed to be independent of the spatial placement of mesh 
elements when mean TAWSS at all of these locations changed by less than 1% between 
successive meshes.  A study by Tan et al(Tan et al., 2009) investigating flow in thoracic aortic 
aneurysms used a threshold of 2% change as mesh independent, and a study by Les et al. studying 
flow in abdominal aortic aneurysms established a maximum percent change criteria of 
approximately 8% in TAWSS for mesh independence(Les et al., 2010).   
 Although none of these simulations reached mesh independence at every location 
throughout every model, there were some portions where mesh independence was achieved.  
These locations were chosen with no consideration for regions of complex flow or vessel 
tortuosity, both which could influence regional variations in TAWSS.  All models that did not 
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reach mesh independence were only run to meshes approximately 3,000,000 elements due to 
increased computational expense for larger meshes.  A study by Les et al(Les et al., 2010) 
showed mesh independence in the descending aorta, using 1 cm thick slices, at approximately 9 
million elements. 
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CHAPTER 4:  QUANTIFY THE INFLUENCE OF AORTIC VALVE MORPHOLOGY AND 
FUNCTION ON HEMODYNAMICS (BLOOD FLOW, BP, AND INDICES OF WSS) IN THE 
ASCENDING, TRANSVERSE, AND DESCENDING THORACIC AORTA AND ITS 
BRANCHES IN PATIENTS WITH A NORMAL ARCH AND AORTIC COARCTATION 
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4.1 INTRODUCTION 
CFD offers great promise for the field of congenital cardiac surgery and intervention.  If 
specific physiological and structural outcomes are related to adverse hemodynamics, 
investigation of modifications that restore more favorable flow patterns could be used to design 
optimal treatments.  This approach has been successfully applied to congenital heart defects 
resulting in single ventricle physiology where CFD simulations of the Fontan procedure have led 
to several technical modifications demonstrated to be hemodynamically superior to previous 
surgical techniques(Marsden et al., 2009; Pizarro & De Leval, 1998).   
 The objectives of this specific aim were to develop a procedure to incorporate the local 
flow alterations introduced by the AoV into subject-specific CFD simulations, and to quantify the 
impact of valve morphology on thoracic aortic hemodynamics.  The organization begins with a 
description of the methods developed for this purpose, which were then applied in two examples.  
CFD models were generated for a patient with a tricuspid AoV and a normal arch as well as the 
surgically corrected CoA arch of a patient with a BAV.  For each example, alterations in 
hemodynamics induced by the valve are determined by comparing results including the AoV with 
those obtained from a more common approach using an assumed plug inlet velocity profile. 
4.2 METHODS 
2D model construction 
 2D segmentation techniques were used to build  models began at the level of the 
sinotubular junction and included the ascending, transverse, and descending aorta to the level of 
the diaphragm, near the renal bifurcation, the IA, RCCA, RSCA, LCCA, and LSCA.  MRA data 
acquired previously was converted into a geometric model using EFilm (Merge Healthcare) 
software and Simvascular.  The 3D volume was visualized using volume rendering techniques 
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and adjusted threshold and opacity functions in VolView.  These .vti files were loaded in to 
Simvascular and visualized using the same parameters as in VolView. 
Approximate centerline paths through the vessels of interest were defined manually from 
origin to outlet.  Spline points were used to smooth the centerline paths; the number depended on 
the length and tortuosity of the vessel of interest.  The paths were saved using unique identifiers 
as they act as the basic framework of the 2D model construction. The imaging data were then 
resampled in planes perpendicular to the centerline path.  Vessel boundaries were segmented 
using a level set method(Wang, Dutton, & Taylor, 1999) and manual segmentation techniques.  
All 2D segmentations were stored using unique identifiers for each vessel of interest.  Highly 
irregular, intersecting, or segments placed too close together were adjusted to create a well-
defined, accurate vessel.  Segments were lofted for each vessel to create a vessel solid.  Individual 
vessels were then unioned and blended to create a single solid model representing the entire flow 
domain with smooth transitions between vessels (Figure 4.1).   
 
Figure 4.1: Modeling steps including (A) volume visualization of the vascular region of interest, 
(B) creation of centerline paths, resampling imaging data, and segmenting the vessel along these 
paths, (C) lofting, unioning, and blending the segments to create a computational model, and (D) 
discretizing the model into a finite element mesh 
A B C D
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Solid model faces were defined as inflow, outflow, or wall to facilitate finite element 
meshing and combining results.  Representations of each solid model and their respective MRA 
data are shown in Figure 4.2. 
 
Figure 4.2: Maximum intensity projections of the thoracic aorta for Example 1, a normal patient 
with a tricuspid valve (A), and Example 2, a treated CoA patient with a BAV(C), the images are 
shown with their respective CFD models (B, D) 
Delineating and implementing aortic valve morphology 
 Time-resolved images through the plane of the aortic valve from each patient were used 
to create representations of the bicuspid and tricuspid valve orifice in this study (Figure 4.3).       
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Figure 4.3: MRI acquisitions of tricuspid (top, left) and bicuspid (bottom, left) valve morphology 
at peak systole, mask of inflow face created by segmenting the valve lumen (center), and 
resulting velocity profile assigned to the inflow face using the mask (right) 
Computational fluid dynamics simulations 
 Simulations for each patient were conducted with both a plug velocity profile mapped to 
the inflow face as well as patient-specific BAV and TRI profiles.  Simulations were run for 10 
cardiac cycles until the flow rate and pressure fields stabilized yielding periodic solutions for 5 
consecutive cycles. 
Turbulent Kinetic Energy 
 To quantify the TKE, the arch was isolated from the head and neck vessels and then 
examined in three sections: the AscAo, transverse arch, and dAo.  Mean TKE, KE, and TKE/KE 
ratios at peak systole, mid-deceleration, and mid-diastole were quantified in each of these regions 
to determine the location at which the inlet condition becomes negligible. 
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4.3 RESULTS 
Example 1: Normal Aortic Arch and Tricuspid Aortic Valve 
Blood Flow Velocity – AoV flow patterns are most remarkable at peak systole.  During this time 
flow disturbances extended along the outer wall of the AscAo for the TRI simulation, but are 
almost non-existent for the plug inflow (Figure 4.4, top).  The influence of the AoV on 
downstream velocity profiles exists within the AscAo (Figure 4.4, velocity profile and vector 
inserts) and persists distally.  The precise location beyond which the TRI AoV no longer impacts 
hemodynamics is determined in the localized quantification section below. 
 
Figure 4.4: Blood flow velocity streamlines at peak systole for simulations run with plug (left 
column) or valve (right column) inlet conditions.  Results from the normal patient in Example 1 
are shown along the top row while results from the CoA patient with a BAV from Example 2 are 
shown along the bottom row.  Inserts reveal velocity profiles and associated vectors in the 
ascending aorta downstream of the valve leaflets 
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Wall Shear Stress– Local TAWSS along the longitudinal axis of the aorta is summarized for the 
inner and outer curvatures and anatomic left and right luminal surfaces in Figure 4.5. 
 
Figure 4.5: Comparison of TAWSS between plug and tricuspid aortic valve inlet velocity profile 
for the normal patient in Example 1.  Spatial distributions of TAWSS are shown on the vessel 
(left) and the inserts show the distribution along the anterior wall.  Longitudinal and 
circumferential TAWSS was queried at specific locations to quantify regions of disparity between 
inlets 
TAWSS disparity between inlet types was most pronounced within the AscAo along the 
inner right and outer left curvatures while differences at other locations were more modest.  These 
differences extended to the mid-transverse arch, but dropped considerably distal of the LSCA.  
TAWSS quantified circumferentially in the AscAo, transverse arch, and dAo are also shown in 
Figure 4.5.  The largest disparity in TAWSS (19.8 dyn/cm
2
) occurred ~1 dAo diameter proximal 
to the IA along the inner right wall.  Differences in TAWSS due to including the TRI AoV were 
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greater than those caused by inter-observer variability for 72% of the luminal surface in the 
AscAo, as compared to only 32% of the dAo (Figure 4.6, left). 
 
Figure 4.6: TAWSS differences between plug and TRI for the normal patient in Example 1 (left) 
and plug and BAV for the CoA patient in Example 2 (right).  Opaque regions reveal the locations 
where the influence of the inflow waveform was greater than established levels of inter-observer 
variability.  Inserts show differences along the AscAo anterior wall 
TKE – The TRI inlet condition introduced more TKE in the AscAo and transverse arch (Figure 
4.7) as compared to a time-varying plug velocity profile, but values were low during peak systole 
and mid-deceleration.  By way of comparison, the aortic arch itself introduces more pronounced 
TKE than the TRI AoV regardless of the time within the cardiac cycle.  TKE induced by the arch 
is prominent in the downstream dAo and values are accentuated by the TRI inlet condition, 
particularly during mid-deceleration and mid-diastole. 
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Figure 4.7: Turbulent kinetic energy at peak systole (left column), mid-deceleration (center 
column), and mid-diastole (right column) for the normal patient from Example 1 (top row) and 
the surgically repaired CoA/BAV patient in Example 2 (bottom row) 
 Average TKE and TKE/KE were evaluated throughout the thoracic aorta for the TRI 
inflow condition (Table 4.1).  For example, TKE at peak systole was orders of magnitude less for 
the plug inflow (Plug: TKE~1.48e-5 g/cm·sec
2
, TKE/KE~5.24e-9 vs. TRI: TKE~0.05 g/cm·sec
2
, 
TKE/KE~1.6e-5), but the differences were considerably reduced distal to the LSCA.  At mid-
deceleration these indices increased in the AscAo and transverse arch, but were still orders of 
magnitude greater for the TRI AoV simulation (e.g. TRI: TKE=0.75 g/cm·sec
2
; TKE/KE ~ 
0.0001 vs. plug: TKE=4.42e-5 g/cm·sec
2
; TKE/KE ~ 2.78e-7).   
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Table 4.1: Mean TKE, KE, and TKE/KE ratio computed at three time points during the 
cardiac cycle (peak systole, mid-deceleration, and mid-diastole) in the AscAo, transverse 
arch, and dAo for each patient and inlet velocity profile 
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Example 2: Surgically Corrected CoA and BAV 
Blood Flow Velocity – Velocity streamlines are parallel and fully attached to the vessel wall for 
the plug inflow condition (Figure 4.4 bottom) while substantial swirling and vortices were 
produced near the inlet for the BAV, the greatest of which occurred along the outer wall of the 
AscAo.  Velocity profiles downstream show vectors that converge in the middle of the vessel and 
travel toward the outer wall as a result of the BAV (Figure 4.4; inserts). 
Wall Shear Stress– Figure 4.8 shows local TAWSS along the longitudinal axis of the aorta and 
several specific circumferential locations where differences due to the valve are more 
pronounced.  The greatest disparity in TAWSS was located along the outer left wall of the AscAo 
(27.9 dyn/cm
2
) ~2 diameters proximal of the IA. 
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Figure 4.8: Comparison of TAWSS between a plug and BAV inlet velocity profile for the patient 
with surgically corrected CoA in Example 2.  Spatial distributions of TAWSS are shown on the 
vessel (left) and inserts show the anterior wall of the vessel.  Longitudinal and circumferential 
TAWSS was queried at specific locations to quantify regions of disparity between inlets 
The percent difference in TAWSS between inlets is shown in Figure 4.6 (right) with locations 
above the uncertainty introduced during the modeling process highlighted.  The largest 
differences were present in the AscAo, but, unlike the normal arch, substantial differences existed 
into the transverse arch and proximal dAo. 
Turbulent Kinetic Energy –TKE patterns for the plug inlet were similar to the normal arch, but 
with elevated TKE in the dAo due to local flow disturbances near the region of repair (Figure 4.7; 
bottom).  When the simulation in this example was run with a BAV, TKE was present throughout 
the AscAo at peak systole, increased during mid-deceleration, and was particularly prominent 
further into diastole. 
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 Average TKE throughout the thoracic aorta was elevated for the BAV inflow condition 
(Table 4.1).  For example, at peak systole and mid-deceleration, TKE was orders of magnitude 
less for the plug inflow (Plug: TKE ~ 7.25e-6 g/cm·sec
2
, TKE/KE ~ 2.04e-9 vs. BAV: TKE ~ 
3.24 g/cm·sec
2
, TKE/KE ~ 8.6e-4).  Curvature of the arch and modest residual narrowing just 
distal to the LSCA caused these differences to drop considerably in the transverse arch and distal 
to the LSCA regardless of location in the cardiac cycle.  However, TKE in the AscAo during 
mid-diastole was actually slightly higher in the AscAo (162 g/cm·sec
2
) and transverse arch (127 
g/cm·sec
2
) than that induced in the dAo due to the arch and repair site (105 g/cm·sec
2
).   
4.4 Summary 
CFD studies of the thoracic aorta to date have typically introduced blood flow in one of 
two ways.  In a preferred approach, PC-MRI is used to temporally sample the velocity profile 
downstream of the valve and input this profile directly into the model.  While not directly 
including the valve, its impact can be manifested in the data that is obtained, but this requires 
appropriate through- and in-plane velocity encoding to adequately resolve flow features being 
input into the CFD model.  This approach may be difficult to implement within the constraints of 
a clinical setting as it can require specialized sequences not routinely implemented and obtains 
data that is more detailed than that commonly used in clinical diagnosis.  One alternative 
approach has been to construct CFD models beginning distal to the aortic sinuses, impose the 
measured blood flow waveform contour measured downstream as an assumed velocity profile, 
and allow the curvature of the arch to influence resulting flow patterns(J. F. LaDisa et al., 2011).  
This technique does not use the complete spatial velocity information, but does not require 
specialized sequences, prevents the introduction of noise at the model inflow due to inadequate 
velocity encoding, and allows for improved temporal resolution compared to 3-component PC-
MRI(J Lotz, C Meier, A Leppert, & M. Galanski, 2002).  The methods described here were 
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therefore developed to include a more accurate representation of the impact of the AoV on CFD 
studies of the thoracic aorta using data obtained as part of a routine clinical imaging session.  
These methods were then applied to quantify the impact of valve morphology on aortic 
hemodynamics, identify regions most influenced by the inlet including the location where valve 
influence is modest for two examples.  The application of the current methods in these examples 
using both TRI and BAV AoVs demonstrates their utility across valve morphologies commonly 
occurring in patient populations such as CoA.  The results of this pilot research for Aim 1 provide 
several key observations to be studied in follow-up investigations.  These observations are 
discussed below.  
(1) The impact of AoV flow patterns in the thoracic aorta can be included within CFD 
simulations to identify regions of potentially deleterious hemodynamics 
(2) When compared with their respective plug inlets, TAWSS values were pronounced 
throughout the thoracic aorta for BAV, but generally limited to the AscAo for TRI.   
(3) TRI and BAV differentially impact which portions of the AscAo will be exposed to 
potentially adverse TAWSS. 
(4) A plug inlet velocity profile greatly underestimates the amount of TKE present in the 
thoracic aorta compared to that introduced by the AoV. 
 
AoV flow patterns can be included in CFD simulations. AoV morphology and function are known 
to influence the progression of disease in the AscAo(Cotrufo & Della Corte, 2009).  Other 
investigations have aimed to computationally investigate the influence of the valve on AscAo 
hemodynamics using simplified BAV and TRI(Tan et al., 2009).  The additional benefit of the 
current technique is its ability to impose blood flow velocities dictated by the patient’s own 
detailed time-varying AoV.  From a clinical perspective, differences in the AscAo due to valve 
morphology could aid in determining which patients should be closely followed as a result of 
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hemodynamic severity due to BAV or TRI.  The methods used in this investigation demonstrate a 
means of representing the impact of both the innate AoV disease, and the potential to implement 
various surgical corrections in silico to determine optimal outcomes in a patient-specific manner.  
For example, when surgeons seat a valve in the aortic annulus during a replacement procedure, 
the predominant guiding principles of valve positioning are to assure that flow into the coronary 
ostia is not impeded and to attempt to place the valve in the annulus with as little tilt as possible.  
Most prosthetic valves are bi-leaflet and the leaflet apparatus can be rotated in order to help 
assure the former goal is achieved.  The current CFD work suggests additional aspects should be 
considered when positioning leaflets and, if verified, the methods presented here could lead to 
studies with significant clinical implications. 
 
TAWSS for CFD models with AoVs differ with varying severity from a plug inlet.  Localized 
alterations in TAWSS can cause cellular-level changes in the vasculature(A. Lee, Grahm, Cruz, 
Ratcliffe, & Karlon, 2002; Liu, Tang, Tieche, & Alkema, 2003).  Endothelial cells typically align 
themselves with the direction of flow, but become disorganized when exposed to perturbations(A. 
Lee, Grahm, Cruz, Ratcliffe, & Karlon, 2002), which potentially lead to endothelial dysfunction 
and vascular disease.  Thus, the ability to identify local regions of altered hemodynamics is useful 
for understanding the local progression of disease. 
 The current investigation compared TAWSS difference maps between a time-varying 
plug velocity profile and patient-specific AoV inlet condition.  For the normal arch in Example 1, 
these differences were primarily confined to the AscAo and the influence of the inlet was very 
modest beyond the mid-transverse arch.  Interestingly, dilation and aneurysm formation tends to 
occur at the sinotubular junction, AscAo, and innominate artery(Bauer, Siniawski, Pasic, 
Schaumann, & Hetzer, 2006; Cotrufo & Della Corte, 2009).  While the largest differences were in 
the AscAo for the CoA/BAV patient in Example 2, residual differences were also present 
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throughout the transverse arch and dAo.  These findings suggest studies interested in the 
relationship between AoV pathology and TAWSS should strive to include the AoV, but that CFD 
studies of patients with a TRI and a normal arch focusing on areas distal to the LSCA may be 
able to neglect the valve. 
 
TRI and BAV determine which luminal locations are exposed to adverse TAWSS.  Circumferential 
quantification of TAWSS was used to further elucidate differences with respect to inlet type and 
anatomic location.  Contours for indices of WSS were similar across inflow types (Figure 4.5 and 
4.7), but varied substantially at several locations of the AscAo in each example.  The current 
findings suggest the outer left and inner right portions of the AscAo are most influenced by the 
AoV, and may differ for patients with TRI versus BAV.  Although these findings undoubtedly 
need to be confirmed in studies containing more patients, it is clear that including a TRI or BAV 
in CFD simulations can lead to different, and presumably more realistic, conclusions regarding 
TAWSS in the AscAo than an assumed time-varying plug velocity profile. 
 A prior computational study using simplified BAV and TRI valves revealed the outer 
AscAo wall is exposed to suboptimal WSS(Tan et al., 2009), similar to the current findings.  
Bauer et al also determined the region of highest peak systolic wall motion was located on the 
anteriolateral wall of the AscAo using Doppler ultrasound(Bauer, Siniawski, Pasic, Schaumann, 
& Hetzer, 2006) while a previous 4D PC-MRI study revealed that patients with a BAV exhibited 
extensive vortex formation along the anterior and lateral AscAo wall(Hope et al., 2008). 
 
TKE values from a plug inlet underestimate values obtained with AoVs.  As compared to 
simulations for both examples using plug inflow profiles that show very little TKE in the AscAo 
during any portion of the cardiac cycle, indices of turbulence were noticeable for the TRI inlet 
example, but were less than those introduced by normal arch curvature.  Conversely, the presence 
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of a BAV appears to amplify turbulence in the AscAo to at least the level caused by the curvature 
of the aorta and the residual narrowing present for the patient in Example 2.  Further analysis 
revealed this elevated TKE during mid-diastole was due to instabilities introduced as flow travels 
retrograde to the AscAo from the head and neck vessels and similar findings may not be observed 
in all patients with a BAV.  Nonetheless, this example elucidates the severity of disruptions that 
can be induced by a BAV, relative to normal, and suggests these instabilities introduced during 
systole persist longer into diastole. 
 Past studies of aneurysms in the abdominal aorta and arch have shown flow disturbances 
and turbulence influence parameters including BP, indices of WSS, vascular remodeling, and 
inflammation(Giddens, Mabon, & Cassanova, 1976).  In vivo flow studies by Stein and Sabbah 
further showed that highly disturbed and turbulent flow could occur in the AscAo, but 
consistently occurred in individuals with abnormal AoVs(Stein & Sabbah, 1976).  Using PC-
MRI, Kilner(Kilner, Yang, Mohiaddin, Firmin, & Longmore, 1993) and Bogren(Bogren, 
Mohiaddin, Yang, Kilner, & Firmin, 1995) reported that healthy aortic arches experienced 
turbulence that is localized, transient, and of low intensity at rest but the distal arch may be more 
susceptible to turbulent flow.  These findings are consistent with those presented here and may 
explain why patients diagnosed with BAV have an increased risk of aortic dilation.  Turbulence 
causes large variations in the stresses experienced by the wall, similar to those seen during 
aneurysm formation and progression(Berguer, Bull, & Khanafer, 2006).  Therefore, CFD 
simulations including the impact of the AoV may provide insight into the possible adverse impact 
of TKE in the AscAo resulting from valve disease.   
 There are several potential study limitations.  Results were considered mesh independent 
when TAWSS at several locations in the aorta changed <1% between successive simulations.  
Thus, while it is possible that the results presented may differ for much larger meshes, it is 
unlikely that the key observations would be altered.  A rigid wall assumption was used to reduce 
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computational expense and because precise material properties including the thickness and 
stiffness of the aorta were not available.  The current study replicates the geometric AoV orifice 
area (GOA) accurately, but neglects the influence of valve tissue on downstream flow 
characteristics such as the vena contracta, also known as the effective orifice area (EOA), present 
in calcified aortic valves.  A study by Shadden et al(Shadden, Astorino, & Gerbeau, 2010) 
investigated fluid-structure interaction governing movement of the valve due to flowing blood.  
The study noted how the presence of valve leaflet tissue in the flow domain influenced the shape 
and direction of the AoV jet.  Future studies will include the aortic annulus and sinuses, and 
possibly valve leaflet tissue, to more closely replicate morphology and associated flow patterns. 
 In summary, by including the influence of AoVs into CFD simulations, local WSS, and 
TKE, thought to be associated with long-term and post-operative morbidity were elucidated.  Our 
findings underscore the benefits of being able to include flow disturbances introduced by the 
valve in CFD modeling, rather than the previously applied practices of using an assumed velocity 
profile or overly simplified valve shapes.  These CFD methods can now be applied to studies of 
larger populations to better understand hemodynamics in patients with both normal and diseased 
AoVs, and conceivably prosthetic valves as well.  This approach may also be used for other 
diseases of the thoracic aorta besides CoA.  This extension brings biomedical simulations of the 
thoracic aorta closer to clinical reality.  Inclusion of the influence of AoV morphology may 
enhance the acceptance of CFD models for surgical planning to preoperatively quantify the 
influence of a potential surgical or catheter-based treatment by providing clinicians with critical 
information that is difficult to obtain with traditional diagnostic modalities such as localized 
indices of WSS or TKE. 
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4.5 Assumptions and Possible Limitations 
Model Construction Comparison 
 There are a number of areas of possible variability when building computational models.  
These variabilities may arise from different users creating a computational model at different 
times or different model building techniques.  For example, in the 2D technique described above, 
the segmentations are highly dependent on the defined centerline.  This may be particularly 
concerning in more tortuous vessels such as the cerebral vasculature.  Also, various segmentation 
methods are possible including level-set and thresholding techniques as well as drawing segments 
by hand which may introduce variability in the models.  Finally, repeating this process along each 
vessel is tedious and time-consuming; resulting in more user involvement which may increase the 
chance the user may influence the results of the study. 
A subset of this study attempted to quantify this variability in a way that is useful from a 
clinical decision-making perspective.  To this end, one of the computational models used in this 
study was constructed by two different users via 2D reconstruction as a test of inter-observer 
variability.  A second comparison was made between the original 2D model used in this study, 
and a model constructed using a new3D modeling technique described below.   
3D Segmentation Technique 
ITKSnap 
 3D volumetric representations of the aorta, IA, RCCA, LCCA, and LSCA were created 
using ITKSnap.  The model originated the sinotubular junction and ended just proximal to the 
renal arteries. The first step in this procedure is to load the MRA data into ITKSnap.  Once the 
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data was loaded and orientation was verified the region of interest was selected.  The 3D 
segmentation algorithm used a threshold technique to determine the edges of the vessels (Figure 
4.9, A).  Once an adequate threshold is set, 3D bubbles approximately the diameter of the vessel 
are placed throughout the vessel to be segmented.  Bubbles placed within the axially 
reconstructed images produced the models that most accurately replicated the anatomy of the 
vessel (Figure 4.9, B).  Once the vessel is sufficiently filled with bubbles, expansion and 
contraction forces are set to limit the expansion of the bubbles and ensure they remain mostly 
within the vessel.  When the vessel is sufficiently filled, the 3D model is visualized and compared 
with the MRA images (Figure 4.9, C).   
 
Figure 4.9: 3D segmentation technique performed in ITKSnap.  (A) Threshold set to isolate the 
MR bright regions, (B) bubbles placed in the vasculature to be modeled, (C) result of snake 
propagation technique (note the region circled in yellow where the segmentation has passed into 
the pulmonary artery) 
In some cases, the progression passes out of the vessel lumen and these regions needed to 
be trimmed away (Figure 4.9, C, yellow circle).  These regions can be selected and eliminated in 
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ITKSnap.  Any residual regions may be smoothed, or corrected in subsequent steps.  The trimmed 
model is stored in .vtk format. 
VMTK 
 The models were then loaded into VMTK and the solids were smoothed and the 
centerlines calculated (Figure 4.10).  The smoothed models were stored in .vtk format, and the 
centerlines were stored as .csv files containing the x,y,z coordinates of the path. 
 
 
Figure 4.10: Model created from 3D techniques: 3D model created from ITKSnap (left), 
smoothed model from VMTK (center), and centerline created from VMTK (right) 
 
MATLAB 
The centerlines computed from the 3D model were first converted into the .PATHS 
format required for Simvascular.  When these paths were loaded into Simvascular, it became 
evident that the origin and orientation are different across software platforms.  Therefore, before 
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creating the .PATHS file, the x,y,z coordinates were translated and rotated to align with the 
imaging data.  This is accomplished using the shift equations for the x-direction, y-direction, and 
z-direction given in equations 6.1 through 6.3 below. 
        (                )  (   ) (6.1) 
        (                )  (   ) (6.2) 
        (       (     )   )  (   ) (6.3) 
  
where FOVx and FOVy are the field of view in the x and y direction, Xdim and Ydim refer to the 
voxel dimension in the x and y direction, Nsl is the number of slices, and X0, Y0, and Z0 is the 
x,y,z coordinate of the upper left pixel in the image. The rotation matrix to orient the path 
correctly with respect to the imaging center is given in equation 6.4 through 6.6 below. 
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(Note: These exact same values need to be used for the x,y,z coordinates of the solid model as 
well to ensure that the centerline and the model coincide).  These paths were given a unique path 
ID and name to be referenced in the Simvascular software package. These final centerlines were 
then checked against the volumetric data in Simvascular to validate their location (Figure 4.11). 
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Figure 4.11: Axial (Left), coronal (Center), and sagittal (right) images of MRA data compared to 
placement of the centerlines from 3D segmentations 
 Next, the 3D solid was segmented by inscribing a sphere at each point on the path, and 
determining where this sphere intersects the solid.  A segment is created at each of these locations 
and is saved to separate files.  These individual segments were then combined to create a group 
that was compatible with Simvascular.  Finally, a .tcl file was created including the names of all 
the groups to be loaded into Simvascular. 
 Once these groups and segments were created, they were loaded into Simvascular and 
visualized in association with the original medical imaging data to ensure that the computational 
segments adequately represent the vascular regions of interest.  If, for example, some of the 
segments were inaccurate, they can be removed, shifted, or adjusted using a spline interpolation 
of the original segment.  In some cases, segments near the bifurcations of vessels may protrude 
outside the vessel lumen, causing duplicate faces to be created.  These segments were shifted, 
scaled, or adjusted using spline interpolation points to ensure the daughter segments remain 
entirely within the vessel lumen (Figure 4.12). 
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Figure 4.12: Axial (Left), coronal (Center), and sagittal (Right) images of MRA data compared 
to placement of segments derived from 3D segmentations 
 The segments were then lofted into a solid model, ensuring that intersections of the 
vessels were accurate.  The edges of bifurcations were blended using a fillet of given radius to 
ensure a smooth transition was present from one vessel to the next.  This final blended model is 
then compared to the medical imaging data to ensure that the vessel accurately represents the 
vascular region of interest.  A comparison of the three models is shown in Figure 4.13. 
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Figure 4.13: Computational models created using 2D model building techniques from User #1 
(A) and User #2 (B), and model created using 3D segmentation techniques (C) 
 Differences in area were quantified in 3mm bands throughout the thoracic aorta and 
branches to determine the influence of model construction on geometry (Table 4.2).  This area 
parameter is particularly important as the resulting WSS calculations are influenced by the radius 
of the vessel to the 3
rd
 power. 
Table 4.2: Percent difference in model area resulting from different users and model 
creation techniques throughout the thoracic aorta and branches 
 
inter-observer
AscAo 5.1%
Trans 2.6%
Ductus 0.4%
Diaphragm 2.3%
Innom 5.1%
RCCA 8.1%
LCCA 7.9%
LSCA 1.3% 5.0%
% difference in area
construction method
3.2%
4.8%
6.7%
4.7%
2.4%
14.2%
17.1%
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 A study by Glor et al. investigated the differences in CFD model construction and 
simulation using MRI and ultrasound imaging data to construct computation models(Glor et al., 
2004).  Studies in the past used the velocity fields resulting from CFD simulations as identifiers 
of differences in hemodynamic properties induced by model creation.  The Glor study, as well as 
the supplemental study included here, used indices of WSS to determine model construction 
variability.  The reasoning behind using WSS as the measuring tool is that these are the most 
relevant results of these CFD simulations from a clinical perspective.  Also, if these types of data 
are to be used for clinical decision-making, the inherent variability in the technique needs to be 
understood by the clinician interpreting the results.  
Comparison of TAWSS 
 This comparison was designed around isolating only the model construction as a variable 
in the comparison.  Thus, boundary conditions, inflow profiles, simulation time steps and number 
of cardiac cycles run were kept constant across all simulations and assigned as optimized for the 
model created by User #1. Measured SBP, DBP and mean flow at each outlet were compared to 
the simulated outlet pressures and flows for each model (Table 4.3).  
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Table 4.3: Measured v. simulated systolic and diastolic blood pressure and mean flow 
compared against model construction, all other factors remain constant 
 
 TAWSS was calculated using a previously defined method and visualized in 
ParaView(Tang et al., 2006) (Figure 4.14). 
 
Figure 4.14: Comparison of TAWSS using 2D segmentation techniques from User #1 (A), User 
#2 (B), and 3D segmentation techniques (C) 
These results were quantified in 3 mm circumferential bands in the ascending aorta, transverse 
arch, and descending aorta at the level of the ductus arteriosus and diaphragm.  Also, 3mm bands 
RSCA RCCA LCCA LSCA Dao
Measured
     Pressure 131/84 131/84 131/84 131/84 131/84
     Flow 9.5 11.25 11.25 11.57 87.65
User #1
     Pressure 131/84 130/84 127/84 123/85 130/84
     Flow 10.00 11.81 11.72 11.87 90.69
User #2
     Pressure 131/84 130/84 127/84 123/84 130/84
     Flow 10.00 11.75 11.68 11.94 90.72
3D
     Pressure 133/84 133/84 126/84 118/84 130/84
     Flow 10.01 11.85 11.60 11.62 91.03
Flow (cc/sec) and Pressure (mmHg)
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were taken 1 descending aortic diameter distal to each bifurcation off of the aorta.  These 
geometric locations remained constant over all models (Table 4.4). 
Table 4.4: TAWSS compared at the exact same geometric locations across computational 
models in the ascending, transverse, descending aorta, and at the level of the diaphragm as 
well as just distal to each bifurcation 
 
 
 User #1 was the model in which the RCR parameters were optimized to match pressure 
and flow.  In an actual simulation, the RCR parameters would be optimized for all models.  The 
restriction made in this study to hold RCR values constant across models may contribute to the 
differences in TAWSS. 
Summary 
 The 3D segmentation techniques do have benefits in terms of speed, and the ability to 
resolve complex geometries that may be more difficult using the 2D segmentation technique.  It 
would appear from these results, that the differences in TAWSS in the aortic arch using the 3D 
segmentation technique is on the same order as those seen in the inter-observer variability 
comparison between two users creating the model from the same technique.  Conversely, in the 
branches, the differences become more drastic.  This was possibly due to the parameters set for 
TAWSS (dynes/cm
2
)
Location User #1 User #2 3D 2D diff 3D diff
AscAo 15.08 18.00 12.154 2.92 5.85
Transverse Arch 39.80 41.90 45.075 2.10 -3.18
Ductus Arteriosis 23.08 26.48 20.14 3.40 6.34
Diaphragm 11.01 13.26 15.97 2.25 -2.71
Btrunk 16.24 15.00 15.59 -1.24 -0.59
RCCA 21.16 22.02 44.25 0.86 -22.23
LCCA 17.55 26.00 43.7 8.46 -17.70
LSCA 17.99 23.20 39.64 5.21 -16.44
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the 3D segmentation.  It would appear that segmenting smaller vessels using the 3D technique 
results in larger differences in TAWSS values than those in larger vessels. 
 In looking at these results, the inter-observer variability can be determined for the 2D 
segmentation technique (on the order of 2-3 dynes /cm
2
) in the aortic arch and slightly higher in 
the branch vessels.  These differences are important if clinical decision-making is going to be 
based on the TAWSS findings of a computation simulation.  The 3D segmentation technique 
seems to be appropriate for larger or more tortuous vessels, but may not be optimal for smaller 
branching vessels.   
 There are benefits and drawbacks to each segmentation technique.  The 2D segmentation 
is a more laborious process and is determinant on the user’s skill and experience in creating the 
vessels.  The 2D segmentation does allow for more refinement of the vessels than the 3D 
segmentation.  This may be interpreted as a source for error, but the ability to fine-tune the model 
to accurately replicate the anatomy is an important part of model construction.  In terms of the 3D 
segmentation, the process is much more automated, with the program making most of the 
decisions on vessel boundaries.  This would appear enticing to the new user, but the limitations 
on fine-tuning the vessel and the complexity in creating accurate small vessels may introduce 
errors in the model building process.   
 The conclusion of the model comparison study may be that it is not necessarily a purely 
2D or 3D segmentation question.  Rather, lager, more tortuous vessels that have regions bounded 
by other vessels (aortic sinuses, proximal ascending aorta), that are difficult to segment using the 
2D approach may be created using the 3D techniques, while regions where the user might want to 
have more control, in the smaller tortuous vessels perhaps, the 2D segmentation may be 
advantageous.  It also appears that hybrid vessels could be created using a combination of 2D and 
3D vessels with no deleterious effects. 
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CHAPTER 5: IMPLEMENTATION OF AORTIC VALVE TRACKING, PC-MRI, AND MRA 
SEQUENCES TO DETERMINE THE LOCATION AND AREA DELINEATED BY THE 
AORTIC VALVE LEAFLETS, QUANTIFY BLOOD FLOW VELOCITY THROUGH THIS 
REGION, AND COMPENSATE FOR THE MOTION OF THE AORTIC ROOT  
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5.1 Introduction 
 Computational modeling has been established as a method for analysis of mechanical 
forces that correlate with disease in the abdominal aorta(Les et al., 2010; Tang et al., 2006; 
Taylor, Hughes, & Zarins, 1998; Yeung et al., 2006), coronary circulation(J. F. LaDisa, Jr. et al., 
2003; Nordgaard et al., 2010), and cerebral vasculature(Carallo, Lucca, Ciamei, Tucci, & de 
Franceschi, 2006; Glor et al., 2004).  Recent reports have extended these techniques to children 
with congenital cardiovascular disease and treatments(Marsden et al., 2009; Pittaccio, 
Migliavacca, Dubini, Kocyildirim, & de Leval, 2005; Socci et al., 2005).  Advancements in this 
area are particularly important for patients diagnosed with CoA(Figueroa et al., 2005; J. F. 
LaDisa et al., 2010; J. F. LaDisa, Taylor, & Feinstein, 2010; Wendell et al., 2011).  
Computational analysis techniques are continually being improved in an attempt to better recreate 
physiologically accurate blood flow patterns in the thoracic aorta.  Recent studies have used CFD 
models to simulate blood flow in the ascending aorta using geometric(Viscardi et al., 2010) and 
patient-specific(Wendell et al., 2011) representations of the aortic valve orifice.  Therefore, 
accurate assessment of aortic valve blood flow is imperative in determining potential future 
complications in these patients and determining the optimal time course for surgical treatment.  
Unfortunately, measurements through the aortic valve are potentially contaminated by the 
presence of heart motion (up to 13 mm) throughout the cardiac cycle(Karwatowski et al., 1994; 
Rogers et al., 1991; Stuber, Nagel, Fuscher, Scheidegger, & Bossiger, 1995). 
Previous studies have attempted to account for the motion of the heart during blood flow 
measurements in a variety of ways.  One study by Kayser et. al. measured blood flow through the 
tricuspid valve by PC-MRI and attempted to correct for through-plane velocity by subtracting the 
phase shift found in pixels within 3-4 pixels of the vessel contour(Kayser, Stoel, van der Wall, 
van der Geest, & de Roos, 1997).  The reliability of this technique was highly dependent on the 
chosen contour, the signal-to-noise ratio of the stationary tissue, and relatively low signal from 
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the vessel wall.  In an attempt to improve on this technique, Kozerke et. al.(Kozerke, 
Scheidegger, Pedersen, & Boesiger, 1999) elegantly described a method in which the aortic 
annulus could be tagged and tracked, and the location of the annulus could be used to 
dynamically assign a PC-MRI slice that remained in the same anatomic position through the 
cardiac cycle.  The method does an excellent job of compensating for the motion of the heart, but 
requires specialized MRI sequences and software designed to run on the scanner console, and a 
feedback system to dynamically assign slice locations throughout the scan. 
We propose a method analogous to that developed by Kozerke et al, but that can be 
implemented offline using data obtained with readily available clinical imaging sequences. The 
organization of this specific aim begins with a description of the method developed to quantify 
and account for the basal motion of the heart.   The use of this method was then applied to a 
congenital heart disease case using patient-specific CFD models from the thoracic aorta to 
elucidate the severity of errors in mechanical indices associate with cardiovascular disease that 
are introduced when basal motion is ignored.  In order to use the results of these simulations to 
provide prognosticative data and assist clinicians in treatment decisions, accurate inflow 
boundary conditions must be employed, or at the very least, the inherent variability introduced in 
by not accounting for the motion of the heart should be understood. 
5.2 Methods 
Phase-contrast MRI 
Phase-contrast MRI scans were acquired at the level of the aortic valve, and in the 
proximal ascending aorta.  PC-MRI scans from both locations were quantified using the Segment 
software techniques described in section 3.3.  This volumetric flow data acquired at the AoV and 
in the AscAo was then plotted against time to visually inspect any variations in blood flow at 
these levels (Figure 5.1).   
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Figure 5.1: Aortic valve flow compared with flow calculations in the ascending aorta in patients 
with CoA and BAV acquired using PC-MRI imaging (pre-correction) 
Mean flow was calculated at each location and compared to determine the flow 
difference between the two locations.  According to McDonald’s Blood Flow in Arteries, the 
amount of blood flowing into the coronary circulation is approximately 250 mL/min, or about 4% 
of the total cardiac output(Nichols & O'Rourke, 2005).  Therefore, it would be expected that there 
would be a mean flow difference during diastole of approximately 4% between the PC-MRI 
measurements taken at the aortic valve, and those taken in the ascending aorta.   
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Table 5.1: Comparison of mean flow calculated at the aortic valve and ascending aorta 
(flow difference presented in cc/sec and percent flow) 
Patient # 
Ascending aortic 
mean flow (cc/sec) 
Aortic valve mean 
flow (cc/sec) 
Flow difference 
(cc/sec) (percent 
difference) 
1 92.7 115.4 22.6 (20%) 
2 75.2 69.5 -5.7 (8%) 
3 127.6 137.5 9.9 (7%) 
4 104.6 114.9 10.3 (8.9%) 
5 81.9 74.0 7.9 (9.7%) 
6 75.4 76.5 1.1 (1.4%) 
 
Table 5.1 shows the mean flow measurements for the 6 patients in this study.  The 
percent difference across all patients with the exception of patient #2 is approximately 10%.  This 
translates to an overestimation of aortic valve blood flow of approximately 6%.  The majority of 
this excess flow seems to occur during diastole when the basal plane is moving toward the 
imaging slice.   
The exception to the observed trend involved patient 2 in which it appears that the mean 
flow increases from the aortic valve to the ascending aorta.  This discrepancy is most likely due to 
the large ascending aorta resulting from a stenotic aortic valve.  Since the PC-MRI acquisition in 
this study only encodes velocity in the through-plane direction, any phase shift is interpreted as 
through-plane flow. The most likely cause of this phenomenon is that the complex flow due to the 
stenotic aortic jet entering a large voluminous ascending aorta caused phase shifts to occur that 
were interpreted as through-plane blood flow.  This is supported by the fact that during diastole at 
the level of the valve, there is almost zero antegrade flow. 
 100 
Quantification of Basal Motion 
 Cine LVOT images were used to track the aortic annulus throughout the cardiac cycle.  
To accomplish this, a program was created in Matlab
®
 which allows the user to identify markers 
on the LV wall and ventricular septum in each frame (Figure 5.2).   
 
Figure 5.2: Valve tracking at four time points throughout the cardiac cycle.  These points were 
tracked in consecutive images to account for the basal plane motion in aortic valve PC-MRI 
measurements 
This procedure is repeated for each frame of the image and the pixel locations of the selected 
points were stored for each image to track the motion of the basal plane throughout the cardiac 
cycle. 
 The physical coordinates corresponding to the pixel location of the two user-defined 
markers were extracted using fields found in the DICOM header of the cine LVOT images.  The 
physical x,y,z coordinates of the pixels corresponding to each marker are calculated using 
equation 5.1 below. 
(5.1) 
 
Where imgPosition refers to the physical x,y,z coordinate of the center of the upper left pixel.  
This is derived from the DICOM field ‘ImagePosition (Patient).’  imgOrientation(x) and (y) refer 
to the x and y vectors normal to the imaging plane, respectively.  These vectors are derived from 
))(*)(*)((
))(*)(*)((
),,(),,(
yngpixelSpaciyionpixelLocatytionimgOrienta
xngpixelSpacixionpixelLocatxtionimgOrienta
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


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the 6-element DICOM field ‘ImageOrientation (Patient)’ in which the first three variables are the 
x,y,z coordinates of the x-normal and the last three variables are the x,y,z coordinates of the y-
normal.  Incidentally, the cross product of these two vectors results in the normal vector of the 
imaging slice with respect to the magnet center.  PixelLocation refers to the location of the pixel 
in image space (i.e. the x,y coordinate of the pixel in the image) and pixelSpacing(x) and (y) 
refers to the x and y dimension of each voxel in the image. 
 A line connecting these two points was used to create a plane perpendicular to the 
imaging plane.  These two planes forma line of intersection, and if the planes are at right angles to 
each other, the normal of plane 1 lies in plane 2.  Therefore, using the line of intersection as 
vector l1 and the normal of plane 1 as vector n1, the cross product of these two vectors will result 
in the normal vector of plane n2 (Figure 5.3).   
 
Figure 5.3: A line of intersection is created when two planes intersect.  If these planes are at right 
angles to each other, the normal of plane 1 lies in plane 2 and vice versa.  The cross product of n1 
with the line of intersection results in n2 
The normal vector of the imaging plane (n1) is a vector lying in the plane intersecting the imaging 
slice.  Therefore, the cross product of the normal vector of the imaging plane and the line of 
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intersection results in the normal vector of the plane of intersection (See equations5.2 and5.3 
below). 
1 Im ( )[1:3] Im ( )[4 :6]n ageOrientation Patient ageOrientation Patient   
(5.2) 
2 1 1n n l       
(5.3) 
  The coordinates of the basal plane points in consecutive images were subtracted to 
calculate the distance traveled from one phase of the cardiac cycle to the next.  Using the ‘Trigger 
Delay’ DICOM field, in the DICOM header of each image, the average time between cardiac 
images can be calculated using equation 5.4. 
ii delay
N
ii delay
TT
N
T  

 
1
step 1
1
    (5.4) 
Where N is the number of images in the series, and Tdelay corresponds to the trigger delay from the 
acquisition of the R-wave.  The basal plane velocity was calculated by dividing the distance 
traveled between images by Tstep. 
 This removal of this basal velocity was not necessarily a straight-forward process since 
the PC-MRI imaging plane through the aortic valve is not parallel to the basal plane for every 
phase of the cardiac cycle (Figure 5.4).   
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Figure 5.4: Comparison of PC-MRI imaging slice (white line) with aortic valve annulus position 
(blue line) notice these lines are not necessarily parallel 
The PC-MRI measurement in this study only encodes velocity in the through-plane 
direction; thus the basal velocity was scaled to give the velocity of the aortic root only in the 
through-plane PC-MRI direction.  This is accomplished by taking the dot product of the vector 
normal to the phase-contrast imaging plane (n
A
(t)) and the vector normal to the basal plane (n
B
(t)) 
(calculated as n2 in equation 5.3 above) and scale the basal velocity (V
B
through) to produce the 
velocity of the aortic root (V
A
through) in the direction of the aortic valve PC-MRI slice (Eq. 5.5) 
)]()()[()( tntntVtV BABthrough
A
through      
(5.5) 
This scaled, through-plane velocity was smoothed to prevent contamination of the flow signal in 
diastole from noise in the tracking procedure.  Finally, the velocity measurements obtained from 
aortic valve PC-MRI scans were adjusted using this smoothed through-plane velocity calculated 
above, resulting in the corrected flow waveform used in this study. 
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CFD Simulation 
 One patient-specific model was simulated using both the corrected and uncorrected blood 
flow waveforms calculated using these techniques.  These simulations were performed on 
independent meshes using outflow boundary conditions optimized for each specific inflow 
waveform.  This ensured that the simulated pulse pressures (PP) and flow distributions at each 
outlet were within the acceptable ranges (PP difference < 5mmHg, difference in flow distribution 
< 5%).  
 To visualize TAWSS over the entire thoracic aorta, the surface geometry of the vessels 
were unwrapped using the techniques described above.  TAWSS was quantified at discrete 
locations circumferentially at diameter multiples equivalent to the diameter of the descending 
aorta to further elucidate regions of greatest disparity between corrected and uncorrected inflow 
waveforms. 
 TAWSS results from simulations using the uncorrected flow waveform were used as the 
baseline when comparing to corrected waveform.  TAWSS results from simulations using the 
corrected waveform were mapped to the uncorrected computational mesh and the two results 
were subtracted and normalized to uncorrected WSS (see Section 3.8).   
5.3 Results 
Corrected Aortic Valve Flow 
Flow waveforms measured from PC-MRI acquired at the level of the valve, corrected 
aortic valve flow waveforms, and the “error” calculated from the basal plane tracking are shown 
in Figure 5.5. 
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Figure 5.5: (A) Result from Kozerke et al using the slice-tracking sequence developed to 
compensate for aortic root motion and (B) results from patient #4 showing corrected and 
uncorrected aortic valve flow as well as the error calculated using the valve-tracking software 
developed for this study.  Figure 8 from the Kozerke study was reproduced with permission from 
Jon Wiley and Sons©, Kozerke S, Scheidegger MB, Pederson EM, Boesiger P. Heart motion 
adapted cine phase-contrast flow measurements through the aortic valve. Magn Reson Med. Nov 
1999; 42 (5): 970-978. 
The uncorrected flow waveform showed an underestimation of peak systolic flow, while 
in diastole, there was a slight overestimation of flow.  The error curve showed the same trend, and 
the corrected aortic valve flow waveform corrects for these errors. These correction techniques 
show a similar pattern to the work done by Kozerke et al(Kozerke, Scheidegger, Pedersen, & 
Boesiger, 1999) when calculating the error in PC-MRI when accounting or basal motion (Figure 
5.6).   
 
 106 
 
Figure 5.6: (A) Through-plane velocity of the basal level of the heart using pulse sequences in 
the Kozerke study (average of all normal volunteers expressed as mean ± SD) (B) Mean through-
plane velocity of all patients in this study using the valve tracking software (expressed as mean ± 
SD).  Figure 5 from the Kozerke study was reproduced with permission from Jon Wiley and 
Sons©, Kozerke S, Scheidegger MB, Pederson EM, Boesiger P. Heart motion adapted cine 
phase-contrast flow measurements through the aortic valve. Magn Reson Med. Nov 1999; 42 (5): 
970-978. 
CFD Results 
Blood Flow Velocity – Velocity streamlines obtained from CFD simulations were slightly 
elevated throughout the aortic arch in the corrected case as illustrated by the jet in Figure 5.7.  
The inflow jets from the corrected and uncorrected simulations therefore appeared to 
differentially impact the mid-AscAo vessel wall hear a region of dilation and influence patterns of 
WSS as discussed below.  Peak systolic blood flow appeared laminar and fully attached to the 
vessel wall from the distal AscAo throughout the thoracic aorta regardless of inflow waveform. 
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Figure 5.7: Blood flow velocity streamlines at peak systole for the uncorrected (Left) and 
corrected (Right) inlet boundary conditions as viewed from the left side (Top) and anterior 
(Bottom) of the arch.  Respective images show recirculation of blood flow surrounding the inflow 
jet and in the coronary sinuses and elevated velocity resulting from thoracic aortic geometry 
through the transverse arch and descending aorta 
Indices of WSS – Largest differences between corrected and uncorrected inflow waveforms in the 
AscAo were located along the outer wall.  For example, the outer left wall of the AscAo showed 
pronounced differences through the dilated portion (Figure 5.8 circumferential location A: 27 
dyn/cm
2
) while the outer right showed considerable differences between inlets just proximal to 
the IA (Figure 5.8 circumferential location B: 25 dyn/cm
2
). 
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Figure 5.8: Comparison of TAWSS between the uncorrected and corrected inlet profiles.  
TAWSS is shown on the vessel (Left) and the inserts show the distribution along the anterior wall 
of the vessel.  The aortic arch was unwrapped to visualize TAWSS and queried longitudinally and 
circumferentially at discrete locations to quantify regions of largest disparity between inlets 
Just proximal to the IA, the largest differences were along the outer right wall (33 
dyn/cm
2
).  Differences persisted along the inner and outer right walls of the transverse arch (14 
dyn/cm
2
) but were more modest in the distal dAo (15 dyn/cm
2
).  The differences in TAWSS 
between simulations were consistently above those reported for inter-observer variability for 
~70% of the thoracic aorta (Figure 5.9). 
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Figure 5.9: TAWSS differences between corrected and uncorrected inflow waveforms.  Data was 
thresholded to accentuate regions of the vessel exhibiting >13% difference between simulation 
results.  Inserts show areas of particular interest in the ascending aorta 
Regions experiencing elevated velocity due to arch geometry, exhibited higher TAWSS.  
Areas of interest were primarily in the ascending aorta, and in the transverse arch.  Values of 
TAWSS quantified in 3mm circumferential bands exhibited an overall underestimation in the 
uncorrected waveform when compared with the corrected waveform (Table 5.2). 
Table 5.2: Comparison of TAWSS and OSI between uncorrected and corrected aortic valve 
waveforms showing elevated TAWSS values with the corrected v. uncorrected aortic valve 
waveform. 
 
Uncorrected Corrected % difference Uncorrected Corrected % difference
AscAo (prox) 40.86 50.91 19.74% 0.11 0.10 1.84%
AscAo(dist) 61.01 71.66 14.86% 0.09 0.11 12.02%
Trans 51.10 61.35 16.71% 0.10 0.11 7.92%
Ductus 19.53 24.62 20.66% 0.20 0.17 13.66%
Diaphragm 26.19 31.51 16.88% 0.10 0.10 0.84%
Dao 23.09 26.11 11.58% 0.12 0.13 12.44%
btrunk 23.09 20.66 11.75% 0.21 0.25 13.48%
LCCA 18.32 22.12 17.18% 0.11 0.10 3.05%
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 TAWSS was elevated in the corrected aortic valve case by approximately 10 dyn/cm
2
 in 
the ascending aorta and transverse arch and approximately 3-5 dyn/cm
2
 throughout the 
descending thoracic aorta.  This translated to a percent difference of between 11 and 20%.  These 
differences may be a result of the lack of oscillating flow in the corrected case as exhibited in the 
uncorrected waveform.  
Turbulent Kinetic Energy – The distribution of TKE throughout the vascular region was governed 
by the dilated region of the AscAo and curvature of the aortic arch (Figure 5.10) while the 
relative intensity of TKE in a given region of the vasculature was elevated overall for the 
corrected waveform (Table 5.3). 
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Figure 5.10: Turbulent kinetic energy at peak systole (Left), mid-deceleration (Center), and mid-
diastole (Right) for each inflow waveform (uncorrected: left and corrected: right).  Comparisons 
were made between inlet boundary conditions at each time point 
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Table 5.3: Mean TKE, KE, and TKE/KE ratio computed at three time points in the cardiac 
cycle (peak systole, mid-deceleration, and mid-diastole) in the AscAo, transverse arch, and 
dAo as well as percent differences in these values between corrected and uncorrected 
waveforms 
 
 
For example, during mid-deceleration and mid-diastole the mean TKE was ~16% higher for the 
corrected inflow (uncorr=597 g/cm·s
2 
vs. corr=713 g/cm·s
2
).  The corrected waveform also had 
higher KE throughout the arch during systole and mid-deceleration, resulting in an overall lower 
TKE/KE ratio in the corrected case (AscAo, peak systole: uncorr=0.022 vs. corr=0.17, mid-
deceleration: uncorr=0.41 vs. corr=0.38). 
5.4 Summary 
The newly described valve tracking method provides a way of accounting for errors 
induced in blood flow measurements at the level of the valve and impose more accurate boundary 
conditions in patient-specific CFD analysis using imaging series normally acquired during a 
clinical imaging session.  This method includes quantification of blood flow via PC-MRI and 
assessment of basal heart motion via cine MRI images obtained through the LVOT. 
Compensation was accomplished offline by identifying markers surrounding the aortic annulus 
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on the ventricular septum and left ventricular free wall, tracking these points throughout the 
cardiac cycle, and removing the velocity component resulting from this motion from subsequent 
blood flow assessment.  Therefore, the fundamental physiologic sources of this error were 
accounted for without imposing any additional requirements at the time of acquisition.  The 
method provides a process and examples of the variability in hemodynamic indices of interest 
resulting from errors in flow calculation.  Localized changes in indices known to correlate with 
vascular disease including WSS can now be obtained from patient-specific CFD models 
constructed down to the aortic annulus with improved accuracy. 
These techniques were able to replicate the findings of the Kozerke study, but with the 
added benefit of using scans obtained during a clinically-ordered MRI session.  The velocity and 
distance traveled by the base of the heart also coincides with other values found in previous 
studies(Karwatowski et al., 1994; Rogers et al., 1991; Stuber, Nagel, Fuscher, Scheidegger, & 
Bossiger, 1995).  In this study, the peak velocities were slightly lower than those found by 
Kozerke et al (5 cm/sec v. 8 cm/sec), but could be a result of undersampling of peak velocity 
during early diastole. 
CFD studies of the thoracic aorta typically construct models originating at the sinotubular 
junction and impose a blood flow waveform contour measured downstream as an assumed 
velocity profile. This technique neglects the complex blood flow patterns in the coronary sinuses, 
which may influence blood flow in the ascending aorta.  The current results suggest that blood 
flow velocity in the aortic sinuses may contribute to complex flow patterns in the AscAo.  This is 
important as recirculating blood flow in the coronary sinuses have been shown to influence the 
closing of the aortic valve(Thubrikar, 1990), and alterations in this flow may lead to long-term 
damage of the aortic valve(Bellhouse, 1972).  Therefore, future CFD studies that include aortic 
valve tissue may be useful in determining risk of aortic valve damage due to flow in the coronary 
sinuses. 
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Recent advancements in post processing techniques have allowed the investigation and 
visualization of localized regions of altered hemodynamics that may be useful in predicting 
disease progression in this region.  Specifically, studies aimed to computationally investigate the 
influence of the valve on ascending aortic hemodynamics using simplified and patient-specific 
aortic valves revealed the outer AscAo wall was exposed to concerning WSS values.  Thus, the 
ability to identify potentially altered WSS within local regions is useful in understanding the 
progression of disease in this region. The objectives of the current investigation used these local 
quantification techniques to determine regions most influenced by differences in inflow boundary 
conditions. 
Circumferential quantification of WSS indices were used to elucidate differences with 
respect to inflow waveform and anatomic location.  The largest disparity in TAWSS was present 
in the anterior wall of the AscAo.  This location is similar to those found by Bauer et al(Bauer, 
Siniawski, Pasic, Schaumann, & Hetzer, 2006) and Hope et al(Hope et al., 2010; Hope et al., 
2008) to contain deleterious blood flow velocity and indices of WSS. Dilation and aneurysm 
formation tends to occur at the sinotubular junction and AscAo(Bauer, Siniawski, Pasic, 
Schaumann, & Hetzer, 2006; Cotrufo & Della Corte, 2009), corresponding to areas that had the 
largest differences in the current study.  Therefore, the underestimation of WSS using the 
uncorrected waveform is particularly concerning given the risk of aortic dilation present in this 
region.  Difference maps between uncorrected and corrected waveforms showed the largest 
differences in the ascending aorta.  The differences in TAWSS resulting from inlet conditions 
exceeded the threshold for inter-observer variability suggesting that these differences need to be 
accounted for to ensure accurate interpretation of significant results. 
Mean TKE in this case study was slightly elevated for the corrected waveform 
throughout the arch, but when normalized by KE, the TKE/KE ratio was lower for the corrected 
waveform.  The exception to this was in mid-diastole, but this discrepancy may be a result of the 
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elevated flow in the uncorrected case during diastole that was removed using the correction 
algorithm.  While normalization of TKE by KE allows for comparisons between simulations with 
different inflow waveforms, this may overestimate the impact of turbulence when KE is low.  
These findings agree with previous work and may help determine the influence of large variations 
in stresses experienced by the vessel wall, similar to aneurysm formation and 
progression(Berguer, Bull, & Khanafer, 2006). 
From a clinical perspective, correcting blood flow measurements obtained at the aortic 
valve could aid in determining which patients should be closely followed as a result of the degree 
of aortic valve insufficiency or stenosis, or varying hemodynamic impact.  Clinicians often use 
indices such as regurgitant fraction, or diameter and rate of change in ascending aortic diameter to 
determine the optimal time frame for surgical intervention.  This work, in combination with the 
inclusion of patient-specific aortic valves, suggest these findings, if verified, could be used to 
minimize the risk of emergent surgery and provide prognosticative value to improve patient 
outcomes.  Combining these new CFD techniques could lead to future studies with significant 
clinical implications. 
In summary, by accounting for the influence of heart motion in aortic valve blood flow 
measurements, local indices of WSS thought to be associated with long-term morbidity may be 
elucidated in patients with congenital cardiovascular disease with greater certainty.  These 
methods can now be used in conjunction with patient-specific aortic valves in population-based 
studies that include the aortic sinuses and annulus to study vascular hemodynamics in patients 
with CoA and other diseases of the thoracic aorta and obtain improved representations of forces 
exerted on the ascending aortic wall.  Therefore, the results of the work were used to apply 
accurate inflow boundary conditions to the patient-specific study described in aim #3 below.  The 
combination of improved aortic valve flow calculations, and imposing a morphologic aortic valve 
onto CFD simulations resulted in flow simulations that may further explain the increased 
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morbidity seen in patients with aortic valve disease. These advancements are applied in Specific 
Aim 3 when applicable. 
5.5 Potential Limitations 
The findings in this specific aim should be interpreted with the consideration of several 
potential limitations.  First, the spatial resolution in the MRI image limits the accuracy of the 
calculation of the physical coordinates of the pixel selected by the user.  This is a result of the 
large field of view used in acquiring the data relative to the rather small aortic annulus.  Because 
this was a retrospective study, these images were not obtained with the application presented here 
in mind.  Moving forward, an additional set of these images could be obtained focusing primarily 
on only the chest, neglecting the data from the abdomen obtained in the current study.  Increasing 
the matrix size would further improve the spatial resolution and result in more accurate basal 
velocity calculations. 
Second, the homogeneity of the myocardial tissue makes it difficult to ensure that the 
same locations are selected from one temporal frame to the next.  Some training as a user partially 
alleviates this issue, but still may introduce some variability in these results.  One technique that 
could help identify consistent locations from one temporal image to the next is to apply a 
saturation band to the aortic annulus.  With this saturation band, the markers on either side of the 
annulus would remain bright (or dark) throughout the cardiac cycle, giving the user a landmark to 
follow throughout the series.  This had been attempted early initially for the current aim with a 
grid-based tagging system, but the tags tended to fade in diastole when the basal motion was most 
dramatic.  The technique could be further optimized to determine the size of the saturation band 
required to persist through the entire cardiac cycle without being so large it obscures the aortic 
annulus.  Also, pulse sequence modifications such as a variable flip angle could be used to 
improve the resolution of the saturation band. 
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Finally, the motion of the heart can also cause difficulty in tracking the annulus.  For 
example, the heart motion during the cardiac cycle is not necessarily parallel to the currently 
acquired imaging slice.  This causes some of the tissue of the aortic annulus to pass into and out 
of the imaging plane throughout the imaging series.  In this case, the user may accurately select a 
portion of the annulus only to have it pass out of the imaging plane in diastole.  Since three 
imaging planes are normally acquired through the LVOT, this effect can be minimized by 
choosing the best plane to track, but a further improvement would be to shift the imaging plane 
from coronal to slightly oblique.  A single or double-oblique imaging that more accurately lies in 
the LVOT may eliminate this issue. 
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CHAPTER 6: THE VALVE SEGMENTATION TECHNIQUES IN AIM #1 AND VALVE 
TRACKING TECHNIQUES IN AIM #2WERE USED TO CHARACTERIZE THE 
HEMODYNAMIC CHANGES RESULTING FROM A BAV AND THE ROLE IT MAY PLAY 
IN ASCAO DILATION 
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6.1 Introduction 
Patients with BAV frequently have ascending aortic caliber larger than patients with a 
normally healthy TRI even when controlled for amount of aortic stenosis or regurgitation(Keane 
et al., 2000; Nkomo et al., 2003).  Past studies concluded that there are some other underlying 
genetic or structural factors in the aortic tissue itself that play into ascending aortic dilatation in 
patient with BAV(Della Corte et al., 2007; Tardos, Klein, & Shpira, 2009; Wilton & Marjan, 
2006).  The specific example cited for this conclusion is the fact that the degree of dilatation is 
out of proportion to amount of aortic stenosis or regurgitation.  The alternative argument, for 
altered hemodynamics as a basis for ascending aortic dilation or aneurysm formation, is rooted in 
the fact that studies found aneurysms or dilations tended to occur in an eccentric fashion, and that, 
depending on the type of BAV (fusion of right and left coronary cusps vs. right-non or left-non 
fusion), the location and speed of progression varies(Bauer, Siniawski, Pasic, Schaumann, & 
Hetzer, 2006; Hope et al., 2010; Markl et al., 2004; Weigang, 2008). 
The objectives of this aim were to incorporate the methods developed in the previous two 
aims, and determine the impact the local flow alterations induced by a BAV in patient-specific 
simulations including the aortic sinuses, and quantify the impact of aortic valve flow on 
ascending aortic hemodynamics.  The organization of this aim is divided into two examples, CFD 
models were created for two surgically corrected CoA patients one with a TRI the other with a 
BAV and normal AscAo caliber.  The second example includes three patients with surgically 
corrected CoA and BAV with progressively more dilated AscAo.  For each example, the impact 
of a BAV were determined by comparing results from each patient on the outer wall of the 
AscAo to elucidate differences that may provide prognosticative value in determining those 
patients at risk for AscAo dilation. 
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6.2 Methods 
Magnetic Resonance Imaging 
 Four patients with prior surgical correction for CoA, 1 with a TRI and 3 with a BAV, 
underwent cardiac MRI studies as part of a clinically indicated imaging session.  See Table 3.3 
for patient diagnoses and treatment types.   
 When considerable diastolic flow was present in aortic valve PC-MRI measurements 
(>5% of cardiac output), a third series of MRI images, obtained through the LVOT, were 
acquired for each patient and the techniques used in aim #2 were performed on these data sets to 
correct for through-plane motion of the aortic valve annulus during PC-MRI acquisition at the 
level of the valve.  This adjusted aortic valve flow measurement was used to assign inflow 
boundary conditions to the computational models. Inflow waveforms were applied to the inlet 
face of the computational model using a plug velocity profile and an orifice replicating the 
patients’ own valve morphology. 
 The 3D model construction techniques described at the end of Chapter 4 were used to 
build the computational models for this specific aim.  The computational model for each patient 
in the patient-specific valve study was then compared to its maximum intensity projection MRA 
image to visually ensure the model faithfully represented aortic geometry (Figure 6.1). 
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Figure 6.1: (Top) MIP of each patient for patient-specific valve study with corresponding 
computational models constructed using the 3D segmentation technique (Bottom) 
Wall shear stress 
 TAWSS in each example was normalized to the average descending aortic values in each 
patient to account for any variability in cardiac output between patients.  This location was 
chosen as it is the least impacted by diseases of the aortic valve or surgical correction for CoA.  
Results are expressed as a dimensionless ratio between local TAWSS and dAo TAWSS. 
4.2 Results 
Example 1: Surgically repaired CoA exhibiting a TRI vs. BAV 
Blood flow velocity - Blood flow velocity streamlines for each patient at peak systole, mid 
deceleration, and mid diastole are shown in Figure 6.2. 
 122 
 
Figure 6.2: Peak systolic blood flow streamlines for TRI patients (Top) and BAV patients 
(Bottom) as viewed from the sagittal plane (Left) and coronal plane focusing on the ascending 
aorta (Right). 
Complex flow patterns were observed in the ascending aorta of both the TRI and BAV 
patient, but in the BAV case these complex flow patterns persisted further into diastole and distal 
compared to the TRI patient.  At peak systole, the TRI patient showed flow swirling in the aortic 
sinuses that became fully attached distally.  A helical flow pattern can be observed in the 
deceleration phase, and slow recirculative flow in diastole.   The BAV patient exhibited complex 
swirling and flow patterns in the aortic sinuses and continued into the proximal ascending aorta 
during peak systole.  In the mid-deceleration phase, the swirling propagated distally throughout 
the entire AscAo, and in diastole, slow, recirculative flow developed.  It appears that the BAV 
blood flow jet also impinges on the AscAo wall more proximally than in the TRI patient. 
 123 
Time-Averaged Wall Shear Stress- The AscAo exhibited elevated TAWSS values in regions 
corresponding to the initial impact of blood flow through the aortic valve on the vessel wall 
(Figure 6.3).To better visualize and quantify TAWSS, the ascending aorta was isolated from the 
branching vessels and thoracic aorta downstream of the transverse arch, and unwrapped along the 
underside of the arch.  Local TAWSS along the longitudinal axis for the aorta was summarized 
for five locations along the outer luminal surface in Figure 6.3.   
 
Figure 6.3: Spatial distributions of TAWSS in the TRI (Top) and BAV (Bottom) patients as 
viewed from the sagittal (Left), anterior (Center), and unwrapped (Right) views.  TAWSS results 
extracted longitudinally along the outer wall of the arch showed elevated TAWSS along the outer 
and outer left wall of the AscAo for the BAV patient. 
 Normalized TAWSS was elevated for the BAV patient throughout the AscAo luminal 
surface, specifically along the outer, outer left, and left wall.  TAWSS disparity between the TRI 
and BAV patient was most evident along the outer left and left curvatures, while differences at 
other locations were more modest.  The largest disparity in normalized TAWSS (~ 6.5) occurred 
approximately 3 diameters proximal of the IA along the left wall.   
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Circumferential data was extracted at diameter multiples of the descending aorta 
throughout the ascending aorta to investigate regions of disparity between the TRI and BAV 
patients (Figure 6.4). 
 
Figure 6.4: Normalized TAWSS quantified in the ascending aorta to highlight regions of greatest 
disparity between the TRI (Top) and BAV (Bottom) patient. 
The circumferentially plotted TAWSS was also globally elevated in the BAV case.  These 
differences were most striking in the outer right and outer left wall of the ascending aorta at 
approximately the 3
rd
 diameter proximal of the IA (6.5 and 5.0, respectively), and the outer left 
wall at approximately 1 and 4 diameter proximal of the IA (5.5 and 6.0, respectively). 
Turbulent Kinetic Energy –The BAV patient introduced more TKE in the AscAo (Figure 6.5) as 
compared to the TRI patient.  During peak systole, TKE was elevated in the AscAo of the BAV 
with the transverse arch inducing more turbulence in the TRI case.  During mid-deceleration both 
TRI and BAV patients exhibited considerable TKE, which persisted into diastole in both cases.   
 125 
 
Figure 6.5: Turbulent kinetic energy at peak systole (Left), mid-deceleration (Center), and mid-
diastole (Right) for the TRI (left) and BAV (right) patients 
 Average TKE and TKE/KE were elevated throughout the thoracic aorta for the BAV 
patient (Table 6.1).  For example, TKE at peak systole was elevated for the BAV case in the 
AscAo(TRI: TKE=52.7 g/cm·s
2
, TKE/KE=0.01 vs. BAV: TKE=506.53 g/cm·s
2
, TKE/KE=0.05), 
and transverse arch (TRI: TKE=124.77 g/cm·s
2
, TKE/KE=0.01 vs. BAV: TKE=934.29 g/cm·s
2
, 
TKE/KE=0.11) but the differences were considerably reduced distal to the LSCA (TRI: 
TKE=150.52 g/cm·s
2
, TKE/KE=0.02 vs. BAV: TKE=182.62 g/cm·s
2
, TKE/KE=0.03).  At mid-
deceleration these indices increased and equilibrated in the AscAo between patients (TRI: 
TKE=2191.68 g/cm·s
2
, TKE/KE=0.36 vs. BAV: TKE=1033.99 g/cm·s
2
, TKE/KE=0.37). 
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Table 6.1: Mean TKE, KE, and TKE/KE ratio for the TRI and BAV patients 
 
Example 2: Surgically Corrected CoA and BAV with progressively more dilated AscAo 
MRI Analysis – Ascending aortic diameters were measured at the level of the MPA using the 
sagittal in each BAV patient.  The normal patient had an AscAo diameter of 2.3 cm, the dilated 
patient had an AscAo diameter of 3.5 cm, and the aneurismal patient had an AscAo diameter of 
5.1 cm. 
Blood flow velocity - Blood flow velocity streamlines for each patient at peak systole, mid 
deceleration, and mid diastole are shown in Figure 6.6. 
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Figure 6.6: Blood flow velocity streamlines at peak systole (Left), mid-deceleration (Center), and 
mid-diastole (Right) for the BAV patients with normal AscAo diameter (left of group), dilated 
AscAo (center of group), and AscAo aneurysm (right of group) as viewed from the anatomic left 
side (Top), and anterior (Bottom) 
 
 Elevated blood flow velocity can be seen in the ascending aorta in all patients at peak 
systole and mid-deceleration.  The aortic valve velocity jet impacts the AscAo wall more 
proximal in the patient with the dilated and aneurismal AscAo.  Substantial swirling and vortices 
were produced surrounding the aortic valve jet for the dilated and aneurismal BAV patients.  The 
patient with the dilated AscAo shows a high velocity jet impinging in the dilated region which 
appears to have dissipated in the patient with the AscAo aneurysm. 
Time-averaged wall shear stress – Figure 6.7 shows local normalized TAWSS along the along 
the longitudinal axis of the outer wall of the ascending aorta.  The greatest disparity in normalized 
TAWSS was along the outer right wall of the AscAo 3 diameters proximal of the IA (difference 
of ~ 5.5).   
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Figure 6.7: Spatial distribution of TAWSS in the normal (Left), dilated (Center), and aneurysmal 
(Right) AscAo.  Data were extracted longitudinally along the outer wall of the aorta to elucidate 
regions of greatest disparity 
Circumferential plots were extracted throughout the impact region (Figure 6.8).  Elevated WSS 
was present in the dilated patient in the center and mid-proximal areas of the impact region (OR: 
4.8, IR: 2.7, respectively).  These locations did not show the peaks in the patient with AscAo 
aneurysm, and TAWSS was slightly elevated in the patient with the normal AscAo.   
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Figure 6.8: Circumferential quantification of TAWSS through the impact region of the aortic 
valve jet in each arch showing elevated WSS in the dilated patient and normalization of WSS in 
the AscAo aneurysm patient 
 Elevated TAWSS may also result in damage or degradation to the various layers of the 
vessel wall.  Therefore, the percent of the luminal surface in the impact zone exposed to these 
deleterious TAWSS values were evaluated for each patient in this group.  Overall, the arch with 
the normal caliber had somewhat elevated TAWSS in the impact region (24% > 50 dyn/cm
2
, 
5.3% > 80 dyn/cm
2
, and 1% > 100 dyn/cm
2
).  In contrast, the patient with the dilated AscAo had 
considerably more of the impact region exposed to potentially damaging TAWSS values (35% > 
50 dyn/cm
2
, 15% > 80 dyn/cm
2
, and 6.2% >100 dyn/cm
2
).  Conversely, the patient with the 
AscAo aneurysm presented with the lowest luminal area exposed to elevated TAWSS (0.75% 
>50 dyn/cm
2
 and ~0% > 80 and 100 dyn/cm
2
). 
Although the TAWSS in the aneurismal portion of the AscAo was reduced to normal 
levels, the increased caliber of the AscAo resulted in elevated wall tension in this patient (3.8 x 
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10
4
 N/m
2
 compared to 2.57 x 10
4
 N/m
2
 and 2.05 x 10
4
 N/m
2
 for the dilated and normal AscAo 
patients, respectively).  This may preclude further dilation and possible aortic rupture in this 
patient as discussed elsewhere(Hall, Busse, McCarville, & Burgess, 2000; Metaxa et al., 2008). 
Turbulent Kinetic Energy – TKE was assessed in the AscAo, transverse arch, and descending 
aorta of the three patients with progressively more dilated ascending aortas at peak systole, mid-
deceleration, and mid-diastole (Figure 6.9).  TKE at peak systole was elevated in the AscAo of 
the normal patient, while TKE increased in all patients during mid-deceleration and propagated 
further into diastole in the dilated patient. 
 
Figure 6.9: TKE visualized at peak systole (Left), mid-deceleration (Center), and mid-diastole 
(Right) for the patient with the normal ascending aortic diameter (left in group), dilated AscAo 
(center in group), and aneurysm (right in group) 
 Average TKE, KE, and TKE/KE ratios were quantified in the AscAo, transverse arch, 
and descending aorta for each patient in this study at peak systole, mid-deceleration, and mid-
diastole (Table 6.2). 
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Table 6.2: TKE, KE, and TKE/KE in CoA patients with BAV and progressively more 
dilated AscAo throughout regions of the thoracic aorta 
 
TKE was elevated in the normal and dilated patient in the AscAo at peak systole (Normal: 
TKE=506.53 g/cm·s
2
, TKE/KE=0.05 vs. Dilated: TKE=541.87 g/cm·s
2
, TKE/KE=0.10).  While 
the aneurysm patient showed overall lower TKE, the relatively low cardiac output of this patient 
results in an elevated TKE/KE ratio in the AscAo at peak systole and mid-deceleration, 
respectively (Dilated: TKE/KE=0.10 and 0.40 vs. Aneurysm: TKE/KE=0.13 and 0.55). 
6.3 Summary 
 CFD studies have been used to assess the potential for vascular disease in various regions 
including the coronary arteries, carotid bifurcation, and cerebral vasculature.  Recently, these 
techniques have been extended to the thoracic aorta, specifically in the area of congenital 
cardiovascular disease.  For the results of these studies to provide prognosticative data to 
clinicians, the realization of the impact of the aortic valve, aortic annulus, and aortic sinuses must 
be investigated.  The objectives of this portion of the study were to quantify the impact of patient-
Peak Syst Mid-Decel Mid-Diast Peak Syst Mid-Decel Mid-Diast
AscAo 52.7 2191.7 50.2 AscAo 506.5 1034 51
Trans 124.8 1665.5 57.8 Trans 934.3 1329.5 42.1
Dao 150.5 1820.8 326.4 Dao 182.6 559 44.6
Peak Syst Mid-Decel Mid-Diast Peak Syst Mid-Decel Mid-Diast
AscAo 8.88E+03 6.17E+03 2.69E+01 AscAo 1.05E+04 2.78E+03 1.26E+02
Trans 1.26E+04 1.08E+04 6.56E+01 Trans 8.69E+03 2.98E+03 2.59E+01
Dao 7.58E+03 8.76E+03 2.10E+02 Dao 6.55E+03 2.39E+03 1.58E+01
Peak Syst Mid-Decel Mid-Diast Peak Syst Mid-Decel Mid-Diast
AscAo 0.01 0.36 1.87 AscAo 0.05 0.37 0.40
Trans 0.01 0.15 0.88 Trans 0.11 0.45 1.62
Dao 0.02 0.21 1.55 Dao 0.03 0.23 2.83
TRI (1088) BAV (1023)
Turbulent Kinetic Energy (g/cm·s2)
Kinetic Energy (g/cm·s2)
TKE/KE
TRI (1088) BAV (1023)
TRI (1088) BAV (1023)
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specific valve morphology on AscAo hemodynamics, identify regions most impacted by valve 
disease, and investigate possible reasons aortic dilation has been seen in patients diagnosed with a 
BAV.  Two separate examples were used in this investigation.  The first example used two 
patients that were surgically corrected for CoA, one with a BAV, and the other with a TRI.  Both 
patients had a more normal arch geometry and comparable cardiac output.  The goal of example 
#1 was to determine differences in regions exposed to altered TAWSS to elucidate possible 
variations due to valve disease.   
The second case investigated three patients with CoA and BAV with progressively larger 
AscAo. Comparisons were made between patients to determine if any trends exist that may 
preclude these patients to developing a more dilated AscAo.  While these studies use populations 
that are too small to definitively state causality, the trends shown here not only show the potential 
impact of these techniques on future CFD studies, but also may provide a framework for larger 
studies in the future.  These studies may provide a link between AscAo aneurysms and adverse 
indices of TAWSS.  Also, if a link could be made, potential treatments for aortic valve disease 
may be able to alleviate these adverse TAWSS indices.  The key results of this study are as 
follows: 
(1) Patients diagnosed with CoA and BAV tend to have larger AscAo diameters than those 
diagnosed with a TRI valve. 
(2) Blood flow in the AscAo tended to exhibit more swirling and recirculating flow in the 
patients diagnosed with a BAV regardless of degree of AscAo dilation 
(3) Normalized TAWSS was elevated in the BAV patients with normal or dilated AscAo, 
and were lower in the TRI patient and BAV patient with AscAo aneurysm 
(4) The percentage of the luminal surface exposed to potentially deleterious TAWSS was 
elevated in the patient with the dilated AscAo, but lower in the normal and aneurismal 
patients. 
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(5) TKE was elevated during systole in the BAV patients, and TKE/KE was elevated in the 
aneurismal patient. 
BAV patients show larger AscAo than those with TRI geometry.  Previous studies have described 
an enlargement in ascending aortic caliber in patients diagnosed with a BAV(Agozzino, 2006; 
Bauer, Siniawski, Pasic, Schaumann, & Hetzer, 2006; Della Corte et al., 2007; Nkomo VT, 2003; 
Tardos, Klein, & Shpira, 2009).  Currently, there are two schools of thought on the reasoning 
behind this enlargement.  First, the altered flow entering the ascending aorta through the diseased 
valve induces this dilation; a hemodynamic approach.  The second theory proposes the underlying 
cellular deficiencies that cause a BAV also influence the ascending aorta, making it more prone to 
dilation.  In the current study, there was a definite increase in ascending aortic caliber in the BAV 
patients compared to the TRI patient.  The intriguing finding here is that these patients develop an 
eccentric dilation, meaning the dilation is centralized in the region of the impinging aortic valve 
velocity jet.  An even enlargement of the ascending aorta would be expected if this dilation was 
purely cellular. 
BAV appears to influence blood flow in the ascending aorta.  In both examples presented here, 
those patients diagnosed with a BAV exhibited more complex blood flow patterns in the AscAo 
than did the TRI patient.  These findings agree with other studies showing that AoV morphology 
and function influence the progression of disease in the AscAo(Cotrufo & Della Corte, 2009).  
The TRI patient exhibited a more upright aortic valve jet and AscAo blood flow that was fully 
attached distal to the aortic sinuses.  Also, in mid deceleration, a right-hand helical flow pattern 
developed that transitioned into a slower left hand recirculative flow in diastole.  These findings 
agree with previous findings by Kilner et al(Kilner, Yang, Mohiaddin, Firmin, & Longmore, 
1993) and Hope et al(Hope et al., 2010) showing these flow patterns exist in patients with healthy 
valves.  Conversely, in the entire group of BAV patients in both examples showed a more lateral 
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aortic valve jet that impacted the ascending aortic wall more proximally.  The streamlines were 
more disorganized and flow swirling and disturbances existed throughout the AscAo.  Thus, 
aortic geometry, effective orifice direction, and valve morphology may impact the distance to 
which flow disturbances propagate.  In the BAV patients, these flow disturbances may influence 
not only the closure of the aortic valve as shown by Bellhouse et al(Bellhouse, 1972), but also the 
stresses imparted on the outer wall  of the AscAo. 
 TAWSS in BAV differ from the TRI valve, and with progressively larger AscAo.  
Normalized TAWSS was elevated in the BAV patients with both normal and dilated AscAo 
compared to the TRI patient (normal AscAo) and the patient with AscAo aneurysm. The outer 
wall of the AscAo showed the largest differences in both examples, with the BAV patient 
showing the largest WSS values in this region.  Studies by Robicseck et al showed that shear 
stresses were exerted focally and cause an uneven distribution of force on the outer, or convex 
wall of the AscAo, even in the presence of no stenosis or insufficiency(Robicsek, Thubrikar, 
Cook, & Fowler, 2004). 
 Circumferential quantification of TAWSS was used to further elucidate differences with 
respect to aortic valve type and anatomic location.  The largest disparity in TAWSS was present 
mainly along the anterior right AscAo wall.  These findings agree with Bauer et al(Bauer, 
Siniawski, Pasic, Schaumann, & Hetzer, 2006) and Weigang et al(Weigang, 2008) who suggested 
elevated wall motion and WSS values in this region may cause ascending aortic dilation, 
respectively.  Localized quantification of normalized TAWSS showed moderately elevated values 
in the normal patient compared to the TRI patient.  These results were substantially elevated in 
the dilated patient, and within a normal region in the patient with the AscAo aneurysm.  This may 
initially seem counterintuitive, but studies have shown that TAWSS > 80 dyn/cm
2
 exhibit 
outward remodeling(Metaxa et al., 2008).  Once these TAWSS values drop, the mechanism of 
outward progression may shift from one of WSS to wall tension.  At this point, wall tension has 
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increased substantially in the patient with AscAo aneurysm and may preclude further dilation and 
potential rupture.  One study by Hall et al(Hall, Busse, McCarville, & Burgess, 2000) showed that 
wall tension greater than 2.8 x 10
5
 N/m
2
resulted in almost guaranteed aortic rupture.  A study by 
David Vorp PhD suggested that these metrics may be flawed since the stresses are not evenly 
distributed and localized wall stress could be much higher(Vorp, 2007).  Future studies with 
deformable walls may be able to directly calculate localized wall tension and distensibility, 
providing further insight into this mechanism.   
 Studies have shown that progressively higher TAWSS on the AscAo wall my induce 
changes in different layers of the vessel wall.  For example, studies by Metaxa et al(Metaxa et al., 
2008) have shown that endothelial cells exposed to WSS > 60 dyn/cm
2
 tend to misalign 
themselves perpendicular to the flow of blood, instead of parallel as seen in lower WSS regions.  
Also, studies by Tardos et al(Tardos, Klein, & Shpira, 2009) have found that WSS above 80 
dyn/cm
2
 may result in over expression of matrix metalloproteinase (MMP), which may lead to the 
degeneration of the medial layers of the arteries.  Finally, TAWSS larger than 100 dyn/cm
2
 can 
actually damage endothelial cells.  All these mechanisms have been suggested as predictors of 
progressive AscAo dilation.  Interestingly, the patient with dilated AscAo shows the largest 
percentage of the luminal surface within the impact region being exposed to these levels of 
TAWSS. 
TKE values for the BAV patients were elevated compared to TRI.  As compared to simulations for 
both examples, the TKE during systole was elevated in the AscAo for the BAV patients.  In the 
first example, these differences equilibrated somewhat in the descending aorta, and, while both 
increased, values in mid-deceleration were similar.  The TKE was elevated in the AscAo for the 
dilated patient as well during peak systole, while the values in the aneurysm patient were lower.  
The TKE/KE ratio allowed for the turbulence calculations of these patients to be compared while 
compensating for differences in aortic flow and cardiac output.  Using the TKE/KE ratio in the 
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AscAo, the patient diagnosed with BAV and AscAo aneurysm had a higher ratio during systole 
and mid-deceleration than either other BAV patient.  The elevation of TKE with respect to each 
patient's KE values may help explain the increased risk or aortic dissection as the turbulence 
causes large variations in the stresses experienced by the wall, similar to those seen in aneurysm 
formation and progression(Gishen & Lakier, 1979).  As mentioned earlier, normalization of TKE 
by KE allows comparisons between patients within a cardiac cycle; this may overestimate the 
impact of turbulence when KE is low (i.e. during diastole). 
 These results should be interpreted with the consideration of several potential limitations.  
First, results were considered independent of mesh density when differences in TAWSS between 
successive meshes changed by less than 1%.  The unstructured tetrahedral adaptive meshing 
technique uses an intelligent approach that produces results equivalent to much larger isotropic 
meshes at a fraction of the computational cost.  It is possible that the TAWSS results may be 
slightly different for much larger meshes; however it is unlikely that the trends presented here 
would be altered.  Second, the study imposed a rigid wall assumption to reduce computational 
expense and because precise material properties of the aorta were not available.  Although, in the 
future, deformable simulations would be advantageous to this patient population as they may 
provide insight into possible hemodynamic bases for ascending aortic dilation, specifically the 
ability to calculate wall tension and distensibility.  Third, the study replicated the patient-specific 
aortic valve orifice, but not the valve leaflet tissue. This approach is similar to a recent study by 
Viscardi et al(Viscardi et al., 2010) investigating different flow profiles in two types of BAV in 
comparison to a TRI.  This study used stationary simulated ellipses and circles to replicate BAV 
and tricuspid valves, respectively.  The results of this study were encouraging as the eccentricity 
of the aortic valve jet was impacted by the type of cusp fusion. The work presented here would 
take this one step further by not only replicating actual aortic valve morphology, but also the 
change in the valve orifice size over the cardiac cycle. 
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In summary, by implementing patient-specific aortic valves and incorporating the aortic 
sinus and annulus into CFD simulations, the influence of patient valve morphology on adverse 
local blood flow, WSS, and TKE clinically thought to be associated with long-term post-
operative morbidity was finally realized in patients with repaired CoA and aortic valve disease.  
These findings show the benefit of employing aortic valve morphology and a more accurate 
thoracic aortic model to elucidate regions most impacted by diseases of the aortic valve.  Also, 
these findings agree with previous work in the field identifying adverse hemodynamic 
components in patients with CoA and BAV.  This brings thoracic aortic simulations even closer 
to clinical reality than was previously available.  These techniques and findings may help 
clinicians in surgical planning to preoperatively quantify the influence of surgical or catheter-
based corrections by providing clinicians with information that is difficult to obtain by traditional 
diagnostic modalities, such as localized indices of WSS and complex flow patterns resulting from 
aortic valve disease. 
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CHAPTER 7: Applications of investigation findings, future directions, and conclusions 
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7.1 Review of Investigation Findings 
 The work presented here has not only provided new insight into the possible 
hemodynamic basis for morbidity in patients treated for CoA in the presence of a BAV, but novel 
tools have also been developed that are amenable to many other areas of research.  For example, 
the valve segmentation techniques developed here are currently being used in a study in 
conjunction with The Children’s Hospital of Wisconsin to investigate adverse ascending aortic 
hemodynamics in patients diagnosed with Marfan Syndrome.  Other possible applications of this 
work are presented below.  Briefly, the unique contributions this work has made to the field are as 
follows 
1) A novel scheme was developed to implement patient-specific aortic valves into 
computational models of the thoracic aorta.  Further, these techniques could also be 
used, as shown in the first study, to impose any number of aortic valve morphologies 
into patient-specific CFD simulations 
2) Work presented here was the first to elucidate the distance down the aortic arch 
where aortic valve morphology no longer impacts hemodynamics.  This adds weight 
to previous work investigating altered hemodynamics in the descending aorta, 
suggesting that these results are not influenced by inlet type. 
3) Heart motion present in PC-MRI measurements at the level of the aortic valve can be 
compensated for without the need for complex pulse sequences and software that 
may be difficult to implement in some clinical settings.  Further, these techniques 
could be used in future 4D PC-MRI studies to extract aortic valve flow measurements 
that remain in a consistent anatomic location throughout the cardiac cycle. 
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4) Finally, the culmination of all of these previous advances has put some weight behind 
the argument for altered hemodynamics as a basis for ascending aortic dilation.  The 
stark changes in ascending aortic hemodynamics in patients with BAV suggest that 
this may be a mechanism for dilation and aneurysm formation in the ascending aorta.  
Future studies with larger patient populations using deformable wall simulations and 
different variations of BAV disease may help predict regions in the ascending aorta at 
risk for dilation and aneurysm formation.  
Table 7.1 below summarizes the differences in hemodynamic parameters induced by the 
supplemental portions of this study.  These include different users creating the computational 
models, different model creation techniques, the influence of heart motion on CFD results, and 
the presence of an aortic valve. 
Table 7.1: Influences on TAWSS of the use of an aortic valve, model creation, and basal 
motion 
 
Determining accuracy of blood flow simulations 
An effort was made to determine the improved accuracy in patient-specific simulations in 
the ascending aorta using these techniques compared to those using idealized velocity profiles.  
To this end, the patient with a dilated AscAo and BAV was simulated using both an idealized 
velocity profile (Aim #2) and a patient-specific valve (Aim #3).  Cross-sectional velocity profiles 
were obtained at peak systole from each simulation and compared to the PC-MRI acquisition at 
the same physical location in the ascending aorta (Figure 7.1). 
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Figure 7.1: Ascending aortic velocity profile from PC-MRI (Left), parabolic (Center), and 
patient-specific aortic valves (Right) 
 
 While neither the idealized nor patient-specific valve exactly replicate the velocity 
profile, the patient-specific velocity profile better replicates the PC-MRI measurements.  
Specifically, the high-velocity features along the outer left wall of the ascending aorta are better 
replicated in the patient-specific simulation.  The idealized simulation also overestimates the 
velocity along the inner right wall of the ascending aorta, which is better replicated in the patient-
specific case. 
The differences in velocity profiles between different simulation inflow velocity profiles 
and the PC-MRI measurements may be a result of the directionality and velocity induced by the 
aortic valve, or the underestimation of complex flow resulting from an idealized profile.  A study 
by Les et al(Les et al., 2010) compared velocity profiles at different mesh densities in both 
laminar and complex flow at mesh densities ranging from 2 to 31 million mesh elements.  This 
study showed that in regions of laminar flow, the velocity profiles were similar across meshes, 
but in regions of complex flow in aneurysms the velocity profiles differed even up to 31 million 
element meshes.  Therefore, some of the remaining differences presented here may be due to a 
lack of mesh independence for velocity in these regions.  In regions of complex flow, local mesh 
independence of instantaneous velocity seems unlikely. 
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7.2 Applications of Investigation Findings & Future Directions 
The findings in these collective works presented here lend themselves to many different 
fields in engineering and medicine.  Some of these include surgical planning, device design, and 
the investigation of development or progression of diseases in the thoracic aorta.  These are 
explained in detail below. 
Surgical planning 
 The techniques developed here could be used in a longitudinal study of patients 
diagnosed with a BAV to identify characteristics in valve disease that promote ascending aortic 
dilatation.  These patients could be imaged serially at two-year intervals and measurements taken 
to assess ascending aortic caliber, functional aortic valve area, aortic stenosis, and aortic 
regurgitation.  CFD simulations could then be performed for each MRI study to investigate the 
changes in hemodynamics that occur over time to further elucidate adverse flow patterns and 
indices of WSS.  If these studies are able to estimate what features of aortic valve disease 
influence the rate of disease progression in the ascending aorta and aortic valve, then key 
indicators could be identified as risk factors for premature ascending aortic dilation.  Therefore, 
patients at greater risk for ascending aortic dilation, aneurysm formation, and dissection could be 
followed more closely to determine the optimal time for surgical intervention. 
 The decision on timing of aortic valve replacement in cases of stenotic or regurgitant 
aortic valves is of utmost importance.  In almost all cases of aortic valve surgery, a prosthetic 
valve is used, whether this is a biologic valve or mechanical valve depends on the specific case.  
Mechanical prosthetic valves are more durable and last longer than biological prosthetic valves, 
but with mechanical valves the risk of blood clots developing on the mechanical components of 
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the valve is high.  Therefore, patients treated with a mechanical valve require anticoagulants for 
the rest of their lives.  Conversely, biological valves greatly reduce the risk of blood clot 
formation, but do not last as long as mechanical valves. 
 If the serial study is able to help determine the optimal timing for aortic valve and 
possibly ascending aortic replacement, then when the time for surgical intervention approaches, 
different prosthetic valves (biological vs. mechanical) could be implemented in CFD simulations 
to help the physician and surgeons determine the best outcome for a specific patient.  These 
results could be weighed with other considerations including the patient’s level of activity, risk of 
repeat surgery, and the prospect of life-long medications.   
 One aspect of aortic valve disease that was not explored in the current study, but could be 
useful, is the influence the orientation of a BAV has on hemodynamics in the ascending aorta and 
the risk of ascending aortic aneurysm formation.  There is some evidence that the orientation of 
the aortic valve has an impact on the location and severity of ascending aortic dilatation.  A study 
investigating the hemodynamic impact of valve orientation would be useful in determining the 
optimal time for intervention.  Further, in preparation of aortic valve replacement, test the chosen 
valve in different orientations to determine the optimal placement for a given patient.  Providing 
the clinicians and surgeons with additional data at the time of surgery may result in more 
beneficial outcomes for the patient. 
Device Design 
The techniques developed in this study could be used in the development of new artificial 
heart valves.  The majority of mechanical artificial aortic valves are bileaflet in structure, so by 
implementing the valve segmentation techniques, the shape and orientation of the prosthetic valve 
orifice could be optimized to reduce adverse hemodynamics in the ascending aorta. Further, 
artificial valves could be developed for specific diseases, patient age or size, and to accommodate 
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other vascular diseases.  For example, a patient diagnosed with Marfan syndrome or Loeys-Dietz 
syndrome, a congenital abnormality in the connective tissue in the body, may not be able to 
withstand levels of WSS in the ascending aorta that normal patients could due to the increased 
risk of aortic dilation in these patients. 
A combination of the current techniques developed here and the fluid-structure 
interactions developed by Shadden et al. may allow device manufacturers to not only replicate the 
orifice of the prosthetic valve in development, but also the interaction of blood with the 
articulating mechanical valve leaflets.  This would allow designers and manufacturers to calculate 
the impact mechanical leaflets have on flow into the aortic sinuses and delivery of blood to the 
coronary arteries.  Further, it may be possible to design aortic valve prostheses which reduce the 
likelihood of hemolysis or blood clot formation resulting from the mechanical characteristics of 
the valve.  This could possibly reduce the required amount of long-term anticoagulant medication 
prescribed to the patient after recovery. 
Development or progression of disease 
Future studies may employ these image processing techniques to investigate possible 
development or progression of disease in the ascending aorta.  One direct application would be to 
investigate the hemodynamic properties of ascending aortic aneurysms that developed as a result 
of a BAV.  These findings may provide insight into the cause of the aneurysm and the risk for 
rupture in the future. 
 These techniques could also be employed in patients that have had a section of the 
ascending aorta replaced with artificial graft material as a treatment to ascending aortic dilation or 
aneurysm formation.  The influence of blood flow passing through the aortic valve and impacting 
the graft may provide some insight into any possible complications that may develop due to 
fatigue or failure of the patch material. 
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New imaging techniques are in development that allow for blood flow velocity to be 
quantified in a 3D manner.  This would allow for the acquisition of an entire volume of flow data 
during one scan and eliminate the need to acquire flow measurements in regions of the 
vasculature using different scans.  The accuracy of flow calculations are heavily dependent on the 
precise location of the imaging plane.  Off-orthogonal slices of ±15 degrees tend to over or 
underestimate the flow in a given vessel(J. Lotz, C. Meier, A. Leppert, & M. Galanski, 2002).  
These techniques could be useful in the CFD process by allowing the user to reslice the imaged 
volume in any plane desired.  This is beneficial because accurate flow quantification would no 
longer be dependent on the accuracy of the imaging slice position, allow for accurate aortic valve 
blood flow measurement, and reduce the clinical imaging scan time by eliminating the need for 
multiple scans of a given vasculature.  
The CFD user could reslice the imaging data in any plane desired, allowing for accurate 
flow measurements in all regions of the vasculature.  Also, if there were interesting flow features 
in a certain portion of the vasculature, this data could be extracted and compared to CFD results 
in the same region.  This eliminates the burden on the MR technologist or clinician in ensuring 
accurate slice position at the time of scan prescription.   
Using the valve tracking techniques described above, these 3D flow images could be 
resliced using the myocardial tags such that the imaging plane will always be at the same 
anatomic location throughout the cardiac cycle.  This would more accurately mimic what was 
done in the Kozerke study(Kozerke, Scheidegger, Pedersen, & Boesiger, 1999) without the need 
to develop new pulse sequences, design of software to run on the scanner console, or actively 
adapt slice locations at the time of the scan.  Ideally, even more accurate aortic valve flow would 
be possible than what was presented above. 
By obtaining 3D time varying PC-MRI images of the thoracic aorta, hemodynamic 
calculations could be made that are similar to the results obtained from CFD simulations.  By 
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calculating the velocity gradient nearest the vessel wall, components of WSS could be calculated 
directly from MRI data.  This has been attempted in 2D, 3-component PC-MRI imaging(Bekkers 
& Taylor, 2004; Wentzel JJ, 2005) with a spatial resolution of approximately 9 mm, but using 
these new techniques, an entire volume could be acquired and these components of WSS could be 
calculated for the entire region.  This would more similarly match what is obtained from the CFD 
simulations.  The CFD simulations would still have orders of magnitude higher spatial and 
temporal resolution than the MRI studies, but comparisons could be made to determine the 
accuracy of hemodynamic calculations from MRI that would be available to physicians and 
surgeons on a more clinically relevant time scale than is currently using CFD techniques. 
Finally, the magnitude images derived from these 3D time resolved PC-MRI acquisitions 
can be used as MR angiography data used to create 3D MIPs and reconstructed images without 
the need for exogenous contrast agents.  This would be useful in patients and volunteers who 
either are excluded from Gd-based contrast agents due to health concerns or a lack of clinical 
necessity.  These non-contrast angiography data sets could then be used to construct the 
computational models used in CFD simulations. 
7.3 Conclusions 
The present results demonstrate that valve morphology and vessel geometry cause 
changes in blood flow characteristics that may promote the development or progression of 
diseases in the thoracic aorta.  Therefore, aortic valve disease in conjunction with post-surgical 
arch geometry influences local patterns of WSS.  The regions that exhibit these altered WSS 
patterns also show an increased vessel caliber as compared to patients with normal aortic valves. 
Further studies that attempt to elucidate the cellular changers associated with post-stenotic 
dilatation, similar to the dilation seen in these patients, may benefit future studies in treatment 
alternatives in these patients.  The development of new computational tools and imaging 
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techniques will benefit future studies in this area by providing data that better replicates the 
physiologic condition of the patient.  These new imaging techniques, combined with the tools 
developed here, will be able to provide a computational framework that better replicates the 
patients’ physiologic condition.  This would provide clinicians with quantitative data that is 
currently unavailable using current imaging modalities, provide insight into future treatment 
planning by predicting regions prone to disease progression, and assisting in surgical planning to 
determine the optimal corrective techniques to ensure the best possible patient outcomes. 
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