Un cas PEL de la conjecture de Kottwitz by Nguyen, Kieu Hieu
ar
X
iv
:1
90
3.
11
50
5v
1 
 [m
ath
.N
T]
  2
7 M
ar 
20
19
Un cas PEL de la conjecture de Kottwitz
NGUYEN Kieu Hieu
28 mars 2019
Résumé. La conjecture de Kottwitz décrit la cohomologie des espaces de Rapoport-Zink
basiques à l’aide des correspondances de Langlands locales. Dans cet article, par voie globale
via l’étude de la géométrie de certaines variétés de Shimura de type Kottwitz, on prouve
cette conjecture pour des espaces de Rapoport-Zink de type PEL unitaires non ramifiés
simples basiques de signature (1, n − 1).
Abstract. The Kottwitz conjecture describes the cohomology of basic Rapoport-Zink spaces
using local Langlands correspondences. In this paper, via geometrical studies of some Kottwitz-
type Shimura varieties, we prove this conjecture for basic simple unramified unitary PEL
type Rapoport-Zink spaces of signature (1, n − 1).
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Introduction
Les variétés de Shimura jouent un rôle important dans le programme de Langlands global
qui prédit un lien entre représentations automorphes des groupes linéaires et représentations
galoisiennes. Rapoport et Zink ont introduit des analogues p-adiques définis comme des
espaces de modules de groupes p-divisibles munis de structures additionnelles ([RZ96]).
La cohomologie ℓ-adique (ℓ 6= p) de ces espaces devrait fournir l’incarnation locale des
correspondances de Langlands, c’est le sujet de la conjecture de Kottwitz [Rap94].
Classification mathématique par sujet (2010) 11F70, 11F80, 11F85, 11G18, 20C08
Selon la terminologie de [RZ96], les cas abordés jusqu’à présent sont tous de type EL :
le cas Lubin-Tate a été entièrement traité dans [Boyer99], [HT01] et [Boyer09] ; par dualité
[Fal] [FGL] [SW17], on obtient aussi le cas de Drinfeld et le cas EL général est démontré
par [Far04], [Shin].
Dans cet article on traite un cas PEL unitaire non ramifié simple basique où une donnée
de Rapoport-Zink est un uplet DQp = (Fp, ∗, V, 〈·|·〉, G, µ, b) auquel on associe un groupe
p-divisible muni de structures additionnelles. On suppose de plus
• [Fp : Qp] = 2d avec d impair,
• dimFp V = n impair et µ = (1, n − 1), (0, n), · · · , (0, n).
Via la notion de structure de niveau, à DQp est associée une tour d’espaces rigides
(MKp)Kp indexée par les sous groupes compacts ouverts de G(Qp). Le groupe Jb(Qp) des
quasi-isogénies du groupe p-divisible avec structures additionnelles est, dans le cas où b est
basique, une forme intérieure du groupe unitaire quasi-déployé p-adique G. La tour (MKp)Kp
est alors munie d’une action de Jb(Qp)×G(Qp) et pour ℓ 6= p
H ic(M,Qℓ) := lim−→
Kp
H ic(MKp ,Qℓ)
est une Qℓ-représentation de G(Qp)×Jb(Qp)×WEp , où WEp est le groupe de Weil du corps
de définition Ep de µ 1. Pour l’expliciter, on utilise les paramètres de Langlands discrets
ϕ :WQp × SU(2) −→
LG.
Pour un tel ϕ on note Πϕ(G(Qp)) (respectivement Πϕ(Jb(Qp))) le paquet de repré-
sentations de G(Qp) (respectivement de Jb(Qp)) associé (cf 2.18 et 2.27). Les éléments de
Πϕ(G(Qp)) sont en bijection avec l’ensemble Irr(S
♮
ϕ, χ) des caractères de S
♮
ϕ dont le tiré en
arrière via Z(ĜGal(Qp/Ep)) →֒ Sϕ ։ S
♮
ϕ induit le caractère χ (où Sϕ est le centralisateur
de ϕ dans Ĝ et χ est le caractère de Z(ĜGal(Qp/Ep)) associé à G(Qp)). Contrairement au
cas EL, ces paquets ne sont pas en général des singletons ce qui sera à la source des diffi-
cultés techniques nouvelles de cet article. Rappelons que ϕ est dit cuspidal s’il est trivial
sur le facteur SU(2) auquel cas le paquet Πϕ(G(Qp)) ne contient que des représentations
supercuspidales (cf. 2.25).
D’après [Lang79], à µ est associé une représentation rµ de Ĝ⋊WEp et on note rµ ◦ϕEp
la représentation de Sϕ ×WEp définie par la formule
(s,w) ∈ Sϕ ×WEp 7−→ rµ(s · ϕ(w))
Conjecture. (Kottwitz) Fixons un L-paramètre ϕ cuspidal. Soit π′p ⊗ πp ⊗ σ une repré-
sentation irréductible de G(Qp)× Jb(Qp)×WEp qui contribue de manière non triviale dans
H∗c (M,Qp). Alors π
′
p appartient au L-paquet Πϕ(G(Qp)) si et seulement si πp appartient
au L-paquet Πϕ(Jb(Qp)).
De plus la contribution (au signe près) du L-paquet associé à ϕ est donnée par la formule
suivante : ∑
(π′p,πp)∈Πϕ(G(Qp))×Πϕ(Jb(Qp))
π′p ⊗ π
∨
p ⊗HomSϕ(τπ′p ⊗ τπp, rµ ◦ ϕEp)
où τπ′p et τπp sont respectivement des représentations de Sϕ correspondant à π
′
p et πp et où
π∨p signifie la représentation contragrédiente.
Remarque. Puisque n impair on a G(Qp) = Jb(Qp).
1. Le corps de définition du cocaractère µ = (1, n− 1), (0, n), · · · , (0, n) est Fp.
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Pour πp une représentation irréductible supercuspidale de Jb(Qp), on écrit
lim
−→
Kp
HomJb(Qp)
(
H ic(MKp ,Qℓ(n− 1)), πp
)
cusp
=
∑
π′p
π′p ⊗ σ
i
πp,π′p
où π′p parcourt l’ensemble des classes d’équivalences de représentations supercuspidales de
G(Qp). On note également σπp,π′p = σ
n−1
πp,π′p
.
Considérons un paramètre de Langlands cuspidal ϕ : WQp −→
LG. La restriction de ϕ
surWEp se décompose en une somme des représentation irréductibles : ϕEp = ϕ
n1
1 ⊕· · ·⊕ϕ
nr
r .
On a donc Sϕ = S
♮
ϕ = (Z/2Z)r (cf. 7). Parmi les 2r−1 éléments de Irr(S
♮
ϕ, χ), il y a r éléments
{τ1, · · · , τr} (cf. 3.1) qui jouent un rôle privilégié. Le théorème suivant est alors une version
explicite de la conjecture de Kottwitz dans le cas considéré.
Théorème A. Pour [Fp : Qp] = 2, n impair et µ = (1, n − 1), soit ϕ un paramètre de
Langlands cuspidal et π′p ∈ Πϕ(G(Qp))
2. Alors pour πp supercuspidale la représentation
σiπp,π′p est nulle dans chacun des cas suivant
i) i 6= n− 1,
ii) πp /∈ Πϕ(Jb(Qp))
iii) Pour πp ∈ Πϕ(Jb(Qp)) = Πϕ(G(Qp)) (puisque G(Qp) = Jb(Qp)) et τπp · τπ′p /∈
{τ1, · · · , τr}.
De plus pour πp ∈ Πϕ(Jb(Qp)) et τπp · τπ′p = τi, on a
σπp,π′p = (rµi ◦ ϕ
ni
i )⊗ | · |
−n−1
2 .
où µi = (1,dimϕ
ni
i − 1) pour 1 ≤ i ≤ r.
Remarque. • Les représentations du groupe de Weil ci-dessus sont Frobenius semi-
simples.
• Pour chaque 1 ≤ i ≤ r, il y a 2r−1 couples (πp, π′p) ∈ Πϕ(Jb(Qp)) × Πϕ(G(Qp)) de
sorte que τπp · τπ′p = τi pour lesquels on a σπp,π′p = (rµi ◦ ϕ
ni
i )⊗ | · |
−n−1
2 .
• Il y a r2r−1 couples (πp, π′p) parmi (2
r−1)2 couples pour lesquels σπp,π′p 6= 0.
Le principe de la démonstration repose sur l’étude des variétés de Shimura Sh/E définies
sur leur corps reflex E = F où F est quadratique imaginaire et plus particulièrement sur
la géométrie de la fibre spéciale en une place p inerte dans E d’un modèle Sh/Op où Op est
l’anneau des entiers de Ep.
Dans un premier temps, on considère une variété de Shimura non compacte Sh associée à
un groupe algébrique
•
G unitaire quasi-déployé en toutes les places finies avec
•
G(Qp) = G(Qp)
et où la signature associée est de la forme (1, n − 1).
D’après [Far04], on a une uniformisation du lieu basique de Sh par des MK avec une
suite spectrale :
Epq2 = | ker
1(Q,
•
G)|
∑
Π∈A(Iφ)
Π∞=ρ˘
(
lim
−→
Kp
Extp
Jb(Qp)
(
Hqc (MKp ,Qℓ(n− 1)),Πp
))
⊗ (Πp)
dont l’aboutissement est
lim
−→
K
Hp+q((Sh)anK (basic),L
an
ρ )
2. On rappelle que ϕ étant cuspidal alors pi′p est nécessairement supercuspidale
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Lorsqu’on considère la partie G(Qp)-supercuspidale, d’après [Man08], [Shen], [LS] on a :
Hp+q((Sh)(basic),Lρ)p−cusp = H
p+q((Sh),Lρ)p−cusp
En outre lorsque Πp est Jb(Qp)-supercuspidale, on a :
ExtiJb(Qp)
(
Hqc (MKp ,Qℓ(n − 1)),Πp
)
= 0
dès que i > 0.
La suite spectrale ci-dessus dégénère donc
| ker1(Q,
•
G)|
∑
Π∈A(I)
Π∞=ρ˘
(
lim
−→
K
HomJb(Qp)
(
Hqc (MKp ,Qℓ(n− 1)),Πp
)
cusp
)
⊗(Π∞,p) = (Hq(Sh,Lρ))p−cusp
Par un argument de globalisation, on en déduit que∑
πp∈Πϕ(Jb(Qp))
σπp,π′p =
(
rµ ◦ ϕEp
)
⊗ | · |−
n−1
2 =
r∑
i=1
(rµi ◦ ϕ
ni
i )⊗ | · |
−n−1
2 . (⋆)
Dans le but d’identifier chacun des termes de la somme à gauche de (⋆) avec l’un des
termes dans la somme à droite, on devra considérer des formes automorphes provenant d’un
groupe endoscopique de
•
G. Afin de mener à bien cette stratégie, on utilise la formule de
multiplicité pour les groupes unitaires [KMSW] pour construire des formes automorphes
satisfaisant des propriétés particulières ainsi que les résultats de [Mo] pour obtenir des
informations plus fines sur la cohomologie de variétés de Shimura.
Remarque. Un ingrédient important de la démonstration est le théorème 7.2.2 de [Mo]
sur la composante isotypique dans la cohomologie d’intersection de variétés de Shimura de
type PEL unitaires non compactes sur un corps CM F . Dans cet article l’auteur a supposé
F+ = Q et c’est la raison pour laquelle on suppose d = 1. Toutefois si on disposait d’une
formule analogue à [Mo] 7.2.2, notre méthode permettrait d’obtenir le théorème précédent
pour d quelconque.
Il est en revanche possible, en utilisant les variétés de type Kottwitz-Harris-Taylor, de
prouver la formule (⋆), cf. appendice 4, théorème 4.2.
Remerciements. Je remercie profondément Pascal Boyer et Laurent Fargues tant pour
leur aide mathématique déterminante que pour leurs constants encouragements. Je remercie
chaleureusement Sophie Morel, Colette Moeglin, Tasho Kaletha et Sug Woo Shin de m’avoir
expliqué leurs travaux.
1 Données géométriques
1.1 Espaces de Rapoport-Zink d’après [RZ96]
Fixons un nombre premier p. Soit Q˘p := Q̂nrp = FracW (Fp) le complété de l’extension
maximale non ramifiée de Qp et σ l’automorphisme de Frobenius géométrique de Q˘p/Qp.
Définition 1.1. Étant donné un groupe réductif G défini sur Qp, deux éléments b1, b2 sont
dits σ-conjugués s’il existe g ∈ G(Q˘p) tel que b1 = gb2g−σ. On note B(G) l’ensemble de
classes de σ-conjugaisons dans G(Q˘p).
Remarque 1.2. D’après Kottwitz [Kot97] section 6.2, on s’intéressera dans la suite à un
sous ensemble B(G,µ) de B(G) associé à un cocaractère minuscule µ : Gm/Qp −→ GQp (un
cocaractère qui ne possède que des poids 0 et 1). Il existe un ordre partiel sur B(G,µ).
4
Définition 1.3. Une donnée de Rapoport-Zink de type PEL unitaire non ramifiée simple
(Fp, ∗, V, 〈·|·〉, GU, µ, b) consiste en la donnée :
- d’une extension Fp de degré 2d de Qp non ramifiée munie d’une involution non triviale
∗,
- d’un Fp-espace vectoriel de dimension finie V ,
- d’un produit hermitien symplectique 〈·|·〉 : V × V −→ Qp pour lequel il existe un
réseau auto-dual Λ,
- d’une classe de conjugaison de cocaractère minuscule µ : Gm/Qp −→ GUQp où GU
est le groupe des similitudes unitaires associé.
- d’une classe de σ-conjugaison b ∈ B(GU,µ). On suppose de plus que c ◦ µ(z) = z
où c est le facteur de similitude. Avec ces hypothèses, un tel µ est déterminé par des
couple (pτ , qτ )τ∈Φ∐Φ∗ où (pτ , qτ ) = (qτ∗, pτ∗) et où Φ est un type CM p-adique de
Fp/Qp.
A une telle donnée, on associe l’isocristal N =
(
V ⊗Qp Q˘p, b ◦ (Id ⊗ σ)
)
muni d’une
action ι : OFp −→ End(N) et une forme alternée non dégénérée 〈·|·〉 : N ×N −→ Q˘p(n) où
n = valp(c(b)). Par la théorie de Dieudonné, l’isocristal N correspond à un groupe p-divisible
(X, ι, λ) défini sur Fp muni d’une action de OFp et d’une polarisation λ.
Théorème 1.4. Soit M le foncteur qui associe à chaque O
Q˘p
schéma S sur lequel p est
localement nilpotent l’ensemble des couples (X, ρ) où :
- X est un groupe p-divisible sur S muni d’une polarisation p-principale λX et d’une
action ιX telles que l’involution de Rosati induite par λX induit ∗ sur OFp .
- Une quasi-isogénie OEp-linéaire ρ : X ×S S −→ X×Spec(Fp) S tel que ρ
V ◦ λX ◦ ρ est
un Qp-multiple de λX dans HomOEp (X,X
V )⊗ZQ. (ici, S est la réduction modulo p
de S).
On demande également que (X, ιX ) satisfasse la condition de déterminant de Kottwitz.
Plus précisément, sous l’action de Fp, on a une décomposition : Lie(X) =
⊕
τ Lie(X)τ alors
Lie(X)τ est localement libre de rang pτ . Ce foncteur est alors représenté par un schéma
formel M(µ, b) défini sur Spf(O
Q˘p
).
Remarque 1.5. Dans [RZ96], les auteurs considèrent également les espaces de Rapoport-
Zink de type EL. Les lecteurs intéressés pourront consulter loc. cit. pour plus de détails.
Notation 1.6. On pose C0 = {g ∈ G(Qp) | gΛ = Λ}, le sous groupe compact maximal de
G(Qp).
Afin d’introduire les structures de niveaux usuelles comme dans le cas GL(2) on travaille
avec les espaces rigides Mrid de M sur Q˘p.
Définition 1.7. Soit T /Mrig le système local défini par le module de Tate p-adique de
groupe p-divisible universel sur M. Pour K ⊂ C0 on définit MK comme le revêtement étale
de Mrig qui classifie les OFp trivialisations modulo K de T par Λ. Dans le cas PEL on
demande de plus que les trivialisations préservent la forme alternée à Q×p près.
On a Man =MC0 . D’autre part il y a une tour (MKp)Kp d’espaces analytiques sur Q˘p
munis de morphismes de transitions étales finis pour K
′
p ⊂ Kp :
ΦK ′p,Kp
: MK ′p
−→ MKp
d’oubli de la structure de niveau. Le morphisme ΦK ′p,Kp est galoisien de groupe de Galois
Kp/K
′
p si K
′
p est normal dans Kp.
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Proposition 1.8. La dimension dKp deMKp est donnée par la formule dKp =
1
2
∑
τ∈IF
pτqτ .
Définition 1.9. Soit J(Qp) le groupe des OFp-linéaires quasi-isogénies g de X tel que λ ◦ g
est une Q×-multiple de g∨ ◦ λ. Le groupe J(Qp) agit à gauche sur M (dans le cas EL et
PEL) par la formule
∀g ∈ J(Qp) ∀(X, ρ) ∈ M (X, ρ) · g = (X, ρ ◦ g
−1).
Définition 1.10. Une donnée de Rapoport-Zink non ramifiée simple (Fp, ∗, V, 〈·|·〉, G, µ, b)
est basique si le groupe J(Qp) associé est une forme intérieure de G. La donnée ci-dessus
est basique si et seulement si b est l’élément minimal dans B(G,µ). Dans ce cas, on dit
également que b est basique.
Soit ℓ 6= p un nombre premier.
Notation 1.11. Soit Kp ⊂ C0 un niveau. On pose :
H•c (MKp ,Qℓ) := lim−→
V
lim
←−n
H•c (V ⊗Q˘p Cp,Z/ℓ
nZ)⊗Qℓ
où V parcourt les ouverts relativement compacts de MKp .
Le groupe Jb(Qp) agit sur MC0 et cette action s’étend à MKp de sorte que Jb(Qp)
agit sur les H•c (MKp ,Qℓ). On peut aussi définir une action du groupe de Weil WEp sur ces
groupes de cohomologie grâce à la donnée de descente de Rapoport-Zink définie comme suit.
Soit σEp : Q˘p
∼
−→ Q˘p l’automorphisme de Frobenius relatif au corps de définition Ep de
µ (où Q˘p = Ênrp ). On note σEp le morphisme de Frobenius induit sur Fp. Pour X un groupe
p-divisible défini sur Fp, on note FEp : X −→ σ
∗
Ep
X le morphisme de Frobenius relatif. On
construit un isomorphisme de foncteur : α :M−→ σ∗EpM comme suit.
Pour S un O
Q˘p
schéma sur lequel p est nilpotent ainsi qu’un point (X, ρ) ∈ M(S), le
point (Xα, ρα) associé dans σ∗EpM(S) est défini de la manière suivante :
- Xα := X avec l’action de ιXα := ιX (et avec la polarisation λXα := λX dans le cas
PEL)
- ρα := ρ ◦ F−1Ep .
L’isomorphisme de foncteurs α :M−→ σ∗EpM est la donnée de descente de Rapoport-
Zink associée à M. Etant donné que la donnée de descente commute à l’action de Jb(Qp),
les groupes H•c (MKp ,Qℓ) est muni d’une action de Jb(Qp)×WEp . De plus, lorsque Kp varie,
le système (H•c (MKp ,Qℓ))Kp est muni d’une action de G(Qp)× Jb(Qp)×WEp.
Proposition 1.12. ([Man08] theorem 8) Soit ρ une représentation ℓ-adique admissible de
Jb(Qp).
- Les groupes
H i,j(M∞)ρ := lim−→
K
Extj
Jb(Qp)
(H i(MK ,Qℓ(dK)), ρ)
sont nuls pour presque tous i, j ≥ 0.
- Les représentations H i,j(M∞)ρ sont admissibles.
1.2 Variétés de Shimura de type PEL unitaire
On considère la donnée de Shimura de type PEL simple suivante :D =
(
F,B, ∗, V, 〈·|·〉, G,Λ, h
)
où :
- F est un corps CM non ramifié au dessus de p.
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- B est une algèbre semi simple sur F , déployée en toute les places de F au dessus de
p.
- ∗ est une involution positive sur B : ∀b ∈ B tr(bb∗) > 0.
-
(
V, 〈·|·〉
)
est un B-module hermitien où 〈·|·〉 est une Q-forme alternée telle que
〈xv,w〉 = 〈v, x∗w〉 pour tous v,w ∈ V et x ∈ B.
- G est le groupe algébrique défini sur Q par
G(R) = {g ∈ GLB⊗QR(V ⊗Q R)|〈gv, gw〉 = c(g)〈v,w〉; c(g) ∈ R
∗}
On suppose de plus que GR est isomorphe au groupe des similitudes unitaires de
signature (1, n − 1), (0, n), · · · , (0, n) où n = [B : F ]1/2rgBV .
- Λ est un OFp réseau OB-invariant dans V ⊗Q Qp tel que la forme 〈·|·〉 induit une
Zp forme non dégénérée sur Λ. On pose également C0 = StabG(Qp)(Λ) = {g ∈
G(Qp) | gΛ = Λ}.
- Enfin, h est un morphisme de groupes algébriques
h : ResC/R(Gm,C) −→ GR.
On lui associe un morphisme
µh : Gm,C →֒
∏
Gal(C/R)
Gm,C =
(
ResC/R(Gm,C)
)
C
hC−→ GC
qui définit une Q-structure de Hodge V = V0 ⊕ V1.
Notation 1.13. Soit E le corps reflex de cette donnée de type PEL, c-à-d le corps de
définition de la classe de conjugaison de µh. Lorsque n > 2 on a F = E.
Fixons Φ ⊂ Hom(E,C) un type CM de E. Chaque élément τ ∈ Φ fournit un plongement
ν ◦ τ : E →֒ Qp. Soient (wi)i∈I , (wj)j∈J les places de E divisant p associées à tous ces
plongements et où on suppose que ∀i ∈ I wi 6= wci et ∀j ∈ J wj = w
c
j . On a alors :
- GQp ≃
∏
i∈I GLn(Ewi)×G
(∏
j∈J GU(Ewj , n)
)
où G devant le produit signifie que
l’on prend le sous-groupe du produit formé des uplets ayant le même facteur de
similitude.
- BQp ≃
∏
i
(
Md(Ewi)×Md(Ewi)
opp
)
×
∏
j Md(Ewj )
L’équivalence de Morita permet de supposer qu’en chaque place on est dans l’un des cas
suivant :
1. Cas EL
- BQp = Ewi × Ewi , OBQp = OFwi ×OFwi et (x, y)
∗ = (y, x).
- VQp = Vi ⊕ V
∨
i où V
∨
i est l’espace dual de Vi.
- 〈x⊕ φ, x′ ⊕ φ′〉 = φ′(x)− φ(x′).
Remarque 1.14. Pour chaque b ∈ B(GLn(Ewi), µQp), on obtient une donnée de
Rapoport-Zink simple de type EL de la forme {Ewi , ∗, Vi, µQp , b}.
2. Cas PEL
- BQp = Ewj et l’involution ∗ est σ
[Ewj/Qp]/2 le morphisme de Frobenius σ de Ewj .
- V est un Ewj espace vectoriel de dimension n.
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- Dans une base convenable de V , la forme 〈·|·〉 est donnée par la formule :
∀ X,Y ∈ V 〈X,Y 〉 = TrEwj /Qp(α
tX∗JY )
où α ∈ Ewj est tel que σ(α) = −α, et
J =
(
0 In/2
In/2 0
)
si n est pair et
J =
 0 0 I(n−1)/20 1 0
I(n−1)/2 0 0

si n est impair.
Remarque 1.15. Pour chaque b ∈ B(GU(Ewj , n), µQp), on obtient une donnée de
Rapoport-Zink simple de type PEL de la forme {Ewj , ∗, V, 〈·|·〉, µQp , b}.
Soient K un sous-groupe compact ouvert suffisamment petit de G(Af ) et ShK le foncteur
qui associe à chaque F -schéma S l’ensemble des quadruplets (A,λ, ι, κ) où
- A est un S-schéma abélien à isogénie près.
- λ est une polarisation Q× homogène de A.
- ι : B −→ End(A)Q est un morphisme d’algèbres tel que ∗ correspond à l’involution
de Rosati associée à λ.
- κ : V ⊗ Af −→ H1(A,Af ) est un morphisme de B ⊗ Af -module symplectique défi-
nissant une structure de niveau K sur le module de Tate de A.
- On suppose de plus la condition suivante :
∀b ∈ B det(b,Lie(A)) = det(b, V0)
Théorème 1.16. Le foncteur (ShK) est représenté par une variété quasi-projective lisse
définie sur F . De plus la tour de variétés (ShK)K est munie d’une action de G(Af ) par
action sur la structure de niveau.
Maintenant on s’intéresse aux modèles entiers de variétés de Shimura.
Considérons un sous groupe compact ouvert Kp de G(Apf ). Soit SKp le foncteur qui
associe à un OEp-schéma S, l’ensemble des couples (A,λ, ι, κ), où :
- A est une variété abélienne sur S de dimension n.
- λ est une Q× classe d’une polarisation p-principale.
- ι : OB −→ End(A)⊗ZZ(p) tel que l’involution de Rosati définie par λ sur End(A)⊗Z
Z(p) induit l’involution ∗ sur E. On suppose de plus que A satisfait la condition de
signature de Kottwitz.
- κ : H1(A,A
p
f ) −→ V ⊗Q A
p
f est une K
p structure de niveau.
Théorème 1.17. ([Kot92] sec.5) Le problème de module SKp est représenté par un OEp
schéma lisse, quasi-projectif. Le groupe G(Apf ) opère sur la tour (SKp)Kp par action sur la
structure de niveau.
Soit C0 = StabG(Qp)(Λ) le sous-groupe compact hyperspécial associé. Il y a alors des
isomorphismes compatibles pour Kp variant :
SKp ⊗OEp Ep
∼
−→ ShC0Kp ⊗EEp.
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Supposons que la variété de Shimura est compacte. On rappelle quelques constructions
de modèles entiers de variétés de Shimura avec niveau en p (cf [Man05] section 6).
Pour Kp ⊂ G(Apf ), on définit pour tout m > 0
Kp(m) = Kp × Vm ⊂ G(Af )
où Vm = {g ∈ G(Qp) | g(Λ) = Λ, c(g) ∈ Z×p g|Λ ≡ 1mod p
mΛ}. On remarque V0 = G(Zp).
LorsqueKp etm varient, les Kp(m) forment un système direct de sous groupes compacts
ouverts suffisamment petits de G(Af ), cofinal au système de tous les sous groupes compacts
ouverts. Pour tout niveauKp, d’après 1.17, on dispose d’un OEp schéma SKp(0) classifiant les
variétés abéliennes avec structures additionnelles. Soit G := A[p∞] le groupe p-divisible muni
de structures additionnelles associé à la variété abélienne universelle de SKp(0). Pour m > 0,
on définit le foncteur SKp(m) qui associe à un SKp(0)-schéma T l’ensemble de morphismes
de groupes
α : p−mΛ/Λ −→ G[pm](T )
satisfaisant les conditions
- {α(x)|x ∈ p−mΛ/Λ} est un « full set of sections » de G[pm]T /T ,
- α est OBQp -équivariant,
- α renvoie 〈·|·〉 sur l’accouplement de Weil de G[pm](T ), à un facteur dans (Z/pmZ)×
près.
Théorème 1.18. ([Man05] proposition 15) Le foncteur SKp(m) est représentable par un
SKp(0)-schéma fini.
Lorsque Kp et m varient, les schémas SKp(m) forment un système projectif muni d’une
action de G(Apf ) × V0 ⊂ G(Af ). En général, on ne peut pas étendre cette action en une
action de G(Af ), faute de bon modèles entiers en p. Afin de contourner cette difficulté,
Mantovan considère une classe plus grande de modèles entiers de variétés de Shimura telle
que l’action de G(Apf ) × V0 s’étends en une action d’un sous-monoïde G(Af )
+ vérifiant
G(Af ) = 〈G(Af )
+, p〉.
Remarque 1.19. Dans le cas où la variété de Shimura n’est plus compacte, les modèles
entiers avec niveaux en p existent encore grâce au travail de Kai Wen Lan et Benoît Stroh.
PourK un niveau, pas forcément maximal en p, il existe un modèle entier SK −→ Spec(OEp)
comme dans le cas (Nm) de 2.1 de [LS] (consulter également section 6 de [Lan]). Lorsque le
niveau K varie, les schémas SK forment un système projectif muni d’une action de G(Af ).
(consulter [LS] page 33-34 pour plus de détails).
À toute Qℓ représentation algébrique irréductible de dimension finie ξ de G, on associe, cf
[HT01] p.96, un système local Lξ sur la tour de variétés de Shimura (ShK)K . En particulier,
lorsque ξ = 1, on retrouve le système local Qp.
Nous allons utiliser la stratification de Newton afin de calculer la cohomologie de la
variété de Shimura. Nous ne considérons que la signature µ = (1, n − 1), (0, n), · · · , (0, n).
Dans ce cas, B(G,µ) = {b0, b1, · · · , b[n
2
]} et de plus b[n
2
] ≺ · · · ≺ b0 où b0 est l’unique classe
basique. Rappelons que l’on associe à µ un polygone de Hodge et à chaque b ∈ B(G,µ) un
polygone de Newton, en particulier le polygone de Newton correspondant à b[n
2
] coïncide
avec le polygone de Hodge. Remarquons que tous les polygones de Newton non basiques
touchent le polygone de Hodge en dehors des points extrémaux. On a un diagramme des
polygones avec n = 5.
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O
•
A1
•
A2
•
A3
•
A4
•
A5
•
b2 − polygone de Hodge
b0 − basique
b1
Notation 1.20. Pour tout entier i ≥ 0 on notera
H ic(Sh,Lξ) = lim−→
K
H ic(ShK ×EpEp,Lξ).
C’est un Qℓ-espace vectoriel muni d’une action linéaire de G(Af ) ×WEp . En notant Ψη le
foncteur cycles proches on a
H ic(Sh, RΨη(Lξ)) := lim−−−→
Kp,m
H iRΓc(SKp(m), RΨη(Lξ)).
Pour b ∈ B(G,µ) on notera
H ic(Sh(b), RΨη(Lξ)) := lim−−−→
Kp,m
H iRΓc(SKp(m)(b), RΨη(Lξ)|SKp(m)(b)).
Théorème 1.21. ([Man05], [Man11], [LS]) On a une suite spectrale G(Af )×WEp-équivariante
Ep,q1 = H
p+q
c (Sh(bp), RΨη(Lξ)) =⇒ H
p+q
c (Sh,Lξ).
Remarque 1.22. On ne suppose pas que la variété de Shimura soit compacte.
Démonstration. La stratification de Newton de la fibre spéciale de variété de Shimura induit
une suite spectrale G(Af )×WEp-équivariante ([Man05], [Man11]) :
Ep,q1 = H
p+q
c (Sh(bp), RΨη(Lξ)) =⇒ H
p+q
c (Sh, RΨη(Lξ)).
Or on a un isomorphisme G(Af )×WEp-équivariante suivante
RΓc(Sh,Lξ) ≃ RΓc(Sh, RΨη(Lξ)).
Lorsque la variété de Shimura est compacte, cela est un fait standard concernant la
théorie de cycles proches ; lorsque la variété de Shimura n’est plus compacte, cela est le
corollaire 5.20 de [LS].
Finalement on a une suite spectrale G(Af )×WEp-équivariante :
Ep,q1 = H
p+q
c (Sh(bp), RΨη(Lξ)) =⇒ H
p+q
c (Sh,Lξ).
Théorème 1.23. [Man05], [Man08], [Man11] [LS], [Shen]. On suppose que b est une strate
non basique telle que son polygone de Newton touche son polygone de Hodge à un point
de rupture du polygone de Newton en dehors des points extrémaux. Alors les groupes de
cohomologie H ic(Sh(b), RΨη(Lξ)) ne contiennent pas de représentation automorphe dont la
composante en p est une représentation supercuspidale de G(Qp).
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Remarque 1.24. Tout d’abord on exprime la cohomologie de la strate b en fonction de
celle de la variété d’Igusa et de l’espace de Rapoport-Zink associé :∑
i
(−1)iH ic(Sh(b), RΨη(Lξ)) =
∑
p,s,r
(−1)p+s+r lim
−→
K
ExtpJb(Qp)(H
s
c (MK ,Qℓ(DK)),H
r
c (Ig(b))).
Lorsque la variété de Shimura est compacte, cette formule est démontrée dans [Man05]
et [Man11]. Lorsque la variété de Shimura n’est pas compacte, la formule est le théorème
6.26 de [LS].
La deuxième étape consiste à montrer que les représentations
lim
−→
K
ExtpJb(Qp)(H
s
c (MK ,Qℓ(DK)),H
r
c (Ig(b)))
sont des induites paraboliques ([Shen], [Man08]).
Définition 1.25. Pour H un groupe réductif p-adique et V un H-module. On définit la
partie supercuspidale de V par la formule Vcusp =
⊕
e e ·V où e parcourt les idempotents du
centre de Bernstein de H associés aux classes d’équivalences inertielles des représentations
supercuspidales de H.
Dans la suite, on notera H ic(Sh(b0), RΨη(Lξ))p−cusp et H
i
c(Sh,Lξ)p−cusp pour les parties
G(Qp)-supercuspidales de la cohomologie.
Corollaire 1.26. [Man08], [Shen], [LS] On a des isomorphismes :
H ic(Sh(b0), RΨη(Lξ))p−cusp ≃ H
i
c(Sh,Lξ)p−cusp
où b0 désigne la classe basique.
1.3 Uniformisation rigide
Soit SKp = SKp×Spec(OEp )Fp2 la fibre spéciale de SKp. Le schéma SKp est alors stratifié
par le polygone de Newton de cristal muni de structures additionnelles. Plus précisément,
pour chaque point x = (A0, λ0, ι0, η0) dans SKp(Fp), on note (Xx, ι, λ) le groupe p-divisible
muni d’une action de OE et d’une polarisation p-principale, associé à x ainsi que (Nx, ι, 〈·|·〉)
l’isocristal associé. Si b ∈ B(GQp , µQp) on pose alors :
SKp(b) = {x ∈ SKp(Fp)|(Nx, ι, 〈·|·〉) ≃ (VQp ⊗Qp Q˘p, b⊗ σ, ι, 〈·|·〉)}
On a la stratification :
SKp =
∐
b∈B(GQp ,µQp)
SKp(b)
et si y ∈ B(GQp , µQp) est fixé alors
∐
b≺y
SKp(b) est un fermé dans SKp.
Soient maintenant y = (Ay, λy, ιy, ηy) un point géométrique dans la strate basique (cf
1.10) ainsi que (X, ι, λ) le groupe p-divisible muni d’une action de OE et d’une polarisation
p-principale associé.
Nous notons M le problème de module associé au groupe p-divisible (X, ι, λ). Par défi-
nition, le groupe J(Qp) := Jby(Qp) agit à gauche sur M.
On pose φ la classe d’isogénie du triplet (Ay, λy, ιy) et Iφ = Aut(Ay, λy, ιy) le groupe
réductif sur Q associé. Le groupe Iφ(Q) agit par quasi-isogénies sur le groupe p-divisible
(Ay[p
∞], λ, ι), ce qui donne une injection Iφ(Q) →֒ J(Qp), en particulier, Iφ(Q) agit surM.
De plus, l’action de Iφ(Q) sur le module de Tate H1(Ay,A
p
f ) donne une injection I
φ(Q) →֒
G(Apf ).
A φ est associé l’ensemble S˜(φ)(Fp) =
{
z ∈ S(b)(Fp)| la classe d
′isognie de (Az, λz, ιz) ∈
φ
}
. On peut munir S˜(φ)(Fp) d’une structure de sous schéma fermé réduit.
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Théorème 1.27. (6.23 de [RZ96]) Il y a une uniformisation de schémas formels sur
Spf(O
Q˘p
)
Iφ(Q) \ (M×G(Apf )/K
p)
∼
−→ (SKp ⊗OEp OQ˘p)/̂S˜(φ)
Lorsque Kp varie les différents isomorphismes d’uniformisation sont compatibles et com-
mutent à l’action de G(Af ).
En suivant [Far04], on travaille avec les espaces rigides dès qu’on n’est plus en niveau
maximal. Pour chaque Kp ⊂ G(Apf ) on note :
- S∧Kp le complété p-adique du schéma SKp ⊗OEp OQ˘p ainsi que (S
∧
Kp)
an l’espace ana-
lytique associé.
- ShanC0Kp l’espace analytique sur Q˘p associée à la variété algébrique ShC0Kp ⊗Q˘p.
Définition 1.28. Nous noterons ShanC0Kp(φ) = ((SKp)
∧
/S˜(φ)
)an la fibre générique du schéma
formel complété de S le long de S˜(φ).
Si Kp ⊂ C0, K = KpKp nous noterons ShanK (φ) = Θ
−1
C0Kp,K
(ShanC0Kp(φ)) un ouvert
analytique de (ShK)an où ΘC0Kp,K est le morphisme de changement de niveau.
Théorème 1.29. Pour K = KpKp variant il y a des isomorphismes compatibles d’espaces
analytiques sur Q˘p :
Iφ(Q) \ (MKp ×G(A
p
f )/K
p)
∼
−→ ShanK (φ).
Remarquons que la variété de Shimura n’est pas nécessairement compacte.
Soit comme précédemment b0 la classe basique dans B(GQp , µQp). Rappelons les faits
suivants (cf [RZ96], (6.34)) :
- l’ensemble {φ | b(φ) = b0} est fini,
- ∀φ tel que b(φ) = b0, Iφ est une forme intérieure de G, plus précisément
- Iφ(Qp) = Jb(Qp) et ∀l 6= p on a Iφ(Qℓ) = G(Qℓ),
- Iφ(R) est la forme intérieure compacte modulo le centre de G(R).
Notons A(Iφ) l’espace des représentations automorphes de Iφ (on tient compte des
multiplicités) ainsi que Aφξ l’espace des formes automorphes sur I
φ de type ξ˘′ à l’infini au
sens où
Aφξ = HomIφ(R)(ξ˘
′,A(Iφ))
où ξ′ : Iφ(R) →֒ Iφ(C) = G(C)
ξ
−→ GL(V ).
Supposons maintenant ξ est irréductible. Le groupe de Lie Iφ(R) étant anisotrope mo-
dulo son centre, pour un sous groupe compact ouvert Kp de G(Apf ) on a
(Aφξ )
Kp =
⊕
Π∈A(Iφ)
Π∞=ξ˘
Πp ⊗ (Π
p)K
p
Théorème 1.30. [Far04] Il y a une suite spectrale G(Af )×WEp équivariante
Epq2 = | ker
1(Q, G)|
∑
Π∈A(Iφ)
Π∞=ξ˘
(
lim
−→
K
Extp
Jb(Qp)
(
Hqc (MKp ,Qℓ(D)),Πp
))
p−cusp
⊗ (Πp)
dont l’aboutissement est
(
Hp+qc (Sh,Lξ)
)
p−cusp
et où D signifie la dimension de la variété
de Shimura.
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Démonstration. Tout d’abord on a un isomorphisme pour tous p et q ([Far04] page 75)
Extp
Jb(Qp)
(Hqc (MKp ,Qℓ), (A
φ
ξ )
Kp) ≃
∑
Π∈A(Iφ)
Π∞=ξ˘
Extp
Jb(Qp)
(Hqc (MKp ,Qℓ),Πp)⊗ (Π
p)K
p
.
D’après le corollaire 4.3.15 de [Far04] on a la suite spectrale G(Af )×WEp équivariante
Epq2 = | ker
1(Q, G)|
∑
Π∈A(Iφ)
Π∞=ξ˘
(
lim
−→
K
Extp
Jb(Qp)
(
Hqc (MKp ,Qℓ(D)),Πp
))
⊗ (Πp)
dont l’aboutissement est lim
−→
K
Hp+q(ShanK (b0),L
an
ξ ).
D’autre part la strate basique est propre, en utilisant la proposition 6.9.4 de [Far04] on
a une égalité de groupes de cohomologies
lim
−→
K
Hp+q(ShanK (b0),L
an
ξ ) = lim−→
K
Hp+qc (SK(b0), RΨ(Lξ)) = H
p+q
c (Sh(b0),Lξ).
Or le corollaire 1.26 donne une égalité Hp+qc (Sh(b0),Lξ)p−cusp = H
p+q
c (Sh,Lξ)p−cusp.
On en déduit alors la suite spectrale voulue.
2 Classification des représentations automorphes pour les groupes
unitaires
Le but de cette section est de rappeler, dans le cas des groupes unitaires, les formules de
multiplicités locales et globales dans [KMSW] et [Mok], c.f. les théorèmes 2.18 et 2.22. Nous
nous intéresserons aux paquets cuspidaux lesquels sont classifiés dans [Moe]. Notons que
pour passer des groupes unitaires aux groupes des similitudes unitaires, on devra supposer
que n est impair. Le résultat nouveau de cette section est la proposition 2.29 qui sera utilisée
dans la preuve du théorème principal dans la section 3.
2.1 Groupes unitaires et leurs formes intérieures
Soit F un corps local ou global de caractéristique 0 et F une clôture algébrique. On note
Γ le groupe de Galois de F/F . On se donne un groupe réductif G défini sur F .
Une forme intérieure de G est un groupe réductif G1 défini sur F muni d’un iso-
morphisme ̺ : G × F −→ G1 × F tel que pour tout σ ∈ Γ, l’automorphisme ̺−1σ(̺) =
̺−1 ◦ σ ◦ ̺ ◦ σ−1 est intérieur. L’application ̺ 7−→ ̺−1σ(̺) établit un isomorphisme entre
l’ensemble de classes d’isomorphismes des formes intérieures de G avec H1(Γ, Gad) où
Gad = G/Z.
Soit E/F une extension quadratique de corps, notons UE/F (n) le groupe unitaire quasi-
déployé en n variables associé. On a :
- Lorsque F est un corps p-adique alors H1(Γ, UE/F (n)ad) = Z/δZ où δ = 1 si n impair
et δ = 2 si n pair
- Lorsque F = R alors H1(Γ, UE/F (n)ad) =
{
{p, q}|0 ≤ p, q ≤ n, p+ q = n
}
Une forme intérieure pure est un couple (̺, z) : G −→ G1 où ̺ : G −→ G1 est une
forme intérieure et z est un cocycle dans Z1(Γ, G) tels que ̺−1σ(̺) = Ad(zσ). L’application
(̺, z) 7−→ z établit alors une bijection entre l’ensemble des classes d’isomorphismes de formes
intérieures pures avec H1(Γ, G).
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On aura besoin de la notion forme intérieure étendue, pourtant sa définition est
technique. On donne donc seulement une description explicite dans le cas qui nous intéresse.
En fait, dans [Kot14], Kottwitz a construit un ensemble B(F,G) pour F un corps local ou
global ainsi qu’un sous ensemble B(F,G)bs contenant des éléments basiques. Les classes
d’isomorphisme des formes intérieures étendues de G sont en bijection avec B(F,G)bs
([KMSW] page 16, ligne 23). Par la suite, on essaie de caractériser B(F,G)bs.
Pour F est un corps local il y a une application canonique :
κG : B(F,G)bs −→ X
∗(Z(Ĝ)Γ) (1)
qui est une bijection si F est un corps p-adique.
Lorsque F est un corps global, pour chaque place v de F , il y a un morphisme de
localisation B(F,G) −→ B(Fv, G) qui préserve le caractère d’être basique.
Si l’on choisit une place de F sur chaque place de F , les morphismes de localisation
donnent un morphisme :
B(F,G)bs −→
∏
v
B(Fv, G)bs (2)
où
∏
désigne l’ensemble des éléments dans le produit direct dont les composantes à presque
toutes les places v sont égales à l’élément neutre de B(Fv , G)bs. On peut montrer que le
noyau de (2) est en bijection avec ker1(F,G). De plus, l’image de (2) est égale au noyau de
la composition suivante :∏
v
B(Fv, G)bs
(1)
−−→
⊕
v
X∗(Z(Ĝ)Γv )
∑
−→ X∗(Z(Ĝ)Γ) (3)
Exemple 2.1. ([KMSW] sec. 0.3.3) Formes intérieures étendues de groupes unitaires
Pour UE/F (n) un groupe unitaire en n variables on a : X
∗(Z( ̂UE/F (n))
Γ) ≃ Z/2Z.
On suppose tout d’abord que F soit un corps local et dans ce cas-là on a une bijection
H1(Γ, UE/F (n)) −→ B(F,UE/F (n))bs.
• Lorsque F est p-adique on a :
H1(Γ, UE/F (n)) ≃ B(F,UE/F (n))bs ≃ Z/2Z
• Lorsque F = R, on a H1(Γ, UC/R(n)) = {(p, q)|0 ≤ p, q ≤ n, p + q = n} et
H1(Γ, UC/R(n)ad) est le quotient de cet ensemble par la relation (p, q) ∼ (q, p). Le
morphisme (1) est donné par H1(Γ, UC/R(n)) −→ Z/2Z, (p, q) 7−→ ([
n
2 ] + q) mod 2.
De plus pour le groupe linéaire général, l’application (1) devient un isomorphisme
B(F,GLn)bs
∼
−→ Z.
Pour E un corps de nombres CM dont F est le sous corps totalement réel, on peut
donc montrer que (2) est injectif ([KMSW], page 18 ligne 2). L’ensemble B(F,UE/F (n))bs
s’identifie avec le noyau de (3). D’après la discussion pour les groupes linéaires et unitaires
locaux, on a la description suivante.
Pour chaque place v de F , on note Ξv la classe d’isomorphismes des formes intérieures
étendues de UE/F (n) dont av l’invariance. On a alors av ∈ Z si v est finie et décomposée ;
av ∈ Z/2Z si v est finie et inerte ; av ∈ Z/2Z si v est réelle.
Proposition 2.2. ([KMSW] section 0.3.3) La collection (Ξv)v est dans l’image de (2), i.e
la localisation d’une forme intérieure étendue globale si et seulement si av = 0 pour presque
tout v et la somme des images de av mod 2 est égale à 0 mod 2.
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2.2 Formalisme des paramètres
On commence par considérer le cas d’un corps local F . Considérons le groupe de Lan-
glands local LF := WF si F est archimédien et WF × SU(2) dans le cas non archimédien.
On pose également LG = Ĝ ⋊WF comme un groupe topologique où Ĝ est le groupe dual
de Langlands de G.
Définition 2.3. Un L-paramètre local pour un groupe réductif connexe G défini sur F est
un morphisme continu φ : LF −→ LG qui commute avec les projections canoniques de LF
et LG sur WF tel que φ envoie les éléments semisimples sur des éléments semisimples.
Deux L-paramètres sont équivalents s’ils sont conjugués par un élément de Ĝ. On note
Φ(G) l’ensemble des classes d’équivalences de L-paramètres.
Notation 2.4. Soit φ ∈ Φ(G) un L-paramètre.
- φ est borné si son image dans LG se projette dans un sous ensemble relativement
compact de Ĝ.
- φ est discret (ou carré intégrable) si son image n’est contenu dans aucun sous groupe
parabolique propre de LG.
On pose Φbdd(G)
(
resp. Φ2(G)
)
comme sous ensemble des L-paramètres bornés (resp.
discrets). On considérera aussi l’ensemble Φ2, bdd := Φbdd(G) ∩ Φ2(G). On note Πtemp(G)
(reps. Π2(G)) l’ensemble des représentations tempérées (resp. essentiellement de carré inté-
grable) de G(F ). De manière similaire on pose Π2,temp := Π2(G)∩Πtemp(G) l’ensemble des
représentations de carré intégrable.
On aura besoin de la notion de A-paramètres qui joueront le rôle des composantes locales
dans la classification globale.
Définition 2.5. Un A-paramètre local pour un groupe réductif connexe G défini sur F est
un morphisme continu ψ : LF × SU(2) −→ LG tel que l’image de ψ|LF est un L-paramètre
borné.
Comme pour les L-paramètres, la condition d’équivalence entre des A-paramètres est dé-
finie par Ĝ-conjugaison. On noteΨ(G) l’ensemble des classes d’équivalences deA-paramètres.
On note également l’ensemble Ψ+(G) des classes d’équivalences de morphismes continues
ψ comme ci-avant mais où ψ|LF n’est pas nécessairement borné. Un A-paramètre ψ (ou
ψ ∈ Ψ+(G)) est générique si ψ|SU(2) est triviale.
Donnons une description plus en détails de ces notions pour G = GL(n). Afin d’allé-
ger les notations, on notera Φ(n) := Φ(GL(n)), Π(n) := Π(GL(n)) et de même pour les
autres ensembles des représentations. On posera Φsim(n) := Φ2(n). La correspondance de
Langlands locale peut s’écrire de manière informelle comme suit.
Théorème 2.6. [Lang] [HT01], [Hen00] Il y a une unique bijection «arithmétique» φ 7−→ π
de Φ(n) dans Π(n) dite de Langlands locale qui respecte en particulier les sous ensembles
suivants
Φsim,bdd(n) ⊂ Φbdd(n) ⊂ Φ(n)
Π2,temp(n) ⊂ Πtemp(n) ⊂ Π(n)
Remarque 2.7. «arithmétique» signifie respecter facteurs L et ǫ de pairs.
Pour les groupes unitaires, les L-paramètres et A-paramètres dans le cas quasi déployé
UE/F (n) sont reliés à ceux de groupe GL(n) via un morphisme de changement de base.
Soit κ ∈ {±1} et choisit χκ ∈ ZκE. On a un morphisme de changement de base (cf [Mok]
p.9) :
ηχκ :
LUE/F (n) −→
LGE/F (n) (4)
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où GE/F (n) = ResE/F (GLE(n)).
On obtient donc une application :
ηχκ,∗ : Φ(UE/F (n)) −→ Φ(GE/F (n)) = ΦE(n)
φ 7−→ ηχκ ◦ φ
et de même pour les A-paramètres
ηχκ,∗ : Ψ(UE/F (n)) −→ Ψ(GE/F (n)) = ΨE(n)
ψ 7−→ ηχκ ◦ ψ.
Pour φ ∈ Φ(UE/F (n)), le L-paramètre dans ΦE(n) qui correspond à ηχκ ◦φ est φ|LE⊗χκ.
En particulier, si κ = 1 et χκ = 1 alors ηχκ ◦ φ est juste la restriction de φ sur LE .
Les applications ηχκ,∗ ci-dessus sont injectives, on cherche à décrire l’images de ces
applications. Soit c un morphisme dans WF relevant le morphisme non trivial de Gal(E/F).
Il y a une inclusion WF →֒ LF et on peut faire agir c sur LF par conjugaison. On définit
ρc(g) := ρ(cgc−1) et de plus on pose ρ∗ := (ρc)∨ pour toute représentation ρ : LF −→
GL(n,C).
Définition 2.8. Un paramètre ψ ∈ ΨE(n) est appelé conjugué auto-dual si ψ = ψ∗. Les
ensembles des paramètres conjugués auto-duaux dans ΦE(n) et ΨE(n) sont notés Φ˜E(n) et
Ψ˜E(n) respectivement.
Désormais nous notons simplement Φ(n) au lieu de ΦE(n) (et pour les autres ensembles
de paramètres) lorsque le contexte est clair.
Définition 2.9. Un paramètre auto-dual ρ est de parité η où η = ±1 s’il existe une
forme bilinéaire non dégénérée B〈·|·〉 sur V de sorte que B〈ρc(g)x, ρ(g)y〉 = B〈x, y〉 et
que B〈x, y〉 = ηB〈y, ρ(c2)x〉.
Il est clair que l’image des applications ηχκ,∗ consistent en des paramètres conjugués
auto-duaux.
Proposition 2.10. ([KMSW] lemme 1.2.5) Les applications ηχκ,∗ induisent une bijection
entre la pré image de Φsim(n) (resp. sur Ψsim(n)) et l’ensemble des paramètres conjugués
auto-duaux avec parité (−1)n−1κ dans Φsim(n) (resp. dans Ψsim(n)).
Notation 2.11. On pose Φsim(UE/F (n)) := η−1χκ∗(Φsim(n))
(
resp.Ψsim(UE/F (n)) := η
−1
χκ∗(Ψsim(n))
)
,
l’ensemble des L-paramètres simples
(
resp. l’ensemble des A-paramètres simples
)
.
Pour chaque A-paramètre ψ ∈ Ψ+(G) on définit des groupes centralisateurs comme
ci-dessous, qui jouent un rôle important dans la classification locale et globale :
Sψ := Cent(Imψ, Ĝ), Sψ := Sψ/Z(Ĝ)
Γ, Sψ := π0(Sψ),
Sψ := π0(Sψ), S
rad
ψ := (Sψ ∩ Ĝder)
0, S♮ψ := Sψ/S
rad
ψ .
On va maintenant donner une description explicite du centralisateur Sψ pour ψ ∈
Ψ+(UE/F (n)). Posons ψ
n := ηχκ,∗(ψ) qui s’écrivent sous forme
ψn =
⊕
i∈Iψn
liψ
ni
i
⊕
 ⊕
j∈Jψn
lj(ψ
nj
j ⊕ (ψ
nj
j )
∗)
 .
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On voit alors que :
Sψ =
∏
i∈I+
ψn
O(li,C)
∏
i∈I−
ψn
Sp(li,C)
∏
j∈Jψn
GL(lj ,C)
où i ∈ Iψn appartient à I
+
ψn si la parité de ψi est égale à κ(−1)
n−1 et à I−ψn sinon.
D’autre part le groupe Z(Ĝ)Γ = {±1} est envoyé diagonalement dans le membre de
droite ci-dessus de sorte que :
Sψ ≃ S
♮
ψ ≃ (Z/2Z)
|I+
ψn
| et Sψ ≃
{
(Z/2Z)|I
+
ψn
| ∀i ∈ I+ψn 2|li,
(Z/2Z)|I
+
ψn
|−1 sinon.
Dans le cas où F = R, E = C, LC =WC = C×, rappelons la description des paramètres
discrets. Comme précédemment on a un morphisme de changement de base
ηχκ :
LUC/R(n) −→
LGC/R(n) (5)
via lequel on associe à φ ∈ Φ(UC/R(n)) un paramètre φ
n = ηχκ∗φ : LC −→ GLn(C).
Soit φ ∈ Φ2(UR/C(n)) alors φ
n s’écrit sous la forme φn = η1 ⊕ · · · ⊕ ηn où les ηi sont
des caractères auto duaux deux à deux disjoints de C×. En général, un tel caractère est
de la forme η : z 7−→ (z/z)a avec a ∈ 12Z. Si ηi(z) = (z/z)
ai alors on introduit le n-tuple
µφn := (a1, · · · an) appelé le caractère infinitésimal de φn. Si χκ(z) = (z/z)c alors le caractère
infinitésimal de φ est donné par la formule µφ := (b1, · · · bn) où bi = ai − c.
Définition 2.12. Notons d(µφ) = min {mini(bi),mini 6=j(|bi − bj |)} et de même pour µφn.
Le caractère infinitésimal de φ est suffisamment régulier si d(µφ) > 0.
Supposons désormais que F est un corps de nombres et E une extension quadratique
de F . On va définir de manière formelle les notions de L-paramètre pour le groupe uni-
taire quasi déployé UE/F (n) en partant des représentations cuspidales des groupes linéaires
généraux.
On commence par définir Ψglb,sim(n) comme l’ensemble des produits tensoriels formels
π⊠ν où π est une représentation automorphe cuspidale de GLm(AE) et ν une représentation
algébrique de SL2(C) de dimension d et on demande de plus que n = m·d. Plus généralement
on définit Ψglb(n) comme l’ensemble des objets sous forme d’une somme directe formelle
non ordonnée
π = l1(π1 ⊠ ν1)⊞ · · ·⊞ lr(πr ⊠ νr)
où li ≥ 1 est un entier, les πi ⊠ νi ∈ Ψglb,sim(ni) sont deux à deux distincts et n = l1 · n1 +
· · ·+ lr · nr.
Un paramètre global sera dit générique si pour tous facteurs simples πi⊠νi, le facteur νi
est la représentation triviale de SL2(C). On note Φglb(n) l’ensemble des paramètres globaux
génériques.
Soit π une représentation automorphe cuspidale de GLm(AE), on pose π∗ := (πc)∨
où πc := π ◦ c avec c le morphisme de conjugaison de Galois de E sur F et (πc)∨ est
la contragrédiente de πc. Plus généralement, si π = π1 ⊠ ν1 ∈ Ψglb,sim(n) alors on pose
(π)∗ := π∗1 ⊠ ν1 et un π ∈ Ψglb,sim(n) est dit autodual si π = (π)
∗.
Maintenant si π = (l1π1 ⊠ ν1) ⊞ · · · ⊞ (lrπr ⊠ νr) ∈ Ψglb(n), on dit que π est autodual
s’il existe une involution i 7−→ i∗ de {1, · · · , r} telle que (πi ⊠ νi)∗ = πi∗ ⊠ νi∗ et li = li∗ .
L’ensemble des paramètres autoduaux (resp. autodual simple) deΨglb(n) (respΨglb, sim(n))
sera noté par Ψ˜glb(n) (resp Ψ˜glb,sim(n)).
On a besoin de la construction suivante, ce qui nous serve comme une substitution pour le
groupe de Langlands global. Pour la construction détaillée, voir [Mok] (p22-23) et [KMSW]
(p.68).
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Construction 2.13. [Mok], [KMSW] Soit ψ ∈ Ψ˜glb(n) comme au dessus, il existe un groupe
Lψ et un morphisme 3 :
ψ˜ : Lπ × SL2(C) −→
LGE/F (n).
Définition 2.14. On définit l’ensemble des paramètres Ψ(UE/F (n), ηχκ) comme l’ensemble
des couples (ψn, ψ˜) où ψn ∈ Ψ˜glb(n) et ψ˜ : Lπ × SL2(C) −→
L(UE/F (n)) est un morphisme
tel que ψ˜n = ηχκ ◦ ψ˜. Un paramètre ψ = (ψ
n, ψ˜) est générique si ψn l’est.
Notons que ψ˜ est entièrement déterminé par ηχκ et ψ˜n.
Comme auparavant on peut définir le centralisateur et ses variantes pour un paramètre
ψ = (ψn, ψ˜). On note ǫψ le caractère d’Arthur de Sψ, cf [Arthur] p.15.
Afin de décrire ces groupes en détails, on considère la décomposition de ψn sous la forme
ψn =
(
⊞
i∈I+
ψn
liψ
ni
i
)
⊞
(
⊞
i∈I−
ψn
liψ
ni
i
)
⊞
(
⊞
j∈Jψn
lj(ψ
nj
j ⊞ ψ
nj∗
j∗ )
)
(6)
où i ∈ Iψn appartient à I
+
ψn ou à I
−
ψn selon la parité de ψ
ni
i (ce qui est lié à sa fonction L
d’Asai). ([KMSW] p.69).
On a alors :
Sψ =
∏
i∈I+
ψn
O(li,C)
∏
i∈I−
ψn
Sp(li,C)
∏
j∈Jψn
GL(lj ,C).
D’autre part le groupe Z(Ĝ)Γ = {±1} est renvoyé diagonalement dans le membre de
droit ci-dessus. Alors on voit que ([KMSW] page 69)
Sψ ≃ S
♮
ψ ≃ (Z/2Z)
|I+ψ | et Sψ ≃
{
(Z/2Z)|I
+
ψn
| ∀i ∈ I+ψn 2|li,
(Z/2Z)|I
+
ψn
|−1 sinon.
(7)
Notation 2.15. On pose Ψ2(UE/F (n), ηχκ) le sous ensemble des paramètres discrets, i.e de
la forme ψ = (ψn, ψ˜) où ∀i ∈ I+ψn , li = 1 et ∀j ∈ I
−
ψn
⋃
Jψn , lj = 0
(
cf (6)
)
.
Localisation d’un paramètre global
• On commence avec les groupes GL(n). Considérons une représentation automorphe cus-
pidale π de GL(n) et v une place de F . La correspondance de Langlands local associe à πv
un A-paramètre générique ψπv ∈ Ψ
+(GL(n, Fv)). Ce processus nous permet de définir une
application de localisation
Ψglb(n) −→ Ψ
+
v (n)
l1(π1 ⊠ ν1)⊞ · · ·⊞ lr(πr ⊠ νr) 7−→ l1(ψ(π1)v ⊠ ν1)⊞ · · · ⊞ lr(ψ(πr)v ⊠ νr).
• Considérons maintenant les groupes UE/F (n). Fixe κ ∈ {±1} avec un caractère χ+ ∈ Z
+
E
et χ− ∈ Z
−
E . Soit ψ = (ψ
n, ψ˜) ∈ Ψ(UE/F (n), ηχκ) un paramètre global.
Proposition 2.16. [KMSW] prop 1.3.3. Pour chaque ψ ∈ Ψ(UE/F (n), ηχκ), il existe un
paramètre local ψv ∈ Ψ+(UEv/Fv (n)) tel que ψ
n
v = ηχκ ◦ ψv
ψnv = LFv × SU(2)
ψv
−→ LUEv/Fv (n)
ηχκ
−−→ LGEv/Fv(n).
Le paramètre local ψv est unique à isomorphisme près.
On peut utiliser cette proposition pour définir le diagramme commutative suivant
3. On rappelle que GE/F (n) = ResE/F (GLE(n)).
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LFv × SU(2)
LUEv/Fv(n)
LGEv/Fv(n) WFv
Lψ × SL(2,C)
LUE/F (n)
LGE/F (n) WF
ηχκ
ηχκ
ψv
ψ˜
ψnv
ψ˜n
Le diagramme commutatif ci-dessus nous permet de définir les morphismes de localisa-
tion pour les groupes de centralisateurs. Le second morphisme vertical envoie ℑ(ψv) à ℑ(ψ˜)
induisant alors
Sψ −→ Sψv , Sψ −→ Sψv , S
♮
ψ −→ S
♮
ψv
.
Remarque 2.17. • Si ψ ∈ Ψ(UE/F (n), ηχκ) est un paramètre global générique alors
les paramètres locaux ψv le sont pour toute place v.
• Les deux premiers morphismes de localisation sont injectifs.
2.3 Formules de multiplicité pour les groupes unitaires
Soient F un corps local et E/F une extension quadratique. On a un unique groupe
unitaire quasi déployé U∗ := UE/F (n). Considérons une forme intérieure étendue (̺, z) :
U∗ −→ U . La donnée (̺, z) définit un caractère χz ∈ X∗(Z(Û)Γ) via (1). Considérons un
paramètre ψ ∈ Ψ(U∗) et les centralisateurs associés
Z(Û)Γ →֒ Sψ ։ S
♮
ψ (8)
On note Irr(S♮ψ, χz) l’ensemble des caractères de S
♮
ψ dont le tiré en derrière via (8)
induit le caractère χz. Rappelons également que Πunit(U) (resp. Πtemp(U) et Π2,temp(U))
est l’ensemble des représentations unitaires (resp. tempérées et carrés intégrables).
Théorème 2.18. ([KMSW] théorème 1.6.1)
1. Soit ψ ∈ Ψ(U∗). Il existe un ensemble fini Πψ(U, ̺) muni d’un morphisme vers
Πunit(U). L’ensemble Πψ(U, ̺) ne dépend pas de z et est muni d’une application
Πψ(U, ̺) −→ Irr(S
♮
ψ, χz), π 7→ 〈π,−〉̺,z
L’ensemble Πψ(U, ̺) ainsi que 〈−|−〉̺,z dépendent seulement de la classe d’équiva-
lence Ξ de (̺, z). Pour ψ un paramètre générique (i.e ψ ∈ Φbdd(U∗)), l’ensemble
Πψ(U, ̺) est non vide si et seulement si ψ est (U, ̺)-relevant.
2. Supposons que ψ ∈ Φbdd(U∗), i.e générique, alors le morphisme Πψ(U,Ξ) −→ Πunit(U)
est injectif dont l’image contenu dans Πtemp(U). Si F est non archimédien alors l’ap-
plication Πψ(U,Ξ) −→ Irr(S
♮
ψ, χz) est une bijection.
3. On a
Πtemp(U) =
∐
ψ∈Φbdd(U∗)
Πψ(U,Ξ) et Π2,temp(U) =
∐
ψ∈Φ2,bdd(U∗)
Πψ(U,Ξ).
Ensuite on parle de la classification globale. Soient E/F une extension quadratique
d’un corps global F et (U, ̺) une forme tordue intérieure de groupe unitaire quasi-déployé
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U∗ := UE/F (n). On peut choisir z tel que (U, ̺, z) est une forme tordue intérieure étendue.
On aimerait associer des paquets globaux Πψ(U, ̺) à chaque paramètre ψ ∈ Ψ(U∗, ηχκ).
Il existe un morphisme de localisation ψ 7−→ ψv de Ψ(U∗, ηχκ) à Ψ
+
unit(U
∗
v ). D’après le
théorème 2.18, pour chaque ψv ∈ Ψ(U∗v ) on a un paquet Πψv(Uv , ̺v) muni d’une application
Πψv (Uv, ̺v) −→ Irr(S
♮
ψv
, χz), πv 7→ 〈πv,−〉̺v ,zv .
Pour un A-paramètre ψv ∈ Ψ
+
unit(U
∗
v ) \ Ψ(U
∗
v ), on peut quand même définir un paquet
Πψv(Uv , ̺v). L’idée de la construction est qu’on descend à un sous groupe de Levi Mv de
Uv de sorte que (ψv)Mv appartienne à Ψ(M
∗
v ) (pas seulement à Ψ
+(M∗v )) et puis appliquer
le théorème 2.18 pour Mv et (ψv)Mv ∈ Ψ(M
∗
v ). Pour plus de détails, voir [Mok] page 32, 33
ou [KMSW] section 1.6.4.
Remarque 2.19. • Lorsque ψv n’est pas (Uv , ̺v)-relevant alors le paquet Πψv (Uv, ̺v)
est vide.
• Lorsque (Uv, ̺v) = (U∗v , 1) est quasi-déployé alors ψv est toujours (Uv, ̺v)-relevant.
Si de plus ψv est générique alors le paquet Πψv(Uv , ̺v) est non vide.
On pose
Πψ(U, ̺) :=
{⊗
v
πv : πv ∈ Πψv(Uv , ̺v), 〈πv ,−〉̺v,zv = 1 pour presque tout v
}
.
Remarque 2.20. L’ensemble Πψ(U, ̺) peut être vide, notamment lorsque U n’est pas quasi
déployé et ψ n’est pas générique.
Pour chaque
⊗
v πv ∈ Πψ(U, ̺) on y associe un caractère de S
♮
ψ par la formule
〈π, s〉̺ :=
∏
v
〈sv, πv〉̺v,zv , s ∈ S
♮
ψ
où sv désigne l’image de s par le morphisme naturel S
♮
ψ −→ S
♮
ψv
.
Définition 2.21. Soit Πψ(U, ̺, ǫψ) := {π ∈ Πψ(U, ̺) : 〈π,−〉̺ = ǫψ} où ǫψ est le caractère
d’Arthur. Pour ψ un paramètre générique, ǫψ ≡ 1.
Théorème 2.22. ([KMSW] théorème 1.7.1) Soient E/F une extension quadratique d’un
corps global F et κ ∈ {±1} ainsi que χκ ∈ ZκE. Soit (U, ̺) une forme intérieure pure de U
∗.
Il existe un isomorphisme de U(AF )-module
L2disc(U(F ) \ U(AF )) ≃
⊕
ψ∈Ψ(U∗,ηχκ )
L2disc,ψ(U(F ) \ U(AF )).
Si ψ = φ est générique alors
• L2disc,φ(U(F ) \ U(AF )) = 0 si ψ /∈ Ψ2(U
∗, ηχκ).
• L2disc,φ(U(F ) \ U(AF )) ≃
⊕
π∈Πφ(U,̺,ǫψ)
π si ψ ∈ Ψ2(U∗, ηχκ).
En particulier si π est une représentation automorphe de groupe unitaire (U, ̺) appartenant
à un paquet global générique alors mπ = 1.
Démonstration. Ce théorème est le résultat global principal de [KMSW]. Pour la première
décomposition consulter page 151 et pour la deuxième décomposition, consulter page 205-
206 de loc.cit.
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Résumons à présent les résultats principaux de Moeglin dans [Moe], en particulier la
classification des représentations supercuspidales de groupes unitaires p-adiques.
Soit ψ un homomorphisme de WE × SL2(C) dans GLn(C). On suppose que ψ est semi-
simple borné surWE et continu. On suppose qu’il se décompose en somme de représentations
irréductibles ψ =
⊕
ρ,a ρ ⊗ σa où ρ est une représentation irréductible de WE et σa étant
l’unique représentation irréductible de SL2(C) de dimension a.
On dit que ψ est θ-discret s’il est sans multiplicité et pour toute ρ, la classe de conjugaison
de ρ est invariante sous l’action de g 7−→ Jρ tg−1 J−1ρ où Jρ est la matrice antidiagonale de
taille dρ = dim ρ avec à la place i l’élément (−1)(i+1). On dit que ψ est stable si elle se
prolonge en un homomorphisme de WF × SL2(C) dans le groupe dual de UE/F (n).
En fait, le morphisme ηχκ,∗ (voir 4) réalise une bijection entre Φ2, bdd(UE/F (n)) et l’en-
semble des morphismes θ-discrets stables. De plus, si on note ψ = η−1χκ,∗(ψ) alors on a
S♮
ψ
= (CentGLn(C) ψ)
θ. On a la classification suivante des séries discrètes des groupes uni-
taires p-adiques.
Théorème 2.23. (5.7 de [Moe]) Il y a une bijection entre l’ensemble des paquets stable
des séries discrètes de UE/F (n) et l’ensemble des classes de conjugaison de morphismes
θ-discrets et stables de WE × SL2(C) dans GLn(C).
Ensuite on voudrait déterminer quels paquets contiennent des représentations supercus-
pidales. On aura donc besoin de la notation d’un morphisme sans trou et la construction
d’un sous groupe A(ψ) de (CentGLn(C) ψ)
θ.
Soit ψ un morphisme θ-discret et stable. On note ψ[a] la composante isotypique de la
représentation ψ, vue comme une représentation de SL2(C), pour la représentation irréduc-
tible de SL2(C) de dimension a. Pour tout a, ψ[a] est une représentation de WE. On dit
que ψ est sans trou si pour tout a > 2, ψ[a] est une sous représentation de ψ[a− 2] en tant
que représentation de WE .
On décompose ψ en représentations irréductibles et considère un couple (ρ, a) de sorte
que ρ ⊗ σa soit une sous représentation de ψ. On suppose qu’il existe 0 ≤ b < a tel que
b = 0 si a est pair et si b 6= 0, ρ ⊗ σb soit aussi une sous représentation de ψ. On note
alors a− le plus grand b vérifié cette propriété. On note zρ,a l’élément du centralisateur de
ψ dans GLn(C) dont les valeurs propres −1 ont exactement pour espace propre la somme
ρ ⊗ σa ⊕ ρ ⊗ σa− . On note A(ψ) le sous groupe du centralisateur de ψ engendré par ces
éléments zρ,a.
Théorème 2.24. (8.4.4 de [Moe]). Le paquet stable correspond à ψ contient une représenta-
tion supercuspidale si et seulement si ψ est sans trou. Lorsque ψ est sans trou alors il existe
un unique caractère ǫalt de A(ψ) telle que le nombre de représentations supercuspidales est
le cardinal de l’ensemble des caractères de (CentGLn(C) ψ)
θ/{Id,− Id} dont la restriction à
A(ψ) vaut ǫalt.
Enfin, lorsque ψ : WE × SL2(C) −→ GLn(C) est trivial sur SL2(C), on voit que ψ est
une somme des représentations de la forme ρ ⊗ σ1, en particulier A(ψ) est trivial. On en
déduit le résultat suivant dont on aura besoin pour la suite.
Proposition 2.25. (C.Moeglin) Soit φ : WF × SU(2) −→ LUE/F (n) un L-paramètre dis-
cret trivial sur SU(2), alors le L-paquet Πφ(UE/F )(n) ne contient que des représentations
supercuspidales.
2.4 Une application à la globalisation des représentations locales
On suppose n impair. Le but de ce paragraphe est de montrer l’existence des représen-
tations automorphes satisfaisant des propriétés particulières.
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Décrivons tout d’abord le passage du groupe unitaire au groupe des similitudes unitaires.
Soit F un corps totalement réel ainsi que E/F une extension quadratique. Supposons V est
un espace hermitien de dimension n relative à l’extension E/F . Considérons G = GU(V )
le groupe des similitudes unitaires défini sur Q par
G(R) =
{
g ∈ GL(V ⊗R)| < gv, gw >= ν(g) < v,w >, v,w ∈ V ⊗R
}
pour toute Q-algèbre R et ν(g) ∈ R×. Notons U = U(V ) le groupe unitaire associé.
Proposition 2.26. ([CHLN]). Supposons que n impair. Soit π une représentation auto-
morphe irréductible de G(A) dont la restriction à U(A) contient une représentation auto-
morphe irréductible σ. Si σ apparaît avec multiplicité 1 dans le spectre discret de U alors π
apparaît avec multiplicité 1 dans le spectre discret de G. De plus, si χ est le caractère central
de π alors π est la seule représentation automorphe de G(A) contenant σ avec le caractère
central χ.
Soit G un groupe de similitudes unitaires non ramifié en n = 2k + 1 variables défini
sur Qp et U ⊂ G le groupe unitaire noyau du facteur de similitudes. Soit K/Qp l’extension
quadratique non ramifiée. Il y a une inclusion K× →֒ ZG.
Proposition 2.27. Il y a une bijection entre les représentations irrédutibles de G(Qp) et
les couples (π, χ) où π est une représentation irréductible du groupe unitaire U(Qp) et χ un
caractère de K× tel que ωπ|K×⋂U(Qp) = χ|K×
⋂
U(Qp).
Soit U∗p le groupe unitaire p-adique quasi-déployé en n variables associé à l’extension
quadratique Ep/Qp puis φp ∈ Φ2(U∗p ) un L-paramètre discret.
Proposition 2.28. ([KMSW] prop. 4.4.1) Supposons qu’il existe un corps CM de la forme
•
E = F+K où K est un corps quadratique imaginaire et tel que
•
Ep = Ep. Alors il existe une
place inerte w et un paramètre global
•
φ ∈ Φ2(
•
U∗) du groupe unitaire quasi déployé
•
U∗ en n
variables associé à
•
E/F+ tels que :
(i)
•
φp = φp et
•
φw ∈ Φbdd(U
∗
w)
(ii)
•
φu est un paramètre discret pour tout u infinie.
(iii) Les morphismes canoniques S•
φ
−→ S•
φp
et S•
φ
−→ S•
φw
sont des isomorphismes.
On utilise la même construction que celle décrite dans la proposition 4.4.1 de [KMSW].
Dans la proposition 4.4.1 et 4.3.1 de loc.cit, les auteurs globalisent également les groupes
unitaires réels et ils supposent donc que le corps global possède au moins deux places infinies.
Dans notre cas cette hypothèse n’est pas nécessaire, il suffit de demander qu’il existe une
place infinie différente de p.
Démonstration. On donne seulement les étapes principales.
Écrivons ηχκ∗φp = φ
n
p sous forme d’une somme des paramètres simples de groupes
linéaires généraux φnp = φ
n1
1,p ⊕ · · · ⊕ φ
nr
r,p.
À chaque φnii,p on peut associer un groupe global
•
U(ni) et un morphisme
•
ηχκi
avec un
unique signe κi de sorte que φ
ni
i,p provient d’un L-paramètre φi,p dans Φ2,bdd(
•
Up(ni)) via le
morphisme (
•
ηχκi
)p.
Fixons une place inerte w et des paramètres simples deux à deux distincts φ1,w, · · · , φr,w
de sorte que dimφi,w = dimφi,p.
D’après le lemme 4.3.1 de loc.cit, pour chaque i ∈ {1, · · · , r} il existe un paramètre
global simple
•
φi de sorte que
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• (
•
φi)p = φi,p et (
•
φi)w = φi,w,
• (
•
φi)u est un paramètre discret régulier et suffisamment régulier dans le sens de 2.12
si u est une place infinie.
Construisons ensuite un L-paramètre global de GL(n) de manière suivante
•
φn =
•
φn11 ⊞ · · ·⊞
•
φnrr .
On montre que
•
φn s’étend en un L-paramètre
•
φ dans Φ2(
•
U∗) en utilisant la compatibilité
des signes κi avec la parité des
•
φi. On démontre enfin les propriétés (i), (ii) et (iii) par le
même argument que celui de la proposition 4.4.1 de [KMSW]. Remarquons enfin que la
condition imposée sur les places infinies rassure que le paramètre globale est générique.
Soit πp une représentation de carré intégrable d’un groupe unitaire Up p-adique 4. Sup-
pose que
•
U est un groupe unitaire global tel que
•
Up = Up et
•
U quasi déployé en toutes
places finies. Étendons U en une forme intérieure pure. D’après la proposition 2.2, il suf-
fit d’étendre les groupes unitaires locaux en formes intérieures pures satisfaisant certaine
condition de parité.
Comme n impair, d’après l’exemple 2.1, pour chaque place v il y a deux manière d’étendre
le groupe unitaire local en une forme intérieure pure. Si v est une place différente de p, on
choisit av = 0 ∈ Z/2Z et on choisit ap l’unique élément de Z/2Z de sorte que la somme des
aw s’annule.
Proposition 2.29. Il existe alors une représentation automorphe Π de
•
U telle que Πp = πp.
De plus s’il existe une représentation automorphe Π′ de
•
U satisfaisant (Π′)p = (Π)p alors
Π ≃ Π′. On a le même résultat pour les groupes de similitudes unitaires.
Démonstration. D’après la proposition 2.26, le cas des groupes de similitudes unitaires se
déduit de celui pour les groupes unitaires auquel on se ramène donc. Montrons l’existence
de Π :
On suppose que πp ∈ Πφp(U
∗
p , ̺) pour un paramètre discret φp. On note alors
•
φ ∈ Φ2(
•
U∗)
le paramètre global qui existe d’après le lemme 2.28.
On montre que les paquets Π •
φv
(
•
U∗v , ̺) sont non vides. En effet, si v = p, Π •
φv
(
•
U∗v , ̺)
contient πp. D’autre part, comme
•
φu est un paramètre discret si u est une place infinie, on
en déduit qu’il existe toujours une représentation dans le paquet correspondant.
Considérons une place finie v 6= p. Comme
•
φ est générique, le paramètre localisation
•
φv
l’est également (remarque 2.17). Or
•
U est quasi déployé en v alors Π •
φv
(
•
U∗v , ̺) est non vide
d’après la remarque 2.19.
Pour chaque v /∈ {p,w} choisissons une représentation πv ∈ Π •
φv
(
•
U∗v , ̺). On va choisir
une représentation πw ∈ Π •
φw
(
•
U∗q , ̺) telle que la représentation
⊗
v πv soit automorphe.
D’après le théorème 2.22 il faut donc choisir πw satisfaisant la relation :
〈π, s〉̺ :=
∏
v
〈sv, πv〉̺v ,zv = 1, ∀s ∈ S
♮
•
φ
(9)
Comme S•
φ
≃ S•
φw
≃ S♮•
φw
(le dernier isomorphisme résulte du fait que
•
φw est un pa-
ramètre discret) et d’autre part les caractères 〈sv, πv〉 sont fixés (pour v 6= w) , il existe
4. On rappelle que n étant impair alors Up est quasi-déployé.
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un unique caractère dans Irr(S♮φw , χzw) satisfaisant l’égalité au-dessus. Le point 2 de 2.18
affirme l’existence d’une représentation πw satisfaisant (9).
Supposons maintenant qu’on a une représentation Π′ telle que (Π′)p = (Π)p. Montrons
que Π et Π′ sont dans le même paquet. Supposons que Π′ ∈ Π •
φ′
(
•
U, ̺, ǫφ) et on veut montrer
que
•
φ′ =
•
φ.
Puisque (Π′)p = (Π)p, on en déduit que
•
φ′v =
•
φv pour tout v 6= p et en particulier on
a (
•
φ′v)
n =
•
φnv. D’autre part
•
φn et (
•
φ′)n sont des paramètres globaux de groupe GL(n) et
le théorème de multiplicité 1 fort implique que
•
φn = (
•
φ′)n, on en déduit que
•
φ′ =
•
φ, en
particulier Πp et Π′p sont dans le même paquet local.
Comme Π et Π′ sont des représentations automorphes, on a les égalités suivantes :
〈Π, s〉̺ =
∏
v
〈sv,Πv〉̺v ,zv = 〈sp,Πp〉̺p,zp
∏
v 6=p
〈sv,Πv〉̺v,zv = 1, ∀s ∈ S
♮
•
φ
et
〈Π′, s〉̺ =
∏
v
〈sv,Π
′
v〉̺v,zv = 〈sp,Π
′
p〉̺p,zp
∏
v 6=p
〈sv,Πv〉̺v ,zv = 1, ∀s ∈ S
♮
•
φ
on en déduit que :
〈sp,Πp〉̺p,zp = 〈sp,Π
′
p〉̺p,zp ∀s ∈ S
♮
•
φ
D’autre part, le morphisme S•
φ
−→ S•
φp
est un isomorphisme et on a
〈sp,Πp〉̺p,zp = 〈sp,Π
′
p〉̺p,zp ∀s ∈ S
♮
•
φp
le point 2 de 2.18 implique que Πp ≃ Π′p, autrement dit on a Π ≃ Π
′.
3 Un cas PEL de la conjecture de Kottwitz
3.1 Notations
Dans cette section, nous précisons les notations du Théorème A de l’introduction, concer-
nant rµ puis les τi. En vue du théorème 4.2 de l’appendice, on ne suppose pas pour l’instant
que d = 1.
Rappelons que DQp = (Fp, ∗, V, 〈·|·〉, µ, b) est une donnée de Rapoport-Zink basique de
type PEL unitaire non ramifiée simple de signature (1, n − 1), (0, n), · · · (0, n). On note G
le groupe de similitudes unitaires p-adique quasi déployé (en n variables) associé ainsi que
(MKp)Kp la tour d’espaces de Rapoport-Zink. La cohomologie de cet espace est munie d’une
action de G(Qp)× Jb(Qp)×WEp
5 où on rappelle que Fp est aussi le corps de définition de
µ, autrement dit Ep = Fp.
La représentation rµ de LG = Ĝ⋊WFp avec une action triviale deWFp et rµ|Ĝ est donnée
par la formule
rµ|
Ĝ
=
⊗
τ∈Φ
( pτ∧
Stn
)∗
⊗ (St1)
−1 = (Stn)
∗ ⊗ (St1)
−1
où Sti désigne la représentation standard de dimension i. En particulier, on notera que
dim rµ = n.
5. Puisque b est basique et n étant impair, on a G(Qp) = Jb(Qp)
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Notons Up le groupe unitaire défini sur Qp noyau du facteur de similitude. Le groupe
de Langlands dual est LUp =
(∏
τ∈ΦGLn(C)
)
⋊WQp . On a également un morphisme de
L-groupes
LGp =
( ∏
τ∈Φ
GLn(C)× C
×
)
⋊WQp −→
( ∏
τ∈Φ
GLn(C)
)
⋊WQp =
LUp
Étant donné un L-paramètre discret ϕ : WQp −→
(∏
τ∈ΦGL(V ) × C
×
)
⋊ WQp où
V ≃ Cn. On obtient un L-paramètre discret ϕ˜ :WQp −→
(∏
τ∈ΦGL(V )
)
⋊WQp de Up.
Puisque Up = ResF+p /Qp(UFp/F+p ) (où F
+
p est le sous-corps de Fp fixé par l’involution ∗)
le lemme de Shapiro
H1(WQp ,
∏
τ∈Φ
GL(V )) ≃ H1(WF+p , GL(V ))
nous donne un L-paramètre de UFp/F+p :
ϕ˜F+p : WF+p −→ GL(V )⋊WF+p =
LUFp/F+p .
D’après la proposition 2.25, le L-paquet Πϕ(G(Qp)) est un paquet cuspidal. Comme
dans la section précédent, pour chaque κ ∈ {±1} et χκ ∈ ZκFp , il y a un morphisme de
changement de base (cf [Mok], p.9)
ηχκ,∗ : Φ(UFp/F+p ) −→ Φ(GLFp(n))
φ 7−→ ηχκ ◦ φ
de plus, si κ = 1 et χκ = 1 alors ηχκ ◦φ est juste la restriction de φ sur LFp =WFp×SU(2).
La restriction de ϕ˜F+p sur WFp se décompose donc en une somme de L-paramètres
discrets simples de groupes linéaires généraux ϕ˜F+p |Fp = ϕ˜
n1
1 ⊕ · · · ⊕ ϕ˜
nr
r . On a alors une
décomposition de WF+p |Fp-représentation V =
⊕r
i=1 Vi où Vi correspond à ϕ˜
ni
i .
Cela implique une décomposition
rµ ◦ ϕ˜Fp =
r⊕
i=1
rµi ◦ ϕ˜
ni
i .
où µi = (1, ni − 1), (0, ni), · · · , (0, ni).
D’autre part, on a
Sϕ˜ ≃ Sϕ˜
F+p
≅
r∏
i=1
O(1,C) =
r∏
i=1
Z/2Z ≅ S♮ϕ˜
F+p
.
Définition 3.1. Pour 1 ≤ i ≤ r, on définit un caractère τi de Sϕ˜ par la formule
τi(1, · · · , 1︸ ︷︷ ︸
j
,−1, 1, · · · , 1) =
{
−1 si i = j
1 si 1 ≤ i 6= j ≤ r
L’action de Sϕ˜ sur Vi se factorise par le caractère τi, on en déduit que rµi ◦ ϕ˜
ni
i =
HomSϕ˜
(
τi, rµ ◦ ϕ˜Fp
)
et donc
rµ ◦ ϕ˜Fp =
r⊕
i=1
HomSϕ˜(τi, rµ ◦ ϕ˜Fp).
Au niveau du groupe de similitudes unitaires, puisque C× est abélien, on a une décom-
position de WFp-module
rµ ◦ ϕFp =
r⊕
i=1
HomSϕ(τi, rµ ◦ ϕFp) =
r⊕
i=1
rµi ◦ ϕ
ni
i,Fp
.
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3.2 Cohomologie d’intersection des variétés de Shimura d’après [Mo]
Dans ce paragraphe, on va utiliser des résultats dans [Mo]. La lettre G désigne un
groupe des similitudes unitaires en n variables associé à une forme hermitienne définie sur
une extension quadratique K/Q.
Pour tout K ⊂ G(Af ) un sous groupe compact ouvert suffisamment petit, on a une
variété ShK . Lorsque G n’est pas anisotrope modulo son centre, ShK n’est pas compacte.
Dans ce cas, on a la compactification minimale (ou Satake-Baily-Borel) de ShK
j : ShK −→ Sh
∗
K
telle que Sh∗K est une variété projective normale dont ShK en est un ouvert dense. En
général Sh∗K n’est pas lisse et on utilise la cohomologie d’intersection telle qu’elle est étudiée
notamment dans [Mo].
Rappelons les relations entre la cohomologie étale (à support compact ou non), la coho-
mologie de L2 et la cohomologie d’intersection.
Comme auparavant, pour ξ une représentation algébrique irréductible de dimension finie
de G, on peut définir un système local Lξ sur ShK ainsi qu’un faisceau d’intersection ICξ sur
Sh∗K . On dispose donc des groupes de cohomologie étale H
i
c(ShK ,Lξ), de L
2-cohomologie
H i(2)(ShK ,Lξ) et de cohomologie d’intersection IH
i(ShK ,ICξ).
Il y a un diagramme commutatif entre ces groupes de cohomologie.
H ic(Sh,Lξ) IH
i(Sh,ICξ)
H i(2)(Sh,Lξ)
≈
(1)
(2)
Ces morphismes sont G(Af )-équivariants et le morphisme (1) est de plus Γ-équivariant
(où F est le corps de définition et Γ = Gal(F/F ) ). D’après la conjecture de Zucker (dé-
montrée par Looijenga [Lo], Looijenga-Rapoport [LoR] et Saper-Stein [SS]), le morphisme
vertical est en fait un isomorphisme.
On exploitera le morphisme (2) afin de comparer H ic(Sh,Lξ) et IH
i(Sh,ICξ).
Proposition 3.2. Supposons maintenant ξ régulier. Soit Π = Π∞⊗Πf une représentation
automorphe cuspidale de G(A) qui est ξ-cohomologique alors H i(Sh,Lξ) est concentré en
degré moitié et
Hdc (Sh,Lξ)[Πf ] ≈ H
d
(2)(Sh,Lξ)[Πf ].
Puisque le morphisme (1) est Γ-équivariant, on en déduit qu’il y a un isomorphisme
Γ-équivariant
Hdc (Sh,Lξ)[Πf ] ≈ IH
d(Sh,ICξ)[Πf ]
où d est la dimension de la variété de Shimura.
Dans [MT] proposition 1, Mokrane et Tilouine ont montré ce résultat pour les groupes
des similitudes symplectiques mais leur démonstration s’adapte au cas des groupes des
similitudes unitaires. On va rappeler brièvement leur argument.
Démonstration. Tout d’abord l’inclusion d’espaces
C∞cusp(GQ G(A),C) ⊂ C
∞
c (GQ G(A),C) ⊂ C
∞
(2)(GQ G(A),C) ⊂ C
∞(GQ G(A),C)
où C∞cusp = C
∞
c
⋂
L20 et C
∞
(2) = C
∞
⋂
L2 implique une application
H•cusp(Sh,Lξ) −→ H
•
c (Sh,Lξ) −→ H
•
(2)(Sh,Lξ) −→ H
•(Sh,Lξ)
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qui est une injection d’après [Bo74].
D’autre part on a
H•cusp(Sh,Lξ) =
⊕
π
πf ⊗H
•(LieG(R),K∞, π
K∞
∞ ⊗ Lξ)
où π = πf ⊗ π∞ varie dans l’ensemble de classes d’isomorphisme de représentations cuspi-
dales.
Et de plus, on a
H•(2)(Sh,Lξ) =
⊕
π
πf ⊗H
•(LieG(R),K∞, π
K∞
∞ ⊗ Lξ)
où π varie dans le spectre discret de L2(ZAGQ GA, ω) et ω est le caractère central de ξ∨.
Comme ξ est régulier alors π∞ est une série discrète de caractère infinitésimal ξ, en
particulier π∞ est tempérée. La représentation automorphe π apparait dans la partie discrète
et est tempérée en une place : π est donc une représentation cuspidale. On en déduit l’égalité
Hdcusp(Sh,Lξ)[πf ] ≈ IH
d(Sh,ICξ)[πf ].
En particulier, pour la représentation cuspidale Π = Π∞ ⊗Πf , on a l’égalité
Hdcusp(Sh,Lξ)[Πf ] ≈ H
d
c (Sh,Lξ)[Πf ] ≈ IH
d(Sh,ICξ)[Πf ].
Notation 3.3. Pour n1, · · · , nr ∈ N, notons
H = G
(
U∗(n1)×· · ·×U
∗(nr)
)
=
{
(g1, · · · , gr) ∈ G
∗(n1)×· · ·×G
∗(nr)|c(g1) = · · · = c(gr)
}
.
où G∗(ni) désigne le groupe des similitudes unitaires quasi-déployé en ni variables. De plus
on a
Ĥ = C× ×GLn1(C)× · · · ×GLnr(C).
Tout d’abord, on voudrait donner une description des triplets endoscopiques elliptiques
(H1, s, η) de H au sens de [Kot84] 7.3, 7.4.
Proposition 3.4. ([Mo] prop 2.3.1) Pour i ∈ {1, · · · , r}, soient n+i , n
−
i ∈ N tels que ni =
n+i + n
−
i . Supposons que n
−
1 + · · ·+ n
−
r est pair. Posons
s =
(
1,diag(1, · · · , 1︸ ︷︷ ︸
n+1
,−1, · · · ,−1︸ ︷︷ ︸
n−1
), · · · ,diag(1, · · · , 1︸ ︷︷ ︸
n+r
,−1, · · · ,−1︸ ︷︷ ︸
n−r
)
)
∈ Ĥ
H1 = G
(
U∗(n+1 )× U
∗(n−1 )× · · · × U
∗(n+r )× U
∗(n−r )
)
et définit
η : Ĥ1 = C
××GLn+1
(C)×GLn−1
(C)×· · ·×GLn+r (C)×GLn−r (C) −→ Ĥ = C
××GLn1(C)×· · ·×GLnr(C)
par la formule
η
(
(λ, g+1 , g
−
1 , · · · , g
+
r , g
−
r )
)
=
(
λ,diag(g+1 , g
−
1 ), · · · ,diag(g
+
r , g
−
r )
)
.
Alors
(
H1, s, η
)
est un triplet endoscopique elliptique pour H. De plus, les triplets endo-
scopiques elliptiques de H définis par
(
(n+1 , n
−
1 ), · · · , (n
+
r , n
−
r )
)
et
(
(m+1 ,m
−
1 ), · · · , (m
+
r ,m
−
r )
)
sont isomorphes si et seulement si pour tout i ∈ {1, · · · , r}, (n+i , n
−
i ) = (m
+
i ,m
−
i ) ou
(n+i , n
−
i ) = (m
−
i ,m
+
i ). Inversement, tout triplet endoscopique elliptique pour H est iso-
morphe à un des triplets définis ci-dessus.
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Définition 3.5. Posons E0(G) l’ensemble des triplets endoscopiques elliptiques (H, s, η0)
pour G tels que H n’est pas une forme intérieure de G. Pour tout (H, s, η0) ∈ E0(G), fixons
un L-morphisme η : LH −→ LG étendant η0. On définit de même l’ensemble E0(H) pour
H = G
(
U∗(n1)× · · ·U
∗(nr)
)
. Posons FG l’ensemble des suites (e1, · · · , er) avec r ∈ N∗ où
e1 = (H1, s1, η1,0) ∈ E
0(G) et pour i ∈ {2, · · · , r}, ei = (Hi, si, ηi,0) ∈ E0(Hi−1).
Finalement, on pose
ηe = η1 ◦ · · · ◦ ηr :
LHe −→
LG
le morphisme de L-groupes correspondant.
Considérons (e) = (e1, · · · , er) ∈ FG. Supposons ensuite que (e1) = (H1, s1, η1) est le
triplet endoscopique elliptique défini par un couple (n+, n−) avec n− impair. On écrit
He = G
(
U∗(n+1 )× · · · × U
∗(n+r )× U
∗(n−1 )× · · · × U
∗(n−s )
)
où l’identification est faite de sorte que η2 ◦ · · · ◦ ηr renvoie Û∗(n
+
1 ) × · · · × Û
∗(n+r ) (resp.
Û∗(n−1 )× · · · × Û
∗(n−s )) au Û∗(n+) (resp. Û∗(n−)).
Maintenant pour p+1 , · · · , p
+
r , p
−
1 , · · · , p
−
s ∈ N tel que 1 ≤ p
+
i ≤ n
+
i et 1 ≤ p
−
i ≤ n
−
i , on
définit un cocaractère de He par la formule
µ = (µp+1
× · · · × µp+r × µp−1
× · · · × µp−s ) : Gm,C −→ He,C.
où µp∗i est le cocaractère de signature (p
∗
i , n
∗
i − p
∗
i ).
Définition 3.6. Supposons G de signature (p, n−p) à l’infini. Pour chaque (e) on note Me
l’ensemble des cocaractères µ = µp+1 ,··· ,p
+
r ,p
−
1 ,··· ,p
−
s
de sorte que p = p+1 +· · ·+p
+
r +p
−
1 +· · ·+p
−
s .
Pour un tel cocaractère on note également s(µ) = (−1)p
−
1 +···+p
−
s .
Pour chaque (e), on peut définir les constantes l(e), ι(e) ainsi que ι′(e). Ces constantes
apparaîtront dans le théorème 3.8 ci-dessus mais pour notre but, nous n’aurons pas besoin
de les calculer explicitement. Pour une définition précise, le lecteur pourra consulter [Mo] -
p.108.
Définition 3.7. Soit πf =
⊗′
p πp une représentation irréductible de G(Af ) de sorte que
πKf 6= 0 pour K ⊂ G(Af ) un niveau et soit e ∈ FG. Notons Re(πf ) pour l’ensemble des
classes d’équivalences de représentations irréductibles πe,f =
⊗′
p πe,f de He(Af ) telles que
pour presque tout p où πf et πe,p sont non ramifiées, le morphisme ηe :
LHe −→
LG envoie
un paramètre de Langlands de πe,p à celui de πp.
Étant donné (e) et f ∈ C∞c (G(Qv)), on note f
e = (((fH1)H2) · · · )Hr ∈ C∞c (He(Qv)) son
transfert endoscopique. Si f ∈ C∞c (G(Af )) on notera de même f
e ∈ C∞c (He(Af )).
Soient ξ une représentation algébrique de G ainsi que K ⊂ G(Af ) un niveau. Posons
HK = HK(G(Af ),K). Considérons les groupes de cohomologie suivant (i ≥ 0)
Wi = H
i(Sh∗K ,ICξ).
Ce sont des C-espaces vectoriels de dimension finie qui possèdent une action de HK ×
Gal(Q, E) où E est le corps reflex de la variété de Shimura. Comme Wi s’annule si i assez
grand, on définit alors
W =
∑
i≥0
(−1)iWi
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un objet dans le groupe de Grothendieck des représentations de HK ×Gal(Q, E). On a une
décomposition isotypique de W comme HK-module
W =
∑
πf
W (πf )⊗ π
K
f ,
où la somme est prise sur l’ensemble de classes d’isomorphismes des représentations irré-
ductibles πf de G(Af ) telle que πKf 6= 0 et où W (πf ) est une C-représentation virtuelle de
dimension finie de Gal(Q, E).
Pour ξ une représentation algébrique fixée de G et pour πf une représentation irréduc-
tible de G(Af ), on peut définir une constante cG(πf ) laquelle est liée aux multiplicités des
représentations automorphes (cG(πf ) dépend éventuellement de ξ). De même, il y a une
constante ce(πe,f ) associée à πe,f dont la définition est liée aux multiplicités des représenta-
tions automorphes.
Considérons un nombre premier p ainsi que P une place de E au-dessus de p. Notons
FrP un relèvement du Frobenius arithmétique. Le théorème suivant, dû à Sophie Morel,
nous permet de calculer la trace de FrP sur W (πf ) lorsque p est assez grand.
Théorème 3.8. (Théorème 7.2.2 de [Mo]) Soit πf une représentation irréductible admissible
de G(Af ) telle que πKf 6= 0. Il existe alors une fonction f
∞ ∈ C∞c (G(Af )) de sorte que pour
presque tout nombre p premier et pour tout m ∈ Z,
Tr(FrmP ,W (πf )) =(NP)
−
m(n−1)
2 cG(πf ) dim(π
K
f )Tr(rµG ◦ ϕπp(Fr
m
P ))
+ (NP)md/2
∑
e∈FG
(−1)l(e)ι(e)
∑
πe,f∈Re(πf )
ce(πe,f )Tr(πe,f )((f
∞)e)
∑
µ∈Me
(1− (−1)s(µ) ·
ι′(e)
ι(e)
)Tr(rµ ◦ ϕπe,p⊗χe,p(Fr
m
P )) (⋆)
où la somme est prise pour πe,f telle que πe,p ⊗ χe,p est non ramifiée.
Remarque 3.9. Les nombres premiers p tels que la formule (⋆) du théorème 3.8 est vérifiée,
sont ceux pour lesquels il existe un ensemble p /∈ T avec f = hT gT où
• T ⊃
{
q | Gq est ramifié, Kq n’est pas maximal
}
.
• h ∈ H(G(Af ),K) est une fonction de la forme h = hT 1KT satisfaisant les propriétés
décrites dans les lignes 14, 15, p.111 de [Mo] (i.e. h sépare les représentations dans
R′ de loc. cit.).
• gT ∈ H(G(ATf ),K
T ) est une fonction satisfaisant les propriétés décrites dans les
lignes 25−28, p.111 de loc. cit. (i.e. gT sépare les représentations dans R′e de loc.cit.).
• gTp = 1G(Zp).
3.3 Détermination de W (pif)P dans un cas particulier
Le but de ce paragraphe est de montrer un corollaire du théorème 3.8.
Lemme 3.10. Soit p un nombre premier tel que Kp est maximal et G, π sont non ramifiés
en p, alors il existe f∞ telle que la formule (⋆) est vraie pour p.
Démonstration. Tout d’abord, considérons l’ensemble R′ des représentations irréductibles
admissibles π′f de G(Af ) satisfaisant les conditions suivantes
• π′f ≇ πf ,
• (π′f )
K 6= 0,
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• Wλ(π
′
f ) 6= 0 ou cG(π
′
f ) 6= 0.
Comme R′ est fini et πp est non ramifiée, on peut choisir h ∈ H(G(Af ,K)) telle que
hp = 1G(Zp) et
• Tr(πf (h)) = Tr(πf (1K)).
• Tr(π′f (h)) = 0 pour π
′
f ∈ R
′.
Maintenant, il existe un ensemble T0 de nombres premiers ne contenant pas p mais qui
satisfait toutes les conditions décrites dans lignes 16− 20 p.111 de [Mo].
Ensuite, pour chaque e ∈ FG, on définit un ensemble R′e comme dans le paragraphe
5, page 111 de loc. cit. Posons T = T0 ∪ {p}, le même argument que dans la page 111 de
loc.cit. montre qu’il existe une fonction gT ∈ H(G(ATf ),K
T ) qui sépare les représentations
dans R′e.
Considérons f∞ = hT0g
T0 où gT0 = 1G(Zp)g
T , on voit que T0 et f∞ satisfont les trois
premières propriétés dans la remarque 3.9 ainsi que gT0p = 1Gp . On en déduit que la formule
(⋆) est vérifiée pour f∞ et p.
Corollaire 3.11. Supposons que n impair et G quasi-déployé en toutes les places finies et
de signature (1, n− 1) à l’infini. Considérons une représentation automorphe π = π∞
⊗′
p πp
de G(A) satisfaisant les conditions suivantes
(i) Le L-paramètre de π est de la forme Ψ = (Ψn, Ψ˜) où Ψn = Ψn11 ⊞ Ψ
n2
2 tel que Ψ
ni
i
sont des paramètres globaux de dimension ni correspondant à des représentations
cuspidales de GLni(AK) (avec i = 1, 2).
(ii) π∞ est une série discrète de poids réguliers.
(iii) Il existe une place décomposée q de sorte que πq est non ramifiée et son L-paramètre
local φq est de la forme φnq = χ1⊕χ2⊕ · · · ⊕χn où les χj sont deux à deux distincts.
Notons ρ := W (πf ) la représentation de Gal(Q, E) associée à πf dans la cohomologie
de la variété de Shimura correspondant à G. Si dim ρ = dimΨnii = ni (i = 1 ou i = 2) alors
pour tout nombre premier p et toute place P de E au-dessus de p, on a
ρP = (rµi ◦ (Ψ
ni
i )p)/WP ⊗ | · |
−n−1
2 .
où µi = (1, ni − 1) et WP est le groupe de Weil de EP .
Démonstration. On applique le théorème 3.8 pour πf . Choisissons tout d’abord un sous
groupe compact suffisamment petit K de G(Af ) de sorte que πKf 6= 0, en particulier on
peut choisir K tel que Kq = G(Zp) car πq est non ramifiée.
Comme le L-paramètre global Ψ de π satisfait Ψn = Ψn11 ⊞Ψ
n2
2 l’ensemble de e ∈ FG tel
que Re(πf ) soit non nul contient un seul élément e = (e1) où e1 est le triplet endoscopique
correspond à G(U∗(n1)× U∗(n2)).
Par construction de Re(πf ), pour un nombre premier p on a ηsimple ◦ϕπe,p⊗χe,p = ϕ(πf )p
et de plus le changement de base quadratique de ϕ(πf )p s’écrit ϕ
n
(πf )p
= (Ψn11 )p ⊕ (Ψ
n2
2 )p.
D’autre part, la signature à l’infini µG est (1, n−1) on voit alors que l’ensemble Me contient
exactement deux éléments µ1 = (1, n1 − 1) × (0, n2) et µ2 = (0, n1) × (1, n2 − 1). On en
déduit que
rµ ◦ ϕπe,p⊗χe,p =
{
rµ1 ◦ (Ψ
n1
1 )p si µ = (1, n1 − 1)× (0, n2)
rµ2 ◦ (Ψ
n2
2 )p si µ = (0, n1)× (1, n2 − 1)
où µ1 = (1, n1 − 1) et µ2 = (1, n2 − 1).
D’après la description de la représentation de plus haut poids de GLn, on a l’identité
suivante :
rµG ◦ ϕπp = rµ1 ◦ (Ψ
n1
1 )p ⊕ rµ2 ◦ (Ψ
n2
2 )p.
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D’autre part, on a
(NP)−
m(n−1)
2 Tr(rµG ◦ ϕπp(Fr
m
P )) = Tr(| · |
−n−1
2 ⊗ rµG ◦ ϕπp(Fr
m
P ))).
Finalement le théorème 3.8 induit l’identité suivante pour presque tout p où πp est non
ramifiée.
Tr(FrmP ,W (πf )) = αp ·Tr(| · |
−n−1
2 ⊗rµ1 ◦(Ψ
n1
1 )p(Fr
m
P ))+βp ·Tr(| · |
−n−1
2 ⊗rµ2 ◦(Ψ
n2
2 )p(Fr
m
P )).
(10)
Montrons ensuite que pour p1 et p2 deux nombres premiers tels que πp1 et πp2 sont non
ramifiées, on a αp1 = αp2 et βp1 = βp2 .
En effet, pour notre représentation πf , on a
αpi = cG(πf ) dim(π
K
f ) + (−1)
l(e1)·ι(e1)·(1−(−1)
s(µ1)·
ι′(e1)
ι(e1)
)
∑
πe1,f∈Re1 (πf )
ce1(πe1,f )Tr(πe1,f )((f
∞)e1).
où la somme est prise pour πe1,f telle que πe1,pi ⊗ χe1,pi est non ramifiée.
Or lorsque πe1,pi ⊗ χe1,pi est ramifiée, Tr(πe1,f )((f
∞)e1) s’annule, on peut récrire la
formule calculant αpi sous forme
αpi = cG(πf ) dim(π
K
f ) + (−1)
l(e1)·ι(e1)·(1−(−1)
s(µ1)·
ι′(e1)
ι(e1)
)
∑
πe1,f∈Re1 (πf )
ce1(πe1,f )Tr(πe1,f )((f
∞)e1)
où la somme est prise pour toute πe1,f . En particulier la formule calculant αpi ne dépend
pas de pi. On en déduit que αp1 = αp2 .
Par le même argument, on a βp1 = βp2 en utilisant
βpi = cG(πf ) dim(π
K
f ) + (−1)
l(e1)·ι(e1)·(1−(−1)
s(µ2)·
ι′(e1)
ι(e1)
)
∑
πe1,f∈Re1 (πf )
ce1(πe1,f )Tr(πe1,f )((f
∞)e1).
Considérons maintenant le premier q décomposé. Puisque π∞ est une série discrète de
plus haut poids régulier, la cohomologie de variété de Shimura se concentre en degré moitié,
en particulier W (πf ) est une vraie représentation. D’après le lemme précédent appliqué en
q, la condition (iii) implique que rµ1 ◦ (Ψ
n1
1 )q ⊕ rµ2 ◦ (Ψ
n2
2 )q est sans multiplicité, ce qui
implique que αq et βq sont de même signes. On peut supposer qu’ils sont positifs.
Supposons que αq et βq sont strictement positifs. Cela implique donc que dim ρ ≥
dimΨn11 +dimΨ
n2
2 = n ce qui contredit l’hypothèse dim ρ = dimΨ
ni
i . Il y a alors exactement
un coefficient non nul.
Maintenant, le fait que n est impair couplé avec l’hypothèse dim ρ = dimΨnii implique
alors que β = 0 si i = 1 et α = 0 si i = 2. Autrement dit, on a
Tr(FrmP ,W (πf )) = Tr(| · |
−n−1
2 ⊗ rµi ◦ (Ψ
ni
i )p(Fr
m
P )).
(ici i = 1 si dim ρ = dimΨn11 et i = 2 si dim ρ = dimΨ
n2
2 ).
Comme l’égalité ci-dessus est vraie pour presque toute place P de E, le théorème de
densité de Chebotarev implique que
ρP = (rµi ◦ (Ψ
ni
i )p)/WP ⊗ | · |
−n−1
2
pour toute place P.
Remarque 3.12. Le corollaire est encore valable lorsque Ψ est un paramètre simple géné-
rique (ce qui équivaut à dire que dimΨn11 = 0 ou dimΨ
n2
2 = 0).
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3.4 Preuve du théorème principal
Le but de ce paragraphe est de prouver le théorème principal de l’introduction. D’après
théorème 1.30, on a une suite spectrale reliant la partie supercuspidale des espaces de
Rapoport-Zink à celle de la strate basique Sh∞(basic) des variétés de Shimura Sh∞ du 1.2
laquelle est déterminée par le corollaire 3.11. Afin d’identifier les σπp,π′p avec les rµ ◦ ϕi,Fp ,
nous avons besoin d’une part de l’hypothèse dim ρ = dimΨi dans 3.11 et d’autre part de
calculer dimσπp,π′p. Dans les deux cas, ce calcul repose sur un problème de comptage de
caractères du groupe centralisateur des L-paramètres à l’infini. Plus précisément, la preuve
est découpée en 4 étapes.
• Dans la première étape, on montre le point (i) et (ii) du théorème et on obtient des
contraintes sur la dimension de σπp,π′p.
• Dans la deuxième étape, on établit une relation entre σπp,π′p et une représentation
galoisienne bien choisie de la variété de Shimura puis on ramène le problème du
calcul de la dimension de la représentation au problème de comptage des caractères
du groupe centralisateur à l’infini.
• Ensuite, on utilise des contraintes sur la dimension de σπp,π′p obtenues avant pour
calculer les caractères du groupe centralisateur à l’infini.
• Enfin on utilise le corollaire 3.11 afin de calculer σπp,π′p.
Rappelons tout d’abord la construction des données globales à partir des données locales.
Proposition 3.13. ([Far04]) Soit une donnée locale DQp = (Fp, ∗, V, 〈·|·〉, µ, b) de type PEL
non ramifiée simple sur une extension finie de Qp. Supposons que [Fp/Qp] = 2d n’est pas
un multiple de 4, alors :
• il existe un corps CM de la forme
•
F = KK avec K un corps quadratique imaginaire
de sorte que p reste inerte dans
•
F et
•
F p = Fp.
• il existe une donnée globale D = (
•
F,B, ∗, V, 〈·|·〉, h,
•
G) de type PEL, un plongement
ν : Q →֒ Qp tels que via ν, D induise la donnée locale DQp.
De plus
- Pour tout n, on peut imposer que EndB(V ) est une algèbre à division qui est en toute
place finie soit déployée, soit une algèbre à division.
- Pour n impair ou n ≡ 2 modulo 4, on peut que que EndB(V ) est une algèbre simple
qui est déployée en toutes places finies.
Démonstration. On raisonne comme dans la proposition 10.1.3 de [Far04]. Grâce à la propo-
sition 10.1.1 dans loc. cit on peut supposer que EndB(V ) satisfasse les conditions annoncées
ci-dessus.
Lemme 3.14. Soit Πp une représentation supercuspidale de Jb(Qp). Alors pour tout p > 0
on a
Extp
Jb(Qp)
(
Hqc (MKp ,Qℓ(n − 1)),Πp
)
= 0
Démonstration. On pose ∆ = HomZ(X∗(G)Qp ,Z). Comme b est basique, Jb(Qp) est une
forme intérieure de G(Qp), tout χ ∈ X∗(G)Qp se transfert à Jb(Qp) en un χ˜ ∈ X
∗(Jb)Qp .
Notons J1b =
⋂
χ∈X∗(G)Qp
ker|χ˜| où |χ˜| : Jb −→, x 7−→ vp(χ˜(x)) en particulier J1b a un
centre compact.
Il y a une application π2 :M−→ ∆ qui est essentiellement la hauteur de la rigidification
ρ ([RZ96], 3.52). On note encore ∆′ ⊂ ∆ l’image de π2. On a donc une décomposition :
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MKp =
∐
i∈∆′M
(i)
Kp
où M(i)Kp = π
−1
2 (i). On en déduit
Hqc (MKp ,Qℓ(n− 1)) =
∑
i∈∆′/ Jb
c− IndJb
J1b
(Hqc (M
(i)
Kp
,Qℓ(n − 1))).
Maintenant, en vertu de la dualité de Frobenius, on dispose d’un isomorphisme de fonc-
teurs :
HomJb(Qp)
(
Hqc (MKp ,Qℓ(n− 1)), •
)
≃
∑
i∈∆′/ Jb
HomJ1b
(
Hqc (M
(i)
Kp
,Qℓ(n − 1)),Res
Jb
J1b
•
)
.
Il en résulte des isomorphismes :
ExtpJb
(
Hqc (MKp ,Qℓ(n− 1)),Πp
)
≃
∑
i∈∆′/ Jb
Extp
J1b
(
Hqc (M
(i)
Kp
,Qℓ(n− 1)),Res
Jb
J1b
Πp
)
D’autre part la représentation Πp est cuspidale alors Res
Jb
J1b
Πp est une représentation
finie (les coefficients matriciels sont des fonctions à support compact) alors ResJb
J1b
Πp est un
objet projectif dans la catégorie des représentations lisse de J1b . On obtient alors que pour
tout p > 0
ExtpJb
(
Hqc (MKp ,Qℓ(n − 1)),Πp
)
= 0.
Démonstration du théorème principal. Soit D = (
•
F,B, ∗, V, 〈·|·〉, h,
•
G) une donnée
globale de type PEL globalisant la donnée locale de sorte que EndB(V ) est une algèbre
simple qui est déployée en toutes places finies comme dans la proposition 3.13. Soit Sh la
variété de Shimura associée, le groupe
•
G(Qp) = G(Qp) est le groupe de similitudes unitaires
quasi déployé en n variables. En particulier Sh est de signature (1, n − 1) à l’infini.
On note M(DQp , b) l’espace de Rapoport-Zink associé à la donnée locale.
Soit φ une classe d’isogénie intervenant dans la strate basique et I := (Iφ) le groupe
réductif associé. On sait que I(R) est la forme compacte modulo le centre de
•
G(R), que
I(Qp) = Jb(Qp) et que I(A
p
f ) =
•
G(Apf ). D’après la proposition 1.30 il y a une suite spectrale
•
G(Af )×WFp équivariante :
Epq2 = | ker
1(Q,
•
G)|
∑
Π∈A(I)
Π∞=ξ˘
(
Extp
Jb(Qp)
(Hqc (M),Πp)cusp
)
⊗ (Π∞,p) =⇒
(
Hp+qc (Sh,Lξ)
)
p−cusp
(11)
où on a noté Extp
Jb(Qp)
(Hqc (M),Πp) := lim−→
K
Extp
Jb(Qp)
(
Hqc (MKp ,Qℓ(n− 1)),Πp
)
pour alléger
les notations et où p-cusp signifie que la composante en p est supercuspidale.
On choisit une représentation ξ de dimension finie de Iφ(C) qui est de poids régulier
et suffisamment régulier au sens de 2.12. Soit Π(ξ)(
•
G(R)) le L-paquet de séries discrètes de
•
G(R) cohomologiques pour ξ.
Considérons ϕ : WQp × SU(2) −→
LG un paramètre discret qui est trivial sur SU(2).
D’après la proposition 2.25, le paquet Πϕ(G(Qp)) ne contient que des représentations su-
percuspidales. On peut exprimer la restriction de ϕ sur WFp sous forme
ϕFp = ϕ
n1
1 ⊕ ϕ
n2
2 ⊕ · · · ⊕ ϕ
nr
r .
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où les ϕnii sont des paramètres simples de GLni(Fp).
Puisqu’on utilisera dans la suite le théorème de classification des représentations auto-
morphes pour I et
•
G (c.f 2.22), il faut étendre I et
•
G en formes intérieures pures. Pour ce
faire, utilisons la proposition 2.2.
Comme
•
G(R) est de signature (1, n − 1), son invariance est alors aG∞ =
[n
2
]
+ (n −
1) (mod 2). De même I(R) est de signature (0, n), son invariance est aI∞ =
[n
2
]
+n (mod 2).
De plus pour v 6= p,
•
G(Qv) est quasi-déployé. Or n étant impair, il y a donc deux
manières d’étendre
•
G(Qv) en une forme intérieure pure et on choisit alors la manière dont
l’invariance av = 0 mod 2. De même, il y a deux manières d’étendre
•
G(Qp) = G(Qp) en une
forme intérieure pure et on choisit alors l’unique manière de sorte que aGp +
[n
2
]
+(n− 1) =
0 (mod 2).
Pour I on procède de même et en particulier on étend Jb(Qp) en une forme intérieure
de sorte que aIp +
[n
2
]
+ n = 0 (mod 2).
Remarque 3.15. On a aIp + a
G
p = a
I
∞ + a
G
∞ = 1 mod 2.
Étape 1 : Obtenir des contraintes sur dimσπp,π′p.
Considérons une représentation supercuspidale π˜p dans Πϕ(Jb(Qp)). D’après [Clo86], il
existe une représentation automorphe Π˜ de I(A) telle que Π˜p = π˜p et Π˜∞ = ξ˘ et que Π˜w0
est supercuspidale pour une place w0 décomposée. En particulier, le A-paramètre Ψ˜ de Π˜
est simple et on obtient son groupe de centralisateur
S♮
Ψ˜
= Z/2Z.
Par le suite, on va essayer d’appliquer 3.11 et 3.12 pour Ψ˜ . En prenant la partie Π˜∞,p
isotypique de la suite spectrale (11) on a une suite spectrale G(Qp)×WFp-équivariante
Epq2 = | ker
1(Q,
•
G)|
∑
Π∈A(I)
Πp=(Π˜)p
(
Extp
Jb(Qp)
(Hqc (M),Πp)cusp
)
=⇒
(
Hp+qc (Sh,Lξ)
)
p−cusp
[Π˜∞,p]
Puisque le paquet Πϕ(Jb(Qp)) ne contient que des représentations supercuspidales, le
lemme 3.14 implique que Extp
Jb(Qp)
(
Hqc (MKp ,Qℓ(n− 1)),Πp
)
= 0 si p > 0 et la suite
spectrale ci-dessus dégénère en E2. On obtient donc des isomorphismes :
| ker1(Q,
•
G)|
∑
Π∈A(I)
Πp=(Π˜)p
(
HomJb(Qp)
(
H ic(M),Πp
)
cusp
)
=
(
H ic(Sh,Lξ)
)
p−cusp
[Π˜∞,p]. (12)
D’autre part, la proposition 3.2 couplé avec la formule de Matsushima pour la L2-
cohomologie nous donne une décomposition :
Hn−1c (Sh,Lξ)p-cusp[Π˜
∞,p] = | ker1(Q,
•
G)|
∑
Π∈A(
•
G)ξ
Πpsupercuspidale
Π∞,p=Π˜∞,p
Πp ⊗ ρ(Π
∞). (13)
H ic(Sh,Lξ)p-cusp[Π˜
∞,p] = 0 (i 6= n− 1). (14)
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où ρ(Π∞) est une représentation continue de dimension finie de Gal(E/E) et A(
•
G)ξ est
l’ensemble des représentations automorphes de
•
G cohomologiques pour ξ. De plus on a
dim ρ(Π∞) =
∑
π∞
m(π∞ ⊗Π
∞) dimHn−1(Lie
•
G(R),K, π∞ ⊗ ξ) (15)
où π∞ varie dans le paquet cohomologique Π(ξ)(
•
G(R))
Puisque ξ est de poids régulier et
•
G(R) est le groupe des similitudes unitaires de signature
(1, n − 1), d’après le corollaire VI.2.7 de [HT01], on en déduit qu’il y a exactement n
représentation πj (j ∈ {1, · · · , n}) cohomologique pour ξ. On a également la dimension
cohomologique :
dimHn−1(Lie
•
G(R),K, πj ⊗ ξ) = 1. (16)
On en déduit que σiπp,π′p = 0 si i 6= n− 1 de sorte que∑
Π∈A(I)
Πp=Π˜p
(
HomJb(Qp)
(
Hn−1c (M),Πp
)
p−cusp
)
=
∑
Π′∈A(
•
G)
(Π′)∞,p=Π˜∞,p
Π′p ⊗ ρ((Π
′)∞)p
En écrivant HomJb(Qp)
(
Hn−1c (M),Πp
)
cusp
=
∑
Π˜′p
Π˜′p⊗σΠp,Π˜′p
où Π˜′p parcourt l’ensemble
des classes d’équivalences de représentations supercuspidales de G(Qp), l’égalité ci-dessus
s’écrit sous la forme
∑
Π∈A(I)
Πp=Π˜p
∑
Π˜′p
Π˜′p ⊗ σΠp,Π˜′p
 = ∑
Π′∈A(
•
G)
(Π′)∞,p=Π˜∞,p
Π′p ⊗ ρ((Π
′)∞)p (17)
Or Π′ ∈ A(
•
G) et (Π′)∞,p = Π˜∞,p, on en déduit que Π′p et Π˜p sont dans le même paquet,
à savoir le paquet Πϕ(G(Qp)). De même on voit que Πp ∈ Πϕ(Jb(Qp)). On en déduit que
σΠp,Π˜′p
= 0 si Π˜′p /∈ Πϕ(G(Qp)).
Or, le groupe du centralisateur global S♮
Ψ˜
est Z/2Z, on a en déduit que ΠΨ (I, ̺, ǫ) =
ΠΨ (I, ̺) car la condition sur ǫ disparaît (voir 2.21). D’après le théorème 2.22, on voit que
ξ˘⊗πp⊗Π˜
∞,p est toujours une forme automorphe lorsque πp varie dans Πϕ(Jb(Qp)). L’égalité
(17) se récrit donc sous la forme∑
πp∈Πϕ(Jb(Qp))
∑
π′p∈Πϕ(G(Qp))
π′p ⊗ σπp,π′p =
∑
π′p∈Πϕ(G(Qp))
π′p ⊗ ρ(π
′
p ⊗ Π˜
∞,p)p.
En particulier pour π′p ∈ Πϕ(G(Qp)) fixée, on a∑
πp∈Πϕ(Jb(Qp))
σπp,π′p = ρ(π
′
p ⊗ Π˜
∞,p)p.
D’après le résultat de multiplicité 1 (théorème 2.22 et 2.26) on voit quem(πj⊗π′p⊗Π˜
∞,p)
est soit nul soit égale à 1. Comme au-dessus, le théorème 2.22 implique que πi⊗π′p⊗Π˜
∞,p est
toujours une forme automorphe lorsque π′p varie dans Πϕ(G(Qp)) et i varie dans {1, · · · , n}.
Cela implique que dim ρ(π′p ⊗ Π˜
∞,p) = n. D’après le corollaire 3.11 et remarque 3.12 on
a alors
ρ(π′p ⊗ Π˜
∞,p)p =
(
rµ ◦ ϕ|Fp
)
⊗ | · |−
n−1
2 .
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Autrement dit on a ∑
πp∈Πϕ(Jb(Qp))
σπp,π′p =
(
rµ ◦ ϕ|Fp
)
⊗ | · |−
n−1
2 . (18)
Étape 2 : Ramener au problème de comptage à l’infini.
Fixons une représentation πp ∈ Πϕ(Jb(Qp)) et appliquons la proposition 2.29 pour I et
la représentation πp, on trouve un L-paramètre global discret générique Ω dont le L-paquet
contient une représentation automorphe Π ∈ A(I(A)) telle que
- Πp = πp, Π∞ = ξ˘,
- Π ∼= Π′ dès lors que (Π)p ∼= (Π′)p.
En prenant la partie Π
∞,p
isotypique de la suite spectrale (11) on a :
Epq2 = | ker
1(Q,
•
G)|
(
Extp
Jb(Qp)
(Hqc (M), πp)cusp
)
=⇒
(
H ic(Sh,Lξ)
)
p−cusp
[Π
∞,p
]
Comme dans la première partie, le lemme 3.14 simplifie la suite spectrale, on obtient
donc l’égalité∑
Π∈A(I)
Πp=Π
p
(
HomJb(Qp)
(
Hn−1c (M),Πp
)
cusp
)
=
∑
Π∈A(
•
G)
Π∞,p=Π
∞,p
Πp ⊗ ρ(Π
∞)p
Or Π ∼= Π′ dès lors que (Π)p ∼= (Π′)p, l’égalité au-dessus se récrit sous la forme∑
π˜′p∈Πϕ(G(Qp))
π˜′p ⊗ σπp,π˜′p =
∑
π˜′p∈Πϕ(G(Qp))
π˜′p ⊗ ρ(π˜
′
p ⊗Π
∞,p
)p.
En prenant la partie [π′p]-isotypique, on en déduit en particulier que π
′
p ⊗ σπp,π′p =
π′p ⊗ ρ(π
′
p ⊗Π
∞,p
)p et donc que dim ρ(π′p ⊗Π
∞,p
) = dimσπp,π′p.
D’après (15) et (16), on a dim ρ(π′p ⊗ Π
∞,p
) =
∑n
i=1m(πi ⊗ π
′
p ⊗ Π
∞,p
). La formule
de multiplicité (théorème 2.22 et 2.26) implique alors que dimσπp,π′p égale au nombre de
représentations πi de sorte que πi⊗π′p⊗Π
∞,p
est une forme automorphe. D’après le théorème
2.22 cela équivaut à demander l’égalité suivante :
〈s∞, πi〉̺∞,z∞ · 〈sp, π
′
p〉̺v,zv
∏
v 6=∞,p
〈sv,Πv〉̺v,zv = 1, ∀s ∈ S
♮
Ω
Or ξ˘ ⊗ πp ⊗Π
∞,p
étant une forme automorphe dans A(I(A)), on a l’égalité suivante :
〈s∞, ξ˘〉̺∞,z∞ · 〈sp, πp〉̺v ,zv
∏
v 6=∞,p
〈sv,Πv〉̺v ,zv = 1, ∀s ∈ S
♮
Ω.
On en déduit que πi ⊗ π′p ⊗Π
∞,p
est une forme automorphe si et seulement si
〈s∞, πi〉̺∞,z∞ · 〈sp, π
′
p〉̺v ,zv · 〈s∞, ξ˘〉̺∞,z∞ · 〈sp, πp〉̺v,zv = 1, ∀s ∈ S
♮
Ω. (19)
Alors afin de calculer la dimension des représentations galoisiennes, on doit calculer les
caractères du groupe centralisateur à l’infini.
Étape 3 : Calcul de caractères à l’infini
Considérons les L-paquets Π(ξ)(I(R)) et Π(ξ)(
•
G(R)). Comme ξ est un L-paramètre dis-
cret, on peut écrire ξn := ηχκ∗ξ sous la forme ξ
n = ξ1 ⊕ · · · ⊕ ξn où les ξi sont deux à deux
distincts. Le groupe de centralisateur est donné par
S♮ξ
∼=
n∏
i=1
O(1,C) ∼=
n∏
i=1
(Z/2Z).
36
Le groupe Z(Ĝ)Γ = {±1} est envoyé diagonalement dans S♮ξ.
Le L-paquet Π(ξ)(
•
G(R)) est constitué par n représentations πi qui correspondent à n
caractères τπi de S
♮
ξ dont la restriction sur Z(Ĝ)
Γ est un caractère de Z(Ĝ)Γ calculé en
fonction de aG∞. De même le L-paquet Π(ξ)(I(R)) est constitué par la représentation ξ˘ qui
correspondent à un caractère τξ˘ de S
♮
ξ dont la restriction sur Z(Ĝ)
Γ est calculé par aI∞. On
va calculer les n caractères τξ˘ · τπi où i ∈ {1, · · · n}.
Remarque 3.16. Puisque aG∞ + a
I
∞ ≡ 1 mod 2, la restriction de τξ˘ · τπi sur Z(Ĝ)
Γ est le
caractère non trivial. On en déduit que pour tout i, on a
n∏
j=1
τξ˘ · τπi
(
1, · · · , 1, −1︸︷︷︸
j
, 1, · · · , 1
)
= τξ˘ · τπi
(
− 1, · · · ,−1
)
= −1.
Choisissons un L-paramètre supercuspidal ψ de G(Qp) de sorte que ηχκ∗ψ = ψFp =
ψn11 ⊕ ψ
n2
2 avec dimψ
n1
1 = 1 et dimψ
n2
2 = n− 1. On a
Sψ ∼=
2∏
i=1
O(1,C) ∼=
2∏
i=1
(Z/2Z) ∼= S
♮
ψ.
Fixons une représentation πp ∈ Πψ(Jb(Qp)) et choisissons une représentation π′p ∈
Πψ(G(Qp)) de sorte que le caractère τπp · τπ′p de S
♮
ψ est donné par
τπp · τπ′p(−1, 1) = −1 τπp · τπ′p(1,−1) = 1.
En utilisant la même construction que celle dans la proposition 2.28, il existe, pour tout
i0 fixé, un paramètre global discret générique Φ(i0) de la forme Φ(i0)n = Φ
n1
1 (i0)⊞Φ
n2
2 (i0)
de sorte que
• Φ
nj
j (i0) est un L-paramètre global discret générique pour j = 1, 2,
• (Φ(i0))∞ = ξ et (Φ
n1
1 (i0))∞ = ξi0 ,
• (Φn11 (i0))p = ψ
n1
1 et (Φ
n2
2 (i0))p = ψ
n2
2 ,
• Le morphisme canonique
S♮Φ(i0) −→ S
♮
ψ
est un isomorphisme.
Détaillons maintenant les groupes de centralisateurs ainsi que les morphismes de locali-
sation
SΦ(i0)
∼=
2∏
i=1
O(1,C) ∼=
2∏
i=1
(Z/2Z) ∼= S
♮
Φ(i0)
.
Les morphismes de localisation SΦ(i0) −→ Sψ et SΦ(i0) −→ Sξ sont donnés par les
formules ci-dessous
S♮Φ(i0) −→ S
♮
ψ S
♮
Φ(i0)
−→ S♮ξ
(x1, x2) 7−→ (x1, x2) (x1, x2) 7−→ (x2, · · · x2︸ ︷︷ ︸
i0−1
, x1, x2 · · · x2︸ ︷︷ ︸
n−i0
)
Notation 3.17. Si on a une représentation irréductible τ de S♮ψ ou de S
♮
ξ, on note τ
i0 la
représentation induite sur S♮
Φ(i0)
par les morphismes de localisation.
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Utilisons la proposition 2.29 pour I et la représentation πp et le L-paramètre Φ(i0), on
trouve une représentation automorphe Π(i0) ∈ ΠΦ(i0)(I(A)) telle que
- Π(i0)p = πp, Π(i0)∞ = ξ˘,
- Π(i0) ∼= Π′ dès lors que (Π(i0))p ∼= (Π′)p.
En prenant la partie Π(i0)∞,p isotypique de la suite spectrale (11) on a :
Epq2 = | ker
1(Q,
•
G)|
(
Extp
Jb(Qp)
(Hqc (M), πp)cusp
)
=⇒
(
H ic(Sh,Lξ)
)
p−cusp
[Π(i0)
∞,p] (20)
Comme dans étape 2, on obtient l’égalité π′p ⊗ σπp,π′p = π
′
p ⊗ ρ(π
′
p ⊗Π(i0)
∞,p)p et donc
dim ρ(π′p ⊗Π(i0)
∞,p) = dimσπp,π′p.
D’une part, l’égalité (18) couplée avec le fait que ψFp = ψ
n1
1 ⊕ ψ
n2
2 avec dimψ
n1
1 = 1 et
dimψn22 = n− 1 implique que dimσπp,π′p ∈ {0, 1, n − 1, n}.
De plus dim ρ(π′p⊗Π(i0)
∞,p) =
∑n
i=1m(πi⊗π
′
p⊗Π(i0)
∞,p). Comme dans la fin de l’étape
2, la formule de multiplicité implique que dimσπp,π′p est égal du nombre de représentations
πi telle que τ
i0
ξ˘
· τ i0πi = τ
i0
πp · τ
i0
π′p
.
Montrons que dimσπp,π′p = 1. Supposons le contraire, il y a 3 possibilités.
Cas 1 : dimσπp,π′p = 0.
Dans ce cas on a τ i0
ξ˘
· τ i0πi 6= τ
i0
πp · τ
i0
π′p
pour tout i. La description de morphismes de
localisation implique que pour tout i ∈ {1, · · · , n} on a
τξ˘ · τπi
(
1, · · · , 1, −1︸︷︷︸
i0
, 1, · · · , 1
)
= 1.
En faisant varier i0, on en déduit que tous les τξ˘ · τπi coïncident, contradiction.
Cas 2 : dimσπp,π′p = n.
La description de morphismes de localisation implique que pour tout i ∈ {1, · · · , n} on
a
τξ˘ · τπi
(
1, · · · , 1, −1︸︷︷︸
i0
, 1, · · · , 1
)
= −1.
Comme précédemment en faisant varier i0 , on en déduit que les τξ˘ · τπi sont égaux pour
tout i, contradiction.
Cas 3 : dimσπp,π′p = n− 1.
La description de morphismes de localisation implique qu’il y a exactement n−1 indices
i ∈ {1, · · · , n} tel que
τξ˘ · τπi
(
1, · · · , 1, −1︸︷︷︸
i0
, 1, · · · , 1
)
= −1.
Comme i0 est arbitraire, on en déduit que
n∏
i0=1
n∏
i=1
τξ˘ · τπi
(
1, · · · , 1, −1︸︷︷︸
i0
, 1, · · · , 1
)
= (−1)(n−1)·n = 1.
Or d’après le remarque 3.16 et le fait que n impair, on en déduit que
n∏
i0=1
n∏
i=1
τξ˘ · τπi
(
1, · · · , 1, −1︸︷︷︸
i0
, 1, · · · , 1
)
=
n∏
i=1
τξ˘ · τπi
(
− 1, · · · ,−1
)
= (−1)n = (−1).
Cela est une contradiction.
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On en déduit que dimσπp,π′p = 1, autrement dit pour tout i0, il y a exactement un indice
i ∈ {1, · · · , n} tel que
τξ˘ · τπi
(
1, · · · , 1, −1︸︷︷︸
i0
, 1, · · · , 1
)
= −1.
En utilisant la remarque 3.16, on vérifie aisément que les n caractères τξ˘ ·τπi de (Z/2Z)
n
avec i ∈ {1, · · · , n} sont les caractères λi où
λi
(
1, · · · , −1︸︷︷︸
j
, · · · , 1
)
=
{
−1 si i = j
1 si 1 ≤ i 6= j ≤ n.
(21)
Étape 4 : Fin de la démonstration
Lemme 3.18. Il existe un paramètre global générique Ψ = (Ψn, Ψ˜) où Ψn = Ψn11 ⊞Ψ
n2
2 avec
Ψi des paramètres simples génériques de sorte que
i) (Ψn11 )p = ϕ
n1
1
ii) (Ψn22 )p = ϕ
n2
2 ⊕ · · · ⊕ ϕ
nr
r .
iii) Il y a une place décomposée q telle que
(Ψn11 )q = χ1 ⊕ · · · ⊕ χn1 (Ψ
n2
2 )q = χn1+1 ⊕ · · · ⊕ χn
où les χi sont non ramifiées et deux à deux distincts.
iv) Ψ∞ = ξ.
Démonstration. On utilise la même construction que celle dans la proposition 2.28.
On fixe une représentation πp ∈ Πϕ(Jb(Qp)). Comme dans la démonstration de la pro-
position 2.29, il existe une représentation automorphe Π˜ de I(A) dans le paquet ΠΨ (I) de
sorte que Π˜p = πp et Π˜∞ = ξ˘ (mais Πp = Π˜p n’implique pas forcément Π = Π˜).
Prenons la partie [Π˜∞,p] de la suite spectrale (11). Grâce au lemme 3.14, la suite spectrale
dégénère, on obtient donc des isomorphismes
| ker1(Q,
•
G)|
∑
Π∈A(I)
Πp=Π˜p
(
HomJb(Qp) (H
q
c (M),Πp)cusp
)
⊗ [Π˜∞,p] = (Hqc (Sh,Lξ))p−cusp [Π˜
∞,p].
En utilisant la formule de Matsushima couplée avec la proposition 3.2, on en déduit que∑
Π∈A(I)
Π
p
=Π˜p
(
HomJb(Qp)
(
Hqc (M),Πp
)
cusp
)
=
∑
Π∈A(
•
G)
Π∞,p=Π˜∞,p
Πp ⊗ ρ(Π)p (22)
D’après le calcul dans section 2.2, on a
SΨ ∼=
2∏
i=1
O(1,C) ∼=
2∏
i=1
(Z/2Z) ∼= S
♮
Ψ .
Sϕ ∼=
r∏
i=1
O(1,C) ∼=
r∏
i=1
(Z/2Z) ∼= S♮ϕ SΨ∞
∼=
n∏
i=1
O(1,C) ∼=
n∏
i=1
(Z/2Z) ∼= S
♮
Ψ∞
.
Les morphismes de localisation SΨ −→ Sϕ et SΨ −→ SΨ∞ sont donnés comme ci-dessous
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S♮Ψ −→ S
♮
ϕ S
♮
Ψ −→ SΨ∞
(x1, x2) 7−→ (x1, x2, · · · , x2︸ ︷︷ ︸
r−1
) (x1, x2) 7−→ (x1, · · · x1︸ ︷︷ ︸
n1
, x2, · · · , x2︸ ︷︷ ︸
n2
)
Si on a une représentation irréductible τ de S♮ϕ ou de S
♮
Ψ∞
, on note τ la représentation
induite sur S♮Ψ par les morphismes de localisation.
Pour 1 ≤ i ≤ r on note τi le caractère de S
♮
ϕ définie par 3.1.
Le groupe Z(Ĝ)Γ = {±1} est envoyé diagonalement dans S♮ϕ. Les représentations dans
le paquet Πϕ(Jb(Qp)) sont paramétrées par les éléments de Irr(S
♮
ψ, χI) où χI est calculé en
fonction de aIp (voir 2.3 et exemple 2.1) et celles dans le paquet Πϕ(G(Qp)) sont paramétrées
par les éléments de Irr(S♮ψ, χG) où χG est calculé en fonction de a
G
p .
Puisque les rôles des τi pour 1 ≤ i ≤ r sont identiques, il suffit de montrer que σπp,π′p =
rµ1 ◦ (ϕ
n1
1 )⊗ | · |
−n−1
2 pour τπp · τπ′p = τ1.
Choisissons π′p ∈ Πϕ(G(Qp)) de sorte que τπp · τπ′p = τ1. D’après (19) et la description
explicite des caractères τξ˘ · τπi dans (21), on en déduit que dimσπp,π′p = n1.
Comme Π˜ est une représentation automorphe de I(A), on en déduit que πi⊗ π′p⊗ Π˜
∞,p
est une représentation automorphe de
•
G(A) si et seulement si
τπi · τπ′p = τ ξ˘ · τπp .
Puisque τπp · τπ′p = τ1, l’égalité ci-dessus équivaut à
τ ξ˘ · τπi = τ1.
D’après l’étape 3, on a τ ξ˘·τπi = λi, alors πi⊗π
′
p⊗Π˜
∞,p est une représentation automorphe
de
•
G(A) si et seulement si λi = τ1. En utilisant la description de morphismes de localisation
ainsi que la définition de τ1 (c.f. 3.1) et de λi (c.f. 21), on voit que λi = τ1 si et seulement
si i ∈ {1, · · · n1}. On en déduit que dim ρ(π′p ⊗ Π˜
∞,p) = n1. Le corollaire 3.11 implique que
ρ(π′p ⊗ Π˜
∞,p)p = rµ1 ◦ (ϕ
n1
1 )⊗ | · |
−n−1
2 .
Maintenant en prenant la partie [π′p]-isotypique dans (22), on voit que∑
πp∈Πϕ(Jb(Qp))
πp⊗Π˜p∈A(I)
σπp,π′p ⊗ π
′
p = π
′
p ⊗ rµ1 ◦ (ϕ
n1
1 )⊗ | · |
−n−1
2 .
Comme dimσπp,π′p = n1 = dim rµ1 ◦ (ϕ
n1
1 ), on en déduit que
σπp,π′p = rµ1 ◦ (ϕ
n1
1 )⊗ | · |
−n−1
2 .
4 Appendice
Dans cet appendice on démontre un résultat analogue plus faible du Théorème A pour
F+ un corps totalement réel de degré impair quelconque. Le principe de la démonstration
repose sur l’étude des variétés de Shimura de type Kottwitz-Harris-Taylor Sh/E définies sur
leur corps reflex E = F où F = KF+ avec K un corps quadratique imaginaire et plus
particulièrement sur la géométrie de la fibre spéciale en une place p inerte dans E d’un
modèle Sh/Op où Op est l’anneau des entiers de Ep.
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Proposition 4.1. Soit ϕ : WQp −→
(∏
τ∈ΦGLn(C)× C
×
)
⋊WQp un L-paramètre discret
de G(Qp). Notons Πϕ(G(Qp)) et Πϕ(Jb(Qp)) le L paquet (supercuspidal) respectivement de
G(Qp) et de Jb(Qp) correspondant à ϕ. Alors pour π′p une représentation cuspidale dans
Πϕ(G(Qp)) on a
i) σiπp,π′p = 0 si i 6= n− 1.
ii) σπp,π′p = 0 si πp /∈ Πϕ(Jb(Qp)),
iii)
dimσπp,π′p = dimHomSϕ(τπ′p ⊗ τπp , rµ ◦ ϕFp)⊗ | · |
−n−1
2 .
Démonstration. Soit D = (
•
F,B, ∗, V, 〈·|·〉, h,
•
G) une donnée globale de type PEL globalisant
la donnée locale de sorte que EndB(V ) est une algèbre simple qui est déployée en toutes
places finies comme dans la proposition 3.13. Soit Sh la variété de Shimura associée, le groupe
•
G(Qp) = G(Qp) est le groupe de similitudes unitaires quasi déployé en n variables. En
particulier Sh est de signature (1, n− 1), (0, n), · · · , (0, n) à l’infini et Sh est donc compacte.
On note M(DQp , b) l’espace de Rapoport-Zink associé à la donnée locale.
Soit φ une classe d’isogénie intervenant dans la strate basique et I := (Iφ) le groupe
réductif associé. On sait que I(R) est la forme compacte modulo le centre de
•
G(R), que
I(Qp) = Jb(Qp) et que I(A
p
f ) =
•
G(Apf ). D’après la proposition 1.30 il y a une suite spectrale
•
G(Af )×WFp équivariante :
Epq2 = | ker
1(Q,
•
G)|
∑
Π∈A(I)
Π∞=ξ˘
(
Extp
Jb(Qp)
(Hqc (M),Πp)cusp
)
⊗(Π∞,p) =⇒
(
Hp+q(Sh,Lξ)
)
p−cusp
.
(23)
Fixons une représentation πp ∈ Πϕ(Jb(Qp)) et appliquons la proposition 2.29 pour I et
la représentation πp, on trouve une représentation automorphe Π ∈ A(I(A)) telle que
- Πp = πp, Π∞ = ξ˘,
- Π ∼= Π′ dès lors que (Π)p ∼= (Π′)p.
En utilisant le même argument que dans l’étape 2 de la démonstration du théorème
principal on en déduit que
dim ρ(π′p ⊗Π
∞,p
) = dimσπp,π′p .
où ρ(π′p ⊗Π
∞,p
) est la partie [π′p ⊗Π
∞,p
]-isotypique dans la cohomologie de Sh.
D’autre part
dim ρ(π′p ⊗Π
∞,p
) =
n∑
i=1
m(πi ⊗ π
′
p ⊗ Π˜
∞,p).
La formule de multiplicité 2.22 couplée avec 2.26 implique alors quem(πi⊗π′p⊗Π˜
∞,p) est
soit nul soit égale à 1. On en déduit donc que dimσπp,π′p égale le nombre de représentations πi
de sorte que τ ξ˘ ·τπi = τπp ·τπ′p. Nous utilisons le calcul fait dans l’étape 3 de la démonstration
du théorème principal pour conclure.
Théorème 4.2. Soit ϕ : WQp −→
(∏
τ∈ΦGLn(C) × C
×
)
⋊WQp un L-paramètre discret
de G(Qp). Notons Πϕ(G(Qp)) et Πϕ(Jb(Qp)) le L paquet (supercuspidal) respectivement de
G(Qp) et de Jb(Qp) correspondant à ϕ. Alors pour π′p une représentation cuspidale dans
Πϕ(G(Qp)) on a ∑
πp∈Πϕ(Jb(Qp))
σπp,π′p =
(
rµ ◦ ϕFp
)
⊗ | · |−
n−1
2 .
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Démonstration. Soit D une donnée globale de type PEL globalisant la donnée locale comme
dans la proposition 3.13 de sorte que EndB(V ) est une algèbre à division qui est en toute
place finie soit déployée, soit une algèbre à division. Soit Sh la variété associée, le groupe
•
G(Qp) = GU
∗(n) est le groupe des similitudes unitaires quasi déployé en n variables. En
particulier Sh est de signature (1, n − 1), (0, n) · · · (0, n) à l’infini et Sh est compacte car
EndB(V ) est une algèbre à division.
On note M(DQp , b) l’espace de Rapoport-Zink associé à la donnée locale.
Soit φ une classe d’isogénie intervenant dans la strate basique et Iφ le groupe réductif
associé. On sait que Iφ(R) est la forme compacte modulo le centre de
•
G(R), que Iφ(Qp) =
Jb(Qp) et que Iφ(A
p
f ) =
•
G(Apf ). D’après la proposition 1.30 il y a une suite spectrale
•
G(Af )×
WFp équivariante
Epq2 = | ker
1(Q,
•
G)|
∑
Π∈A(Iφ)
Π∞=ξ˘
(
Extp
Jb(Qp)
(Hqc (M),Πp)cusp
)
⊗(Π∞,p) =⇒
(
Hp+q(Sh,Lξ)
)
p−cusp
(24)
On choisit une représentation ξ de dimension finie de Iφ(C). Soit Π(ξ) le L-paquet des
représentations de séries discrètes de
•
G(R) cohomologiques pour ξ.
Considérons une représentation supercuspidale π˜p dans Πϕ(G(Qp)). D’après [Clo86], il
existe une représentation automorphe Π˜ de
•
G telle que Π˜p = π˜p et Π˜∞ ∈ Π(ξ) et que Π˜w0
est supercuspidale pour une place w0 inerte. On peut supposer de plus que pour toute place
finie décomposée v de sorte que EndB(V ) est une algèbre à division, la composante Π˜v et
JL(Π˜v) soient supercuspidale, ici JL est l’application de Jacquet-Langlands.
Maintenant, en appliquant le cas (A) du théorème 3.1.6 de [HL04] pour les groupes de
similitudes unitaires globaux
•
G et Iφ, on obtient une représentation automorphe Π˜∗ de Iφ
de sorte que (Π˜∗)w = (Π˜)w pour toute place finie w 6= p et (Π˜∗)∞ = ξ.
En prenant la partie Π˜∞,p isotypique de la suite spectrale (24) on a
Epq2 = | ker
1(Q,
•
G)|
∑
Π∈A(Iφ)
Πp=(Π˜∗)p
(
Extp
Jb(Qp)
(Hqc (M),Πp)cusp
)
=⇒
(
Hp+q(Sh,Lξ)
)
p−cusp
[Π˜∞,p]
Lemme 4.3. Soit Π ∈ A(Iφ) telle que Πp = (Π˜∗)p alors Πp est dans le paquet Πϕ(Jb(Qp)).
Démonstration. On pose S0 l’ensemble des places finies décomposées telles que EndB(V )
est une algèbre à division et S = S0∪{w0} où w0 est la place inerte qu’on fixée auparavant.
On peut supposer que |S0| ≥ 2.
D’après la proposition 10.1.1 de [Far04], il existe un groupe similitude unitaire global
GU1 de sorte que (GU1)v est quasi-déployé si v est décomposée et (GU1)w = (Iφ)w pour
toute w /∈ S.
D’après le cas (B) du théorème 3.1.6 de [HL04], il existe une représentation automorphe
Π1 deGU1(A) telle que (Π1)w = Πw pour toute w /∈ S. On obtient en particulier (Π1)p = Πp.
Par le même argument on obtient un groupe similitude unitaire GU2 tel que (GU2)v
est quasi-déployé si v est décomposée et (GU2)w = (
•
G)w pour toute w /∈ S ainsi qu’une
représentation automorphe Π2 de GU2(A) satisfaisant (Π2)w = Π˜w pour toute w /∈ S. En
particulier on a (Π2)p = π˜p et (Π2)w = (Π1)w pour presque toute w.
Puisque GU1 et GU2 sont des formes intérieures pures, le théorème 2.22 implique que
le L-paramètre global Ψ1 de Π1 et le L-paramètre global Ψ2 de Π2 sont identiques. Comme
(Π2)p = π˜p est dans le paquet Πϕ(G(Qp)), on en déduit alors que les représentations (Π1)p =
Πp est dans le paquet Πϕ(Jb(Qp)).
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Puisque le paquet Πϕ(Jb(Qp)) ne contient que des représentations supercuspidales, d’après
le lemme 4.3 on voit que Πp est supercuspidale dès que Πp = (Π˜∗)p. D’autre part, le lemme
3.14 implique que Extp
Jb(Qp)
(
Hqc (MUp ,Qℓ(n− 1)),Πp
)
= 0 si p > 0, la suite spectrale au-
dessus dégénère. On obtient donc des isomorphismes :
| ker1(Q,
•
G)|
∑
Π∈A(Iφ)
Πp=(Π˜∗)p
(
HomJb(Qp)
(
H ic(M),Πp
)
cusp
)
=
(
H i(Sh,Lξ)
)
p−cusp
[Π˜∞,p] (25)
D’autre part, la formule de Matsushima nous donne une décomposition :
H i(Sh,Lξ)p-cusp = | ker
1(Q,
•
G)|
∑
Π∈A(
•
G)ξ
Πpsupercuspidale
Π∞ ⊗ ρi(Π
∞) (26)
où ρi(Π∞) est une représentation continue de dimension finie de Gal(E/E) et A(
•
G)ξ est
l’ensemble des représentations automorphes de
•
G cohomologiques pour ξ.
Puisque l’application ηχκ,∗ est injective (voir 2.10) et Πv est supercuspidale, le même
argument que celui dans A.7.8 de [Far04] montre le résultat suivant :
ρi(π
′
p ⊗Π
∞,p) =
{
0 si i 6= n− 1 = dimSh(
rµ ◦ ϕFp
)m(Π)
⊗ | · |−
n−1
2 si i = n− 1
En comparant les égalités (25) et (26) avec le calcul de ρi(π′p⊗Π
∞,p) on en déduit que :
∑
πp∈Πϕ(Jb(Qp))
(
HomJb(Qp)
(
Hn−1c (M), πp
)
cusp
)a
Iφ
(πp)
=
∑
π′p∈Πϕ(G(Qp))
π′p⊗
(
rµ ◦ ϕFp
)a•
G
(π′p)⊗|·|−
n−1
2 .
(27)
où aIφ(πp) est la multiplicité de ξ˘ ⊗ πp ⊗ Π˜
∞,p dans l’espace des formes automorphes de Iφ
et a •
G
(π′p) est la multiplicité de πξ ⊗ π
′
p ⊗ Π˜
∞,p dans l’espace des formes automorphes de
•
G
(d’après le théorème 3.1.7 de [HL04], la multiplicité a •
G
(π′p) ne dépend pas de πξ ∈ Π(ρ)).
Pour π˜p la représentation supercuspidale dans Πϕ(G(Qp)) fixé, on a en particulier l’éga-
lité : ∑
πp∈Πϕ(Jb(Qp))
(σπp,π′p)
a
Iφ
(πp) =
(
rµ ◦ ϕFp
)a•
G
(π˜p)
⊗ | · |−
n−1
2 .
De plus comme ϕ est un paramètre discret et µ est de signature (1, n−1), (0, n), · · · , (0, n)
on en déduit que (rµ ◦ ϕFp) est une représentation de dimension n et est une somme (sans
multiplicité) des représentations irréductibles deux à deux disjointes. D’autre part on a
a •
G
(π˜p) > 0 et d’après la proposition 4.1 on a
∑
πp∈(Πϕ(Jb(Qp)))
dimσπp,π′p = n, ce qui implique∑
πp∈Πϕ(Jb(Qp))
σπp,π′p =
(
rµ ◦ ϕFp
)
⊗ | · |−
n−1
2 .
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