Abstract: Launched on 15 November 2017, China's FengYun-3D (FY-3D) has taken over prime operational weather service from the aging FengYun-3B (FY-3B). Rather than directly implementing an FY-3B operational snow depth retrieval algorithm on FY-3D, we investigated this and four other well-known snow depth algorithms with respect to regional uncertainties in China. Applicable to various passive microwave sensors, these four snow depth algorithms are the Environmental and Ecological Science Data Centre of Western China (WESTDC) algorithm, the Advanced Microwave Scanning Radiometer for Earth Observing System (AMSR-E) algorithm, the Chang algorithm, and the Foster algorithm. Among these algorithms, validation results indicate that FY-3B and WESTDC perform better than the others. However, these two algorithms often result in considerable underestimation for deep snowpack (greater than 20 cm), while the other three persistently overestimate snow depth, probably because of their poor representation of snowpack characteristics in China. To overcome the retrieval errors that occur under deep snowpack conditions without sacrificing performance under relatively thin snowpack conditions, we developed an empirical snow depth retrieval algorithm suite for the FY-3D satellite. Independent evaluation using weather station observations in 2014 and 2015 demonstrates that the FY-3D snow depth algorithm's root mean square error (RMSE) and bias are 6.6 cm and 0.2 cm, respectively, and it has advantages over other similar algorithms.
Introduction
Seasonal snow cover is an important component of the Earth's hydrologic cycle, energy balance, and climate system [1] [2] [3] [4] . Snow cover parameters-including the snow water equivalent (SWE), snow cover extent (SCE), and snow albedo (SA)-are vital to initialize numerical weather prediction models, hydrologic models, and land surface process models [5] [6] [7] . SWE, which is determined by integrating snow density over snow depth, describes how much water would be released if snowpack melted completely at once [8, 9] . Manual snow surveys are time-consuming and expensive, and observations from widely spaced weather stations cannot represent the detailed spatial distribution of snow depth. Fortunately, passive microwave (PMW) sensors offer the advantages of all-weather capability and all-year coverage at good temporal (daily) and moderate spatial resolutions (~25 km). Another ascending overpasses at about 2:00 p.m. The microwave radiation imager (MWRI) loaded in the FY-3D satellite is a 10-channel, 5-frequency, 2-polarization radiometer system that measures brightness temperatures ranging from 10.65 GHz to 89 GHz at horizontal and vertical polarizations. The FY-3D and FY-3C satellites make up a series of Chinese polar-orbit meteorological satellites and form a constellation network. Because of the limited amount of FY-3D/MWRI data until now, AMSR-E and FY-3C/MWRI brightness temperature data (L1 product, 25 km) were used in development and validation. Table 1 shows the main parameters of passive microwave remote sensing sensors. The MWRI and AMSR-E differ in four important ways: (a) the MWRI has no C-band channel; (b) the MWRI has a coarser footprint size and slightly narrower orbital swath for all frequencies relative to the AMSR-E sensor; (c) there is a satellite overpass time difference between MWRI and AMSR-E of approximately 30 min (FY-3D) or dozens of hours (FY-3C); and (d) the MWRI has an approximate 53 • earth incident angle instead of 55 • for the AMSR-E sensor. Fortunately, intercalibration results indicated that snow depth bias caused by instrumental differences was very low [42] . To eliminate brightness temperature uncertainties caused by snow humidity in the daytime, only data collected at night (FY-3C, 22:00; AMSR-E, 01:30) were used. AMSR-E, Advanced Microwave Scanning Radiometer for Earth Observing System; MWRI, microwave radiation imager; FY-3C/3D, FengYun-3C/3D; A, ascending; D, descending.
In Situ Measurements
Weather station data were acquired from the National Meteorological Information Centre, China Meteorology Administration (CMA). The dataset of snow depth measurements from 753 stations throughout China spans from 2002 to 2015 in temporal coverage (Figure 1, left) . Recorded variables include the site name, observation time, geolocation (latitude and longitude), elevation (m), near-surface soil temperature (measured at 5 cm depth; • C), and snow depth (cm). Quality control steps were conducted prior to comparison with the satellite product. The first step was to select records only when the near-surface soil temperature was lower than 0 • C. The second step was to remove any sites where the areal fraction of open water exceeded 30% in corresponding pixels. This is because a water body acts an emitter rather than a scatterer and confuses the relationship between brightness temperature difference (TBD) and snow depth. Finally, only ground-measured snow depths greater than 3 cm were used in the validation, because microwave response to thinner snow cover at 37 GHz is basically negligible. In addition, Chinese snow surveys were conducted from December 2017 to March 2018. Figure 1 shows the four snow course routes in Xinjiang (routes 1 and 2, 143 samples) and Northeast China (routes 3 and 4, 154 samples). The parameters include snow depth, air temperature, and snow density measured every 10-20 km. Table 2 shows the statistics of air temperature, snow depth, and snow density, including maximum, minimum, and mean. 
Methodology
In order to better develop the FY-3D algorithm, we introduced and validated five well-known operational snow depth algorithms. Then regional FY-3D algorithms were built with weather station snow depths and PMW measurements over China. Finally, they were quantitatively evaluated using weather station observations and satellite brightness temperature data obtained from the FY-3C/MWRI in 2014 and 2015 (winter season: January, February, March, November, and December). The in situ snow depth is from weather stations, measured every morning at 08:00 a.m. If there was more than one site in a pixel, those sites were averaged. The estimated snow depth was retrieved with different algorithms. To remove the scattering signals of frozen ground, cold desert, and rainfall, this study applied Li's snow cover identification method [43] based on Liu et al.'s (2018) assessment of snow cover mapping methods [44] . It also should be noted that in this study the validation was conducted with brightness temperatures at 10.65, 18.7, 36.5, and 89 GHz from FY-3C/MWRI. However, some algorithms were developed based on 18 (18.7) GHz and 37 (36.5) GHz channels. The difference was ignored in this paper [42] . . Because the 1 km LULC map was derived from 30 m TM imagery, it can be recalculated as percentage of each land cover type in 25 km grid cells. Then it was used to produce a 25 km land cover fraction dataset of main land cover types: grassland, barren, farmland, forest, water body, and construction. The dataset is not reviewed here; see Jiang et al. (2014) for more details [17] .
In order to better develop the FY-3D algorithm, we introduced and validated five well-known operational snow depth algorithms. Then regional FY-3D algorithms were built with weather station snow depths and PMW measurements over China. Finally, they were quantitatively evaluated using weather station observations and satellite brightness temperature data obtained from the FY-3C/MWRI in 2014 and 2015 (winter season: January, February, March, November, and December). The in situ snow depth is from weather stations, measured every morning at 08:00 a.m. If there was more than one site in a pixel, those sites were averaged. The estimated snow depth was retrieved with different [44] . It also should be noted that in this study the validation was conducted with brightness temperatures at 10.65, 18.7, 36.5, and 89 GHz from FY-3C/MWRI. However, some algorithms were developed based on 18 (18.7) GHz and 37 (36.5) GHz channels. The difference was ignored in this paper [42] .
Well-Known Operational Algorithms
Although numerous snow depth estimation algorithms have been proposed, we only chose five well-known operational algorithms to validate their performance in China. The first method is the Chang equation (Chang algorithm)
where SD is snow depth in cm, and TB 18h and TB 37h are brightness temperature in K at horizontally polarized~18 and~37 GHz channels, respectively. The coefficient value 1.59 was determined by assuming a grain radius of 0.30 mm and a snowpack density of 0.30 g/cm 3 [13] . The second algorithm was initially developed for the AMSR-E sensor [26] . It includes a measure of forest cover fraction and density and uses the~10 GHz channel and both vertically and horizontally polarized~19 and~37 GHz channels to retrieve data from shallow, moderate, and thick snow (AMSR-E algorithm)
where ff is forest fraction (unitless) ranging from 0 to 1, (1 − ff ) is the nonforested component, SD f is snow depth (cm) in forested areas, and SD o is snow depth (cm) in nonforested areas. SD f and SD o are calculated using the equations
SD o = 1/log 10 (pol 37 ) × (TB 10v − TB 37v ) + [1/log 10 (pol 19 
where fd is the forest density, pol 37 is the polarization difference at 37 GHz (i.e., TB 37v − TB 37h ), and pol 19 is the polarization difference at 19 GHz. TB 10v , TB 19v , and TB 37v are brightness temperatures in K at vertically polarized~10,~19, and~37 GHz channels, respectively. The third algorithm was developed based on Chinese weather station observations and PMW brightness temperatures [16] . This is the improved Chang algorithm in terms of specific snowpack conditions and satellite data. It has been used to generate a long-term snow dataset for the algorithm of the Environmental and Ecological Science Data Centre of Western China (WESTDC algorithm). Its equation is SD = 0.66
where TB 19h and TB 37h are brightness temperatures at horizontally polarized~19 and~37 GHz channels, respectively. The coefficient value was changed from 1.59 to 0.66 based on a relationship between Chinese in situ snow depths and brightness temperatures. The fourth algorithm was established by Foster et al. [14] in 1997. The linear fitting coefficient is 0.78, and combining the forest cover parameter yields the Foster algorithm
where ff is the fractional forest cover and TB 19h and TB 37h are brightness temperature at horizontally polarized~18 and~37 GHz channels, respectively. The last algorithm is a mixed-pixel method for the FY-3B meteorological satellite in China [17] . Frequencies of 10.7, 18.7, 36.5, and 89 GHz with both polarizations were used to develop the regressions 
where ff is the fractional land cover. The subscripts denote grass, barren, forest, and farmland. SD xx is snow depth in pure pixels where the land cover fraction is greater than 85%. The pure-pixel functions are Numerous studies have demonstrated that no single standard algorithm can describe snow cover characteristics well everywhere [19, 29, 32, 45] . Thus, regional algorithms that have been calibrated at a local scale might be capable of providing a reasonable snow depth estimation. Similar studies have been carried out over the years by several scholars [46] [47] [48] . They divided Chinese snow cover into different regions based on topography, land cover, and snow cover duration, e.g., Xingjiang, Qinghai-Tibetan Plateau, Northeast, and others. Based on these previous studies, China's snow cover is divided into three regions ( Figure 2 gradient for cross-polarization is higher than that for co-polarization because of a better penetration capacity of vertical polarization. These factors explain why the fitting coefficient is 0.48 rather than 1.59 in Chang's algorithm for which the assumptions fail in Xinjiang.
(3) Region III: Others In areas other than Xinjiang and northeastern China, a mixed-pixel method is suitable because of complex land cover and thin snow cover, and the original FY-3B method performs well at retrieving snow depth from shallow snowpack [17] . Therefore, the FY-3B algorithm was used to estimate snow depth in Region III. (1) Region I: Northeast China Northeast China consists of Liaoning, Jilin, Heilongjiang, and eastern Inner Mongolia. Various land cover types are unevenly distributed. Cultivated and forest land predominate in Northeast China, and large uncertainties in snow depth retrieval are associated with forest cover. Foster et al. [14] developed an algorithm that accounts for the influence of forest cover on brightness temperature. Unfortunately, it tends to overestimate snow depth in China, especially in densely forested areas. Therefore, the Foster algorithm can be improved by the use of 1/(1 − ff ) to alleviate overestimation.
Referring to the study by Kelly et al. [26] performed in 2009, incorporating a weight factor that limits 1/(1 − ff ) within reasonable intervals can reduce overestimation. Thus, we modified the Foster algorithm as follows:
where the constant 0.38 is a regression fitting coefficient between AMSR-E brightness temperatures and weather station observations, and 0.7 is the weight factor that keeps the term 1/(1 − ff ) within a range of 1 to 5 (Figure 3) . For a weight factor value of 0.5 or 0.9, the algorithm still overestimates snow depth in dense forest areas.
estimate snow depth in Region III. 
Results
The main framework of the paper is to first show the deficiencies and advantages of current empirical algorithms and then develop the FY-3D algorithm, which complements their strengths. The Xinjiang Uyghur Autonomous Region is located in northwest China. The southern and northern parts of Xinjiang are dominated by grass, and the land cover in the central part is mainly bare ground dominated by desert (Figure 1 ). Snow cover is relatively thick in northern Xinjiang, where underestimation usually occurs (e.g., by the FY-3B and WESTDC algorithms). Based on scatter diagrams of station snow depth versus satellite BTD from the AMSR-E sensor in the 2002-2009 period (not shown here), the combination of cross-polarization at 19 GHz and 37 GHz was selected. The shorter 37 GHz wavelength emissions from the ground will be scattered more by the snowpack than the longer 19 GHz wavelength emissions. The brightness temperature at vertical polarization is less affected by incidence angle [34] . Moreover, the brightness temperature of cross-polarization is more sensitive to snow depth than that of co-polarization, owing to the effects of depth hoar [15, 17, 32, 37, 38, 49] .
where the constant 0.48 is a regression fitting coefficient between AMSR-E brightness temperatures and weather station observations. At the bottom of snowpack, the snow has evolved with time and undergone compaction due to the overburden and freeze/melt cycle, which makes grain size larger. Snow grain size increases with layer depth (0.3-3 mm). Especially for the depth hoar, the radius can be larger than 3 mm because of snow metamorphism [19] . Moreover, the temperature brightness gradient for cross-polarization is higher than that for co-polarization because of a better penetration capacity of vertical polarization. These factors explain why the fitting coefficient is 0.48 rather than 1.59 in Chang's algorithm for which the assumptions fail in Xinjiang.
(3) Region III: Others
In areas other than Xinjiang and northeastern China, a mixed-pixel method is suitable because of complex land cover and thin snow cover, and the original FY-3B method performs well at retrieving snow depth from shallow snowpack [17] . Therefore, the FY-3B algorithm was used to estimate snow depth in Region III.
The main framework of the paper is to first show the deficiencies and advantages of current empirical algorithms and then develop the FY-3D algorithm, which complements their strengths. Comparisons and validations of five well-known algorithms are shown in Section 3.1. Section 3.2 displays the validation and analysis of the FY-3D algorithm.
Comparisons and Validations of Five Well-Known Algorithms
The validation results of five algorithms are shown in Figure 4 . The WESTDC and FY-3B algorithms performed better than the other three methods (Figure 4c ,e), primarily because they were developed based on Chinese weather station measurements. However, there are still many problems and doubts. For example, the FY-3B version tends to underestimate snow depth for thick snow (greater than 20 cm). The error probably originates from the nonuniform training samples. FY-3B estimates were the sum of values from four individual pure-pixel algorithms, weighted by the land cover fraction. Figure 5 shows the spatial distribution of pure-pixel samples (with a certain land cover fraction greater than 85%), including forest, grass, farm, and barren. The base map is snow types based on snow cover days (instantaneous snow cover: 0-10 days; unstable snow cover: 10-60 days; stable snow cover: 60-365 days). The stable snow cover areas usually are covered with deep snow, such as Xinjiang and Northeast China. As shown in Figure 5 , many pure pixels are mainly distributed in thin snow dominated areas, while there are few samples in Northeast China and Xinjiang. Therefore, underestimation occurs for empirical relationships presented in Equation (7). Comparisons and validations of five well-known algorithms are shown in Section 3.1. Section 3.2 displays the validation and analysis of the FY-3D algorithm.
The validation results of five algorithms are shown in Figure 4 . The WESTDC and FY-3B algorithms performed better than the other three methods (Figure 4c ,e), primarily because they were developed based on Chinese weather station measurements. However, there are still many problems and doubts. For example, the FY-3B version tends to underestimate snow depth for thick snow (greater than 20 cm). The error probably originates from the nonuniform training samples. FY-3B estimates were the sum of values from four individual pure-pixel algorithms, weighted by the land cover fraction. Figure 5 shows the spatial distribution of pure-pixel samples (with a certain land cover fraction greater than 85%), including forest, grass, farm, and barren. The base map is snow types based on snow cover days (instantaneous snow cover: 0-10 days; unstable snow cover: 10-60 days; stable snow cover: 60-365 days). The stable snow cover areas usually are covered with deep snow, such as Xinjiang and Northeast China. As shown in Figure 5 , many pure pixels are mainly distributed in thin snow dominated areas, while there are few samples in Northeast China and Xinjiang. Therefore, underestimation occurs for empirical relationships presented in Equation (7). Figure 4b shows that the AMSR-E algorithm generally tends to overestimate snow depth in China compared with ground meteorological station observations. The main cause is that the dynamic coefficient, polarization factor pol36 = Tb36V -Tb36H or pol18 = Tb18V -Tb18H, does not clearly indicate the variation of snow grain size and may need adjustment with further testing [26] . Figure  4a shows that the Chang algorithm produces larger errors of overestimation in China. The fitting coefficient value is 1.59, based on the assumption that the snow density is 0.30 g/cm 3 and snow grain size is 0.30 mm. In situ measurements, however, show that these assumptions fail in China. The grain radius of fresh snow in the uppermost layer is approximately 0.30 mm, while the size within the middle or bottom layers is up to 4 mm [37, 38] . Figure 6 shows a simulation of the single-layer HUT model with different inputs. The input variables are snow grain radius and snow density, and fixed (e) Figure 4b shows that the AMSR-E algorithm generally tends to overestimate snow depth in China compared with ground meteorological station observations. The main cause is that the dynamic coefficient, polarization factor pol36 = Tb36V -Tb36H or pol18 = Tb18V -Tb18H, does not clearly indicate the variation of snow grain size and may need adjustment with further testing [26] . Figure  4a shows that the Chang algorithm produces larger errors of overestimation in China. The fitting coefficient value is 1.59, based on the assumption that the snow density is 0.30 g/cm 3 and snow grain size is 0.30 mm. In situ measurements, however, show that these assumptions fail in China. The grain radius of fresh snow in the uppermost layer is approximately 0.30 mm, while the size within the middle or bottom layers is up to 4 mm [37, 38] . Figure 6 shows a simulation of the single-layer HUT model with different inputs. The input variables are snow grain radius and snow density, and fixed (e) Figure 4b shows that the AMSR-E algorithm generally tends to overestimate snow depth in China compared with ground meteorological station observations. The main cause is that the dynamic coefficient, polarization factor pol36 = T b36V − T b36H or pol18 = T b18V − T b18H , does not clearly indicate the variation of snow grain size and may need adjustment with further testing [26] . Figure 4a shows that the Chang algorithm produces larger errors of overestimation in China. The fitting coefficient value is 1.59, based on the assumption that the snow density is 0.30 g/cm 3 and snow grain size is 0.30 mm. In situ measurements, however, show that these assumptions fail in China. The grain radius of fresh snow in the uppermost layer is approximately 0.30 mm, while the size within the middle or bottom layers is up to 4 mm [37, 38] . Figure 6 shows a simulation of the single-layer HUT model with different inputs. The input variables are snow grain radius and snow density, and fixed parameters are snow temperature, atmospheric temperature, and forest fraction. The result shows that the fitting coefficients vary with different inputs. The fitting coefficients are 1.5979 and 1.6800, respectively, for horizontal and vertical polarization under the assumptions of the Chang algorithm (snow density, 0.30 g/cm 3 ; snow grain radius, 0.30 mm). However, the coefficients are 0.7014 and 0.6793, respectively, for a snow density of 0.18 g/cm 3 and snow grain radius of 0.80 mm, based on Chinese field work measurements in 2018 (Figures 1 and 7 ). Figure 4c also shows that the WESTDC algorithm has better performance than Chang's when the fitting coefficient is 0.66 rather than 1.59.
parameters are snow temperature, atmospheric temperature, and forest fraction. The result shows that the fitting coefficients vary with different inputs. The fitting coefficients are 1.5979 and 1.6800, respectively, for horizontal and vertical polarization under the assumptions of the Chang algorithm (snow density, 0.30 g/cm 3 ; snow grain radius, 0.30 mm). However, the coefficients are 0.7014 and 0.6793, respectively, for a snow density of 0.18 g/cm 3 and snow grain radius of 0.80 mm, based on Chinese field work measurements in 2018 (Figures 1 and 7) . Figure 4c also shows that the WESTDC algorithm has better performance than Chang's when the fitting coefficient is 0.66 rather than 1.59. Figure 4d shows the performance of the Foster algorithm. The coefficient was changed from 1.59 to 0.78. The algorithm also accounts for the tendency of forest cover to reduce the sensitivity of brightness temperature to snow depth. However, it is noteworthy that false high retrievals occur. Owing to the equation form p = 1/(1 -ff) and high fitting coefficient (0.78) in China, the snow depth shows explosive growth when the forest fraction (ff) is greater than 60% (Figure 3, blue line) . Thus, the Foster algorithm does not perform well on areas covered by dense forest in China. Figure 3 also shows that a weight factor (a) that limits 1/(1 -ff) within reasonable intervals can reduce overestimation. This study offers a new idea for improving the Foster algorithm. parameters (Figures 1 and 7) . Figure 4c also shows that the WESTDC algorithm has better performance than Chang's when the fitting coefficient is 0.66 rather than 1.59. Figure 4d shows the performance of the Foster algorithm. The coefficient was changed from 1.59 to 0.78. The algorithm also accounts for the tendency of forest cover to reduce the sensitivity of brightness temperature to snow depth. However, it is noteworthy that false high retrievals occur. Owing to the equation form p = 1/(1 -ff) and high fitting coefficient (0.78) in China, the snow depth shows explosive growth when the forest fraction (ff) is greater than 60% (Figure 3, blue line) . Thus, the Foster algorithm does not perform well on areas covered by dense forest in China. Figure 3 also shows that a weight factor (a) that limits 1/(1 -ff) within reasonable intervals can reduce overestimation. This study offers a new idea for improving the Foster algorithm. Figure 1 shows the four snow course routes in Xinjiang (143 samples) and Northeast China (154 samples). Figure 4d shows the performance of the Foster algorithm. The coefficient was changed from 1.59 to 0.78. The algorithm also accounts for the tendency of forest cover to reduce the sensitivity of brightness temperature to snow depth. However, it is noteworthy that false high retrievals occur. Owing to the equation form p = 1/(1 − ff ) and high fitting coefficient (0.78) in China, the snow depth shows explosive growth when the forest fraction (ff ) is greater than 60% (Figure 3, blue line) . Thus, the Foster algorithm does not perform well on areas covered by dense forest in China. Figure 3 also shows that a weight factor (a) that limits 1/(1 − ff ) within reasonable intervals can reduce overestimation. This study offers a new idea for improving the Foster algorithm.
To illustrate the performance of various algorithms in three areas (Xinjiang, Northeast China, and others; Figure 2 ), the regional validation is shown in Figure 8 . The pattern is similar to that of the whole validation (Figure 4) . Regardless of location, the WESTDC and FY-3B algorithms perform best based on their root mean square errors (RMSEs). However, they tend to underestimate the snow depth in Xinjiang and Northeast China and overestimate it in other areas. As mentioned earlier, the Foster algorithm performs well in open or sparsely vegetated areas, such as in Xinjiang, where the land cover is mainly barren or grassland. Conversely, it yields the poorest estimates in forested areas, such as Northeastern China. Thus, the five well-known operational snow depth retrieval algorithms cannot fully capture the temporal and spatial distribution of snow cover in China. It is essential to develop a suite of algorithms based on China's snow cover characteristics, rather than directly implement FY-3B/MWRI's operational empirical retrieval algorithm. To illustrate the performance of various algorithms in three areas (Xinjiang, Northeast China, and others; Figure 2 ), the regional validation is shown in Figure 8 . The pattern is similar to that of the whole validation (Figure 4) . Regardless of location, the WESTDC and FY-3B algorithms perform best based on their root mean square errors (RMSEs). However, they tend to underestimate the snow depth in Xinjiang and Northeast China and overestimate it in other areas. As mentioned earlier, the Foster algorithm performs well in open or sparsely vegetated areas, such as in Xinjiang, where the land cover is mainly barren or grassland. Conversely, it yields the poorest estimates in forested areas, such as Northeastern China. Thus, the five well-known operational snow depth retrieval algorithms cannot fully capture the temporal and spatial distribution of snow cover in China. It is essential to develop a suite of algorithms based on China's snow cover characteristics, rather than directly implement FY-3B/MWRI's operational empirical retrieval algorithm. 
Validation and Analysis of FY-3D Algorithm
Section 2.2 presents the FY-3D algorithm. In this paper, the snow depth product retrieved using the FY-3D algorithm is validated rather than the algorithms because the product's performance without any auxiliary data is what we are interested in. To mitigate any distinct borders in retrievals between adjacent pixels from different regions, a moving-average filter was used to perform smoothing. To demonstrate the performance of the FY-3D algorithm, three products retrieved from the FY-3B, WESTDC, and FY-3D algorithms were validated and compared.
As shown in Figure 9 , the FY-3D algorithm's RMSE and bias are 6.6 cm and 0.2 cm, respectively. The correlation coefficient is 0.71, which is greater than those of the other algorithms. The RMSEs of the products retrieved with the WESTDC and original FY-3B algorithms are 8.9 cm and 9.0 cm, respectively. The WESTDC and original FY-3B algorithms encounter underestimation at snowpack deeper than 13 cm. The bias of the WESTDC and original FY-3B algorithms is -2.6 cm, while it is just 0.2 cm for the FY-3D algorithm, which also shows that the FY-3D algorithm performs better than the others. Owing to limited FY-3D/MWRI data (1 January to 31 March 2018), there are only about 3800 samples to validate the new algorithm. Figure 10 shows that snow depths estimated with FY-3D brightness temperature are closer to the ground truth. 
As shown in Figure 9 , the FY-3D algorithm's RMSE and bias are 6.6 cm and 0.2 cm, respectively. The correlation coefficient is 0.71, which is greater than those of the other algorithms. The RMSEs of the products retrieved with the WESTDC and original FY-3B algorithms are 8.9 cm and 9.0 cm, respectively. The WESTDC and original FY-3B algorithms encounter underestimation at snowpack deeper than 13 cm. The bias of the WESTDC and original FY-3B algorithms is −2.6 cm, while it is just 0.2 cm for the FY-3D algorithm, which also shows that the FY-3D algorithm performs better than the others. Owing to limited FY-3D/MWRI data (1 January to 31 March 2018), there are only about 3800 samples to validate the new algorithm. Figure 10 shows that snow depths estimated with FY-3D brightness temperature are closer to the ground truth. Figure 11 shows the spatial distribution of RMSE and bias of pixels where the sites are located. The RMSE distribution indicates that the three algorithms perform similarly in Region III. However, there are large differences in Xinjiang and Northeast China. The FY-3D algorithm has an advantage over the others in northern Xinjiang and Heilongjiang Provinces because of low RMSEs. The results also confirm that the FY-3D algorithm is more sensitive to deep snow. In terms of bias (difference between retrieved and measured snow depth), Figure 11 shows that underestimation occurs mostly in the North China Plain and South China, where the snow is often thin and wet. Wet snow usually corresponds to low BTD, resulting in underestimation [32, 45, 50] . In northern Xinjiang and Northeast China, the original FY-3B algorithm produces the lowest bias, as low as −10 cm. The WESTDC algorithm performs better than the original FY-3B algorithm in deep snow cover, as shown in Figure 11 . Interestingly, there is overestimation in the Qinghai-Tibetan Plateau. There, the snow cover differs from that in other seasonally snow-covered regions; it is often shallow, patchy, and of short duration [50] [51] [52] . A distinct meteorological characteristic is the large diurnal temperature range, which causes snow to undergo frequent freeze-thaw cycles. Note that these cycles lead to rapid grain growth and consequently to a low brightness temperature [45, 50] . Frozen soil is also a factor that reduces the accuracy of estimates in the Qinghai-Tibetan Plateau. Both snow and frozen ground are volume-scattering materials, and they have similar microwave radiation characteristics, making them difficult to distinguish.
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In view of the heterogeneity of snow depth in the three regions, RMSE and bias cannot fully explain where an algorithm consistently performs well or poorly. Thus, the spatial distribution of relative error (RMSE divided by mean snow depth) is shown in Figure 12 . First, the error in areas of shallow snow cover is higher than that in thick snow areas. This pattern is caused by the different mean snow depth. Similarly, a high RMSE does not mean poor performance. What is certain, however, is that the FY-3D algorithm performs best in Xinjiang and the northeast regardless of RMSE, bias, or error.
To evaluate the monthly performance of the algorithms, RMSE and bias were calculated independently. The results are shown in Figure 13 . The maximal RMSE occurs in March. This poor performance is associated with the confounding effect of snow grain size and stratigraphy. Another reason is thick snow cover. The minimum RMSE occurs in November. On the one hand, the snow parameters are stable and have no evolution. Therefore, the relationship between snow depth and brightness temperature is relatively strong. On the other hand, the snow cover is shallow in November. Bias ranges from -1 to 2 for the FY-3D algorithm, and it performs better in the snowy season, except in March. 
Discussion

Influence of Snow Microphysical Properties
PMW retrievals are plagued by a number of challenges, which often disrupt the relationship between snow depth and brightness temperature, resulting in poor estimation [34, 38, 45, 53, 54] . To evaluate the monthly performance of the algorithms, RMSE and bias were calculated independently. The results are shown in Figure 13 . The maximal RMSE occurs in March. This poor performance is associated with the confounding effect of snow grain size and stratigraphy. Another reason is thick snow cover. The minimum RMSE occurs in November. On the one hand, the snow parameters are stable and have no evolution. Therefore, the relationship between snow depth and brightness temperature is relatively strong. On the other hand, the snow cover is shallow in November. Bias ranges from −1 to 2 for the FY-3D algorithm, and it performs better in the snowy season, except in March.
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PMW retrievals are plagued by a number of challenges, which often disrupt the relationship between snow depth and brightness temperature, resulting in poor estimation [34, 38, 45, 53, 54] . 
Discussion
Influence of Snow Microphysical Properties
PMW retrievals are plagued by a number of challenges, which often disrupt the relationship between snow depth and brightness temperature, resulting in poor estimation [34, 38, 45, 53, 54] . Neglecting to account for snow's microphysical properties (mostly grain size and density) tends to cause retrieval errors. Figure 14 depth 57 cm, mean snow depth 26 cm) and Mingshui station (thin snow, maximum snow depth 23 cm, mean snow depth 10 cm). When the snow depth is invariable, however, the TBD still increases at Aletai station, as shown within the dashed black frames in Figure 14a . Figure 14b shows that the TBD increases with decreasing snow depth at Mingshui station. Simulation with the single-layer microwave emission model of layered snowpack (MEMLS) model shows that the TBD increases with increasing snow grain correlation length (Figure 15, top) and snow density (Figure 15 , middle) and decreases with increasing humidity except for cross-polarization (Figure 15, bottom) . TBD for cross-polarization (TB 19v − TB 37h ) increases with increased snow liquid water content. This is mainly because the cross-polarization difference at 37 GHz (TB 37v − TB 37h ) is large due to water dielectric properties, and (TB 19v − TB 37h ) can be expressed as (TB 19v − TB 37v ) + (TB 37v − TB 37h ). It is clear that (TB 19v − TB 37v ) is small ( Figure 15, bottom left) , so the major contributions are from (TB 37v − TB 37h ). Therefore, the factor that can be used to explain the anomalous pattern in Figure 14 is the evolution in snow grain size and snow density. Although empirical and physical models have been developed to predict the growth of snow crystals and increase in density [25, 26] , they are not suited to regional-or global-scale conditions.
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Influence of Snow Density on SWE Mapping
Snow density is a key parameter that not only confounds the relationship between TB and snow depth, but also influences SWE [17, 32, 33] . Much SWE retrieval processing is based on snow depth information
where SD is the snow depth (cm), ρs is the snow density (g/cm 3 ), ρw is the density of water (1 g/cm 3 ), and SWE is measured in millimeters of water. The first implementation of the FY-3B SWE retrieval scheme utilized reference snow density of Sturm's climatological snow classes [55, 56] . Based on in situ snow course data in Xinjiang and Northeast China, however, the snow density is generally around 0.18 g/cm 3 (Table 2, Figure 7 ). The average snow densities in the northeast and Xinjiang are similar, 0.19 g/cm 3 and 0.17 g/cm 3 , respectively. Weather station observations from 1992 to 2009 include snow pressure, which can be converted to SWE. The relationship between snow depth and SWE is shown in Figure 16 . The slope of the fitting is 0.16, meaning that snow density is about 0.16 g/cm 3 . 
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Remote Sens. 2018, 10, x FOR PEER REVIEW 16 of 21 Figure 15 . Sensitivity analysis of brightness temperature difference to snow parameters, including snow grain correlation length (top), snow density (middle), and snow liquid water (bottom). Left: d19v37v = TB19v -TB37v; middle: d19h37h = TB19h -TB37h; right: d19v37h = TB19v -TB37h. .
where SD is the snow depth (cm), ρs is the snow density (g/cm 3 ), ρw is the density of water (1 g/cm 3 ), and SWE is measured in millimeters of water. The first implementation of the FY-3B SWE retrieval scheme utilized reference snow density of Sturm's climatological snow classes [55, 56] . Based on in situ snow course data in Xinjiang and Northeast China, however, the snow density is generally around 0.18 g/cm 3 (Table 2, Figure 7 ). The average snow densities in the northeast and Xinjiang are similar, 0.19 g/cm 3 and 0.17 g/cm 3 , respectively. Weather station observations from 1992 to 2009 include snow pressure, which can be converted to SWE. The relationship between snow depth and SWE is shown in Figure 16 . The slope of the fitting is 0.16, meaning that snow density is about 0.16 g/cm 3 . Figure 5 . Figure 17b shows the spatial distribution of snow density based on Sturm's climatological snow classes [55, 56] . It is clear that snow density based on Sturm's climatological snow classes (minimum~0.21) tends to be bigger than that in China (maximum~0.20), which results in systematic overestimation of SWE. Therefore, the snow density used in the FY-3D SWE version is 0.18 g/cm 3 rather than that in the Kriging interpolation because of uncertainties resulting from unevenly distributed weather stations (Figure 1) . In future work, the temporospatial distribution of snow density in China will be mapped based on field measurements from 2018 to 2021 and weather station observations.
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Influence of Forest Cover Fraction
Forest cover represents a significant source of error in satellite PMW snow depth and SWE retrieval algorithms. In this work, we improved the Foster algorithm by employing a weight factor to avoid overestimation in densely forested areas. In fact, this method results in overestimation in sparsely forested areas. Figure 18 shows that RMSE increases with increasing forest cover fraction, and bias overestimation is serious as forest fractions range from 20% to 60% (Figure 18 , magenta line), mainly caused by mixed pixels [38] . When the forest fraction is greater than 80%, serious underestimation occurs because of minimal penetration depth of the microwave signal in the forest canopy. Because snow depth varies in different areas, relative error is more reasonable to show the algorithm's performance. Although RMSEs in densely forested areas are large, relative errors are still smooth, not larger than those in sparsely forested areas. In future work, we will study the influence of forest on brightness temperature with a physically based radiative transfer model and the influence of snow microphysical properties on brightness temperature with a snow forward model, then calibrate microwave signals to improve snow depth estimation [53, 54] . 
Forest cover represents a significant source of error in satellite PMW snow depth and SWE retrieval algorithms. In this work, we improved the Foster algorithm by employing a weight factor to avoid overestimation in densely forested areas. In fact, this method results in overestimation in sparsely forested areas. Figure 18 shows that RMSE increases with increasing forest cover fraction, and bias overestimation is serious as forest fractions range from 20% to 60% (Figure 18 , magenta line), mainly caused by mixed pixels [38] . When the forest fraction is greater than 80%, serious underestimation occurs because of minimal penetration depth of the microwave signal in the forest canopy. Because snow depth varies in different areas, relative error is more reasonable to show the algorithm's performance. Although RMSEs in densely forested areas are large, relative errors are still smooth, not larger than those in sparsely forested areas. In future work, we will study the influence of forest on brightness temperature with a physically based radiative transfer model and the influence of snow microphysical properties on brightness temperature with a snow forward model, then calibrate microwave signals to improve snow depth estimation [53, 54] . Figure 18 . Influence of forest cover fraction on snow depth estimation. The blue line represents RMSE, the magenta line represents bias, and the magenta histogram represents relative error (RMSE is divided by mean snow depth, in the range of 0 to 1).
Conclusion
In this study, the performance of five snow depth estimation methods was evaluated using in situ snow depth measurements and satellite brightness temperatures. The results show that the WESTDC and FY-3B algorithms performed well. However, there was persistent underestimation in thick snow cover (greater than 20 cm). The purpose of the study was to develop a new algorithm that can solve the problem of underestimation of deep snow. Ideally, it should be possible to retrieve deep and shallow snow depths, as the AMSR-E algorithm does. However, PMW remote sensing still cannot distinguish deep snow from thin snow and only can detect snow cover, i.e., snow vs. snowfree. Thus, establishing regional algorithms calibrated at a local scale is a promising approach and may improve snow depth estimation. Thus, we developed regional algorithms for Xinjiang, Northeast China, and other areas. Based on our evaluation and analysis, the FY-3D algorithm performed better than other algorithms. The RMSE and bias were 6.6 cm and 0.2 cm, respectively. Based on an in-situ snow density of 0.18 g/cm 3 , the RMSE of the SWE is approximately 12 mm.
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In this study, the performance of five snow depth estimation methods was evaluated using in situ snow depth measurements and satellite brightness temperatures. The results show that the WESTDC and FY-3B algorithms performed well. However, there was persistent underestimation in thick snow cover (greater than 20 cm). The purpose of the study was to develop a new algorithm that can solve the problem of underestimation of deep snow. Ideally, it should be possible to retrieve deep and shallow snow depths, as the AMSR-E algorithm does. However, PMW remote sensing still cannot distinguish deep snow from thin snow and only can detect snow cover, i.e., snow vs. snow-free. Thus, establishing regional algorithms calibrated at a local scale is a promising approach and may improve snow depth estimation. Thus, we developed regional algorithms for Xinjiang, Northeast China, and other areas. Based on our evaluation and analysis, the FY-3D algorithm performed better than other algorithms. The RMSE and bias were 6.6 cm and 0.2 cm, respectively. Based on an in-situ snow density of 0.18 g/cm 3 , the RMSE of the SWE is approximately 12 mm.
