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Robust optimization is a methodology that can be applied to problems
that are affected by uncertainty in the problem’s parameters. The classical
robust counterpart (RC) of the problem requires the solution to be feasible
for all uncertain parameter values in a so-called uncertainty set, and offers no
guarantees for parameter values outside this uncertainty set. The globalized
robust counterpart (GRC) extends this idea by allowing controlled constraint
violations in a larger uncertainty set. The constraint violations are controlled by
the distance of the parameter to the original uncertainty set. We derive tractable
GRCs that extend the initial GRCs in the literature: our GRC is applicable to
nonlinear constraints instead of only linear or conic constraints, and the GRC
is more flexible with respect to both the uncertainty set and distance measure
function, which are used to control the constraint violations. In addition, we
present a GRC approach that can be used to provide an extended trade-off
overview between the objective value and several robustness measures.
Keywords: robust optimization, globalized robust counterpart, constraint
violations
JEL-classification: C61, C63, M11
1 Introduction
The robust optimization (RO) methodology supports decision makers in handling
optimization problems affected by uncertainty in the problem’s parameters. Many
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optimization problems depend on parameters that are the outcome of measurements,
estimation procedures, or other methods that cannot guarantee absolute knowledge
about the underlying parameters. Therefore, decision makers are interested in
solutions that are robust to situations where the problem’s parameters deviate from
their nominal values, i.e., the solution should be feasible and attain a satisfactory
objective value. The RO methodology attains this goal by formulating a robust
counterpart (RC) of the original optimization problem, where the solution should be
feasible for all uncertain parameter values in a so-called uncertainty set. For several
optimization problems and choices of the uncertainty set, the resulting RO problem
can be formulated as a computationally tractable optimization problem. For an
overview about the theory and applications of RO we refer to Ben-Tal et al. (2009a),
Bertsimas et al. (2011), and Gabrel et al. (2014).
The globalized robust counterpart (GRC) is an extension of the traditional RC,
which was introduced by Ben-Tal et al. (2006) and originally called the comprehensive
robust counterpart. The main idea of the GRC is to give the decision maker more
control by alleviating the feasibility requirement in some parts of the uncertainty set
in a controlled way. Hereto, the GRC approach uses two uncertainty sets: an inner
uncertainty set and an outer uncertainty set, which contains the former. The GRC
requires full feasibility for all parameter values in the inner uncertainty set analogous
to the traditional RC. However, infeasibilities are allowed for parameter values in
the outer uncertainty set, where the violation is controlled by the distance of the
parameter value from the inner uncertainty set. The rationale behind this idea is
that parameter values that are further away from the inner uncertainty set are less
likely to occur in practice, but not so unlikely that they can be neglected altogether.
Since the introduction in 2006, several papers have appeared that apply GRC. Ben-
Tal et al. (2009b) apply the GRC approach to an inventory model, and Babonneau
et al. (2010) to an environmental problem. Furthermore, GRC has been applied to
orienteering problems (Evers et al., 2011), facility location problems (Naseraldin and
Baron, 2011), support vector machines (El Ghaoui, 2012) and porfolio optimization
problems (Zymler et al., 2011). Xu et al. (2012) show that a probabilistic envelope
constraint can be reformulated as a GRC.
In this paper, we present an extension of the initial GRC formulation that applies
to larger classes of uncertain constraints and permits richer classes of controls on the
infeasibilities. Using results in Ben-Tal et al. (2015), we are able to derive a tractable
equivalent of the GRC in the following cases.
• In the initial GRC formulation, the outer uncertainty set is restricted to a
special form: the inner uncertainty plus a cone. In our formulation, the only
requirement is that the outer uncertainty be convex and that a tractable
representation of its support function exists.
• In the initial GRC formulation, the distance measure function, which is used
to control the constraint violations, is a linear function of the distance to the
inner uncertainty set measured by a norm in the space of the cone used to
define the outer uncertainty set. Our formulation allows more general distance
measure functions.
• Our GRC is applicable to nonlinear constraint that are convex in the decision
variables and concave in the uncertain parameters. The initial GRC formulation
is only applicable to constraints that are linear in both decision variables and
uncertain parameters.
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Besides the above mentioned theoretical contributions, we show how GRCs can
be used to offer a decision maker a more complete overview of the trade-off between
a problem’s objective value and the robustness of the solution. This is especially
relevant for an optimization problem for which the RC is infeasible for the uncertainty
set that was initially constructed to obtain a robust solution. We know of at least
two methods based on the original RC aimed at handling the feasibility issue, but
both suffer from drawbacks.
In the first method, the size of the uncertainty set is shrinked until the RC problem
becomes feasible. This usually results in solutions that yield good performance with
respect to the objective value, but constraint violations may be unacceptably large in
the original uncertainty set. The second method simply minimizes the infeasibilities
in the uncertainty set, thereby completely ignoring the objective value. Moreover,
the average behavior of the constraint violations in the uncertainty set can become
extremely bad, even though the worst-case constraint violations are minimized.
Our GRC approach uses the original uncertainty set as the outer uncertainty set
and restricts constraint violations outside the inner uncertainty set. Only the general
form of the distance measure functions for all constraints has to be specified, but the
weights of these functions, which control the constraint violations, are determined
implicitly in the approach. The results indicate that solutions can be obtained that
perform better with respect to many robustness measures than solutions obtained by
RC-based approaches. This extends the trade-off overview between objective value
and robustness that can already be obtained by other approaches.
The remainder of this paper is organized as follows. In Section 2, we present the
globalized robust optimization methodology. In Section 3, we show the theoretical
foundation for deriving tractable GRCs. In Section 4, tractable GRCs are derived
for several distance measures, and a comparison with other GRCs is given. Section 5
presents the GRC approach for dealing with infeasible robust optimization problems,
and in Section 6 a numerical example is presented that illustrates this approach.
Section 7 concludes.
Notation
Throughout this paper we use the following notation.
For any function f : Rn → R we let dom(f) = {x ∈ Rn | f(x) <∞}. The convex








For a function g(., .) of two vector variables, g∗(., .) and g∗(., .) will denote the partial
convex and partial concave conjugate with respect to the first variable, respectively.
On the other hand, g∗(.; .) and g∗(.; .) will denote the convex and concave conjugate
function with respect to both variables, respectively.
The indicator function on the set S is defined as
δ(x | S) =
{
0 if x ∈ S
∞ otherwise.
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Then the conjugate function of δ(x | S), i.e.,
δ∗(x | S) = sup
y∈S
yTx,
is the so-called support function of the set S.
The relative interior of a set S is denoted by ri(S).
2 Globalized Robust Optimization Methodology
The Robust Optimization (RO) methodology considers problems that are affected
by parameter uncertainty. Here we specifically focus on parameter uncertainty in a
nonlinear constraint
f(a, x) ≤ 0, (1)
where x ∈ Rn is the optimization variable and a ∈ Rm is the vector of uncertain
parameters. The function f(., x) is assumed to be concave in the uncertain parameters,
i.e., in its first argument, for all x ∈ Rn.
The standard approach in RO is to require that the uncertain constraint (1) is
satisfied for all vectors a in a so-called uncertainty set U , i.e.,
f(a, x) ≤ 0, ∀a ∈ U, (2)
which is known as the robust counterpart (RC) of the original uncertain constraint
(1). In Ben-Tal et al. (2015) computationally tractable representations of the RC are
derived using Fenchel duality.
This is a sensible approach in many applications. For instance, when designing a
building you may require that the building must be able to withstand wind speeds
for a whole range of forces and directions, without incurring any damage to the
building.
The fact that in (2) the decision maker has full responsibility for the feasibility
of the solution x for all a ∈ U may lead to overly pessimistic solutions in practice.
In the example of designing a building, this might happen when the uncertainty set
U includes all wind forces up to Beaufort scale 12. A straightforward, but naive,
way to deal with this undesired behavior is to reduce the original uncertainty set
to, say wind forces up to Beaufort scale 10. The resulting solution will be indeed
less pessimistic, however, it does not offer any guarantee about the feasibility of the
solution for wind forces above Beaufort scale 10. For instance, the building could
collapse entirely in the case of Beaufort scale 11. This is clearly undesirable, however,
modest damage to the building might be acceptable in the case of Beaufort scale
11. In the case of a hurricane (Beaufort scale 12) even larger damages might be
acceptable. The GRC tries to accomplish this goal by controlling the deterioration
of infeasibilities outside the smaller shrinked set.
The GRC considers two uncertainty sets U1 and U2, both assumed to be convex,
with U1 ⊂ U2. The inner uncertainty set U1, which is assumed to be compact as
well, is dealt with exactly as in the standard RC. However, for realizations of the
uncertain vector a ∈ U2 \ U1 constraint violations of the original constraint (1) are
allowed, where the magnitude of the allowed violation depends on the distance of a
to the smaller set U1. Formally, the GRC of the uncertain constraint (1) is defined as
f(a, x) ≤ min
a′∈U1
φ(a, a′), ∀a ∈ U2, (3)
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where φ(a, a′) measures the distance between the parameters a and a′. The distance
measure function φ(., .) is assumed to be nonnegative and jointly convex in both
arguments and φ(a, a) = 0 for all a ∈ Rm.
Now, if a ∈ U1, then obviously mina′∈U1 φ(a, a′) = 0 and (3) simplifies to f(a, x) ≤
0. For a ∈ U2 \ U1, violation of the original inequality is allowed, which is controlled
by the distance of a to U1. For more extreme values of a the distance will be larger
and consequently the allowed constraint violation will be larger as well.
One obvious choice for the distance measure function is to take a function of the
norm of the difference between a and a′: φ(a, a′) = α(‖a− a′‖), where α is a convex
and nonnegative function with α(0) = 0. In Section 4 we consider another choice of
distance measures based on the so-called phi-divergence functions. An example is
the χ2-distance: φ(a, a′) =
∑m
i=1(ai − a′i)2/ai for a, a′ ∈ Rm+ .
For the uncertain parameter a ∈ Rm, we consider uncertainty sets Ui defined by
Ui = {a = a0 +Aζ | ζ ∈ Zi}, i = 1, 2, (4)
where a0 ∈ Rm is the “nominal value”, A = [ a1 . . . aL ] ∈ Rm×L is the “perturbation
set”, ζ ∈ RL is the vector of “primitive uncertainties”, and Z1 ⊂ RL is a given
nonempty, convex and compact set, with 0 ∈ ri(Z1). The set Z2 is also convex but
not necessarily compact, and we assume that Z1 ⊂ Z2, implying that U1 ⊂ U2.
3 Deriving computationally tractable GRCs
Constraint (3) is a semi-infinite constraint, because it has to hold for all a ∈ U2,
which makes it difficult to use for optimization purposes. In the following theorem
we derive a generic formula for the GRC (3), which will be the main tool to derive
tractable GRCs for a host of functions f and φ, and for diverse sets Z1 and Z2.
Theorem 1. Let f(., x) be a concave function in Rm for all x ∈ Rn, and φ :
Rm × Rm → R a convex and nonnegative function for which φ(a, a) = 0 for all
a ∈ Rm. Let the set Z1 ⊂ RL be nonempty, convex, and compact with 0 ∈ ri(Z1), let
Z2 be a convex set such that Z1 ⊂ Z2, and let the sets U1 and U2 be defined by (4)
for fixed a0 ∈ Rm and A ∈ Rm×L.
Then, vector x ∈ Rn satisfies (3) if and only if there exist v, w ∈ Rm that satisfy
the single inequality
aT0 (v + w) + δ∗(AT v | Z1) + δ∗(ATw | Z2)− f∗(v + w, x) + φ∗(v;−v) ≤ 0. (5)
Proof. Note that (3) is satisfied if and only if F (x) ≤ 0 with













f(a, x)− φ(t, u)




























where (6) follows by duality. Let us now analyze all parts of (7). Rewriting the first
part yields
h1(z, x) ≡ max
a∈U2
{f(a, x) + zTa}
= max
a





f(w, x) + zTw
]
∗}, (8)
where the last equality follows by Fenchel duality (see Theorem A.4 in the Appendix).
Using the relationship between U2 and Z2 (see (4)), it can be verified that δ∗(w |U2) =
aT0 w+δ∗(ATw|Z2). Furthermore, it is straightforward to derive the concave conjugate
of the second term in (8) with respect to the variable w, which gives
h1(z, x) = min
w
{aT0 w + δ∗(ATw | Z2)− f∗(w − z, x)}.
The second term in (7) simplifies to
h2(v, z) ≡ max
t,u





{vTa′} = δ∗(v | U1) = aT0 v + δ∗(AT v | Z1).
Hence, if we substitute these expressions in (7), then we get that (3) is equivalent to






aT0 w + δ∗(ATw | Z2)− f∗(w − z, x)
}
+ φ∗(−z;−v) + aT0 v + δ∗(AT v | Z1)
}
≤ 0.
Therefore, F (x) ≤ 0 if and only if x together with variables v, w and z satisfy




{−zT t− vTu− φ(t, u)}
≥ max
t
{−(z + v)T t− φ(t, t)} = max
t
{−(z + v)T t}
=
{
0 if z = −v,
∞ if z 6= −v.
It follows that z = −v and the result (5) follows.
We make the following observations with respect to Theorem 1:
• The computations involving f , Z1, Z2 and φ are all separated. Later we shall
show that (5) can be rewritten in a computationally tractable way for several
choices of f , Zi (i = 1, 2) and φ.
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• Suppose that U2 = Rm. The relationship between U2 and Z2 defined by (4)
now implies that L ≥ rank(A) ≥ m. Then it follows from






0 if w = 0,
∞ if w 6= 0,
that w = 0 and the GRC reduces to
aT0 v + δ∗(AT v | Z1)− f∗(v, x) + φ∗(v;−v) ≤ 0.
• Suppose that f(a, .) is linear, i.e., f(a, x) = aTx− b, with b a fixed parameter.
We find that
f∗(v + w, x) = min
a
{aT (v + w)− aTx+ b} =
{
b if v + w = x,
−∞ if v + w 6= x.
Hence, v + w = x and the GRC reduces to
aT0 x+ δ∗(AT v | Z1) + δ∗(AT (x− v) | Z2) + φ∗(v;−v) ≤ b.
• We can rewrite the GRC (3) as the standard RC of the uncertain constraint
f(a, x) ≤ d, where the right-hand side d is also uncertain. The uncertainty set




∣∣∣ a ∈ U2, d ∈ R : ∃a′ ∈ U1 : φ(a, a′) ≤ d}
Theorem 1 then also follows by applying the main result about robust counter-
parts for nonlinear inequalities in Ben-Tal et al. (2015) to this new uncertain
constraint and uncertainty set Ũ .
An alternative to the GRC in (3) is to have the allowed constraint violation
depend on the distance measured in the space of the primitive uncertain parameter
ζ instead of in the space of a. Hence, we consider the GRC
f(a(ζ), x) ≤ min
ζ′∈Z1
φ(ζ, ζ ′), ∀ζ ∈ Z2, (9)
where a(ζ) ≡ a0 +Aζ and φ now measures the distance in the space of ζ. Following
a derivation analogous to Theorem 1, we find that (9) is satisfied if and only if there
exist v ∈ RL and w ∈ Rm such that
aT0 w + δ∗(v | Z1) + δ∗(ATw − v | Z2)− f∗(w, x) + φ∗(v;−v) ≤ 0.
We conclude this section by presenting two extensions of Theorem 1. First, we
analyze the case that there are more than two uncertainty sets for the uncertain
parameter a. Suppose that there are K uncertainty sets U1 ⊂ U2 ⊂ · · · ⊂ UK ⊂ Rm,
which all have the same structure as before (see (4)), thus we also have the uncertainty
sets Z1 ⊂ Z2 ⊂ · · · ⊂ ZK ⊂ RL in the space of the primitive uncertainties. The
following GRC formulation allows the decision maker to control the infeasibilities in






φk(a, ak), ∀a ∈ UK . (10)
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Analogous to Theorem 1, we find that (10) is satisfied if and only if there exist


















φ∗k(vk;−vk) ≤ 0. (11)
Finally, we consider the extension of Theorem 1 to multiple and weighted distance






φk(a, a′), ∀a ∈ U2, (12)
where θk are the nonnegative weights of the distance measures φk(., .) for k = 1, . . . ,K.
Analogous to (11) we find that (12) is satisfied if and only if there exist v1, . . . , vK ∈
































where 0φ∗k(vk/0;−vk/0) = limθk→∞ θkφk(vk/θk;−vk/θk) is the recession function of
φ∗k (see Rockafellar, 1970). In Section 5, this GRC formulation is used, where the
weights θk are included as decision variables in the optimization problem.
4 GRCs for special distance measures
4.1 Distance measures based on the difference between parameters
In this section we discuss a special class of functions that can be used for the general
distance measure function φ introduced in Section 2. In many cases it makes sense to
let the distance measure for two parameter values a and a′ depend on the difference
a − a′ or even only on the norm ‖a − a′‖. The convex conjugate φ∗ needed in
Theorem 1 can be simplified in those cases:
• If φ(a, a′) = β(a− a′) for some convex nonnegative function β : Rm → R with
β(0) = 0, then it easily follows that φ∗(v;−v) = β∗(v).
• Let φ(a, a′) = α(‖a − a′‖), where ‖.‖ can be any norm and α(.) is a convex,
nonnegative function such that α(0) = 0. This gives
φ∗(v;−v) = max
s,t
{(s− t)T v − α(‖s− t‖)}
= max
s










where ‖.‖∗ denotes the dual norm of ‖.‖.
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Z1 Z2 ‖.‖ α(.) GRC
`1/`∞/ polyh. `1/`∞/ polyh. `1/ `∞ linear linear
`1/`∞/ polyh. `1/`∞/ polyh. `2 linear quadratic
`2 `2 `2 linear conic quadratic
`1/`∞/ polyh. `1/`∞/ polyh. `1/`∞ quadratic quadratic
`2 `2 `2 quadratic conic quadratic
Table 1: Tractability of GRC of a linear constraint for different choices for the uncer-
tainty sets and distance measure function φ(a, a′) = α(‖a− a′‖).
Now, we illustrate how Theorem 1 can be used to derive tractable GRCs for these
type of distance measures.
Example 1. Let
f(a, x) = aTx− b
Zi = {ζ ∈ RL | ‖ζ‖pi ≤ ρi}, i = 1, 2,
φ(a, a′) = α(‖a− a′‖p0) with α(t) = θt, t ≥ 0,
where θ ≥ 0, 0 ≤ ρ1 ≤ ρ2, and pi ≥ 1 (i = 0, 1, 2).
The support functions for Zi are
δ∗(u | Zi) = max
ζ
{ζTu | ‖ζ‖pi ≤ ρi} = ρi‖u‖qi ,
where ‖.‖qi , with 1/pi + 1/qi = 1, are the ‖.‖pi dual norms (i = 0, 1, 2). Furthermore,
the convex conjugate of φ(.; .) can be derived from (14) where
α∗(s) =
{
0 if s ≤ θ,
∞ if s > θ.
(15)
Using these results, (5) reduces to the system of inequalities{
aT0 x+ ρ1‖AT v‖q1 + ρ2‖AT (x− v)‖q2 ≤ b
‖v‖q0 ≤ θ.
If all norms are `1 or `∞ norms, then both inequalities above can be represented
by a linear system of inequalities. For other norms, the inequalities can also be
reformulated in tractable versions in many situations. Table 1 summarizes the
tractability of the resulting GRC for different choices for Z1, Z2, ‖.‖ and α(.). 
Example 2. Let
f(a, x) = aTx− b,
Zi = {ζ ∈ RL | Ciζ ≤ di}, i = 1, 2,
φ(a, a′) = α(‖a− a′‖2) with α(t) = 12θt
2, t ≥ 0,
where θ > 0 is fixed and Ci and di are given matrices and vectors that define the
polyhedrons Zi (i = 1, 2). For these choices, we obtain
δ∗(u | Zi) = max
ζ
{ζTu | Ciζ ≤ di} = min
w≥0
{dTi w | CTi w = u},
9
and α∗(s) = 12θs
2 for s ≥ 0. Hence, GRC (5) now reduces to the system of
(in)equalities 
aT0 x+ dT1 w + dT2 z + 12θ‖v‖
2
2 ≤ b
CT1 w = AT v
CT2 z = AT (x− v)
w, z ≥ 0,
where w and z are additional analysis variables. 










∣∣ ‖ζ‖1 ≤ B, ‖ζ‖∞ ≤ ρ1},
and let Z2 be the box
Z2 = {ζ | ‖ζ‖∞ ≤ ρ2},
with 0 < ρ1 ≤ ρ2. Along with these choices of Z1 and Z2, we make the additional
assumption that the nominal value a0 and the matrix A guarantee that U1 and U2
are nonnegative, i.e., U1 ⊂ U2 ⊂ Rm+ .






aifi(x) ∀a ∈ U1,∆ ∈ Rm+ .
Hence, any deviation from a ∈ U1 by only negative components relaxes the constraint
f(a, x) ≤ 0. Therefore, the distance measure should assign a zero distance to such
parameters, effectively ensuring feasibility for those parameters even if they are
outside the inner set U1. For instance this goal can be attained by choosing the
distance measure function




with θ a positive constant.
A tractable GRC can now be obtained from Theorem 1 by deriving the respective
terms in (5). We derive








b if fi(x) ≤ ui ∀i
−∞ otherwise.
Furthermore, we find




∣∣ s+ t = AT v},
by Lemma A.1, and δ∗(ATw | Z2) = ρ2‖ATw‖1. Finally, we obtain
φ∗(v;−v) = β∗(v) =
{
0 if 0 ≤ vi ≤ 1 ∀i,
∞ otherwise.
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If we combine all these results, then for this particular example, GRC (3) reduces to
∑m
i=1(a0)ifi(x) +B‖s‖∞ + ρ1‖t‖1 + ρ2‖ATw‖1 ≤ b
AT v = s+ t
fi(x) ≤ vi + wi ∀i
0 ≤ vi ≤ 1 ∀i.

4.2 Distance measures based on phi-divergence functions










, a, a′ ∈ Rm+ , (16)
where ϕ(t) is convex for t ≥ 0, ϕ(1) = 0, 0ϕ(a/0) ≡ a limt→∞ ϕ(t)/t for a > 0 and
0ϕ(0/0) ≡ 0. The function ϕ is referred to as the phi-divergence function. The
phi-divergence measure is often applied to, but not restricted to, probability vectors.
It is, however, required that the arguments are nonnegative vectors.
If we let η(a, b) ≡ bϕ(a/b), then φ(a, a′) =
∑m
i=1 η(ai, a′i). Because φ(., .) is
separable it follows that φ∗(s; t) =
∑m
i=1 η
∗(si; ti). The convex conjugate of η(a, b) is
























0 if ϕ∗(s) ≤ −t,
∞ otherwise.
Hence, by Theorem 1, we find that, for the φ-divergence distance (16), x satisfies
GRC (3) if and only if there exist v, w ∈ Rm that satisfy{
aT0 (v + w) + δ∗(AT v | Z1) + δ∗(ATw | Z2)− f∗(v + w, x) ≤ 0,
ϕ∗(vi) ≤ vi, i = 1, . . . ,m.
(17)
Example 4. Suppose that it is required that the expectation of a function of the
decision variable x ∈ Rn and a random variable Y ∈ R is less or equal to b, i.e.,
E[g(x, Y )] ≤ b. (18)
Let Y be a discrete random variable:
Pr(Y = yi) = ai, i = 1, . . . ,m,
with a = (a1, . . . , am) being a probability vector: a ≥ 0 and aT e = 1. Constraint




aig(x, yi)− b ≤ 0. (19)
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Suppose that a is an uncertain parameter with associated uncertainty sets defined
by (4) where
Z1 = {ζ ∈ RL | a0 +Aζ ≥ 0, ‖ζ‖∞ ≤ ρ},
Z2 = {ζ ∈ RL | a0 +Aζ ≥ 0},
with aT0 e = 1 and A ∈ Rm×L a matrix such that AT e = 0. Note that these
assumptions guarantee that all vectors in U1 and U2 are probability vectors.
Suppose that we want to handle the constraint in a globalized manner as in GRC
(3) by using the phi-divergence distance (16) with
ϕ(t) = 1t (t− 1)
2,
which is known as the χ2-distance. The convex conjugate of this function is (see
Ben-Tal et al., 2013)
ϕ∗(s) = 2− 2
√
1− s, s < 1.
Note that the restriction ϕ∗(vi) ≤ vi now simplifies to 0 ≤ vi < 1. The function
f(a, x) is similar to the one in Example 3, hence
f∗(v + w, x) =
{
b if g(x, yi) ≤ vi + wi ∀i,
−∞ otherwise.
Note that Z2 is polyhedral and Z1 the intersection of a polyhedral set and `∞ norm
ball. This yields
δ∗(ATw | Z2) = min
s
{aT0 s |AT s+ATw = 0, s ≥ 0}
and







∣∣AT t+ u1 = 0, t ≥ 0}+ ρ‖u2‖1 ∣∣∣∣ u1 + u2 = AT v}.
Inserting the above results in (17), then after some simplifications the GRC for
this example reduces to
aT0 (v + w + s+ t) + ρ‖AT (v + t)‖ ≤ b
AT (s+ w) = 0
g(x, yi) ≤ vi + wi ∀i
0 ≤ vi < 1 ∀i
s, t ≥ 0
v, w, s, t ∈ Rm, x ∈ Rn.

4.3 Relation to initial GRC
Consider GRC (9) in the case of a linear uncertain constraint, i.e., f(a, x) = aTx− b.
In this case, the GRC can be rewritten as
(a0 +Aζ)Tx− b ≤ min
ζ′∈Z1
φ(ζ, ζ ′), ∀ζ ∈ Z2. (20)
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This GRC is very similar to the GRC previously considered by Ben-Tal et al. (2009a,
see Chapter 3). If we focus on the uncertain parameter a, and thus ignore any
possible uncertainty in b, then their GRC translates to
(a0 +Aζ)Tx− b ≤ θmin
ζ′
{‖ζ − ζ ′‖ | ζ ′ ∈ Z1, ζ − ζ ′ ∈ C}, ∀ζ ∈ Z2, (21)
where θ ≥ 0 is a fixed constant, C is a closed convex cone, and Z2 = Z1 +C. Ben-Tal
et al. (2009a) show that x satisfies (21) if and only if x satisfies{
(a0 +Aζ)Tx ≤ b, ∀ζ ∈ Z1,
(A∆)Tx ≤ θ, ∀∆ ∈ C : ‖∆‖ ≤ 1. (22)
Each of these semi-infinite constraints can be dealt with in the usual robust opti-
mization approach for RCs.
We observe a number of differences between GRCs (20) and (21). First, the
controlled violation in (21) is linear in the norm of ζ− ζ ′, whereas this is not required
in (20). Second, the largest uncertainty set Z2 in (21) needs the special structure that
it can be written as the sum of Z1 and a closed convex cone C, which is not required
in (20). Third, in some situations, the distance between the uncertain parameter
ζ and Z1 is measured in a counter-intuitive manner in (21), because the difference
between ζ and ζ ′ has to be in the cone C.
If we assume φ(ζ, ζ ′) = θ‖ζ − ζ ′‖, then, in light of the differences mentioned
above, the GRCs (20) and (21) could turn out different or not, depending on the
choices Z1, Z2 and C. This is illustrated by the following two examples.
Example 5. Let Z1 = {ζ ∈ RL | ‖ζ‖∞ ≤ ρ}, C = RL, and let ‖.‖ be any fixed norm.
Using the standard results in RO yields that (22) is equivalent to{
aT0 x+ ρ‖ATx‖1 ≤ b,
‖ATx‖∗ ≤ θ.
On the other hand, using the result derived in (15), (20) is equivalent to{
aT0 x+ δ∗(v | Z1) + δ∗(ATx− v | Z2) ≤ b,
‖v‖∗ ≤ θ.
Because Z2 = Z1 + C = RL, it readily follows that ATx = v, and, since δ∗(v | Z1) =
ρ‖v‖1, it follows that GRCs (20) and (21) are identical for this example. 
Example 6. Let Z1 = {ζ ∈ RL | ‖ζ‖∞ ≤ ρ}, C = {γe | γ ∈ R}, Z2 = Z1 + C,
Z̃ = {∆ ∈ C | ‖∆‖ ≤ 1}, with e the all-one vector in RL and ‖.‖ any fixed norm.
So the cone C represents deviations from Z1 that are of equal magnitude in all
dimensions.
We derive the following support functions:
δ∗(v | Z1) = ρ‖v‖1,
δ∗(v | C) =
{
0 if vT e = 0,
∞ if vT e 6= 0,
δ∗(v | Z1 + C) = δ∗(v | Z1) + δ∗(v | C),
δ∗(v | Z̃) = max
γ∈R







ζ ′′ ζ ′
Figure 1: Different measurement of distance of ζ to Z1: regular norm distance (dashed
line) and norm distance limited to vectors in the cone C (dotted line).
Now, we find that (22) reduces to{
aT0 x+ ρ‖ATx‖1 ≤ b
δ∗(ATx | Z̃) ≤ θ ⇔
{
aT0 x+ ρ‖ATx‖1 ≤ b
|eTATx|/‖e‖ ≤ θ.
On the other hand, we find that (20) reduces to
aT0 x+ ρ‖v‖1 ≤ b
eT (ATx− v) = 0
‖v‖∗ ≤ θ.
Hence, in this example we see that the two GRCs are not identical. The reason for
this difference is illustrated in Figure 1, which shows the two uncertainty sets Z1 and
Z2 in R2. The usual distance of the point ζ to Z1 is illustrated by the dashed line.
The distance measure used in (21) is illustrated by the dotted line, ζ − ζ ′′ which has
to be in the cone C. 
5 GRC approach to deal with infeasibilities
5.1 Trade-off between primary objective and constraint violations
If the robustness of a solution in an uncertain environment is an issue, then this implies
that we are dealing with a multi-objective problem: both the primary objective and
robustness are important. The traditional RO approach handles these two objectives
by requiring full feasibility of the solution in an uncertainty set. A drawback of
this approach is that it obfuscates the trade-off between the two objectives that is
actually reflected by the choice of the uncertainty set. A larger uncertainty set puts
more emphasis on the robustness than a smaller uncertainty set would. In the end,
an uncertainty set has to be chosen, and for a decision maker it should be clear what
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this choice means in terms of the trade-off between the primary objective(s) and the
robustness of the resulting solution.
Before we can actually make the trade-off, it has to be determined how the
objectives, i.e., the primary objective and robustness, are actually measured in an
uncertain environment. For example, the objectives can be measured by a single
scenario criterion (e.g., the nominal scenario), a worst-case criterion, but also by an
average behavior criterion. Moreover, the robustness can be measured by absolute
feasibility, i.e., the solution is feasible or not, but also by the sum or maximum of
constraint violations.
A straightforward approach to determine the trade-off between the primary
objective and feasibility of a problem is to evaluate solutions of the problem’s RC
solved for different uncertainty sets. However, the RC can become infeasible, when
the uncertainty set gets too large. So, when robustness is the main concern, then the
question becomes whether this approach can offer a complete trade-off overview, or
that other approaches are required to yield additional insight.
In the next section, several approaches are presented that can be used to gain
more insight in the trade-off between the primary objective and the robustness of a
solution.
5.2 Approaches to control constraint violations
Instead of focusing on an individual uncertain constraint, we now look at an entire
optimization problem. We start by defining the uncertain optimization problem:
min f0(x)
s.t. fi(a, x) ≤ 0 i = 1, . . . , p
x ∈ X,
(P)
with an uncertain parameter a ∈ Rm. For simplicity, we assume that all constraints
depend on the same uncertain parameter. The restriction x ∈ X is assumed to
represent the certain constraints of the problem, where X ⊂ Rm.
Suppose that (P) is feasible for the nominal value a = a0, but we are interested
in finding a robust solution for the uncertainty set U2 = {a = a0 + Aζ | ζ ∈ Z2}.
Therefore, we consider the RC
min f0(x)
s.t. fi(a, x) ≤ 0, ∀a ∈ U2, i = 1, . . . , p
x ∈ X.
(RC)
The size of the uncertainty set can be varied to obtain a different trade-off between
objective and robustness. However, if U2 is too large it may happen that there is
no robust feasible solution. Hence, if the uncertainty set U2 reflects the uncertainty
set where robustness of the solution is desired, then the RC approach has no way of
controlling constraint violations in this uncertainty set.
An alternative approach, which can be applied to larger uncertainty sets, is to
minimize the constraint violations. Taking (RC) as a starting point, we can minimize





s.t. fi(a, x) ≤ yi, ∀a ∈ U2, i = 1, . . . , p
x ∈ X, y ∈ Rp+.
(RC-sum)
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Note that as an alternative, it is also possible to minimize the maximum constraint
violation instead of the sum. As explained in Iancu and Trichakis (2014), solutions to
RO problems are not necessarily unique. This could be the situation for (RC-sum) as
well, and because the original objective function is completely ignored in (RC-sum), a
second optimization problem should be solved afterwards taking the optimal objective
value Y ∗ of (RC-sum) as an input. This yields a variation of the (RC) problem
where the original constraints are now relaxed:
min f0(x)
s.t. fi(a, x) ≤ yi, ∀a ∈ U2, i = 1, . . . , p
p∑
i=1
yi ≤ Y ∗
x ∈ X, y ∈ Rp+.
(RC-rel)
Just as it is a legitimate goal to optimize the worst-case objective in the standard
RO approach, it is also a legitimate goal to minimize the worst-case sum of constraint
violation as formulated in (RC-sum). However, just as for standard RO, the average
behavior of the solution should be considered as well. The same can be said about
problem (RC-rel). It is not necessarily the case that for a fixed uncertainty set U2 the
optimal solution to (RC-rel) also results in acceptable average behavior with respect
to the constraint violations. The worst-case sum of violations might be obtained
for a solution that results in unacceptably high violations for scenarios close to the
nominal value. Therefore, to improve average behavior, it might be worthwhile to
consider problems (RC-sum) and (RC-rel) with uncertainty sets of different sizes.
Yet another alternative to deal with the infeasibility of (RC) is to take a GRC
approach. Hereto, first an inner uncertainty set U1 needs to be defined for which
(RC) is feasible. Similar to (RC-sum), we can then minimize the sum of the weights





s.t. fi(a, x) ≤ θi min
a′∈U1
φi(a, a′), ∀a ∈ U2, i = 1, . . . , p
x ∈ X, θ ∈ Rp+.
(GRC-sum)
Once the optimal objective value Θ∗ has been found, we can find the solution with
the best objective value for the original problem among all optimal solutions to
(GRC-sum) by solving
min f0(x)
s.t. fi(a, x) ≤ θi min
a′∈U1




x ∈ X, θ ∈ Rp+.
(GRC-rel)
The advantage of the GRC approach is that the average behavior of the constraint
violations can be further improved compared to the RC approach. The reason is
that the RC approach either takes full responsibility for the constraint violation, or
no responsibility at all in the case of a shrinked uncertainty set. The GRC approach,
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on the other hand, considers all possible constraint violations but with varying
importance.
Note that the bound on the weights θi in (GRC-rel) can be relaxed by
p∑
i=1
θi ≤ (1 + κ)Θ∗, (23)
where κ is a nonnegative parameter that gives the decision maker further control on
the trade-off between the solution’s objective value and robustness. As κ increases,
constraint violations outside U1 get more relaxed and the problem approaches the
(RC) model applied to uncertainty set U1 instead of U2.
6 Numerical results
In this section we study an inventory model that has previously been studied by
Ben-Tal et al. (2004). In this model production levels have to be chosen such that
demand can be supplied and the inventory level is between given lower and upper
bounds. The demands in all periods of the planning horizon are uncertain. Ben-Tal
et al. (2004) solve the model using an affinely adjustable robust counterpart (AARC)
approach, i.e., production decisions follow from decision rules that depend on the
observed demands in the previous periods. This leads to much better results than
the RC approach, where the production levels of all periods have to be made at the
start of the planning horizon.
In the current example, we return to the more classical situation where all decisions
are here-and-now decisions. This is not uncommon for short term or medium term
planning periods. Often, decisions have to be communicated to suppliers, employees,
and customers well in advance. Therefore, it is impossible or undesirable to change
decisions when new information becomes available. Thus, our goal is to minimize
the costs of the production plan, but the primary focus is to obtain a production
plan that is robust, i.e., the plan is feasible for all demand scenarios where feasibility
is a reasonable requirement, and the plan yields constraint violations that are few in
number and small in magnitude when the demand scenario is such that feasibility is
not possible or not a reasonable requirement.
6.1 The production-inventory model
We consider a single product inventory system, which is comprised of a warehouse
and I factories. A planning horizon of T periods is used. In the model we use the
following parameters and variables, using the same notation as in Ben-Tal et al.
(2004).
Parameters.
dt : Demand for the product in period t;
Pi(t) : Production capacity of factory i in period t;
ci(t) : Cost of producing one product unit at factory i in period t;
Vmin : Minimal allowed level of inventory at the warehouse;
Vmax : Storage capacity of the warehouse;




pi(t) : The amount of the product to be produced in factory i in period t;
v(t) : Inventory level at the beginning of period t (v(1) is given).
Optimization model. We try to minimize the total production costs over all
factories and the whole planning horizon. The restriction is that all demand in period
t must be satisfied by units on stock in the warehouse or by the production in period
t. If all the demand, and all other parameters, are certain in all periods 1, . . . , T ,










0 ≤ pi(t) ≤ Pi(t) i = 1, . . . , I, t = 1, . . . , T
T∑
t=1
pi(t) ≤ Qi i = 1, . . . , I
v(t+ 1) = v(t) +
I∑
i=1
pi(t)− dt t = 1, . . . , T
Vmin ≤ v(t) ≤ Vmax t = 2, . . . , T + 1.










0 ≤ pi(t) ≤ Pi(t) i = 1, . . . , I, t = 1, . . . , T
T∑
t=1
pi(t) ≤ Qi i = 1, . . . , I








dt ≤ Vmax t = 1, . . . , T.
6.2 Illustrative data set
We use the data set from the illustrative example by Ben-Tal et al. (2004). Hence,
there are I = 3 factories and the planning period is T = 24 periods, representing one
full season of 48 weeks. The nominal demand d?t has a seasonal pattern given by
d?t = 1000
(





, t = 1, . . . , T.
The production costs depend on the factory and on time and follow the same
seasonal pattern as the demand. The production cost per unit for factory i at period
t is given by:
ci(t) = αi
(





, t = 1, . . . , T,
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Figure 2: The nominal demand pattern and the uncertainty set U(1).
with
α1 = 1, α2 = 1.5, α3 = 2.
The maximal production capacity of each factory during each period is Pi(t) = 567
units, and the integral production capacity of each one of the factories for the
planning horizon is Qi = 13,600. The inventory at the warehouse should be no less
than 500 units, and cannot exceed 2,000 units.
It is assumed that the demand is the only uncertain data in the problem. We
assume that dt ∈ [0.9d?t , 1.1d?t ], i.e., the uncertainty level is 10%, which is lower
than the 20% used in Ben-Tal et al. (2004). We use a lower uncertainty level to
counterbalance the fact that we consider here-and-now decisions instead of wait-and-
see decisions. Using the notation for uncertainty sets introduced in Section 2, this









∣∣∣ ‖ζ‖∞ ≤ ρ}, d? = (d?1, . . . , d?T )T , A = 0.1 diag(d?).
The parameter ρ determines the size of the `∞-box for the primitive uncertainties ζ,
and consequently also the size of the uncertainty set U(ρ). The original uncertainty
set, which corresponds to the uncertainty level 10%, is U(1). This is illustrated in
Figure 2. In the next section, also other uncertainty sets will be used by taking
different values for ρ.
6.3 The experiments
In this section, several solutions for the production-inventory problem are obtained
using the approaches from Section 5. The solutions are compared by the objective
value and several robustness measures related to the average behavior of constraint
violations in the optimization problem (24). The average behavior is evaluated by
sampling 5,000 demand patterns uniformly from the uncertainty set U(1). The
reported performance measures related to the constraint violations of a solution are:
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P(nominal) – 33,822 0 14.6 94.8 219.4 1,331.1
RC 0.31 35,758 5.7 1.8 34.2 27.7 67.3
RC-rel 0.41 35,778 5.8 1.0 22.1 16.9 34.1
RC-rel 1.00 33,221 −1.8 19.1 99.9 899.5 3,551.1
GRC-rel-L 0.31 35,918 6.2 0.8 8.8 9.1 34.1
GRC-rel-Q 0.31 36,529 8.0 0.2 1.7 1.7 8.5
GRC-rel-Q 0.01 36,426 7.7 0.2 2.1 2.0 8.9
GRC-rel-Qa 0.01 35,721 5.6 0.5 7.9 9.2 23.5
Table 2: Numerical results for the inventory problem. For the RC and RC-rel models,
ρ denotes the radius of primitive uncertainties. For the GRC models, this refers to
the inner uncertainty set. The performance of the solutions is given by the objective
value, its deviation from the nominal model’s objective value, and the average behavior
with respect to the (48) uncertain constraints. The percentage of violated constraints,
the percentage of infeasible solutions, the maximum violation and the sum of the
constraint violations are reported for a simulation study of 5,000 demand scenarios
sampled uniformly from the uncertainty region (radius 1).
aObtained by using the relaxed constraint (23) on the weights with κ = 0.03.
Constraints violated (%) The percentage (averaged over the sampled demand
patterns) of uncertain constraints that are violated by the solution. Recall
that problem (24) has 2T = 48 uncertain constraints, but at most T = 24
constraints can be violated simultaneously.
Infeasible (%) The percentage of demand patterns for which the solution violates
at least one uncertain constraint.
Max violation The average of the solution’s largest constraint violation for a
demand pattern.
Sum violation The average of the sum of all constraint violations.
The optimization problem (24) can be solved for the nominal demand pattern d?.
This model does not consider any uncertainty at all, and therefore, its solution cannot
be expected to perform well on the average behavior for the constraint violations.
This is indeed the case as can be seen in Table 2. For example, almost 95% of the
sampled demand patterns result in at least one constraint violation, and the average
sum of constraint violations is 1,331.1.
Next, we shall explore the trade-off between objective value (total production costs)
and the robustness by considering the approaches from Section 5.2. First, consider
the RC of problem (24), analogously to the RC of problem (P) we considered in
Section 5. This problem is infeasible for uncertainty set U(1). The largest uncertainty
set for which the RC is feasible is U(0.31). The optimal solution for this model is
not necessarily unique, and therefore, we obtained the solution, among all optimal
solutions, that minimizes the sum of the slacks of all uncertain constraints, which
guarantees a Pareto robustly optimal (PRO) solution (see Iancu and Trichakis, 2014).
The RC solution results in a deterioration of 5.7% in objective value compared to
the nominal problem’s objective value. On the other hand, a significant performance
increase is obtained for the constraint violations. If we apply the RC model for
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RC RC-rel GRC-rel-Q (ρ = 0.31) GRC-rel-Q (ρ = 0.01)
(a) Constraints violated (%) vs. costs.






(b) Infeasible (%) vs. costs.






(c) Maximum violation vs. costs.





(d) Sum of constraint violations vs. costs.
Figure 3: Trade-off between objective value (costs) and four robustness measures for
solutions obtained by different approaches. The most robust points on the RC curves
are obtained with U(0.31). The most robust points on the RC-rel curves are marked by
a dot and are obtained by using U(0.41).
smaller uncertainty sets U(ρ), with ρ < 0.31, then the objective value improves at
the expense of the robustness. This is visualized in Figure 3.
Another class of solutions can be obtained by applying model (RC-rel) to the
production-inventory problem (24). This model is feasible for any uncertainty set
U(ρ), so we can apply it for the original uncertainty set U(1), but also for smaller
sets. If we look at Figure 3, we can make some interesting observations. For ρ ≤ 0.31,
the (RC-rel) model yields similar results as the (RC) model. If we increase ρ, then
we see that the robustness of the solutions can be improved until ρ = 0.41. For
ρ > 0.41, the robustness starts deteriorating again. Apparently, protecting against
the worst-case constraint violations for larger uncertainty sets is not necessarily good
for the robustness criteria based on the average behavior.
The (GRC-rel) model is also applied to the production-inventory problem with
inner uncertainty set U1 = U(0.31) and outer uncertainty set U2 = U(1). This inner
uncertainty set guarantees feasibility for the same uncertainty set for which feasibility
can also be guaranteed for the (RC) model, but later we shall also apply the model
with a smaller inner uncertain set.
Two different types of distance measure functions are applied to the (GRC-rel)
model:
φi(a, a′) = ‖a− a′‖1,
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and
φi(a, a′) = ‖a− a′‖22,
and the resulting problems are referred to by (GRC-rel-L) and (GRC-rel-Q), respec-
tively. Note that problem (GRC-rel-L) can be formulated as a linear optimization
problem, and problem (GRC-rel-Q) is a conic quadratic optimization problem.
It can be seen from Table 2 that with the (GRC-rel) models solutions can be
obtained that improve the robustness beyond a level than is possible with the
previously discussed approaches. In this respect, the (GRC-rel-Q) model yields
better results than the (GRC-rel-L) model, which is also more sensitive to the choice
of the inner uncertainty set. The (GRC-rel-L) model suffers from the same drawback
that we observed for the (RC-rel) model albeit less severely: protecting against
worst-case sum of violations is not necessarily good for the average behavior. The
(GRC-rel-Q) model with the squared norm, on the other hand, allows relatively large
constraint violations for parameters further away from the inner uncertainty set than
the (GRC-rel-L) model, but it does not neglect them either such as the (RC-rel)
model does for small ρ. The solutions obtained for the (GRC-rel-Q) model violated
only 0.2% of the 48 uncertain constraints and the solutions are infeasible for only
1.7% of the demand patterns. Also the maximum and sum of violations are very
small compared to the other approaches. We also solved the (GRC-rel) model with
a distance measure function that is linear in the `2-norm, i.e., φi(a, a′) = ‖a− a′‖2,
and the results were very similar to the (GRC-rel-L) model. Thus, the better results
of the (GRC-rel-Q) model compared with the (GRC-rel-L) models are mainly caused
by the fact that the (GRC-rel-Q) model uses a quadratic distance measure function
instead of a linear one, and not by the underlying norm (2-norm vs. 1-norm).
There is actually quite a gap between the most robust solutions for model (GRC-
rel-Q) and the (RC) model. It turns out that we can close this gap and obtain
intermediate solutions by relaxing the upper bound on the distance measure weights
in (GRC-rel-Q) by using (23) instead. Figure 3 illustrates the trade-off between the
objective value and robustness measures that can be obtained by this relaxation.
The (GRC-rel-Q) model can also applied with smaller inner uncertainty set than
U(0.31). An interesting suggestion could be to pick the uncertainty set for which the
nominal solution remains feasible. Here we choose the uncertainty set U(0.01), which
is actually a very small region surrounding the nominal value. This inner uncertainty
set does no longer guarantee feasibility in the largest possible uncertainty set where
this is possible, which is U(0.31). However, the performances of the solutions that
we obtain for the (GRC-rel) model with inner uncertainty sets U(0.01) and U(0.31)
are almost identical for both the objective value and average robustness measures.
On the other hand, the trade-off curves for both uncertainty sets, which are obtained
by applying the relaxation on the weights, are quite different. As we have already
observed, the trade-off curve for inner uncertainty set U(0.31) approaches the solution
obtained by the (RC) model. The trade-off curve for inner uncertainty set U(0.01)
yields combinations of objective values and averge robustness measures that are well
beyond the results obtained by the alternative models. The performance of one of
these solutions, which has a comparable objective value to the solutions obtained by
the (RC) model with U(0.31) and (RC-rel) model with U(0.41), is shown in Table 2.
Solving the (GRC-rel) model also yields the optimal weight θi for the distance
measure functions in the GRC of the ith constraint. This gives an indication what
constraints are more likely to be violated or more likely to have larger violations
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(a) (GRC-rel-Q) with U(0.31).













(b) (GRC-rel-Q) with U(0.01).















(c) (GRC-rel-Q) with U(0.01) and relaxed weights with κ = 0.03.
Figure 4: Optimal weights for distance measure functions corresponding to the GRCs
for the stock lower and upper bound in each period.
than other constraints. Figure 4 shows the weights for constraints (lower and upper
bound) on the stock levels in each period of the planning horizon. Not surprisingly,
the weights are larger towards the end of the planning horizon, because corresponding
constraints are affected by more uncertain demands than stock level constraints near
the start of planning horizon.
Figure 5 shows a graphical illustration of the actual production plans for four
different models. Recall that the factory’s production costs follow the seasonal
pattern and that factory 1 has the lowest production costs, and factory 3 the largest.
Near the end of the planning horizon, that is roughly from period 15 to 24, we
observe different patterns of inventory building to match the demand in the last
periods. Clearly, the nominal solution builds up inventory in the low-cost season
(period 17–21) and stops production in in the last period. The (RC) and (RC-rel)
solutions postpone this production more towards the end of the planning horizon.
The (GRC-rel-Q) solution follows the nominal demand pattern more directly, and
does not build up inventory at all, and produces less in the low-demand season and
consequently more towards the end of the planning horizon.
The sampling method used in Table 2 is the uniform distribution in U(1), which
corresponds to i.i.d. random samples taken from Unif(−1, 1) for ζt, t = 1, . . . , T .
Alternatively, we also consider sampling ζt from the triangular distribution, and two
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(b) RC solution for ρ = 0.31









(c) RC-rel solution for ρ = 0.41









(d) GRC-rel-Q solution for ρ = 0.31
Figure 5: Graphical illustration of production plans.
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Figure 6: Distributions used for sampling ζt from U(1), t = 1, . . . , T .
different Beta distributions mapped on the [−1, 1] interval. All four distributions are
illustrated in Figure 6.
We have also evaluated the average behavior of a selection of the most interesting
models in Table 2 for the alternative sampling methods. The results are shown in
Table 3. The results are according to our expectations: compared to the uniform
distribution, the average performance of all solutions improves for the triangular and
Beta(6, 6) distributions and deteriorates for the Beta(0.5, 0.5) distribution. However,
the relative performance differences of the solutions does not change much, i.e.,
the GRC-rel-Q solution gives still the best average performance for the constraint
violations.
7 Concluding remarks
In this paper, we have derived tractable GRCs. Compared to the initial GRCs in the
literature, our GRC is applicable to nonlinear constraints instead of only linear or
conic constraints, and the GRC is more flexible with respect to both the uncertainty
set and distance measure function, which are used to control the constraint violations.
These extensions make the concept of globalized robust optimization more applicable.
We showed that GRCs are useful to provide an extended trade-off overview
between the objective value and robustness measures of different solutions. This
is particularly relevant when the RC model turns out to be infeasible for a chosen
uncertainty set. However, also in case the RC model is feasible, the GRC approach
could be used as a means to explore the trade-off between relaxation of the feasibility
requirement in the uncertainty set against improvement of the problem’s objective
value.
The GRC approach presented in this paper offers the ability to find solutions
that improve average robustness measures beyond the possibilities of RC-based
approaches. This ability appears to be, at least partially, based on the newly derived
tractable GRCs, which allow the use of nonlinear distance measure functions to control














P(nominal) – 33,822 Uniform 14.6 94.8 219.4 1,331.1
Triangular 14.0 93.8 150.9 905.3
Beta(6,6) 13.4 94.5 103.4 599.6
Beta(0.5,0.5) 15.5 96.7 282.4 1,714.7
RC 0.31 35,758 Uniform 1.8 34.2 27.7 67.3
Triangular 0.5 15.0 6.4 10.4
Beta(6,6) 0.1 3.2 0.7 0.9
Beta(0.5,0.5) 3.3 50.0 58.3 172.1
RC-rel 0.41 35,778 Uniform 1.0 22.1 16.9 34.1
Triangular 0.2 6.4 2.4 3.1
Beta(6,6) 0.0 0.4 0.1 0.1
Beta(0.5,0.5) 2.2 37.1 41.9 105.9
GRC-rel-L 0.31 35,918 Uniform 0.8 8.8 9.1 34.1
Triangular 0.1 1.7 0.8 1.8
Beta(6,6) 0.0 0.1 0.0 0.0
Beta(0.5,0.5) 1.8 17 24.5 107.1
GRC-rel-Q 0.31 36,529 Uniform 0.2 1.7 1.7 8.5
Triangular 0.0 0.0 0.0 0.0
Beta(6,6) 0.0 0.0 0.0 0.0
Beta(0.5,0.5) 0.8 6.4 7.8 41.1
Table 3: Performance of solutions for various distributions for ζt, t = 1, . . . , T . For the
RC and RC-rel models, ρ denotes the radius of primitive uncertainties. For the GRC
models, this refers to the inner uncertainty set. The performance of the solutions is
given by the objective value and the average behavior with respect to the (48) uncertain
constraints. The percentage of violated constraints, the percentage of infeasible solutions,
the maximum violation and the sum of the constraint violations are reported by sampling
from four different distribution on U(1).
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A Conjugate functions, support functions and Fenchel
duality
In this section we give some basic results on conjugate functions, support functions
and Fenchel duality. For a detailed treatment we refer to Rockafellar (1970).
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Lemma A.1. Let S1, ..., Sk be closed convex sets, such that ∩i ri(Si) 6= ∅, and let
S = ∩ki=1Si. Then











Lemma A.2. Assume that fi, i = 1, . . . , k, are concave, and the intersection
of the relative interiors of the domains of fi, i = 1, . . . , k, is nonempty, i.e.,


















and the sup is attained for some v1, . . . , vk.
Lemma A.3. Assume that fi, i = 1, . . . , k, are convex, and the intersection
of the relative interiors of the domains of fi, i = 1, . . . , k, is nonempty, i.e.,

















and the inf is attained for some v1, . . . , vk.
Theorem A.4 (Fenchel duality theorem). Let f be a proper convex function and g
a proper concave function and define the primal problem
inf{f(x)− g(x) | x ∈ dom(f) ∩ dom(−g)} (25)
and its Fenchel dual problem
sup{g∗(y)− f∗(y) | y ∈ dom(−g∗) ∩ dom(f∗)}. (26)
1. If ri(dom(f)) ∩ ri(dom(−g)) 6= ∅, then the optimal values of (25) and (26) are
equal and the minimum value of (25) is attained.
2. If ri(dom(f∗) ∩ ri dom(−g∗) 6= ∅, then the optimal values of (25) and (26) are
equal and the maximum value of (26) is attained.
Note that since f∗∗ = f and g∗∗ = g, we have that the dual of (26) is (25).
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