Introduction {#Sec1}
============

Clustering is one of the most basic and ubiquitous methods to analyze data^[@CR1],[@CR2]^. Traditionally, clustering is viewed as separating data elements into disjoint clusters of comparable sizes. Complications to this simplistic picture are becoming more prevalent, particularly following the rise of network science and nuanced clustering methods that reveal heterogeneous cluster size distributions^[@CR3],[@CR4]^, overlaps^[@CR5]--[@CR8]^, and hierarchical structure^[@CR9]--[@CR12]^. A growing consensus suggests that applying clustering is more about identifying appropriate techniques for the particular problem and properly interpreting the results, than developing a silver-bullet clustering method^[@CR13],[@CR14]^.

The most fundamental step towards understanding, evaluating, and leveraging identified clusterings is to quantitatively compare them. Clustering comparison is the basis for clustering evaluation, consensus clustering, and tracking the temporal evolution of clusters, among many other tasks. The proliferation of nuanced clustering methods presents new challenges for clustering comparison^[@CR3],[@CR15]^ and renders current methods susceptible to critical biases^[@CR3],[@CR16]--[@CR20]^. In addition to the consistent grouping of elements into clusters, similarity measures must account for many other aspects of clusterings, such as the number of clusters, the size distribution of those clusters, multiple element memberships when clusters overlap, and scaling relations between levels of hierarchical clusterings.

Despite the increasing prevalence of irregular cluster features, the effect of such structure on clustering similarity has received little attention. Here we illustrate that the most popular clustering similarity measures are vulnerable to critical biases, calling the appropriateness of their general usage into question. We also argue that these biases are maintained or exacerbated by extensions to accommodate overlapping or hierarchical clusterings^[@CR21]--[@CR24]^, suggesting that none of the existing frameworks for clustering similarity are adequate for comparing overlapping and hierarchically structured clusterings.

Here we propose a new *element-centric* framework for clustering similarity that naturally incorporates overlaps and hierarchy. In our approach, elements are compared based on the relationships induced by the cluster structure, in contrast to the traditional *cluster-centric* philosophy. As we will see, this change in perspective resolves many of the aforementioned difficulties and avoids the common biases induced by irregular cluster structure.

Bias in Clustering Comparisons {#Sec2}
==============================

Every clustering similarity measure must trade-off between variation in three primary characteristics of clusterings: the grouping of elements into clusters, the number of clusters, and the size distribution of those clusters^[@CR17],[@CR20],[@CR25]--[@CR28]^. A failure to account for all three characteristics can result in a biased comparison in which clusterings with exaggerated features are favored over more intuitively similar clusterings. Before exploring these trade-offs further, we offer an illustrative example by the comparisons between clustering pairs shown in Fig. [1](#Fig1){ref-type="fig"}. Here we focus on three exemplary similarity measures---the normalized mutual information (NMI), Fowlkes-Mallows index (FM), and our element-centric similarity measure---and extend our discussion to a larger selection later. In the first set of comparisons (Fig. [1a](#Fig1){ref-type="fig"}), we demonstrate a bias towards clusterings with heterogeneous cluster sizes: NMI and the element-centric similarity determine the middle clustering is more similar to the left clustering than the right clustering, yet FM concludes the opposite---the middle clustering is more similar to the right clustering than the left---as it is biased by the large cluster in the right clustering. In the second set of comparisons (Fig. [1b](#Fig1){ref-type="fig"}), we illustrate a bias towards clusterings with more clusters: FM and the element-centric similarity determine the middle clustering is more similar to the left clustering than the right clustering, yet NMI concludes the opposite---the middle clustering is more similar to the right clustering than the left clustering---as it is biased by the number of clusters in the right clustering.Figure 1Two examples of counter-intuitive bias in clustering comparisons. Four clusterings are considered over 9 elements, and compared using the Fowlkes-Mallows index (FM), normalized mutual information (NMI), and our element-centric similarity measure. We argue that the comparison between the clusterings on the left is more similar than the comparison between clusterings on the right. (**a**) Both NMI and the element-centric similarity follow this intuition, but FM is biased towards large clusters and suggests the comparison on the right is more similar. (**b**) Both FM and the element-centric similarity follow this intuition, but NMI is biased towards many clusters and suggests the comparison on the right is more similar.

One approach to correct biases in clustering comparison is to consider clustering similarity in the context of a random ensemble of clusterings^[@CR18],[@CR26],[@CR29]--[@CR32]^. Such a correction for chance uses the expected similarity of all pair-wise comparisons between clusterings specified by a random model to establish a baseline similarity value. However, the correction for chance approach has severe drawbacks^[@CR20]^: (i) it is strongly dependent on the choice of random model assumed for the clusterings, which is often highly ambiguous, and (ii) no random model for overlapping or hierarchical clusterings has been suggested.

We introduce a simple set of synthetic clustering examples that illustrate the trade-offs between characteristics of clusterings. In each case, we outline the desired behavior for a measure of clustering similarity based on the extensive discussion in the literature^[@CR16],[@CR17],[@CR20],[@CR21],[@CR25],[@CR27]--[@CR30],[@CR33]--[@CR35]^. Our intuition is based on the use of clustering similarity in practice: similar clusterings should have a similar number of clusters, of similar sizes, and elements should have similar memberships. Consider a typical case facing a practitioner of data science: we have three clustering methods M1, M2, and M3 such that M1 produces the clustering on the left of Fig. [1a,b](#Fig1){ref-type="fig"}, M2 produces the clustering on the top right of Fig. [1a](#Fig1){ref-type="fig"}, and M3 produces the clustering on the bottom right of Fig. [1b](#Fig1){ref-type="fig"}. Which method, M1, M2, or M3 performed best in recovering the ground-truth clustering in the middle of Fig. [1a,b](#Fig1){ref-type="fig"}? The answer depends on the clustering similarity measure used. Yet, to our best understanding, clustering M1 is the only clustering that reflects the number, sizes, and memberships of the ground-truth clustering. While other intuitions are possible (i.e. that offered by information theory or the correction for chance as discussed further in the SI, Section [S2.11](#MOESM1){ref-type="media"}), we argue that the intuition adapted here most accurately captures the use of clustering comparisons in the literature^[@CR36]^.

Since it is difficult to isolate changing cluster sizes or number of clusters from the grouping of elements into clusters, our examples consider the case of randomized element memberships; however, in practice, quantitative comparisons would make simultaneous trade-offs between all three aspects of clusterings. Here we expand our focus to seven exemplary similarity measures representing many of the most common measures from the literature---the Jaccard index, Adjusted Rand index (ARI)^[@CR29]^, F measure, Fowlkes-Mallows index (FM)^[@CR21]^, percentage matching (PM), the normalized mutual information (NMI), overlapping normalized mutual information (ONMI)^[@CR23]^, and our element-centric similarity measure. We discuss another popular measure, the variation of information, in the SI, Section [S2.10](#MOESM1){ref-type="media"}, due to its interpretation as a distance measure. These four examples suggest that the most common clustering similarity measures are subject to critical biases which render them inappropriate for comparing generalized clusterings---only our element-centric similarity measure displays the intuitive behavior in all examples and does not suffer from the problem of matching (Fig. [2d](#Fig2){ref-type="fig"}).Figure 2Element-centric similarity behaves intuitively in three clustering similarity scenarios while common clustering similarity measures exhibit counter-intuitive behaviors. 1,024 elements are assigned to clusters according to the following scenarios (**a**--**c**) and compared using the Jaccard index, adjusted Rand index (ARI), the F measure, percentage matching (PM), normalized mutual information (NMI), overlapping normalized mutual information (ONMI), and our element-centric similarity. All results are averaged over 100 runs and error bars denote one standard deviation. (**a**) A clustering with 32 non-overlapping and equal-sized clusters is compared to a randomized version of itself where a fraction of the elements are shuffled. (**b**) A clustering with 32 non-overlapping and equal-sized clusters is compared against clusterings with increasing cluster size skewness. (**c**) A clustering with 8 non-overlapping and equal-sized clusters is compared against a clustering with *c* non-overlapping, equal-sized clusters and randomized element memberships for different values of *c*. (**d**) Only our element-centric similarity measure follows the intuitive behavior in all three scenarios and does not suffer from the problem of matching.

Bias in Randomized Membership {#Sec3}
=============================

In the first example, the consistent grouping of elements is tested by comparing a clustering of 1,024 elements into 32 equally sized clusters against itself after a fraction of element memberships have been shuffled between clusters (Fig. [2a](#Fig2){ref-type="fig"}). Intuition suggests that as the randomization increases, the similarity between the original clustering and the shuffled clustering should decrease from the maximum value (1.0 in all cases) to some non-zero value, reflecting the fact that the number and sizes of clusters are still identical. However, two measures reach zero, ignoring the similarity of the cluster size sequences. The ONMI is particularly conservative, reporting no similarity at just over 50% randomization; ONMI's surprising behavior highlights the difficulty of accommodating overlaps in a traditional similarity framework.

Bias in Skewed Cluster Sizes {#Sec4}
============================

The second example explores the bias favoring skewed cluster size sequences through a preferential attachment shuffling scheme (Fig. [2b](#Fig2){ref-type="fig"}). Starting from the same initial clustering of 1,024 elements into 32 equally sized clusters, we randomize all element memberships. The algorithm then proceeds to uniformly select a random element and reassign it to a new cluster based on the current sizes of those clusters. This procedure is run for a total of 5 × 10^6^ steps, with a comparison to the original clustering performed every 500 steps. We argue that the desired clustering comparison behavior should reflect the cluster size differences, and that a decrease in the entropy of the cluster size sequence (reflecting an increase in cluster size heterogeneity) is reflected by the two clusterings becoming less similar. However, we now see three distinct types of behaviors exhibited by the clustering similarity measures. The NMI and our element-centric similarity measure exhibit the intuitive behavior and decrease as the clustering entropy decreases. The ONMI and ARI maintain a zero similarity for all comparisons regardless of the clustering entropy. Finally, the F measure and Jaccard index increase as the entropy decreases: They cannot account for the differences in the cluster size distribution. This increase is a consequence of their formulation in terms of the correctly co-assigned element pairs while disregarding the incorrectly co-assigned element pairs.

Bias in The Number of Clusters {#Sec5}
==============================

Third, we investigate a scenario where the number and sizes of clusters in two clusterings diverge (Fig. [2c](#Fig2){ref-type="fig"}). Here we compare an initial clustering of 1,024 elements into 8 equally sized clusters against a second clustering generated by randomly assigning the elements to *c* regularly sized clusters, where *c* is the control parameter for the scenario. Hence, one clustering remains the same size, while the other has *c* regularly sized clusters. We see two distinctly different behaviors of the clustering similarity measures: the Jaccard index, F measure, ONMI, ARI and our element-centric similarity measure all follow our intuition and decrease with increasing *c*, while NMI increases with increasing *c*. The increasing behavior for NMI can be attributed to the aforementioned information-theoretic bias towards comparisons with more clusters^[@CR16],[@CR19],[@CR20],[@CR34],[@CR37]^, and counters the large body of established literature controlling for the number of clusters in a clustering solution^[@CR38],[@CR39]^. This bias makes NMI a particularly troubling measure for hierarchical clusterings where we expect the number of clusters to vary over several orders of magnitude.

The Problem of Matching {#Sec6}
=======================

Finally, we recount one of the oldest biases discussed in the literature, the problem of matching^[@CR15],[@CR40],[@CR41]^. The problem of matching is a symptom of all set-matching methods which identify a "best match" for each cluster. As a result, the measures completely ignore what happens to elements in the "unmatched" part of each cluster. For example, suppose $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\mathscr{A}}$$\end{document}$ is a clustering with *K* equal-sized clusters over *N* elements, with $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$N\gg K$$\end{document}$, and clustering $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$ {\mathcal B} $$\end{document}$ is obtained from $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\mathscr{A}}$$\end{document}$ by moving a small fraction of the elements in each cluster $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${{\mathscr{A}}}_{k}$$\end{document}$ to the cluster $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${{\mathscr{A}}}_{k+1{\rm{mod}}k}$$\end{document}$. Likewise, the clustering $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\mathscr{C}}$$\end{document}$ is obtained from $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\mathscr{A}}$$\end{document}$ by reassigning the same fraction of the elements in each $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${{\mathscr{A}}}_{k}$$\end{document}$ evenly between the other clusters. In this case, measures suffering from the problem of matching would say the similarity between $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\mathscr{A}}$$\end{document}$ and $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$ {\mathcal B} $$\end{document}$ is equal to the similarity between $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\mathscr{A}}$$\end{document}$ and $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\mathscr{C}}$$\end{document}$, contradicting the intuition that $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\mathscr{A}}$$\end{document}$ is more similar to $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$ {\mathcal B} $$\end{document}$ than $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\mathscr{C}}$$\end{document}$. For the measures considered here, only the percentage matching similarity measure suffers from the problem of matching. Despite this issue, it is important to note that the percentage matching has been used both in practice and in theory, typically when the clusterings are assumed to be relatively similar.

Consequence for Extensions to Overlapping and Hierarchical Structure {#Sec7}
====================================================================

The three examples discussed in this section illustrate biases in the case of disjoint clusterings without hierarchy. Despite the increasing prevalence of overlapping and hierarchical structured clusterings, there is a lack of intuition for the trade-offs encountered by clustering similarity measures in the presence of such structure. However, exploring the behavior of similarity measures when comparing partitions reveals useful insights into how these measures behave when comparing other clustering structures. The presence of overlaps can exaggerate the heterogeneity in cluster sizes^[@CR8]^, especially if one considers each overlap region as a separate cluster (i.e. as considered by the Omega index). Since hierarchical clusterings reflect cluster structure over many scales, the sizes of these clusters typically vary by orders of magnitude; for example, the benchmark models typically used to capture hierarchical structure in networks are full *k*-ary trees, and thus the number of clusters grows exponentially in the number of levels^[@CR9],[@CR23]^.

All but one of the similarity measures for overlapping or hierarchical clusterings simplifies to one of the cases we have studied: the Omega index is equivalent to the adjusted Rand index for partitions^[@CR22]^, hierarchical mutual information reduces to NMI on partitions^[@CR24]^, and the Fowlkes-Mallows analysis of dendrograms considers each cut of the dendrogram independently, thus producing a curve of comparisons between partitions^[@CR21]^. The overlapping normalized mutual information (ONMI) is the only measure which does not reduce to another measure on partitions^[@CR23]^, yet we have demonstrated that it has particularly unintuitive behavior in our examples. In sum, all existing measures for overlapping or hierarchical clusterings either inherit critical biases from their simpler counterparts on flat-partitions, or are inadequate for handling overlapping and hierarchical clusterings.

Element-Centric Clustering Comparisons {#Sec8}
======================================

Our element-centric clustering similarity approach captures cluster-induced relationships between the elements through the *cluster affiliation graph*, a bipartite graph where one vertex set corresponds to the original elements and the other corresponds to the clusters. Specifically, a cluster affiliation graph is constructed for a clustering $\documentclass[12pt]{minimal}
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The cluster affiliation graph is then projected onto the element vertices to produce the *cluster-induced element graph*, which is a weighted, directed graph that summarizes the inter-element relationships induced by common cluster memberships^[@CR43]^ (see Fig. [3c](#Fig3){ref-type="fig"}). In the cluster-induced element graph, with weighted adjacency matrix ***W***, each edge *w*~*ij*~ between elements *v*~*i*~ and *v*~*j*~ has weight:$$\documentclass[12pt]{minimal}
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                \begin{document}$${\mathbb{A}}$$\end{document}$ for the cluster affiliation graph.Figure 3The element-centric perspective naturally incorporates overlaps and hierarchy. (**a**) Three examples of clusterings: a partition, a clustering with overlap, and a clustering with both overlapping and hierarchical structure. (**b**) Cluster affiliation graphs derived from the overlapping and hierarchical clusterings. (**c**) Cluster-induced element graphs found by projecting the cluster affiliation graphs in (**b**) to the element vertices. (**d**) The element-affinity matrices found as the personalized pagerank equilibrium distribution. (**e**) The corrected L1 metric distance between each affinity distribution in (**d**) gives an element-wise similarity between clusterings, the average element-wise similarity provides the final element-centric clustering similarity score. (**f**) A binary hierarchical clustering is compared to each of its individual levels. (**g**) The hierarchical scaling parameter for element-centric similarity acts as a "zooming lens", refocusing the similarity to different levels (1--4) of the hierarchical comparison in (**f**).

The traditional notion of pair-wise co-occurrence in a cluster is now captured by the (binary) presence of an edge in the cluster-induced element graph. However, the focus on element *pairs* misses high-order relations (triplets, quadruplets, etc.), which are useful for characterizing cluster structure^[@CR29]^. Such high-order co-occurrences can be captured through the presence of paths in the cluster-induced element graph. The weight of the path accounts for the relative importance of elements in the presence of overlapping and hierarchical cluster structures. Here, we incorporate every possible path between elements obtaining the equilibrium distribution for a personalized diffusion process on the graph (often called "personalized pagerank" or "random walk with restart")^[@CR44]--[@CR46]^. Given a cluster-induced element graph with weighted adjacency matrix ***W***, the personalized PageRank (PPR) affinity from element *v*~*i*~ to all elements *v*~*j*~ is found as the stationary distribution of a diffusion process with restart probability 1.0 − *α* to *v*~*i*~ which takes the form:$$\documentclass[12pt]{minimal}
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In general, for large data sets and clusterings with many overlapping and hierarchical clusters, the calculation of personalized pagerank can be a computationally expensive process. However, there are some computational simplifications that can be made. First, the personalized PageRank affinity of partitions (disjoint clusterings) can be analytically solved---the affinity value for each co-clustered element pair is a linear function of the inverse cluster size, 1/\|*c*~*β*~\|, and 0 otherwise:$$\documentclass[12pt]{minimal}
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                \begin{document}$${p}_{ij}=(\alpha /|{c}_{\beta }|+(1-{\delta }_{ij})\,(1-\alpha ))\,{\delta }_{\beta \gamma },$$\end{document}$$where *δ* is the Kronecker delta function, element *v*~*i*~ is in cluster *c*~*γ*~, and element *v*~*j*~ is in cluster *c*~*β*~. Second, when several elements share exactly the same cluster memberships, their resulting personalized pagerank affinity vectors are related by simple permutations; therefore, the personalized pagerank affinity vector need only be calculated once for each common cluster membership set. Third, due to the utility of personalized pagerank for recommendation systems, there have been many algorithms for the approximation of personalized pagerank^[@CR47],[@CR48]^. The worst-case computational complexity of element-centric similarity will only occur for highly overlapping and deeply hierarchical clusterings, which were previously incomparable using traditional clustering similarity methods.

The element-wise similarity of an element *v*~*i*~ in two clusterings $\documentclass[12pt]{minimal}
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The L1 metric was chosen because it is invariant to the magnitude of the probability values, i.e. it treats all cluster sizes equally. Other popular probability metrics (Hellinger, Euclidean, etc.) extenuate the differences in small or large probability values, thereby disproportionately favoring clusters based on their sizes. The final element-centric similarity score $\documentclass[12pt]{minimal}
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A full implementation of the element-centric clustering similarity, and all other clustering similarity measures discussed here, is provided in the CluSim python package^[@CR49]^. As illustrated in Fig. [3](#Fig3){ref-type="fig"}, our element-centric framework unifies disjoint, overlapping, and hierarchical clustering comparison in a single framework.

Interpretations of Element-Centric Similarity {#Sec9}
=============================================

Cluster affiliation graph and cluster-induced element graph {#Sec10}
-----------------------------------------------------------

The cluster affiliation graph provides a convenient representation of element membership in multiple clusters at different scales of the hierarchy. Unweighted variants of the affiliation graph are common approaches to study the relationship between labels and data in network science^[@CR43],[@CR50]^. Our weighted extension reflects the varying importance of membership at different scales of the hierarchy.

The element-centric philosophy suggests a focus on common memberships between data elements induced by the cluster structure, rather than overlaps between clusters induced by elements (as suggested by the cluster-centric philosophy). The cluster-induced element graph captures these relationships by integrating over all shared cluster memberships through the projection of the cluster affiliation graph onto the element nodes. This projection has three important features. First, the induced relationship between two elements is normalized by the size of the cluster capturing the fact that co-occurrence in larger clusters implies less direct influence between elements than co-occurrence in smaller clusters. Second, the weight for each element is normalized by the sum over all of its cluster memberships reflecting the idea that membership in many clusters reduces the relative influence from any one of the clusters. Third, in the presence of overlap or hierarchy, the weights in the cluster-induced element graph can be asymmetric (i.e. $\documentclass[12pt]{minimal}
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                \begin{document}$${w}_{ij}\ne {w}_{ji}$$\end{document}$) arising from the fact that multiple cluster affiliations will change the respective local neighborhoods of individual elements. Note that our normalization for the edge-weights in the cluster-induced element graph is equivalent to the landing probability of a two-step random walk on the cluster affiliation graph from element *v*~*i*~ to element *v*~*i*~.

Element-wise scores {#Sec11}
-------------------

Beyond naturally accommodating generalized clusterings, our element-centric similarity can provide detailed insights into how two clusterings differ because the similarity is calculated at the level of individual elements. Specifically, the individual element-wise scores $\documentclass[12pt]{minimal}
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                \begin{document}$${S}_{i}({\mathscr{A}}, {\mathcal B} )$$\end{document}$ directly measure how similar the clusterings appear from the perspective of each element. The distribution of element-wise similarity scores can also provide insight into how the clusterings differ. For example, the ranked-distribution of element-wise scores reflects the differences in cluster structure: a flat distribution occurs when all elements have the same similarity score, suggesting that the clusterings differ equally across all elements; a skewed distribution occurs when some elements have much higher or lower similarity than the rest, suggesting that the clusterings are distinguished by a subset of elements.

Average agreement and frustration {#Sec12}
---------------------------------

Our element-centric similarity measure also reveals the consistency of element groupings within an arbitrary set of clusterings. The average *agreement* between a reference clustering and a set of clusterings measures the regular grouping of elements with respect to a reference clustering. Specifically, given a clustering $\documentclass[12pt]{minimal}
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The *frustration* within a set of clusterings reflects the consistency with which elements are grouped by the clusterings. For the set of clusterings $\documentclass[12pt]{minimal}
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Interpretation of overlap {#Sec13}
-------------------------

The element-centric framework naturally incorporates the multiple memberships that occur in overlapping clusterings. First, as discussed above, element membership in multiple clusters is directly captured by multiple edges in the cluster affiliation graph, and is propagated into asymmetric weights in the cluster-induced element graph. Second, the integration over local paths through the personalized PageRank process means that the presence of multiple memberships for elements is not isolated to the overlapping elements, but propagates throughout the clusters which overlap. This is because shared elements introduce additional information into the system, namely that the clusters share common features. Essentially, in the absence of any other information, if two clusters overlap (share some elements), then their elements should be more similar compared with the case where the clusters are disjoint.

For example, let us simplify our discussion to talk about counting element triplets in the overlapping clustering from Fig. [3a](#Fig3){ref-type="fig"}. When no overlaps are present, it is simple to declare whether all three elements co-occur within the same cluster or not; so elements 1, 2, 3 all co-occur in the pink cluster, but elements 1, 2, 4 do not. However, in the presence of overlap, additional decisions must be made. Consider elements 4,6,7. Elements 4 and 6 co-occur in the same yellow cluster, and elements 6 and 7 co-occur in the same green cluster, but how should one determine if the elements 4 and 7 co-occur? Clearly, this triplet has important information. Indeed, it specifically defines what the "overlap" means for this clustering. Thus, the element-centric similarity measure does not disregard this triplet, but retains it with a reduced weight determined by the *α* parameter. Namely, the triplet 4,6,7 co-occurs less strongly than the triplet without overlap 1, 2, 3.

In contrast, the omega index counts element co-occurrences very conservatively and states that elements 4 and 7 do not co-occur. It continues to make the distinction that 4 and 6 didn't co-occur either because 4 doesn't have the exact same memberships as 6. Thus it throws away valuable information about the cluster structure.

Interpretation of hierarchy {#Sec14}
---------------------------

Our element-centric framework is flexible and allows natural choices to accommodate alternative interpretations of hierarchy. For example, our choice of hierarchical weighting function and the scaling parameter, *r*, reflects a continuum in the hierarchy (Fig. [3g](#Fig3){ref-type="fig"}): lower *r* emphasizes higher levels and reflects a divisive hierarchy, in which lower levels of the dendrogram are treated as refinements of the higher levels, while larger *r* puts emphasis on lower levels and reflects an agglomerative hierarchy, in which higher levels of the dendrogram are seen as a coarsening of the lower level cluster structure. Other interpretations of hierarchy can be implemented by changing the specific hierarchical weighting function; for example, constant function ($\documentclass[12pt]{minimal}
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                \begin{document}$$r=0$$\end{document}$ above) collapses the hierarchy into an overlapping clustering with each cluster weighted equally.

Relation to other similarity measures {#Sec15}
-------------------------------------

Our choice of L1 comparisons between personalized pagerank distributions was based on a principled extension of element co-occurrence. This choice can be replaced by another measure of graph similarity or probability metric with an alternative intuition of the trade-offs associated with clustering similarity^[@CR51]^. Indeed, several common clustering similarity measures can be recovered by adapting other choices of graph similarity; all pair-counting measures can be recovered from graph set operations between cluster-induced element graphs from disjoint clusterings. The Rand index, in particular, is recovered by applying the graph-edit distance between the two cluster-induced element graphs from disjoint clusterings.

Applications {#Sec16}
============

Element-centric comparisons reveal insights into how K-means clusterings differ {#Sec17}
-------------------------------------------------------------------------------

Beyond serving as a global measure of clustering similarity, our element-centric similarity also provides detailed insights into how clusterings differ, in contrast to other measures. Consider an illustrative example from K-means clustering shown in Fig. [4a](#Fig4){ref-type="fig"} and detailed in the SI, Section [S3.1](#MOESM1){ref-type="media"}; 19 clusters were randomly placed in a square with a randomly selected arrangement (Gaussian blob, anisotropic blob, circle, or spiral) and size. K-means has difficulty when the predefined clusters overlap or are circularly arranged^[@CR52]^. This difficulty can be explicitly quantified by calculating the average element-wise similarity between the predefined clustering and 100 uncovered clusterings (Fig. [4b](#Fig4){ref-type="fig"}). The element-wise frustration, found by averaging over all pair-wise comparisons between the 100 uncovered clusterings, reveals data points that are consistently grouped into similar clusters or are assigned to drastically different clusters (Fig. [4c](#Fig4){ref-type="fig"}). The combination of similarity and frustration identifies specific elements which are consistently grouped into an incorrect cluster (Fig. [4b,c](#Fig4){ref-type="fig"}: high error, low frustration), or those elements which K-means cannot consistently decide on a grouping (Fig. [4b,c](#Fig4){ref-type="fig"}: low error, high frustration).Figure 4Element-wise clustering similarity reveals insights into how clusterings differ. (**a**--**c**) A K-means clustering example. (**a**) The planted clustering. (**b**) The average element-wise similarity between the planted clustering and 100 K-means clusterings. (**c**) The average element-wise frustration between 100 K-means clusterings. (**d**--**g**) A handwriting classification example. (**d**) The labeled handwritten digit data projected using t-SNE dimensionality reduction for visualization. (**e**) The average element-wise similarity between the labels and 100 K-means clusterings. (**f**) The average element-wise frustration between 100 K-means clusterings. (**g**) Exemplar digits that are 1) consistently grouped as in the ground-truth clustering, 2) consistently clustered differently from the ground-truth clustering, 3) least frustrated, and 4) most frustrated. (**h**,**i**) Facebook friendship networks for (**h**) College A and (**i**) College B. The element-wise similarity between user affiliation to school year, dorm, and major compared to Newman's modularity optimized by the Louvain method demonstrates that social networks can be organized by a convolution of different attributes (black vs red arrows). The similarity to school year attenuates with student's status (1st year--4th year, orange arrows).

We also present a real-world example of handwriting recognition^[@CR53]^ (Fig. [4d](#Fig4){ref-type="fig"} and SI, Section [S3.2](#MOESM1){ref-type="media"}). The same procedure reveals that some clusters of digits are correctly and consistently identified ("0"), while the error mostly results from incorrect grouping of other digit clusters ("9", "8", and "1"; Fig. [4e](#Fig4){ref-type="fig"}). Element-wise frustration shows that there are some digits that cannot be consistently classified ("3" and "8", Fig. [4f](#Fig4){ref-type="fig"}), while some errors are regularly made ("1" and "9"). The extreme examples of these two types of error are shown in Fig. [4g](#Fig4){ref-type="fig"}.

The convolution of meta-data in social networks {#Sec18}
-----------------------------------------------

We now use our framework to explore the community structure of Facebook college friendship networks. Previous research has suggested that friendship networks at major universities are organized into clusters which reflect the graduation year, dormitory, or student major^[@CR54],[@CR55]^. However, the details of the organizing principles underlying this similarity are unknown. Here we demonstrate and visualize how multiple attributes interact and contribute to community structure.

The Facebook friendship networks analyzed here were originally released as part of the Facebook 100 data set^[@CR54],[@CR55]^. This dataset contains a snapshot of all friendships at each of 100 schools in the fall of 2005. Additionally, the data includes several categorical variables shared by the users on their individual pages: gender, class year, high school, major, and dormitory residence. Here, we analyze the networks in two schools: the Oberlin (College *A*) and Rochester networks (College *B*). For each school we took the largest connected component and uncovered clusterings using the Louvain method^[@CR56]^. The categorical data for year, dorm and major were used to create three non-overlapping clusterings. Every student with missing categorical data was placed into an individual singleton cluster.

Element-centric similarity reveals that school year closely captures the modular structure for most of the network, confirming previous results^[@CR54],[@CR55]^. However, our element-centric similarity further illustrates that this similarity is particularly high for the students in their 1st or 2nd years, and fails to capture the clustering structure of other students (Fig. [4h,i](#Fig4){ref-type="fig"} black arrows). In these cases, the students' major gradually takes over the cohort-based connections (Fig. [4h,i](#Fig4){ref-type="fig"} red arrows). This result, which has only become straight-forward through our framework, supports the intuition that network structure results from the convolution of multiple attributes^[@CR14]^.

Element-centric comparisons of overlapping and hierarchical clustering in brain networks {#Sec19}
----------------------------------------------------------------------------------------

Finally, to further illustrate the utility of our element-centric similarity measure, we demonstrate its ability to capture meaningful differences in overlapping and hierarchical clustering structure by classifying schizophrenic individuals based on the community structure of resting-state fMRI brain networks. There are several known distinctive and interpretable properties of resting-state fMRI brain networks in schizophrenia^[@CR57]--[@CR61]^. Network communities, in particular, are hypothesized to capture functionally integrated modules in the brain that reflect key properties of schizophrenia^[@CR57]^. Our goal for this example is not to introduce a superior classification of schizophrenic subjects, rather, upon controlling the clustering method and data set, we demonstrate that our measure can extract more useful information than the other state-of-the-art clustering comparison methods for overlapping clusterings (ONMI, Omega index). We extract communities with overlapping and hierarchical structure using OSLOM community detection^[@CR62]^ from the functional brain networks of 48 subjects (29 healthy controls and 19 individuals diagnosed with schizophrenia) analyzed in a previous study^[@CR58]^ (see SI, Section [S3.3](#MOESM1){ref-type="media"} for details). The similarity between each pair of the subjects' hierarchical and overlapping clusterings was found using our element-centric similarity measure, producing a 48 × 48 similarity matrix (Fig. [5a](#Fig5){ref-type="fig"}).Figure 5Our element-centric similarity better differentiates the overlapping and hierarchical community structure of functional brain networks in healthy and schizophrenic individuals. (**a**) Hierarchical clustering of average pair-wise element-centric similarity using the entire OSLOM hierarchy closely reflects the true classification of participants as healthy (light blue) or schizophrenic (dark blue), while hierarchical clustering of the average pair-wise similarity using ONMI on the bottom level of the OSLOM hierarchy fails to uncover patient classification. (**b**) Classification accuracy using different clustering similarity measures averaged over 100 instances of 10-fold cross-validation, error bars denote one standard deviation. (**c**) The difference in element-centric similarity for each brain region when comparing amongst the healthy controls minus the similarity when comparing amongst the schizophrenic individuals; ROIs within the Fusiform gyrus are more consistently clustered in the healthy controls than in the schizophrenic individuals.

The subject-subject similarity matrix was then used in conjunction with a weighted k-nearest neighbors classifier to perform a binary classification of subjects as either schizophrenic or healthy controls. Evaluated by a nested 10-fold cross-validation procedure, our approach achieves an average accuracy of 84%, outperforming other measures (ONMI, the Omega index, Fig. [5b](#Fig5){ref-type="fig"}). Note that, classification based on individual levels from the hierarchy does not perform as well as the method using the full hierarchy. Even when limited only to the overlapping clustering at the bottom of the OSLOM hierarchy, our element-centric clustering similarity outperforms both ONMI and the Omega Index.

Our element-centric clustering similarity measure also provides insights into which brain regions are consistently clustered within groups. To find such group differences, we consider the element-centric similarity between all healthy controls, and the element-centric similarity between all schizophrenic patients. As seen in Fig. [5c](#Fig5){ref-type="fig"}, the difference between the means of these two groups highlights several regions which are consistently clustered into similar functional modules in the healthy controls or schizophrenic patients. In particular, regions of interest (ROIs) located in the Fusiform gyrus (Brodmann Area 37) were consistently clustered in the healthy controls but displayed great variability in cluster structure for the schizophrenic patients. This result is corroborated by the fact that the Fusiform gyrus has previously been associated with abnormal activation in schizophrenia during semantic tasks^[@CR63],[@CR64]^.

Summary and Discussion {#Sec20}
======================

In summary, we present an element-centric framework that intuitively unifies the comparison of disjoint, overlapping, and hierarchically structured clusterings. We argue that our element-centric similarity does not suffer from the common counter-intuitive biases of existing measures, and that it also provides insights into how clusterings differ at the level of individual elements.

Our framework suggests straight-forward extensions to more complex scenarios, such as soft or fuzzy clusterings, hierarchical clusterings specified by dendrograms with merge distance information, and hyper-graph similarity. The framework also provides a measure of pair-wise similarity between elements, akin to the nodal association matrix of Bassett *et al*.^[@CR65]^, and an element-wise clustering similarity which summarizes the difference in relationships induced by overlapping and hierarchically structured clusterings from the perspective of individual elements. Both of these objects hold promise for use in clustering ensemble methods^[@CR66],[@CR67]^.

As clustering methods advance to uncover more nuanced and accurate organizational structure of complex systems, so too should clustering similarity measures facilitate meaningful comparisons of these organizations. The element-centric framework proposed here provides an intuitive quantification of clustering similarity that holds great promise for uncovering the relationships amongst all types of clusters, such as network communities, ontogenies, and dendrograms. The ubiquity of clustering in all areas of science suggests extensive potential impact of our framework.
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