Abstract
INTRODUCTION
Most current face recognition algorithms perform relatively well in a strictly constrained situation, where well aligned, well illuminated, and frontal pose face images are considered for performance evaluation to ensure the higher performance. Under controlled image acquiring constraints, it is possible to capture high quality images and attain an impressive accuracy with a very low error rate. However, recognition accuracies substantially decrease when the captured images do not have enough quality either due to subject's alignment problem to the camera, various facial expressions, gaze deviations or facial hair [1] [2] [3] [4] [5] . Several researchers proposed different facial recognition algorithms that perform well with unconstrained face images [1] [2] [3] [5] [6] [7] [8] [9] . Recently, the face recognition algorithms based on local appearance descriptors such as Gabor filters, SURF, SIFT, and histograms Local Binary Patterns (LBP) provide more robust performance against occlusions, different facial expressions, and pose variations than the holistic approaches [10, 11] . The LBP operator [10] [11] [12] has been regarded as one of the best descriptors for the appearance of local facial regions and it has been widely used in various applications. The LBP-based feature extractor has proven to be highly distinctive and its key advantages, including the robustness against illumination and pose variations, and the computational efficiency, make it suitable for high level image analysis tasks [13, 14] . In [10, 11] , LBP operator was employed to extract the discriminative facial features. However, in [10, 11] , only the basic LBP operator was used for textural feature extraction and this method may fail to detect the illumination variation and facial expressions accurately. Addressing the above problem, in this paper, we propose to apply a modified LBP (MLBP), which fuses both the sign and magnitude features, to improve the facial texture classification performance [14] . Though the sign component of LBP operator preserves most of the information of local difference, the magnitude component provides additional discriminant information that enhances the overall recognition accuracy.
Previous work on face recognition has focused mainly on the issues of feature extraction and facial pattern classification [15] [16] [17] . However, less effort has been given to the critical issue of feature selection. In machine learning, selecting the best features from the higher-dimensional feature space has several potential benefits, including defying the curse of dimensionality to enhance the prediction performance, reducing the measurement and storage requirements and decreasing the training and prediction times [18] . The selection of the most representative facial features from the original feature set with a relative high dimension is an important issue in the field of face recognition [19] [20] [21] [22] .The MLBP operator used in this research effort utilizes both the sign and magnitude features, and therefore, lead to an extremely high number of features, most of which are redundant for the purpose of classification. To resolve this issue, we propose a variable selection algorithm to select the salient MLBP features based on Random Forest (RF) [23] . The proposed feature selection scheme using RF reduces the original feature space and speeds up the classification process. Fig. 1 shows the block diagram of the proposed face recognition system. The remainder of this paper is as follows. Section 2 provides a brief overview of the MLBP. Section 3 describes the feature selection technique using the RF. In Section 4, we present our experimental results. Section 5 provides the conclusions.
MODIFIED LOCAL BINARY PATTERN
An LBP code is measured by comparing a pixel of an image with its neighboring pixels [12, 13] 
where ݃ denotes the gray level value of the center pixel, ݃ represents the value of the neighboring pixels of the center, P is the total number of neighboring pixels and R is the radius of the neighborhood. Let us consider an image of size I*J. LBP pattern is computed for each pixel of an image and a histogram is developed to represent the face texture [13] ‫‪ሺ݇ሻ‬ݐݏ݅ܪ‬ = ∑ ∑ ‫ܲܤܮ‪݂൫‬‬ ,ோ ሺ݅, ݆ሻ, ݇൯, ݇ ∈ ሾ0, ‫ܭ‬ሿ, ୀଵ ூ ୀଵ where ‫ܭ‬ denotes the maximal LBP pattern value. Now, we calculate the local difference, between the center pixel ݃ and the evenly spaced neighboring pixels, ‫ݐݏ݅ܦ‬ = ݃ − ݃ . Thus, we obtain the image local structure a ‫ݐݏ݅ܦ‪ሾ‬‬ , … … , ‫ݐݏ݅ܦ‬ ିଵ ሿ. Since the center intensity value, provides robust performance against the illumination changes. We decompose the components [14] ‫ݐݏ݅ܦ‬ = ‫ݏ‬ * ݉ andቊ ‫ݏ‬ = ‫݊݃݅ݏ‬ ݉ where‫ݏ‬ = ൜ 1, ‫ݐݏ݅ܦ‬ ≥ 0 −1, ‫ݐݏ݅ܦ‬ < 0 and paper, we utilize the complementary strengths of the sign and magnitude components of order to improve the texture classification performance. The equation (3) represents the local difference Sign Magnitude Transform divide the facial image into several facial patch is represented by 256 sign and 256 magnitude components. We concatenate the sign and magnitude components and present a single patch by 256×2=512 components. We apply MLBP on each patch of a cropped face image. Depending on the number of patches created, the overall features obtained can be dramatically large. For example, a subject's im patches results in 24 patches. Each one of these patches has 512 features, leading to 12,288 features to represent the facial image. In the following section, we discuss the feature selection approach using the RF. 
RANDOM FOREST AS A FEATURE SELECTOR
RF is a well known and efficient algorithm for both the classi [23] . RF is an ensemble learning process which generates many classifiers and results. Two well known methods for ensemble learning are boosting and bagging of classi trees. In boosting method, extra weight is provided by the successive trees to the points which are incorrectly predicted by previous predictor prediction. The trees are developed independently using a bootstrap sample of the data set in the bagging method and a simple majority vote is used for prediction purpose [ additional layer of randomness is included to the bagging process. RF constructs each tree using a 
denotes the maximal LBP pattern value. Now, we calculate the local difference, and the evenly spaced neighboring pixels, ݃ , ‫‬ ൌ 0, 1, Thus, we obtain the image local structure at ݃ with the local difference vector . Since the center intensity value, ݃ is removed, the local difference vector provides robust performance against the illumination changes. We decompose the ‫ݐݏ݅ܦ‬
and ݉ are the sign and magnitude of ‫ݐݏ݅ܦ‬ , respectively. In this paper, we utilize the complementary strengths of the sign and magnitude components of order to improve the texture classification performance. The equation (3) represents the local difference Sign Magnitude Transform (SMT) [14] . To extract the facial textural features, first, we several patches and apply the MLBP on each patch (see Fig.  facial patch is represented by 256 sign and 256 magnitude components. We concatenate the sign d magnitude components and present a single patch by 256×2=512 components. We apply MLBP on each patch of a cropped face image. Depending on the number of patches created, the overall features obtained can be dramatically large. For example, a subject's image split into 4×6 patches results in 24 patches. Each one of these patches has 512 features, leading to 12,288 features to represent the facial image. In the following section, we discuss the feature selection 
RF is a well known and efficient algorithm for both the classification and regression problems ]. RF is an ensemble learning process which generates many classifiers and aggregates their results. Two well known methods for ensemble learning are boosting and bagging of classi trees. In boosting method, extra weight is provided by the successive trees to the points which are incorrectly predicted by previous predictors. A weighted vote scheme is then considered for prediction. The trees are developed independently using a bootstrap sample of the data set in the bagging method and a simple majority vote is used for prediction purpose [23 randomness is included to the bagging process. RF constructs each tree using a , respectively. In this paper, we utilize the complementary strengths of the sign and magnitude components of ‫ݐݏ݅ܦ‬ in order to improve the texture classification performance. The equation (3) represents the local . To extract the facial textural features, first, we on each patch (see Fig. 2 ). Each facial patch is represented by 256 sign and 256 magnitude components. We concatenate the sign d magnitude components and present a single patch by 256×2=512 components. We apply MLBP on each patch of a cropped face image. Depending on the number of patches created, the age split into 4×6 patches results in 24 patches. Each one of these patches has 512 features, leading to 12,288 features to represent the facial image. In the following section, we discuss the feature selection fication and regression problems aggregates their results. Two well known methods for ensemble learning are boosting and bagging of classification trees. In boosting method, extra weight is provided by the successive trees to the points which are s. A weighted vote scheme is then considered for prediction. The trees are developed independently using a bootstrap sample of the data set in the 23]. In RFs, an randomness is included to the bagging process. RF constructs each tree using a different bootstrap sample of the data and change the method of the classification or regression trees creation [19] . Unlike the standard trees in which each node is created using the best split among all the variables, RFs split each node using the best among a subset of predictors chosen randomly at the node. The specific size of the subset is a parameter of the forest. This strategy seems to be contradictory, however, performs relatively well compared to other classification techniques, including discriminant analysis, support vector machines and neural networks, and is robust to over fitting [23] .
In RFs [19] , the largest possible trees are grown without pruning. The root node of each tree contains a different bootstrap sample which is randomly selected from the original training data. The leaves of a tree provide the feature elements of the same class label. The class label of a new data is predicted based on the leaf in which that data lands. The RF algorithm can be summarized as follows [19] :
1. Extract ݊ ௧ bootstrap samples from the original data. 2. For each ݊ ௧ , develop an unpruned classification or regression tree. At each node, randomly sample ݉ ௧ of the predictors and select the best split among those variables. 3. Predict new data by aggregating the predictions of the ݊ ௧ .The majority votes and average are used for classification and regression, respectively.
In RF, an estimate of the error rate can be measured, based on the training data, according to following:
1. At each iteration of bootstrap process, predict the data which is not in the bootstrap sample, denoted as Out-Of-Bag (OOB) data, using the tree grown with the bootstrap sample. 2. Aggregate the OOB predictions. Measure the error rate, and define it as the OOB estimate of error rate.
RF makes no distinction between the relevance of features during construction of the forest. Each node is created randomly with equal probability. Because of this, feature redundancy may arise and increase the generalization error. These redundant features can produce unreasonably large trees which will produce huge computational load. However, RF avoids this problem by producing a measure of importance of each variable, called variable importance. The algorithm estimates the importance of a variable by looking at how much prediction error increases when OOB data for that variable is modified while all other variables are left unchanged. We decide to use the variables with the highest variable importance to build our RF feature selector. This allows the vectors to be greatly reduced and potentially remove any harmful features that can cause erroneous predictions. The feature selection using RF can be summarized as follows [19] :
1. Select the bootstrap samples of the training data form a RF and estimate the error rate by using OOB predictions.
EXPERIMENTS AND RESULTS
In this research effort, the Craniofacial Longitudinal Morphological Face (MORPH) Album 1 dataset [24] is used for experiments. This dataset contains the facial images of subjects taken over a long period of time, starting from the 1960s. This dataset consists of males and females, with African, Asian, Hispanic and Caucasian ethnicities. MORPH-1 has 1683 facial images from 631 subjects, seven of those subjects only have one instance, so there is a total of 624 subjects with between 2 to 5 instances. In MORPH Album 1 dataset, most of the instances from each subject are affected by different nonideal factors, including subject's alignment to the camera, facial expression, gaze deviation, drastic age difference from one instance to the next, and facial hair styling. Therefore, these noise factors make it difficult to produce accurate results. Fig. 3 shows a few facial images of the same subject in the MORPH Album 1 dataset that has been preprocessed by cropping.As mentioned in Section II, we divide each subject's image into a multitude of different patch variations and generated both LBP and MLBP feature vectors for each patch. We process every combination of patches from 1x1 to 7x7 and then compare the results of such combination of patches using the Manhattan Distance. While each LBP patch provides 256 features (only sign components), each MLBP patch produces 512 features as we utilize both the sign and magnitude components for experiments. For each feature vector, we test each subject in one-to-many (1:N)and a many-to-one (N:1) setups.In (1:N) setup, one instance of a subject in the probeset is compared to multiple instances of that subject in the gallery set. In this setup, 1059 images are placed in the gallery set and 624 images are placed in the probe set.
In the (N:1) setup, multiple instances of a subject of probe set are compared to one instance of that subject of the gallery set. Thus, in this setup, 1059 images are placed in the probe set and 624 images are placed in the gallery set. We analyze the feature extraction results using LBP and MLBP and select the patch configuration with the highest accuracy. The textural features extracted from the selected patch are provided as input to RF in order to reduce the dimensionally of the original feature vectors.
Tables1 and 2 report the top fifteen recognition accuracies for the LBP and MLBP methods with respect to (N:1) setup. It is observed from the tables 1 and 2 that facial feature extraction using MLBP provides better results than the traditional LBP approach for every patch configuration, since the proposed MLBP uses both the sign and magnitude components. For the (N:1) setup, we can find that the 6×5 patch configuration, with 7680 features, exhibits the best accuracy of 32.96% using the MLBP operator. However, for the same setup of (N:1), we find that highest performance obtained by the LBP operator is 30.97% with the 7680 features. Similarly, with the (1:N) setup, we achieve a reasonable accuracy of 40.71% when the number of features is 21504 (6×7 patch configuration) using the MLBP operator. For the same setup, LBP operator achieves a highest accuracy of 38.46% when the facialimage is divided into 5×7 patches with 8960 features.
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We select the patch configuration with the highest accuracy using the extracted features as input to the RF for the selection ofsalient facial features. Therefore, input 15360 features (6×5 patch configuration) to the RF with N:1 setup as shown in We can see form Fig.4 (a)that thefeature selection curve of features is 1150 with an accuracy of 32.30% proposed RF feature selection technique is able to remove 14210 features from the original feature vector of size 15360 without affecting the recognition performance much. provide7680 features (6×5 patch co that feature selection curve starts to flatten 27.10% with the traditional LBP configuration) to the RF for 1:N setup and obtain 40.10% accuracy when the number of features is around 6000 as shown in Fig.  15504 features from the original feature vector of size 21504 without losing the recognition great extent. From Fig. 5(b) , we can find that LBL with RF achieves an accuracy of 36.05% at the 2304 features. Therefore, we find f reasonable accuracy for both of the (a) We select the patch configuration with the highest accuracy using LBP and MLBP and provide the extracted features as input to the RF for the selection ofsalient facial features. Therefore, ×5 patch configuration) to the RF with N:1 setup as shown in that thefeature selection curve starts to level off when the number of features is 1150 with an accuracy of 32.30% for MLBP. Therefore, it is observed that the proposed RF feature selection technique is able to remove 14210 features from the original feature vector of size 15360 without affecting the recognition performance much. In Fig 4( ×5 patch configuration) to the RF with the N:1configuration.It is found starts to flattenwhen the number of features is 972 with an accuracy of LBP approach.Similarly, we provide 21504 features ( 1:N setup and obtain 40.10% accuracy when the number of features 000 as shown in Fig.5(a) . Thus, we find that the RF-based feature selection reduces 504 features from the original feature vector of size 21504 without losing the recognition From Fig. 5(b) , we can find that LBL with RF achieves an accuracy of 36.05% at the e find from the experiments that the proposed approach obtains a y for both of the setups. MLBP and provide the extracted features as input to the RF for the selection ofsalient facial features. Therefore, we ×5 patch configuration) to the RF with N:1 setup as shown in Fig.4(a) . starts to level off when the number herefore, it is observed that the proposed RF feature selection technique is able to remove 14210 features from the original In Fig 4(b) , we configuration.It is found features is 972 with an accuracy of Similarly, we provide 21504 features (6×7 patch 1:N setup and obtain 40.10% accuracy when the number of features based feature selection reduces 504 features from the original feature vector of size 21504 without losing the recognition in a From Fig. 5(b) , we can find that LBL with RF achieves an accuracy of 36.05% at the proposed approach obtains a
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CONCLUSIONS
In this research effort, the MLBP, which combines the sign and magnitude features for the improvement of facial texture classification performance, is applied. We examine the performance of LBP and MLBP for multiple patch variations on a challenging facial Whereas the traditional approach using LBP for facial recognition can provide accurate results, the proposed approach with MLBP has proven to be consistently more accurate than the traditional LBP. Furthermore, RF drastically without affecting the recognition accuracy. We validated the proposed iris recognition scheme on the MORPH Album 1 dataset with an encouraging performance.
