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We have explored the magnetism in the non-geometrically frustrated spin-chain system γ-CoV2O6
which possesses a complex magnetic exchange network. Our neutron diffraction patterns at low
temperatures (T 6TN=6.6K) are best described by a model in which two magnetic phases co-
exist in a volume ratio 65(1) : 35(1), with each phase consisting of a single spin modulation. This
model fits previous studies and our observations better than the model proposed by Lenertz et al
in J. Phys. Chem.C 118, 13981 (2014), which consisted of one phase with two spin modulations. By
decreasing the temperature from TN, the minority phase of our model undergoes an incommensurate-
commensurate lock-in transition at T ∗=5.6K. Based on these results, we propose that phase sep-
aration is an alternative approach for degeneracy-lifting in frustrated magnets.
I. INTRODUCTION
Magnetic frustration occurs when a system’s total free
energy cannot be minimized by optimizing the inter-
action energy between every pair of spins. This can be
caused by competing interactions 1 or by geometry e.g.
antiferromagnetic interactions on a triangular or tetra-
hedral unit 2. As a result, the ground state of a frus-
trated magnet is often highly degenerate 3. The degener-
acy can be lifted by perturbations such as additional in-
teraction terms 2, quantum fluctuations 4. Various exotic
spin states may also result, as found by numerical simu-
lations 5,6. Evidently, experiments are essential to verify
the nature of the interactions, determine their parame-
ters and to confirm the presence of any emergent states.
Quasi-one-dimensional (Q1D) spin-chain systems,
wherein magnetic frustration often occurs, have attracted
much attention due to their unconventional magnetic
properties. For example, the Ising-like quantum ferro-
magnet CoNb2O6 (S = 1/2) with an isosceles triangular
spin lattice perpendicular to the chain direction (c-axis)
demonstrates a rich magnetic phase diagram in a trans-
verse magnetic field (B ‖ a-axis) 7. More interestingly, its
quasi-particle excitations near the paramagnetic quan-
tum critical point reflect the E8 symmetry that has been
long predicted to exist in Ising chains 8.
Phase separation is a common phenomenon among
colossal magneto-resistance (CMR) manganites and
high-T c superconductors 9,10. It is usually a consequence
of competing interactions. There are no constraints on the
type of these interactions, though so far most phase sep-
aration phenomena require non-magnetic Hamiltonian
terms (e.g. Coulomb interaction, spin-lattice coupling).
Recently, phase separation possibly of purely magnetic
origin was studied in SrCo6O11 where a ‘devil’s stair-
case’ is realised 11, though the volume fractions of the
competing phases were not determined.Dynamic phase
separation has also been observed in the Q1D magnet
Ca3Co2O6 12 and possible microphases have also been
reported therein 13,14. To our knowledge, static or dy-
namic phase separation exclusively caused by magnetic
interactions on a non-geometrically frustrated lattice has
not been observed until now.
We report magnetic phase separation in the triclinic
cobaltate compound γ-CoV2O6 (γCVO). γCVO has
space group P1¯ with edge-sharing CoO6-octahedra ar-
ranged in zigzag chains along the crystallographic b-
axis. These chains are well separated by a VO4-VO6
polyhedral-network between them (Fig. 1a) 16. Unlike its
polymorph α-CoV2O6 (αCVO), the transverse near-
est neighbour (NN) exchange in γCVO must involve
V5+ 17. This significantly weakens the interchain ex-
change interaction strength as evidenced by a lower or-
dering temperature in γCVO 17–19. As shown in Fig. 1a,
there are two inequivalent cobalt sites, Co(1) and Co(2).
For the Co(2)-Co(2) exchange, there is only one Co2+-
O2−-V5+-O2−-Co2+ (COVOC) path along the a-axis
(Fig. 1a). In contrast, two very similar COVOC paths are
found along the c-axis, affording the possibility of the so-
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2FIG. 1. (a) Crystallographic structure of γCVO. Oxygen anions (omitted for clarity) occupy the corner of the shaded polyhedra.
Possible NN spin exchange paths for Co(1) and Co(2) are displayed separately in two unit cells. (b) Neutron powder diffraction
pattern measured at λ=4.5Å, T =1.5K. The red solid dots are experimental observations. The black and blue lines are the
calculated pattern and the difference using the 2 -phase model. Black, pink and green vertical bars mark the nuclear, k1- and
k2- modulated Bragg positions, respectively.Upper inset: Enlarged view of the shaded area in the main panel. The black solid
line is the Rietveld refinement to the long-range order. The purple solid line is a Gaussian fit to the short-range correlations.
The dotted line is a 3-degree polynomial fit to the background between 0.2 and 0.6Å−1. Lower inset: differences between the
observed and calculated intensities in the low-Q region based on the two background treatment methods described in the main
text. (c) The spin structures, reproduced by VESTA15, in the k1 (upper panel) and k2 (lower panel) phases, respectively. The
black frames display the size of the corresponding magnetic unit cells.
called ‘random frustration’ caused by competing interac-
tions 2. For the Co(1)-Co(1) exchange, no NN COVOC
path is found along the a-axis and only one such path is
located along the c-axis. Surprisingly, a skew path be-
tween interchain Co(1) and Co(2) sites is also found. Its
length is close to those of the transverse ones, meaning
these skew paths are just as important for the magnetic
structure. First of all, they can set up correlations be-
tween Co(1) spins along the a-axis. Second, since the in-
trachain exchange is mainly ferromagnetic, an antiferro-
magnetic skew exchange would complicate the final mag-
netic structure or even lead to further frustration.
II. EXPERIMENTAL METHODS
Both single crystals and powders of γCVO were syn-
thesized for our investigations; details of the synthesis are
given in Ref. 18. The room-temperature nuclear struc-
ture of the powder sample was studied on a Siemens
D5000 Powder Diffractometer (Cu Kα). All observed
Bragg reflections can be well fitted by the triclinic lattice
solution described in Ref. 16; neither a second crystallo-
graphic phase nor structural disorder could be resolved
(see the Supplemental Material). Magnetic susceptibil-
ity data were collected using a Magnetic Property Mea-
surement System (MPMS, Quantum Design). The exis-
tence of magnetic frustration in γCVO is experimen-
tally supported by the commonly used frustration index
f = |θCW/TN| = 1.66(3) (θCW: Curie-Weiss tempera-
ture, TN: Néel temperature) 2.We carried out diffraction
measurements on powder samples using the cold neutron
powder diffractometer DMC at the Swiss Spallation Neu-
tron Source (SINQ). Two neutron wavelengths, 2.4586Å
and 4.5Å, were used. The longer wavelength provided
the necessary angular resolution to distinguish the mag-
netic Bragg peaks. Six grams of powder was loaded into
a thin Al cylinder (6mm in diameter) and then into a
cryostat to probe temperatures down to 1.5K. The ob-
tained diffraction patterns were refined using the Rietveld
method in the FullProf package 20. Single crystal neutron
diffraction measurements were performed on the TriCS
instrument at SINQ.These data (not shown here) con-
firm the propagation vector k1=(0.5, 0, 0) of the mag-
netic structure found by Kimber et al. 19 and Lenertz
et al. 21, but we did not find peaks corresponding to
the second propagation vector (0.25, 0.5, 0) proposed in
Ref. 21. Furthermore, we find a magnetic Bragg peak at
Q' 1.03Å−1 in our powder diffraction profiles (Fig. 1b)
that cannot be indexed using either of the previously
found propagation vectors.
III. RESULTS AND DISCUSSIONS
On cooling the system down to 1.5 K from the para-
magnetic state, magnetic Bragg peaks are observed in
the low-Q region (Fig. 1b). The refined lattice parameters
(Table I) are consistent with previous works 19,21. In ad-
dition to the k1=(0.5, 0, 0) wavevector proposed by Kim-
ber et al. 19, corresponding to ferromagnetic bc-planes
antiferromagnetically coupled along the a-axis, we find
that a second propagation vector k2=(-0.25, 0, 0.25) is
required to index the rest of the peaks. The in-plane spin
3modulations of k1 and k2 are shown schematically in
Fig. 1c.
We find short-range correlations down to the low-
est temperature probed (1.5K). Their contributions be-
low the incommensurate-commensurate lock-in tran-
sition T ∗=5.6K were treated in two self-consistent
ways. First, two Gaussian functions were used to fit
the diffuse profiles on the tails of the main peaks at
Q1= (−0.25, 0, 0.25) at ∼ 0.39Å−1 and Q2=(0.5, 0, 0)
at ∼ 0.45Å−1, respectively. The background in this re-
gion (0.2 6 Q 6 0.6Å−1) was fitted using a 3-degree
polynomial function. These results are displayed in the
upper inset of Fig. 1b. The summed intensities of the
Gaussian short-range order and polynomial background
were loaded into a background file for the long-range or-
der determination 20; these background points were fixed
in our Rietveld refinments. In the second approach, we
did not treat the intensities arising from the short-range
order separately. In other words, they were regarded as
a part of the background. We constructed a background
file which contains 24 points between 0.2 and 0.6Å−1
to cover the Q-region ‘contaminated’ by the short-range
correlations; these points were refined using the Rietveld
method. Concerning the background at high-Qs, we con-
structed a background file and used it in both approaches;
we did not refine these points since they are very flat
(Fig. 1b). As shown in the lower inset of Fig. 1b, the
two approaches described above produce almost identical
residuals. We will further discuss the short-range corre-
lations below.
Although rare, multi-k structures have been predicted
and experimentally confirmed in some frustrated sys-
tems 5,6,22–25.We therefore propose two possible mag-
netic structures for γCVO: (I) a single phase with 2-k-
modulation, or (II) two 1-k phases (phase separation). As
shown by the Rietveld factors in Table I, both scenarios
turn out to fit the data reasonably well, although with
some caveats. Possible phase differences between the two
inequivalent Co-sites and between the two modulations
have been fixed to zero, since we found that these pa-
rameters either resulted in unphysically large magnetic
moments or did not converge within the fitting resolu-
tion.We could not solve exactly the spin orientations
modulated by k2 in either scenario, since the relevant
free parameters were highly correlated, resulting in un-
physically large standard deviations in the Rietveld re-
finements.
We have also tested a ‘minimal model’ for each sce-
nario where all spins modulated by k2 lie along the b-
direction; this is based on the assumption of Ising-like
anisotropy along the crystallographic b-axis 18,21,26. This
minimal model was then relaxed by allowing spin cant-
ing in the ab-, or bc- plane on each Co-site. For the 2-k
single phase scenario, this canting does not improve the
original refinement produced by the minimal model, and
so the corresponding spin orientations are fixed to the
b-axis. In a triclinic lattice, we note the spins will still
have components in the ac-plane even if the b-axis Ising
TABLE I. Magnetic and lattice parameters of γCVO at T =
1.5K. Constraints on the spin orientations for the k2 modu-
lation have been applied; see main text for details. Co(2) is
the central inversion replica of Co(2). The isotropic displace-
ment parameters (Biso) and V atomic positions were fixed to
the values at 2K reported in Ref. 19. Lattice parameters, O
and Co positions were refined using data at λ = 2.4586Å. For
the two phase scenario, three sets of Rietveld factors, corre-
sponding to the minimal model (•), inequivalent (†) and equiv-
alent (‡) spin canting on Co(2)- and Co(2)- sites (see text), are
listed.
Scenario I 2-k
a, b, c (Å) 7.1515(4) 8.8555(3) 4.7951(2)
α,β, γ (◦) 90.144(5) 93.948(2) 102.110(6)
Moments Ma (µB) Mb (µB) Mc (µB)
Co(1) : k1 -0.5(2) 2.5(1) 0.3(3)
Co(2) : k1 0.2(1) 2.44(7) -0.5(2)
Co(2) : k1 0.2(1) 2.44(7) -0.5(2)
Co(1) : k2 -0.4(1) 2.0(6) -0.01(1)
Co(2) : k2 -0.21(4) 1.0(2) -0.003(4)
Co(2) : k2 -0.5(1) 2.5(5) -0.01(1)
Scenario II† 2-phase
a, b, c (Å) 7.1524(4) 8.8560(3) 4.7954(2)
α,β, γ (◦) 90.137(6) 93.949(2) 102.122(7)
Moments Ma (µB) Mb (µB) Mc (µB)
Co(1) : k1 [65(1)%] -1.7(3) 2.9(3) 1.1(3)
Co(2) : k1[65(1)%] -1.1(2) 3.1(1) -0.2(2)
Co(2) : k1[65(1)%] -1.1(2) 3.1(1) -0.2(2)
Co(1) : k2[35(1)%] -0.69(4) 3.3(2) 0.008(4)
Co(2) : k2[35(1)%] -0.57(5) 2.8(2) 1.5(4)
Co(2) : k2[35(1)%] -0.65(2) 3.1(1) -0.008(2)
Rietveld factors Rp (%) Rwp(%) χ2
2-k 6.29 5.78 4.796
2-phase• 6.25 5.77 4.749
2-phase† 6.20 5.72 4.657
2-phase‡ 6.20 5.77 4.728
anisotropy is strictly followed (Table I). The refinement
is not sensitive to additional spin canting on Co(1)-sites
in the phase separation scenario (fixed along the b-axis
for these sites in Table I), but it is considerably improved
by including canting in the bc-plane on Co(2)-sites (see
below).
Both scenario I and II fit the data reasonably
well. However, the global average of the magnetic
moment along the b-axis (M b) obtained by the 2-
k solution is 4.3(3) µB . This is close to the value
in αCVO where there is large spin-orbit coupling
(SOC)17,27–29. Crystallographic structure analysis shows
that the distortion of the CoO6-octahedron is much
weaker in γCVO than in αCVO 30. This leads to a
very small orbital contribution to the total moment
in γCVO, as revealed by X-ray magnetic circular
dichroism (XMCD) spectroscopy and theoretical calcula-
tions 29,31. The result is a global average spin moment of
∼ 3.2µB/Co, mainly pointing along the b-axis, in agree-
ment with magnetization measurements 18,19,21,26. We
4point out that the 2-~k solution is inconsistent with this
value. On the other hand, the phase separation model
produces M b = 3.04(9) µB/Co, in excellent agreement
with magnetization, XMCD data, as well as theoretical
predictions 18,19,21,26,29,31.
We will now discuss the magnetic structure of this
phase separation scenario in detail. Previous susceptibil-
ity measurements on γCVO single crystals 18 show that
the Co ions still possess Ising-anisotropy along the crys-
tallographic b-axis. Recently, this anisotropy has been
challenged by a time-of-flight inelastic neutron scattering
study which suggests that one-dimensional magnetism
along the b-axis is not sufficient to address all of their ob-
servations 30. According to our refinement, the global av-
erage moment (M) is 3.17(8) µB/Co. When we compare
this to M b we see that bulk Ising-anisotropy is mostly
maintained in γCVO. On the other hand, we find that
canting in the ac-plane for spins in the k1 phase is nec-
essary to match some very weak reflections [e.g. (0.5,
1, 0) in Fig. 1b(inset)]. For example, the refined struc-
ture of the Co(1)-spins in the k1 phase shows components
along all 3 crystal axes (Table I). Since the projections of
Mb on both a- and c- axes are weak, e.g. -0.61µB/Co(1)
and -0.01µB/Co(1), respectively, in the k1 phase, the
additional non-negligible in-plane magnetic moments ob-
tained in our refinements strongly indicate that the spins
in γCVO do not lie solely along the b-axis. This might be
related to the complex CoO6-octahehral distortion seen
in this compound 29,31.
By relaxing from the ‘minimal model’, we can estimate
the strength of spin canting in the k2 phase. By allow-
ing canting in the bc-plane on the Co(2)-sites, i.e. 29(8)◦
towards the c-axis, the refinement quality characterized
by the three Rietveld factors is considerably improved
(Table I). This canting angle changes to 19(9)◦ and the
Rietveld factors are increased if we keep the inversion
symmetry between Co(2)- and Co(2)- sites. These results
support the breakdown of inversion symmetry on Co(2)-
sites in the spin lattice. This breakdown is only allowed
in the k2 phase based on the representation analysis.
We have also investigated the temperature depen-
dences of the two phases. The magnetic reflections
generated by k2=(-0.25, 0, 0.25) are greatly suppressed
on heating from 5.6 K (=T ∗) to 5.8K. For exam-
ple, the Q3=(0.75, 0, 0.25) reflection at ∼ 0.77Å−1 can
barely be resolved above T∗, and the remnant in-
tensity is mainly composed of the (0.5, -1, 0) reflec-
tion arising from the k1 phase (Fig. 1b). Concomitantly,
emergent reflections which cannot be indexed using ei-
ther k1=(0.5, 0, 0) or k2=(-0.25, 0, 0.25) appear in a
broad Q-range (Fig. 2a). As the temperature increases
further beyond T∗, the emergent reflection on the left
of (0.75, 0, 0.25) continuously shifts towards the low-Q
region until it falls under the strong diffuse scattering
background at 6.6K (Fig. 2a). By fitting 5 clearly observ-
able emergent reflections, we can rule out the possibility
of a commensurate modulation above T ∗ for these re-
flections. Unfortunately, an extensive search in incom-
FIG. 2. (a) Selected regions of the powder diffraction pat-
terns between 5.4K and 6.6K. The blue curve and arrows
mark the shifting reflections (1, 0, 0) + k2 and (-2, 0, 1) + k2,
respectively. The peak positions in the intermediate region
are fitted with Gaussian functions (solid lines). A constant
vertical shift has been applied to patterns measured above
T ∗. The remnant peak above T ∗ is indexed as (0.5, -1, 0). (b)
Temperature dependence of the (1.5, 0, 0) and (-0.5, 0, 1) re-
flections generated by k1, which in contrast do not shift. (c)
Temperature dependences of the x and z components of k2
around T ∗. C = commensurate, IC = incommensurate, and
PM = paramagnetic.
mensurate space produces sets of solutions that can-
not be distinguished within our resolution. The peak
between 1.33Å−1 and 1.38Å−1 consists exclusively of
Q4=(1.5, 0, 0) and Q5=(-0.5, 0, 1) reflections of the k1
phase. Although its intensity starts to drop around
T ∗ (Fig. 3a), no additional peaks are observed around it
(Fig. 2b). This suggests that the appearance of the incom-
mensurate peaks above T ∗ is not related to the k1 phase.
Since previous heat capacity measurements did not re-
veal any phase transition at T ∗ 18,19,32, these features are
consistent with a commensurate-incommensurate lock-
in transition of the k2 phase. We find that only two
of the three components of the general incommensurate
wavevector, k2=(kx, ky, kz), can be uniquely determined
at each temperature from the 5 clearly observable incom-
mensurate peaks. Setting ky =0, we may plot the tem-
perature dependence of k2=(kx, 0, kz) in Fig. 2c. The
temperature dependence of the normalized integrated in-
tensity of the Q3 reflection is also plotted in Fig. 3a.TN
for the k1 phase has been determined to be 6.6K (the cor-
5FIG. 3. (a) Normalized intensity versus temperature plots of
reflections at Q2=(0.5, 0, 0) and Q3=(1, 0, 0)+ k2, and the
magnetic Bragg peak ∼ 1.35Å−1 consisting of Q4=(1.5, 0, 0)
and Q5=(-0.5, 0, 1) reflections. (b) Intensity versus Q curve
around the Q1=(-0.25, 0, 0.25) and the Q2 reflections at
6.6K. Nuclear scattering background, taken at 35K, has been
subtracted. The solid lines are numerical fits described in the
text. (c) - (d) Evolution of the diffuse scattering signals in the
low-Q region as a function of temperature.
responding normalized intensity versus temperature plot
has the steepest slope at this point). Since no reflection
indexed by k2 can be observed above TN, we expect that
both phases share the same transition temperature.
Strong diffuse scattering profiles appear above T ∗
(Fig. 3c), and are detectable up to 25K (Fig. 3d). When
T >TN, the magnetic incoherent scattering background
is stabilized, making it possible to study the pure mag-
netic diffuse scattering signals by subtracting the nu-
clear contributions taken at 35K. As shown in Fig. 3b,
these profiles still center around Q1 at TN. Fitting them
with a Lorentzian function produces a correlation length
(ξ) of 94(4)Å. This is much smaller than ξ∼ 230Å at
1.5K by fitting the diffuse tails of Q1 and Q2 reflec-
tions (Fig. 3b). Although spin fluctuations set in well
above TN in γCVO, it is very hard to extract their po-
sitions at high temperatures due to the extra scattering
signals from small angles as well as the weak intensities.
However, these spin fluctuations are more related to the
k2 modulation, as revealed by our analysis at tempera-
tures close to TN. Given that the k1 phase populates
the majority (∼ 65%) of the sample, the dominant spin
fluctuations related to k2 above TN are very surprising.
IV. DISCUSSION AND SUMMARY
Incommensurate magnetic microphases with a
metastable propagation vector have been studied the-
oretically on a geometrically frustrated lattice with
Ising anisotropy 13. At very low temperatures, the
magnetic structure is commensurate, while metastable
incommensurate microphases exist in the intermediate
region. It is also suggested that additional subtle cou-
pling terms may stabilize the incommensurate state,
as realized in Ca3Co2O6 33. On the other hand, both
single-ion anisotropy and exchange frustration are
present in both αCVO and γCVO 30,31. As suggested
in Refs. 1, 34–36, the system will form a collinear spin
structure if the single-ion anisotropy is stronger com-
pared with the spin exchange interactions, whereas an
incommensurate noncollinear spin structure is favoured
oppositely. The collinear spin arrangement of αCVO,
which possesses a very strong SOC, is consistent with
this description 27–30. For the γCVO compound where
the SOC is much weaker 29, we propose it is close to
the collinear-noncollinear phase boundary. Although
previous neutron diffraction measurements at much
shorter wavelength support a single crystallographic
phase in the magnetically ordered region of γCVO 19,21,
local disorder, which is not sensitive to these scattering
techniques, may cause the 2 -phase separation. However,
since our diffraction patterns are essentially identical
with the ones obtained previously 19,21, the magnetic
phase separation is an intrinsic feature in γCVO. Frus-
trated magnets are expected to be composed of many
states that are close or degenerate in energy. If they
are degenerate, a liquid, glass or ice configuration will
develop. If they are close in energy, the ordered mag-
netic moment is typically suppressed compared to the
theoretical value. We propose a third possibility, namely
that the system selects two energetically equivalent
states, partially lifting the degeneracy. As the ordered
moment observed in each of these states matches well
with the theoretical expectation, the other states should
be further away in energy. Of course, the next question is
which interactions might be involved in stabilizing such
a setup. It has been suggested that the magnetoelectric
coupling is responsible for the additional ferrimagnetic
microphase in Ca3Co2O6 14. We note this term is also
allowed for the k2 phase of γCVO due to the broken
inversion symmetry of the Co(2) spin lattice 37–39.
The complexity of magnetism in γCVO can be fur-
ther stressed by the reported observation on single crys-
tal samples of magnetic reflections possibly indexed by
k3=(-1/3, 0, 1/3) at Q ∼ 0.52Å−1 below T ∗ 26, which
are not seen in our study (Fig. 1b). This discrepancy
may be related to the non-equilibrium spin dynamics, as
observed in the Q1D frustrated magnet Ca3Co2O6 12. In
our powder diffraction experiment, we recorded diffrac-
tion patterns every 0.5 - 1.0 hour. By checking the time
dependence of the diffraction pattern at each tempera-
ture up to 6 hours, we did not find any relaxation be-
haviour. As a result, the spin dynamics in γCVO, if it
exists, needs to be either faster than 0.5 hour or slower
than 6 hours.
In summary, we have investigated the magnetism
6of γCVO using the neutron powder diffraction tech-
nique.We have established that its low temperature spin
structure consists of two single-k phases in a ratio about
65(1) : 35(1). As the underlying crystallographic lattice is
not geometrically frustrated, the magnetic phase separa-
tion in this material is more likely caused by the complex
exchange network, e.g. exchange frustration. For the
minority phase, a commensurate-incommensurate lock-in
transition is observed at T ∗. Our results clearly provide
important motivation for future studies, e.g. further the-
oretical treatments concerning static phase separation in
frustrated magnets are demanded.
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