Unlike a terrestrial wireless communication which uses radio waves, underwater communication relies on acoustic waves. The long latency and limited bandwidth pose great challenges in Underwater Media Access Control (MAC) design. So this paper proposes a new MAC protocol for wireless sensor acoustic network which are adaptable to underwater environment. This new protocol is based on the classic MACA to avoid hidden and exposed node problem. It also address the fragmentation issue, instead of sending a large packet it proposes to send fragmented packets to improve the throughput of the network. It introduces a new binary exponential back-off mechanism to reduce the possibilities of collision and hence to improve the throughput. The simulation result of the proposed protocol shows that its performance is better than the other MAC protocol. The simplicity and throughput stability of proposed MAC make it an appropriate reference MAC protocol.
INTRODUCTION
In order to monitor the health of river and marine environment, the application of Wireless Sensor Network for underwater domain finds a huge potential. A sensor network deployed underwater could monitor physical variables such as water temperature and pressure as well as variables such as conductivity, turbidity and certain pollutants. However; it cannot be achieved so easily. A wireless sensor network deployed on land has concerns such as power efficiency, deployment and repair. Another key issue is the communication. Current wireless sensor network uses radios. But in saline sea water, the radio frequencies get strongly attenuated and hence it makes the communication almost impossible. Acoustic communication may be considered as one of the feasible methods of communication in underwater environment. Efficient and new reliable data communication protocol is required to address the unique characteristics of the underwater acoustic communication channel such as limited bandwidth and variable delays. The major challenges [1] in the design of the underwater acoustic networks are (i) Battery power is limited and usually batteries cannot be recharged, also because solar energy cannot be exploited (ii) The available bandwidth is severely limited (iii) Channel characteristics, including long and variable propagation delays, multi-path and fading problems (iv) High bit error rates (v) Underwater sensors are prone to failures because of fouling, corrosion, etc.
It is always a great challenge to design the protocols for various layers of Under Water Wireless Sensor Network. In this paper, we have contributed to the design of a suitable medium access control protocol for such Network with high latency communication environment (channel) . Most existing MAC protocols in radio-based networks assume that the signal propagation delay between neighbor nodes is negligible. But is significantly different from the scenario in UWSNs, where the propagation delay of sound in water is five-magnitude higher than that of radio in air. Further the bandwidth of the acoustic channel is very low as compared to that of RF channel. Hence, in this paper, we have contributed to the design of an efficient medium access control protocol taking into consideration the long propagation delay & low bandwidth.
The rest of the paper is presented as follows. The next section discusses the related works on the MAC protocols for UWSN, then the proposed protocol, followed by the simulated results.
RELATED WORK
In this section, we will look at the various MAC protocols which are either random or handshake based. The significance of those MAC protocols will be discussed which will help us to design a suitable MAC protocol for UWASN.
Pure ALOHA [2] : The original ALOHA protocol is based on random access of users to the medium. Whenever a user has information to send, it transmits it immediately. An acknowledgement (ACK) is sent back by the receiver if the packet is received without errors. Due to the arbitrary transmission times, collisions occur and packets are lost. If this happens, the receiver does not issue an ACK, and, after randomly selected times, the sender retransmits their packets. Because the random times of retransmissions are selected independently, the chances of a repeated collision are low. Due to the retransmissions, the average time required to successfully transmit a packet through the channel is longer than the minimum required for a single packet transmission. With the simple ALOHA method, the maximum achievable throughput is 18%.
Slotted ALOHA [3] : In this method, the time is divided into time slots, and the local clock of each node in the network is synchronized according to these slots. When a node wants to send a packet, it waits until the next time slot and then begins transmission. Restricting packet transmission to predetermined time slots decreases the vulnerable time during which the collision can occur. With this method, the maximum throughput is increased to 36%.
ALOHA becomes inefficient in bursty traffic that occurs in information networks. Also, trying to resolve collisions by retransmission increases the power consumption of the network nodes and reduces the lifetime of the network.
Carrier Sense Multiple Access (CSMA) [4] : In ALOHA, users do not take the channel state into account. This results in a high rate of collisions. The scarce resources of the channel can be utilized much better if users listen to the channel before transmitting a packet. The media access methods based on this idea are called carrier sense multiple access (CSMA).Although CSMA tries its best to avoid collision by listening to the channel, but it does not get success to avoid hidden and exposed node problem.
Multiple Access with collision Avoidance (MACA) [5] : This protocol uses two signaling packets called request-to-send (RTS) and clear-to-send (CTS). When A wants to send a message to B, it first issues an RTS command which contains the length of the message that is to be sent. If B receives the RTS, it sends back a CTS command which also contains the length of the message. As soon as A receives the CTS, it begins transmission of the data packet. Any node that overhears CTS (say C) defers its transmission for the length of the data packet to avoid collision. If a node overhears an RTS but not CTS, it decides that it is out of range of the receiver and transmits its own packet. Therefore, this protocol can solve both the hidden and the exposed node problems.
Slotted Floor Acquisition Multiple Access (Slotted FAMA) [6] : It is a reservation based MAC protocols which prescribes the exchange of RTS/CTS messages. In its original version, FAMA makes nodes communicate transmission requests and grants through RTSs and CTSs transmit data and wait for confirmation of correct reception (ACK). In case no CTS is received in response to an RTS, the transmitter back off and reschedules a later attempt. The protocol also includes error control over the data packet by means of stop-and-wait ARQ with infinite retransmissions. FAMA also assumes, that, in order to save energy, nodes are deaf during back-off intervals and that nodes transmit RTSs without listening to the channel. Two necessary conditions for collision avoidance are defined in this: i) the duration of the RTS packet must be longer than τ max (propagation delay time) and ii) the duration of the CTS packet must be longer than the duration of RTS plus 2τ max.
For underwater communications, these two conditions pose a number of problems, as the very long propagation delays usually incurred in underwater scenarios would require the transmission of very long control packets, with a dramatic loss of efficiency and a useless increase in power consumption. Moreover, it may be mentioned that transmit power is significantly higher than receive or idle power in typical underwater modems hardware. This fact discourages long transmission times, severely limiting the use of the original version of FAMA in underwater network.
T-Lohi [7] : It is a reservation based MAC protocol like S-FAMA, featuring a simpler handshake and contention resolution in case of concurrent channel access. With T-Lohi, time is divided in frames; consists of two portions, namely the reservation period and the data period. The reservation period is further portioned into contention rounds. Each contention round lasts T tone + τ max , where T tone is the duration of the tone transmission and τ max is the propagation delay. As for S-FAMA's slots, T-Lohi's contention rounds are long enough to accommodate a maximum propagation delay, so that a tone transmitted within a round can potentially reach all nodes within Rmax. Moreover, a tone transmission takes place only at the beginning of a round. Any node that wishes to send a data packet transmits a tone first. If no other tone is received from any neighbor, the node has been successful in reserving the channel, and can start transmitting the data packet. In case the node hears other tones during the current contention round, a contention resolution procedure is started, whereby each contender backs off for a random number of rounds, uniformly chosen in the interval [0, N]. The node listens to the channel for the whole duration of this back off. During this phase, if a node is the only one to choose the earliest round to transmit another tone among all contenders, it is called the winner, and is allowed to start data transmissions immediately. If more than one node chooses the earliest contention round simultaneously, they are called competitors and continue to contend for channel access, by repeating the above procedure. If a node hears one or more tones before attempting to access the channel again (i.e., one or more competitors chose a shorter back off time), it is called a loser and exits the contention phase. All losers start listening to channel activity until both the contention and the data transmission phases end, after which they go back to idle mode. This MAC solution is mainly designed to improve channel throughput. The major hurdle to the wide application of T-Lohi is that tone-receivers require special hardware. Moreover, the current design of T-Lohi is only for single-hop networks, i.e., all nodes in the network can overhear each other. However, the other drawback of the absence of an explicit CTS in T-LOHI is that no check is carried out to see if the intended receiver node is in fact available to receive the transmission (it may be involved in the reception of other packets), so that the whole contention phase for channel access could end up with a winner, but no node available to receive. Furthermore, the absence of CTS leaves the receiver unprotected from hidden terminals: therefore, any tone sent in the proximity of a receiver could potentially disturb the reception.
The comparison of different terrestrial MAC protocol in context with the underwater network scenario may be described as follows. ALOHA is a class of MAC protocols that do not try to prevent packet collision, but detect collision and retransmit lost packet.
In the UWA environment ALOHA protocols are affected by low efficiency, mainly due to the slow propagation of the acoustic channel. Moreover the need of re-transmission increases the power consumption of sensors and ultimately reduces the network failure. On the other hand, CSMA protocol aim at reducing the packet re-transmission, by monitoring the channel state; if the channel is sensed busy, packet transmission is inhabited so as to prevent collisions with the ongoing transmission. If the channel is sensed free, transmission is enabled. However in this approach, although it prevents collisions at the sender, does not avoid collision at the receiver due to the hidden and exposed terminal problem. The next contention based techniques that use handshaking mechanisms, such as RTS/CTS in shared medium access (MACA, IEEE 802.11) are impractical in underwater, due to the following reasons;(1) Large delays in the propagation of RTS/CTS control packets lead to low throughput (2) The high propagation delays of underwater channels impair the carrier sense mechanism (3) .The high variability of delay in handshaking packets makes it impractical to predict the start and finish time of the transmission with other station. Thus, collision is highly likely to occur.
T-Lohi, aims at decreasing the energy consumption by using sleep schedule and reservation mechanism. Anyway, although the non-contention free access scheme is provided with an effective collision avoidance mechanism, it may not be suitable for an environment when dense sensor deployment is assumed.One major problem of T-Lohi is spent waiting for traffic and idle-listening. For example in this protocol contenders transmit data only when no other tone is detected, even a single reflecting surface results in another contender. Thus a contender will always back-off and never be able to transmit data. This results in reduction in throughput.
In this paper, we have proposed a new protocol which is is based on the classic MACA to avoid hidden and exposed node problem. It also address the fragmentation issue, instead of sending a large packet it proposes to send fragmented packets to improve the throughput of the network. It introduces a new binary exponential back-off mechanism to reduce the possibilities of collision and hence to improve the throughput.
THE PROPOSED PROTOCOL
This MAC protocol is based on the classic MACA protocol. This protocol introduces five distinct states, namely, IDLE, CONTEND (CTD), WFCTS, WFDATA and QUIET. From IDLE state, a source node goes to CONTEND state when it has packet to send. Upon timer expiry in CONTEND state, the source node transmits a RTS, and transits to WFCTS state. The source node waits for returning CTS and sets its timer to 2τ max + T cts , where τ max is the maximum propagation delay, and T cts is the CTS duration. Similarly, after the receiver node returns the CTS to the source node, the receiver node goes to WFDATA state and sets its timer to 2τ max +T data , where T data is the data packet duration. To avoid packet collision, every neighboring node is required to stay in QUIET state upon overhearing an xRTS or xCTS packet. Depending on the overheard control packet, a neighboring node shall set its silent duration to either QUIET_RTS (2τ max + T cts) or QUIET_CTS (2τ max +T data) .As the data transmission process completes a node releases itself from current handshake and transit to IDLE state.
State Transition Rules:
Proposed MAC protocol consists of state transition rules adapted from the terrestrial MACA. Specifically, the modified state transition rules of Proposed MAC protocol are summarized in Table 10 . According to the formal specification described by Proposed MACA, the deferral rule has a higher order of precedence over the control and timeout rules [2, 3] ; that is, when a node in proposed MAC overhears any xRTS or xCTS packet, it transits directly to the QUIET state. In contrast, a long propagation delay (i.e., T rts+ τ max or T cts + τ max ) where τ max is the maximum propagation delay, and T rts or T cts is the RTS or CTS duration, often causes a node to receive packets other than the intended CTS or DATA, during WFCTS and WFDATA states, respectively. Therefore, we propose the following state transition rule modifications to improve proposed MACA throughput efficiency. 1) In WFCTS state, a source node employs a persistent waiting strategy for the expected CTS. The source node disregards any RTS or xRTS packet. However, the persistent waiting strategy is abandoned when it overhears an xCTS; the source node goes to QUIET state.
2) In WFDATA state, a receiver node employs a persistent waiting strategy for the incoming DATA. The receiver node disregards any RTS, CTS, xRTS and xCTS)
3) In QUIET state, a node remains in QUIET state for an extended period when it overhears xRTS or xCTS.The node computes max {Q lo ,Q ov }, where Q lo is the local quiet duration, and Q ov is the overheard control packet's quiet duration. The node shall stay in QUIET state corresponding to the larger of these two variables.
The above state transition rules cater for some scenarios that are much more likely to occur in underwater networks. The detailed description of protocol is given in the following series of flowcharts.
Fig:1:IDLE State
In this state (i.e. IDLE), the node act as receiver node and no transmission process is done in this state. If a node receives the data frame, it first sensed then checks whether the incoming frame is RTS? If yes, then transmit CTS and transit to WFDATA state. Otherwise check if it is CTS/DATA? If yes, then disregard the packet. If no, check for overhearing from xRTS. If it is xRTS then in this case switch to QUITE state and set timer ( T ORTS = T cts +2τmax), where T ORTS is the overheard time duration for RTS packet. When the timer duration get zero then again sense the channel and transit to IDLE state. If no check whether it is overhearing form xCTS. At the yes condition transit to QUIET state and set timer (T OCTS = T data +2τmax), where T OCTS is the overheard time duration for data packet, when the timer duration get zero then after expiry of time it goes to idle state. Now proceed towards CONTEND state.
Fig.2. Flow chart of working of CONTEND state of proposed MAC
In this state, when a source node has packet to send goes to the CONTEND state (i.e. 2) from the IDLE state (i.e. 1). Here I have done first modification between IDLE state and CONTEND state with an IP packet, if it larger than the maximum transmission unit of an interface i.e. too large for transmission over that interface. The original data packet will be fragmented into smaller packets in order to allow it to be received by the final destination system. If in case packet transmission is incomplete remain store in the buffer until all the fragments are received. This is enumerated in the flow chart given in the fig 20. The size of the packet at which it would be fragmented depends upon available bandwidth, node density and traffic density. For e.g. if the available bandwidth is large, and node density as well as traffic density is low then we can easily transmit large packet (X byte) but if bandwidth is lower than it is better to fragment the packet size into smaller fragmented packet.
In CONTEND state, when a node has packets to send, it will sense the channel. If channel is busy then stay in that state for set timer and sense the incoming packet. If answer is no (i.e. channel is free) then initiate a channel negotiation process through a RTS control message exchange on the control channel. After this process, the transmitting node transit to WFCTS state (i.e. 3). If channel is not idle for a period of time equal to (T cts +2τ max )the source node persist in monitoring the channel until the medium is determined to be idle. In the mean time if it overheard from xCTS / xRTS , then it just goes to the QUIET state and set timer, wait for the time to expire. In the mean time if CTS/DATA is sensed disregard packets otherwise on receiving RTS transmit CTS and transit to WFDATA state (i.e. 4). In WFCTS state, a source node employs a persistent waiting strategy for the expected CTS. The source node disregards any RTS or xRTS packet. However, the persistent waiting strategy is abandoned when it overhears an xCTS; the source node goes to QUIET state.
In the second modification, while a source node resides in WFCTS state, check whether CTS is received within time limit. If yes, then a source node (let S), before initiating a transmission chooses a random back-off interval in the range of [0, cw] where cw represents the contention window. The node S then decrements its back-off counter by one after every idle slot time.
When the back-off counter reaches 0, node S transmits its packet. If the transmission from S collides with some other transmission, S doubles its cw, and chooses a new random backoff interval from the new range and then attempts retransmission. Note that collision of an RTS packet can be detected by the absence of a CTS within a timeout value. The contention window is doubled for every collision until it reaches a maximum threshold called the cw max .
While in the back-off stage, if a node senses the channel to be busy, then it freezes its back-off counter. When the channel becomes idle once again for duration QUIET_CTS duration, the back-off counter is resumed to count down from its frozen value. Thus the back-off procedure is invoked only when the channel has been sensed to be idle for QUIET_CTS duration.
Resuming the back-off counter from the frozen value ensures that the nodes that have deferred access to the channel for long have a higher probability to access the channel in the current slot. This in turn ensures that over a longer time span all the nodes have equal opportunity to access the channel, thereby achieving per-node fairness.
Two neighboring source nodes transmit the RTS packets at around the same time. In this scenario, by allowing the source node to disregard any overheard xRTS during the WFCTS state, the system throughput can be improved due to the concurrent transmission in the neighborhood. In contrast, proposed MACA always prioritizes the deferral rule upon overhearing any xRTS or xCTS, i.e., a node transits to QUIET state, and defers its transmission. According to the proposed MAC state transition rules, both source nodes shall transit to QUIET state upon overhearing xRTS. Therefore, both nodes waste their data transmission opportunities. However, an exception to the persistent waiting strategy occurs when the source node overhears an xCTS while it is in WFCTS state. In this scenario, the source node shall transit to QUIET state, and abort its data transmission. Potential data collision is very likely to occur at node B, if node C were to transmit its data packet after persistently waiting for node D's CTS. Therefore, by deferring the data transmission at node C, the potential data collision at node B can easily be avoided.
Fig. 5. Flowchart of WFDATA state from state transition rule
In WFDATA state, a receiver node employs a persistent waiting strategy for the incoming DATA. The receiver node disregards any RTS, CTS, xRTS and xCTS)
In the third modification, it is reasonable to employ persistent waiting strategy for the expected data packet during WFDATA state, as a successful RTS-CTS handshake has already been established. More specifically, a node shall disregard any control packet received while it is in WFDATA state. For example, node B disregards the overheard xRTS, and persistently waits for the expected data packet .Lastly, a node may overhear xRTS or xCTS while it is deferring its data transmission in the QUIET state. In this scenario, a node shall consider the overheard control packet's quiet duration, and extend its quiet duration if the overheard control packet requires a longer silent duration. If the destination node (say D) check whether data is received within time limit, then after completion of data transmission node D goes to the idle state, it shows that node D releases itself from current handshake.
Packet Fowarding Strategy:
In a multi-hop adhoc network, nodes communicate with each other using several wireless acoustic links and there is no fixed infrastructure such as a base station. Each node in the network also acts as a router, forwarding data packets to other nodes. In fully distributed multi-hop networks, each node may act as a relay node to assist a source node in packet forwarding. Any packet drop that occurs in a relay node is costly as the packet has already consumed valuable channel resources to reach this node. To improve the end-to-end throughput, each node maintains two separate FirstIn-First-Out (FIFO) queues to differentiate two classes of data traffic; one for data originated from the node itself (i.e. Q 2 ), and the other for relay data (i.e. Q 1 ). Higher priority is given to the relay data's queue. For instance, an RTS packet that corresponds to a relay data packet is marked by a higher priority flag.
The long propagation delay in underwater makes it more likely to have two ready neighboring nodes transmit RTS successfully towards each other at around the same time. Without the packet priority assignment, both nodes may wait for the WFCTS timer to expire, and retry several times before giving up. Clearly, this is an undesirable event which leads to low throughput, high latency and energy wastage. This is alleviated by the packet priority assignment which is based on traffic classes. Flowchart given below shows the enqueue and dequeue operation for packet forwarding strategy to support multihop capacity.
Fig 6. Enqueue Operation for packet forwarding Strategy
In the enqueue operation from figure 6, it shows that each node maintains two separate First-In-First-Out (FIFO) queues to differentiate two classes of data traffic; one for data originated from the node itself (i.e. Q 2 ), and the other for relay data (i.e. Q 1 ). We first separate and then assign the priority to the two classes of data traffic, Higher priority is given to the relay data's queue. Then set the packet in different slots of contention window (CW) according to their priority.
Fig. 7. Dequeue Operation for packet forwarding Strategy for multi-hop environment
In the dequeue operation from figure 7, both the queues are checked, first check whether Q 2 is empty or not. If yes, assign Q 2 queues to the slots of contention window at CW min is set at 15 and CW max is set at 31 otherwise for Q 2 queues CW min is set at 31 and CW max is set at 1023.
SIMULATION & RESULTS
In our simulation, the multi-hop network topology comprised of 48 static nodes with a grid spacing of 800m. The maximum transmission range for each node is 1.75 times the grid spacing or 1400m in our simulation topology. For every packet generated by each node, the node randomly selects one of the 16 two-hop neighbors as an end destination with equal probability. Every other node in the network topology assumes the same static routing pattern. All nodes are assumed to be equipped with a half duplex omni-directional antenna. The bit rate of each node is assumed to be 2400 bps. The acoustic propagation speed is 1500 m/s. Every node operates independently of each other and traffic load is divided evenly among all nodes according to the Poisson distribution. The channel is assumed to be error free. Thus, packet losses are contributed by packet collision. For proposed MAC simulations, all control packets' lengths are 100 bits, i.e.,RTS and CTS are of equal length in our simulation. Data packet lengths of 1200, 2400, 4800 and5600 bits have been simulated. For BEB backoff parameters, Bmin is 15, and Bmax is 63 (for forwarding packets) & for own generated packets these values are set to be 64, 1024. Each node maintains two separate FIFO buffers for every one-hop neighbor with maximum size of 100 packets. There is no ACK involved in our simulations. The simulation's objective is to study Proposed MAC performance, specifically on its throughput in underwater networks. Note that the throughput per node is a unit less metric, as it has been normalized to single-hop channel capacity, i.e., 2400 bps. As presented in Fig. 8 , we benchmark our Proposed MAC against the conventional pure Aloha protocol and MACA-U. We observe that the pure Aloha scheme only has a maximum throughput per node of 0.0080 −0.0085, when the offered load per node was in between 0.0036 -0.0038. In addition, its throughput per node drops as the offered load per node increases beyond its maximum throughput operating point. This is reasonable as pure Aloha does not deploy any collision avoidance mechanism in the presence of hidden nodes. By using some backoff mechanism MACA-U has better improvement with respect to throughput in comparison to pure ALOHA.
Fig:9: Effect of different data packet size on throughput
But our proposed MAC's scheme with modified backoff mechanism shows a very good improvement in throughput as compared to the others. Figure 9 shows the effect of different packet size (1200, 2400, 4800, 5600) on the throughput. It is observed that the throughput increases with increase in the packet size up to 4800 bit. When the packet size is 5600 bit or more its throughput degrades gradually. This indicate that the larger packet need to be fragmented in an around 4800 bit to obtain a improved throughput. Figure 10 shows performance comparison of various collision resolution scheme. It is very clear from the above figure that modified BEB scheme has better throughput than the other collision resolution scheme. 
CONCLUSION
In this thesis paper, we propose and study the proposed MAC protocol, which is an adaptation of terrestrial MACA for multihop underwater networks. Three areas of improvement are investigated, namely, the state transition rules, the packet forwarding strategy, and the back-off algorithm. The simplicity and throughput stability of proposed MAC make it an appropriate reference MAC protocol, which a future, more advanced underwater MAC may benchmark its performance against. From the simulation results, we see that proposed MAC achieves a stable throughput, and it is a suitable candidate for dense underwater multi-hop networks.heading of subsections should be in Times New Roman 12-point bold with only the initial letters capitalized. (Note: For subsections and subsubsections, a word like the or a is not capitalized unless it is the first word of the header.
