Composite quantile regression can be more efficient and sometimes arbitrarily more efficient than least squares for non-normal random errors, and almost as efficient for normal random errors. Therefore, we extend composite quantile regression method to linear errors-in-variables models, and prove the asymptotic normality of the proposed estimators. Simulation results and a real dataset are also given to illustrate our the proposed methods.
Introduction
Consider a linear errors-in-variables model as follows:
where x is a p-dimensional vector of unobserved latent covariates which is measured in an error-prone way, X is the observed surrogate of x, β 0 is a p-dimensional unknown parameter vector, Y are responses vector, (ε, u T ) T is a p+1-dimensional spherical error vector, and they are independent with a common error distribution that is spherically symmetric. Spherically symmetric implies that ε and each component u have the same distribution, which ensures model identifiability. We restrict ourselves to structural models where x are independently and identically distributed random variables. If x stem from non-stochastic designs, the model is said to have a functional relationship, see Fuller (1987) for details. Model (1.1) belongs to a kind of model called the errors-in-variables model or measurement error model which was proposed by Deaton (1985) to correct for the effects of sampling error and is somewhat more practical than the ordinary regression model. Fuller (1987) gave a systematic survey on this research topic and present many applications of measurement error data. Other references can see Cui (1997a) , He and Liang (2000) , Huang and Wang (2001) , Ma and Tsiatis (2006) , Schennach (2007) , Li (2009), Wei and Carroll (2009) , Hu and Cui (2009), Jiang et al. (2012a) and so on.
The composite quantile regression (CQR) was first proposed by Zou and Yuan (2008) for estimating the regression coefficients in the classical linear regression model. Zou and Yuan (2008) showed that the relative efficiency of the CQR estimator compared with the least squares estimator is greater than 70% regardless of the error distribution. Furthermore, the CQR estimator could be more efficient and sometimes arbitrarily more efficient than the least squares estimator. Other references about CQR method can see Kai, Li and Zou (2010) , Zou (2011), Tang et al. (2012a) , Tang et al. (2012b) , Guo et al. (2012) and Jiang et al. (2012b Jiang et al. ( , 2012c Jiang et al. ( , 2013 Jiang et al. ( , 2014a Jiang et al. ( , 2014b . These nice theoretical properties of CQR in linear regression motivate us to consider linear errors-in-variables models based on CQR method so as to make the method of CQR more effective and convenient. This paper is organized as follows. The main results are given in Section 2. Some simulations and a real data application are conducted in Section 3 to illustrate our methodology. Final remarks are given in Section 4. All the conditions and technical proofs are collected in the Appendix.
Methodology and main results
If the true covariates x are observed, the parameters β in model (1.1) can be estimated through (Zou and Yuan, 2008) 
where ρ τ k (r) = τ k r − rI(r < 0), k = 1, 2, . . . , K, be K check loss functions with 0 < τ 1 < τ 2 < · · · τ K < 1. Typically, we use the equally spaced quantiles:
Taking into account the measurement error in X, we consider estimating β as follows
is widely used in linear models with additive errors (see Ma and Yin, 2011) . The main intuition is the following. In the usual regression, one minimizes the vertical standardized distance
} where d stands for a suitable distance measure and s.d. is the standard deviation, because only the vertical Y direction has errors. However, in the measurement error situation, errors also occur along the horizontal X direction, hence a distance containing both vertical and horizontal components should be favored. In fact, the minimization of the same standardized distance with X replaced by x automatically corrects for this. If we denote the variance of ε as Σ ε and the variance-covariance matrix of u as Σ u , we have
which is proportional to (Y − a k − X T β)/ √ 1 + ∥β∥ 2 under the spherical symmetry assumption. The following theorem gives the the asymptotic normality for the composite quantile regression estimatorβ. Theorem 1 Assuming Conditions A1-A2 in the Appendix are satisfied, then
.
Remark 1: In practice, there is constant term in model (1.1), then model (1.1) can be write as
The parameter α 0 and β 0 can be estimated as follows (Cui, 1997b) 
Numerical studies
In this section, we conduct simulation studies to assess the finite sample performance of the proposed procedures and illustrate the proposed methodology on AIDS clinical trials. Furthermore, we compare CQR method with least square (LS) method proposed by Fuller (1987) , t-type (TT) method proposed by Hu and Cui (2009) and quantile regression method with τ = 0.5 (QR 0.5 ) proposed by He and Liang (2000) .
Simulation example
We conduct a small simulation study with n = 100 and the data are generated from model (1.1), where the random error variables are taken to be 0.5*N(0,1), 0.2*t(3) and 0.05*C(0,1) distribution. The covariate vector x = (x 1 , x 2 , . . . , x p ) are generated from standard normal distribution N(0,1) and p=1,2,5 are considered. We focus on K = 5, K = 9 and K = 19 for composite quantile regression, respectively. The mean squared errors (MSE) and their standard deviations (STD) over 1000 simulations are summarized in Table 1 , where MSE=∥β − β 0 ∥ 2 . It can be seen from Table 1 that the CQR estimators have better performance than LS for heavy-tailed error distributions ( t(3) and C(0,1)), but is less efficient when the error is normal distribution N(0,1). Moreover, the results show that our method is more efficient than TT and QR 0.5 in most cases. The three CQR estimators perform very similarly. Further, one can see that the three CQR estimators are close to the true value. 
Real data example
In this section, we present an analysis of an AIDS clinical trial group (ACTG 315) study. One of the purposes of this study is to investigate the relationship between virologic and immunologic responses in AIDS clinical trials. In general, it is believed that the virologic response RNA (measured by viral load) and immunologic response (measured by CD4+ cell counts) are negatively correlated during treatment. Our preliminary investigations suggested that viral load depends linearly on CD4+ cell count. We therefore model the relationship between viral load and CD4+ cell counts by model (1.1). Let Y i be the viral load and let x i be the CD4+ cell count for subject i. To reduce the marked skewness of CD4+ cell counts, and make treatment times equal space, we take log-transformations of both variables. The x i are measured with error (Liang et al., 2003) . The model we used is
where X is the observed CD4+ cell counts. The performances of CQR method with different K are very similar (see Table 1 ), and considering computing time, K=5 is a good choice in practice. Therefore, K=5 for CQR method is considered in this example. The parameter estimator by using our proposed method is -0.0717. Moreover, the standard deviation of the parameter is 0.0078 and the 90% confidence interval is [-0.0824,-0 .0576] by using the random weighting method (see Jiang et al., 2012a) .
Conclusion
In this work, we have focused on the CQR method for linear errors-in-variables models and proven its nice theoretical properties. Moreover, the proposed approaches are demonstrated by simulation examples and a real data application.
Appendix
To prove main results in this paper, the following technical conditions are imposed. A1. Assume (ε, u T ) is spherically symmetric with finite first moment, and the distribution functions F of ε are absolutely continuous, with continuous densities f uniformly bounded away from 0 and ∞ at the points b τ k , k = 1, . . . , K and Eε 2 < ∞. A2. E(x) = 0 and Σ x = E(xx T ) is positive definite. Remark 2: Conditions A1-A2 are standard conditions, see He and Liang (2000) . Now we proceed to prove the theorems. Proof of Theorem 1. Denote
(â 1 , ...,â K ,β) is the minimizer of the following criterion:
Therefore, by applying the identity in Knight (1998) 
We have
Next, we study f 2ik (b k , β),
Similar to the proof of Theorem 3 in Cui (1997a), we can obtain
) ) .
Thus it follows that
Q n (b 1 , ..., b K , β) → Q 0 (b 1 , ..., b K , β)
The convexity of the limiting objective function, Q 0 (b 1 , ..., b K , β), assures the uniqueness of the minimizer and, consequently, that
The proof is completed.
