Abstract: This letter focuses on the automatic estimation of the first subglottal resonance (Sg1). A database comprising speech and subglottal data of native American English speakers and bilingual Spanish/English speakers was used for the analysis. Data from 11 speakers (five males and six females) were used to derive an empirical relation among the first formant frequency, fundamental frequency, and Sg1. Using the derived relation, Sg1 was automatically estimated from voiced sounds in English and Spanish sentences spoken by 22 different speakers (11 males and 11 females). The error in estimating Sg1 was less than 50 Hz, on average.
Introduction
Subglottal resonances (SGRs) have recently been used as a basis for speaker normalization in automatic speech recognition (ASR). Wang et al.
1 estimated the second subglottal resonance (Sg2) using measurements of the third formant frequency (F3) and the effects of Sg2 on trajectories of the second formant frequency (F2). 2 The ratio of estimated Sg2 frequencies of the test and reference speakers was used as the frequency warping factor for speaker normalization. A similar study also estimated the third subglottal resonance (Sg3) from a model of subglottal acoustics and performed piece-wise linear frequency warping using both Sg2 and Sg3. 3 Speaker normalization using Sg1 has not been attempted yet due to the lack of reliable algorithms for estimating Sg1. However, we predict that incorporating Sg1 into speaker normalization will yield additional benefits over using just Sg2 and Sg3, since Sg1 lies at the boundary of [þlow] and [Àlow] vowels just like Sg2 lies at the boundary of [þback] and [Àback] vowels. 4 We propose two algorithms to automatically estimate Sg1 in excised vowels and continuous speech based on the relation between two measures of the vowel feature [þlow] . Section 2 describes the database used. Section 3 describes novel methods for measuring Sg1, the procedure used for deriving an empirical relation among the fundamental frequency (F0), F1, and Sg1 and the algorithms for automatically estimating Sg1 using the derived relation. The results of automatic estimation are presented and discussed in Sec. 4. Section 5 summarizes the paper.
Database
A database comprising simultaneous speech and subglottal recordings was recently collected 5 with the intention of studying the properties of SGRs and their effects on speech. Speech data were recorded using a Shure PG27 condenser microphone (Shure Inc., Niles, IL) and subglottal data were obtained using an accelerometer. All recordings were sampled at 48 kHz and digitized at a resolution of 16 bits/sample. The database consists of two sets. Set 1 comprises data from 25 female and 25 male adult native speakers of American English (AE) aged between 18 and 25 yr. Set 2 comprises data from four female and six male adult bilingual speakers of Mexican Spanish and AE aged between 18 and 25 yr. Every native AE speaker was recorded in two sessions. The first session involved recording 21 nonsense CVb words embedded in the phrase "I said a_____ again," where "C" was one of the voiced stops [ ; female, bilingual-1 and 6), thus ensuring gender balance in both training and test sets. It must be noted that the training set was deliberately kept smaller than the test set in order to assess the generalizability of the proposed estimation algorithms to unseen data.
Methods
Previous studies on SGRs 4, 6 have shown that Sg1 usually lies in the range of 500-800 Hz and that females, on average, have higher values of Sg1 than males. Due to acoustic coupling between the subglottal and supraglottal systems, Sg1 has an effect on the frequency (F1) and prominence (A1) of the first formant. For example, in the diphthong [aU], F1 often shows a discontinuity and A1 experiences an attenuation as the first formant approaches and crosses Sg1. 4 Based on this a priori knowledge of Sg1, the following methods were devised for our analysis.
A Bark scale relation between F0, F1, and Sg1
The influence of Sg1 on F1 and A1 can be used to automatically estimate Sg1 in lowto-high diphthongs like [aU] . 4 However, our aim was to develop a generic algorithm for estimating Sg1 in any given vowel. We hypothesized that the Bark difference between F1 and F0 (denoted f1 D f0 ) would be correlated with the Bark difference between F1 and Sg1 (denoted f1 D s1 ), since both can be considered as acoustic measures of the vowel feature [þlow]. 4, 7 The relation between a frequency f in hertz and its corresponding Bark value z is given by
High vowels have low F1, for which f1 D f0 is usually less than 3 Bark. The reverse is true for low vowels. Since f1 D f0 can be computed readily from speech, our goal of automatic Sg1 estimation required finding a relation between f1 D f0 and f1 D s1 . Data from six female speakers (14, 16, 18, 19, 20, and 24) and five male speakers (12, 13, 15, 17, and 21) in set 1 were used to obtain a relation between f1 D f0 and f1 D s1 .
First, the actual value of Sg1 was obtained using 27 accelerometer and 5 microphone signals for each speaker. Sg1 was directly measured from three accelerometer signals of each of
the vowels [i], [I], [e], [ae], [A], [ˆ], [O], [U], and [u]
, in a semi-automatic manner using Snack. 9 Signals were down-sampled to 6 kHz since the first three SGRs are expected to lie below 3 kHz and the formant tracker's LPC (linear predictive coding) order was set to 12. A 49 ms Hamming window spaced at 5 ms intervals was used. In some cases, the above settings were slightly adjusted after visual inspection of the formant tracks and spectrograms. For each token, the resonance of the accelerometer signal in the range of 500-800 Hz was recorded as the measured value. However, it must be pointed out that the measurement of Sg1 in accelerometer signals was not always easy because of its proximity to highenergy harmonics of the fundamental frequency and its interaction with the first formant. In order to verify the correctness of the measurements in accelerometer data, Sg1 was also measured indirectly in five microphone signals of the diphthong [aU] . For each token, F1 was tracked semi-automatically using Snack. A window length between 1 and 3 pitch periods was chosen in order to clearly discern the Sg1-induced discontinuity in F1. Figure 1(a) shows one such example. As shown in the figure, the two F1 values that yield the largest difference (frames 32 and 33 in this case) are on either side of the observed discontinuity. Therefore, for each token of [aU], Sg1 was measured as the average of the F1 values that comprise the largest absolute difference. In roughly 80% of the diphthong tokens analyzed, the discontinuity in F1 was clearly observable and the indirect and direct measurements agreed to within 30 Hz of each other. In the remaining tokens, the indirect measurement was slightly biased, since two discontinuities could be observed and the one closer to the direct measurements was chosen for averaging. Finally, the mean of all the Sg1 measurements was recorded as the actual value. Figure 1(b) shows the mean, standard deviation, and the percentage coefficient of variation (COV-ratio of standard deviation to mean) of Sg1 measurements for all training speakers. As expected, females have slightly higher Sg1 values than males. Standard deviations range between 18 and 40 Hz and the percentage COVs range between 2.6 and 6.3%. Therefore, an estimate of Sg1 that lies within 5%-10% or within 50 Hz of the actual value can be considered to be reasonably good.
Once , for all speakers in the training set. In all, 495 tokens were analyzed. As before, F1 and F0 values were obtained semi-automatically using Snack, except that the Figure 2 shows a scatter plot of f1 D s1 versus f1 D f0 . Clearly, the two quantities have a high degree of correlation (q ¼ 0.974). Since F1 is always higher than F0, f1 D f0 is always positive. f1 D s1 can be positive or negative depending on whether F1 is higher or lower than Sg1, respectively. As f1 D f0 increases, the measure of the feature [þlow] increases, and when it is around 4 Bark, f1 D s1 starts assuming positive values. This is reasonable because vowels with the feature [þlow] have f1 D f0 values higher than 3 Bark on average. 7 The figure also shows a linear fit (r 2 ¼ 0.9492) and a cubic polynomial fit (r 2 ¼ 0.9533) to the data. For the automatic estimation of Sg1, we decided to use the following equation describing the cubic polynomial since it forms a slightly better fit to the data than the linear relation from F1 i (Bark). All the frame-by-frame Bark Sg1 estimates were converted to hertz by inverting Eq.
Automatic estimation of Sg1 in vowels
(1) and Sg1 for the given vowel token was evaluated by averaging them. Data from the bilingual speakers were not used for this experiment because each bilingual speaker was recorded saying just seven vowels (in three different contexts).
Automatic estimation of Sg1 in continuous speech
Estimating Sg1 in continuous speech is important because one might not have access to excised vowels in real world scenarios. For this experiment, up to three sentences of continuous speech were used for each speaker in the testing set. In addition to speakers mentioned in Sec. 3.2, data belonging to two female speakers (1 and 6) and two male speakers (3 and 4) in set 2 were used. Every sentence, either in English or in Spanish, consisted of one of the carrier phrases mentioned in Sec. 2 with one of the CVb or hVd words embedded in it. The technique adopted to estimate Sg1 is as follows: First, F1 and F0 were extracted automatically frame-by-frame from the entire length of continuous speech presented. Then, all voiced frames were selected with the help of a parameter called Probability of Voicing (PV) returned by Snack. Snack sets PV to 1 for voiced frames and to 0 for unvoiced frames. A Sg1 estimate was computed for each voiced frame by following the procedure outlined in Sec. 3.2. Finally, a Gaussian distribution was estimated from the pool of Sg1 values obtained for voiced frames and its mean was recorded as the final Sg1 estimate. In case of bilingual speakers, two separate estimates were obtained for English and Spanish sentences. Figure 3(a) shows results of automatic estimation in excised vowels for a particular female speaker (27) in set 1 who is a representative of the test set. For this speaker, the highest estimation error is in the case of the vowel [aI] (42 Hz). The estimation error averaged over all vowels is found to be 22 Hz, which is in the observed range of standard deviations of Sg1. The average percentage estimation error over all vowels is 3.5%, which is in the observed range of percentage COVs of Sg1. It must be noted that the estimation errors are mostly uniform across all vowels. Figure 4(a) shows results of estimation in vowels for all speakers in the test set. For each speaker, Sg1 was estimated in 130 vowel tokens. The percentage number of estimates that lie within 10% of the actual value ranges between 94 and 100% and is above 95% for 17 out of 18 speakers in the test set. The percentage number of estimates that lie within 50 Hz of the actual value ranges between 90 and 100% and is above 95% for 13 out of 18 speakers. The estimation error averaged over all 130 tokens ranges between 9 and 33 Hz and is below 25 Hz for 14 out of 18 speakers. amount of data increases from one to three sentences. Hence for practical purposes, one short sentence of continuous speech with some voiced segments can be considered to be sufficient for estimating Sg1. The estimation error ranges from 2 Hz (speaker 6 in set 2) to 96 Hz (speaker 33 in set 1) and its average over all test speakers is 28 Hz. This is well within the range of observed standard deviations for Sg1. An important thing to note is that in case of bilingual speakers, the algorithm performs equally well with English and Spanish data. The reason is twofold. First, our approach was based on relating two acoustic measures of the feature [þlow], without incorporating any explicit information about language-specific characteristics of vowels. Second, we used only Bark differences and not absolute values. Therefore, the algorithm's performance does not suffer despite the fact that English and Spanish differ significantly in their phonetic content. It must also be noted that the actual value was assumed to be the same for English and Spanish data because SGRs have been shown to be almost independent of the language spoken. 1 
Results and discussion

Conclusion
In this paper, algorithms were proposed to estimate Sg1 in adults' speech. To the best of our knowledge, this is the first attempt to estimate Sg1 using purely supraglottal acoustics. In order to develop content-independent algorithms, a novel approach based on relating two acoustic measures of the vowel feature [þlow] was proposed. An empirical relation was derived between two perceptually motivated quantities-the Bark difference between F1 and F0 and the Bark difference between F1 and Sg1. The derived relation was used to develop algorithms for the automatic estimation of Sg1 in vowels and in continuous speech. It was shown that, on average, the proposed algorithms can estimate Sg1 to within 50 Hz of the actual value from voiced sounds in English and Spanish sentences. As part of our future work, we plan to use the proposed algorithms in automatic speaker normalization tasks.
