1. Introduction {#sec0005}
===============

Language processing starts long before infants utter their first words. Already in utero, babies start to extract rhythmic regularities of the ambient language: newborns prefer to listen to speech with prosodic characteristics of the native language and their crying matches their native language's stress pattern ([@bib0295]; [@bib0325]; [@bib0340]). With only little experience, infants discriminate a range of speech sound contrasts (e.g., [@bib0120]; [@bib0500]) and match auditory and visual speech cues (e.g., [@bib0245]; [@bib0365]). They considerably refine and extend this knowledge in the first year of life and attune perception to the characteristics of their native language. This *native language attunement* is evidenced by changes in the perception of speech sounds, particularly by a reduced sensitivity to non-native sound contrasts and enhanced sensitivity to native sound contrasts (for reviews, see [@bib0310]; [@bib0225]). However, most work on the development of infant speech perception has focused on the auditory domain even though large portions of the language input to babies is conveyed through multimodal face-to-face communication.

Indeed, it has been argued that infants exploit visual and social cues inherent in multimodal speech to facilitate language learning and processing (e.g., [@bib0240]; [@bib0080]). In a seminal study, [@bib0245] showed that infants process cross-modal speech information. In this study, when 18- to 20-weeks-old infants were presented with two articulating faces side by side and an auditory stream that matched one of the visual articulations, infants preferred to look at the matching face. Subsequent work revealed that despite this early sensitivity for multimodal speech cues, audiovisual speech perception considerably develops during infancy and this development further extends into childhood. Attunement to the native language can also be observed for audio-visual speech. While young infants are still sensitive to the match between auditory and visual speech cues for both familiar and unfamiliar languages, towards the end of the first year of life, they lose sensitivity for the cross-modal segmental match of non-native audiovisual speech ([@bib0395]; [@bib0235]; [@bib0430]). Similarly, 4- to 6-month-olds discriminate their native from a non-native language when presented with silent articulations, based on visual speech cues alone, whereas monolingual 8-month-olds no longer do so ([@bib0495]). Nevertheless, visual cues continue to be exploited for phonetic learning as they can be used to enhance sound discrimination in infants and adults ([@bib0460]; [@bib0470]; [@bib0305]; but see [@bib0085]). Indeed, infants appear to actively seek out visual speech information by increasing attention to a speaker's mouth during the phase of native language attunement ([@bib0275]; [@bib0465]), and such attention has been associated with more mature speech processing ([@bib0260]). Taken together, these studies demonstrate that infants associate speech sound information from different modalities, suggesting that phonemic representations are inherently multimodal (see also [@bib0040]). They do not, however, necessarily imply that infants automatically integrate information from audition and vision during speech processing (see [@bib0435]). Evidence for limited audiovisual integration early in development comes from studies showing reduced sensitivity to the temporal synchrony of auditory and visual speech streams in infants (e.g., [@bib0265]) and from studies finding considerable variation in the likelihood to fuse auditory and visual speech cues into one percept until well into childhood ([@bib0110]; [@bib0290]). Interestingly, the developing ability to map auditory and visual speech cues seems to be modulated by articulatory knowledge ([@bib0105]; [@bib0345]; [@bib0010]), which has been taken to suggest a role for sensomotoric information in phonological learning and processing (for a recent discussion see [@bib0175]).

Despite this growing body of behavioural work, research on the neural processing of audiovisual speech in infants is relatively scarce and the neural underpinnings of infant audiovisual speech perception are still only poorly understood. Most studies investigating the neural correlates of infant speech perception focused on auditory speech perception and activation patterns elicited in temporal brain areas involved when processing auditory stimuli (for reviews, see [@bib0335]; [@bib0410]). Only more recently, research has also begun to explore the processing of (a) multimodal input and (b) the recruitment of frontal brain regions during infant speech perception (e.g., [@bib0005]). The former is particularly relevant because most language input to infants is inherently multimodal and -- as pointed out above -- this multimodality seems to be reflected in infants' phonemic representations. Understanding the processes of audiovisual speech perception is thus crucial for an ecologically valid account of infant speech perception. The latter seems particularly interesting in the light of behavioural findings suggesting a link between articulatory and perceptual abilities. There is a long-standing debate on the potential influence of production processes on speech perception and its link to frontal brain regions, specifically the (left) inferior frontal cortex (for reviews see [@bib0145]; [@bib0390]). Investigating the involvement of frontal brain regions during speech processing in infants seems especially relevant as the perceptuo-motor link is thought to be rooted in early language development: infants might use perception to guide and develop their production ([@bib0195]), they might use their motor knowledge to interpret phonemic information in perception ([@bib0400]), and/or they might form multimodal representations by establishing a mapping between auditory and articulatory information ([@bib0505]). The current study builds on this line of work and investigates infants' processing of unimodal and multimodal speech in frontal brain regions using functional near-infrared spectroscopy (fNIRS) to add to our understanding of the neural processes underlying infant speech perception.

Before we discuss previous research with infants in more detail, we will briefly summarise relevant findings from the adult literature to put the current study into context. Research with adults has shown that visual speech processing (i.e., silent lip reading) recruits areas in auditory cortex ([@bib0055]; [@bib0415]). The response to speech in sensory cortices, such as auditory cortex, and in areas associated with multisensory processing, such as the superior temporal sulcus (STS), is enhanced during audiovisual as compared to unimodal speech perception ([@bib0065]; see also [@bib0050]). Further, Broca's area and left inferior prefrontal cortex seem to be critically involved in the processing of audiovisual speech. Both regions are activated more strongly in response to congruent as compared to incongruent audiovisual speech ([@bib0360]; see also [@bib0440]). While activation in Broca's area is thought to reflect the mapping of auditory cues onto motor representations (e.g., [@bib0510]), activation in prefrontal cortex is thought to reflect processes of attention allocation (e.g., [@bib0330]). In sum, these studies show enhanced processing of audiovisual as compared to unimodal speech in sensory areas, the STS and left inferior frontal and prefrontal cortex. This provides a neural substrate to behavioural improvements in speech perception when a speaker's mouth is visible (e.g., [@bib0420]) and concurs with findings that auditory processing is affected by visual cues and vice versa (see also [@bib0290]). While temporal areas and specifically the STS have been demonstrated to be involved in binding and integrating information from different modalities (e.g., [@bib0020]; but see [@bib0200]), the role of frontal regions during speech perception is more controversially discussed. In particular, enhanced activation in left inferior frontal cortex has been taken to reflect the mapping of speech percepts onto motor schemes -- either through a direct action-perception link (e.g., [@bib0400]) or in the context of a predictive coding mechanism (e.g., [@bib0190]). Regardless of the proposed nature of sensomotoric mapping, the reported frontal effects in adult speech perception are commonly assumed to result from the association of speech cues from different modalities during language development (see [@bib0115]).

Indeed, neuroimaging studies with infants show activation of left inferior frontal regions in response to speech already in newborns and 3-month-old infants ([@bib0090], [@bib0095]; [@bib0380]). Specifically, over the course of the first year of life, Broca's area has been shown to become more prominently recruited during speech processing, suggesting the establishment of a perceptuo-motor link for speech categories during early language development ([@bib0215]; [@bib0255]; [@bib0385]). Yet, only very few studies explicitly tested infants' processing of multimodal speech cues. When auditory speech is presented alongside a visual non-speech stimulus, such as a checkerboard pattern, 2- to 4-month-olds show similar activation of sensory cortices for unimodal and multimodal stimuli ([@bib0450]; [@bib0455]). This is thought to indicate that early in ontogeny auditory and visual components are processed in separate neural circuits with little cross-talk between sensory regions (but see [@bib0490]). In contrast, 6- to 9-month-olds show left-lateralised enhancement of activation in temporal areas in response to auditory speech paired with a visual stimulus as compared to auditory speech alone ([@bib0030], [@bib0035]). Taken together, these results suggest that enhanced processing of multimodal speech might rely on language experience. However, visual cues in these studies were non-linguistic. Thus, it is unclear if results generalise to the processing of audiovisual speech. Yet, similarly enhanced processing for synchronous multimodal as compared to unimodal or asynchronous speech has been reported in ERP studies with 3- and 5-month-old infants ([@bib0205], [@bib0210]; [@bib0405]). Moreover, [@bib0130] report increased left-lateralised activation in response to audiovisual native as compared to non-native speech in temporal brain regions by the end of the first year of life, providing evidence for a neural correlate of perceptual native language attunement in the audiovisual domain (for similar findings with auditory-only speech see, e.g., [@bib0255]).

While these studies suggest improved processing of native audiovisual as compared to auditory-only and non-native speech, no study so far directly compared the processing of auditory, visual and audiovisual speech in infants. Furthermore, brain responses were only assessed for sensory cortices and temporal regions. This concurs with well-established findings in the adult literature, highlighting the importance of temporal regions in speech processing and specifically the role of STS for binding information from different modalities during speech perception (e.g., [@bib0350]; [@bib0015]). Yet, the results cannot speak to the potential role of inferior frontal cortex (IFC) in processing speech information from different modalities during language development. Currently, only one study directly assessed infants' recruitment of frontal cortex during audiovisual speech perception ([@bib0005]). This study reported enhanced activation of regions in IFC in the left hemisphere in response to congruent -- but not incongruent -- native audiovisual speech in 6-month-old infants. Furthermore, results from this study show that infants' response to audiovisual speech in inferior frontal brain regions is impacted by their general attention to a speaker's mouth during speech perception. This finding is in line with the notion that left IFC is involved in mapping information from different modalities during infant speech perception.

To further illuminate the role of IFC during infant language learning and speech perception, the current study examined infants' processing of auditory, visual and audiovisual speech using fNIRS. In particular, we investigated 6-month-olds' neural response to speech across modalities at frontal and prefrontal sites in both hemispheres. Prefrontal sites were included because prefrontal cortex has been suggested to be involved in processes of attention control during audiovisual speech perception in adults ([@bib0360]) and in processing of socially -- but not necessarily linguistically -- relevant aspects of speech in infants ([@bib0100]; [@bib0355]). We hypothesised that infants might differentially recruit areas in IFC in response to multimodal as compared to unimodal speech, reflecting differences in sensory stimulation, attention and/or task demands (for discussion of crossmodal, additive effects in adults see [@bib0060]). This hypothesis is also based on previous reports of enhanced temporal activation for multimodal stimuli in infants ([@bib0030], [@bib0035]). Indeed, if areas in IFC are associated with integration processes during audiovisual speech perception (e.g., [@bib0090], [@bib0095]), activation should be stronger for multimodal as compared to unimodal speech because only audiovisual speech input requires the evaluation and integration of information from different modalities. However, it has also been suggested that activation of areas in left IFC, such as Broca's area, during auditory speech perception reflect the mapping of motor schemes onto speech percepts (e.g., [@bib0255]). This implies that speech perception leads to the automatic retrieval and processing of information from different domains, such as auditory, visual and motoric information, regardless of the modality of the input (see also [@bib0505]). That is, infants might retrieve (visuo-) motoric information not only when they are presented with a talking face but also when they are presented with auditory-only speech (as suggested by motor theory of speech perception, for instance, see [@bib0280]). If so, processing demands should be similar across modalities and we might thus find similar patterns of activation for unimodal and multimodal speech.

2. Method and materials {#sec0010}
=======================

2.1. Participants {#sec0015}
-----------------

Twenty-eight German 5.5- to 6-month-olds (13 girls) from a monolingual language environment participated in the experiment (age range: 5;15 (months; days) to 6;0, mean age 5;24). Infants were recruited via a large existing infant and child database at the Max Planck Institute for Human Cognitive and Brain Sciences in Leipzig, Germany. All infants were born full term with normal birth weight (\>2500 g) and had no reported hearing or vision impairment. Eight additional infants could not be tested because they started to cry, four additional infants had to be excluded due to technical failure during fNIRS recording, and three additional infants were later excluded from analysis because they contributed less than 50% of valid data (see data analysis). Parents gave written informed consent to participate in the study and received 7.50 Euro and a toy for their infant for participation. The study was approved by the local ethics committee and conducted according to the declaration of Helsinki.

2.2. Stimuli {#sec0020}
------------

Stimuli were adapted from a previous study testing infants\' audiovisual speech perception ([@bib0005]). Speech stimuli consisted of audiovisual recordings of a female native speaker of German, uttering the vowels /a/, /e/ and /o/ in hyper-articulated, infant-directed speech (for details on the visual and acoustic characteristics see [@bib0010]). For each vowel, two stimulus videos were created that contained three successive repetitions of the respective vowel. Each utterance started and ended with the mouth completely shut in neutral position. Each vowel articulation was separated by approximately three seconds in which the woman kept a friendly facial expression, leading to a video length of 15 s. The eye-gaze was always directed towards the infant. All videos were zoomed and cropped so that they only showed the woman\'s head against a light-grey wall. Video frames were 1024 pixels wide and 1000 pixels high, resulting in a width of 27 cm and a height of 26 cm on screen. For the auditory-only stimuli, the visual stream of the videos was replaced by a blank (black) screen. For the visual-only stimuli, the auditory stream of the videos was replaced by silence. Three additional example trials were created using different recordings of the same woman uttering each vowel twice in a block of three repetitions followed by an engaging smile and raise of her eyebrows. Each example stimulus had a length of approximately 45 s.

Non-speech stimuli were created to mimic the speech stimuli. Each stimulus consisted of three successive repetitions of a complex sound, accompanied by a time-locked visualisation. Non-speech sounds were three different melodies that matched the three speech sounds in length and volume and represented a bouncing ball, a ringing bell, and a whistle. Non-speech visual stimuli were created using i-Tunes' visualiser and showed visual objects (light bubbles) against a black background that changed in colour and intensity corresponding to the sound stimuli. Auditory and visual streams of the non-speech stimuli were contingent, i.e. bubble explosions were time-locked to the sounds, to mimic the synchrony between auditory and visual speech streams in the speech stimuli. Timing of the sounds and video length of the non-speech stimuli were matched to the vowel stimuli, leading to a stimulus length of 15 s. Video frames were 1024 pixels wide and 1000 pixels high, resulting in a width of 27 cm and a height of 26 cm on screen. Again, auditory-only stimuli were created by replacing the visual stream of the audiovisual videos with a blank (black) screen, and visual-only stimuli were created by replacing the auditory stream of the audiovisual videos with silence. [Fig. 1](#fig0005){ref-type="fig"} shows an example frame of the mouth position for each of the fully articulated vowels and examples of the sounds' spectrograms ([Fig. 1](#fig0005){ref-type="fig"}A) and an example frame of the visual objects used in the non-speech stimuli with the spectrogram of the corresponding sound ([Fig. 1](#fig0005){ref-type="fig"}B).Fig. 1Stimulus examples. (A) Example frames for each of the fully articulated vowels used as speech stimuli and the corresponding sounds\' spectrograms with pitch contours outlined in blue. (B) Example frame for one of the exploding bubbles used as non-speech stimuli with the corresponding sound\'s spectrogram.Fig. 1

2.3. Procedure {#sec0025}
--------------

Infants were seated on their parent\'s lap in a quiet experimental room, facing a 52 cm wide and 32.5 cm high TV screen at a distance of 60 cm from the screen. Visual stimuli were presented on screen. Auditory stimuli were presented via loudspeakers that were located behind the screen. Infants were first presented with the three example videos showing the woman uttering /a/, /e/ and /o/, to introduce infants to the testing situation and to the speaker and her characteristics. Infants were then presented with a maximum of 18 speech -- non-speech sequences. Each sequence presented one of six different auditory, visual and audiovisual speech videos (two videos per vowel and modality), immediately followed by a modality-matched non-speech video. Speech and non-speech videos were paired so that each specific speech video was always followed by the same modality-matched non-speech video. Sequences were pseudo-randomised so that no more than two consecutive sequences belonged to the same modality, and so that no more than two consecutive sequences contained the same vowel. Thus, stimuli from the three different modalities were not presented in a blocked design but intermixed throughout the experiment. Although this might decrease the likelihood of task-dependent modality-specific processing, pilot testing showed that an intermixed presentation increased infants' interest in the stimuli and considerably reduced dropout rates. To ensure that infants looked at the screen, each sequence was started manually by the experimenter when the infant attended to the screen, resulting in variable inter-stimulus intervals (median = 8 s, range 1--60 seconds; note that this excludes longer breaks which were occasionally taken to reposition or cheer up the infant). On average, the experiment took approximately 15 min.

2.4. Data acquisition {#sec0030}
---------------------

A camera mounted below the screen recorded infants\' behaviour during the experiment to allow offline coding of attention and movement throughout the experiment. The speech -- non-speech sequences were presented using Presentation software (Neurobehavioral Systems), and infants' fNIRS data were recorded using a NIRx Nirscout system and NirStar acquisition software. The NIRS method relies on determination of changes in oxygenated and deoxygenated haemoglobin concentration in cerebral cortex based on their different absorption spectra of near-infrared light (for a detailed description see [@bib0285]). Data were recorded from 16 source-detector pairs, placed at a distance of approximately 2.5 cm within an elastic cap (Easycap) in order to record brain responses from anterior and inferior frontal brain regions. The source-detector arrangement resulted in a total of 49 channels, placed with reference to the 10--20 system (see [Fig. 2](#fig0010){ref-type="fig"} for details). To ensure comparable placement of channels irrespective of infants' head size, several caps of different size were prepared with optode holders. Based on an individual infant's head size, the best fitting cap was used for testing. Data were recorded at a sampling rate of 6.25 Hz. Near-infrared lasers used two wavelengths at 760 nm and 850 nm with a power of 5 mW/wavelength. Light intensity was automatically adjusted by the NIRS recording system to provide optimal gain.Fig. 2Channel placement and time course plots of the hemodynamic response to speech stimuli. Dots on the topographic head mark the placement of fNIRS channels. Channels in frontal and prefrontal areas included in the regions of interest for analysis are coloured in green (frontal channels) and red (prefrontal channels). The panels show the hemodynamic response to speech for all channels included in the analysis in the left (upper panels) and right (lower panels) hemisphere. Note that not all depicted channels show significant changes in oxyHb in response to speech (see 3. Results for details). The depicted frontal channels correspond in placement approximately to F7/F8, targeting the inferior frontal gyrus and lower parts of the middle frontal gyrus ([@bib0230]), while the depicted prefrontal channels roughly correspond in placement to FP1/FP2, targeting the medial prefrontal cortex. The graphs plot the change in oxyHb (red line) and deoxyHb (blue line) from the onset of the speech stimulus (averaged across all speech conditions) for 20 s, i.e. up to 5 s after speech stimulus offset.Fig. 2

2.5. Data analysis {#sec0035}
------------------

Infants' attention to speech and non-speech stimuli and their movements during fNIRS recordings were coded offline from video. If an infant looked away from the screen for more than 5 s, which is for more than one third of a stimulus video, the data for this particular stimulus were excluded from further analysis. If an infant showed severe head movement during presentation of a stimulus video, which resulted in movement artefacts in the data (based on visual inspection), the data for this particular stimulus were also excluded. Three infants were excluded from analysis because they did not contribute data for at least 50% of the stimuli according to these criteria (for similar rejection criteria, see [@bib0005]). The final sample consisted of data from 28 infants that contributed on average data from 15 speech sequences (range 9--18). Infants' tended to look away more often during auditory-only sequences and consequently contributed fewer auditory trials to the analysis compared to audiovisual trials (audiovisual: mean 5.36, SE 0.18, range 3--6; auditory: mean 4.61, SE 1.1, range 2--6; visual: mean 5.04, SE 1.04, range 3--6; audiovisual vs. auditory: *t*(27) = 2.938, *p* =  .01; other *ps* \> .05).

The fNIRS data were analysed using the Matlab-based software nilab2 (see [@bib0170], for previously published fNIRS data using this analysis software). Data were filtered with a 0.2 Hz low-pass filter to remove fluctuations that were too fast and with a high-pass filter of 30 s to remove changes that were too slow to be related to the experimental stimuli. Using a 15 s time window (equalling the length of each speech and non-speech sequence), measurements were converted into oxygenated haemoglobin (oxyHb) and deoxygenated haemoglobin (deoxyHb) concentrations using the modified Beer-Lambert law. We then calculated changes in oxyHb and deoxyHb concentration in response to speech relative to the non-speech baseline (for a similar method applied to fNIRS data obtained from infants of similar ages, see [@bib0165], [@bib0170]; [@bib0005]). Note that we used modality-matched non-speech sequences as a baseline rather than silence and a blank screen so that any (relative) change in oxyHb and deoxyHb concentration can be interpreted as a response to the speech stimuli rather than to sensory auditory, visual or audiovisual stimulation *per se* (but see 4. Discussion for alternative interpretations). Pilot testing further showed that a modality-matched baseline considerably reduced infant movement and fussiness compared to a baseline without stimulation (for the use of a similar baseline, see [@bib0005]). For subsequent statistical analysis, we averaged the resulting concentration changes in oxyHb and deoxyHb by participant for each channel. Note that we report results on concentration changes in deoxyHb, but that it is not unusual for studies with infants to find no or inconsistent changes in deoxyHb concentration in response to functional stimuli (cf. [@bib0285]; [@bib0320])

3. Results {#sec0040}
==========

Based on previous research ([@bib0005]), we conducted one-sample t-tests on left- and right-hemispheric frontal channels to detect significant increases in oxyHb in response to speech (collapsed across modalities) to isolate channels of interest that covered speech sensitive brain regions. This revealed two clusters of speech-sensitive channels: four adjacent channels in left frontal regions and seven adjacent channels in right prefrontal regions (all channels *t*(27) ≥ 2.539, *p* ≤  .017, no corrections applied). To test for potential lateralisation effects, we included the corresponding channels in the opposite hemisphere for subsequent analysis. Our analysis was thus conducted on the resulting two regions of interest (frontal and prefrontal) in each hemisphere (see [Fig. 2](#fig0010){ref-type="fig"}).[1](#fn0005){ref-type="fn"} For each region of interest, relative concentration changes were averaged by participant and experimental condition across the relevant channels for further analysis. According to NIRS channel placement with reference to the 10--20 system and the resulting anatomical correspondences ([@bib0230]), the prefrontal regions mainly targeted the medial prefrontal cortex whereas the frontal regions mainly targeted the inferior frontal gyrus and lower parts of the middle frontal gyrus (corresponding in placement approximately to F7/F8 for the channels located over the inferior frontal gyrus and FP1/FP2 for the channels located over the prefrontal cortex). [Fig. 2](#fig0010){ref-type="fig"} indicates the channel placement with the four regions of interest and displays the time courses of the hemodynamic responses for all channels included in the analysis.

A repeated-measures ANOVA on mean concentration changes in oxyHb in response to speech with site (frontal, prefrontal), hemisphere (left, right) and modality (audiovisual, auditory, visual) as within-subject factors revealed an interaction between site and hemisphere (*F*(1,27) = 8.175, *p* =  .008, *ƞ~p~^2^* = .232). No other interactions or main effects reached significance (*ps* ≥ .21). Separate repeated-measures ANOVAs with hemisphere (left, right) and modality (audiovisual, auditory, visual) as within-subject factors revealed a main effect of hemisphere at frontal sites (*F*(1,27) = 5.135, *p* =  .032, *ƞ~p~^2^* = .160) and prefrontal sites (*F*(1,27) = 6.205, *p* =  .019, *ƞ~p~^2^* = .187). No other interactions or main effects reached significance (*ps* ≥ .46). Corresponding analysis on mean concentration changes in deoxyHb in response to speech revealed no significant main effects or interactions at frontal sites, and a main effect of hemisphere (*F*(1,27) = 11.874, *p* =  .002, *ƞ~p~^2^* = .305) and modality (*F*(1,26) = 4.055, *p* =  .029, *ƞ~p~^2^* = .238), but no interaction at prefrontal sites.

Follow-up analysis showed significant increases in oxyHb concentration for speech at both left (*t*(27) = 4.084, *p* ≤  .001, *d* = 0.77) and right (*t*(27) = 2.498, *p* =  .019, *d* = 0.47) frontal sites, and both left (*t*(27) = 3.875, *p* =  .001, *d* = 0.73) and right (*t*(27) = 7.365, *p* ≤  .001, *d* = 1.39) prefrontal sites.[2](#fn0010){ref-type="fn"} Concentration changes were stronger in the right than the left hemisphere for prefrontal sites (*t*(27) = -2.505, *p* =  .019, *d* = -0.47), while there was no significant difference between hemispheres for frontal sites (*p* =  .10, see Fig. 3.1). Corresponding analysis showed a significant decrease in deoxyHb concentration for speech at prefrontal left sites (*t*(27) = -3.047, *p* =  .005, *d* = -0.57), but not at prefrontal right sites or at frontal sites in either hemisphere (*ps* \> .20).

Planned analysis on the influence of modality showed significant increases in oxyHb concentration for audiovisual (*t*(27) = 2.037, *p* =  .052, *d* = 0.38), auditory (*t*(27) = 2.998, *p* =  .006, *d* = 0.57) and visual (*t*(27) = 3.018, *p* =  .005, *d* = 0.57) speech at frontal left sites and for auditory (*t*(27) = 3.141, *p* =  .004, *d* = 0.59) -- but not for audiovisual or visual (*ps* ≥ .45) -- speech at frontal right sites (see Fig. 3.2). There was no significant difference between modalities within each hemisphere (*ps* ≥ .07) or between hemispheres for either modality (*ps* ≥ .14). Corresponding analysis showed no significant changes or differences in deoxyHb concentration at frontal sites (*ps* \> .07).

At prefrontal sites, oxyHb concentration significantly increased for audiovisual (*t*(27) = 3.611, *p* =  .001, *d* = 0.68) and auditory (*t*(27) = 3.248, *p* =  .003, *d* = 0.61) -- but not for visual (*p* =  .17) -- speech in the left hemisphere and for audiovisual (*t*(27) = 5.579, *p* ≤  .001, *d* = 1.05), auditory (*t*(27) = 5.159, *p* ≤  .001, *d* = 0.97) and visual (*t*(27) = 2.739, *p* =  .011, *d* = 0.52) speech in the right hemisphere (see Fig. 3.3). Again, concentration changes did not differ between hemispheres for either modality (*ps* ≥ .08) or between modalities within each hemisphere (*ps* ≥ .18). Corresponding analysis showed a significant decrease in deoxyHb concentration for visual speech at prefrontal left sites (*t*(27) = -3.570, *p* =  .001, *d* = -0.67), which was significantly different from changes in response to audiovisual (*t*(27) = -3.032, *p* =  .005, *d* = -0.56) and auditory speech (*t*(27) = 2.400, *p* =  .024, *d* = -0.64) and significantly stronger than in the right hemisphere (*t*(27) = -2.711, *p* =  .012, *d* = -0.56). No other changes or differences in deoxyHb concentration at prefrontal sites reached significance (*ps* \> .07).

[Fig. 3](#fig0015){ref-type="fig"} displays mean concentration changes in oxyHb in response to speech at frontal and prefrontal sites for both left and right hemisphere, collapsed across modality (Fig. 3.1) and separated by modality (Fig. 3.2 and 3.3).Fig. 3Mean change in oxyHb concentration in frontal and prefrontal brain regions in response to speech. The bar graphs illustrate differences in concentration changes found at frontal and prefrontal sites for speech collapsed across modalities ((1), left panel), and at frontal ((2), middle panel) and prefrontal sites ((3), right panel) depending on modality with AV = audiovisual speech (solid bars), A = auditory speech (striped bars), and V = visual speech (dotted bars); error bars indicate +/- 1 SE, asterisks indicate a significance level of \*\* *p* ≤  .01, \* *p* ≤  .02, ^+^ p = .05.Fig. 3

4. Discussion {#sec0045}
=============

The current study tested 6-month-old infants' neural response to auditory, visual and audiovisual speech stimuli to assess modality-specific effects in speech processing. Our results revealed the recruitment of speech-sensitive regions in frontal and prefrontal cortex in both hemispheres for uni- and multimodal speech.

Before we discuss results in more detail, it is important to emphasise that we used a modality-matched baseline rather than silence and a blank screen to assess changes in response to speech. This ensures that the brain responses reported in the current study cannot be reduced to a basic response to sensory auditory, visual or audiovisual stimulation, but can be interpreted as a functional response to the speech input. One might, however, argue that the observed response is not specifically related to speech processing but to face-voice processing more generally. From birth, infants prefer faces and voices over other kinds of visual and auditory stimuli ([@bib0220]; [@bib0485]). Thus, the salience of the speaker's face/voice in our speech stimuli might by itself increase attention and impact processing. Since we did not include a control condition using facial non-speech movements (such as gurns, e.g., [@bib0055]) and non-speech vocal sounds (such as grunting), we cannot rule out this possibility. An experiment including such control conditions for all modalities would have been too long to run with 6-month-old infants. Nevertheless, it would be important for future studies to directly compare speech and non-speech conditions that both involve facial and vocal stimuli. Previous findings can indeed be taken to suggest that the distinction between speech and non-speech facial movements and articulatory gestures is not clear-cut early in infancy. First, infants do not only attune their speech perception to the ambient input in the first year of life but also their face perception ([@bib0310]). The impact of face perception on audiovisual speech processing might thus change over the course of the first year of life. Second, infants are initially able to match auditory and visual cues not only for human speech but also for human non-speech sounds ([@bib0345]) and for monkey calls ([@bib0270]), suggesting a broad ability to match multimodal information. Nevertheless, we argue that the observed frontal activation is functional to speech for several reasons. Adult studies found stronger activation of IFC in response to visual speech as compared to facial non-speech movements ([@bib0055]; [@bib0070]; [@bib0185]), suggesting a response that is specific to speech rather than to face-voice processing more generally. Furthermore, adults' activation of IFC during processing of visual-only or degraded audiovisual speech is modulated by individual differences in speech reading and learning abilities ([@bib0370]; [@bib0125]; [@bib0315]). This is in line with the notion that IFC activation is modulated by linguistic task demands. Of course, findings with adults cannot be generalised to infants. Yet, previous research with infants shows differential activation of IFC for matching and mismatching audiovisual speech with the same age group and similar stimuli as used in the current study ([@bib0005]). This suggests that IFC is involved in mapping speech information from different modalities in infants and that the current experimental design taps into speech processing. This notion is further supported by the finding that in this prior study IFC activation in response to audiovisual speech stimuli correlated with infants' attention to the speaker's mouth (as assessed through eye tracking preceding the fNIRS recording; [@bib0005]). In addition, infants' behavioural response to the same matching and mismatching speech stimuli has been shown to be modulated by infants' articulatory knowledge ([@bib0010]), pointing to a potential role for production processes -- which might be modulated by the IFC -- in speech perception at this age and for these stimuli.

To summarise the main finding, six-month-olds were found to recruit frontal brain regions during processing of auditory-only, visual-only and audiovisual speech. Increased activation of regions in frontal cortex in response to speech was neither significantly modulated by modality nor were there significant differences in activation across hemispheres.[3](#fn0015){ref-type="fn"} The finding that speech processing was not left-lateralised contrasts with our earlier findings on the processing of congruent compared to incongruent audiovisual speech in 6-month-olds ([@bib0005]). Yet, there is considerable individual variation in the recruitment of IFC during infants' audiovisual speech perception ([@bib0005]; see also [@bib0215]) and even though speech processing is biased to the left hemisphere from early on in infancy, it has been shown to become more strongly lateralised over the first year of life ([@bib0335]). In general, our results replicate previous findings, demonstrating that infants recruit areas in IFC during speech perception ([@bib0090]; [@bib0215]; [@bib0255]; [@bib0380]; [@bib0385]) and support the notion that IFC plays a critical role for language learning and processing from early in ontogeny. Interestingly, we did not find systematic differences in the activation of frontal brain regions during speech processing with respect to modality. This is unexpected given that speech processing in adults is modulated by the congruency of audiovisual speech as well as by language modality (e.g., [@bib0065]; [@bib0360]). Arguably, modality-specific processing might have been weakened by the fact that we presented auditory, visual and audiovisual stimuli in random order rather than in a blocked design. It would therefore be interesting for future studies to assess if modality-specific effects in infants are modulated by the specifics of stimulus presentation. However, given that there were no consistent differences across modalities, we take our results to suggest that IFC is recruited during uni- and multimodal speech processing in infants.

There are different possible interpretations of the results with respect to the functional role that the IFC plays during infant speech perception. In the adult literature, activation of IFC during speech perception has been found to be modulated by task demands, specifically by the congruence of audiovisual speech information ([@bib0360]), by stimulus clarity ([@bib0315]) and by stimulus complexity (syllables vs. words vs. sentences; [@bib0375]). This is in line with the notion that IFC activation is associated with top-down processes related to attentional control and memory ([@bib0445]; [@bib0135]). On a more specific level, activation of the IFC has been taken to suggest activation of motor schemes in the service of speech perception.[4](#fn0020){ref-type="fn"} However, theoretical accounts fundamentally differ in their conception of this perceptuo-motor link. Models taking an embodied approach to speech perception assume that the incoming speech signal is analysed in terms of the associated articulatory information (e.g., motor theory of speech perception, [@bib0280]; and mirror neuron approaches, [@bib0400]). According to such models, phonemic information is represented in terms of motor schemes and the motor system is critical for speech perception (for reviews see [@bib0145]; [@bib0075]). Other accounts assume that the motor system is activated during speech perception to inform production, i.e., to provide corrective feedback and to guide speech gestures (e.g., [@bib0190], for auditory speech perception; [@bib0475], for visual speech perception). In this view, the perceptuo-motor link results from the need to tune production to the native sound system in early development. This link may, however, be exploited to predict other's upcoming speech (see also [@bib0425]) and to limit potential interpretations of the speech signal (see also [@bib0440]). Similar interpretations of the perceptuo-motor link in terms of phonological learning ([@bib0385]) and phonological analysis ([@bib0255]) can be found in the infant literature.

In the light of this discussion, it is interesting to note that there is increasing behavioural evidence that articulatory information modulates infants' speech perception. First, research suggests that articulatory knowledge acts as perceptual filter, focusing attention to sound contrasts relevant to concurrent phonological learning in production ([@bib0480]; [@bib0300]). The motor system might thus exert a top-down influence to guide productive development. Second, articulatory knowledge correlates with infants' ability to map auditory and visual speech cues during audiovisual speech perception ([@bib0105]; [@bib0010]). This might suggest that infants recruit the motor system during speech perception to retrieve articulatory information that can be used to predict sensory outcomes of (visuo-motoric) mouth movements. Third, concurrent sensomotoric information affects infants' auditory and audiovisual speech perception: infants fail to discriminate sound contrasts that are associated with different tongue tip positions when the tongue is blocked by a pacifier ([@bib0515]; [@bib0045]). This might indicate that infants use articulatory information to interpret the incoming speech signal, i.e., that the motor system is recruited to analyse speech information. Our data do not allow us to disentangle these positions. For future studies it will be important to directly assess to what extent infants' recruitment of IFC during speech perception is related to productive development in babbling and to (silent) imitation processes, for instance by measuring concurrent fascial muscle activity in order to investigate the contribution of articulatory information to infant speech perception.

Given the similar neural response to auditory, visual and audiovisual speech, we take our findings to support the view that infant speech processing involves retrieval and mapping of phonological information from different domains. In particular, our findings are in line with models assuming that phonological representations are inherently multimodal and reflect the association of auditory, visual and motor information in the course of early language development ([@bib0505]). According to this model, hearing or seeing a speech stimulus leads to automatic (co-)activation and retrieval of multimodal phonological information irrespective of the specific modality of the input stimulus itself. In combination with previous findings on the recruitment of the IFC during language processing in infants ([@bib0005]; [@bib0215]; [@bib0255]), we take our data to suggest that the IFC is pivotal in the learning and processing of such multimodal phonological representations.

In addition to activation in IFC, our results show increased activation of right and left prefrontal sites in response to speech with stronger effects in the right hemisphere. Again, we found no consistent differences in neural responses with respect to modality. This suggests that information from the face and the voice elicit similar patterns of activation in infants' prefrontal cortex. These findings are in agreement with previous reports of right-lateralised activation of prefrontal cortex in response to socially relevant stimuli, such as speech (for a review see [@bib0155], [@bib0160]), and speak to theories that assign a central role to social information in infants' language learning and processing (e.g., *social gating hypothesis*, [@bib0240]). Prefrontal cortex might thus serve to evaluate the social relevance of the perceived speech input and to modulate attention to speech more generally. Such a mechanism of relevance evaluation and attention control with respect to language input is in line with theoretical proposals that view language development as an inherently social process (e.g., [@bib0240]) and may relate to behavioural findings showing that social information fosters language learning (e.g., [@bib0250]; [@bib0150]).

To conclude, we tested 6-month-old infants' neural response to auditory, visual and audiovisual speech stimuli using fNIRS. Our results show that infants recruit areas in frontal and prefrontal cortex during speech perception of unimodal and multimodal speech. In combination with previous findings, we take our data to indicate that frontal and prefrontal cortex play a critical role in language learning and processing. In particular, we suggest that inferior frontal cortex is involved in the learning and processing of multimodal speech information and that prefrontal cortex serves to evaluate the significance of the speech input.
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The identified speech-sensitive channels spanned inferior and superior frontal brain regions. Based on channel placement, we split the resulting channels in inferior and superior clusters for initial analysis. Because there were no main effects or interactions with respect to the anatomical inferior-superior distinction (*ps* ≥ .09 for oxyHb and *ps* ≥ .07 for deoxyHb), we collapsed the data across inferior and superior channels at frontal and prefrontal sites in each hemisphere for analysis.

Note that results for the follow-up analysis and the planned comparisons remain similar when controlling for false positives in multiple comparisons through the Benajamini-Hochberg procedure with a false discovery rate of 0.05 ([@bib0025]). Controlling for the false discovery rate with the Benjamini-Hochberg procedure seems more appropriate than controlling for the familywise error rate with Bonferroni-corrections given the limited power of our data set. Using the more conservative Bonferroni-correction the increase in oxyHb for speech at right frontal sites and the difference in oxyHb between prefrontal right and left sides are no longer significant in the follow-up analysis (adjusted *p* = 0.11), and only increases in oxyHb for audiovisual speech at left prefrontal sites and for audiovisual and auditory speech at right prefrontal sites remain significant in the planned comparisons (adjusted *p* = 0.003).

Note that visual inspection of the data suggests that the neural response to audiovisual and visual speech might be attenuated in the right compared to the left hemisphere in frontal regions (cf. Fig. 3.2). This difference was, however, not significant in direct planned comparisons.

It should be noted that inferior frontal cortex and specifically Broca's area have mainly been associated with syntactic processing and higher-level unification processes (e.g. [@bib0180]; [@bib0140]). Yet, this is not directly relevant to our study given infants' limited syntactic capabilities and the simple non-referential, syllabic structure of our stimuli.
