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Quantum hypothesis testing is one of the most fundamental problems in quantum information
theory, with crucial implications in areas like quantum sensing, where it has been used to prove
quantum advantage in a series of binary photonic protocols, e.g., for target detection or memory
cell readout. In this work, we generalize this theoretical model to the multi-partite setting of barcode
decoding and pattern recognition. We start by defining a digital image as an array or grid of pixels,
each pixel corresponding to an ensemble of quantum channels. Specializing each pixel to a black
and white alphabet, we naturally define an optical model of barcode. In this scenario, we show that
the use of quantum entangled sources, combined with suitable measurements and data processing,
greatly outperforms classical coherent-state strategies for the tasks of barcode data decoding and
classification of black and white patterns. Moreover, introducing relevant bounds, we show that
the problem of pattern recognition is significantly simpler than barcode decoding, as long as the
minimum Hamming distance between images from different classes is large enough. Finally, we
theoretically demonstrate the advantage of using quantum sensors for pattern recognition with the
nearest neighbor classifier, a supervised learning algorithm, and numerically verify this prediction
for handwritten digit classification.
I. INTRODUCTION
Quantum information science has undergone remark-
able advances in the recent years, progressing in all its
sub-fields of computing [1, 2], communication [3] and
sensing [4, 5], both with discrete- and continuous-variable
systems [6–8]. In this wide scenario, quantum sensing
is arguably one of the most mature areas for near-term
technological deployment. Its theoretical and experimen-
tal developments have been strongly based on quantum
metrology [9, 10] and quantum hypothesis testing [11–
14]. Especially, the latter approach has allowed to show
a quantum advantage over classical strategies in tasks of
target detection [15, 16] and data readout [17], modelled
as binary problems of quantum channel discrimination.
The discrimination of quantum channels is an incred-
ibly rich area of investigation [18, 19], with unexplored
consequences but also non-trivial difficulties. It repre-
sents a double optimization problem where both input
states and output measurements need to be varied. Fur-
thermore, in the bosonic setting, it has to be formulated
as an energy-constrained problem, where the mean num-
ber of input photons is limited to some finite, small,
value. In such a scenario, the central question is that of
showing quantum advantage: Can truly-quantum states,
e.g., entangled, lead to an advantage over classical, i.e.
coherent, states? Addressing this question in the multi-
ary case is difficult, since the theory is missing powerful
tools that are instead available for the binary case.
In this work, we take a step forward by developing the
theory of quantum hypothesis testing for the multi-ary
setting of barcode decoding and pattern classification.
We start from a general model of digital image, where
each pixel is described by an ensemble of quantum chan-
nels defined over a finite alphabet. We specialize to the
case where the single-pixel alphabet is binary, so that
there are 2n possible hypothesis or configurations for an
n-pixel barcode. We then show how the use of quantum
sources of light, based on entangled states, can clearly
outperform classical strategies based on coherent states
for the readout of the barcode configuration, i.e., the re-
trieval of its data. In particular, we derive an analytical
condition for the maximum number of pixels or the min-
imum number of probings such that quantum advantage
is obtained. This result holds not only for a uniform dis-
tribution of the possible configurations, but also when
data is stored by the position of k white pixels among a
grid of otherwise black pixels.
Besides data readout or barcode decoding, we consider
the general problem of pattern recognition, where the
task is to classify an image, e.g. a handwritten digit,
without necessarily reconstructing it pixel by pixel. Here
the image distribution is not uniform and generally un-
known, and optimal classification has to be approximated
via a collection of correctly classified examples, following
supervised learning strategies [20]. We consider the ul-
timate limits of this procedure, where we may optimize
over the optical circuit, measurements and subsequent
classical post-processing algorithms. Introducing rele-
vant bounds, we theoretically prove that this problem
is significantly simpler than that of barcode decoding,
as long as the minimum Hamming distance between im-
ages from different classes is large enough. Moreover, we
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show how clear quantum advantage can be obtained as
a function of the number of training data. Finally, we
consider a simplified scheme for recognizing black and
white patterns, such as digital images of handwritten dig-
its, by means local measurements followed by a classical
nearest neighbor classifier. More specifically, we apply
this classifier to the measurement outcomes that are ob-
tained by either using entangled states or coherent states
at the input of the grid of pixels. We are able to show a
clear quantum advantage which holds even when we em-
ploy sub-optimal photon counting measurements for the
quantum case, which are particularly relevant for near-
term experiments. The advantage becomes particularly
evident at relatively small energies where a total of a few
hundred of photons are irradiated over each pixel.
The paper is organized as follows. In Section II we
discuss the problem of barcode decoding and show the
possible advantage in using quantum detectors with en-
tangled input states. In Section III we discuss the related
problem of pattern recognition, showing a similar advan-
tage. Discussions are drawn in Section IV.
II. BARCODE DECODING
A. Quantum mechanical model of a digital image
A basic imaging system irradiates light over an ar-
ray of pixels which can be read in transmission or in
reflection. From the ratios between input and output in-
tensities, the system generates a corresponding array of
grey-levels that constitutes a monochromatic image. In a
quantum mechanical setting, each pixel can therefore be
modeled as a bosonic lossy channel Ei whose transmissiv-
ity depends on the grey-level i. This lossy channel can
be probed by an input state (with some limited energy)
and a corresponding output measurement, generally de-
scribed by positive-operator valued measure (POVM).
Finally, the outcome is processed by a decision test that
identifies the channel and, therefore, the grey-level i.
Let us formalize the problem in more mathematical
detail, which can be seen as a multi-ary and multi-pixel
generalization of the basic model of quantum reading [17].
Assume that each pixel is described by a channel ensem-
ble {Ei} spanned by the label 0 ≤ i ≤ C − 1, where
C is the discrete number of grey-levels that can be as-
sumed by the pixel. Let us define an image over n pix-
els as a sequence i := i0, · · · , in−1, together with an
associated probability distribution πi, which is simply
πi = C
−n in the uniform case. The global channel de-
scribing the entire array of n pixels is the tensor product
Eni := Ei0 ⊗ · · · ⊗ Ein−1 . Thus, an image can equiva-
lently be represented by an ensemble of multi-channels
{πi, Eni }.
In order to read the image, let us assume that we have
a generic 2n-mode state ρ̃ at the input: n signal modes
are sent through the pixels, while n idler modes are used
to help the measurement. At the output, there is an en-
semble of possible states {πi, ρi} where ρi := In⊗Eni (ρ̃).
In the case of a classical transmitter, the signal modes
are prepared in coherent states while the idler modes are
in vacuum states. In the case of a quantum transmitter,
signal and idler modes are entangled pairwise. In par-
ticular, each signal-idler pair is described by a two-mode
squeezed vacuum (TMSV) state.
In general, we probe the image i with identical in-
puts for M times, leading to the overall input state
ρ̃⊗M and corresponding output ρ⊗Mi := [In ⊗ Eni (ρ̃)]
⊗M
.
We measure this output with a collective POVM, where
each measurement operator Πi′ represents the decision
that the image is i′. Because input states are energy-
constrained, there will be readout errors described by
the conditional probabilities
pread(i
′|i) = Tr
(
Πi′ρ
⊗M
i
)
. (1)
By including the priors {πi}, we may therefore define the
success probability or, equivalently, the error probability
psucc :=
∑
i
πipread(i|i), perr = 1− psucc. (2)
Using Refs. [21, 22] and the multiplicativity of the fi-
delity over tensor products, one finds that the minimum
error probability (optimizd over POVMs) satisfies
1
2
∑
i 6=j
πiπjF
2M
i:j ≤ perr ≤
∑
i 6=j
√
πiπjF
M
i:j , (3)
where
Fi:j := F (ρi, ρj) = ‖
√
ρi
√
ρj‖1 = Tr
√√
ρiρj
√
ρi (4)
is the fidelity between two generic single-probing multi-
pixel output states, ρi and ρj . The inequalities in
Eq. (3) bound the performances of a pretty good mea-
surement [23–25] and have no explicit dependence on
the dimension of the Hilbert space, so that they hold
for bosonic states as long as these states are energy-
constrained. Below, we build on these inequalities to
derive our bounds for decoding barcodes.
B. Barcode discrimination
An important case of the general problem discussed
in the previous section is barcode decoding, whose
schematic setup is shown in Fig. 1. A barcode is either
a one-dimensional (1D) or two-dimensional (2D) grid of
pixels with two possible colors, black (B) or white (W).
With a slight abuse of jargon, we call pixels the elements
of the 1D or 2D grid that defines a barcode. In the 1D
case (Fig. 1a), a pixel is a black or white vertical bar,
while in the 2D case (Fig. 1b) a pixel is an elementary
square. It is worth noting that many of the conclusions
drawn for barcode decoding can be extended to more
general images. Indeed, a higher number of grey-levels
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FIG. 1. Barcode decoding. Examples of 1D (a) and 2D
(b) barcodes. (c) Schematic physical setup for decoding a 2D
barcode with n = 5 × 5 pixels. A source shines light on the
grid of pixels, each modeled by a quantum channel, which is
either EB or EW depending on the pixel grey-level, black (B)
or white (W). The reflected/scattered light is collected by a
detector, which aims at recognizing all pixel values depend-
ing on the detected photons. In a quantum setup, the signal
modes shined over the pixels are entangled with idler modes
that are directly sent to the detector for a joint measure-
ment. (d) General theoretical setup scheme for optimal bar-
code discrimination using entangled TMSV states, where the
mixing optical circuit, the measurements and following clas-
sical post-processing must be optimized. (e,f) Special setup
to claim quantum advantage: we compare independent entan-
gled TMSV states on each pixel followed by independent local
measurements (e) with classical coherent sources followed by
global measurements. Quantum advantage is claimed when-
ever (e) beats (f).
C > 2 can always be formally mapped into a barcode.
For instance, C = 256 corresponds to an 8-bit grey scale
and each bit can be represented as a binary variable with
two possible configurations (B or W, by convention). As
such, images with C > 2 can be mapped into a “barcode”
image with a higher number of pixels.
The general problem of barcode discrimination can be
depicted as in Fig. 1c and 1d. According to our nota-
tion, each pixel of a barcode has two possible grey-levels
i ∈ {B,W} and therefore corresponds to two possible
quantum channels EB and EW . For barcode decoding, we
assume that the pixels are independently probed, so that
the input state takes the tensor-product form ρ̃ = ρ⊗n0 .
Note that this assumption does not reduce the generality
of our treatment. In fact, for the quantum source this
leads to one of the best possible choices (tensor prod-
uct of TMSV states). For the classical source, we know
that independent and identical coherent states are able to
saturate the lower bounds for general mixtures of multi-
mode coherent states [19]. As for detection, the general
scheme to correctly distinguish the various configurations
consists in choosing a mixing optical circuit, followed by
measurements and classical post-processing algorithms as
in Fig. 1d. From an operational point of view, a sub-
optimal solution can be found for this problem by re-
stricting to a cascade of beam splitters and phase shifter
with tunable parameters, followed by independent mea-
surements (e.g. homodyne or photodetection), similar to
that of Ref. [18]; while for the classical post-processing
we may employ statistical classification algorithms com-
monly employed in machine learning applications, e.g.
based on neural networks [20]. The suboptimal solution
is then numerically investigated by minimizing the pa-
rameters of the optical and neural networks in order to
minimize perr. When photodetection measurements are
employed, analytic gradients can be computed following
Ref. [26] to speed-up the optimization algorithm. In this
paper however we focus on the most general case and
study the fundamental limits of barcode decoding and
patter recognition, introducing different theoretical lim-
its that any possible scheme must satisfy. Indeed, the
physical optical circuit and measurements, and also the
classical post-processing algorithm in Fig. 1d, can all be
reabsorbed into an abstract POVM that must be opti-
mized.
We start by considering the case where a barcode
with n pixels is prepared in one of all possible 2n pat-
terns, each with equal prior. Then, we will consider the
case where the patterns are restricted to specific config-
urations, where k white pixels are randomly positioned
within a grid of otherwise black pixels.
Starting from the input state ρ̃ = ρ⊗n0 , the possible
states at the output of the barcode ρi = In ⊗Ei1 ⊗ · · · ⊗
Ein(ρ̃), take the product form
ρi =
n
⊗
k=1
ρik . (5)
Correspondingly, the fidelities can be simplified as
F (ρi, ρj) = F (ρW , ρB)
hamming(i,j), (6)
where ρi = I ⊗ Ei(ρ0) for i ∈ {B,W} and hamming(i, j)
is the Hamming distance between the two binary images
4
i and j, namely the number of pixels in which the two
images differ. Using the properties of the Hamming dis-
tance, in Appendix A we show that, for uniform a priory
probabilities, the M -probing bounds (3) become
(F 2Mmax + 1)
n − 1
2n+1
≤ perr ≤ 1−
(
1− F
M
max
2
)n
, (7)
where Fmax is the fidelity between any two (different)
images with minimum Hamming distance [cf. Eq. (6)].
The minimum Hamming distance is achieved when the
two images differ by a single pixel. Thus, we get Fmax =
F (ρB , ρW ), namely the maximum fidelity between any
two images is given by the fidelity between the states
describing the grey-levels of a single pixel. Using the
Bernoulli’s inequality, we then simplify Eq. (7) as
n
2n+1
F 2Mmax ≤ perr ≤
n
2
FMmax . (8)
In Appendix B, we show that the upper bound can be
achieved using local measurements, namely where each
pixel is measured independently from the others and
Πi =
⊗n−1
j=0 Πij in Eq. (1), though each pixel and its re-
spective idler may be measured together (see Fig. 1d).
Once we restrict to local operations, the optimum is
achieved by independent Helstrom measurements [27]
and the upper bound in Eq. (8) follows from Fuchs–van
de Graaf inequalities [28]. A sub-optimal local measure-
ment is obtained by combining the signal and idler via
a beam splitter followed by independent measurements
[17]. Moreover, in the supplementary material we also
discuss different inequalities on perr based on the multi-
ple quantum Chernoff bound [29, 30].
Two interesting observations can be made from the
bounds (8). First, the upper bound for the error proba-
bility becomes small whenever nFM (ρW , ρB) ≪ 1. This
implies that, although the set of images (namely bar-
code configurations) grows exponentially with the num-
ber of pixels as 2n, the required fidelities to accurately
distinguish all configurations should decrease polynomi-
ally with 1/n. In particular, M = O(log n) copies are
needed for correct discrimination. The second obser-
vation is that, due the factor 2−n, the lower bound in
Eq. (8) decreases exponentially with n. As we show in
Appendix B, this factor disappears from the lower bound
when local measurements are employed. It is known that,
in general, optimum mixed state discrimination requires
a joint measurement [31, 32], yet in our setting optimal
global measurements may in principle exponentially re-
duce the probability of error. Nonetheless, it is currently
an open question to verify whether and exponentially de-
creasing error is achievable with optimal quantum mea-
surements. In the next section we will claim quantum ad-
vantage whenever the upper bound on perr obtained with
entangled states and local measurements is smaller than
the lower bound on perr obtained with classical states and
possibly global measurements, as schematically shown in
Figs. 1d) 1e). Therefore, if the lower bound in (7) is
loose, the regimes for quantum advantage are larger.
In the previous bounds we considered a uniform distri-
bution of black an white pixels in the barcode. We may
also consider a different encoding with a fixed number
of white pixels, generalizing the results of Ref. [19]. The
task is then to find the position of k white pixels in a
barcode with n bars. The number of possible configura-
tions is
(
n
k
)
≈ 2nH(k/n) where H is the binary entropy
function and the approximation holds when both n and
k are large. Therefore, in that regime, the configuration
space grows exponentially with n, as in the uniform case
discussed above. In the asymptotic regime we obtain the
following bounds
k(n− k)
2nH(k/n)+1
F 4Mmax . p
k−whites
err . k(n− k)F 2Mmax, (9)
while the exact expressions for finite M , n and k are
discussed in Appendix C.
C. Quantum enhancement
We now discuss the regime where we get an advantage
from using entangled photons as input. We compare the
case where each input ρ0 is a TMSV state |ΦNS 〉 with
NS average photons and the case where the input is a
coherent state with the same number of signal photons
∣
∣
√
NS
〉
⊗|0〉 (where the vacuum state means that no idler
is used). Note that one can replace the vacuum idler with
an arbitrary state, such as a strong local oscillator in a
coherent state, however that will not give a better per-
formance when the optimum measurement is considered.
Assuming M probings of the barcode, we have a total of
Ntot = MNS mean photons irradiated over each pixel.
According to the analysis from the previous section, prov-
able quantum advantage can be achieved whenever the
upper bound from Ineqs. (8), obtained with TMSV in-
put states, is less than the lower bound obtained with
coherent state inputs. Since the upper bound in (8) is
obtained with local measurements, what we call “prov-
able advantage” means that possibly non-optimal local
measurement strategies with entangled inputs beat any
strategy with coherent states, even when the latter is en-
hanced by complex global measurements. Provable quan-
tum advantage may be more difficult for larger n, given
the exponentially decreasing factor in the lower bound
of Eq. (8), but here we show that it can be achieved for
every number of pixels n with suitably large number of
probings M .
Using the formula for the fidelity between two
generally-mixed Gaussian states [33, 34], for TMSV
states at the input, we compute (see Appendix D)
Fq(ρW , ρB)
M =
(
1
1 +NS∆q
)M
≥ e−MNS∆q , (10)
where the index q stands for quantum and
∆q = 1−
√
(1− ηW )(1− ηB)−
√
ηW ηB . (11)
5
For a coherent-state input, we instead have
Fc(ρW , ρB)
M = e−MNS∆c , ∆c =
(
√
ηB −√ηW )2
2
.
(12)
By comparing Eqs. (10) and (12) we see that, for fixedM ,
the fidelity between coherent states displays an exponen-
tial decay as a function of NS , while for quantum states
we see a polynomial decay in NS . Nonetheless, for large
M and small NS , the inequality in Eq. (10) becomes tight
and, since ∆q ≥ ∆c, in that limit we find that quantum
light always provides an advantage for discrimination, ir-
respective of the values of ηW and ηB . The limits of small
NS and large M are widely employed to show quantum
advantage and can be realized experimentally with little
imperfections [35]. Therefore, from now on we will focus
on such limits, M → ∞ and NS → 0, while keeping fixed
the total mean number of photons MNS irradiated over
each pixel.
To properly demonstrate the advantage, we need to
show that the upper bound on the probability of error
using quantum light is smaller than the lower bound on
the probability of error using coherent states. From In-
eqs. (8), we see that this happens when F 2Mc ≥ 2nFMq .
Setting n = νMNS , the previous inequality implies that
quantum advantage is obtained for
ν ≤ νth =
∆q − 2∆c
log 2
, (13)
which is a barcode multi-pixel generalization of the
“threshold energy” theorem proven in the context of
single-cell quantum reading [17].
According to Eq. (13), whenever the number n of pix-
els is smaller than a certain threshold, entangled light
always provides an advantage in the discrimination of
barcode configurations (barcode decoding) with respect
to the best classical strategy with the same signal energy,
even when the latter uses possibly complex global mea-
surements. The behaviour of νth as a function of ηW and
ηB is numerically shown in Fig. 2.
Quantum advantage can also be proven when we con-
sider a prior distribution for the barcode configurations
that is non-uniform, more precisely for the case where the
number k of white pixels is fixed. Using Ineqs. (9), we
find that there is a provable quantum advantage when
F 4Mc ≥ 2nH(k/n)+1F 2Mq , namely when nH(k/n) + 1 ≤
2νthMNS . Therefore, as in the previous case, quantum
advantage may be observed when the number of pixels
is sufficiently small or the number of probes M is suffi-
ciently large, as long as νth ≥ 0.
It is currently an open question to prove whether or
not the lower bound in (8) can be achieved when classical
light is employed. Nonetheless, our analysis shows that
even assuming that such bound can be achieved with clas-
sical inputs, a strategy based on entangled light and the
much simpler local measurements can beat any approach
based on coherent states. On the other hand, if only local
νth
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FIG. 2. Regimes of provable quantum advantage. a) Thresh-
old value from Eq. (13) as a function of ηW and ηB . The
threshold νth is negative in the filled gray area and positive
for ηW > 1 − ηB . Contours are from 0.01 in steps of 0.02. b)
Threshold νth for ηW = 1. Whenever n ≤ MNSνth, or sim-
ilarly M ≥ n
Nsνth
, entangled light beats classical strategies
based on coherent states.
measurements can be performed, then the factor 2−n in
the lower bound (8) disappears (see Appendix B). This
corresponds to the case ν = 0. Therefore, in that case,
whenever νth > 0, namely when ηW > 1 − ηB , quan-
tum light provides an advantage for decoding uniformly-
distributed barcodes, irrespective of n.
III. PATTERN RECOGNITION
A. Statistical pattern classification
We now focus on the problem of pattern recognition.
Consider the problem of recognizing handwritten digits
as shown in Fig. 3a, whose images have been adapted
from the MNIST dataset [36]. Each image depicts a sin-
gle handwritten digit and the task is to extract from the
image the corresponding number 0-9. From an algorith-
mic perspective, this task is more complex than the mere
decision of whether a pixel is black or white but, from a
physical point of view, this problem is actually simpler as
errors are tolerated. Indeed, a human is able to instantly
recognize all the numbers in Fig. 3a even when some of
the pixels are randomly flipped. Therefore, for reliable
pattern recognition, it is not necessary to perfectly recon-
struct the entire image. Compared to the barcode con-
figurations of Fig. 1, where each pixel provides important
information, here the goal is to recognize a global prop-
erty that is robust against individual pixel errors, which
means that entirely different strategies are possible.
In statistical learning theory [37], different learning
tasks, such as image classification, can be modeled us-
ing probabilities. We consider the abstract space of all
possible images and define the probability πi of getting
the image i – this is unknown and generally not uniform.
Image classification is a rule that attaches a certain label
c, or class, to a given image i. If this rule is determinis-
tic, then it can be modeled via a function c = f(i) but,
more generally, the strategy is stochastic: given a certain
6
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FIG. 3. Pattern recognition. (a) Images from the MNIST
dataset without pixel recognition error (p = 0%) and with
pixel error probabilities p = 2%, 4%, 6%, where each pixel is
randomly flipped with probability p. (b) Probability Pcc′(h)
that one image from class c has Hamming distance h, with 0 ≤
h ≤ 28×28, from another image from class c′. The empirical
histogram is evaluated for images from the MNIST dataset
that correspond to digits 0 and 1. The Gaussian fit has mean
µ01 ≃ 157 and standard deviation σ ≃ 27. Different digits
show a similar behaviour with 110 . µcc′ . 167, where the
minimum is achieved between 1 and 7.
image, the rule predicts different possible classes c with
a probability distribution P (c|i). Let us consider a pair
(c, i) and assume that, given our data, we have built a
classifier c̃(i) that assigns a certain class c̃(i) to the im-
age i. The error in our classification can be described
by a loss matrix with elements Lcc̃ that models the error
of misclassification. The common choice is the 0-1 loss
with Lcc = 0 and Lcc̃ = 1 for c̃ 6= c. By using the con-
ditioning P (c, i) = P (c|i)πi = P (i|c)P (c), the expected
classification error can be written as
E = E
(c,i)∼P (c,i)
[Lc,c̃(i)] = 1−
∑
i
P (c̃(i)|i)πi . (14)
For known P (c, i) the optimal classifier is then the one
minimizing the expected classification error, c̃B(i) =
argmaxc P (c|i), which is called Bayes classifier, while the
resulting error from (14), is called Bayes rate. The Bayes
rate represents the theoretical minimum error that can
be expected with the optimal classifier.
We now study the error of pattern classification when
images are noisy, for instance due to an imperfect detec-
tion. The setup is the same of Fig. 1, where light, either
quantum or classical, is used to illuminate the pattern
(e.g. a handwritten digit as in Fig. 3a) and, from the de-
tected output, the task is to find the correct class (e.g. a
number between 0-9). For this purpose, we introduce the
minimum error as a generalization of Eqs. (14) and (1)
EQ := min
{Πc}
∑
c 6=c̃
∑
i
Tr
[
Πc̃ρ
⊗M
i
]
P (c, i) , (15)
where the operators {Πc} define a POVM whose mea-
surement outcome c predicts the class of the image i
encoded into the quantum state ρi. For a two-class deci-
sion problem, the optimal POVM can be explicitly found
by Helstrom theorem [27]. When the number of classes
is larger, a “pretty good” approximation to the optimal
POVM can be obtained with pretty good measurements,
so that we may derive bounds similar to (3), generalizing
[21, 22, 38] (see Appendix E for details).
B[F (ρB , ρW )
2M ] ≤ EQ ≤ 2KB[F (ρB , ρW )M ], (16)
whereK is such thatK−1 is the minimum non-zero value
of
√
P (c, i)P (c′, i′), which is independent of M , ρW and
ρB , and we have defined
B[F ] :=
1
2
∑
c 6=c′
P (c)P (c′)
n
∑
h=1
Pcc′(h)F
h, (17)
where Pcc′(h) is the probability that two images from
different classes c and c′ have Hamming distance h. For
large M , the term with minimum Hamming distance
dominates and we may write
B[FM ] ∝ FMhmin , (18)
where hmin is the minimum Hamming distance between
two images from different classes. The Ineqs. (16) and
the expansion (18) represent the most important results
of this section, generalizing Ineqs. (8) and (9) to the prob-
lem of pattern recognition. By comparing those bounds,
we find that quantum-enhanced pattern recognition is
significantly simpler than barcode discrimination when
hmin > 1, as the error decreases with the faster rate (18).
The error EQ is a quantum generalization of Bayes
rate, and quantifies the theoretical optimal performance
of the classification rule. However, alike the Bayes rate,
it is difficult to compute since the distribution P (c, i) is
typically unknown, and no closed-form solutions to (15)
exist beyond the two-class case. To solve these issues,
in the next section we propose a supervised learning ap-
proach where an optimal classification measurement is
estimated from a collection of correctly classified data.
B. Supervised quantum pattern recognition
In data driven approaches the task is to approximate
the optimal classifier via a collection of already classi-
fied examples (cTk , i
T
k ). The set T = {(cTk , iTk ) for k =
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1, . . . , T} is called training set and T is its cardinality. In
the framework of statistical learning theory, we can treat
the elements of this set as samples from the abstract and
unknown joint probability distribution P (c, i) introduced
above. Then, in the limit of large T we may approximate
the averages with respect to P (c, i) with empirical aver-
ages over the training set. This allows us to explicitly
compute the classification error (15) and the theoretical
bounds (16). Therefore we define an empirical learning
method, also called “training”, as an optimization of the
POVM {Πc} to correctly classify, as much as possible,
the known samples from the training set T
training : min
{Πc}
1
T
T
∑
k=1
∑
c 6=cT
k
Tr
[
Πcρ
⊗M
iT
k
]
=: EQT . (19)
From an operational point of view, a suboptimal solution
to optimal detection {Πc} can be found for instance as
shown Fig. 1d and discussed in section II, by optimizing
over the available optical circuit, measurement schemes
and classical post-processing. Here on the other hand
we study the ultimate theoretical limits that any classifi-
cation task must satisfy, studying the minimum training
error EQT via bounds like (16), while the ability to classify
unseen data will be discussed in the next section. Indeed,
upper and lower bounds on EQT can be obtained (see Ap-
pendix E) as an average fidelity between states ρiT
k
and
ρiT
k′
whose images from the training set have different
classes, cTk 6= cTk′ . Thanks to Eq. (6) we finally get
BT [F (ρB , ρW )
2M ] ≤ EQT ≤ 2TBT [F (ρB , ρW )M ], (20)
where we have defined
BT [F ] =
∑
k,k′:cT
k
6=cT
k′
F hamming(i
T
k ,i
T
k′
)
2T 2
. (21)
It is simple to show that BT [F ] is a particular case of
B[F ] from Eq. (17) in which averages over the abstract
distribution are substituted with averages over the em-
pirical distribution. As such, we may rewrite BT as in
Eq. (17) and obtain the large-M scaling (18).
As a relevant example, we consider the problem of
handwritten digit classification with the MNIST dataset
[36]. The MNIST dataset is composed of a training set
of 60000 images and corresponding classes, and a test-
ing set of 10000 images and corresponding classes. Each
original image is in grey scale and has n = 28×28 pix-
els. For simplicity we first map each pixel to either black
or white, depending on the closest grey-level. In this
way, every image can be seen as a 2D barcode. For the
MNIST dataset we see from Fig. 3b) that the probabil-
ity Pcc′(h) that two images from different classes have
Hamming distance h resembles a Gaussian distribution
with mean µcc′ and standard deviation σcc′ , and mini-
mum non-zero value hmincc′ . Using this approximation, we
find in Appendix E analytical approximations for BT [F ],
recovering the scaling (18), where hmin = minc 6=c′ hmincc′ .
For the MNIST dataset, we find hmin = 25. There-
fore, from (20) we may get an error that decays as
EQT ≈ F (ρB , ρW )αMhmin , independently on the number
of pixels n and with 1 ≤ α ≤ 2. Moreover, thanks to
Ineqs. (20) we may define a guaranteed quantum ad-
vantage when the upper bound obtained with entan-
gled states is smaller than the lower bound obtained
with classical data, namely when 2TFMhminq ≤ F 2Mhminc .
Since the training set is normally very large, we may set
2T = 2νMhminNS for some ν and the above inequality
becomes equivalent to (13), in the limit M → ∞ and
NS → 0. Therefore, we may repeat the same analysis
of Sec. II C: whenever νth > 0 (see Fig. 2), quantum ad-
vantage can be proven for training sets whose dimension
is bounded as 2T ≤ 2νthMNShmin . In other terms, set-
ting Ntot = MNS we find a simple relation between the
number of photons to show quantum advantage and the
dimension of the training set as
Ntot ≥
log2(2T )
νthhmin
≃ 0.65 ν−1th . (22)
In the above expression the first inequality holds in gen-
eral, while the approximated numerical value is for the
MNIST dataset, where hmin = 25 and T = 6×104.
To conclude this section we note that unlike (7), the
upper bound in (20) is achieved with global measure-
ments, so a strategy like the one in Fig. 1f may be needed
to achieve such classification accuracy. Bounds with lo-
cal measurement errors are discussed in the next section,
where each pixel is detected independently.
C. Independent on-pixel measurements
In the previous section we have studied the ultimate
physical limits for pattern recognition by optimizing over
all the elements of the optical apparatus, namely the op-
tical circuit, the measurements and the classical post-
processing routines (Fig. 1c). Together these can all be
described as an abstract global POVM, as in Eq. (15).
Here we consider a simplified setup, similar to that of
Fig. 1c but without the optical circuit and with local
measurements Πi =
∏N
j=1 Πij . Here a noisy image is re-
constructed first, and then a classical algorithm is used
to classify it. As before, we call i the real physical con-
figuration of the n pixels, each either black or white
ij = {B,W}, and ĩ the binary variables corresponding
to the reconstructed image, read by the sensors. Using
M copies to perform the detection, all possible recon-
structed images can appear with probability pread(ĩ|i)
as in Eq. (1). Considering also the classical classifica-
tion routine, the local setup consists in choosing a non-
optimal POVM in Eqs. (15) or (19) as
Πc =
∑
i
A(c|̃i)
n
∏
j=1
Πĩj , (23)
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where A(c|i) is any reliable (possibly non-linear) machine
learning algorithm that can classify the reconstructed im-
ages. The above equation defines a POVM as long as
∑
cA(c|i) = 1 for all i, which is an obvious requirement
since every image must be in at least one class.
The classical algorithm must be noise resilient, because
some pixels might not be properly reconstructed, see e.g.
Fig. 3a. Noise naturally occurs in readouts that are made
in reflection where the light is diffused back to the re-
ceiver. Classification in the presence of different forms of
noise has a large literature in machine learning [39]. Here,
we assume that our training set is composed of noiseless
images that are correctly classified, namely that cTk is the
true class of iTk . Although not explicitly discussed here,
it is possible to extend our analysis to noisy training sets
via the method of importance reweighting [40–42].
As for the classical algorithm in Eq. (23), there are
different strategies to define a classifier given the train-
ing set, all with different performances and ranges of ap-
plicability [37]. Here we focus on the nearest neighbor
classifier [43], defined as
c̃TNN(i) = c
T
kmin , kmin = argmin
k
D(i, iTk ) , (24)
where D(i, i′) is a suitable distance between two images.
In other terms, classification of an unknown image i is
done by selecting the class cTkmin of the image from the
training set that is closest to i, according to distance D.
The corresponding algorithm in (23) is A(c|i) = δc,c̃TNN(i).
More advanced neural-network based algorithms will be
considered in another paper [44].
In spite of being very simple, the nearest neighbor clas-
sifier has many desirable features. Indeed, under mild
conditions, it has been proven [43] that, for T → ∞, the
classification error using the nearest neighbor classifier is
at most twice the Bayes rate, irrespective of the number
of classes. More details are shown in the Supplememen-
tary material, where we study the performance of this
classifier for finite T , i.e., for finite training sets. Another
feature is the ability to choose the most appropriate dis-
tance D. Here we choose the Hamming distance, which
allows us to exploit many results from previous sections.
In this section we consider quantum sources and sen-
sors, but classical algorithms for nearest neighbor classi-
fication. Quantum computers can perform nearest neigh-
bor classification quicker than any classical counterpart
[45], but how to mix those quantum algorithms with op-
tical detection schemes is still an open problem.
Inserting Eq. (23) into (15) and employing the nearest
neighbor classifier we get
ENNT :=
∑
i,ĩ
∑
c 6=c̃TNN(ĩ)
P (c, i)
n
∏
j=1
Tr
[
Πĩjρ
⊗M
ij
]
, (25)
To understand this error, suppose that the pixel er-
ror probability p is independent on whether the pixel
is black or white. In this case, the probability that
the reconstructed image ĩ differs from the true image
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FIG. 4. Pattern recognition with independent on-pixel mea-
surements. (a) Classification error, namely empirical proba-
bility of recognizing the wrong digit using the nearest neigh-
bor classifier with Hamming distance, as a function of the
pixel error probability. (b) Classification error when each
pixel is probed using either coherent inputs or entangled
TMSV states. The plot is generated by combining the er-
ror coming from the single pixel error probability (see Ap-
pendix B) with the classification error from (a). We focus on
the limit M → ∞, NS → 0 while keeping fixed the total mean
number of photons MNS irradiated over each pixel. The col-
ored areas represent the region between the upper and lower
bounds assuming quantum (blue) or classical (red) sources
combined with optimal local measurements. These bounds
depend on the quantum and classical fidelities from Eqs. (10)
and (12). The cyan and orange lines represents the perfor-
mance with quantum light (cyan) or classical coherent states
(orange) using (non-optimal) photodetection measurements.
We set ηB = 0.9 and ηW = 0.95.
i in k = hamming(i, ĩ) pixels is a binomial distribution
∝ pk(1 − p)n−k, with mean np. Thanks to the analysis
shown in Fig. 3b we know that, on average, as long as
the number of wrongly detected pixels is smaller than the
typical separation in Hamming distance between different
classes, the nearest neighbour classifier should provide
the correct result. For the transformed MNIST dataset,
n = 28×28 and the typical number of flips between dif-
ferent classes is ≈ 160 (see Fig. 3b), so a pixel error prob-
ability up to p ≃ 160/784 ≃ 20% should be tolerated by
the algorithm.
In Fig. 4 we study the robustness of the nearest neigh-
bor classifier via a numerical analysis with the trans-
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formed MNIST dataset, where each image is transformed
into a 2D barcode as described in Sec. III B. We use such
transformed training set to build a nearest neighbor clas-
sifier, and then estimate the error (25) as an average over
the testing set, namely as Nwrong/10000 where Nwrong is
the number of times that in the 10000 entries of the test-
ing set, the predicted digit is different from the true one.
Since the images from the testing set are samples from
the abstract and unknown probability P (c, i) in the limit
of infinitely large testing sets such estimate converges to
ENNT from Eq. (25). Moreover, since the images from
the testing set are different from the ones in the training
set, this error contains two terms: an error due to imper-
fect detection and an generalization error, since we are
classifying previously unseen data.
In Fig. 4a we study the classification error as a function
of the probability p of wrong pixel detection. As we see,
even for noiseless images, namely when p = 0, the clas-
sification error is still non-zero, as the nearest neighbor
classifier may provide wrong outcomes. Nonetheless, as
predicted, Fig. 4a shows that the nearest neighbor clas-
sifier is remarkably robust against relatively high pixel
error probabilities p.
In Fig. 4b we combine the bound on the pixel error
probability (see Eq. (B5), for a single pixel n = 1) with
the theoretical curve that predicts the classification error
from the pixel error probability in Fig. 4a. The bounds on
the pixel error probabilities are obtained from the fideli-
ties, Eqs. (10) and (12), which consider either coherent
states or entangled TMSV states with the same average
number of photons MNS . The results from Fig. 4b show
that the classification error when we use quantum light
is lower than the corresponding classical value. These
results are basesd on the assumption that the detec-
tor performs the optimal Helstrom measurement, which
may be complex to implement experimentally. There-
fore, in Fig. 4b, we also consider the simpler photode-
tection measurement, where the POVM in Eq. (1) is a
projection onto the Fock basis. The resulting pixel error
probabilities with both coherent states and TMSV inputs
are studied in the Supplementary Material, adapting the
analysis from Ref. [46]. We see that even for this non-
optimal measurement, entangled inputs always provide
an advantage against purely classical coherent states for
all possible values of MNS . This advantage can be ex-
perimentally observed via a setup like that of Ref. [46].
IV. DISCUSSION
In this work, we have investigated multi-pixel problems
of quantum channel discrimination, namely the identifi-
cation of barcode configurations (equivalent to readout of
the stored data) and the classification of black and white
patterns, e.g. given by noisy digital images of handwrit-
ten digits. In both cases, we have shown that the use of
quantum light based on entangled states clearly outper-
forms classical strategies based on coherent states.
For both quantum-enhanced barcode decoding and
pattern recognition, we have analytically studied, via
bounds, the physical limits to the classification error that
we may get by optimizing over all optical elements, mea-
surements and classical post-processing. This allows us
to to derive explicit analytical conditions for the quantum
advantage to hold. Moreover, the analysis of our bounds
allows us to rigorously prove that quantum-enhanced
pattern recognition can vastly reduce the classification
error with respect to the mere independent measurement
of each pixel.
Nonetheless, being easier from the experimental point
of view, we have also considered a simplified setup where
all pixels are probed independently and, for the problem
of pattern recognition, we found that photon counting
measurements are sufficient to show quantum advantage,
paving the way for an experimental demonstration with
state of the art quantum technology.
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Appendix A: Bounds on barcode discrimination
error
Consider a barcode with n pixels or bars, where each
bar can assume two possible values (black or white) as
in Fig. 1. There are in total 2n possible configurations
and the discriminator must be able to correctly identify
each code. Using uniform a priori probabilities πi = 2
−n
in (3) we get
perr ≥ 2−(2n+1)
∑
i 6=j
F 2M (ρi, ρj), (A1)
perr ≤ 2−n
∑
i 6=j
FM (ρi, ρj). (A2)
For some specific choices of the input, e.g. for coher-
ent states or TMSV states, the states take the product
form (5) and the fidelities can be written as (6), where
hamming(i, j) is the Hamming distance between the two
images. In oder to find computable bounds for perr we
study then the following quantity
Dn(f) =
1
2n
∑
i 6=j
fhamming(i,j). (A3)
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We find a closed form for Dn(f) by recursion. We may
write i = {i1, i′} where i′ has n − 1 components and
similarly for j. Then in (A3) we may separately consider
all four possible values of i1 and j1, noting that when
i1 6= j1 we may also have i′ = j′. Therefore we get
Dn =
1
2n
∑
i 6=j
fhamming(i1,j1)fhamming(i
′,j′) (A4)
=
Dn−1 +Dn−1 + 2f(Dn−1 + 2n−1/2n−1)
2
(A5)
= (1 + f)Dn−1 + f , (A6)
where each term in the sum corresponds to (i1, j1) =
{(0, 0), (1, 1), (1, 0), (0, 1)}. The solution to the above re-
cursion is
Dn(f) = (f + 1)
n − 1 , (A7)
from which we get the following inequalities
perr ≥
[F 2M (ρW , ρB) + 1]
n − 1
2n+1
, (A8)
perr ≤ [FM (ρW , ρB) + 1]n − 1 ≤
≤ enFM (ρW ,ρB) − 1, (A9)
where in the last line we use the inequality (1+x)r ≤ erx.
A small error perr ≤ ǫ is then obtained if we useM copies
with
M ≥ − log
log(1+ǫ)
n
− logF . (A10)
Finally we study the asymptotic performance forM →
∞. From the definition of the state (5) we may write
Fmax = F (ρW , ρB)
mini 6=j hamming(i,j) = F (ρW , ρB),
(A11)
and taking the limit in Eqs.(A8)-(A9) we get
n
2n+1
F 2M . perr . nF
M , (A12)
which is valid for large M .
Appendix B: Local measurements
When local measurements are employed together with
product states as in (5), then the success probability can
be simplified as the probability of independently discrim-
inating each pixel, namely
plocalsucc = (p
pixel
succ )
n, (B1)
where plocalsucc is the success probability of discriminating
each image (2) using local measurements only and ppixelsucc
is the success probability of detecting the grey-level of
a single pixel. For equal a priory probabilities, the suc-
cess probability can be written as ppixelsucc = (Tr[ΠBρB ] +
Tr[ΠW ρW ])/2 =
1
2 +
1
4 Tr[(ΠB −ΠW )(ρB − ρW )] and,
thanks to the Helstrom theorem [27, 47], minimum er-
ror is obtained when ΠB and ΠW are, respectively,
the projectors onto the positive and negative subspace
of ρB − ρW . Therefore, with optimal Helstrom mea-
surements the success probability is given by ppixelsucc =
1/2 + 1/4‖ρW − ρB‖1. Using the Fuchs–van de Graaf
inequalities [28],
1− F (ρ, σ) ≤ 1
2
‖ρ− σ‖1 ≤
√
1− F (ρ, σ)2, (B2)
and the fact that Fmax = F (ρB , ρW ) we find
1− Fmax
2
≤ ppixelsucc ≤
1 +
√
1− F 2max
2
, (B3)
1−
√
1− F 2max
2
≤ ppixelerr ≤
Fmax
2
. (B4)
From the above inequalities, we may get a bound on the
error probability plocalerr = 1 − plocalsucc using local measure-
ments and M copies. The result is
1− (1 +
√
1− F 2Mmax)n
2n
≤ plocalerr ≤ 1−
(
1− F
M
max
2
)n
.
(B5)
Performing the asymptotic analysis, for large M we find
n
4
F 2M . perr .
n
2
FM , (B6)
which results in the same decaying rate of Eq. (A12).
Therefore, for small n (and large M), the use of global
measurements does not increase our ability to distinguish
the product states (5). However, for large n the factor
2−n−1 in (A12) shows that non-local quantum measure-
ments might provide an important advantage.
We now show that the upper bound from Eq. (B5) is
tighter than that of Eq. (A9), namely that
(FMmax + 1)
n − 1 ≥ 1−
(
1− F
M
max
2
)n
. (B7)
Indeed, for any 0 ≤ f ≤ 1 we find
(f + 1)n + (1− f/2)n = (B8)
= 2 +
n
∑
k=1
(
n
k
)
fk[1 + (−1/2)k] ≥ 2 ,
given that all terms in the sum are positive. Substituting
f = FMmax in the above equation we get (B7). The upper
bound from (B5) is always tighter than (A9) and we may
combine the two bounds (A8) and (B5) as in Eq. (7).
Finally, using the Bernoulli’s inequality, (1+x)n ≥ 1+nx
when x ≥ −1, we find Eq. (8), which is valid for any n and
M . The above bounds coincide with what we get from
the asymptotic analysis, Eqs. (A12) and (B6), showing
that the Bernoulli’s inequality is tight in that regime.
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Appendix C: Non-uniform a priori probabilities
Here we consider a different problem where the set of
images or configurations is restricted to have only k white
pixels. We may also call this problem k channel position
finding, k-CPF, being a generalization of the idea of CPF
introduced in Ref. [19]. Namely, we know that there will
be exactly k target channels (white pixels), but we do not
know their positions. There are n choose k configurations
in this set. The upper and lower bounds in Eqs. (A1)
and (A2) can be solved as follows.
Similar to Eq. (A3), we can define
Dkn(f) =
1
(
n
k
)
∑
i 6=j,k−CPF
fhamming(i,j), (C1)
where the summation is over configurations i 6= j with k
target channels, and we can express Eqs. (A1) and (A2)
as
pk−CPFerr ≥
Dkn[F (ρB , ρW )
2M ]
2
(
n
k
) , (C2)
pk−CPFerr ≤ Dkn[F (ρB , ρW )M ]. (C3)
Our task reduces to solving the summation in Eq. (C1).
To begin with, we consider the simple case of k = 2, as
the case of k = 1 is solved in Ref. [19]. For the case of 2-
CPF, we will have two kinds of terms in the summation of
Eq. (C1), one with Hamming distance 4 (corresponding
to patterns with no target channels overlapping), and
one with Hamming distance 2 (corresponding to patterns
with one target channel overlapping), so that
∑
i 6=j,2−CPF
fhamming(i,j) =
(
n
4
)(
4
2
)
f4 + 6
(
n
3
)
f2.
(C4)
As further example, consider 2-CPF with 4 pixels. There
are 6 configurations 1100, 1010, 1001, 0110, 0101, 0011. In
total we have 6 × 5 = 30 terms to sum up. There are
6 terms with f4: (1100, 0011), (1010, 0101), (1001, 0110)
and their reverse. There are 24 terms with f2, for exam-
ple (1100, 1010).
In general, for k-CPF with n pixels, we have
(
n
k
)
config-
urations of patterns. Therefore, Eq. (C1) is a summation
of
(
n
k
) ((
n
k
)
− 1
)
terms. There are terms with Hamming
distance of from 2 to 2k. By counting the number of
terms with an identical hamming distance, we can com-
pute
∑
i 6=j,k−CPF
fhamming(i,j) =
2k
∑
t=k+1
(
n
t
)(
k
2k − t
)(
t
k
)
f2(t−k)
=
(1 + k)
(
n
k+1
)
n− k
(
2F1
(
−k, k − n, 1, f2
)
− 1
)
, (C5)
where 2F1 is the standard hypergeometric function.
Therefore we can solve the function Dkn as
Dkn(f) = 2F1
(
−k, k − n, 1, f2
)
− 1, (C6)
and then evaluate the bounds through Ineqs. (C2)
and (C3).
For large M we may expand Dkn as
Dkn = k(n− k)f2 +O(f4) , (C7)
and for large n and k we may write
(
n
k
)
≈ 2nH(k/n),
where H(p) = −p log2(p) − (1 − p) log2(1 − p) is the bi-
nary entropy function. Employing these approximations
in Eqs. (C2)-(C3) we find Eq. (9).
Appendix D: Quantum and classical fidelities
In the case of a quantum source, the input state is a
two-mode Gaussian state, described by the quadrature
operators Q = (x1, p1, x2, q2). A TMSV state ΦNS has
zero first moments and covariance matrix (CM) Vjk =
〈{Qj , Qk}〉/2 given by
Vinput =
1
2
(
µI µ′Z
µ′Z µI
)
,
µ = 2NS + 1
µ′ =
√
µ2 − 1, (D1)
where I is the 2x2 identity matrix and Z is the Pauli
Z operator. In the above expression the variance of the
vacuum noise is 1/2, and NS is the mean number of ther-
mal photons in each mode. If we now apply I⊗Eη to the
TMSV state, we get a Gaussian output state with CM
V (η) =
1
2
(
µ(1)I
√
ηµ′Z√
ηµ′Z µ(η)I
)
(D2)
where
µ(η) := ηµ+ (1− η). (D3)
The fidelity F (ρW , ρB) can be computed using the for-
mulae from Refs. [33, 34], and depends on the invariants
∆ = det(V (ηB) + V (ηW )) = (D4)
=
(
N2S (
√
ηW −
√
ηB)
2 − 2NS (
√
ηW ηB − 1) + 1
)2
,
Γ = 24 det(ΩV (ηB)ΩV (ηW )− I ⊗ I/4) (D5)
= ∆+ 4(ηW − 1)(ηB − 1)N2S (NS (1−
√
ηW ηB) + 1)
2
,
Λ = 24 det(V (ηB) + iΩ/2) det(V (ηW ) + iΩ/2) = 0,
(D6)
where Ω = (iY )⊕2 and Y is the Pauli Y operator. In
terms of the above quantities the fidelity can be written
as
F (ρW , ρB) =
√
√
√
√
1
√
Γ +
√
Λ−
√
(
√
Γ +
√
Λ)2 −∆
=
1
√√
Γ+
√
Λ+
√
∆
2 −
√√
Γ+
√
Λ−
√
∆
2
, (D7)
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where in the second line we simplify the first expression,
derived in [33, 34], by explicitly evaluating the square
root. Inserting the values from Eqs. (D4)-(D6) we get the
result shown in Eq. (10). The tightness of the inequality
in Eq. (10) can be proven by setting Ntot = MNS and
using ex = limM→∞(1 + x/M)M
lim
M→∞
(
1
1 +Ntot∆Q/M
)M
= e−Ntot∆q . (D8)
Now let us compute the output fidelity corresponding
to an input coherent state D(
√
Ns) |0〉, where D is the
displacement operator. The action of the channel with
transmissivity η is described by the Heisenberg evolution
a† → √ηa† +
√
1− ηb†, (D9)
where b describes the photons in the (vacuum) bath. Af-
ter the application of the channel we get a new coherent
state D(
√
ηNS) |0〉, so the fidelity is
Fcl = | 〈0|D(
√
ηBNS)
†D(
√
ηWNS) |0〉 | =
=
∣
∣
∣
∣
∣
e−
NSηB
2 e−
NSηW
2
∑
n
(NS
√
ηBηW )
n
n!
∣
∣
∣
∣
∣
=
= e−
Ns
2 (
√
ηB−
√
ηW )
2
, (D10)
which is the result shown in Eq. (12).
Appendix E: Quantum pattern recognition with
pretty-good measurements
A pretty good solution to the optimization prob-
lem (15) can be obtained with pretty good mea-
surements [23–25], which are defined by ΠPGMc =
ρ
−1/2
tot P (c)ρ
M
c ρ
−1/2
tot , where P (c, i) = P (i|c)P (c) via
the Bayes rule, ρMc =
∑
i P (i|c)ρ⊗Mi and ρtot =
∑
c P (c)ρ
M
c =
∑
c,i P (c, i)ρ
⊗M
i . Using these measure-
ments, we may find upper and lower bounds [21, 22]
EQ ≥ 1
2
∑
c 6=c′
P (c)P (c′)F (ρMc , ρ
M
c′ )
2, (E1)
EQ ≤
∑
c 6=c′
√
P (c)P (c′)F (ρMc , ρ
M
c′ ), (E2)
similar to (3). The lower bound can be simplified thanks
to the concavity of F 2 [48], so as to get
EQ ≥ 1
2
∑
c 6=c′
∑
i,i′
P (c, i)P (c′, i′)F (ρi, ρi′)
2M , (E3)
while the same simplification cannot be obtained for the
upper bound. As a consequence, the upper bound can-
not be directly computed, as ρMc is not a quantum Gas-
sian state. In order to introduce a computable upper
bound we prove the following lemma, generalizing meth-
ods from [21, 38].
Lemma: Let us fix a function f . Then using pretty good
measurements we can derive the following bound for the
probability of error
pE =
∑
x,y:f(x) 6=f(y)
px Tr[Πyρx] (E4)
≤
∑
x,y:f(x) 6=f(y)
√
pxpyF (ρx, ρy) . (E5)
Proof: Let us write σx = pxρx =
∑
k λxk |ψxk〉〈ψxk|,
where λxk and |ψxk〉 form the eigen-decomposition of σx.
We also set Πy = σ
−1/2σyσ−1/2, σ =
∑
x σx, and define
the Gram matrix Gxykl =
√
λxkλyl 〈ψxk|ψyl〉. Then the
following identities hold (see [38] for a proof):
‖
√
G
xy‖22 = px Tr[Πyρx] , (E6)
‖Gxy‖1 =
√
pxpyF (ρx, ρy) , (E7)
where ‖A‖22 = Tr
[
A†A
]
, ‖A‖1 = Tr
√
A†A and Gxy is
a matrix with elements Gxykl . Moreover, ‖
√
G
xy‖22 ≤
‖Gxy‖1 from lemma 4 in [21]. Therefore,
pE =
∑
x,y:f(x) 6=f(y)
‖
√
G
xy‖22 ≤
∑
x,y:f(x) 6=f(y)
‖Gxy‖1 ,
which produces (E5) via (E7). 
Thanks to the above lemma, we may now derive a sim-
pler upper bound than (E2). Indeed, we may rewrite (15)
as in (E4) by setting f(c, i) = c, calling ρc,i := ρi and
Πc′ :=
∑
i′ Πc′,i′ and defining multi-indices x = (c, i) and
y = (c′, i′). Then from the above lemma we get
EQ ≤
∑
c 6=c′
∑
i,i′
√
P (c, i)P (c′, i′)F (ρi, ρi′)
M . (E8)
Now we show how to get Ineqs. (16). Indeed, via (E3)
and (6) we may write EQ ≥ B[F (ρB , ρW )2M ] where
B[F ] =
1
2
∑
c 6=c′
P (c)P (c′)Bcc′ [F ], (E9)
Bcc′ [F ] =
∑
h
Pcc′(h)F
h, (E10)
Pcc′(h) =
∑
i,i′
P (i|c)P (i′|c′)δh,hamming(i,i′). (E11)
Similarly, we may rewrite the upper bound (E8) as
EQ ≤ K
∑
c 6=c′
∑
i,i′
P (c, i)P (c′, i′)F (ρi, ρi′)
M =
= KB[F (ρB , ρW )
M ], (E12)
where K−1 is the minimum non-zero value of
√
P (c, i)P (c′, i′). Therefore, as long as Pcc′(h) is zero
for h < hmincc′ in the limit of large M we get
CF (ρB , ρW )
2Mhmin / EQ / 2KCF (ρB , ρW )
Mhmin ,
13
up to a constant C.
We now focus on the bounds in Eq. (20), which follow
by approximating P (c, i) via the training distribution
P (c, i) ≃ 1
T
T
∑
k=1
δc,cT
k
δi,iT
k
, (E13)
and noting that, in (E8), we may use
√
δij + δkl ≤ δij +
δkl. Alternatively, we may employ (E12) and note that
K = T for the distribution (E13).
As for the bounds (20), let us study the function de-
fined in Eq. (21), which can be rewritten as
BT [F ] =
∑
c 6=c′
TcTc′
2T 2
BTcc′ [F ] (E14)
with Tc =
∑
k δc,cTk , T =
∑
c Tc and
BTcc′ [F ] =
∑
h
P Tcc′(h)F
h, (E15)
P Tcc′(h) =
1
TcTc′
∑
k,k′
δc,cT
k
δc′,cT
k′
δh,hamming(iT
k
,iT
k′
).
The probability P T01(h) is numerically studied in Fig. 3b
for the MNIST dataset, where we see that P T01(h) closely
matches a normal distribution. Therefore, approximat-
ing P Tcc′(h) as a normal distribution with mean µcc′ and
standard deviation σcc′ we may write
BTcc′ [F ] ≃
∫ ∞
h0
cc′
pµcc′ ,σcc′ (h)F
h (E16)
=
1
2
Fµcc′ e
1
2σ
2
cc′
log2(F )
(
erf
(
wcc′√
2σcc′
)
+ 1
)
,
where pµ,σ(h) is the probability density function of a nor-
mal distribution with mean µ and standard deviation σ,
wcc′ := σ
2
cc′ log(F ) + µcc′ − h0cc′ and h0cc′ is the minimum
value of Hamming distance in the empirical distribution.
When µ ≫ σ we find BTcc′ ≃ Fµcc′ . On the other hand,
for F → 0 we find
BTcc′ [F ]
F→0≃ σF
h0
cc′ e
−
(h0
cc′
−µ
cc′
)2
2σ2
cc′√
2π (−wcc′)
. (E17)
This leads to the asymptotic decay rate Bcc′ [F
M ] ∝
FMh
0
cc′ for largeM , up to constants and logarithmic cor-
rections. Using the latter asymptotic decay expression in
Eq. (E15), we find that, for large M , only the classes
with smallest minimum Hamming distance h0cc′ survive.
Moreover, we assume that the ratio Tc/T does not scale
with M , e.g. for digit reconstruction we assume that the
number of 4s and 9s are basically constant if we increase
the number of images. As such we may write
lim
M→∞
logB[FM ]
M
= hmin logF, (E18)
where hmin = minc 6=c′ h0cc′ , and from the bounds (20)
− hmin logF ≤ − lim
M→∞
logEQT
M
≤ −2hmin logF. (E19)
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E. Bagan, Local discrimination of mixed states, Phys.
Rev. Lett. 105, 080504 (2010).
[32] S. Bandyopadhyay, More nonlocality with less purity,
Phys. Rev. Lett. 106, 210402 (2011).
[33] L. Banchi, S. L. Braunstein, and S. Pirandola, Phys. Rev.
Lett. 115, 260501 (2015).
[34] P. Marian and T. A. Marian, Uhlmann fidelity between
two-mode gaussian states, Physical Review A 86, 022340
(2012).
[35] Z. Zhang, M. Tengner, T. Zhong, F. N. Wong, and
J. H. Shapiro, Entanglement’s benefit survives an
entanglement-breaking channel, Physical review letters
111, 010501 (2013).
[36] Y. LeCun, L. Bottou, Y. Bengio, and P. Haffner,
Gradient-based learning applied to document recogni-
tion, Proceedings of the IEEE 86, 2278 (1998).
[37] T. Hastie, R. Tibshirani, and J. Friedman, The elements
of statistical learning: data mining, inference, and pre-
diction (Springer Science & Business Media, 2009).
[38] A. Montanaro, Pretty simple bounds on quantum state
discrimination, arXiv preprint arXiv:1908.08312 (2019).
[39] D. Angluin and P. Laird, Learning from noisy examples,
Machine Learning 2, 343 (1988).
[40] T. Liu and D. Tao, Classification with noisy labels by
importance reweighting, IEEE Transactions on pattern
analysis and machine intelligence 38, 447 (2015).
[41] J. A. Aslam and S. E. Decatur, On the sample complexity
of noise-tolerant learning, Information Processing Letters
57, 189 (1996).
[42] N. Manwani and P. Sastry, Noise tolerance under risk
minimization, IEEE transactions on cybernetics 43, 1146
(2013).
[43] T. Cover and P. Hart, Nearest neighbor pattern classifi-
cation, IEEE transactions on information theory 13, 21
(1967).
[44] C. Harney et al., Ultimate limits of thermal imaging, (in
preparation) (2020).
[45] N. Wiebe, A. Kapoor, and K. M. Svore, Quantum algo-
rithms for nearest-neighbor methods for supervised and
unsupervised learning, Quantum Information & Compu-
tation 15, 316 (2015).
[46] G. Ortolano, E. Losero, I. R. Berchera, S. Pirandola, and
M. Genovese, Experimental quantum reading with pho-
ton counting, arXiv:2004.10211 (2020).
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SUPPLEMENTARY MATERIALS
Multiple Chernoff bound
Here we show that, in the uniform case, we may also
employ the multiple quantum Chernoff bound [29, 30].
Combining this with known inequalities [49], we find
F 2Mmax
2M
. perr . F
M
3
max, (S1)
where Fmax := maxi 6=j Fi:j , and the approximations are
valid in the large-M limit. The above inequality becomes
exact for M → ∞, while (3) is valid for any M .
Following [29, 30] for i.i.d. hypotheses, we may also
consider the following quantum Chernoff bound
1
3
ξCB ≤ lim
M→∞
− 1
M
log perr ≤ ξCB , (S2)
where
ξCB = min
i 6=j
[− log(Q(ρi, ρj))] = − logQmax, (S3)
and
Q(ρ0, ρ1) := inf
s
Tr(ρs0ρ
1−s
1 ) ≤ Tr
√
ρ0
√
ρ1, (S4)
Qmax = max
i 6=j
Q(ρi, ρj) ≤ max
i 6=j
Tr
[√
ρi
√
ρj
]
, (S5)
which can be computed for any Gaussian state [49]. Us-
ing known inequalities [28, 49]
1−
√
1− F (ρi, ρj)2 ≤ Q(ρi, ρj) ≤ F (ρi, ρj) , (S6)
we may write
1−
√
1− F 2max ≤ Qmax ≤ Fmax , (S7)
where
Fmax = max
i 6=j
F (ρi, ρj) . (S8)
From the above we finally get the following inequalities
− logFmax ≤ ξCB ≤ − log
(
1−
√
1− F 2max
)
, (S9)
−1
3
logFmax ≤ lim
M→∞
− 1
M
log perr ≤ (S10)
≤ − log
(
1−
√
1− F 2max
)
≤
≤ − log F
2
max
2
,
where in the last inequality we use 1 −
√
1− x ≥ x/2
for 0 ≤ x ≤ 1, which is tight for x ≃ 0. In the large-
M limit we get the inequalities (S1). Nonetheless, the
exact computation of Q via (S4) may provide a tighter
inequality via (S2).
Moreover, from the definition of the states (5), and
from (S5) we get
Q(ρ̃i, ρ̃j) = Q(ρW , ρB)
hamming(i,j), (S11)
and accordingly, since Q ≤ 1, we find
Qmax = Q(ρW , ρB)
mini 6=j hamming(i,j) = Q(ρW , ρB).
(S12)
Together with (S2), this gives computable upper (and
possibly lower) bounds on the error rate. Similarly, we
may write
Fmax = F (ρW , ρB)
mini 6=j hamming(i,j) = F (ρW , ρB),
(S13)
so we may study the quantum Chernoff bound via (S9)
and (S10).
An interesting comparison is between the asymptotic
performance given by Eq. (S10), and the explicit results
that we may get from from Eq. (A12). Indeed, for large-
M we get
− logF ≤ − lim
M→∞
log perr
M
≤ −2 logF, (S14)
which is independent on n, as it is Eq. (S10).
Photodetection
We study the performance of barcode decoding and
pattern recognition using photodetection. Photodetec-
tion is a local measurement, where each pixel is probed
independently. As such, this strategy cannot achieve the
lower bound in Eq. (8), but it is nonetheless interesting
because it can be implemented experimentally with cur-
rent technology. According to Ref. [46], the pixel error
probability for a coherent-state input is given by
ppixelerr,cl =
1
2
[
1− γ(ηB)− γ(ηW )⌊nth⌋!
]
, (S15)
where nth = NS(ηW − ηB)/ log(ηW /ηB), while γ(η) :=
Γ(⌊nth + 1⌋, NSη) and Γ(x, y) is the incomplete Gamma
function.
For a TMSV with mean photon number NS we may
write |TMSV〉 = ∑n cNs(n) |n, n〉 with cN =
NnS
(1+NS)n+1
.
After the first mode of the TMSV state is transmitted
through a channel with transmissivity η, the resulting
photon number distribution is
P (n1, n2|η) =
{
P0(n2)B(n2, n1|η) when n2 ≥ n1,
0 when n2 < n1,
(S16)
where B(n2, n1|η) =
(
n2
n1
)
ηn1(1 − η)n2−n1 and P0(n2) =
c2NS (n2) is the initial distribution. The success probabil-
ity of distinguishing the two channels with transmissivity
16
ηB and ηW is then
ppixelsucc,TMSV =
1
2
∞
∑
n2=0
nth2 (n1)
∑
n1=0
P (n1, n2|ηB)+ (S17)
+
1
2
∞
∑
n2=0
∞
∑
n1=nth2 (n1)
P (n1, n2|ηW ),
where nth2 (n2) = cn2 and
c =
(
log(ηW /ηB)
log[(1− ηW )(1− ηB)]
+ 1
)−1
. (S18)
For M probings, one may substitute the initial distribu-
tion in Eq. (S16) with the Poisson distribution P0(n2) =
e−λλn2/n2! with parameter λ ≈MNS [46].
For large average photon number, namely for large λ,
the sum in Eq. (S17) is hard to evaluate. Nonetheless, we
may approximate the Poisson distribution P0(n2) with
a normal distribution n2 ∼ N (λ, λ), where N (µ, σ2) is
the normal distribution with mean µ and variance σ2.
Similarly, we may approximate the binomial distribution
in (S16) as n1 ∼ N (n2η, n2η(1 − η)). Introducing the
quantity
g(λ, η) =
∫ ∞
0
dn2
∫ cn2
0
dn1fλ,λ(n2)fn2η,n2η(1−η)(n1) ,
(S19)
where fµ,σ2(x) is the probability density function of
N (µ, σ2), and approximating the sum with an integral
in (S17), we then get
ppixelsucc,TMSV ≃
1
2
[g(MNS , ηB) + 1− g(MNS , ηW )] ,
(S20)
and accordingly
ppixelerr,TMSV ≃
1
2
− 1
2
[g(MNS , ηB)− g(MNS , ηW )] .
(S21)
Nearest neighbor classifier
Let us review a few important aspects of the nearest
neighbor classifier. Using the nearest neighbor classifier
(24) with a training set composed of T classified images,
the expected classification error for a new image i with
true class c is then
ENN(T ) = E
(c,i),T
[Lc,c̃NN(i)] , (S22)
where T is the size of the training set. Under mild con-
ditions, it has been proven [43] that in the limit T → ∞,
the expected classification error ENN = limT→∞ENN(T )
satisfies
EB ≤ ENN ≤ EB
(
2− K
K − 1EB
)
≤ 2EB , (S23)
where EB is the Bayes rate and K is the number of
classes. Therefore, the expected error from the near-
est neighbor classifier is at most twice the Bayes rate,
irrespective of the number of classes.
To study the error for finite T in (S22) we first note
that even the training set is made by samples, so the
predicted nearest neighbour classifier c̃ is a random vari-
able that depends on the training set T . (Note that we
have removed the subscript NN from c̃ to simplify the
notation.) Therefore, we may rewrite Eq. (S22) as
ENN(T ) = E
(c,i),c̃,T
[Lc,c̃P (c̃|i, T )]
= E
i,T


∑
c 6=c̃
P (c|i)P (c̃|i, T )

 . (S24)
We know from Eq. (24) that c̃ is equal to one element
of the training set. Let us call ĩ all possible images that
have class c̃. Then by the law of total probability
P (c̃|i, T ) =
∑
ĩ
P (c̃|̃i)PNN(ĩ|i, T ), (S25)
where PNN is the probability that, given an image i, in
the training set T the closest image to i is ĩ.
In the next sections we then show that PNN(ĩ|i, T ) →
δi,ĩ in the limit T → ∞. The explanation of this limit
is straightforward: since the set of images is finite, in
the limit of large training sets the probability of finding
the image i inside the training set approaches 1 and,
accordingly, PNN(ĩ|i) → δi,ĩ. Finally, since the number of
classes is smaller than the dimension of the set of images,
we may choose the mapping P (c|i) to be deterministic
and unique, e.g. P (c|i) = δc,f(i), where f is a function
that assigns a class c to i. With these assumptions we
find
lim
T→∞
ENN(T ) = 0 . (S26)
The above result is indeed consistent with (S23). In fact,
for finite dimensional spaces, each image has a unique
class associated, so that the Bayes rate is zero.
Nearest neighbor classifier with reading error
Here we generalize the error (S24) to the case where the
input is a reconstructed image i′, which corresponds to
the original image i up to an error probability pread(i
′|i)
as in (1). When pread(i
′|i) = δi′,i the reconstruction is
perfect, and the definition (S24) applies. On the other
hand, when i′ 6= i, depending on the noise levels, classi-
fication algorithms may output the wrong class c̃. Here
we focus on the nearest neighbor classifier and generalize
the expected classification error (S24) as
ENN =
∑
i′
E
(c,i),c̃,T
[Lc,c̃P (c̃|i′, T )pread(i′|i)] (S27)
= 1−
∑
c
∑
i′
E
i,T
[P (c|i)P (c|i′, T )pread(i′|i)] .
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In the above equation, we assume that (c, i) are sampled
from the unknown distribution P (c, i) that describes all
possible images and their true label. As in the previous
section, we assume that the training set is made by sam-
ples from P (c, i). Then, Eq. (S27) can be interpreted as
follows: we sample a new physical image i and the cor-
responding true label c, which is unknown to us. This
physical image is measured by a sensor and we get a re-
constructed image i′ with probability (1). Then we apply
the nearest neighbor classifier to find the closest image
ĩ to i′ from the training set, and get its corresponding
label c̃. A loss matrix Lc,c̃ is the used to weigh the error
when c̃ 6= c.
Thanks to the above definition, the optimal measure-
ment in (1) is then the one minimizing the expected clas-
sification error
E∗NN = min{Π
i′}
ENN. (S28)
Employing (S25) and taking expectation values with re-
spect to the training set we find
ENN = 1−
∑
c
∑
i′,ĩ
E
i
[
P (c|i)P (c|̃i)PNN(ĩ|i′)pread(i′|i)
]
.
If a given image belongs to a single class, as it is the
case with the nearest neighbor classifier, we may write
P (c|i) = δc,f(i) for a certain classifier function f , and
accordingly
∑
c
P (c|i)P (c|j) = δf(i),f(j) . (S29)
so that we may write
ENN = 1−
∑
i,i′,ĩ
∆(i, ĩ)PNN(ĩ|i′, T )pread(i′|i)πi , (S30)
For the nearest neighbor classifier, f is the function that
associates to an image from either the training or testing
set the corresponding class. For instance, in Eq. (S30) the
image i is from the testing set, say with class c, and the
image ĩ is the nearest neighbor to the noisy reconstructed
image, and accordingly ĩ is from the training set. Calling
c̃ the corresponding class from the training set, ∆(i, ĩ) =
δc,c̃. Moreover, in the previous section we have seen that,
when T is much bigger than the dimension of the image
space (T ≫ 2N in this case), we may write PNN(j|i) =
δi,j and we finally get
ENN
T≫2N≈ E
i
[
∑
i′
(1− δf(i),f(i′))pread(i′|i)
]
≤ perr .
(S31)
Therefore, in the limit T → ∞ the classification error is
smaller than the error in the state discrimination (2).
Finite sample-error in the nearest neighbor classifier
Here we explictly show that PNN(ĩ|i, T ) → δi,ĩ in
the limit T → ∞. To prove this, we study the statis-
tics of dk = dist(i
T
k , i) and define dmin = mink dk,
where we employ the Hamming distance. If the sam-
ples ik are independent and identically distributed we
get PT (dmin≤D) ≡ ET P (dmin≤D|i, T ) and
PT (dmin≤D|i, T ) = 1− PT (d1>D, . . . , dT>D|i)
= 1− (1− P (d≤D|i))T , (S32)
where
P (d≤D|i) =
D
∑
k=1
P (dist(i′, i)=k|i) (S33)
is the probability that a new image i′ has at most distance
D from the given image i. From Eq. (S32) we get
PT (dmin=0|i) ≡ PT (dmin≤0|i) = (S34)
= (1− (1− P (d=0|i))T ) ,
and for any D > 0 we write
PT (dmin=D|i) ≡ P (dmin≤D|i)− P (dmin≤D−1|i) .
(S35)
From the above equation and from (S32), it is clear that,
as long as P (d=0|i) > 0, for T → ∞ we find
PT (dmin=0|i) → 1, PT (dmin>0|i) → 0. (S36)
In particular, if the set of images is finite and of dimen-
sion N , then P (d=0|i) ≈ N−1 and a training set with
T ≫ N is required to approximate the limit (S36). For
any i, the solution of dmin = 0 is unique and, therefore,
we have that iTk = i for some k.
We may get the above result more explicitly by defining
an order between images
j i k ⇔ dist(i, j) ≤ dist(i,k) , (S37)
so that
P (j i k|i) =
∑
dist(i,j)≤dist(i,k)
pj , (S38)
P (j ≺i k|i) =
∑
dist(i,j)<dist(i,k)
pj . (S39)
With the above definitions, by calling PNN(ĩ|i) =
ET PNN(ĩ|i, T ), we get
PNN(ĩ|i) := PT (j i ĩ|i)− PT (j ≺i ĩ|i) , (S40)
PT (j i ĩ|i) = 1− (1− P (j i ĩ|i))T , (S41)
and, in particular, for ĩ = i we find
PNN(i|i) := 1− (1− pi)T . (S42)
