Abstract. Let K be a commutative eld; an algorithmic approach to residue symbols de ned on a Noetherian K-algebra R has been developed. It is used to prove an e ective Nullstellensatz for polynomials de ned over in nite factorial rings A equipped with a size. This result extends (and slightly improves) the previous work of the authors in the case A = Z. 
for some constant c n , where H := max j H(X j ) and := minfn + 1; Mg.
The origin of the results we announce here was the desire to obtain estimates similar to the E ective Nullstellensatz (2) for factorial rings A equipped with a size (in the sense of Ph1]) and simultaneously eliminate Analysis from the proof of such results. Apart from the case where A = Z and the size is the Mahler size de ned above, the natural example of such a ring is A = F p 1 ; : : :; q ], where p is a prime number and the size is the total degree in the parameters . The main idea is to keep the structure of the proof in BY1], while eliminating all the analytic artifacts. In this process we develop the computational aspects for a Residue Calculus, where the residues are de ned purely algebraically, following H] and, especially, L]. We are sure that this Residue Calculus will have many applications beyond the scope of this paper, in particular, the algorithms obtained permit the computation of residue symbols in the polynomial case, without appealing to elimination theory or using Gr obner bases. In particular, one should expect interesting geometric consequences of a generalized form of the Jacobi vanishing theorem obtained here, as one knows in the classical case G], Ku] . The reader will nd complete proofs of these results in BY2].
Residue calculus
Let R be a Noetherian K-algebra, where K is a commutative eld. A sequence h 1 ; : : :; h n generating an ideal I in R is said to be quasiregular M] if whenever one has a relation of the form ; r k 2 R ; for some p 2 N, then all the r k 2 I. Given x 1 ; : : :; x n ; h 1 ; : : :; h n in R such that (h 1 ; : : :; h n ) is a quasiregular sequence generating the ideal (h) = I and P := R=I is a nite-dimensional K-vector space, we follow Lipman L, Chapter 3] to de ne the residue symbols as traces of certain K-linear operators from P into itself. Namely, let E = Hom K (P; P) and : P ! R be a K-linear section of the quotient map; then one can associate to any Q 2 R the element Q This de nition extends the one given by Grothendieck H] . In the polynomial case, computations of residues are usually performed by taking as a section the remainder with respect to a Gr obner basis of I. One can also show that in the analytic case (that is, R = C x 1 ; : : :; x n ] or R = O, the ring of germs of holomorphic functions about 0 2 C n ) this de nition of residue coincides with the usual one, de ned, for instance, using Dolbeault cohomology GH]. One can also see this using the following Transformation Law L, Corollary 2.8].
Transformation Law. Let f = (f 1 ; : : :; f n ) and g = (g 1 ; : : :; g n ) be two quasiregular sequences in R, such that g = Af, where A is an n n matrix with coe cients in R, and such that the quotients R=(f) and R=(g) are nite-dimensional K-vector spaces. Let be the determinant of the matrix A; then, for any x 1 ; : : :; x n ; Q 2 R, Res Qdx 1^ ^dx n f 1 ; : : :; f n = Res Q dx 1^ ^dx n g 1 ; : : :; g n :
Extending the base ring R with transcendental parameters, we can derive an extension of the Transformation Law. This proposition was stated in the analytic case in Ky]. The proof given there is not complete. One can also prove a very useful variant of the Transformation Law, which we have not been able to nd in the literature.
Proposition 2. Let f 0 ; f 1 ; : : :; f n be a regular sequence in R. Let g 1 ; : : :; g n in R be such that the sequence (f 0 ; g 1 ; : : :; g n ) is quasiregular. Assume that there are nonnegative integers s 1 ; : : :; s n and an n n matrix A of elements in R such that f sj 0 g j = n X l=1 a jl f l ; j = 1; : : :; n: Let x 0 ; : : :; x n ; Q be elements of R; then, for any k 0 2 N one has Res Qdx 0^ ^dx n f k0+1 0 ; f 1 ; : : :; f n = Res Q dx 0^ ^dx n f k0 +1+jsj 0 ; g 1 ; : : :; g n ; where jsj = s 1 + + s n and is the determinant of the matrix A.
In the case where R = K x 1 ; : : :; x n ], which is our main interest here, one can extend the residue symbol to act on rational functions, as follows. Given a quasiregular sequence P 1 ; : : :; P n in R, let Q 1 =Q 2 be a rational function such that the ideal (P 1 ; : : :; P n ; Q 2 ) is K x 1 ; : : :; x n ]. Namely, we de ne Res (Q 1 =Q 2 )dx 1^ ^dx n P 1 ; : : :; P n := Res Q 1 V dx 1^ ^dx n P 1 ; : : :; P n ;
where V is any polynomial such that for some U 1 ; : : :; U n in R one has 1 = U 1 P 1 + + U n P n + V Q 2 . (This de nition does not depend on the choice of V .) In the previous transformation laws, one can replace Q by a rational function, provided the two residue symbols involved can be de ned.
From now on, we deal only with the case R = K x 1 ; : : :; x n ], where K is a eld of arbitrary characteristic. Recall that a polynomial map P = (P 1 ; : : :; P n ) from K n into itself is dominant if and only if K(x) is a nite-dimensional K(P)-vector space. It is proper if and only if K x] is a nite type K P]-module.
When P is dominant, the residue symbol Res Q(x)dx P 1 ? u 1 ; : : :; P n ? u n (where u 1 ; : : :; u n are n independent transcendental parameters) is an element of K(u). When P is proper, this symbol is a polynomial in u. In order to obtain more information about this polynomial, we shall assume that K is in nite, algebraically closed, and equipped with a nontrivial absolute value j j. We consider the norm de ned on K n by jxj = max 1 i n jx i j: Recall that one can check properness by means of inequalities, namely, the map P is proper if and only if there exist three constants K; ; > 0 such that jxj K =) jP(x)j jxj :
(3) Any > 0 for which (3) holds is called a Lojasiewicz exponent for P.
Let P 2 K x 1 ; : : :; x n ]. We will denote as h P the homogeneous polynomial in n + 1 variables corresponding to the polynomial P in K X 0 ; : : :; X n ], namely h P(X 0 ; : : :; X n ) := X deg P 0 P(X 1 =X 0 ; : : :; X n =X 0 ): As a consequence of the Lipman-Teissier theorem LT] one has the following result.
Proposition 3. Let P = (P 1 ; : : :; P n ) be a proper polynomial map in K n such that condition (3) holds for constants K; ; , with 2 N . Assume that D = deg P j for every j. Then, for any 1 j n, one can nd a homogeneous polynomial R j in two variables, with coe cients in K, distinguished in X j , such that But a more careful analysis of the Bochner-Martinelli representation of the residue currents yields the statement deg Q n ? n ? 1 =) Res Qdx P 1 ; : : :; P n = 0:
The point here is that this result depends on the Lojasiewicz exponent , but not on the degrees of the P j . We do not know how to prove such result when K has positive characteristic, though it is possibly true. Nevertheless, Proposition 4, which holds for any characteristic, is enough to prove the e ective Nullstellensatz theorem below. We use it now to obtain a global version of the Kronecker interpolation formula.
Proposition 5. Let P 1 ; : : :; P n be n polynomials in K x 1 ; : : :; x n ] of degree D, with the property that there exist strictly positive constants K; such that (3) holds for some integer > 0 satisfying 1 ? 1=n(n + 1) 2 < =D 1: Suppose that g jl , 1 j; l n, are elements in K x 1 ; : : :; x n ; y 1 ; : : :; y n ], with degree less or equal than D ? 1, and such that P j (x) ? P j (y) = n X l=1 (x l ? y l )g jl (x; y); 1 j n; x; y 2 K n : Then, if (x; y) := det g jl (x; y)] 1 j n 1 l n (such is called a B ezoutian for the map P), the following polynomial identity holds: 1 = Res (x; y)dx P 1 (x); : : :; P n (x) ; y 2 K n :
The transformation laws are also used to compute the residue symbols
from the relations of integral dependence of the coordinates over K(P) when P is a dominant map. For instance, one can use the following lemma.
Lemma 1. Let P 1 ; : : :; P n be a quasiregular sequence in K x 1 ; : : :; x n ]; then for any q 2 N and for any 2 K n the sequence (t q+1 ; P 1 (x) ? 1 t; : : :; P n (x) ? n t) is a quasiregular sequence in K x; t]. Moreover, we have the formula Res Q(x)dt^dx t q+1 ; P 1 (x) ? 1 t; : : :; P n (x) ? n t = Then, we use Proposition 2 and residue computations in one variable, to compute the left-hand side of (6). Note that such expression is, in principle, an element of K( 1 ; : : :; n ), say r 1 ( )=r 2 ( ), while we know from (6) that it is a polynomial in . If the P j have coe cients in some integral domain A (with quotient eld K) equipped with a size, then r 1 ( ) and r 2 ( ) have coe cients in A and a common denominator for all residue symbols on the right-hand side of (6) divides r 2 ( ) in A ], that is, it divides all the coe cients of r 2 ( ). This remark is crucial with respect to size estimates for numerators or denominators of residue symbols. It is clear also that a good control on the size of the polynomials A jl , for j = 1; : : :; n, 0 l N j , and A l j , for 1 j; l n (which can be chosen with coe cients in A in this case) will provide good estimates for the sizes of r 1 ( ) and r 2 ( ). where V (P) denotes the set of common zeros of the polynomials P j and the distance corresponds to the absolute value j j.
Such an inequality, which is directly related to Koll ar's work Ko] on the Nullstellensatz, has the following consequence, based on the arguments given in BY1] and BGVY, Propositions 5.7 and 5.8] when K = C. Small modi cations are required by the fact that we are now working with elds of arbitrary characteristic.
Proposition 6. Let P 1 ; : : :; P n be a quasiregular sequence in K x 1 ; : : :; x n ]; then one can nd n linear combinations (with coe cients in K) of the P j , namely,P j , for 1 j n, and n linearly independent K-linear forms L 1 ; : : :; L n , as well as a positive constant K such that for any N 2 N and any x 2 K n with jxj > K one has max 1 j n jL j (x)j NB P j (x) N jxj (N?1)B for some constant N > 0.
In fact, the linear combinationsP j , as well as the linear forms L j , can be chosen with generic coe cients. Moreover, if we combine this result with Proposition 5 and the Arithmetic B ezout Theorem Ph1, Theorem 4], we get the following technical but important result.
Proposition 7. Let P 1 ; : : :; P n be a quasiregular sequence in K x 1 ; : : :; 
