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Abstract Sustained extreme temperature events in the ocean, referred to as marine heatwaves
(MHWs), generate substantial ecological, social, and economic impacts. Ocean models provide insights to
the drivers, persistence, and dissipation of MHWs. However, the sensitivity of MHWmetrics to ocean
model resolution is unknown. Here, we analyze global MHWmetrics in three configurations of a global
ocean-sea ice model at coarse (1◦), eddy-permitting (0.25◦), and eddy-rich (0.1◦) resolutions. We show that
all configurations qualitatively represent broad-scale global patterns of MHWs. These simulated MHWs
are, however, weaker, longer-lasting, and less frequent than in observations. The 0.1◦ configuration,
despite local biases, performs best both globally and regionally. Based on these results, model projections
of future MHWmetrics using coarse-resolution models are expected to be biased toward weaker and less
frequent MHWs, when compared with results using an eddy-rich model.
Plain Language Summary Marine heatwaves (MHWs) are persistent extreme temperatures
in the ocean. They have a negative impact on marine life, fisheries, and tourism, and are becoming
more frequent and more intense. One way to understand how MHWs form, intensify, and decay is by
analyzing results from computer simulations of the ocean. However, these simulations are a simplification
of reality, and depending on how they are designed they represent different aspects of the ocean circulation.
It is still unknown how much the resolution of an ocean simulation matters when representing MHWs.
In this work, we compare the performance of three ocean simulations—with low, medium, and high
resolutions—when representing MHWs. We find that, regardless of their resolution, all simulations have
weaker, longer, and less-frequent MHWs, when compared with the real world. Despite these differences,
we find that simulations with medium and high-resolutions realistically represent global spatial patterns of
MHWs. However, the ocean simulation with high resolution is preferable when studying regional patterns
of MHWs. These results show how simulated MHWs differ from the real world, helping us to improve
ocean simulations to be more realistic. In addition, we now better understand how computer simulations
of future oceans, under climate change conditions, represent these extreme events.
1. Introduction
The ocean is warming, both near the surface and in the abyss (Cheng et al., 2019; Durack et al., 2018; Purkey
& Johnson, 2010). In addition to this underlying warming, temperature extremes are becoming more fre-
quent and more intense (Frölicher et al., 2018; Oliver et al., 2018; Scannell et al., 2016), and are projected to
continue to intensify in response to increasing greenhouse forcing (Darmaraki et al., 2019; Frölicher et al.,
2018). The occurrence of sustained temperature extremes leads to marine heatwave (MHW) conditions in
the ocean (Hobday et al., 2016). MHW conditions are caused by local processes that directly affect ocean
temperature, such as extreme air-sea heat fluxes and changes in the ocean circulation (Behrens et al., 2019;
Holbrook et al., 2019; Salinger et al., 2019), which may ultimately be caused by large-scale climate forcing
via teleconnection processes (Holbrook et al., 2019).
DiscreteMHWevents have been linked to higher substantial ecological, social, and economical impacts than
to a long-term ocean warming (Collins et al., 2019; Smale et al., 2019). These impacts include permanent
changes in the structure and functioning of ecosystems (Garrabou et al., 2009; Wernberg et al., 2013, 2016),
mass mortality of economically relevant species, and decrease in catch or closure in fisheries (Cavole et al.,
2016; Mills et al., 2013; Oliver et al., 2017).
RESEARCH LETTER
10.1029/2019GL084928
Key Points:
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As the impacts of MHWs will likely continue in the future (Darmaraki et al., 2019; Frölicher et al., 2018), it
is important to improve our knowledge of both the local and remote processes that lead to MHW conditions
in the ocean and to, ultimately, predict these conditions. Three-dimensional ocean models are a valuable
tool to explore key mechanisms that lead to MHW conditions, aiding our overall understanding of these
extremes (e.g., Behrens et al., 2019; Oliver et al., 2017; Perkins-Kirkpatrick et al., 2018).
Studies on global (Frölicher et al., 2018) and regional (Darmaraki et al., 2019) MHW mean properties
show that both coarse- and high-resolution coupled ocean-atmosphere models simulate weaker and longer
MHWs, when compared with observations. However, in regional studies, high-resolution models have
been shown to realistically simulate both the magnitude and spatial structure of specific MHW events
(Benthuysen et al., 2014; Chen et al., 2014; Oliver et al., 2017). These results suggest that there is still ambi-
guity in the ability of high-resolution models to simulate MHWs, motivating a focused assessment of ocean
model biases. Quantifying model biases provides more confidence when investigating model outputs to
understand MHW drivers. This knowledge becomes especially important when interpreting characteristics
of MHWs under future climate scenarios, for which no model evaluation can be made.
It is expected that ocean models with different resolutions simulate temperature extremes differently. For
example, models of different spatial resolutions have different parameterizations and limitations and, there-
fore, resolve different local and remote processes that lead toMHW conditions. Asmodels have increasingly
higher spatial resolutions, improved representation of MHW characteristics is expected. However, whether
this improvement is obtained, or if new model biases emerge in high-resolution configurations, remains
unchecked. More importantly, because different models resolve different features, a comparison of models
with different spatial resolutions would help to identify processes that lead toMHW conditions in each con-
figuration. Understanding differences in MHW events in models of differing resolution not only helps to
determine the appropriate spatial resolution of models for MHW studies but also builds the process-based
understanding of MHWs.
Here, we investigate the ability of a global ocean-sea ice model with different configurations to simulate
MHWs. Specifically, we compare the duration, intensity, and frequency of MHW events as simulated in a
coarse (1◦), an eddy-permitting (0.25◦), and an eddy-rich (0.1◦) configuration of a global ocean-sea icemodel,
as well as in an observation-based product. Our goal is to evaluate the sensitivity of the simulated MHW
metrics to ocean model resolution.
2. Data andMethods
2.1. OceanModel
The model used in this study is the Australian Community Climate and Earth System Simulator Ocean
Model version 2 (ACCESS-OM2, Kiss et al., 2019), comprising three configurations with different hor-
izontal grid spacings, nominally, 1◦, 0.25◦, and 0.1◦ (hereafter ACCESS-OM2, ACCESS-OM2-025, and
ACCESS-OM2-01, respectively). To facilitate comparison between the different model configurations, the
variations in resolution are available with identical code, forcing and, as far as possible, parameters.
ACCESS-OM2 is a coupled ocean and sea ice model, comprising the Modular Ocean Model version 5.1
(Griffies, 2012) and the Los Alamos Sea Ice Model CICE version 5.1.2 (Hunke et al., 2015). The model
is forced by prescribed atmosphere conditions from the 55 year Japanese Reanalysis for driving oceans
(JRA-55-do version 1.3, Tsujino et al., 2018). This product provides 3-hourly liquid and solid precipitation,
sea level pressure, downward surface longwave and shortwave radiation, 10 m wind velocity components,
10 m specific humidity, and 10 m air temperature at roughly 0.5◦ resolution, and daily river flux at 0.25◦
resolution. In all three configurations, the model grid extends from the Antarctic ice shelf edge to the
North Pole.
The initialization processes and spin-up in the three model configurations varies. ACCESS-OM2 and
ACCESS-OM2-025 start at rest, and with temperature and salinity from amonthly climatology of the World
OceanAtlas 2013 v2 (WOCE; Locarnini et al., 2013; Zweng et al., 2013). These low-resolution configurations
run for five 60 year (1958–2017) cycles of JRA-55-do.
The eddy-rich configuration, ACCESS-OM2-01, starts from a 40-year spin-up under repeated 1984–1985
year forcing, which in turn began from the same WOCE initial conditions as the coarser-resolution model
configurations. Although this eddy-rich model has had less time to spin-up than the coarser models, the
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Figure 1.Maps of sea level standard deviation, in meters, for the years 1993–2017 in (a) the coarse-resolution model configuration (ACCESS-OM2), (b) the
eddy-permitting model configuration (ACCESS-OM2-025), (c) the eddy-rich model configuration (ACCESS-OM2-01), and (d) Aviso's satellite altimetry product
(adapted from Kiss et al., 2019). Labels in (d) indicate the Kuroshio Extension (KE), the Gulf Stream (GS), the East Australian Current (EAC), the South Pacific
storm-track (SPST), Zapiola Anticyclone (ZA), and the Agulhas Return Current (ARC).
upper ocean is very close to equilibrium, with drifts in the surface temperature, surface salinity, and total
kinetic energy comparable to those at the end of the longer runs at lower resolution (see Figure 3, in Kiss
et al., 2019).
Known biases in themodel include differences in the intensity andmean location of somewestern boundary
currents (WBCs) relative to observations, and the representation of the mesoscale (Kiss et al., 2019). Here,
we refer to model biases as the differences between models and observations. These biases are seen in maps
of standard deviation of modeled sea level compared with satellite-sensed sea level from Aviso (Figure 1).
The patterns of sea level variability in ACCESS-OM2-01 (Figure 1c) most closely resemble the patterns in
observations (Figure 1d), but are not as high as the observed values. Examples of this lower modeled vari-
ability are seen in the East Australian Current, the Zapiola Anticyclone, the Agulhas Return Current, and
the South Pacific storm track. In some regions, there are also differences in themean location of strongmod-
eled sea level variability compared with observations. An example is the North Atlantic, where the modeled
Gulf Stream is displaced to the south and extends further east, compared with observations.
2.2. Observations
We compare the MHW metrics calculated from each simulation to MHW metrics calculated from an
observation-based product. For this comparison, we use theNational Oceanic andAtmospheric Administra-
tion sea surface temperature (SST) product, developed using optimum interpolation (NOAA-OI, Reynolds
et al., 2007). This data set is a global, daily, high-resolution (0.25◦) gridded product, built using Advanced
Very High Resolution Radiometer infrared satellite data and in situ measurements. This product represents
the temperature in the top 0.5 m of the ocean, achieved by regressing the satellite measurement of the
ocean skin layer against quality-controlled buoy data. For comparison with the model runs, we analyze the
NOAA-OI SST data between January 1985 and December 2017.
An Advanced Very High Resolution Radiometer-only data set such as NOAA-OI guarantees moderate
homogeneity in time (Fiedler et al., 2019), but it does not include measures of SST under cloud coverage.
Clouds remain the largest source of negative bias in the data, especially in the western boundary of the
oceans, the tropics, and during winter months (Reynolds et al., 2007). In western boundary regions, how-
ever, slow-moving features are still well captured in the final gridded product (Reynolds et al., 2007). Other
sources of bias are atmospheric aerosols, and instrument design and aging. Despite these biases, NOAA-OI
has been widely used in MHW studies due to its temporal and spatial resolution, long record, and global
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Figure 2. Comparisons between modeled and observed mean and standard deviation of deseasonalized SST for the years 1985–2017. The diagonal shows mean
SST for the three runs of ACCESS-OM2 (a, f, and k) and for the NOAA-OI observation-based product (p). The maps above the diagonal show mean SST
differences between the model runs and NOAA-OI (i.e., model-observations; d, h, l), and the model runs of different resolutions (i.e., lower resolution-higher
resolution, b, c, g). The maps below the diagonal show SST standard deviation differences between the model runs and NOAA-OI (i.e., model-observations; m,
n, o), and the model runs of different resolutions (i.e., lower resolution-higher resolution; e, i, j).
coverage (e.g., Frölicher & Laufkötter, 2018; Hobday et al., 2016; Holbrook et al., 2019; Manta et al., 2018;
Oliver et al., 2017; Smale et al., 2019). The results relative to NOAA-OI presented here are comparable to
previous MHW studies—because the same biases are present in those studies.
2.3. MHWAnalysis
We identifyMHWs in daily SST fields from themodel runs and from the observation-based product following
the definition proposed byHobday et al. (2016). By following this definition,we aim to facilitate comparisons
between our results and previous and future MHW studies. As in Hobday et al. (2016), a MHW is a period
of at least 5 days where the ocean temperature is warmer than the 90th percentile above the climatological
value for that location and time of the year.
We first regrid the three model configurations to the observation grid (i.e., 0.25◦) by performing a first-order
conservative remapping (Jones, 1999), then calculate SST mean, SST standard deviation, and MHW
metrics. We choose to regrid the data before performing these calculations to eliminate the higher vari-
ance due to fine-scale features in ACCESS-OM2-01. This procedure emulates the gridding process of
the observation-based product, which eliminates the fine-scale variations contained in the along-track
sensed SST.
We calculate the climatology and the 90th percentile for each regridded model configuration and the
observation-based product. Calculating the climatology and threshold for eachmodel configuration removes
biases in the mean temperature for each simulation. For the MHW analysis between 1985 and 2017 we use
the period between January 1985 and December 2014 (i.e., 20 years) to construct the climatology, and retain
the SST trend, following Hobday et al. (2016). Both the climatology and the 90th percentile, at each grid cell,
are calculated using all data within an 11-day window centered on each day of the year, ensuring sufficient
sample size for percentile estimation.
The MHW definition is not developed with ice-covered regions in mind, impacting the 90th percentile
threshold calculations depending on ice-melt rate. In addition, the sea ice is able to create leads and frac-
tures in the eddy-rich model (Kiss et al., 2019), but not in the coarser models, complicating a comparison
in those regions. Therefore, we limit our analysis to regions without a seasonal ice-coverage (i.e., latitudes
between 70◦S and 70◦N). The MHWmetrics analyzed here are the MHWmean intensity (mean SST above
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Figure 3.Maps of mean MHW intensity for the years 1985–2017 in (a) a coarse, (b) an eddy-permitting, and (c) an eddy-rich configuration of ACCESS-OM2,
and (d) the NOAA-OI observation-based product; (e–g) mean MHW intensity bias (model-observations) for the three model configurations; (h) annual mean
MHW intensity (70◦S to 70◦N) for each data set.
the climatology considering all days of a MHW event), MHW mean duration (number of sequential days
where the SST exceeds the 90th percentile), and MHWmean frequency (number of MHW events per year).
3. Results
3.1. Comparison of SST
We start by analyzing how the model configurations compare with each other, and with observations, when
simulating SST for the entire period (i.e., 1985–2017; Figure 2). The global patterns ofmean SST in themodel
configurations and observations are comparable (Figure 2, diagonal), with exceptions in the center of the
subtropical gyres (i.e., cold SST bias; Figures 2d, 2h, and 2l). Colder simulated SST might relate to thicker
surface levels in the models (i.e., 2.3 and 1.1 m) compared with a thinner surface layer in NOAA-OI (i.e.,
representative of the top 0.5 m). In highly energetic regions, all model configurations simulate biases of
up to 3 ◦C compared with NOAA-OI. As model resolution increases, these model biases are reduced. The
improved performance of the eddy-rich configuration might be attributed to its explicit representation of
oceanic processes, and to a shorter integration time, compared with the coarser configurations.
All model configurations underestimate SST variability in the tropics and overestimate SST variability in
the subpolar regions compared with observations (Figures 2m–2o). Here, SST variability is calculated as the
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Figure 4. Comparisons between modeled and observed mean duration and frequency of MHWs for the years 1985–2017. The diagonal shows mean duration of
MHWs for the three runs of ACCESS-OM2 (a, f, and k) and for the NOAA-OI observation-based product (p). The maps above the diagonal show differences in
the mean duration of MHWs between the model runs and NOAA-OI (i.e., model-observations; d, h, l), and the model runs of different resolutions (i.e., lower
resolution-higher resolution, b, c, g). The maps below the diagonal show differences in the mean frequency of MHWs between the model runs and NOAA-OI
(i.e., model-observations; m, n, o), and the model runs of different resolutions (i.e. lower resolution-higher resolution; e, i, j). The time series (h) are the annual
mean MHW duration (top) and frequency (bottom) between 70◦S and 70◦N, for each data set.
standard deviation of deseasonalized daily SST (i.e., we removed the climatology relative to each day of the
year from the time series). The largest biases in SST variability in the coarse models relate to nonresolution
of mesoscale features (Figures 2m and 2n). In the eddy-rich model (Figure 2o), the largest biases relate to
an unrealistic representation of the mean ocean state (i.e., displaced ocean currents), as shown in Figure 1.
There is a region of high variability in the South Pacific Ocean, to the east of New Zealand, only existent in
ACCESS-OM2.
3.2. Comparison of MHWMetrics
Themean intensity of MHWs in the different model configurations is, overall, qualitatively similar to obser-
vations, but there are quantitative biases (Figure 3). The models simulate general patterns of intense MHWs
in WBC regions, the tropics, and along the storm tracks in the South Pacific Ocean (i.e., from southern
South America to northern Australia; O'Kane et al., 2014, Figures 3a–3d). Exceptions are highly energetic
regions, such as the Zapiola Anticyclone and the Agulhas Return Current, where ACCESS-OM2 does not
perform well. Patterns of MHW intensity bias in Figure 3 resemble patterns of SST variance bias (Figure 2),
corroborating with the findings in Oliver et al. (2018).
Overall, the simulated MHWs are generally weaker, by up to 1 ◦C, in all model configurations
(Figures 3e–3g). There is significant improvement in themean intensity of simulatedMHWs in the eddy-rich
ACCESS-OM2-01, with biases reduced by 50% in the interior of the subtropical gyres (Figures 3e–3g). These
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results show the importance of the mesoscale in driving temperature extremes in the ocean. Exceptions
to the systematically weak modeled MHWs are intense MHWs to the east of New Zealand (160oW, 30◦S;
Figure 3e) in ACCESS-OM2, and in eddy-rich regions in ACCESS-OM2-01 (Figure 3g). In ACCESS-OM2-01,
at the western boundaries, the biases in MHW intensity are mostly associated with deficiencies in the
modeled WBCs, highlighted in section 2 (Figure 1).
Global annual means of MHW intensity show the impact of model resolution when simulating MHWmet-
rics, with simulated values closer to observed values in ACCESS-OM2-01(Figure 3h). The MHWs identified
in the NOAA-OI data set have a global positive trend of 0.0081 ◦C/year in their mean intensity. The sim-
ulated MHWs, however, do not follow this trend (with trends of 0.0031, 0.0025, and 0.0009 ◦C/year, for
ACCESS-OM2, ACCESS-OM2-025, and ACCESS-OM2-01, respectively). These different trends between the
models and observations are also seen in globally averaged SST (Figure 3 in Kiss et al., 2019). Despite
these differences in global trends, simulated MHWs in all model resolutions follow sudden MHW intensity
decreases after 1994, 2008, and 2014.
Globally, all models simulate longer and less frequent MHWs compared with observations (Figures 4d, 4h,
4l, 4m, 4n, and 4o). Even in the less-biased eddy-rich configuration, MHWs last for up to 25 days longer than
inNOAA-OI. Long-lasting and less frequent simulatedMHWs in the tropics can be explained by themaps of
SST variability in Figure 2. In the tropics, the SST is more variable in observations than in themodels. When
SST varies at sufficiently high frequency, this variability can interrupt MHWs and thereby increase their
number. A potential reason for longer-duration modeled MHWs is that the time series of SST are smoother
in models compared with observations, due to their longer autocorrelation time (e.g., Cooper, 2017). Excep-
tions to these systematic biases in MHW duration and frequency are the WBCs in ACCESS-OM2-01. In
this configuration, because the patterns of variability associated with WBCs are displaced (Figure 1), the
simulated MHWs are also displaced. The slightly shorter, more frequent simulated MHWs compared with
NOAA-OI seen in Figures 4l and 4o are a result of this displacement.
The impact of model resolution is not clearly seen in global annual means of MHWduration and frequency,
with model runs performing similarly (Figure 4q). For MHW duration, ACCESS-OM2 has a ∼10% improve-
ment on the representation of theseMHWmetrics (Figure 4q, top). This improvement is seen in the decrease
in meanMHWduration in ACCESS-OM2-01, with values approaching, but still ∼7 days higher than, obser-
vations. All configurations simulate peaks of MHW mean duration seen in NOAA-OI (i.e., peaks in 1992,
1997, 2010, and 2015).
4. Discussion and Final Considerations
This study investigates the value of increasing model resolution for MHW studies. First, we show that the
coarse model (i.e., 1◦ resolution) does not simulate the main MHW drivers in eddy-rich regions, leading to
a lack of intense MHWs in WBCs. Nevertheless, global spatial patterns of MHWmetrics resemble observed
spatial patterns in quiescent regions of the ocean. Second, we show that the eddy-permitting model (i.e.,
0.25◦ resolution) performs better than the coarser model, both quantitatively and qualitatively, in simulat-
ing MHWs globally. Therefore, an eddy-permitting model can be used, with caution, when considering the
cost-benefit of analyzing a global ocean model in MHW studies. Third, we show that the eddy-rich model
(i.e., 0.1◦ resolution) has themost realistic representation ofMHWs characteristics, both globally and region-
ally. We conclude, therefore, that the resolution of the model analyzed in a MHW study should be dictated
by the purpose and scale of the investigation.
The biases in MHW metrics shown here, in historical runs at different resolutions, should also be seen in
projection runs of different resolutions. There is currently a suite of resolutions of global oceanmodel projec-
tion runs completed, including coarse (CMIP5; e.g., Frölicher et al., 2018), and eddy-rich (e.g., Zhang et al.,
2017) simulations. In the near-future, some CMIP6 runs will have an eddy-permitting resolution (Eyring
et al., 2016). Therefore, when analyzingMHWmetrics in projection runs, the associated biases inMHWmet-
rics related to model resolution must be kept in mind. Our results provide insights into the likely accuracy
of projections of MHWs under climate change scenarios at different model resolutions.
In our analysis, MHWs are more persistent in models than in observations. This is also true for atmospheric
heatwaves (Plavcová & Kyselý, 2016). Using a suite of atmospheric regional climate models, Plavcová and
Kyselý (2016) attempt tomitigate the positive bias in heatwave duration. To achieve this, the authors increase
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the period that defines an atmospheric heatwave from 3 to 5 days. Then, they apply this new definition to
both the model and observations. Even with a longer temporal threshold, the modeled atmospheric heat-
waves are still more persistent than the observed heatwaves. Here, we show biases of up to ±1 ◦C in the
modeled SST variability in most of the ocean. Therefore, it is reasonable to expect that changing the tem-
poral threshold in the MHW definition in both models and observations is unlikely to reduce the biases in
MHW duration and frequency—as shown by Plavcová and Kyselý (2016).
The analysis performed here considers the SST to be the first vertical level of each model configuration.
These levels are thinner in ACCESS-OM2-01 than in the coarser runs—posing a challenge to the compar-
isons shown here. One way to limit this challenge is to average the temperature of the top-three grid levels of
ACCESS-OM2-01 (i.e., 0.5, 1.6, and 2.9 m thick), and then use this average for our analysis. For a quiescent
region of the ocean (i.e., theGreat Australian Bight, south of Australia), we find that this calculation does not
reduce differences in MHWmetrics between this configuration and the coarser configurations, only reduc-
ing the bias of ACCESS-OM2-01 by∼10%. Therefore, averaging the top surface levels of the high-resolution,
eddy-richmodel is insufficient to ease comparisons. Differences in level thickness also lead to differences in
the influence of the wind stress on the ocean's heat uptake (Stewart & Hogg, 2019). This wind stress influ-
ence is not corrected when the top levels of ACCESS-OM2-01 are averaged, and this lack of correctionmight
add more biases to the final result.
Regardless of their resolution, all ocean models have biases in MHW mean intensity, frequency, and dura-
tion. These biases are, overall, systematic and bias correction techniques could be applied to the data.
However, determining how much bias is acceptable, and if a bias correction is possible, depends on the
question being asked and on the nature of the MHW study (e.g., Maraun, 2016). Moreover, bias correc-
tion can become problematic, as it may not represent the true physics within the system, and misrepresent
important feedbacks and processes in ocean and climate systems (Maraun, 2016). Our results indicate
that a justifiable way to reduce bias in model representation of MHWs is by increasing the model resolu-
tion. High-resolution models require less parameterization but provide more explicit representation of key
processes at the relevant scales, thereby reducing the call for large bias corrections.
The results in this paper indicate where the representation of MHWs in non-eddy-resolving models must
be improved. We show that ACCESS-OM2 represents some patterns of MHW metrics, but not in impor-
tant eddying regions, such as the Zapiola Anticyclone and the Agulhas Return Current. We also show that
ACCESS-OM2-025 represents all the global MHW metrics, albeit with biases, compared with observations
and with ACCESS-OM2-01. Hence, this study highlights the need to further develop model parameteriza-
tions for MHW studies in non-eddy-resolving models, such as those typically used for climate projections.
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