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The application of antenna array is a promising approach to improving the
capacity of a wireless network. In this dissertation, we study the application of
antenna arrays at the base stations (BSs) in a wireless cellular network. We focus
on the downlink transmission. This application requires the BSs be aware of the
locations and channel conditions of the mobile users. Towards this end, we propose
a family of MAC layer protocols that enable a base station to learn the locations
and channel conditions of a number of intended users.
Our simulation results demonstrate that the inter-cell interference significantly
degrades the system performance of the previously proposed beamforming algo-
rithms in terms of packet loss probability (PLP) in a multi-cell environment. To
cope with inter-cell interference, we propose beamforming algorithms that achieve
target PLP in the presence of random inter-cell interference.
The application of antenna array on the physical layer has great impact on
the protocols of higher layers. Novel MAC algorithms and protocols need to be
designed to take advantage of the capacity enhancement provided by antenna ar-
ray on the physical layer. In this dissertation, the issue of designing a downlink
scheduling policy with base station antenna arrays is studied. We derive an op-
timal scheduling policy that achieves the throughput region. Then, based on the
structure of the derived optimal policy, we propose two heuristic scheduling algo-
rithms.
The interference experienced by each node in an ad-hoc network exhibits stochas-
tic nature similar to the inter-cell interference in a cellular network. We propose
a power control algorithm in a distributed scheme to achieve target PLP. Further-
more, the proposed power control algorithm is shown to minimize the aggregate
transmission power given the PLP constraint.
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Chapter 1
Introduction
Wireless communication has been experiencing rapid development during the past
decade. Increasing demand for fast wireless access and high data rate services has
been the driving force for active research in the telecommunications area. Wireless
communication systems have been undergoing a transition from the traditional
circuit switched voice services to packet switched data services. A variety of data
applications have been implemented or proposed to provide mobile users with a
ubiquitous access to information.
New network architectures and protocols are proposed to support data appli-
cations in wireless networks. A typical architecture in many of current wireless
systems, especially cellular networks, provides a wireless access to mobile users
through base stations (BSs) or access points (APs) that are connected to the core
wireline network. For instance, 3G protocols have been standardized and are being
implemented to provide mobile users with wireless data access.
The most challenging task in designing these wireless communication systems
is to provide the quality of service (QoS) guarantees to various data applications on
wireless channels with limited bandwidth and time varying characteristics. Differ-
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ent notions of QoS are available in different communication layers. QoS in physical
layer is expressed as an acceptable signal to interference and noise ratio (SINR) or
packet loss probability (PLP) at the receiver. In the MAC layer, QoS is usually
expressed in terms of achievable goodput. In higher layers QoS can be perceived
as a minimum throughput or maximum delay requirement.
The ability of the network infrastructure to fulfill QoS requirements and ulti-
mately enhance system capacity depends on procedures in several layers. In the
physical layer transmission power [1], modulation level [2], or forward error correc-
tion (FEC) coding rate [3] can be adapted based on channel quality. In the MAC
or network layer, QoS guarantees are provided by scheduling or efficient resource
management strategies [4].
1.1 Application of base station antenna array in
cellular networks
A wide spectrum of approaches have been proposed to reuse the communication
resources in time, frequency and/or space domain, in order to provide the QoS
guarantees to mobile users and improve the capacity of the wireless networks.
Among these approaches, spatial division multiple access (SDMA) with the appli-
cation of BS antenna arrays, which explores the spatial diversity of mobile users,
is considered a more promising one and the last frontier for increasing capacity
of wireless networks [20]. This is due to the beamforming capability of the an-
tenna arrays that can form the beam pattern directed to a desired user. This
beamforming capability is achieved by adjusting the relative amplitude and phase
shift (beamforming weights) of an array of antenna elements. This helps greatly
2
increase the coverage area of a BS, and suppress co-channel interference such that
spatially separable users can share the same channel with their QoS requirements
satisfied. Here a channel can be a timeslot in a TDMA system, a subcarrier in an
OFDM system, or a code in a CDMA system. In this thesis, we focus on a TDMA
system.
Due to the limited computation and communication capability of mobile users,
antenna arrays are typically implemented at the BS while each mobile user is
equipped with single antenna element.
Sectoring is the simple form of SDMA based on the application of antenna
arrays: Each cell is divided into a number of sectors angularly and the BS has
a dedicated antenna array for each sector. The same channel can be utilized si-
multaneously by users in different sectors such that the total system capacity is
increased. Sectoring system is extensively employed in practical wireless commu-
nication networks because of its simplicity of implementation. However, since the
beam patterns are not optimized for each user based on co-channel user locations
and current channel conditions, the capacity improvement is limited.
Dynamic beamforming is another implementation of SDMA system and achieves
increased capacity by dynamically directing the beams to the scheduled users such
that SINR for each user is honored. Since the beam patterns are optimized based
on the current co-channel user locations and their channel conditions, the link
qualities and hence the system capacity are significantly improved compared with
sectoring systems.
In this thesis, we study the dynamic transmission beamforming by BS antenna
arrays in a cellular network.
3
1.1.1 User spatial signature acquisition
Spatial signature that reflects the location and channel condition for a user is re-
quired at the BS to calculate the beam pattern in a dynamic beamforming system.
This requirement demands users’ spatial signatures be known before data transmis-
sions and imposes great challenge to the implementation of dynamic beamforming
systems.
In a mobile wireless communication environment where the BS can not assume
the knowledge of user locations beforehand, efficient protocols are needed for a
BS to acquire user spatial signatures in a timely manner. Spatial signature of a
specific user can be derived by the BS through training sequences received from
this user. The protocols proposed in the literature [18] [19] dealing with this
spatial signature acquisition problem assumed the users are within the broadcast
transmission range of the BS. Under this assumption, the BS can broadcast a
polling message for a specific user. Upon receiving this broadcast message, the
destined user sends back a reply message with training sequence. In this way, the
BS obtains the spatial signature of the desired user. However, the assumption
that each user is within broadcast coverage range may not hold and thus learning
a user’s spatial signature can not be achieved through broadcast polling messages,
especially in an environment where users move around randomly in a large area.
Fortunately, antenna arrays are capable of significantly extending coverage
range of a BS because transmission power can be concentrated in a specific direc-
tion through beamforming. The users out of the broadcast range can be reached
by the BS using properly formed beam patterns. Due to the uncertainty of user
location, the BS may have to send the polling message using sequentially formed
narrow beams pointing to different directions until the desired user receives the
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polling message and responds. After the array is trained and learns the spatial sig-
nature of a specific user then the BS can communicate with this user in distances
that are much bigger than the maximum range without antenna array.
In this thesis, we describe protocols for providing media access to users residing
in or out of broadcast coverage range of the BS. We consider the class of protocols
that are based on directed beamforming and use contention-based or contention-
free polling methods to locate users. The proposed protocols can be embedded in
existing MAC protocols so as to improve performance.
1.1.2 Downlink beamforming algorithms with inter-cell in-
terference in multiple cell networks
With an antenna array, a BS is able to transmit to a number of users in the
same timeslot. For the communications system to function correctly and enhance
capacity, the packet loss probability (PLP) of each user should be kept close to
some reasonable target value. This is achieved by maintaining the SINR of each
user around certain target value that is determined by the relation between PLP
and SINR expressed in link curves.
The total interference experienced by a user is the sum of intra-cell interference
and inter-cell interference. The intra-cell interference is caused by the transmissions
by the same BS to other co-cell users, and is determined by the channel condition of
the user to its assigned BS and the beamforming weights and transmission powers
at the BS. Therefore, the BS is aware of the intra-cell interference of each user in
its cell. On the other hand, the inter-cell interference is due to the transmissions by
BSs in neighboring co-channel cells, and is determined by the channel conditions
to these BSs and their beamforming weights and transmission powers. Since the
5
BSs transmit to the users in their respective cells independently, a BS is unable
to predict the inter-cell interference that a user in its own cell receives. Moreover,
the inter-cell interference experienced by a user is a random variable since the BSs
typically select different groups of users for transmission in different timeslots and
the channel conditions vary with time.
Of all the works in the literature, the inter-cell interference is ignored or as-
sumed constant. Therefore, the SINR of each user is achieved exactly as calculated
by the beamforming algorithms. However, we will show in this thesis that the per-
formance degrades greatly in terms of much larger than target PLP by the inter-
cell interference if the beamforming algorithms do not take inter-cell interference
into account in a multiple-cell environment. This performance degradation calls
for the design of practical beamforming algorithms that address the randomness
of the inter-cell interference and achieve target PLP in the presence of inter-cell
interference.
In this thesis, we will first derive the expression of the time average PLP as a
function of the distribution of the inter-cell interference. Based on this expression,
we propose to compensate for the random inter-cell interference by aiming at a PLP
smaller than the target PLP and use the sum of average inter-cell interference and
noise to replace the noise term in the beamforming algorithms. This beamform-
ing algorithm is shown to achieve target PLP for different scheduling algorithms
in various channel conditions. Furthermore, it is displayed that the inter-cell in-
terference possesses weak temporal correlation and is closely approximated by a
log-normal distribution in a wide spectrum of scheduling and beamforming algo-
rithms with different channel conditions. From this observation, we propose the
second beamforming algorithm that sequentially calculates the transmission pow-
6
ers of the users to achieve target PLP based on the distribution of the inter-cell
interference. This algorithm is shown to achieve target PLP as well.
1.1.3 Optimal scheduling with BS antenna array
The implementation of antenna arrays in physical layer improves system capacity
and raises new problems in upper layers in the meanwhile. New algorithms have to
be implemented to fully exploit the potential performance improvement provided
by antenna arrays.
We investigate the downlink scheduling problem with the goal of stabilizing the
queues of the users served by a central controller that coordinates the transmissions
of a number of BSs. Packets arrive at the central controller from backbone network
for transmission to different users. With antenna array, each BS can transmit to
more than one users in the same channel, provided that the SINR requirement is
satisfied at the receiver of each scheduled user. From the upper layer point of view,
this system can be modeled as a queueing system with multiple servers, and the
scheduling policy is the decision rule to select one feasible set of users to serve in
each channel, with the goal to stabilize the system.
We will establish the conditions under which the system is stabilizable by some
scheduling policy. Furthermore, we will rely on the negative drift of Lyapunov
function to prove the optimalily of a scheduling policy that achieves stability if the
system can be stabilized. However, the complexity of this optimal scheduling policy
is exponential in the number of users. To overcome implementation difficulties, we
propose two heuristic scheduling policies that achieve satisfactory performance
with significantly lower complexity, and study the complexity vs. performance
tradeoff in both single cell and multiple-cell environments.
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1.2 Power control with distributed scheduling in
ad-hoc networks
The stochastic nature of interference exists in the ad-hoc networks as well. In an ad-
hoc network, centralized scheduling and power control is difficult to achieve because
of the time varying network topology and traffic condition. The computation and
communication overhead is prohibitive for centralized coordination. Therefore,
the nodes have to carry out scheduling and power control in a distributed manner,
giving rise to random, unpredictable interference experienced at each node.
In this thesis we first illustrate the shortcomings of previous physical layer
models for simulation in the presence of unknown interference at the receivers.
Using the physical layer model based on link curves, we develop a new power
control algorithm that can provide physical layer quality-of-service (QoS) in the
form of PLP.
We then formulate the problem of minimizing the average aggregate transmis-
sion power as an optimization problem, and show that our proposed power control
algorithm converges to a solution of the optimization problem.
1.3 QoS provisioning to real-time traffic in wire-
less networks
For non real-time traffic, throughput is the most significant measure of performance
and the non real-time applications are considered to be delay-tolerant. Algorithms
aimed at throughput maximization are studied extensively. On the contrary, for
real-time traffic delay is the most important QoS measure and real-time applica-
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tions demand timely delivery of packets. For wireless communications systems,
the time varying nature of wireless channels makes this requirement even more
difficult to satisfy.
Users in a wireless communications system experience significantly different
channel conditions due to different distances to the BS, multi-path fading and
shadowing effect. In addition, link quality varies with time for each user due to
environment change or user mobility. This multi-user diversity can be exploited
to enhance system capacity. Because of the independence of the wireless links and
the asynchronous nature of channel variations for different users, the BS is able
to select the users with relatively good instant link quality to serve [8]. Hence,
efficient QoS provisioning requires that MAC layer functions be aware of the phys-
ical layer characteristics. On the other hand, the scheduling function in the MAC
layer determines the bandwidth sharing on the packet level. This sharing should
reflect the higher layer QoS requirement in terms of bounded delay or guaranteed
throughput. Therefore, efficient scheduling strategy has to take both upper layer
QoS requirement and physical link characteristics into consideration.
In this thesis, we study the scheduling of real time packets to multiple users over
time varying wireless channels, subject to packet delivery deadline constraints [7].
We show that this problem can be cast as a Markov decision process (MDP).
Performance bounds and design guidelines for practical scheduling algorithms are
obtained through analysis and simulations. Moreover, we will show that the asyn-
chronous time variance of wireless channels is beneficial for performance enhance-
ment.
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1.4 Organization
The rest of this thesis is organized as follows. In Chapter 2, we propose the spa-
tial signature acquisition protocols and analyze their performance. We study the
beamforming algorithms in a multi-cell network in Chapter 3. Chapter 4 inves-
tigates the downlink scheduling algorithms with BS antenna arrays. The power
control algorithm with distributed scheduling in ad-hoc networks is presented in
Chapter 5. We present the problem of real-time packet scheduling in Chapter 6.
We conclude the thesis and identify directions for future research in Chapter 7.
10
Chapter 2
Efficient Media Access Protocols
for Wireless Cellular Networks
with Antenna Arrays
2.1 Introduction
Space division multiple access (SDMA) with antenna arrays at the base stations
constitutes perhaps the most promising means for ensuring QoS and increasing
system capacity [20]. SDMA enables intra-cell channel reuse by several spatially
separable users by pointing a beam towards the direction of an intended user and
nulling out other users.
The employment of antenna arrays at the physical layer affects resource alloca-
tion methods and protocols of higher layers, e.g., MAC layer. In order to exploit
the benefits of SDMA, the base station needs to know the location and channel
condition of each user, which are captured by its spatial signature.
In reception mode on the uplink, the base station obtains the information about
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spatial signatures of the users by making use of the preamble of received packets.
Each preamble is used by the base station to train the antenna array to compute
the beamforming weights that effectively steer the beam towards the intended user.
In [21], the authors described a slotted ALOHA system with a single-beam
adaptive antenna array at the base station. The users that attempt to access the
channel in a timeslot start transmission with random time offset. By exploiting
a pseudo-random sequence in the packet preamble, the base station computes a
beam and locks it onto the first received packet in a timeslot, while nulling out the
subsequently received packets in the same timeslot. A similar system with multi-
beam capabilities is presented in [22]. The base station again uses packet preambles
to form a beam for each received packet from a different user, so that several users
are captured. Uplink access to a base station with an antenna array with the help
of a modified carrier sense multiple access (CSMA) protocol is proposed in [23].
In transmission mode on the downlink, the base station can request information
about the spatial signature of a user by broadcasting a polling message intended
for that user [24]. Upon reception of the polling message, the user transmits a
given sequence of symbols. The base station measures the received signal and uses
it to compute the spatial signature and steer a beam towards the direction of the
user.
The common characteristic of these approaches is that they are all designed
for users that reside within the omni-directional transmission range of the base
station. When required, the base station broadcasts polling requests to users and
receives response packets from users within broadcast range by having its antenna
in omni-directional mode. It then uses packet preambles to steer beams to appro-
priate directions. In this setting, the basic feature of SDMA to extend coverage
12
range essentially remains unexploited. In this thesis, we address the problem of
extending the coverage range of a base station with antenna array, by devising
efficient media access protocols. Such protocols are primarily meant for detecting
the locations of the users that are out of broadcast range, but they can also be inte-
grated with existing media access protocols that are designed for coping with users
within broadcast range. We present protocols that use directed beamforming and
employ contention-free or contention-based polling methods to acquire location in-
formation of users. In devising the protocols, some essential characteristics of the
IEEE 802.11 standard for wireless local area networks (WLANs) [25] are adopted.
However, our treatment is general enough to encompass other wireless networks
as well. The proposed protocols are based on idealized model. The implemen-
tation of these protocols needs further consideration of practical communication
environment.
The proposed protocols can also be applied to cellular networks where users
experience large channel variations. When the channel condition deteriorates, it
is difficult for the base station to communicate with the user in omni-directional
transmission/reception mode, even though the user is in the broadcast range of
the base station. However, the base station can direct its beam pattern towards
the user with antenna array. In this way, the channel condition can be greatly
improved such that the base station and the user with bad channel condition are
able to communicate.
This chapter is organized as follows. In Section 2.2 we provide the model
and main assumptions. In Section 2.3 we present our protocols and analyze their
performance. Numerical results are given in Section 2.4. Finally, Section 2.5
concludes this chapter and identifies future research.
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2.2 System Model
We consider the downlink of a single base station and focus on downlink access
to N users. The base station is equipped with an array of M antenna elements.
The broadcast range of the base station is determined by a maximum transmission
power level when the array operates in simple omni-directional mode where only
one antenna element is used for transmission or reception.
A beam formed by the base station is specified by its beam width δ and its
angular position φ. The space can be covered by B beams of beam width δ =
360/B degrees and each user is covered by one beam.
The location and channel condition of a user are captured by its spatial signa-
ture. We assume that the user association phase with the base station has been
completed, so that the base station knows the number of users and their iden-
tities but not their locations. Packetized data arrive from higher layer queues
for transmission over the channel. If the base station uses beamforming and not
broadcasting to transmit data to users, it needs to know their spatial signatures.
The base station can obtain the spatial signature of a user by using the following
two methods.
1. Contention-free polling: The base station first sends a polling message that
contains the identity of the intended user. Upon receiving the polling mes-
sage, the user responds by sending a known sequence of bits on the uplink.
The base station uses these bits to train the antenna array so as to steer the
beam towards the direction indicated by the spatial signature of the user.
This polling/response method is used to acquire the spatial signature of each
user. We refer to this method as contention-free polling, since it does not
involve any kind of user transmission contention.
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2. Contention-based polling: The base station can acquire information about
user spatial signature by sending a polling message that is not intended for
a specific user. If the message is received by more than one users, their
simultaneous responses will collide at the base station. The base station
then initiates a contention resolution procedure to resolve users and obtain
their spatial signatures. We refer to this method as contention-based polling.
The base station can send polling messages with omni-directional or directional
transmission. After the spatial signature acquisition process is completed, data can
be transmitted to users.
2.3 Media Access Protocols with Base Station
Antenna Array
2.3.1 Problem statement
When the base station needs to obtain information about the spatial signature of
a user residing within its broadcast range, it can poll the user by using broad-
cast or directed transmission with contention-free or contention-based polling.
Contention-free broadcast polling is the method that results in the smallest time
delay in locating the user.
However, when the user is out of broadcast range, it cannot be reached by a
simple broadcast transmission. The base station needs to concentrate all trans-
mission power into a narrower directed beam so that it reaches the user. This
arising issue concerns the polling protocol that should be devised, such that the
base station acquires the spatial signatures of the users out of broadcast range in a
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fast and reliable manner. Towards this end, the base station can use beamforming
to send polling messages with long range directed transmissions. The base station
sequentially steers the beam towards different directions, so that the entire space is
covered. In this case we have maximum range polling through successive directed
transmissions that scan the space. The objective of the protocol is to locate all
users as fast as possible.
The base station can select between contention-free and contention-based polling
with directed transmissions in order to locate users out of broadcast range. In
contention-free polling, the space is successively scanned by a beam until the user
is located and the procedure is repeated for all users. In contention-based polling,
the space is successively scanned by a beam in a different direction and the con-
tention among users in a beam is resolved before proceeding to the next beam. The
absence of contention in contention-free polling is the advantage of this method
over contention-based polling. However, the time consumed in scanning the space
to locate each user separately may be larger than the corresponding time with
contention-based polling.
A significant issue that arises in contention-based polling is the width of the
beam that scans the space. If a large beam width is used, fewer beams are needed
to scan the space and the required time to scan the space with successive directed
transmissions is smaller. However, with a large beam width, the number of users
that receive the message is larger on average and hence the contention resolution
for users in a beam lasts longer. From that point of view, a large beam width does
not contribute to reduction of time delay to locate all users. A similar tradeoff
holds for small beam widths as well.
We address the problem of extending the coverage range of the base station by
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providing media access to users that are located out of its broadcast range. We
describe contention-based and contention-free protocols and analyze their perfor-
mance with respect to several involved parameters.
2.3.2 Contention-based polling with directed transmissions
When contention-based polling is employed, the base station forms successive di-
rected beams and scans all the space. The base station attempts to locate all users
within a beam before proceeding to the next beam. For now assume that the base
station employs directed transmission for all users, regardless if they are in or out
of broadcast range.
Time is divided into intervals that are referred to as contention resolution inter-
vals (CRI). Each CRI consists of L timeslots. Before the beginning of a CRI, the
base station sends a polling message by using directed transmission. The polling
message does not contain the identity of any user. Each user that is illuminated by
that beam receives the message and responds by sending back a polling acknowl-
edgement (P ACK) message that contains a preamble and the user identity. If
only one user sends a P ACK, the message is received correctly by the base station
and the spatial signature of the user is obtained with the help of the preamble. In
that case, the base station informs the user that its spatial signature is known, by
sending it an ACK message with its identity. However, if there are multiple users
in the beam, their P ACK messages collide at the base station. The base station
then does not issue an ACK message to the users in the beam and the users are
informed about the collision and the upcoming contention resolution process.
A simple method is used for resolving the collisions: Each user with a collided
P ACK re-transmits with probability p in each of the subsequent L timeslots in
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the CRI. If one user happens to transmit alone in one slot, the message of this
user is resolved. Then, the base station informs the user that its P ACK and
hence its spatial signature have been obtained by sending an ACK message to the
user, so that this user stops transmission in the next timeslots. If no user sends
a P ACK message in the timeslot following the polling message, the base station
assumes that no user is located in the beam or that all users have been resolved in
previous timeslots. It then proceeds by forming the next beam. Here we assume
that the base station is able to distinguish contention from absence of transmission
by measuring the received signal power. If the CRI expires and the base station
does not have any indication that all users have been resolved, it initiates the
next CRI by sending a polling message again. The procedure is repeated for the
remaining unresolved users, until the base station has an indication that all users
in the beam are resolved.
Our assumption for using a fixed re-transmission probability p in each timeslot
is justified as follows. Assume that there exist n unresolved users in a beam.
The probability that one user transmits in a timeslot and therefore succeeds in
transmission is
ps(n) = np(1− p)n−1
. This probability is maximized for p∗ = 1/n, which depends on the number of
unresolved users. Ideally, the base station could instruct the users to re-transmit
with probability p∗, so as to improve the chance of a successful transmission. The
problem is that the base station is not aware of the number of users in a beam
and therefore it does not know the number of unresolved users at each step of the
procedure. Thus, we resort to a fixed value p.
Let us now compute the expected time d(n) to obtain the spatial signatures
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of n users in a beam. Let Xp, Xp a and Xa denote the transmission time of poll,
P ACK and ACK message respectively. Define pi,n,L as the probability that i
out of n users have already been resolved successfully in L contention resolution
timeslots. Then, p1,n,1 = ps(n) and pi,n,L = 0 if i > n or i > L. For all other cases,
pi,n,L can be computed with the recursive equation
pi,n,L = ps(n)pi−1,n−1,L−1 + (1− ps(n))pi,n,L−1.
For the time delay d(n), we have
d(0) = Xp
and
d(1) = Xp +Xp a +Xa
For n ≥ 2,
d(n)=
n∑
k=0
pk,n,L [Xp+Xp a+LXp a+kXa+d(n− k)] .
In the beginning of a CRI, a polling message is sent and the polling response from
users (collided or not) is received. If k out of n users are resolved in L contention
timeslots, this means that the base station has sent k ACKs to resolved users. The
term d(n− k) accounts for the fact that n− k users still need to be resolved.
We now compute the expected time D(N,B) to resolve all N users and ob-
tain their spatial signatures when the space is covered by B successive directed
transmissions. Let qi,N,B be the probability that i out of N users reside in a beam.
Assuming that users can reside in each of the B beams with probability 1/B, qi,N,B
is given by
qi,N,B =
(
N
i
)(
1
B
)i(
1− 1
B
)N−i
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and the delay D(N,B) can be computed recursively as
D(N,B) =
N∑
i=0
qi,N,B [d(i) +D(N − i, B − 1)] .
where the first term in the brackets denotes the delay to resolve i users in a beam
and the second term indicates that N−i users need to be resolved in the remaining
B − 1 beams.
2.3.3 Contention-free polling with directed transmissions
When contention-free polling is used, the base station again forms successive di-
rected beams to poll users. However, polling messages now include the identity
of a user and are intended for that user. The base station attempts to locate
one user by sequentially scanning the space with successive directed transmissions.
The base station starts by sending a polling message for a user in a beam. If
the user does not reside in the beam, the base station does not receive any reply
and proceeds with the formation of the next beam to locate the user. If the user
is found to reside in a beam, it responds by sending a P ACK message. Upon
receiving P ACK, the base station finds its spatial signature and sends an ACK
message to the user to inform it that its location is found. The base station then
starts scanning the space for another user. The order in which users are sought is
arbitrary.
The advantage of this scheme is the absence of contention among users in a
beam, since only one user responds to the polling message. The expected delay
D′(N,B) to obtain the spatial signatures of N users when covering the space with
B beams is,
D′(N,B) = N
(
B + 1
2
Xp +Xp a +Xa
)
. (2.1)
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Indeed, for each user the base station issues (B + 1)/2 polls on average, receives
one polling response when the user is located and sends one ACK to the user.
2.4 Numerical Results
2.4.1 Setup
We consider a scenario where N users are uniformly distributed in an area around
a base station, so that they can reside either in or out of the base station broadcast
range. The base station needs the spatial signatures of all users and can poll users
with omni-directional or directional transmission. At each time one beam can be
formed towards a certain direction and the area around the base station is covered
by B beams. For users within broadcast range, the base station may select to poll
users by broadcasting or directional beamforming and can use contention-based or
contention-free polling scheme. For users out of broadcast range, the base station
can use only beamforming to poll users. The transmission time of the polling,
P ACK and ACK messages are chosen to satisfy the ratios Xp : Xp a : Xa = 1 : 2 :
1. This selection is justified by the fact that the P ACK message has an additional
preamble for spatial signature acquisition. CRIs consist of L slots. The intervals
between transmission of polling messages, reception of polling acknowledgements
and transmission of ACKs are not considered in the analysis.
2.4.2 Comparative results
The performance measure is the time delay until the spatial signatures of all users
are acquired. We evaluate the performance of the following four schemes for spatial
signature acquisition:
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• Broadcasting/Beamforming (Broad/Beam) schemes: The base station uses
contention-free broadcast polling for users in broadcast range and uses polling
with beamforming for users out of range.
In the Broad/Beam schemes, the base station first broadcasts the contention-
free polling messages to locate each user. A user within the broadcast range
responds to the polling message destined to it by sending back P ACK mes-
sage. Then the base station acquires the spatial signature of this user and
sends ACK message to acknowledge the reception of the P ACK message.
When each user is polled by broadcasting polling message, for the users
that are located out of the transmission range, the base station needs to
use directive transmission to resolve their locations with contention-based or
contention-free polling scheme. The delays are
D1 = NXp + (N −Nout)(Xp a +Xa) +D(Nout, B)
and
D2 = NXp + (N −Nout)(Xp a +Xa) +D′(Nout, B)
for contention-based and contention-free Broad/Beam scheme respectively,
where Nout is the number of users out of the broadcast range.
• Beamforming/Beamforming (Beam/Beam) schemes: The base station uses
polling with beamforming for all users, regardless if they reside in or out of
broadcast range. The polling can again be contention-based or contention-
free.
In Fig. 2.1, we illustrate the performance of the aforementioned schemes for
N = 20 users for the cases of B = 5 and B = 15 beams. The time delay is
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plotted as a function of the number of users that reside out of broadcast range,
Nout. A first observation is that the performance of the Beam/Beam contention-
based and contention-free schemes is independent of Nout, since these schemes
treat users residing in and out of the broadcast range the same. The time delay for
contention-free Broad/Beam scheme increases linearly with Nout, as can be seen
from (2.1). For B = 5, the Broad/Beam and Beam/Beam contention-free schemes
perform better than corresponding contention-based ones. This is because the
small value of B results in fast enough contention-free polling and because beams
are wide enough, so that time latency due to user contention is large. When
Nout < 14, Broad/Beam contention-free scheme yields the best performance, while
Beam/Beam contention-free scheme is preferable in all other cases. When B = 15,
the behavior is reversed, namely contention-based schemes incur smaller delay than
the contention-free ones. The large value of B makes contention-free polling time-
consuming, while at the same time user contention within each beam becomes
low, since beams are narrow. Broad/Beam contention-based polling yields the
smallest delay when Nout < 17, while Beam/Beam with contention achieves the
best performance in all other cases.
2.5 Discussion
We addressed the problem of improving the channel quality of the users and ex-
tending the coverage range of the base station with beamforming. Our ultimate
goal is to design protocols that can be integrated into existing polling protocols
that were originally designed for omni-directional transmission. We considered the
class of prototype media access protocols with contention-based and contention-
free polling and evaluated their performance in terms of required time for the base
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station to acquire the spatial signature of each user.
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N = 20 users when B = 5 and B = 15 beams scan the space
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Chapter 3
Beamforming Algorithms with
Inter-cell Interference in
Multi-cell Networks
3.1 Introduction
Previous research on the downlink (from base stations to mobile users) dynamic
beamforming problem in a cellular network can be categorized into two classes. The
first class of research is on the physical layer: Given a set of users, the problem
is to design algorithms for calculating the beamforming weights and transmission
power for each user. The problem is typically modeled as an optimization problem,
where the objective is to minimize the total transmission power subject to the
constraint that each user’s SINR requirement is satisfied. Note that this problem
may be infeasible, that is, there may not exist a set of beamforming weights and
transmission powers that satisfy the minimum SINR requirement of all users. In
[38] iterative algorithms are proposed to minimize total transmitted power subject
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to the constraint that the SINR requirement of each user is satisfied for downlink
transmissions in a single cell network. Boche and Schubert propose another class
of iterative algorithms in [39], where the solution is divided into two phases. In the
first phase the feasibility of a set of users is tested. For a feasible set of users, the
total transmission power is minimized in the second phase. In [27], the problem of
joint beamforming and base station assignment is considered, where each user can
be served by any base station in the network. An algorithm that assigns each user
to an optimal base station and computes the corresponding transmission beam
pattern for each user is designed to minimize the total transmission power of the
base stations.
A similar system where a number of users can be transmitted in the same
timeslot and there is interference among the selected users is studied in [64] with
a stochastic programming formulation.
The second class of research focuses on MAC layer with physical layer user
separability constraints. The goal of this class of research is to maximize the num-
ber of scheduled users with the SINR requirement of each scheduled user satisfied
given a set of users. Algorithms aimed at maximizing the number of scheduled
users are proposed in the literature [40]. These algorithms are based on the same
idea of inserting users into a channel in a sequential manner, and vary in the crite-
ria that determine the order in which users are inserted. This problem is extended
to be combined with other multi-user access schemes such as TDMA, OFDM and
CDMA in [31].
In all of the previous works, the focus has been on either (i) a single cell net-
work where inter-cell interference is neglected or (ii) a centralized network where
the calculation of the beamforming weights and transmission powers for a number
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of base stations is conducted by a central controller. In the latter the inter-cell
interference is computed by the central controller and made available for the beam-
forming algorithms. However, this requires the channel information of each mobile
user to every base station be available at the central controller. This assumption
is not practical as resource allocation algorithms become more sophisticated and
computationally demanding and such computational requirement and intelligence
is moved to the BSs from a centralized resource manager to reduce the computa-
tional burden on the resource manager and communication overhead between BSs
and the resource manager.
To the best of our knowledge there is a lack of a careful investigation of the
effect of the inter-cell interference on the performance in a multiple cell environ-
ment, especially in a packet switched network. In this thesis, we investigate the
performance of a class of scheduling and beamforming algorithms in a multi-cell
environment where each BS has only channel information of the users in its own
cell. We demonstrate that the algorithms that do not account for inter-cell interfer-
ence result in unacceptable performance in the presence of inter-cell interference.
This calls for the design of an algorithm that can handle the time-varying random
inter-cell interference.
This problem has been studied in [34] with a single antenna element under the
assumption that a packet broken into smaller blocks requires many consecutive
transmissions over the wireless channel, leading to strong temporal correlation.
Such an approach, however, will not work when the temporal correlation is weak.
For example, with increasing network capacity, the transmission of a packet may
require only a few or even just one transmission in the future, resulting in consid-
erably weaker temporal correlation.
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We propose two beamforming algorithms that account for inter-cell interference
without the assumption of strong temporal correlation. The first algorithm is based
on the derived expression of the average packet loss probability (PLP) as a function
of the target SINR. Our algorithm is shown to achieve the target PLP using general
link curves and different scheduling algorithms under various channel models.
We also characterize the inter-cell interference experienced by a user under
different settings. Numerical results suggest that the distribution of the inter-cell
interference can be well approximated by a log-normal distribution. In addition,
we demonstrate that the temporal correlation of the inter-cell interference is rather
weak.
Based on the observation that the inter-cell interference can be well modeled
as a log-normal random variable (rv), the second algorithm uses the estimated
parameters of the log-normal distribution when computing transmission powers of
the scheduled users to handle the random inter-cell interference. We show that
this algorithm also achieves the target PLP.
The chapter is organized as follows. We describe the multi-cell network model
under investigation in Section 3.2 and introduce optimal beamforming algorithms
for a single cell in Section 3.3. Section 3.4 demonstrates the performance degra-
dation of these algorithms in the presence of inter-cell interference. We derive the
average PLP as a function of the target SINR in Section 3.5. The first proposed
algorithm is outlined in Section 3.6. Section 3.7 characterizes the amplitude dis-
tribution of inter-cell interference and shows its temporal correlation. We study
the trade-off between throughput and target PLP in Section 3.8. Second proposed
algorithm is given in Section 3.9. We conclude in Section 3.10.
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3.2 Multiple Cell Network Model
In this section we describe the multiple cell network model that is used for our
analysis throughout the chapter and introduce the beamforming algorithm for a
single cell.
3.2.1 Network layout
We consider a network that consists of 7 co-channel cells shown as the shaded cells
in Fig. 3.1. The co-channel cells of a cell can be found by (1) moving i cells along
any chain of hexagons, (2) turning 60 degrees counter-clockwise, and (3) moving
j cells (pp. 28 [37]). In Fig. 3.1, i = 2 and j = 1, and a total of i2 + i · j + j2 cells
share the available spectrum. We call this pair (i, j) the reuse pattern. The radius
of each cell is denoted by R.
Time is assumed to be divided into contiguous equal-sized timeslots. We assume
that a packet can be accommodated within a timeslot, and the duration of a
timeslot is assumed to equal the transmission time of a packet. In recent years,
especially with the emergence of 3G/4G technologies, the capacity of a wireless
system has increased significantly. This trend is likely to continue in the future,
and with a high capacity a timeslot will be able to accommodate the transmission
of an entire packet (e.g., TCP segment). Furthermore, even when a packet does
not fit into a timeslot and is segmented into several smaller Protocol Data Units
(PDUs), service providers may prefer to adopt a block level scheduling algorithm
that spreads out the transmission of PDUs belonging to the same packet in order
to reduce the delay jitter experienced by the end users.
One base station is located at the center of a cell and transmits packets to N
users that are uniformly distributed in the cell. We assume that every user always
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Figure 3.1: Co-channel cells
has a packet ready for transmission when scheduled, i.e., infinite traffic model.
In each timeslot, each base station schedules a set of users for transmission, and
calculates the beamforming weights and transmission powers for the scheduled
users.
Although we model a network with 7 co-channel cells, we focus on the cell at
the center as we are interested in the performance of the system with inter-cell
interference. The inter-cell interference experienced by a user in a cell is often
approximated by the interference from the 6 closest co-channel cells multiplied
by some scaling constant larger than one. In this thesis we approximate it only
with the interference of the closest co-channel cells. However, as one will see, the
performance of our proposed algorithms will not be affected by the assumption.
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3.2.2 Channel model
In this subsection, we present the adopted multi-path wireless channel model [29].
Each base station is equipped with an antenna array, where M antenna elements
are uniformly located on a circle of radius r. The multi-path channel between a
given user and the m-th antenna element of a given base station is expressed as
hm(t) =
L∑
ℓ=1
gℓ δ (t− τℓ + τmℓ ) ,
where L is the number of paths, gℓ is the complex gain of the ℓ-th path, and τℓ
is the delay for that path with respect to the first antenna element with m = 1.
The gain gℓ is a complex random variable with zero mean and variance Aℓ. The
term τmℓ = (r/c)(cos θℓ − cos(2π(m− 1)/M − θℓ)) captures the delay to the m-th
antenna with respect to the first antenna, where θℓ is the angle of arrival of the
ℓ-th path of the user, and c is the electro-magnetic wave propagation speed. We
assume each path results from the reflection by a scatterer, and L scatterers are
distributed within a circle of radius R′ centered at the user, and are uniformly
distributed both in distance and in angle with reference to the user.
The signal received by the user from the base station is given by
y(t) =
√
p
M∑
m=1
wm
L∑
ℓ=1
gℓe
jωτm
ℓ s(t− τℓ)
where p is the transmission power, wm is the beamforming weight of the m-th
antenna element, and s(t) is the signal. Note that here we implicitly assume that
τmℓ is much smaller than the transmission time of one symbol. τℓ ≫ τmℓ and the
sum τℓ + τ
m
ℓ ≈ τℓ. Beamforming vector w = [w1, w2, · · · , wM ]T satisfies wHw = 1.
The M × 1 antenna steering vector v(θℓ) at direction θℓ is defined to be [ejωτmℓ ;
m = 1, . . . ,M ], where ω is the carrier frequency. The vector a =
∑L
ℓ=1 gℓv(θℓ)
is called the spatial signature of the user and captures the spatial and multi-path
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properties. The expected received signal power is given by
E
∣∣∣∣∣√p
M∑
m=1
wm
L∑
ℓ=1
gℓe
jωτm
ℓ s(t− τℓ)
∣∣∣∣∣
2

= pwH
L∑
ℓ1=1
L∑
ℓ2=1
(
v(θℓ1)v
H(θℓ2)E
[
gℓ1g
∗
ℓ2
]
×E [s(t− τℓ1)s∗(t− τℓ2)]
)
w
= pwHHw
Observe that
E
[
gℓ1g
∗
ℓ2
]
=
 0, if ℓ1 6= ℓ2Aℓ, if ℓ1 = ℓ2 = ℓ
assuming that all paths are independent since E [gℓ] is assumed to be zero. By
assuming signal power is normalized, we have,
H =
L∑
ℓ=1
Aℓ v(θℓ)v
H(θℓ) .
The matrix H is called a spatial covariance matrix and in general has a rank larger
than one.
We denote the spatial covariance matrix of user j with respect to base station
i as Hij and the base station assigned to user j as ij . The SINR of user j, denoted
by SINRj , is given by
SINRj =
Sj
I intraj + I
inter
j + n
2
j
(3.1)
where Sj , I
intra
j and I
inter
j are the signal power, intra-cell interference, and inter-cell
interference received by user j, respectively, and n2j is the noise power at user j.
Denote the set of users in the 7 co-channel cells we consider by U⋆. For each user
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j,
Sj = pj
(
wHj Hijj wj
)
I intraj =
∑
k∈U⋆
k 6=j,ik=ij
pk
(
wHk Hikj wk
)
I interj =
∑
k∈U⋆
k 6=j,ik 6=ij
pk
(
wHk Hikj wk
)
where pj and wj are transmission power and beamforming vector, respectively, for
user j ∈ U⋆.
3.3 Optimal beamforming for a single cell
Since each base station has only the channel information of the users in its own cell
and the base stations independently transmit to the users in their respective cells,
a beamforming algorithm at a base station only can compute the received signal
strength and intra-cell interference for the scheduled users. In this subsection, we
describe a beamforming algorithm [39] that equalizes relative SINRs of the users
in a single cell under the assumption that the noise power at each user available
to the base station is time invariant, i.e., constant. This algorithm consists of two
phases; in the first phase, the minimum relative SINR among the scheduled users,
which is the ratio of the achieved SINR to some target SINR, is maximized. This
is equivalent to finding the largest common relative SINR η∗c under a power budget
constraint ||p||1 = Pmax where p is the transmission power vector.1 LetW denote
the ensemble of beamforming vectors for all users, i.e., W = {wj , j ∈ U }, where
U is the set of scheduled users and |U| = U . The problem of finding η∗c can be
1Here || · ||1 denotes a L1 norm.
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formulated as
maxW,pminj∈U
SINRj
γj
(3.2)
subject to ||p||1 = Pmax
where γj is the target SINR for user j and SINRj is the SINR of user j given by
SINRj =
pjw
H
j Hjwj∑
i∈U ,i6=j piw
H
i Hjwi + n2j
. (3.3)
For simplicity of notation we omit the superscript of the covariance matrix Hij
since we focus on a single base station. A set of users can be scheduled with their
respective SINR requirement satisfied if η∗c ≥ 1, and a set of users that satisfies
this condition is called a feasible set.
The second phase of the algorithm attempts to minimize the total transmission
power subject to SINR requirement given a feasible set. This will be discussed in
more details shortly.
First, we discuss how to compute η∗c and hence decide if a set of users is feasible.
Define a U ×U matrix Ψ(W) = [ψij , i, j ∈ U ] where ψij is the interference caused
by user j to user i per unit power given by
ψij =
 0, i = jwHj Hiwj, i 6= j .
Let
Υ(W, Pmax) =
 DΨ(W) Dσ
1
Pmax
1TDΨ(W) 1
Pmax
1TDσ

where σ = [n21, · · · , n2U ]T , 1 = [1, 1, 1, · · · , 1]T , and
D = diag
{ γ1
wH1 H1w1
, · · · , γU
wHUHUwU
}
.
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The matrix Υ(W, Pmax) is called the extended downlink coupling matrix. The last
row of Υ(W, Pmax) accounts for the maximum power constraint.
A system in which all users achieve a common SINR ratio ηc and ||p||1 = Pmax
is described by the set of linear equations
Υ(W, Pmax)pext =
1
ηc
pext
where pext = [p; 1]. Thus, ηc is the reciprocal of an eigenvalue of Υ(W, Pmax).
The matrix Υ(W, Pmax) has the property that only the maximum eigenvalue
λmax(Υ(W, Pmax)) satisfies the requirement that the eigenvalue and every ele-
ment of the corresponding eigenvector are strictly positive [41]. Thus, we have
1/ηc = λmax(Υ(W, Pmax)). If η
∗
c is the maximum possible common relative SINR,
then
η∗c =
1
min
W
λmax(Υ(W, Pmax))
=
1
λ∗max
(3.4)
Virtual uplink problem
The downlink SINR of a user in (3.3) depends on the beamforming weights and
transmission powers of other users. Therefore, the optimization of beamforming
weights and transmission powers for different users is coupled and difficult to solve
directly. Alternatively, we can solve a virtual uplink problem. It has been shown
[39] that if the noise power is the same on both uplink and downlink for every user,
then the solution of the following optimization problem, denoted by ηU∗c , equals
η∗c .
maxW,qminj∈U
SINRUj
γj
(3.5)
subject to ||q||1 = Pmax
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where q is the uplink power vector, and SINRUj is the uplink SINR for user j
defined by
SINRUj =
qjw
H
j H˜jwj
wHj (
∑
i∈U ,i6=j qiH˜i + I)wj
where I is the M ×M identity matrix, and
H˜j = Hj/n2j . (3.6)
Since SINRUj depends on other users only through the transmission power, this
problem is typically easier to solve than (3.2).
The minimum total transmission power that can satisfy the SINR requirement
of all scheduled users is the same for both the virtual uplink problem and the
downlink problem. Hence, rather than solving (3.2) we can solve the virtual uplink
problem in (3.5) for η∗c . Moreover, the beamforming vectors that achieve η
U∗
c also
achieve η∗c for the downlink problem in (3.2) as well [39].
Given a feasible set, we can minimize the total transmission power with the
given SINR constraint on the virtual uplink. The resulting optimal beamforming
weights minimize the total transmission power on the downlink as well. Using
this set of optimal beamforming weights with the constraint that ηc = 1, we can
calculate the optimal transmission power vector on the downlink.
We describe how one can solve the virtual uplink problem to compute η∗c . First,
define the extended uplink coupling matrix similar to Υ(W, Pmax):
Λ(W, Pmax) =
 DΨT (W) Dσ
1
Pmax
1TDΨT (W) 1
Pmax
1TDσ

Here normalized covariance matrices H˜j, j ∈ U are used in calculating D and Ψ
in place of Hj , and σ reduces to 1.
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If all users achieve a common relative SINR ηUc , we have
Λ(W, Pmax)qext =
1
ηUc
qext
where qext = [q; 1], and η
U∗
c is given by
ηU∗c =
1
min
W
λmax(Λ(W, Pmax))
Beamforming and power control algorithms
The following iterative algorithm that explores the idea of virtual uplink was pro-
posed in [39] to find η∗c and is referred to as the feasibility algorithm, where
the beamforming weights and transmission powers are calculated alternatively to
improve ηUc until it reaches η
U∗
c (or η
∗
c ) on the virtual uplink.
Algorithm I: feasibility(Pmax; Hj , n2j , γj , ∀j ∈ U)
STEP 1: Set t = 0, q(0) = [0, · · · , 0]T , and λ
(0)
max =∞.
STEP 2: While 1, do
• Set t← t+ 1. Solve a set of U generalized eigenproblems:
w
(t)
j = arg max
||wj ||=1
wHj H˜jwj
wHj Rj(q
(t−1))wj
,∀j ∈ U (3.7)
where
Rj(q
(t−1)) =
∑
k∈U,k 6=j
q
(t−1)
k
H˜k + I . (3.8)
The solutions to the above generalized eigenproblems are given by the dominant generalized eigenvectors
of the matrix pairs
[
H˜j ,Rj(q(t−1))
]
for all j ∈ U .
• Find the largest eigenvalue λ
(t)
max of Λ(W
(t), Pmax) and the corresponding eigenvector q
(t)
ext of the form
q
(t)
ext = [q
(t); 1]
• If λ
(t−1)
max − λ
(t)
max ≤ ǫ, break, endif
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STEP 3: If λ
(t)
max ≤ 1, i.e., the set of users can be scheduled in the same timeslot, output 1. Otherwise, output
0.
It is shown in [39] that the sequence of eigenvalues {λ(t)max} is monotonically
decreasing and converges to the global minimum λ∗max, which is related to the
maximum common SINR ratio η∗c by equation (3.4).
Once a set of users is determined to be feasible for scheduling in the same
timeslot by the feasibility algorithm, it is beneficial to minimize the total trans-
mission power Psum = ||p||1 to the users. This is because minimization of Psum
reduces the interference to the users in neighboring cells and thus helps maximize
the total system throughput. Towards this end, we adopt the following algorithm
called minimize power introduced in [39].
Algorithm II: minimize power(Pmax; Hj , n2j , γj , ∀j ∈ U)
STEP 1: Set t = 0, and q(0) = [0, · · · , 0]T .
STEP 2: While 1, do
• Set t← t+ 1. Solve a set of U generalized eigenproblems,
w
(t)
j = arg max
||wj ||=1
wHj H˜jwj
wHj Rj(q
(t−1))wj
, ∀j ∈ U . (3.9)
• Compute the uplink transmission power vector that achieves common relative SINR ηUc = 1, which is
given by
q(t) = (I −DΨT (W(t)))−1D1 .
• If ||q(t−1)||1 − ||q(t)||1 ≤ ǫ, break, endif
STEP 3: Compute the optimal downlink transmission power vector
p(t) = (I −DΨ(W(t)))−1D1
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STEP 4: Output p(t),W(t).
It is shown in [39] that the sequence of total transmission powers {||q(t)||1} is
monotonically decreasing and converges to the global power minimum.
3.4 Performance Degradation due to Inter-cell
Interference
In this section we illustrate the effect of the inter-cell interference on the packet
loss probability (PLP). In this thesis we select the PLP as the right physical layer
QoS parameter. Adoption of PLP as a meaningful physical layer QoS parameter,
instead of achieved SINR, is more natural as the performance of higher layer pro-
tocols does not depend directly on the achieved SINR, but indirectly through the
achieved PLP. Moreover, as mentioned earlier, unlike in the case where the inter-
cell interference can be accurately estimated/predicted, achieving certain target
SINR as a physical layer QoS parameter is not possible in a multi-cell wireless
network in the absence of centralized resource allocation.
For the numerical examples presented here we adopt the following scheduling
algorithm at each base station [26]. Denote the sets of co-cell users and scheduled
users as N and U , respectively. The throughput of user j up to the beginning of
timeslot t is given by Tj(t) for all j ∈ N . Each user j is assigned a credit cj at the
beginning of simulation.
Algorithm III: scheduling 1(Pmax; cj , Tj(t),Hj , n2j , γj , ∀j ∈ N )
STEP 1: Initialize U = ∅ and N1 = N .
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STEP 2: While N1 6= ∅,2 do
• j∗ = argminj∈N1 Tj(t)/cj
• U = U ∪ {j∗}, N1 = N1 \ {j∗}
• if feasibility(Pmax; Hj , n2j , γj , ∀j ∈ U) = 0, then U = U \ {j
∗}.
STEP 3: minimize power(Pmax;Hj , n2j , γj ,∀j ∈ U)
Note that this scheduling algorithm attempts to equalize the normalized through-
put Tj(t)/cj of the users. Hence, these credits cj are used to provide differentiated
classes of service in terms of the provided rates.
Suppose that the beamforming weights and transmission powers are calculated
for the scheduled users at each base station using the above algorithm. Then, we
can calculate the actual SINR value of each scheduled user that includes intra-
cell and inter-cell interference. Once SINR values are computed, packet losses are
determined by link curves. A link curve gives the probability of packet loss as a
function of SINR for a given modulation and/or coding scheme. The target SINR
value γj of each j ∈ U is determined by the target PLP and the link curves.
We conduct the experiment with randomly generated scenarios. Although sev-
eral reuse patterns have been studied, here we only present the results for the reuse
pattern of (1, 1). The noise power is normalized to n2j = 1 for every user j, and
other parameters are scaled accordingly. The values of the parameters are listed
in Table 3.1, where λ is the wavelength of the carrier electro-magnetic wave.
2Typically no more than M users can be scheduled simultaneously due to limited degrees of
freedom created by M antenna elements, and the algorithm may terminate if M users are already
scheduled.
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(i, j) (1, 1) Pmax 10
15 PLPtarget 2%
N 15 M 6 r λ
R 1000 R′ 100 L 6
Table 3.1: Simulation parameters.
For time varying channels, the variance of the channel gain {Aℓ(t); t = 1, 2, . . .}
is a stochastic process. The rv Aℓ(t) = (sℓ(t)fℓ(t))
2/dκℓ , where sℓ(t) and fℓ(t) are
sequences of log-normal and Rayleigh rvs, respectively, accounting for slow shadow
fading and fast fading. The variable dℓ denotes the distance from the base station
to the user along the ℓ-th path and κ is the path loss exponent and is set to be
3.5.3 For studying the performance of the proposed algorithms, we consider the
following four types of wireless channels in this thesis:
1. independent and identically distributed (i.i.d.) shadow fading channel model:
Aℓ(t) = s
2
ℓ(t)/d
κ
ℓ = e
2rℓ(t)/dκℓ
where {rℓ(t), t = 1, 2, · · ·} is a sequence of i.i.d. Gaussian rvs with mean
0 and standard deviation 1.07. The corresponding values of E [sℓ(t)] and√
V ar[sℓ(t)] are 1.78 and 2.61, respectively.
2. Time correlated shadow fading channel model:
Aℓ(t) = s
2
ℓ(t)/d
κ
ℓ = e
2rℓ(t)/dκℓ
where {rℓ(t)} is a sequence of Gaussian rvs generated by rℓ(t + 1) = (1 −
ρ)rℓ(t) + ρuℓ(t) where {uℓ(t)} is a sequence of i.i.d. Gaussian rvs with mean
3Different path loss exponents yield similar qualitative results, although the numbers vary
from one value to another.
42
0. The parameter ρ is set to 0.1, and the variance of uℓ(t) is selected so that
rℓ(t) has standard deviation of 1.07 similarly as in the i.i.d. shadow fading
channel model.
3. Rayleigh fading channel model:
Aℓ(t) = fℓ(t)
2/dκℓ
where {fℓ(t)} is a sequence of i.i.d. Rayleigh rvs, and thus {f 2ℓ (t)} is a
sequence of i.i.d. exponential rvs. The parameters are selected so that f 2ℓ (t)
has mean 1 and standard deviation 1.
4. Time correlated shadow fading plus Rayleigh fading channel model:
Aℓ(t) = (sℓ(t)fℓ(t))
2/dκℓ
where the sequence {sℓ(t)} is generated in the same manner as in the time
correlated shadow fading channel, {fℓ(t)} is a sequence of i.i.d. Rayleigh rvs
with the same distribution as in the Rayleigh fading channel model.
The link curve we adopt is for the lowest transmission rate in a TDMA system,
which is the left most curve in Fig. 3.2 [33]. The corresponding modulation scheme
is binary offset quadrature amplitude modulation (B-O-QAM) [28]. The measured
data points are shown as ‘*’ and the solid curves are the fitted curves, which will
be explained in Section 3.6.
The experimental results are shown in Fig. 3.3 for various channel models with
a single class of service, i.e., all users have the same credit. The experimental
results are similar with multiple classes of service. Note that the realized PLPs
are significantly higher than the target PLP, which is set to 2 percent in our
experiment (shown as the solid horizontal line in the figure), because the inter-cell
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Figure 3.2: Link curves of a TDMA system.
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Figure 3.3: PLP for algorithm scheduling 1 with single class of service.
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interference is ignored in scheduling the users and calculating the beamforming
weights and transmission powers. In the case of time correlated shadow fading
plus Rayleigh fading channel, on the average, 4.273 users are scheduled in each
timeslot. However, only 0.449 packet is successfully transmitted per timeslot.
For data traffic, in order to maintain reasonable performance at higher layers the
PLP at the MAC/physical layer needs to be kept fairly lower. For example, with
Transmission Control Protocol (TCP), its performance degrades significantly if the
PLP exceeds 5 percent [32]. Hence, the PLPs achieved by a beamforming algorithm
that does not account for the inter-cell interference (Fig. 3.3) are not acceptable
for data traffic. This calls for a design of a practical beamforming algorithm that
can take into account the presence of random inter-cell interference and achieve
(close to) target PLPs in multi-cell environments.
3.5 Average Packet Loss Probability and a Sim-
ple Heuristic Algorithm
In this section we first derive the expression for the average PLP. Then, using this
expression, we demonstrate that a simple algorithm that replaces the noise term
in the beamforming algorithms in Section 3.3 with the sum of average inter-cell
interference and noise performs well for some special cases.
3.5.1 Average packet loss probability as a function of SINR
Most of the link curves, including the ones we used in the previous experiments
(e.g., [33, 36]), can be fitted using a function of the form
PLP (SINR) =
1
1 + ek(SINRdB−z)
(3.10)
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where SINRdB is the SINR in dB, i.e., SINRdB = 10 log10(SINR), and k and
z are two fitting parameters that determine the slope and the position of a link
curve, respectively.
The fitting curves are shown in Fig. 3.2 as solid curves for different modulation
and/or coding schemes. One can clearly see that these fitting curves match the
measured link data very closely. Link curves for systems other than the TDMA
system we studied are similar in shape but with different parameters. Several
example link curves are given in [36] for a CDMA system. The slope of a link curve
reflects the sensitivity of PLP to SINR value and is determined by the modulation
and/or coding scheme, packet length, characteristics of interference and noise, etc.
For a reasonable target PLP (less than 5-10 percent), we can approximate
(3.10) as follows:
PLP (SINR)≈ e−k(SINRdB−z)
= e−k(10 logSINR−z)
= ekze−10k logSINR
= ekze−10klnSINR/ln 10
= ekzSINR−10k/ln 10
= ekzSINR−α (3.11)
where α = 10k/ ln 10. Since the realized SINR is a random variable (rv) due to
random inter-cell interference, the (time) average packet loss probability PLP is
given by4
PLP = ekzSINR−α (3.12)
where an overline is used to denote the (time) average of a rv.
4We replace the approximation in (3.11) with an equality.
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3.5.2 A heuristic algorithm
Suppose that the inter-cell interference process is ergodic, and the time average
of inter-cell interference converges to its expected value. Consider an algorithm
that replaces the noise term n2j in the algorithms in Section 3.3 with the sum
of the average inter-cell interference and noise. We refer to this algorithm as
scheduling 2 algorithm. Here Î interj (t) denotes exponentially averaged inter-cell
intereference of user j.
Algorithm IV: scheduling 2 (Pmax; cj , Tj(t), Hj , n2j , Î
inter
j (t), γj ,∀j ∈ N )
STEP 1: Initialize U = ∅ and N1 = N .
STEP 2: While N1 6= ∅, do
• j∗ = argminj∈N1 Tj(t)/cj
• U = U ∪ {j∗}, N1 = N1 \ {j∗}
• If feasibility(Pmax; Hj , n2j + Î
inter
j (t), γj , ∀j ∈ U) = 0, then U = U \ {j
∗}.
STEP 3: minimize power(Pmax; Hj , n2j + Î
inter
j (t) , γj , ∀j ∈ U)
Assuming that the inter-cell interference is independent of the intra-cell inter-
ference, one can show that the expected value of the inverse of achieved SINR
equals the inverse of SINRtarget as follows.
E
[
SINR−1
]
= E
[
E
[
I intra + I inter + n2
S
∣∣∣S, I intra]]
= E
[
I intra + E [I inter] + n2
S
]
= SINR−1target (3.13)
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where the last equality follows the fact that the beamforming weights and trans-
mission powers are selected so as to achieve SINRtarget corresponding to the target
PLP and the assumption that I inter = E [I inter].
If the average inter-cell interference is used in calculating beamforming weights
and transmission powers, from (3.11) and assumed ergodicity the algorithm effec-
tively aims at a packet loss probability PLPtarget given by
PLPtarget = e
kzSINR−αtarget = e
kzE
[
SINR−1
]α
= ekzSINR−1
α
. (3.14)
Note that if α ≈ 1, then
PLP = ekzSINR−α ≈ ekzSINR−1 α = PLPtarget (3.15)
Thus, if α ≈ 1, the realized PLP will be approximately equal to PLPtarget, when
the average inter-cell interference is added to the noise term in the beamforming
algorithms. However, when α deviates considerably from one, the target PLP may
not be achieved by simply adding the average inter-cell interference to the noise
term.
The value of α for the link curves in Fig. 3.2 is approximately 1.1. Thus, the
calculation of beamforming weights and transmission powers using the estimated
average inter-cell interference performs satisfactorily. This is shown in Fig. 3.4.
Note that if α > 1, from Jensen’s inequality we have
ekzSINR−α ≥ ekzSINR−1α (3.16)
i.e., the average PLP is no smaller than the target PLP. This explains the PLPs
in Fig. 3.4 being slightly larger than the target PLP of 2 percent on the average.
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Figure 3.4: PLP for scheduling 2 algorithm with single service class with link
curve in Fig. 3.2.
3.6 Proposed Algorithm for General Link Curves
As discussed in the previous section, scheduling 2 algorithm works well only
when the value of α is close to one. If the value of α deviates significantly from one
(e.g., link curves in [36]), its performance suffers. This is numerically demonstrated
in Fig. 3.5. Fig. 3.5(a) shows the link curves with α = 2. These link curves are
obtained by increasing the slope of link curves in Fig. 3.2. Fig. 3.5(b) plots the
PLPs for the middle link curve with α = 2, and shows that the PLPs of some
users are considerably higher than the target PLP of 2 percent. In this section
we propose an algorithm that performs well with general link curves that can be
approximated by a function in (3.10) regardless of the value of parameter α.
From (3.12) and (3.14) we observe that the discrepancy between a target PLP
and a realized PLP is due to the fact that SINR−1
α
and SINR−α differ. When
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Figure 3.5: (a) Plot of link curve with α = 2 and (b) PLP for scheduling 2
algorithm with single service class.
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the average inter-cell interference is used in the beamforming algorithms, when
α > 1, from the Jensen’s inequality the beamforming algorithms need to aim at a
smaller target PLP value, ǫ ·PLPtarget for some 0 < ǫ < 1, than the desired target
PLP in order to account for this difference. In other words, they should attempt
to achieve
ekz · SINR−αtarget = ǫ · PLPtarget . (3.17)
If we want to achieve a realized PLP of PLPtarget, then from (3.12) and (3.17),
it is easy to see that ǫ should be set to
ǫ =
SINR−1
α
SINR−α
(3.18)
We observe that ǫ depends on both the SINR distribution and the value of α.
Qualitatively, a larger fluctuation in SINR leads to a smaller value of ǫ because
SINR is more likely to degrade enough to cause large PLPs at times and this needs
to be compensated for by setting a smaller target PLP. For a similar reason, a
larger slope of the link curve, captured by α, leads to a smaller value of ǫ because
the link curve is more sensitive to a fluctuation in SINR.
In order to calculate ǫ, both SINR−1 and SINR−α need to be estimated.
These can be estimated by a user using an exponential averaging scheme. More
precisely, when a user receives a packet, it carries out the following updates:
(1− φ) ̂SINR−1 + φ · SINR−1new → ̂SINR−1 (3.19)
(1− φ) ̂SINR−α + φ · SINR−αnew → ̂SINR−α
where ̂SINR−1 and ̂SINR−α are the estimates for SINR−1 and SINR−α, respec-
tively. The parameter φ is the exponential averaging weight and is set to 0.1 in
our numerical studies. The variable SINRnew is the SINR experienced by the user
when it receives the packet.
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Our new scheduling algorithm based on this observation, referred to as schedul-
ing 3, is described below.
Algorithm V: scheduling 3(Pmax; cj , Tj(t), Hj , n2j , Î
inter
j (t),
̂
SINR−1
j
,
̂
SINR−α
j
, ∀j ∈ N )
STEP 1: Initialize U = ∅ and N1 = N .
STEP 2: While N1 6= ∅, do
• j∗ = argminj∈N1 Tj(t)/cj
• U = U ∪ {j∗}, N1 = N1 \ {j∗}
• If feasibility(Pmax ;Hj , n2j + Î
inter
j (t), γj ,∀j ∈ U) = 0, U = U \ {j
∗}, where γj satisfies ekzγ
−α
j
=
ǫj · PLPtarget.
STEP 3: minimize power(Pmax; Hj , n2j + Î
inter
j (t), γj , ∀j ∈ U)
Note that in this new algorithm, the target PLP is replaced by ǫj ·PLPtarget by
selecting the target SINR satisfying ekzγ−αj = ǫj · PLPtarget in both STEP 2 and
STEP 3.
We evaluate the performance of scheduling 3 algorithm using the same setup
used with the previous algorithms. The results are presented in Fig. 3.6 with both
single service class and multiple service classes. For temporally correlated shadow
fading plus Rayleigh fading channel model the average numbers of scheduled pack-
ets per timeslot are 2.072 and 2.045 for these two cases, respectively, and the
numbers of successful transmissions are 2.032 and 2.006 correspondingly. For the
multiple service classes case, there are 10 users with credit of 1, and 5 users with
credit of 2. It is clear that all users achieve a PLP close to the target PLP of 2
percent under scheduling 3 algorithm with all considered channel models.
Using the sum of average inter-cell interference and noise in the beamforming
algorithm with reduced target PLP decreases the number of scheduled users in each
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Figure 3.6: PLP for scheduling 3 algorithm with a link curve of α = 2. (a)
single class, (b) multiple classes.
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timeslot. The reason for this decrease in throughput is as follows. In the feasi-
bility and minimize power algorithms, the beamforming weights are computed
to maximize the SINR of each user on the virtual uplink (see eq. (3.7)) [39]. The
increase in noise reduces the elements in spatial covariance matrices H˜j and the
relative contribution from the identity matrix I in Rj(q(n−1)) becomes larger. Un-
like spatial covariance matrices the identity matrix has no directional sensitivity,
i.e., for any beamforming vector w with wHw = 1, wHIw = 1. This is similar
to having additional interference coming in from all directions (pp. 225-226 [35]).
As a result, the matrix R is more spatially uniform with the average inter-cell
interference term. This results in the beam pattern calculated by (3.7) becoming
less focused. This is in contrast to the case where the beamforming vectors are cal-
culated to minimize the interference in certain directions when noise is negligible.
Because these beams are not as focused with inter-cell interference, users become
less spatially separable and consequently fewer number of users can be scheduled
simultaneously in each timeslot. The trade-off between the system throughput and
target PLP is studied in Section 3.8.
3.7 Characterization of inter-cell interference
In this section we investigate the characteristics of inter-cell interference experi-
enced by the users in the multi-cell environment. We study both the distribution
and the temporal correlation of the inter-cell interference.
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3.7.1 Log-normal distribution of inter-cell interference
We first study the distribution of the inter-cell interference experienced by the
users. In Fig. 3.7 the histograms of the natural logarithm of the inter-cell inter-
ference experienced by a selected user are shown for various scheduling algorithms
with i.i.d. shadow fading channel model. The x-axis is the natural logarithm of
inter-cell interference and the y-axis is the normalized histogram. The solid lines
represent the experimental data, and the dotted lines are the fitting curves us-
ing normal distributions. The inter-cell interference distributions are presented in
Fig. 3.8 for scheduling 3 with single service class for different channel models.
We observe that the distribution can be well approximated by a normal distribution
in all studied cases. That is, the inter-cell interference exhibits a log-normal dis-
tribution. We refer interested readers to [30] for an explanation for the emergence
of a log-normal distribution. Clearly the distribution of the inter-cell interference
in practice will depend on the adopted scheduling and beamforming algorithms.
However, we expect the distribution to be approximately log-normal for a wide
range of such algorithms and various channel models, as demonstrated by Fig. 3.7
and 3.8.
3.7.2 Temporal correlation of inter-cell interference
Leung investigated power control schemes for a TDMA system with a single an-
tenna element in a multiple cell environment [34]. He assumes that each packet
from the higher layer gets broken into multiple blocks, and a BS schedules a user
continually until the transmission of a packet is completed before scheduling an-
other user for transmission. These consecutive transmissions of the same user lead
to strong temporal correlation in the inter-cell interference, and as a result the
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Figure 3.7: The distributions of inter-cell interference under i.i.d. shadow fading
channel model. (a) scheduling 1 with single class, (b) scheduling 3 with
single class, (c) scheduling 1 with multiple classes, and (d) scheduling 3 with
multiple classes.
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shadow fading channel model, (b) temporally correlated shadow fading channel
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average inter-cell interference in the previous several timeslots gives a good pre-
diction for the inter-cell interference in the next timeslot. His proposed scheme
calculates the transmission power based on the predicted inter-cell interference,
which is the average inter-cell interference over a sliding window of a fixed number
of timeslots.
However, if the capacity of a wireless system is high enough, which is likely
to be true in the future, a block or frame will be able to accommodate an entire
packet, and it will take only one timeslot to complete the transmission of a packet,
which is the model assumed in our study. We plot the measured autocorrelation
function of the inter-cell interference of a user for various scheduling algorithms
with temporally correlated shadow fading channel model in Fig. 3.9. It is clear that
the inter-cell interference exhibits rather weak temporal correlation. This can be
explained from the fact that each BS typically schedules a different (feasible) set of
users for transmission in each timeslot, independently of other BSs. Therefore, the
beamforming weights and transmission powers vary significantly from one timeslot
to next. These characteristics of a packet switched cellular network lead to weak
temporal correlation of inter-cell interference experienced by a user. The temporal
correlation under a different channel model is in general weaker than this channel
model.
3.8 Throughput vs. Target Packet Loss Proba-
bility Trade-off
As mentioned in Section 3.6, the number of users that can be scheduled together in
a timeslot decreases when the beamforming algorithm needs to compensate for the
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random inter-cell interference in multi-cell networks. This decrease in throughput
depends on many factors, including the target PLP. In this section, using numerical
examples, we study how the target PLP affects the number of scheduled users per
timeslot and the resulting throughput of the system.
Fig. 3.10 shows the plot of the throughput in number of successfully transmit-
ted packets per timeslot for different link curves with α = 2. One can see that
for reasonably small values of target PLP, the system throughput is a concave,
increasing function of the target PLP. This increase in throughput in the target
PLP is in fact rather significant. For example, raising the target PLP from 2 per-
cent to 10 percent increases the system throughput by almost 20-40 percent. This
suggests that in order to improve the system throughput by allowing larger target
PLPs, a new transport layer protocol whose performance does not degrade even
at 10 percent or higher PLP and/or large round-trip delay jitter may be desired.
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Moreover, notice that the increase in the throughput with increasing target PLP
tends to be larger for link curves with smaller SINR requirements.
3.9 Alternate Algorithm for Log-Normal Inter-
Cell Interference
When the inter-cell interference exhibits weak temporal correlation as shown in the
previous section, it is difficult to predict it accurately. However, if its distribution
is known and the parameters of the distribution can be estimated, such information
can be exploited to achieve the target PLPs. In this section we propose an alternate
algorithm for achieving target PLP when the inter-cell interference is log-normally
distributed. This is done by first estimating the parameters of the log-normal
distribution and then using the estimated parameters in a beamforming algorithm
to compute the PLP.
Recall from (3.10) that, for a fixed signal strength S, the achieved PLP, denoted
by PLP (S), can be expressed as
PLP (S) = ekzE
[(
I intra + I inter + n2j
S
)α]
= ekz
∫ ∞
0
(
I intra + n2j + y
S
)α
f(y)dy .
We assume that the inter-cell interference I inter is a log-normally distributed rv
with probability density function (pdf) f(y). A log-normally distributed rv I inter
can be written as I inter = eX where X is a normally distributed rv with parameters
(µ, σ2), and the pdf of I inter is given by
f(y) = e−
1
2σ2
(ln(y)−µ)2/(yσ
√
2π) (3.20)
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. The j-th moment of I inter can be computed from the pdf and is given by
E
[
(I inter)j
]
= ejµ+
1
2
j2σ2 . (3.21)
In order to characterize the inter-cell interference of a user, we need to estimate
the parameters µ and σ2. Denote the estimated values of µj and σ
2
j at the start of
timeslot t by µ̂j(t) and σ̂
2
j (t), respectively. Each user updates its estimates µ̂j(t+1)
and σ̂2j (t+ 1) using the exponential update rule similar to (3.19) in each timeslot.
µ̂j(t) = (1− φ)µ̂j(t− 1) + φ ln(I interj (t− 1))
σ̂2j (t) = (1− φ)σ̂2j (t− 1) + φ · (ln(I interj (t− 1))− µ̂j(t))2
Given the inter-cell interference distributions of the users, the objective of the
beamforming algorithm is to calculate the beamforming weights and transmission
powers such that the total transmission power is minimized subject to the con-
straint that the PLP of each user is no larger than a required target PLP. The
PLP constraint can be written as
PLP (S) = ekz
∫ ∞
0
(
I intra + n2j + y
S
)α
f(y)dy ≤ PLPtarget
The above integration needs to be computed numerically for an arbitrary value of
α. However, for an integer-valued α, we can obtain a closed form solution using
(3.21). Here we assume α = 2, and the PLP is given by
PLP (S) = ekz
(I intra + n2j )
2
+ 2(I intra + n2j)e
µ+ 1
2
σ2 + e2µ+2σ
2
S2
.
It is clear that this constraint does not depend only on SINR, and thus changes the
structure of the previous beamforming problem. As a consequence, the algorithms
feasibility and minimize power can no longer be used for computing beam-
forming weights and power control. Instead, we propose the following beamforming
algorithm.
Algorithm VI: beamforming(Pmax;Hj , n2j , µ̂j , σ̂
2
j ,∀j ∈ U)
STEP 1: Set n = 0. Let p(0) = [1, · · · , 1]T .
STEP 2: While 1, do
• Set n← n+ 1, solve a set of U decoupled generalized eigenproblems.
w
(n)
j = arg max
‖wj‖=1
wHj Hjwj
wHj Rj(p
(n−1))wj
, ∀j ∈ U .
where Rj(p(n−1)) =
∑
k∈U\{j} p
(n−1)
k
Hk .
• Calculate the gain g
(n)
j = wj
(n)HHjwj(n) and the intra-cell interference I
(n)
j =
∑
k∈U\{j}
p
(n−1)
k
(
w
(n)
k
H
Hjw
(n)
k
)
for user j ∈ U .
• Calculate the transmission power p
(n)
j for user j ∈ U
p
(n)
j =
 (I(n)j + n2j )2 + 2(I(n)j + n2j )eµ̂j+ 12 σ̂2j + e2µ̂j+2σ̂2j
(g
(n)
j )
2 PLPtarget e−kz

1
2
• If (i) maxj∈U |p
(n)
j − p
(n−1)
j | ≤ ǫ, (ii)
∑
j∈U pj > η · Pmax, or (iii) n = thresh , break.
STEP 3: If maxj∈U |p
(n)
j − p
(n−1)
j | ≤ ǫ and
∑
j∈U pj ≤ Pmax, then set flag = 1. Otherwise, set flag = 0.
STEP 4: Output flag, p(n), and W(n).
Unfortunately, the convergence of this algorithm is not guaranteed and oscil-
lation could occur. This is expected since we do not explicitly use the estimated
probability distribution of inter-cell interference when computing the beamforming
weights, and such information is applied only to the power control. Furthermore,
the set of users being scheduled by the algorithm may not be feasible, which will
prevent the algorithm from converging. For these reasons, the algorithm (STEP 2)
is terminated when the number of iterations n reaches a preset threshold thresh
or the total transmission power exceeds η times of the maximum power constraint.
However, we will show that the computed beamforming weights and transmission
powers achieve PLPtarget when they do converge.
The scheduling algorithm using beamforming is outlined below.
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Algorithm VII: scheduling 4(Pmax;cj , Tj(t),Hj , n2j , µ̂j , σ̂
2
j ,∀j ∈ N )
STEP 1: Initialize U = ∅, N1 = N .
STEP 2: While N1 6= ∅, do
• j∗ = argminj∈N1 Tj(t)/cj
• U = U ∪ {j∗}, N1 = N1 \ {j∗}.
• beamforming(Pmax;Hj , n2j , µ̂j , σ̂
2
j ,∀j ∈ U).
• If flag = 0, U = U \ {j∗}.
STEP 3: beamforming(Pmax;Hj , n2j , µ̂j , σ̂
2
j ,∀j ∈ U).
The performance of algorithm scheduling 4 is illustrated in Fig. 3.11 with
both single service class and multiple service classes. The figure shows that the
achieved PLPs are close to PLPtarget for all channel models. However, the achieved
throughput of scheduling 4 is considerably smaller than that of scheduling 3.
For the temporally correlated shadow fading plus Rayleigh fading channel model
with single service class, 1.3988 packets are scheduled and 1.3687 packets are suc-
cessfully received in each timeslot on the average.
3.9.1 Discussion
In this subsection we briefly compare the proposed algorithms scheduling 3 and
scheduling 4. Algorithm scheduling 3 utilizes the same optimal beamforming
algorithms proposed in [39] by dynamically adjusting the target PLP and hence
target SINR provided to the algorithms. This is done based on the derived expres-
sion for PLP in (3.12) for link curves of the form (3.10). The target PLP fed to
the algorithms is computed from the desired target PLP and channel conditions
summarized by the estimates of SINR−1 and SINR−α. This allows us to keep the
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Figure 3.11: PLP for algorithm scheduling 4 with (a) single service class and
(b) multiple service classes.
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optimality of the previously proposed algorithms while satisfying the target PLPs
of the users.
In scheduling 4 on the other hand, the power control of the scheduled users
is carried out individually while assuming that the transmission powers of other
scheduled users remain the same. One can view this as a non-cooperative game
among the scheduled users where each user iteratively attempts to minimize its
own power based on the transmission powers of the other users subject to its own
PLP constraint. An equilibrium (or a solution concept) of such a non-cooperative
game is called a Nash equilibrium, and it is well known that a Nash equilibrium is in
general inefficient [42]. This explains the decrease in system throughput compared
to that of scheduling 3.
3.10 Discussion
We proposed two beamforming algorithms for handling inter-cell interference in
multi-cell networks. The first algorithm utilizes two input parameters based on
the channel conditions and the adopted link curve. The second algorithm exploits
the observations that the inter-cell interference exhibits log-normal distribution
with weak temporal correlation, and allows sequential computation of the trans-
mission powers of scheduled users. Both algorithms are shown to achieve target
loss probabilities with a large family of link curves and scheduling algorithms under
various wireless channel models.
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Chapter 4
Optimal Transmission Scheduling
with Base Station Antenna Array
in Cellular Networks
4.1 Introduction
All of the previous studies on scheduling algorithms with beamforming model the
users as infinite sources with packets waiting in the queues at all times. A major
drawback of this assumption is that it focuses only on instant total throughput and
does not consider the upper layer QoS requirements of individual users. Thus, the
assignment of users on a channel only reflects the physical layer feasibility, but not
the current buffer occupancy or traffic demand of each user. We will demonstrate
that this separation of physical layer algorithms and upper layer QoS requirements
leads to a degradation in overall system performance and user experience. This
suggests that the joint design of a MAC layer scheduling policy and physical layer
beamforming algorithms is beneficial.
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In this thesis we study the problem of designing a scheduling algorithm with
BSs that are equipped with an antenna array. We first consider the case where a
central controller handles multiple BSs serving a set of users. In this case packets
arrive at the central controller for transmission to mobile users. In addition to
spatial separability of the users sharing the same channel, the scheduling policies
consider the current buffer occupancy and thus reflect the QoS requirement of
each user in terms of throughput. We model the system as a queueing system
with multiple parallel servers, and the physical layer constraints are imposed on
the selection of users that can be served in each timeslot. Instead of a policy
that maximizes instant throughput, we look for an optimal scheduling policy that
stabilizes the system if it is stable under some policy.
Similar queueing systems have been used to model other scenarios in [56–58],
and were first proposed in [56] for a multi-hop radio network where the SINR
requirement demands that two links can be active simultaneously only if they
are separated by certain minimum required distance. The throughput region is
defined as the set of arrival rate vectors for which the system is stable. An optimal
scheduling policy that stabilizes the system whenever it is stable under some policy
is identified. However, the complexity of the optimal scheduling policy increases
exponentially with the number of users, and no practical sub-optimal scheduling
policy is proposed in [56–58]. In this thesis, we follow a similar approach as in [58],
and propose two scheduling policies with significantly lower complexity that achieve
sub-optimal performance for our problem. In fact, the first proposed scheduling
algorithm has linear complexity.
This chapter is organized as follows. In Section 4.2 we describe the problem
of designing an efficient downlink scheduling algorithm with base station antenna
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arrays, and derive an optimal scheduling policy based on feasible rate matrices.
In Section 4.3 we describe our proposed heuristic algorithms that approximate
the optimal scheduling policy with lower complexity. Simulation results of the
proposed algorithms in a single cell network are given in Section 4.4. Section 4.5
provides simulation results of the proposed algorithms in a multi-cell environment.
We conclude in Section 4.6.
4.2 Optimal Downlink Scheduling
In this section we consider the case where a centralized control agent carries out
scheduling and beamforming for multiple BSs serving a set of users. We define an
achievable rate vector and a throughput region, and present an optimal scheduling
algorithm that can achieve any interior point in the throughput region.
4.2.1 System model
We consider a wireless network that consists of several BSs. Each BS is equipped
with an antenna array so that several users can be served simultaneously. These
BSs are coordinated by a single central controller. Mobile users in the network are
able to receive data packets from any of these BSs. However, at any given time, a
mobile user can receive data packet(s) from at most one BS. The central controller
maintains a separate queue for incoming data packets destined for each mobile
user. We assume a time slotted system where the transmission time of a packet
equals the duration of a timeslot when the lowest transmission rate is selected. In
each timeslot, the central controller collects the information regarding the wireless
channel conditions of each user to different BSs. Based on this information and
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the number of backlogged packets of each user, the central controller makes a
scheduling decision for the timeslot. The scheduling decision made by the central
controller includes assignment of BSs to the users and the transmission rate of each
user, and the calculation of the beamforming weights for the selected transmission
rates.
The block diagram of the system under study is depicted in Fig. 4.1. User
packets enter the scheduling module at the central controller, which determines the
assignments of BSs and transmission rates. Beamforming and power adaptation
are subsequently carried out for scheduled users. Scheduling and beamforming
are interdependent operations, and they also depend on network state (i.e., queue
sizes) and channel state information, which are assumed to be available at the
central controller.
4.2.2 Problem statement
The network consists of I BSs shared by J mobile users. We denote the set of BSs
by I and the set of users by J = {1, . . . , J}. There is a central controller that
coordinates the operation of the I BSs. Each BS is equipped with an M-element
antenna array.
Several transmission rates are available at the BSs based on the channel con-
ditions. The set of available transmission rates is denoted by V. We assume that
each transmission rate is a positive integer number. If rate v ∈ V is chosen, up to
v packets can be transmitted in one timeslot, depending on the number of packets
waiting for transmission. We denote |V| = V .
Packets arrive at the central controller for transmission, which maintains a
separate queue for each user. Let aj(t), j = 1, 2, · · · , J and t = 0, 1, · · ·, denote
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Figure 4.1: The multiple cellular communication system.
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the number of packets that arrive at queue j in timeslot t. We assume that
aj(t), t = 0, 1, 2, . . . , are independent and identically distributed (i.i.d.) random
variables (rvs) with a finite second moment, i.e., E [aj(t)
2] < ∞. The average
arrival rate of user j is denoted by Aj = E [aj(t)]. We call A = (A1, A2, · · · , AJ)T
an arrival vector.
We assume that the central controller has perfect channel information of each
user to the BSs. In each timeslot, the central controller (i) assigns the BSs to
the users, (ii) computes transmission rates of scheduled users, and (iii) calculates
the beamforming weights of the scheduled users. A scheduling decision by the
central controller can be expressed as an I ×J matrix R = [rij] where the element
rij ∈ V ∪ {0}, i = 1, · · · , I, and j = 1, · · · , J , is the transmission rate of BS i to
user j. However, a rate matrix R can be selected for transmission by the central
controller only if it satisfies certain physical layer constraint described below.
The PLP requirement at higher layers demands that the SINR at each receiver
be above some threshold value. A rate matrix is feasible if and only if each user
receives packets from at most one BS and SINR requirement is satisfied for each
user. Note that the feasibility of a rate matrix depends on the target PLP that
determines the SINR requirement for each user.
We model the channel process for all users as a Markov chain (MC) with a
stationary distribution π. Each channel state represents the set of all feasible rate
matrices. In other words, a state of the MC is the set of all rate matrices that
are feasible for transmission given the channel condition. The state space of the
MC is denoted by S. The problem we are interested in is to find an optimal
scheduling policy that selects a feasible rate matrix in each timeslot given the
queue sizes and channel state, so that the system achieves maximum throughput,
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while maintaining a stable system whenever possible under some policy. In this
thesis we only consider stationary policies, i.e., the scheduling decisions do not
depend on timeslot t, but only on the queue sizes X(t) and channel state S(t).
A stationary scheduling policy can be viewed as a mapping that assigns to each
pair (X,S) ∈ ZJ+ × S of queue sizes and channel state a distribution on the set of
feasible rate matrices for the given state S, where Z+ := {0, 1, . . .}.
4.2.3 Throughput region
In this subsection we first define a stable arrival vector and then characterize the
throughput region.
Definition 4.2.1 An arrival vector A is said to be stable if there exists a schedul-
ing policy such that
lim
c→∞
lim sup
t→∞
1
t
t∑
τ=1
1[xj(τ)>c] = 0 , for all j = 1, 2, · · · , J (4.1)
where xj(t) is the number of backlogged packets in queue j at the beginning of
timeslot t. If a scheduling algorithm satisfies (4.1), then we say that A is stable
under the scheduling policy. The throughput region, denoted by A, is defined to be
the closure of the set of stable arrival vectors.
The following proposition characterizes the throughput region A.
Proposition 1 A necessary and sufficient condition for an arrival vector A to
belong to A, is that there exists a scheduling policy that achieves
A ≤D :=
∑
S∈S
πS
∑
R∈S
cSRR
T1I×1(1− PLP ) (4.2)
where cSR,S ∈ S,R ∈ S, are nonnegative numbers such that
∑
R∈S cSR = 1 for
all S ∈ S.
Proof A proof is provided in Appendix A.1
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4.2.4 Optimal scheduling policy
In this subsection we are interested in finding an optimal scheduling policy that
satisfies (4.1) for eachA ∈ int(A). In particular, we consider the following schedul-
ing policy: Given backlog vector X(t) = (x1(t), . . . , xJ(t))
T and channel state S(t),
the rate matrix selected by the scheduling algorithm is given by
R(t) = arg max
R∈S(t)
X(t)T (RT 1I×1) . (4.3)
Ties are assumed to be broken arbitrarily.
The backlog process X(t) is a J-dimensional Markov process with countably
infinite state space given that the scheduling policy is stationary.
Define the following Lyapunov function
L(X(t)) =
J∑
j=1
(xj(t))
2 .
In order to prove the existence of a stationary distribution of X(t) and hence the
stability of the system, we use the following theorem.
Theorem 4.2.2 ( [59,60]) For a given Lyapunov function L(X(t)), if there exists
a compact region Σ of RJ and a constant α > 0 such that
1. E [L(X(t+ 1))|X(t)] <∞ for all X(t) ∈ RJ
2. E [L(X(t+ 1))− L(X(t))|X(t)] ≤ −α whenever X(t) ∈ ΣC := RJ \ Σ,
then a steady state distribution of the vector X(t) exists and, thus, the system is
stable.
Essentially the theorem states that it suffices to show that there is a negative
drift in the Lyapunov function when the backlogs are sufficiently large.
Now we state a proposition that establishes the optimality of the scheduling
policy given by (4.3).
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Proposition 2 Suppose that A ∈ int(A), where int(A) is the interior of the
throughput region A. Then, the system is stable under the scheduling policy given
by (4.3).
Proof A proof is given in Appendix A.2
In this section we have considered scenarios where a centralized controller car-
ries out the scheduling and beamforming for multiple BSs serving a fixed set of
users, and derived an optimal scheduling policy. The derived optimal scheduling
policy, however, does not yield a practical implementation as it requires searching
through all feasible rate matrices given the current channel state and identifying
the one that maximizes the inner product given in (4.3).
A natural question that arises is how one can design more practical resource
allocation algorithms based on the optimal scheduling policy. In the following
sections, we assume that each user is associated with the closest BS, i.e., static
BS assignment, and investigate the issue of designing practical scheduling algo-
rithms with an antenna array at the BS(s). We will first consider a simple case
of single cell networks in Sections 4.4, and then discuss multiple-cell environments
in Section 4.5. In the case of a multiple-cell network, a receiving user experiences
inter-cell interference from co-channel cell BSs that share the same frequency spec-
trum. Therefore, a BS needs to compensate for this random inter-cell interference
experienced by a receiver when computing beamforming weights and transmission
power of a scheduled user. This issue will be discussed in Section 4.5.
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4.3 Heuristic Algorithms
If the user channels are time invariant, i.e., constant, the optimal policy described
in Section 4.2.4 can be adopted. In other words, each BS may be able to exhaus-
tively search through all possible transmission rate vectors off-line, and select the
solution to (4.3) in each timeslot. However, when channels vary with time, this
exhaustive search becomes too computationally expensive and impractical, if not
impossible. This is because the number of possible rate vectors is given by
c0 =
N∑
j=1
(
N
j
)
V j = (1 + V )N − 1 , (4.4)
which increases exponentially with the number of co-cell users N . Hence, we turn
to the problem of designing heuristic algorithms that will perform well and demand
much lower computational requirement.
4.3.1 First Heuristic Algorithm
Although the optimal policy in (4.3) does not lead to a practical algorithm, it sug-
gests that a good policy should attempt to give higher priority to users with larger
queue sizes. This observation is intuitive in the sense that in order to maintain
the stability of the system, there should be a balance between (i) maximizing the
system throughput and (ii) keeping the queue sizes from growing without a bound.
Therefore, the optimal policy considers the inner product of two vectors, namely
X(t) and RT1I×1, where the first term is the queue size and the latter represents
the transmission rate of each user.
A heuristic algorithm that attempts to mimic the behavior of the optimal policy
can order the users based on either (i) the transmission rates they can achieve given
the current channel state or (ii) queue sizes. The first approach is problematic as
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the achievable transmission rates of the users depend on the set of scheduled users
and it requires searching through all possible feasible rate vectors. Hence, in our
first heuristic algorithm we attempt to order the users according to their queue
sizes and give higher priority to users with a larger queue. More specifically, the
algorithm starts with the user with the longest queue, and tries to schedule the
users sequentially in the decreasing order of their queue lengths. Each new user
is allocated the highest possible rate such that the SINR requirement is satisfied
with the new rate vector. However, when we insert users into the channel sequen-
tially according to their queue lengths, it is possible that a user already scheduled
for transmission prevents a number of other users from accessing the channel be-
cause the necessary spatial separability cannot be provided. Therefore, in order
to improve the performance of the system further and maintain linear complexity,
we will consider several candidate rate vectors and select the one that maximizes
(4.3). More specifically, we will consider P rate vectors out of all possible rate
vectors. Clearly, this subset of candidate rate vectors should consist of the rate
vectors that are more likely to maximize (4.3).
We explain how we generate this subset of candidate rate vectors to be consid-
ered. Suppose that we form an ordered list of users by decreasing queue size. In
order to generate the p-th candidate rate vector, p = 1, . . . , P , of the subset, we
first move the p-th user in the list to the head of the list. Then, starting from the
head of the list, go down the list sequentially and insert one user at a time using
the largest rate that is allowed while maintaining the rates and required SINR
values of the previously scheduled users. Note that in some cases, a user may need
to be skipped because the user may not be compatible with other users already
scheduled. Once the P candidate rate vectors are generated, out of these rate
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vectors we select the one that maximizes (4.3). The pseudo-code of this algorithm
is provided below.
Algorithm I: heuristic 1( xj(t), ∀j ∈ N )
STEP 1: Initialize R = ∅.
STEP 2: For p = 1 to P , do
• Form a list K of users as follows: Insert the user with the p-th largest queue size at the head of the list,
and insert the remaining users by decreasing queue size.
• Initialize the rate vector r = 0 and the set of scheduled users U = ∅.
• While |K| 6= 0, do
◦ flag = 0.
◦ Schedule the user at the head of the list, denoted by j∗, K = K \ {j∗}, U = U ∪ {j∗} and V1 = V
◦ While V1 6= ∅ do
∗ vm = max{V1}, rj∗ = vm, V1 = V1 \ {vm}.
∗ If feasibility(Pmax; Hj , n2j , γj , ∀j ∈ U) = 1, flag = 1 where γj is the target SINR for
∀j ∈ U , break;
◦ If flag = 0, rj∗ = 0 and U = U \ {j∗}.
• R = R∪ r.
STEP 3: Among the rate vectors in R, select ro
ro = argmax
r∈R
J∑
j=1
rjxj(t) . (4.5)
STEP 4: minimize power(Pmax;Hj , n2j , γj ,∀j ∈ U)
The complexity of heuristic 1 scheduling algorithm is
c1 = O(PNV ) ,
and hence it increases linearly with both the number of candidate rate vectors P
and the number of users N .
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4.3.2 Second Heuristic Algorithm
The optimal scheduling policy (4.3) is not suitable for implementation because its
complexity increases exponentially with the number of users as mentioned earlier
(see eq. (4.4)). However, in order to prevent the complexity from increasing with
the number of users, in each timeslot an algorithm can first choose a subset of
a fixed number of users to be considered for scheduling in the timeslot and then
carry out the exhaustive search in (4.3) on the selected users. In other words,
the algorithm will mimic the behavior of the optimal policy on a smaller set of
users that are selected and do not consider the remaining users for scheduling in
the timeslot. To be consistent with the observation that a higher priority should
be given to users with a larger queue size, we select K users with largest queue
lengths. Then, an exhaustive search is conducted for all the feasible rate vectors
on this subset of users, and the rate vector that maximizes (4.3) is selected. A
pseudo-code of the proposed algorithm is provided below.
Algorithm II: heuristic 2( xj(t), ∀j ∈ N )
STEP 1: Initialize R = ∅.
STEP 2: Select the K users with largest queue lengths. We denote this set of users as K.
STEP 3: Let S = {r : rj ∈ V ∪ {0} if j ∈ K, rj = 0 if j /∈ K }.
STEP 4: For each r ∈ S do
• U = {j : j ∈ K, rj > 0}.
• If feasibility(Pmax; Hj , n2j , γj , ∀j ∈ U) = 1, R = R∪ r.
STEP 5: Among the rate vectors in R, select ro
ro = argmax
r∈R
J∑
j=1
rjxj(t) . (4.6)
STEP 6: minimize power(Pmax;Hj , n2j , γj ,∀j ∈ U)
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The complexity of heuristic 2 is
c2 = O(
K∑
k=1
(
K
k
)
V k) ,
and thus one can see that the complexity of the algorithm increases exponentially
with the size of the subset K.
4.4 Performance evaluation
In this section, we evaluate the performance of the proposed heuristic scheduling
algorithms in a single cell network, using simulations. We will first describe the
simulation setup, and then present the numerical results.
4.4.1 Simulation setup
Wireless channel model
We adopt the time correlated shading fading plus Rayleigh fading for the wireless
channel mode. The parameters used in the simulation to model the wireless channel
are listed in Table 4.1, where λ is the wavelength of the carrier electro-magnetic
wave.
Pmax 10
15 PLPtarget 2%
N 10 M 4 r λ
R 1000 R′ 100 L 6
κ 3.5 ρ 0.1 E [uℓ(t)] 0
E [rℓ(t)
2]− E [rℓ(t)]2 1.07 E [fℓ(t)2] 1 E [fℓ(t)2]−E [fℓ(t)]2 1
Table 4.1: Parameters used in performance evaluation of scheduling algorithms
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Figure 4.2: The linkcurves for low and high transmission rates.
Transmission rate
We assume that the BS can transmit packets to a user using either a low trans-
mission rate or a high transmission rate. When a low (resp. high) transmission
rate is used, one (resp. two) packet is transmitted in a timeslot. The adopted link
curves for both the low and high transmission rates are shown in Fig. 4.2.
Traffic load
In our experiment, we generate an N × 1 random vector â. The arrival rate vector
A = s · â where s is a parameter used to scale the arrival rate. Traffic load is
defined as ||A||1. Since it is difficult to characterize the throughput region using
simulations, instead we observe the average delay experienced by the packets with
increasing traffic load. Typically when the system loses stability there is a sharp
increase in the average delay at some point (called the knee) due to the instability.
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Figure 4.3: Average packet delay vs. traffic load for heuristic 1 algorithm for a
single cell.
4.4.2 Numerical results
In Fig. 4.3 we show the performance of heuristic 1 algorithm for different values
of parameter P . We can observe that the average delay experienced by packets is
similar for P = 1, 2 and 3. This is because users are more spatially separable in a
single cell network when there is no inter-cell interference, and most of the times
all three users with the largest queues can be scheduled with the high transmission
rate (2 packets). This can be seen from Fig. 4.3 that the knee lies to the right of
traffic load of 6 (3 users times 2 packets per user). Hence, changing the order of
the first three users with the largest queue sizes in the scheduling algorithm leads
to similar rate vectors and does little to increase the number of distinct candidate
rate vectors. As a result increasing the number of candidate rate vectors from 1 to
3 does little to reduce the average delay. However, when P is further increased to 4,
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the maximum stable traffic load (or the knee) increases. This is due to the fact that
the subset of candidate rate vectors expands when we first schedule the user with
the 4-th longest queue, which is otherwise seldom scheduled or scheduled with the
low transmission rate (1 packet) when the users are considered in the order of their
queue sizes. This can be partially observed from the numerical results that the
knee lies between 6.5 and 7 in Fig. 4.3. Hence, this introduces an opportunity to
generate candidate rate vector quite different from those generated by considering
only the first three users. For a similar reason, the maximum stable traffic load
increases with P = 5 (compared to P = 4). When the value of P is increased
to 6, the average delay (and hence the maximum traffic load that can be handled
without losing stability) does not change much. We suspect that this is due to the
fact that the additional candidate rate vectors generated schedule a user with a
much smaller queue size and hence the inner products in (4.3) of these additional
candidate rate vectors are smaller than those of previously generated candidate
rate vectors that schedule users with larger queue sizes. The maximum stable
traffic load of heuristic 1 scheduling algorithm with P = 6 is about 95 percent
of that of the optimal scheduling algorithm as shown in the figure.1 However,
remarkably our heuristic 1 algorithm can achieve approximately 90 percent of
the optimal policy even with P = 1 or P = 2.
We also evaluate the performance of heuristic 2 algorithm, which is plotted
in Fig. 4.4. As expected, the maximum stable traffic load increases with K, the
size of the subset of users considered for scheduling in each timeslot. Since there
are 10 users in the system, the algorithm withK = 10 is the optimal policy because
1Although the plotted average delay of the optimal policy does not increase significantly after
the load of 7.5, this is due to the limited simulation run, and increasing the simulation duration
results in much larger delays.
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Figure 4.4: Average packet delay vs. traffic load for heuristc 2 and heuristic 3
algorithms for a single cell.
all the possible feasible rate vectors formed by all users will be considered. The
maximum stable traffic load for K = 4 is about 81 percent of that of the optimal
scheduling policy in this example.
One thing to keep in mind is that since heuristic 2 algorithm considers all
possible rate vectors with a subset of K users, the complexity of the algorithm
even for K = 5 is higher than that of heuristic 1 algorithm with P = 6. There-
fore, these simulation results of a single cell network indicate that heuristic 1
algorithm may be preferable to heuristic 2 algorithm as it outperforms heuris-
tic 2 algorithm with much lower complexity. In this example, the complexity of
the optimal policy in (4.3) increases proportionally to (1 + V )10 − 1 = 59, 048,
while that of the heuristic 1 algorithm with P = 6 increases proportionally to
PNV = 120. Hence, the complexity of the heuristic 1 algorithm is orders of
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magnitude lower even with N = 10. Similarly, the complexity of the heuristic 2
algorithm with K = 5 increases proportionally to (1 + V )K − 1 = 242.
For the purpose of comparison, we also evaluate the performance of an al-
gorithm that does not use the queue length information. This algorithm, called
heuristic 3, assigns a credit cj to each user, for example, based on the class of
service requested by the user, and keeps track of the throughput Tj(t) of the users.
Then, the users are scheduled in the increasing order of their ratio of throughput
to credit Tj(t)/cj .
Algorithm III: heuristic 3(cj , Tj(t), ∀j ∈ N )
STEP 1: Initialize U = ∅, r = 0 and K = N .
STEP 2 While |K| 6= 0, do
• j∗ = argminj∈K Tj(t)/cj
• U = U ∪ {j∗}, K = K \ {j∗}, V1 = V
• While V1 6= ∅ do
◦ flag = 0.
◦ vm = max{V1}, rj∗ = vm, V1 = V1 \ {vm}.
◦ If feasibility(Pmax; Hj , n2j , γj , ∀j ∈ U) = 1, set flag = 1 and break;
◦ If flag = 0, rj∗ = 0 and U = U \ {j
∗}.
STEP 3: minimize power(Pmax;Hj , n2j , γj ,∀j ∈ U) .
It is clear from the pseudo-code of the algorithm that since the user with the
smallest normalized throughput Tj(t)/cj is selected for scheduling, the algorithm
does not take the network state, i.e., queue sizes, into account.
In the simulation the credits of the users are set to their arrival rates. The
average packet delay under this algorithm is plotted in Fig. 4.4. As one can see from
the plot, the maximum traffic load that can be accommodated under heuristic 3
algorithm is only about 51 percent of that of the optimal scheduling policy, which is
considerably smaller than that of heuristic 1 algorithm. This poor performance
is due to the fact that the current queue lengths of the users are not considered
for scheduling.
4.5 Multiple cells
In the previous section we have considered a simple case where there is only one cell
in a network. In practice, in order to improve the spectral efficiency of the system,
the available spectrum is reused in multiple cells, which are called co-channel cells.
Since the same frequency band is used in more than one cell, these co-channel cells
cause inter-cell interference at the users in these cells. Therefore, for a thorough
evaluation of the performance of our proposed algorithms, we need to evaluate
their performance in the presence of inter-cell interference that reduces the spatial
separability of the users as will be shown shortly.
4.5.1 Performance Evaluation
For our simulation with multiple cells, we adopt the time correlated shading fading
plus Rayleigh fading channel model in the multiple cell network described in Chap-
ter 3, and utilize the proposed beamforming algorithms in Chapter 3. As with the
single cell scenarios, we study the average packet delay with varying traffic load
only in the center cell under the proposed scheduling algorithms. The BSs in the
surrounding cells utilize heuristic 1 algorithm with P = 1, and the traffic load
is assumed to be constant.
The performance of heuristic 1 algorithm is shown in Fig. 4.5. We observe
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that the maximum stable traffic load achieved by the optimal scheduling policy in
(4.3) for this multi-cell network is about 72 percent of that of a single cell network
due to the presence of inter-cell interference, which reduces the spatial separability
of the users.
It is worth noting that unlike in the single cell network, the maximum stable
traffic load increases from P = 1 to P = 2. This is due to the inter-cell interference
that makes the users less spatially separable. Therefore, switching the order of the
two users with largest queue lengths typically yields different rate vectors because
the two users with the largest queue sizes may not be scheduled together any more
due to the lack of spatial separability. This increases the subset of candidate rate
vectors, and leads to better performance and larger throughput region. Algorithm
heuristic 1 with P = 2 and P = 3 has similar maximum stable traffic load
that is about 87 percent of that achieved by the optimal scheduling policy (4.3).
Recall that heuristic 1 algorithm achieves 95 percent of the maximum stable
traffic load of the optimal scheduling policy in the single cell scenario. The rela-
tive performance degradation of heuristic 1 scheduling algorithm in a multi-cell
network is due to the fact that the users are less spatially separable in a multi-cell
network in the presence of inter-cell interference. This often times prevents the
users with large queue sizes from being spatially separable, and as a result they
cannot be scheduled together and sequential scheduling of the users based on their
queue lengths may result in a rate vector not close to the optimal one selected by
(4.3).
The performance of heuristic 2 algorithm with different values of parameter
K is displayed in Fig. 4.6. The maximum stable traffic load increases with K as
expected. With K = 4, the maximum stable traffic load is about 73 percent of
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Figure 4.5: Average packet delay vs. traffic load for heuristic 1 algorithm for
multiple cells.
that achieved by optimal scheduling policy, compared to 81 percent for the single
cell network. This is again due to the fact that users are less spatially separable
with inter-cell interference. Therefore, considering the feasible rate vectors only for
a small number of users often selects a rate vector that is not close to the optimal
one given by (4.3).
Comparing the figures for single cell and multi-cell networks, we observe that
the average packet delay increases more smoothly for multi-cell networks. This is
because in a single cell scenario things are more deterministic due to the absence
of inter-cell interference, while in a multi-cell scenario the presence of inter-cell
interference introduces much more stochastic disturbance or randomness to system
dynamics.
The performance of heuristic 3 algorithm is also shown in Fig. 4.6 for com-
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Figure 4.6: Average packet delay vs. traffic load for heuristic 2 and heuristic 3
algorithms for multiple cells.
parison. The maximum stable throughput of heuristic 3 is about 55 percent
of that of the optimal scheduling policy (4.3) in this multi-cell scenario, and is
considerably smaller than that of the proposed algorithms that take the network
state into account for scheduling.
4.6 Discussion
The use of antenna arrays at the base stations has been proposed to improve the
system throughput and to provide quality-of-service (QoS) guarantees to mobile
users in wireless networks. In this chapter we studied the problem of wireless
scheduling with base station antenna arrays with a physical layer constraint of
providing certain packet loss probability and higher layer QoS guarantees in the
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form of throughput. An optimal scheduling policy that achieves the throughput
region is derived.
We have proposed two heuristic algorithms that attempt to mimic the behavior
of the optimal policy with much lower complexity. Simulation results suggest that
these algorithms yield significant performance improvement over another algorithm
that does not consider queue state for scheduling decisions. Furthermore, the
first proposed algorithm is shown to achieve the schedulable region close to the
throughput region with linear complexity in the number of candidate rate vectors
and the number of users, whereas the complexity of the optimal policy increases
exponentially with the number of users. Furthermore, simulation results indicate
that the number of candidate rate vectors required to enjoy most of the benefits
is close to the number of antenna elements at the base stations, which could be
orders of magnitude smaller than the number of all feasible rate vectors.
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Chapter 5
Power Control with Distributed
Scheduling in Ad-Hoc Networks
5.1 Introduction
Unlike wireline or even cellular networks with a fixed infrastructure, multi-hop
wireless networks can be deployed without any centralized agents and be self or-
ganized through neighbor discovery and link establishment. Because of their ver-
satility multi-hop wireless networks offer much potential for a variety of military,
scientific, and commercial applications. One of the fundamental differences be-
tween a cabled network and a (multi-hop) wireless network is the characteristics of
the communication medium. In a wireline network, links are dedicated to point-to-
point communication between two end nodes and do not change frequently. On the
other hand, in a wireless network links are fictitious as connectivity (i.e., ability
to communicate) is determined by achievable signal-to-interference-and-noise ratio
(SINR). Hence, the connectivity of the nodes (i.e., topology of the network) is
determined not only by the distance between nodes, but also by the density of the
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communicating nodes as well as the performance of the underlying physical layer
algorithms and availability of resources such as energy.
Lack of a fixed infrastructure and/or a time-varying topology due to mobility
in a multi-hop wireless network renders a centralized packet scheduling difficult
because of prohibitive required communication overhead and delays. Moreover,
coordinated scheduling based on a pre-determined sequence of packet scheduling
vectors agreed to by all nodes, is difficult to realize in practice when topology varies
with time. Therefore, nodes must rely on distributed packet scheduling and neces-
sary physical layer resource allocations (e.g., power control) to support the packet
scheduling, possibly with some local coordination. Distributed packet scheduling
and power control results in random interference at the receivers as the interference
cannot be predicted accurately without the full knowledge of the set of transmit-
ters and their transmission powers during packet reception. A similar problem
arises even in a CDMA system where Pseudo-Noise (PN) sequences are used for
different links to reduce the interference when nodes operate in an asynchronous
manner. This is because the interference experienced at a receiver depends on the
set of links that are accessing the channel simultaneously and their transmission
powers. This potentially widely varying, unknown interference at a receiver causes
uncertainty in achieved SINR value during packet reception even when accurate
channel gains are available.
We show that, unfortunately, most of previously proposed physical layer mod-
els adopted for performance evaluation and algorithm design do not accurately
capture the effects of stochastic nature of interference at the receivers. Thus, the
simulation results obtained using these inaccurate physical layer models can be
misleading and give misguiding intuition. Here we only focus on the aspect of a
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physical layer model that decides whether a packet transmission is successful or
not. Consequently, algorithms designed based on such premises will not perform
satisfactorily in practice (see subsection 5.3.1 for a numerical example). Further-
more, these models do not reveal some of important, intrinsic trade-offs in wireless
network operation.
In this chapter we first propose the use of a more accurate physical layer model
based on link curves for performance evaluation and algorithm design. Based on
this more accurate physical layer model, we develop a new power control algorithm
that can provide a physical layer quality-of-service (QoS) in terms of packet loss
probability (PLP). For algorithm design and performance evaluation, PLP is the
suitable physical layer parameter to consider, for the performance of higher layer
protocols depends on the achieved PLPs at the physical layer and the SINR affects
their performance only indirectly through achieved PLP. We show that our novel
and yet simple approach leads to a new paradigm for robust algorithm design that
does not require unrealistic assumptions on the interference estimation or physical
layer behavior, with minimal communication overhead. Simplicity and robustness
of an algorithm is of paramount importance, as multi-hop wireless networks are
envisioned to operate in widely varying and sometimes unexpected environments,
supporting a variety of applications.
This chapter is organized as follows: Section 5.2 summarizes some of previously
proposed physical layer models for simulation and analysis. Section 5.3 explains
the nature of random interference at the receivers and the shortcomings of previous
models, which is followed by our proposed power control algorithm in Section 5.4,
based on a more accurate physical layer model using link curves. We study the
problem of minimizing the average total transmission power as an optimization
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problem and establish the convergence results in Section 5.5. We conclude in
Section 5.6.
5.2 Background
In this section we will summarize some of previously proposed physical layer models
that have been used for performance analyses and algorithm designs in the past.
Some of the most widely used models include (i) the disk model [44–46], (ii) a
model based on received signal strength [47–49], and (iii) a model based on SINR
[44,50–52]. Researchers have also used the simple node exclusive interference model
in evaluating the performance of congestion control and scheduling algorithms [53,
54]. However, since this model does not reflect the true characteristics of wireless
medium very accurately, we do not consider it in this thesis. .
Under the disk model two nodes can communicate reliably if the distance be-
tween them is smaller than some threshold value R (e.g., transmission range of
nodes) and there is no other node transmitting within another threshold value
R˜ from the receiver. Oftentimes the transmission power is assumed to be fixed,
i.e., there is no power control. The second model is similar to the disk model in
that two nodes can communicate reliably only if they lie within some threshold
value from each other and the received signal strength constraint can be satisfied
at the maximum transmission power, but now transmitters exercise power control
so that, given the channel gain, the received signal strength at a receiver equals
some target signal strength, in order to reduce the interference to other receivers.
The third model computes the realized SINR value at the receivers and assumes
that the transmission is successful if and only if the achieved SINR exceeds cer-
tain target threshold SINR value. In the last two models the target received signal
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strength (model (ii)) or the target SINR (model (iii)) can be viewed as the physical
layer QoS parameters.
5.3 Stochastic nature of interference & its impli-
cations on network performance
This section describes one of major shortcomings of the physical layer models in
Section 5.2 that does not permit simulation of realistic scenarios, and presents a
numerical example that demonstrates its implications.
In a multi-hop wireless network it is unlikely that there will be a centralized
controller that carries out packet scheduling, power control, and other physical
layer resource allocation. If no such centralized agent is available, the nodes must
rely on distributed packet scheduling and power control. When packet scheduling
is carried out in a distributed manner, since the set of transmitter-receiver pairs is
time-varying and is not known in advance, neither the transmitters nor receivers
can accurately predict the interference during the packet reception.
In the first two models of Section 5.2, the issue of (random) interference is
not relevant at all as only the distance between a pair of nodes or achieved signal
strength as a function of distance and transmission power is used to determine
whether a packet transmission is successful or not. The third model is used often
under the assumption that all transmitter-receiver pairs are known as done under
a centralized scheme so that the transmission powers that satisfy the target SINR
can be computed for all transmitter-receiver pairs together [51, 55]. When the
interference can be computed accurately as under a centralized approach, this type
of model and the threshold policy for determining successful packet transmission
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provide a reasonable approximation as the physical layer QoS requirement, such
as target PLP, can be translated to a corresponding target SINR. However, when
the interference is random, this model no longer provides a good approximation of
the physical layer behavior because even the slightest drop below the target SINR
leads to unsuccessful packet transmissions. Hence, for a fixed transmission power
the packet transmission is successful if and only if the realized interference is less
than or equal to certain threshold value that depends on the transmission power
and target SINR threshold value because of the discontinuous threshold rule used
to determine successful packet transmissions.
In practice the probability of successful transmission is given by a link curve.
A link curve gives the PLP as a function of the achieved SINR, and is typically
a continuous function of the SINR. Hence, in the presence of random interference
the achieved PLP depends on the distribution of interference and the sensitivity of
the link curve to the SINR, which are not sufficiently captured by any of the above
models. As a result these models do not allow accurate estimation of the achieved
PLP and evaluation of network performance under stress. For instance, consider
the link curves in Fig. 5.1(a). The discontinuous one represents the threshold
rule used by the third model with discontinuity taking place at the target SINR,
whereas the continuous function is the same fitting curve to collected data in a
TDMA system we utilized in Chapter 3. [28,33] (left most curve in Fig. 5.1(b)). In
the example if the distribution of realized SINR in dB is continuous and symmetric
(e.g., Gaussian distribution) with respect to the target SINR value, the third model
will tell us that the achieved PLP is 50 percent as the probability of SINR lying
to the left of the target SINR is 1/2. However, if the distribution is concentrated
around the target value (i.e., small variance), then in reality the achieved PLP
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obtained from the continuous link curve will be close to the target PLP. Thus,
the PLP predicted by the third model may be considerably higher than the actual
PLP.
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Figure 5.1: (a) An example of a link curve and a discontinuous threshold policy,
and (b) link curves of a TDMA system [33].
The above observations argue for the need of a faithful physical layer model
that captures the impacts of the randomness in interference and allows network
engineers to design physical layer algorithms that will deliver consistent and pre-
dictable performance both in simulation and in practice. For accurate modeling
of physical layer, the events of successful packet transmission must be modeled
in a realistic manner rather than relying on simple threshold policies as done
in the previous models. To this end we use a physical layer model where the
event of a successful transmission is determined by the achieved SINR and link
curves obtained from field measurements (which are available for various MCS
schemes) [5, 33, 36]. This seemingly simple change in the physical layer model
(compared to the third model based on SINR and threshold policy) has rather
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profound implications on network performance evaluation (subsection 5.3.1) and
algorithm design (section 5.4). First, this allows us to accurately model the PLPs
experienced at the receivers and the impact of (random) interference on the net-
work performance. Second, we will show in Section 5.4 that, when link curves are
used for determining successful packet transmissions, although achieving a fixed
target SINR is not possible, achieving a target PLP can be accomplished through
a rather simple and robust mechanism with minimal communication overhead even
in face of random interference without having to introduce unrealistic assumptions
on the nature of interference or physical layer behavior, allowing more faithful
simulation of multi-hop wireless networks.
5.3.1 Numerical Example
In this subsection, using a numerical example, we will illustrate the discrepancy in
performance between the simulation results obtained under previous models and
the more realistic physical layer model using link curves described in the previous
subsection. Here we are interested in studying the achieved PLPs and the impact
of distributed scheduling on the overall network performance including higher layer
protocols. We will show that the algorithms based on disk models do not perform
satisfactorily under distributed scheduling even though there is no contention or
interference within the transmission range. The provided example is not intended
to be a comprehensive study with the previously proposed models. Instead, its
goal is to highlight some of the problems that might arise when these models are
used for analyses and algorithm design.
In our example 100 nodes are randomly placed in a 1 km × 1 km rectangular
region. For the simplicity of demonstration we assume a discrete-time system
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throughout and the time is slotted into contiguous timeslots. The transmission
range of the nodes is denoted by R, and the set of nodes is given by I. We assume
R = R˜.
The scheduling algorithm we use for simulation with the disk-based models is
simple. In each timeslot we find a set of links to be transmitted in a sequential
manner as follows. In each iteration we randomly select a potential transmitter
from a set of possible transmitters that can transmit without violating the physical
layer constraint of the disk model. Then, if there exists a valid receiver within
the transmission range of the transmitter, a packet transmission is scheduled to
a receiver randomly selected among such nodes within the transmission range.
We repeat this until no more transmitter-receiver pair can be scheduled without
violating the physical layer constraint.
I. Scheduling policy with the disk model:
STEP 1: Set T = I and R = I.
STEP 2: While 1, do
• Select a node j ∈ T .
• If there is a node in R that lies within the transmission range of node j, then
– randomly select a node i ∈ R within the transmission range of node j;
– let R(j) = i; % node i is the receiver of transmitter j
– R ← R \ {i, j} and T ← T \ {i, j};
– remove all nodes in R within the transmission range of node j from R;
– remove all nodes in T within the transmission range of node i from T ;
else
– T ← T \ {j};
end
• If T = ∅ or R = ∅,
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– break;
end
end
Note that the physical layer constraint of the disk model is enforced explicitly
during the link scheduling.
Clearly, this scheduling policy is not designed to support any flow rates between
source and destination pairs. Instead this scheduling policy typically selects very
different scheduling vectors (a set of scheduled links) from one timeslot to next,
hence ensuring sufficient randomness in interference at the receivers. However,
we suspect that this is a reasonable approximation to the network behavior when
the network is congested and many queues are not empty. When the network
(or a neighborhood) is congested, queues begin to build up and nodes will choose
different links to transmit on in consecutive timeslots (if possible) rather than
transmitting to the same neighbor for many consecutive timeslots, in an attempt
to prevent other queues from overflowing and experiencing high packet drop prob-
abilities and to produce more smooth flow of packets throughout the network and
reduce the delay jitter of packets. Therefore, the set of scheduled links will change
dynamically from one timeslot to next as done in our simulation. This will also
result in weak temporal correlation in the interference experienced at the receivers
and make it difficult to accurately predict the interference to be experienced during
a packet reception from the current estimate.
The same issue exists in an asynchronous system as well, whether it is a TDMA,
CDMA, or OFDM system. In these asynchronous systems, including a CDMA sys-
tem where pseudo-noise sequences are assigned to different links, the experienced
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interference during a packet reception depends on the set of other simultaneous
packet transmissions and the amounts of overlap in time.
Under the disk model the transmission power is fixed at one, and we assume
that the system is interference limited and ignore the receiver noise. Under this
assumption the realized SINR at a receiver i is given by
SINRi =
PT (i)GT (i)i∑
j∈R⋆\{i} PT (j)GT (j)i
, (5.1)
where R⋆ is the set of receivers, Gij is the path gain from node i to node j, Pj
is the transmission power of node j, and T (j) denotes the intended transmitter
of receiver j. Here the path gain Gij is given by d
−β
ij , where dij is the distance
between i and j, and β is the path-loss exponent and is set to 3 in the simulation.
One can easily see from (5.1) that if the transmission power of the transmitters is
the same, the realized SINR does not depend on the selected transmission power
due to cancellation. In this case the SINR value is simply given by SINRi =
GT (i)i∑
j∈R⋆\{i}GT (j)i
.
The scheduling algorithm used with the second model is identical to that used
with the disk model except for the transmission power selected for the transmitters.
Here we assume that the transmission power of a transmitter is chosen so that the
received signal strength at the intended receiver equals 10−5. Note that the received
signal strength is linear in the transmission power. Hence, similarly as with the
disk model, the realized SINR at the receivers does not depend on the selected
target received signal strength from (5.1).
In the numerical example, although disk models are used in link scheduling
for imposing certain physical layer constraint, for determining successful packet
transmissions we use the realized SINR in (5.1) and the continuous link curve in
Fig. 5.1(a) to model a more realistic physical layer and to show the discrepancy
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in performance of the scheduling algorithm using the two different physical layer
models.
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Figure 5.2: Plot of the number of transmissions per timeslot and throughput.
We plot the average number of scheduled packet transmissions per timeslot and
the average number of successful transmissions per timeslot (throughput) both with
and without shadow fading as a function of selected transmission range R under
these two models in Fig. 5.2. The probability of successful transmission is given
by the ratio of the throughput to the number of scheduled transmissions. The
shadow fading is modeled using independent and identically distributed lognormal
random variables (rvs). The mean and variance of the Gaussian rvs are 0 and
1, respectively. In the case of model (ii) with shadow fading we assume that
the channel gain with fading is known at the transmitter and the power control
algorithm selects the transmission power so that the received signal strength equals
the target received strength.
When the transmission range is small, the number of transmissions is low and
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the probability of successful transmission is high. This is due to the fact that
when the transmission range is sufficiently small, network connectivity is poor
and the set of nodes that can communicate is small and, as a result, the inter-
ference experienced at the receivers remains low. However, as the transmission
range increases, the connectivity of the network improves and the interference at
the receivers increases at the same time as more nodes transmit in each timeslot.
This can be seen from the sharp drop in the probability of successful transmission
in Fig. 5.2. In fact, at the transmission range that maximizes the system through-
put the probability of successful transmission is well below 80 percent. Hence,
simulation results that ignore unsuccessful packet transmissions will incorrectly
overestimate the performance of the network, yielding misleading results. In fact,
the impact of ignoring unsuccessful packet transmissions goes beyond a reduction
in network throughput, for high PLP tends to have adverse effects on packet loss
probability due to buffer overflow and the performance of end-to-end congestion
control mechanism. For these reasons, in order to avoid unanticipated adverse
effects on the higher layer protocols, the physical layer algorithm should attempt
to achieve certain maximum target PLP. In addition, note that when a power con-
trol algorithm is used to reduce the interference (model (ii)), this results in larger
PLPs and smaller throughput. Therefore, simulation results that do not consider
this issue will only emphasize the benefits of power control without revealing the
downside.
Another issue with the disk-based models that has not been addressed sat-
isfactorily in the past is the selection of suitable transmission range. As shown
in Fig. 5.2 the performance of the system, both in terms of the throughput and
achieved probability of successful transmission, depends very much on the selected
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transmission range. However, it is not clear how to select a transmission range R
suitable for performance evaluation in advance.
5.4 Proposed Power Control Algorithm
In this section we approximate the PLP from a link curve as described in Chapter 3,
and then, using the approximation, describe the proposed power control algorithm
that can handle the issue of random interference and provide PLP guarantees.
Using the same set-up used in the previous example, we demonstrate that the
proposed algorithm does achieve the target PLPs.
From the viewpoint of a transmitter-receiver pair, the goal of a power control
algorithm is to find the transmission power that will satisfy the target PLP. As
mentioned in the previous section, this problem is complicated by the fact that the
interference experienced at the receiver is difficult to predict.
5.4.1 Approximation of Packet Error Rate
Our proposed approach to power control does not make any assumptions regarding
the nature/distribution of the interference, and is simple and robust. As in Chap-
ter 3, it is based on the observation that the link curves can be well approximated
by the following family of functions
PLP (SINR) =
1
1 + ek(SINRdB−z)
(5.2)
where the fitting parameters can be determined from the given link curves off-line.
For the simplicity of illustration we assume that accurate channel gains are
available at the transmitter, which can be estimated from control packets. For a
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reasonably small target PLP, we can approximate (5.2) as follows:
PLP (SINR)≈ e−k(SINRdB−z) = ekzSINR−α (5.3)
where α = 10k/ ln 10 and determines the sensitivity of PLP to SINR. Since the
realized SINR is a rv due to random interference, assuming necessary ergodicity,
the realized average PLP is given by
PLPavg = e
kzE
[
SINR−α
]
. (5.4)
In the rest we replace the approximation in (5.3) with an equality.
5.4.2 Proposed Power Control Algorithm
In order to achieve the average PLP close to the target PLP, the transmitter of
link l must select the transmission power so that
ekzE
[
SINR−αl
]
= ekz
E [(Interferencel)
α]
(Pl ·Gl)α
= PLPtarget . (5.5)
Here Interferencel includes both the interference and noise at the receiver of link l.
Note that E [(Interferencel)
α] in (5.5) is the mean of (Interferencel)
α at the receiver
of link l during packet receptions. Thus, the transmission power should be set to
Pl =
(
ekz
E [(Interferencel)
α]
PLPtarget ·Gαl
)1/α
. (5.6)
Note from (5.6) that when accurate channel gains are available, the transmit-
ter requires only one parameter E [(Interferencel)
α] to compute the transmission
power. This parameter can be estimated using exponential averaging. In other
words, the estimate for link l is updated after each packet transmission over link l
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according to
E [(Interferencel)
α]new = (1− ω) · E [(Interferencel)α]old
+ ω · (Interferencel,cur)α (5.7)
where Interferencel,cur is the new experienced interference. This estimate can be
either fed to the transmitter by the receiver when it experiences a significant change
in its value or piggybacked in the acknowledgment after each transmission.
In practice, in order for exponential averaging in (5.7) to be effective, the
averaging constant w must be selected large enough so that the estimate can be
updated in a timely manner with time-varying channel conditions due to mobility
and (slow) fading. However, if a link is not used often enough, the receiver may
not be able to update the estimates often enough and these estimates may not be
accurate.
In order to solve this problem we can maintain only one estimate at each
receiver rather than per link. Hence, after every packet reception the node updates
the estimate according to (5.7). This reduces the number of parameters each node
needs to maintain to one, leading to a more scalable algorithm regardless of the
density of the network, and faster convergence of the estimates. In the numerical
example in the following subsection, we adopt this simpler version of the algorithm
and show that it achieves realized PLPs very close to the target PLPs.
5.4.3 Numerical Example
We have simulated our power control algorithm with various target PLPs. The
scheduling policy used in the simulation is similar to that used with the disk models,
and the same link curve is used for determining successful packet transmissions.
However, a possible receiver is not limited to nodes within a transmission range of
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the transmitter, and any node to which the selected (potential) transmitter j can
communicate while satisfying the target PLP requirement with a maximum power
budget of 10 can be selected as a receiver. In addition, we have introduced a noise
of 10−14 at the receivers to study the system throughput and energy consumption
as a function of target PLP.
Numerical results are shown in Fig. 5.3. Here we only show the results with
lognormal fading. In all cases the realized PLPs of all transmitter-receiver pairs
were close to the target PLP, as shown in Fig. 5.4. One important thing to note
from Figs. 5.3(a) and 5.3(b) is that both achieved throughput and average trans-
mission power normalized by the probability of successful transmission increase
with the target PLP over the region of interest (PLP ≤ 15 percent). In fact, the
gain in throughput is more than 30 percent (from 16.8 to 22) when the target PLP
is increased from 2 percent to 10 percent. Furthermore, the achieved throughput
with target PLP of 10 percent is comparable to the maximum throughput achieved
in Fig. 5.2 (approximately 22). As the target PLP is raised from 2 percent to 10
percent, the average transmission power per successful transmission increases by
15 percent at the same time (from 3.67 to 4.2 in Fig. 5.3(b)). We have also run the
same simulation with a different link curve. Fig. 5.5 shows the same plots using
a link curve with α = 2. One can see from Fig. 5.5 that the system throughput
tends to be larger for most values of target PLP and the change in both through-
put and energy consumption is more pronounced with varying target PLP than in
the previous case with α = 1.1 (60 percent increase in throughput and 50 percent
increase in energy consumption when target PLP is increased from 2 percent to 10
percent), due to higher sensitivity of PLP to SINR. Therefore, Figs. 5.3 and 5.5
suggest a clear trade-off between the network throughput and energy consumption
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with target PLP as the control parameter.
Our simulation results also reveal that the transmission power among the nodes
varies widely, which depends on the characteristics of the interference experienced
at the receivers. Fig. 5.3(c) indicates that the interference experienced at the
receivers varies considerably both in its mean value and variance. Large variance of
interference implies larger E [(Interferencel)
α], resulting in more restrictive physical
layer constraints, and higher transmission power. Consequently, fewer number of
simultaneous transmissions are possible in a neighborhood.
5.5 Optimal Power Control & Convergence
The previous section tells us that one can provide physical layer QoS in the form of
PLP under distributed scheduling even when the exact value of interference is not
known at a receiver during packet reception. In a wireless network many nodes are
expected to operate on batteries and, hence, are energy constrained. Therefore,
the power control algorithm should not only satisfy the physical layer QoS, but
should also minimize the energy consumption at the nodes at the same time. This
problem can be studied in an optimization framework.
5.5.1 Optimization Formulation
Let I = {1, . . . , I} denote the set of nodes and L = {1, . . . , L} the set of unidirec-
tional links. Here a link is a pair of nodes (i, j) such that node i can communicate
to node j. We are given a set of source-destination pairs K = {1, . . . , K}. Each
source-destination pair has certain flow rate demand/requirement, and the demand
(in bits per timeslot) of the k-th pair is denoted by xk. The routes of the source-
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destination pairs are fixed, and the routing matrix is given by a K × L matrix A,
i.e., Akl = 1 if the route of the k-th source-destination pair traverses link l, and
Akl = 0 otherwise. Let L˜ = {l ∈ L|Akl = 1 for some k ∈ K }, and L˜ = |L˜|. In the
rest of this section we focus on the links in L˜ as other links are not being used.
For simplicity assume that the transmission rates (in the unit of bits per timeslot)
of the links are constant, which are given by a diagonal transmission rate matrix
R. In other words, Rll, l ∈ L˜, is the transmission rate of link l.
Let s be an L˜×1 scheduling vector where sl = 1 if link l ∈ L˜ is on, i.e., transmitter
of link l sends a packet to the receiver of link l. We only consider scheduling vectors
that satisfy the following: no node (1) receives and transmits simultaneously, (2)
receives from more than one node, or (3) transmits to more than one receiver. Ob-
viously, some, if not all, assumptions can be relaxed, depending on the capabilities
of devices. We denote the set of scheduling vectors satisfying these conditions by
S.
We assume that the state of the system can be modeled by an ergodic discrete-
time Markov chain. The scheduling policy, whose function is to select a feasible
scheduling vector s ∈ S in each timeslot, is stationary, i.e., scheduling decisions
depend on the state of the system, but not on time. For example, under a random
access scheduling policy, each node will attempt to schedule a link with a non-
empty queue with certain probability that may depend on the queue size. A
pair of links that have the same destination node will collide and a subset of
the attempted links that do not collide with others will be scheduled successfully.
Under this assumption one can compute the probability a particular scheduling
vector will result given the system state. We assume that the system is at steady
state, and the stationary distribution is given by π. We denote the resulting steady-
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state distribution over S by d. In other words, ds, s ∈ S, is the probability that
scheduling policy selects scheduling vector s at steady state. This probability is
given by
ds =
∑
θ∈Θ
πθ · ps|θ ,
where Θ is the state space of the system, and ps|θ denotes the conditional prob-
ability that scheduling vector s will be selected given that the system is at state
θ.
We assume that the resulting distribution d satisfies
(IL˜×L˜ − Γ) · R
∑
s∈S
ds · s ≥ A˜Tx , (5.8)
where Γ = diag(λl; l ∈ L˜), λl is the target PLP of link l, IL˜×L˜ is an L˜× L˜ identity
matrix, and A˜ is a submatrix of the routing matrix A only with the columns corre-
sponding to the links in L˜. The left hand side of (5.8) is the vector of the average
goodput over the links, and the right hand side is the link demands determined
by the rate demand vector x and the routing matrix A˜. If the transmission power
levels are fixed and we ignore channel fading, the distribution of the interference
experienced at the receivers is completely determined by the distribution d and
transmission power vector p.
We formulate the problem of power control as the following optimization prob-
lem:
minimizep∈P p
T
(∑
s∈S
ds · s
)
(5.9)
subject to PLPl(p,d) ≤ γl ,
where P = ∏l∈L˜ [pl,min, pl,max], and pl,min and pl,max are the minimum and max-
imum power constraints of link l, respectively. The minimum power constraint
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exists because the transmission power of a radio device cannot be arbitrarily small.
We assume that the solution of (5.9) is an interior point of P, i.e., the constraints
are not active at the solution. Note that the PLPs depend both on the trans-
mission powers and the distribution d because the interference experienced at the
receivers depends on both.
We assume that the channel gains are fixed, and they are denoted by Gl, l ∈ L˜.
We define G = diag(Gl, l ∈ L˜) and, for each l ∈ L˜,
dls = P [scheduling vector s selected | link l scheduled] .
Note that dls is the conditional probability that the scheduling vector s is
selected given that link l is scheduled. Let Gl = diag(GTx(l′)Rx(l); l
′ ∈ L˜), where
Tx(l) and Rx(l) are the transmitter and receiver of link l, respectively. Under this
assumption, it is plain to see that
E
[
SINR−αl
]
=
∑
s∈S:sl=1
dls
(
pTGls−Gl · pl + nl
Gl · pl
)α
(5.10)
=
E [(Interferencel)
α]
(Gl · pl)α
where nl > 0 is the variance of the noise at the receiver of link l.
One can easily see from (5.10) that E
[
SINR−αl
]
is convex in each pl′ , l
′ 6= l if
α ≥ 1 and is strictly convex if there exists s′ such that dl
s′
> 0, s
′
l = s
′
l′
= 1 and
α > 1. As most of the link curves, if not all, that we have seen have α larger than
one, we assume that α > 1 [33, 36].
5.5.2 Uniqueness of Solution
Define a multi-dimensional mapping F (p), where
Fl(p) = min
{
pl,max,max
{
pl,min,
(
ekz
E [(Interferencel(p))
α]
γl ·Gαl
)1/α }}
.(5.11)
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It is easy to see that the solution to the optimization problem in (5.9) must be
a fixed point of the mapping F . This is because at the solution the transmission
power of each link must be the smallest transmission power that satisfies the PLP
constraint given the transmission powers of other links, which is obtained from the
mapping F .
The following lemma tells us that there exists a unique fixed point of the
mapping F .
Lemma 5.5.1 There exists a unique fixed point of the mapping F (·).
Proof A proof is given in Appendix A.3
Combined with the previous observation that the solution to (5.9) is a fixed
point of the mapping F , Lemma 5.5.1 tells us that the unique fixed point of the
mapping is the solution to (5.9).
We now investigate the problem of convergence of the distributed power control
algorithm to the solution.
5.5.3 Synchronous Update
In this subsection we first consider the simpler case where the updates of the trans-
mission powers are synchronized and the updates are based on the latest values.
Consider the following updating rule. We model the updates with a discrete-time
model. For each n = 0, 1, 2, . . ., let p(n) = (pl(n); l ∈ L˜), and each link updates
its transmission power according to
pl(n+ 1) = Fl(p(n)) . (5.12)
Once all links update their transmission powers, they wait long enough so that
they can estimate E [(Interferencel(p))
α]. Once this estimate is available at all
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links, they repeat the above update procedure, based on the new estimates. This
is called Jacobi update scheme.
We assume that p(0) ∈ P. The following lemma tells us that the link trans-
mission powers p(n) converge to the solution.
Lemma 5.5.2 Under the update rule (5.12) we have limn→∞p(n) = p
⋆, where p⋆
is the unique fixed point of the mapping F .
Proof A proof is given in Appendix A.4
5.5.4 Asynchronous update
The convergence results in the previous subsection assume that users are synchro-
nized and the latest information is available for every link. However, in practice
it is unlikely that such updates will take place simultaneously or even at the same
update frequency, and in many cases only delayed information may be available
depending on the update frequency and so on. Hence, it is important to show the
convergence of the update algorithm under an asynchronous update scheme with
possibly delayed information.
Let Tl be the set of periods at which the transmission power of link l is updated,
and
pl(n + 1) = Fl(p(τl(n))) for all n ∈ Tl , (5.13)
where 0 ≤ τl(n) ≤ n. We assume that the sets Tl, l ∈ L˜, are infinite and if {nk} is
a sequence of elements in Tl that tends to infinity, then
lim
k→∞
τl(nk) =∞ .
This update scheme is called a totally asynchronous update scheme.
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The following lemma tells us that the link transmission powers converge to
the solution under totally asynchronous updates, starting from any initial vector
p(0) ∈ P.
Lemma 5.5.3 Under the update rule (5.13) we have limn→∞p(n) = p
⋆ for all
p(0) ∈ P.
Proof A proof is given in Appendix A.5
5.6 Discussion
We studied the problem of distributed power control in the presence of unknown
interference at the receivers. Using a more accurate physical layer model based on
link curves, we developed a new power control algorithm that is simple and ro-
bust and can provide guaranteed packet error rate (PLP). We then formulated the
problem of minimizing the average aggregate transmission power as an optimiza-
tion problem, and showed that the proposed power control algorithm converges to
a solution of the optimization problem.
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Figure 5.3: Plot of (a) network throughput vs. target PLP, (b) average trans-
mission power per successful transmission vs. target PLP, and (c) histogram of
interference at three different nodes.
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Figure 5.4: Plot of PLP.
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Figure 5.5: Plot of (a) network throughput vs. target PLP, (b) average transmis-
sion power per successful transmission vs. target PLP, using a link curve with
α = 2.
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Chapter 6
Scheduling of Real Time Traffic in
a Cellular Network
6.1 Introduction
Scheduling in wireline or wireless systems concerns allocation of the shared re-
source to the users on a per packet basis. Scheduling is challenging in wireless
systems, since the volatile link results in error bursts, during which packets cannot
be reliably transmitted. Furthermore, channel errors and capacity are location
dependent, due to different fading characteristics of the users, while the channel
quality varies randomly and asynchronously for the users. Hence, the scheduling
decision relies on the channel states as well as the packet flows of all users [65].
Two general approaches for scheduling can be identified in the literature. The
first one focuses on fair resource allocation to the users over a link. For wireline
networks, weighted fair queuing (WFQ) was proposed in [9] as a packet-by-packet
approximation to generalized processor sharing (GPS) [10] for worst-case perfor-
mance guarantees on throughput and delay. Modified versions of WFQ for wireless
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links are presented in [11] [12], where the impact of the wireless link is reflected in
lagging and leading flows. A flow is said to be lagging (leading) if its queue length
is greater (smaller) than the length of a virtual queue that corresponds to error-free
channel. The idea is to allow lagging flows to make up their lag by causing leading
flows to give up their lead. In [63], the authors studied opportunistic scheduling
algorithms under certain resource allocation constraint.
The second approach deals with optimization of scheduling policies in a wider
sense. In [13], the authors investigate the tradeoff between scheduling policies that
are optimal in the sense of minimizing buffer or delay requirements. In [14], optimal
scheduling without deadline constraints is studied for a wireless system with a
number of queues and a single server, where packet arrivals and user channels
are both modeled as i.i.d Bernoulli processes. It is shown that the policy that
minimizes the total number of packets and delay in the system is the one which
serves the longest connected queue (LCQ).
For real-time traffic, each packet has a deadline, beyond which the packet is not
useful to the user. The objective of a scheduling policy is to transmit maximum
number of packets before their deadlines, or equivalently minimize packet loss due
to deadline expirations. In [15] [17], the authors prove that earliest deadline first
(EDF) policy is optimal for wireline networks and in [16], a modified version of
EDF, the feasible earliest due date (FEDD) policy is proposed for scheduling in
wireless systems with deadlines. FEDD policy schedules packets based on EDF
over channels that are perceived to be in good state. The authors showed that
FEDD is optimal for symmetric systems and a class of deterministic arrival pro-
cesses, but it is not optimal in general. Thus, to the best of our knowledge, the
issue of optimal scheduling for real-time traffic with deadlines over wireless links
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has not been hitherto addressed in the literature. Furthermore, the relative impact
of user link qualities and packet deadline constraints on the performance of the
scheduling strategy has not been precisely defined.
In this thesis, we consider a specific traffic model, constant bit rate (CBR)
traffic. We cast the scheduling problem over wireless links as a Markov decision
process (MDP) and derive the minimum average long-term packet loss due to
deadline expirations. We will identify the tradeoff between scheduling packets of
users with better link quality and scheduling packets with smallest residual time.
Even though we study the problem of real-time packet scheduling using CBR
traffic, it is obvious that the approaches and discussions apply to other traffic
models as well.
This chapter is organized as follows. In Section 6.2 we provide the network
model and assumptions and in Section 6.3 we formulate the problem and describe
our solution. Numerical results are shown in Section 6.4. Finally, Section 6.5
concludes this chapter.
6.2 System Model
We consider the downlink transmission from the base station to N users. The base
station scheduler consists of N queues, one for each user. An underlying slotted
scheme is assumed. Equal-length packets arrive at the queues and need to be
transmitted over the wireless channel to the users. The duration of each timeslot
equals the transmission time of one packet.
Packet arrivals for each queue correspond to a constant bit rate (CBR) traffic.
The arrival process for queue i is thus a deterministic periodic process and packets
arrive every Di timeslots. A packet for user i has to be transmitted by the end of
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the d¯ith timeslot after arrival. The residual life time of a packet is the difference
between its deadline and the current time, and specifies the time until which the
packet is useful for the receiver. A packet is dropped from the queue if its residual
life time reaches 0. Therefore, the residual life time of a queueing packet for user i is
between 1 and d¯i. If the first (head-of-line, HOL) packet of queue i is d
(i), then the
residual life times of the successive packets in queue i are d(i)+Di, d
(i)+2Di, . . . ≤
d¯i.
The queue states of the users at the beginning of timeslot t are represented by
the residual life times of the HOL packets, dt = [d
(i)
t : i = 1, . . . , N ].
Wireless link quality is captured by packet loss probability (PLP) and varies
for each user and timeslot, as a result of location-dependency and time-variance
of errors. PLP takes values in the L-element set P = {p1, . . . , pL}. At timeslot
t, user i has channel state s
(i)
t = ℓ, if p
(i)
t = pℓ, where p
(i)
t is the PLP at user i in
timeslot t. Channel conditions in timeslot t are independent for each user and are
known to the scheduler. They are described by vector st = [s
(i)
t : i = 1, . . . , N ]. For
each user i, the time-varying channel condition is described by an L-state Markov
chain, with transition probabilities P (s
(i)
t+1 = m|s(i)t = ℓ) = pℓm.
Feedback for a transmitted HOL packet is assumed to be available at the end
of the corresponding timeslot. If a packet is correctly received, it is removed from
the queue. If the packet is not correctly received, it stays in the queue as HOL
packet and can be re-transmitted at a future time, provided that the deadline
of the packet is not exceeded. In the event of deadline expiration, the packet is
discarded from the queue and is considered to be lost.
120
6.3 Scheduling of CBR traffic with Deadline Con-
straint in Wireless Networks
The system state is described by a discrete-time Markov chain {Yt}∞t=0, where
Yt = (dt, st) is the system state at the beginning of timeslot t.
The scheduler is informed about HOL packet residual life time and channel
condition for each user at the beginning of each timeslot and makes the scheduling
decision. Let ut ∈ {1, . . . , N} denote the control (decision) variable, indicating
the served queue at timeslot t and assume that the scheduler is work conserving.
A scheduling policy π is a process Uπ = uπ1 , u
π
2 , . . . , that includes the decision
variables at consecutive timeslots. In this thesis, we focus on the class of stationary
scheduling policies Π, for which scheduling decisions are independent of t and
depend only on dt and st.
A first-in-first-out service order is applied, so that the scheduler allocates the
HOL packet from a queue to each timeslot for transmission. After each timeslot,
the residual life time of each packet in the queue is decremented by one. If the
HOL packet with residual life time di from the selected queue i is received correctly,
the second packet in the queue becomes HOL packet and HOL packet residual life
time becomes di+Di−1. If the HOL packet is not received correctly, it remains as
HOL packet in the queue and its residual life time is simply decremented by one.
Clearly, the residual life times of the HOL packets of unselected queues are also
decremented by one at each timeslot. When the residual life time of a HOL packet
reaches zero, the packet leaves the queue, regardless of the scheduling decision or
successful transmission. It is counted as lost when it is not transmitted or when it
is not received correctly. Then, the second packet in queue becomes HOL packet
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with residual life time Di.
After the successful transmission of the HOL packet from queue i, the new
HOL packet has residual life time in range [Di, d¯i +Di − 1]. Thus, the number of
states is LN
∏N
k=1(d¯k+Dk−1), and the state space is Y =
∏N
k=1(d¯k+Dk−1)×PN .
Note that a packet can not be scheduled before its arrival. Therefore di ≤ d¯i,
for i = 1, . . . , N for a packet of user i to be eligible for transmission.
Let x
(k)
t be the N × 1 vector with k-th component equal to Dk and all other
components zero and let 1 denote the N × 1 vector of all ones. Furthermore, let
Zt = {k : d(k)t = 1} be the subset of queues with HOL packet residual life times
equal to 1 at time t and let its cardinality be |Zt|. The state transitions Yt → Yt+1
depend on current state Yt = (dt, st) and the decision rule ut. The channel state
transitions st → st+1 are determined by the Markov model for the channel. The
HOL packet residual life time transitions dt → dt+1 when ut = k and k 6∈ Zt can
be succinctly given as follows:
dt+1=
dt − 1+
∑
i∈Zt
x
(i)
t + x
(k)
t , w.p. 1− p(k)t
dt − 1+
∑
i∈Zt
x
(i)
t , w.p. p
(k)
t ,
(6.1)
where p
(k)
t depends on st. When k ∈ Zt, we have
dt+1 = dt − 1+
∑
i∈Zt
x
(i)
t , w.p. 1. (6.2)
The instantaneous cost Ct at timeslot t is determined by the number of discarded
packets due to deadline expirations and can be expressed as
Ct =

|Zt|, ifut ∈ Zt, w.p. p(ut)t
|Zt| − 1, ifut ∈ Zt, w.p. 1− p(ut)t
|Zt|, ifut 6∈ Zt.
(6.3)
The long-term average cost per timeslot due to deadline expirations for policy
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π ∈ Π is,
Cπ = lim
t→∞
1
t
Eπ
[
t−1∑
τ=0
Cπτ
]
(6.4)
where Eπ[·] denotes expectation with respect to policy π. Therefore, our problem
can be rigorously stated as follows:
minimize Cπ
over all stationary scheduling policies π ∈ Π.
(6.5)
A policy π∗ ∈ Π is optimal in the sense of minimizing long-term average cost, if
Cπ
∗ ≤ Cπ for any π ∈ Π.
6.3.1 Solution to the formulated MDP problem
The infinite-horizon MDP problem is solved by using the policy iteration algorithm
[6]. Since Yt is a unichain Markov chain with finite state space and decision space,
and the cost is bounded, an optimal solution is guaranteed to exist.
6.4 Simulation Results
We consider the scheduling problem for N = 2 queues, so as to keep complexity
at a reasonable level and demonstrate our arguments. Packet inter-arrival time at
queue i is Di timeslots, for i = 1, 2. The classical 2-state Gilbert model with a
good (g) and a bad (b) state and transition probabilities Pbg and Pgb is adopted
for the wireless channel. The good and bad states are characterized by PLP pL
and pH respectively, with pH > pL. Unless otherwise stated, Pgb = 0.01 and Pbg
is a variable quantity. By computing the stationary distribution for the Markov
chain, we find that the channel is in good and bad state for Pbg/(Pbg + Pgb) and
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Pgb/(Pbg + Pgb) of time on average. We evaluate and compare the performance of
the following scheduling policies:
• Markov Decision Process (MDP). Results for this policy are generated by
solving the MDP problem (6.5) with the policy iteration algorithm.
• Earliest Deadline First (EDF). This policy selects the queue with the smallest
HOL packet residual life time at each timeslot. If HOL packets of both queues
have the same residual life time, the user with the best channel (lowest PLP)
is selected.
• Best Channel First (BCF). This policy schedules the user with the best
channel (lowest PLP) at each timeslot. If users have the same PLP, the
queue with the smallest HOL packet residual life time is selected. The BCF
policy thus resembles the FEDD policy, which is studied in [16].
The performance metric is the average long-term packet loss ratio (PLR) due
to deadline expiration. Results were averaged over 1000 experiments and each
experiment included measurements for n = 104 timeslots. The policy iteration
algorithm for MDP converged in 5-6 iterations. For long-term average cost C
as in (6.4), PLR = CD1D2/(D1 + D2), since n/Di packets arrive at queue i for
transmission. First, we consider a system with pH = 0.5, pL = 0.05 and d¯ = 20. In
Figure 6.1, PLR is shown as a function of transition probability Pbg, for inter-arrival
times denoted by vectors D = (2, 3) and (3, 5) respectively. MDP approach always
provides the lower bound in PLR. The BCF policy performs better than EDF for
D = (2, 3), which corresponds to a scenario of small packet inter-arrival times in
each queue and “dense” arrival events between the two queues. According to BCF
policy, priority should be given to good channel conditions, rather than deadlines.
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On the other hand, EDF policy performs better than BCF for D = (3, 5), i.e, for
larger inter-arrival times and sparser arrivals between queues. In that case, the
scheduler can handle better HOL packet deadlines. It can be seen from Figure
6.1 that EDF performs gradually better than BCF for D = (3, 5) as Pbg increases,
which implies a channel in good state for more time.
In Figure 6.2, we consider Pbg/Pgb = 3, so that the channel is in bad state
for 25% of the time and we study the impact of channel state switching rate
on performance. The lower PLR bound is again provided by the MDP policy.
However, the relative performance of BCF and EDF policies changes for different
ranges of Pbg. For Pbg < 0.022, i.e, for low channel switching rates, EDF policy
yields lower PLR. A possible explanation is that deadline expirations are more
likely in BCF due to longer periods when the channel is in bad state. On the
other hand, BCF yields significantly lower PLR for Pbg > 0.022. Indeed, when
channel switching rate is higher, a queue is more likely to experience good channel
state before its HOL packet deadline expires, so that packet will be successfully
transmitted, if that queue is selected.
Significant insight can be drawn from these graphs. The MDP policy establishes
the lower bound on PLR, since it stems from the solution to problem (6.5). The
relative performance of practical EDF and BCF policies depends on traffic load,
channel model and channel switching rate. EDF policy performs better for light
traffic load and low channel switching rates, whereas BCF is better when traffic
load increases and channel state changes rapidly.
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6.5 Discussion
In this chapter, we addressed the problem of scheduling CBR traffic subject to
deadline constraints, with the objective to reduce packet loss due to deadline expi-
rations. The problem was studied in the context of MDP. Our primary goal is to
quantify the relative impact of deadline constraints and channel conditions on the
scheduling policy, and draw the guidelines for the design of practical scheduling
algorithms.
126
0.01 0.015 0.02 0.025 0.03 0.035 0.04 0.045 0.05
−2.2
−2
−1.8
−1.6
−1.4
−1.2
−1
−0.8
Packet Loss Ratio vs. Pbg for (pH, pL) = (0.5, 0.05) and (D1,D2) = (2,3)
Channel Transition Probability Pbg
lo
g 1
0(P
ac
ke
t L
os
s R
ati
o)
MDP
EDF
BCF
0.01 0.015 0.02 0.025 0.03 0.035 0.04 0.045 0.05
−5
−4.5
−4
−3.5
−3
−2.5
−2
Packet Loss Ratio vs. Pbg for (pH, pL) = (0.5, 0.05) and (D1,D2) = (3,5)
Channel Transition Probability Pbg
lo
g 1
0(P
ac
ke
t L
os
s R
ati
o)
MDP
EDF
BCF
Figure 6.1: PLR vs. Pbg for (pH , pL) = (0.5, 0.05) and d¯ = 20, (D1, D2) =
(2, 3)and (3, 5) respectively
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Figure 6.2: PLR vs. Pbg for (pH , pL) = (0.5, 0.05), (D1, D2) = (2, 3) and d¯ = 12.
The ratio Pbg/Pgb = 3 is constant.
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Chapter 7
Conclusion and Future Work
In this thesis, several cross-layer resource allocation problems in wireless networks
were considered.
Antenna array is extensively studied and considered the last frontier of capacity
enhancement. In this thesis, three problems related to the application of antenna
arrays at the base stations are considered.
In Chapter 2, we proposed protocols for spatial signature acquisition and eval-
uated their performance. We assumed that the base station is able to form a single
beam at any given time.
An interesting situation arises if the base station is equipped with several
transceivers. Then, multiple beams can be formed to scan the space simulta-
neously towards different directions, so that the time required to locate the users
is reduced. A synergy between beams could further improve protocol performance.
Furthermore, the possibility of adapting beam width in different stages of the al-
gorithm, depending on the outcome of the contention resolution process is another
issue that deserves further investigation.
In Chapter 3, we proposed beamforming algorithms that take random inter-
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cell interference into account and achieve target packet loss probability (PLP). It
was shown that the amplitude distribution of inter-cell interference can be closely
approximated by a log-normal random variable. And the temporal correlation of
inter-cell interference is weak.
In this thesis, we assumed each base station knows the channel conditions of the
users in its own cell. However, in practice, each base station may only have inaccu-
rate channel information. This inaccuracy in channel condition introduces another
source of randomness and needs to be modeled carefully. Robust beamforming
algorithms that are able to accommodate this randomness are highly desirable.
In Chapter 4, we considered the joint scheduling and beamforming algorithms
with the goal to maintain the stability of the system. We proved an optimal
scheduling policy which has exponential complexity in the number of users. More-
over, we proposed two heuristic scheduling policies that achieve sub-optimal per-
formance with significantly lower complexity.
When the system is stable, the traffic demand of each user is satisfied. How-
ever, when it is impossible to maintain the stability of the system. The resources
(e.g., timeslot, power) need to be allocated in a fair manner. Different notions of
fairness are proposed in the literature. We can address the problem in a utility
maximization framework that enables the network operator to achieve any working
point between fair queueing scheduling and throughput maximizing scheduling.
In Chapter 5, the idea of achieving physical layer QoS in terms of PLP in the
presence of random interference is applied to study the ad-hoc networks. We pro-
posed a power control algorithm to achieve target PLP and proved this algorithm
minimizes the aggregate transmission power subject to PLP constraint.
The performance of this algorithm and its convergence rate depend on the
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estimation frequency. High estimate frequency enables each node to respond to the
congestion condition change in a timely manner. However, high update frequency
introduces fluctuations. This tradeoff should be investigated thoroughly in the
future.
In Chapter 6, we considered the delivery of real-time packets to a number
of users by a base station and studied the tradeoff between scheduling the users
with good channel condition and scheduling the users with long delayed packets.
The problem was modeled as a Markov decision process and the performance of
different heuristic scheduling algorithms was studied in different conditions.
It is the ideal model that channel conditions and their transition probabilities
are perfectly known. In an environment where channel conditions are hard to esti-
mate accurately or the channel state transitions are unpredictable, the scheduling
policy has to rely on inaccurate or out-of-date channel information and thus the
system performance is degraded. The study of optimal scheduling policy in such
environment is of practical value.
Devising practical scheduling policies with near-optimal performance is another
issue that warrants further investigation. To maximize throughput, the base sta-
tion should serve the user with best channel condition. To match deadline require-
ment, the packet with the earliest deadline should be served. A simple heuristic
solution could be: set a threshold, among all the users whose deadlines are before
this threshold, the one with best channel condition is served.
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Appendix A
Proofs
A.1 Proof of Proposition 1
In order to prove the proposition we first show that the throughput region achieved
by stationary scheduling policies that consider only the channel state S is given by
the throughput region stated in the proposition. Then, we prove that restricting
the scheduling policies to such stationary scheduling policies does not reduce the
throughput region.
Define
Dj := lim inf
t→∞
1
t
t∑
τ=1
rj(τ)(1− Iej (τ)) = lim inf
t→∞
1
t
t∑
τ=1
dj(τ) (A.1)
where rj(t) is the transmission rate for user j in timeslot t, dj(t) = rj(t)(1−Iej (t)),
and Iej (t) is an indicator function
Iej (t) =
 1, if user j’s transmission in timeslot t is unsuccessful0, otherwise .
These indicator functions {Iej (t); t = 1, 2, . . .} are given by a sequence of i.i.d.
Bernoulli rvs with EIej (t) = PLP . The indicator functions {Iej (t); t = 1, 2, . . .},
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j = 1, 2, . . . , J , for different users are assumed to be mutually independent.
Lemma A.1.1 Consider a single queue j, j = 1, 2, . . . , J . A necessary condition
for queue j to be stable is Aj ≤ Dj. Moreover, if the departure process {dj(t); t =
1, 2, . . .} is given by a finite state, ergodic Markov chain, then a sufficient condition
for stability is Aj < Dj.
Proof It is well known that with Markovian arrival and departure processes a
sufficient condition for the queues to be stable is Aj < Dj [58], [61]. Hence, here
we only prove that Aj ≤ Dj is a necessary condition.
Suppose that Aj > Dj . Select ǫ > 0 such that Aj −Dj − 2ǫ > 0. We can find
a subsequence {ti}, where ti →∞, such that for all ti∑ti
τ=1 aj(τ)
ti
≥ Aj − ǫ and
∑ti
τ=1 dj(τ)
ti
≤ Dj + ǫ .
Then, it is easy to see that the queue size xj(ti) satisfies
xj(ti) =
ti∑
τ=1
aj(τ)−
ti∑
τ=1
dj(τ) ≥ (Aj −Dj − 2ǫ)ti for all ti .
Define α := Aj − Dj − 2ǫ, and let Ti denote the additional time it takes for
the queue size xj(t) to drop below a threshold value c, starting at the value xj(ti)
in timeslot ti. Clearly Ti ≥ (αti − c)/vmax, where vmax = max V is the largest
transmission rate available. Thus, at time ti + Ti the fraction of time the queue
size exceeds c is lower bounded by Ti/(ti + Ti), which is greater than or equal to
(αti − c)/(αti − c+ vmaxti). Therefore,
lim sup
t→∞
1
t
t∑
τ=1
1[xj(τ)>c] ≥ lim
t→∞
(αti − c)/(αti − c+ vmaxti)
= α/(α+ vmax) . (A.2)
Since (A.2) is true for all c > 0,
lim
c→∞
lim sup
t→∞
1
t
t∑
τ=1
1[xj(τ)>c] ≥ α/(α+ vmax) > 0 ,
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and the system is not stable.
Using a stationary scheduling policy that utilizes only the channel state infor-
mation leads to a departure process {dj(t); t = 1, 2, . . .} produced by a Markov
chain for all queues j, with an average rate given by the right hand side of the con-
dition in (4.2). Therefore, Lemma A.1.1 ensures stability when the arrival vector
A is an interior point of the throughput region in Proposition 1.
We now proceed to prove that the condition in (4.2) is a necessary condition
even when the above restriction on the scheduling policy is removed. Suppose that
all queues can be stabilized with some scheduling policy. Then, from the proof
of Lemma A.1.1 a necessary condition for stability is that Aj ≤ Dj for all users
j ∈ {1, 2, · · · , J}, where Dj is defined in (A.1).
Define
1(S, t) =
 1, if channel is in state S in timeslot t0, otherwise
and
1(SR, t) =
 1, if channel is in state S and a rate matrix R is selected in timeslot t0, otherwise .
Fix ǫ > 0. There exists sufficiently large t˜ such that, for all S ∈ S and R ∈ S,
∑ t˜
τ=1 1(S,τ)
t˜
≤ πS + ǫ , Dj ≤ 1t˜
∑t˜
τ=1 dj(τ) + ǫ , and∑ t˜
τ=1 1(SR,τ)(1−I
e
j (τ))∑ t˜
τ=1 1(SR,τ)
≤ 1− PLP + ǫ for all j = 1, 2, . . . , J .
Therefore, for each j ∈ {1, 2, . . . , J} we have
Aj ≤Dj =
1
t˜
t˜∑
τ=1
rj(R(τ))(1− Iej (τ)) + ǫ
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=
∑
S∈S
∑t˜
τ=1 1(S, τ)
t˜
1∑t˜
τ=1 1(S, τ)
t˜∑
τ=1
1(S, τ)rj(R(τ))(1− Iej (τ)) + ǫ
≤
∑
S∈S
(πS + ǫ)
1∑t˜
τ=1 1(S, τ)
∑
R∈S
t˜∑
τ=1
1(SR, τ)rj(R)(1− Iej (τ)) + ǫ
=
∑
S∈S
(πS + ǫ)
∑
R∈S
∑t˜
τ=1 1(SR, τ)rj(R)(1− Iej (τ))∑t˜
τ=1 1(S, τ)
+ ǫ
=
∑
S∈S
(πS + ǫ)
∑
R∈S
∑t˜
τ=1 1(SR, τ)∑t˜
τ=1 1(S, τ)
∑t˜
τ=1 1(SR, τ)rj(R)(1− Iej (τ))∑t˜
τ=1 1(SR, τ)
+ ǫ ,
where rj(R) is the j-th element of the vector R
T1I×1.
Define
CSR(t˜) =
∑t˜
τ=1 1(SR, τ)∑t˜
τ=1 1(S, τ)
.
Then,
Aj ≤
∑
S∈S
(πS + ǫ)
∑
R∈S
CSR(t˜)rj(R)
∑t˜
τ=1 1(SR, τ)(1− Iej (τ))∑t˜
τ=1 1(SR, τ)
+ ǫ
≤
∑
S∈S
(πS + ǫ)
∑
R∈S
CSR(t˜)rj(R)(1− PLP + ǫ) + ǫ
≤
∑
S∈S
πS
∑
R∈S
CSR(t˜)rj(R)(1− PLP ) + ǫ+ ǫvmax + ǫ|S|vmax(1− PLP + ǫ)
=
∑
S∈S
πS
∑
R∈S
CSR(t˜)rj(R)(1− PLP ) + ǫ(1 + vmax + |S|vmax(1− PLP + ǫ)) .
Since ǫ can be arbitrarily close to zero, this completes the proof.
A.2 Proof of Proposition 2
The evolution of the backlog vector X(t) is given by the following recursive equa-
tion:
xj(t+ 1) = max{xj(t) + aj(t)− rj(R(t))(1− Iej (t)), 0}
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Define dj(t) = rj(R(t))(1 − Iej (t)). It is clear that Property 1 in Theorem 1
holds. Now we prove Property 2 of the theorem.
x2j (t+ 1)≤ (xj(t) + aj(t)− dj(t))2
≤ xj(t)2 − 2xj(t)dj(t) + 2xj(t)aj(t) + dj(t)2 + aj(t)2
Using the above inequality
E[L(X(t+ 1))− L(X(t))|X(t)]
≤
J∑
j=1
E[aj(t)
2|X(t)] +
J∑
j=1
E[dj(t)
2|X(t)]− 2
J∑
j=1
xj(t)E[dj(t)− aj(t)|X(t)]
≤ B − 2
J∑
j=1
xj(t)(E[dj(t)|X(t)]− Aj)
where B :=
∑J
j=1E[aj(t)
2] + J · v2max because
∑J
j=1E[dj(t)
2|X(t)] ≤ J · v2max.
Since A lies in int(A), we have
J∑
j=1
xj(t)Aj ≤
J∑
j=1
xj(t)Dj
=
∑
S∈S
πS
∑
R∈S
cSR
J∑
j=1
xj(t)rj(R)(1− PLP )
≤
∑
S∈S
πSmax
R∈S
J∑
j=1
xj(t)rj(R)(1− PLP )
=
J∑
j=1
xj(t)E[dj(t)|X(t)]
where Dj is the j-th element of D with a scheduling policy that satisfies the
inequality in (4.2).
Since A ∈ int(A), we can find a J × 1 vector ε = (ǫ, · · · , ǫ)T such that A+ ε
belongs to int(A) and satisfies
J∑
j=1
xj(t)(Aj + ǫ) ≤
J∑
j=1
xj(t)E[dj(t)|X(t)] .
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Therefore
J∑
j=1
xj(t)(E[dj(t)|X(t)]− Aj) =
J∑
j=1
xj(t)(E[dj(t)|X(t)]− (Aj + ε) + ε)
≥ ǫ
J∑
j=1
xj(t)
and
E[L(X(t+ 1))− L(X(t))|X(t)] ≤ B − 2ǫ
J∑
j=1
xj(t) .
For any positive α, we can define a compact region
Σα =
{
X(t) ∈ RJ
∣∣∣∣∣
J∑
j=1
xj(t) ≤ B + α
2ǫ
}
.
It is an easy exercise to show that whenever X(t) ∈ RJ \ Σα, we have E[L(X(t+
1))−L(X(t))|X(t)] ≤ −α, hence satisfying the second condition in Theorem 4.2.2.
Therefore, by Theorem 4.2.2 the system is stable under the scheduling policy given
by (4.3).
A.3 Proof of Lemma 5.5.1
First, recall from (5.11) that at a fixed point p, we have
pl =
(
ekz
E [(Interferencel(p))
α]
γl ·Gαl
)1/α
.
Hence, we have
Gl =
(
ekz
γl
)1/α
(E [(Interferencel(p))
α])1/α
pl
. (A.3)
We prove the lemma by contradiction: Assume that there are more than one
fixed point of F (·). Let p1 and p2, p 6= p2, be two fixed points. Recall that, given
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a transmission power vector,
E [(Interferencel(p))
α]
=
∑
s∈S:sl=1
dls
(
pTGls−Gl · pl + nl
)α
Suppose that the links are ordered by decreasing ratio p1l /p
2
l . Without loss of
generality we assume that η1 = p
1
1/p
2
1 > 1. Then, from (A.3) we know that
(E [(Interference1(p
1))α])1/α
p11
=
(E [(Interference1(p
2))α])1/α
p21
. (A.4)
However, since p1l ≤ η1 · p2l for all l ∈ L˜,
E
[
(Interference1(p
1))α
] ≤ E [(Interference1(η1 · p2))α]
< ηα1 · E
[
(Interference1(p
2))α
]
.
Therefore, this implies that
(E [(Interference1(p
1))α])1/α
p11
<
(ηα1 · E [(Interference1(p2))α])1/α
p11
=
η1(E [(Interference1(p
2))α])1/α
η1 · p21
=
(E [(Interference1(p
2))α])1/α
p21
,
which contradicts (A.4).
A.4 Proof of Lemma 5.5.2
Let
V (n) = max
l∈L˜
|pl(n)− p⋆l |
p⋆l
,
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where p⋆ is the unique fixed point of the mapping F . In order to prove the
convergence, it suffices to show that limn→∞V (n) = 0.
To show that V (n) ↓ 0 as n → ∞, we first show that V (n + 1) < V (n) if
V (n) > 0, and then limn→∞V (n) = V
∗ necessarily implies that V ∗ = 0.
First, we show that
|pl(n+ 1)− p⋆l |
p⋆l
< V (n) for all l ∈ L˜
as follows. Here we do not explicitly consider the minimum or maximum power
constraint as it does not affect the convergence as will be obvious in the proof.
|pl(n + 1)− p⋆l |
p⋆l
=
∣∣∣ (∑s∈S:sl=1 dls (p(n)TGls−Gl · pl(n) + nl)α)1/α
−
(∑
s∈S:sl=1
dls
(
p⋆TGls−Gl · p⋆l + nl
)α)1/α ∣∣∣(∑
s∈S:sl=1
dls (p
⋆TGls−Gl · p⋆l + nl)α
)1/α
Let
Λl =
 ∑
s∈S:sl=1
dls
(
p⋆TGls−Gl · p⋆l + nl
)α1/α .
First, we upper bound the numerator as follows.
case (i): pl(n+ 1) ≥ p⋆l .( ∑
s∈S:sl=1
dls
(
p(n)TGls−Gl · pl(n) + nl
)α )1/α
≤
( ∑
s∈S:sl=1
dls((1 + V (n)) · (p⋆TGls−Gl · p⋆l )
+nl)
α
)1/α
<
(
(1 + V (n))α ×∑
s∈S:sl=1
dls((p
⋆TGls−Gl · p⋆l ) + nl)α
)1/α
= (1 + V (n)) · Λl .
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Hence, the numerator is upper bounded by
(1 + V (n)) · Λl − Λl = V (n) · Λl .
case (ii): pl(n + 1) ≤ p⋆l .( ∑
s∈S:sl=1
dls
(
p(n)TGls−Gl · pl(n) + nl
)α )1/α
≥
( ∑
s∈S:sl=1
dls((1− V (n)) · (p⋆TGls−Gl · p⋆l )
+nl)
α
)1/α
>
(
(1− V (n))α ×∑
s∈S:sl=1
dls((p
⋆TGls−Gl · p⋆l ) + nl)α
)1/α
= (1− V (n)) · Λl .
Therefore, the numerator is upper bounded by
Λl − (1− V (n)) · Λl = V (n) · Λl .
From the above two cases we have
|pl(n + 1)− p⋆l |
p⋆l
<
V (n) · Λl
Λl
= V (n) for all l ∈ L˜ .
The second part of the proof that V ∗ = 0 follows directly from the continuity
of the mapping F , and this completes the proof of the lemma.
A.5 Proof of Lemma 5.5.3
We first show that there is a sequence of nonempty sets P(n) with
· · · ⊂ P(n + 1) ⊂ P(n) ⊂ · · ·P(0) ⊂ P
satisfying the following two conditions.
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1. Synchronous convergence condition: we have
F (p) ∈ P(n+ 1) for all n and p ∈ P(n) .
Furthermore, if {pk} is a sequence such that pk ∈ P(k) for every k, then
every limit point of {pk} is the unique fixed point of the mapping F .
2. Box condition: for every n, there exists sets Pl(n), l ∈ L˜, such that
P(n) =
∏
l∈L˜
Pl(n) .
Let Pl(0) = P. Define for all n ≥ 1, P ′(n) = {F (p)|p ∈ P(n − 1)}. Take the
projection for each l ∈ L˜
Pl(n) = {pl | pl is the l-th element of some p ∈ P ′l (n)}
and define
P(n) =
∏
l∈L˜
Pl(n) .
Then, it is plain Pl(n) ⊂ Pl(n − 1) and, hence, P(n) ⊂ P(n − 1). Furthermore,
one can show that P(n) satisfies the synchronous convergence condition. From its
construction P(n) satisfies the box condition. Now the lemma follows from [43].
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