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Abstract
This paper is concerned with the stability of a class of receding horizon control laws for constrained linear discrete-time
systems subject to bounded state disturbances and compact and convex state and input constraints. The paper considers the
class of finite horizon feedback control policies parameterized as affine functions of the system state, calculation of which has
recently been shown to be tractable via a convex reparameterization. When minimizing the expected value of a finite horizon
quadratic cost, we show that the value function is convex. When solving this optimal control problem at each time step and
implementing the result in a receding horizon fashion, we provide sufficient conditions under which the closed-loop system is
input-to-state stable (ISS).
This paper proposes a class of robust receding horizon
control (RHC) laws for constrained linear discrete-time
systems subject to bounded state disturbances. We con-
sider a class of affine feedback control policies parame-
terized as affine functions of the system state, calculation
of which has been shown to be tractable via a convex
reparameterization [4]. When minimizing the expected
value of a finite horizon quadratic function of the states
and inputs, we show that the resulting value function is
convex and provide sufficient conditions, when used in
the design of a RHC law, to establish that the closed-
loop system is input-to-state stable (ISS). This work is
an extension of recent results in [4] to the case where the
state and input constraints are non-polyhedral compact
and convex sets.
In [4], the authors demonstrate that the non-convex state
feedback optimization problem can be reparameterized
as an equivalent but convex problem by recasting the op-
timization problem in terms of affine disturbance or er-
ror feedback laws. They further demonstrate that, when
implemented in a receding horizon fashion with a par-
ticular cost function, the closed-loop system is input-to-
state stable (ISS) when the constraints and disturbance
sets are polytopic.
In this paper we present a generalization of these results,
using the expected value of a quadratic cost. We demon-
strate that, for systems with compact and convex state
and input constraints and disturbance sets, the resulting
value function is convex and lower semicontinuous when
optimizing over affine feedback policies, and provide con-
ditions under which input-to-state stability can be es-
tablished for such systems using convex Lyapunov func-
tions. Since the constraints and disturbance sets we con-
sider are not necessarily polytopic, the proofs differ sub-
stantially from those required in the polytopic case. This
generalization is of particular interest, for example, in
the case where the disturbance set is 2−norm bounded,
and the resultant optimization problem can be solved as
a tractable second-order cone program (SOCP), but for
which no stability proof exists at present.
Notation: E [·] is the expectation operator. Given vec-
tors x and y and matrices A and B, ‖x‖ := √x′x,
vec(x, y) := [x′ y′]′, ‖A‖F :=
√
trace(A′A) and A⊗B is
the Kronecker product of A and B. Given a set X, intX
is its interior and linX is its linear hull.
1 Problem Definition
Consider the following discrete-time linear time-
invariant system:
x+ = Ax+Bu+Gw, (1)
z = Cx+Du, (2)
where x ∈ Rn is the system state at the current time in-
stant, x+ is the state at the next time instant, u ∈ Rm is
the control input, w ∈ Rn is a disturbance and z ∈ Rp is
a costed/controlled variable. It is assumed that C ′D = 0
with D full column rank, (A,B) is stabilizable, (C,A)
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is detectable and that at each sample instant a mea-
surement of the state is available. It is assumed that
the current and future values of the disturbance are un-
known and may change from one time instant to the
next, but are contained in a compact set W contain-
ing the origin in its interior, and are independent and
identically distributed with zero mean and covariance
E [ww′] =: Cw. Finally, we assume that the covariance
Cw is sensibly defined with respect to G, i.e. we assume
that null(Cw) ∩ lin(W ) = {0}.
The system is subject to mixed convex constraints on
the state and input, so that the system must satisfy
(x, u) ∈ Z where Z ⊂ Rn×Rm is a convex and compact
set containing the origin in its interior. A design goal is
to guarantee that the state and input of the closed-loop
system remain in Z for all time and for all allowable
disturbance sequences. We further assume that a tar-
get/terminal constraint set Xf ⊂ Rn is given, which is
convex, compact and contains the origin in its interior.
1.1 Affine Feedback Control Policies
For reasons of computational tractability, we elect to
work with RHC laws synthesized from the class of finite
horizon affine state feedback control policies for the sys-
tem (1), rather than with arbitrary functions of the state
as in [11]. This class of policies parameterizes the fu-
ture controls inputs ui as ui = gi +
∑i
j=0 Li,jxj , where
x0 = x denotes the current measured value of the state
and xi+1 := Axi +Bui +Gwi denotes the prediction of
the state after i time instants.
Such an affine parameterization has been shown [4] to
be equivalent to the class of control policies parameter-
ized as an affine function of the sequence of past distur-
bances [1, 7], so that
ui = vi +
∑i−1
j=0
Mi,jGwj , ∀i ∈ {0, . . . , N−1} (3)
for some Mi,j ∈ Rm×n and vi ∈ Rm. Define the vector
v ∈ RmN and the matrix M ∈ RmN×nN such that
M :=
26666664
0 · · · · · · 0
M1,0 0 · · · 0
...
. . .
. . .
...
MN−1,0 · · · MN−1,N−2 0
37777775, v :=
26666664
v0
v1
...
vN−1
37777775. (4)
Define the set of admissible (M,v), for which the con-
straints Z and Xf are satisfied, as:
ΠN (x) :=

(M,v)
∣∣∣∣∣∣∣∣∣∣∣
(M,v) satisfies (4), x=x0
xi+1 = Axi +Bui +Gwi
ui = vi +
∑i−1
j=0
Mi,jGwj
(xi, ui) ∈ Z, xN ∈ Xf
∀wi ∈W, ∀i ∈ {0, . . . , N − 1}

(5)
and define the set of states for which such an admissible
control policy exists as XN := {x ∈ Rn | ΠN (x) 6= ∅}.
The parameterization (3) is of particular interest be-
cause the set ΠN (x) is convex [4], whereas the set of
feasible state feedback parameters is non-convex, in gen-
eral. Furthermore, policies in this class can, in certain
cases, provide a strictly larger region of attraction than
policies based on perturbations to fixed linear feedback
laws as in [2, 6, 8], regardless of horizon length.
1.2 An Expected Value Cost Function
We employ a cost function that is quadratic in the state
and control sequence, and seek a control policy that will
minimize its expected value over the planning horizon.
We define
VN (x,M,v) := E
[
‖xN‖2P+
∑N−1
i=0
‖zi‖2
]
, (6)
where P is positive definition and zi = Cxi + Dui for
all i. We define the value function V ∗N : XN → R+ to be
V ∗N (x) := inf
(M,v)∈ΠN (x)
VN (x,M,v). (7)
We define an optimal policy (M∗(x),v∗(x)) to be a mini-
mizer of (7) and assume for the moment that such a min-
imizer exists. We first demonstrate that V (·, ·, ·) is con-
vex, so that (7) represents a convex optimization prob-
lem.
Proposition 1 (Convex Cost Function) The func-
tion (x,M,v) 7→ VN (x,M,v) is convex and quadratic
in the state x and parameter M, and strictly convex and
quadratic in the parameter v.
Proof. First rewrite (6) in the more compact form
VN (x,M,v) = E
[
‖Hxx+Huv + (HuMG +Hw)w‖2
]
,
where w := vec(w0, . . . , wN−1) and Hx, Hu and Hw
are easily constructed from the problem data. Note that
sinceD is assumed to have full column rank,Hu also has
full column rank. Since E [w] = 0 and w is independent
of both v and M,
VN (x,M,v) = ‖Hxx+Huv‖2+‖(HuMG +Hw)C
1
2
w‖2F ,
where Cw := IN⊗Cw, and we have exploited the iden-
tity E [w′Xw] = ‖(XC 12w)‖2F for any X. The result fol-
lows immediately, since both ‖·‖ and ‖·‖F are strictly
convex functions and Hu has full column rank. 2
If the constraint sets Z and Xf are polytopic, then (7)
can be expressed as an SOCP whenW is ellipsoidal, and
as a quadratic program (QP) whenW is polytopic, both
in a polynomial number of variables and constraints [3]
2
2 Stability of RHC Law
We define a receding horizon control law µN : XN → Rm
using the first part of the optimal affine feedback con-
trol policy (M∗(x),v∗(x), i.e. µN (x) := v∗0(x), where
v∗(x)=: vec(v∗0(x), . . . , v
∗
N−1(x)) — note that this con-
trol law is time-invariant and is a nonlinear function of
the current state in general.
We wish to find conditions under which the closed-loop
system
x+ = Ax+BµN (x) +Gw (8)
is input-to-state stable (ISS) [5]. To do this, we require
some results related to the convexity of the value func-
tion V ∗N (·) in (7), and to input-to-state stability for
systems with convex ISS-Lyapunov functions. We first
demonstrate that the value function V ∗N (·) in (7) is con-
vex and continuous on the interior of its domain; this
property will prove useful in our subsequent proof of
stability for the closed-loop system (8).
Proposition 2 (Continuity and convexity of V ∗N (·)
and µN (·)) If XN has a non-empty interior, then V ∗N (·)
is convex on XN , continuous on intXN and lower semi-
continuous everywhere on XN . The RHC law µN (·) is
unique on XN and continuous on intXN .
Proof. Define CN := {(x,M,v) | (M,v) ∈ ΠN (x)} ,
which is a closed and convex set, and which can be writ-
ten as the Minkowski sum of a compact set and a sub-
space when Z is compact [3]. Further define the set
VN := {(x,Y,v) | ∃M, Y =MGC
1
2
w, (x,M,v) ∈ CN } .
Since the mapping CN 7→ VN is linear, the set VN is
also closed and convex [9, Thm 9.1]. Define the extended
real-valued function
h(x,Y,v) :=
{
V˜N (x,Y,v) (x,Y,v) ∈ VN
∞ otherwise (9)
where
V˜N (x,Y,v) :=‖Hxx+Huv‖2+ ‖(HuY+HwC
1
2
w)‖2F ,
so that (9) is convex, lower semicontinuous and proper.
SinceHu is full column rank, h(x,Y,v) is strictly convex
in (Y,v) and level bounded in x locally uniformly in
(Y,v) – see [10, Defn 1.16]. Rewriting the value function
V ∗N (·) as
V ∗N (x) = inf
(Y,v)
h(x,Y,v)
with associated minimizer (Y∗(x),v∗(x)), it follows that
V ∗N (·) is convex and lower semicontinuous [10, Prop. 1.17]
onXN and strictly continuous on intXN [10, Thm 2.35].
The function v∗(·) is single-valued on XN and continu-
ous on intXN [10, Thm 3.31 & Cor. 7.43]. The unique-
ness and continuity of µN (·) then follow directly. 2
Corollary 3 The function VN (x, ·, ·) attains its mini-
mum on the set ΠN (x).
We next develop a result on the input-to-state stability
of systems with convex value functions. We can then ex-
ploit the convexity of the value function V ∗N (·) to provide
conditions in which the closed-loop system (8) is input-
to-state stable (ISS) when implemented in a receding
horizon fashion.
Consider a nonlinear, time-invariant, discrete-time sys-
tem of the form
x+ = f(x,w), (10)
where x ∈ Rn is the state and w ∈ Rl is a disturbance
that takes on values in a compact setW ⊂ Rl containing
the origin. It is assumed that the state is measured at
each time instant, that f : Rn × Rl → Rn is continuous
at the origin and that f(0, 0) = 0. Given an initial state
x and a disturbance sequence w(·), where w(k) ∈W for
all k ∈ N, let the solution to (10) at time k be denoted by
φ(k, x, w(·)). For systems of this type, a useful definition
of stability is input-to-state stability:
Definition 4 (ISS) The system (10) is input-to-state
stable (ISS) in X ⊆ Rn if there exist a KL-function β(·)
and aK-function γ(·) such that for all initial states x ∈ X
and disturbance sequences w(·), where w(k) ∈ W for all
k ∈ N, the solution of the system satisfies φ(k, x, w(·)) ∈
X and for all k ∈ N,
‖φ(k, x, w(·))‖ ≤ β(‖x‖ , k) +
γ (sup {‖w(τ)‖ | τ = {0, . . . , k − 1}}) (11)
Proposition 5 (Convex Lyapunov function for
undisturbed system) Let X ⊆ Rn be a compact robust
positively invariant set for (10) containing the origin in
its interior. Furthermore, let there exist K∞-functions
α1(·), α2(·) and α3(·) and a function V : X → R≥0 that
is convex on X such that for all x ∈ X ,
α1(‖x‖) ≤ V (x) ≤α2(‖x‖) (12a)
V (f(x, 0))− V (x) ≤− α3(‖x‖) (12b)
The function V (·) is an ISS-Lyapunov function in the
sense of [5, Lem. 3.5], and the system (10) is ISS in X if
f(·) can be written as f(x,w) := g(x) + w, where g(·) is
continuous at the origin with g(0) = 0 andW is compact
and convex, containing the origin in its relative interior.
Proof. It is sufficient to show that there exists a con-
stant γ such that V (f(x,w))−V (f(x, 0)) ≤ γ ‖w‖ for all
x ∈ X and all w ∈W . It then follows that V (f(x,w))−
V (x) = V (f(x, 0))− V (x) + V (f(x,w))− V (f(x, 0)) ≤
−α3(‖x‖) + γ ‖w‖, and the conditions of [5, Lem. 3.5]
are satisfied.
When the disturbance set W is compact and contains
the origin in its (relative) interior, there exists a con-
stant ρ > 0 such that ρ := max { | (B ∩ linW ) ⊆W } ,
3
where B := {x | ‖x‖ ≤ }, so that ρ is the size of the
smallest vector on the (relative) boundary of W . Since
the set X is compact, (12a) implies that V is upper
bounded by a constant b and lower bounded by 0. Since
the set X is robust positively invariant, it follows that
g(x) ∈ X˜ := {x ∈ Rn | x+ w ∈ X ,∀w ∈W } . Find-
ing a suitable γ is equivalent to finding one that satis-
fies V (x˜ + w) − V (x˜) ≤ γ ‖w‖ for all x˜ ∈ X and all
w ∈ W . Since W is convex and compact, for any given
w ∈ W there exists a w˜ on the (relative) boundary of
W such that w = τw˜ with 0 ≤ τ ≤ 1. Note also that
τ = ‖w‖ / ‖w˜‖ ≤ ‖w‖ /ρ. Since X is robust positively
invariant, x˜ + w˜ ∈ X ∀x˜ ∈ X˜ . Since V is convex, it
follows that V (x˜ + w) ≤ (1 − τ)V (x˜) + τV (x˜ + w˜), or
V (x˜ + w) − V (x˜) ≤ τ(V (x˜ + w˜) − V (x˜)) ≤ (b/ρ) ‖w‖ .
The proof is completed by selecting γ := b/ρ. 2
We can now provide conditions under which the closed-
loop system (8) is guaranteed to be ISS. We first make
the following standard assumption:
A1 (Terminal Cost and Constraint) The terminal
constraint set Xf is both constraint admissible and ro-
bust positively invariant under the control u = Kx. We
further assume that the feedback matrix K and termi-
nal cost function P are derived from the solution to the
discrete algebraic Riccati equation:
P := C ′C +A′PA−K ′(D′D +B′PB)K (13)
K := −(D′D +B′PB)−1B′PA. (14)
Using the above assumption, the following result regard-
ing the behavior of the undisturbed closed-loop system
can be established. The proof uses arguments similar to
those in [4] and is omitted for brevity.
Lemma 6 ([3, Lem. 4.18] Properties of µN (·) and
V ∗N (0)) If A1 holds, then the following conditions hold:
a) The RHC law µN (·) satisfies µN (0) = 0.
b) There exists a positive constant k1 such that
V ∗N (Ax+BµN (x))−V ∗N (x) ≤−k1 ‖x‖22.
c) There exist positive constants k2 and k3 such that
k2 ‖x‖22≤(V ∗N (x)−V ∗N (0))≤k3 ‖x‖22.
d) The undisturbed closed-loop system x+=Ax+BµN (x)
is exponentially stable in XN .
Theorem 7 (ISS for RHC) If A1 holds, then the
closed-loop system (8) is ISS in XN . Furthermore, the
input and state constraints are satisfied for all time and
all allowable disturbance sequences if and only if the
initial state is in XN.
Proof. Define V (·) = V ∗N (·)−V ∗N (0), and let Ω := GW
and f(x,w) := Ax + BµN (x) + Gw. If A1 holds, then
the set XN is robust positively invariant for system (8),
with 0 ∈ intXN [4]. The set XN is also easily shown to
be compact when Z is compact [3]. From Proposition 2
the function V ∗N (·) is convex and continuous on int(XN ).
The remainder of the proof follows by direct application
of the results in Lemma 6 and Proposition 5.
3 Conclusions
Using a finite horizon affine feedback policy parameter-
ization and exploiting the results in [4], we have shown
that receding horizon control laws can be constructed
that guarantee input-to-state stability for systems with
general compact and convex state and input constraints,
given appropriate terminal conditions. The method is
based on minimization of the expected value of a finite
horizon quadratic cost at each time instant. Central to
this result is a proof of the existence of minimizers and
convexity of the value function in the underlying finite
horizon optimal control problem, by using results from
variational analysis. We also provide conditions under
which input-to-state stability may be established using
convex Lyapunov functions. This result represents an
important generalization of the results in [4], as it estab-
lishes stability for a broad class of RHC problems using
this framework with non-polytopic convex disturbance
sets (e.g. ellipsoidal or 2-norm bounded disturbances),
or for problems with non-polyhedral convex constraints
on the states and inputs.
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