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We investigate uniqueness of nonnegative solutions to parabolic equations in
cylinders of Rn+1 with zero Dirichlet boundary condition, where bases of cylinders
are unbounded domains. We give necessary andor sufficient conditions for the
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1. Introduction
The aim of this paper is to give a necessary and sufficient condition for
uniqueness of nonnegative solutions of the Dirichlet problem for the heat
equation in cylinders of Rn+1. When the base of a cylinder is bounded, a
nonnegative solution of the heat equation with zero initial and boundary
value is, needless to say, identically zero. On the other hand, the classical
Widder uniqueness theorem says that when the base is Rn, a nonnegative
solution of the heat equation with zero initial value is identically zero. The
uniqueness is established also for cylinders with a class of unbounded bases
including cones. (For the Widder uniqueness theorem and its generaliza-
tions; see [Ar, AT, D2, KT, KW, LY, MT, M2, M3, M5, P, Su, W].)
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cylinders. However, Murata [M2] observed that there are, surprisingly,
many cylinders for which the uniqueness does not hold. In this paper, we
shall show that the uniqueness does not hold, intuitively but not rigorously
speaking, if and only if there exists a ``small end'' of the base of a cylinder.
Consider nonnegative solutions of the mixed problem
(t+L) u(x, t)=0 in D_(0, T), (1.1)
u(x, 0)=0 on D, (1.2)
u(x, t)=0 on D_(0, T ), (1.3)




 i (aij (x) j), (1.4)
t=t , i=xi , D is an unbounded domain (i.e., connected open set)
of Rn with nonempty boundary D, and T is a positive number.
Throughout the present paper we assume that (aij (x))ni, j=1 is a positive
definite symmetric matrix-valued measurable function on Rn such that
there exists a positive constant 4 with
4 |!| 2 :
n
i, j=1
aij (x) !i!j4&1 |!| 2, (x, !) # R2n. (1.5)
We also assume that n2, since the uniqueness is known to hold when
n=1 (cf. [KW, MT, M2, Su]). In view of a regularity theorem of weak
solutions (cf. [Ar]), we mean by a nonnegative solution of (1.1)(1.2) a
function u which is continuous and nonnegative on D_[0, T), satisfies
(1.2), belongs to
L((0, T ); L2, loc(D)) & L2((0, T); H 1loc(D)),
and satisfies (1.1) in the weak sense,
||
D_(0, T ) \&u t v+ :
n
i, j=1
aij  iu j v+ dx dt=0 (1.6)
for any v # C 0 (D_(0, T )). We say that u is a nonnegative solution of
(1.1)(1.3) when u is a nonnegative solution of (1.1)(1.2) which satisfies
.u # L((0, T); L2(D)) & L2((0, T ); H10(D)) (1.7)
for any . # C0 (R
n), where H10(D) is a closure of C

0 (D) in the Sobolev
space H1(D) of all functions in L2(D) whose first derivatives belong to
L2(D).
































































We say that UP (uniqueness of the positive Dirichlet problem) holds for
D when any nonnegative solution of (1.1)(1.3) is identically zero on
D_[0, T ); note that no conditions at infinity are imposed on solutions. (It
is easily seen that UP holds if and only if any nonnegative solution of (1.1)
and (1.3) is uniquely determined by its initial data.)
The purpose of this paper is to point out how geometric properties of D
determine whether UP holds for D or not. Here we present special cases of
our main results.
Theorem 1.1. For a real number :, put
B:=[x=(x1 , x$) # Rn; x1>1, |x$|<x:1]. (1.8)
Then UP holds for B: if and only if :&1.
The case :0 of Theorem 1.1 is refined as follows. Let 0 be a bounded
Lipschitz domain (for its definition, see Section 2 below) of Rn&1 including
the origin. Let f be a positive nonincreasing Lipschitz continuous function
on [1, ), i.e.,
sup
1s<r<
| f (r)&f (x)|
r&s
<,
such that the function rf (r) is bounded from below or above by a positive
constant. Put
0 f={x=(x1 , x$) # Rn; x1>1, x$f (x1) # 0= . (1.9)
Then we have the following.




f (r) dr=. (1.10)
Recall that UP holds for a half space H=(&, 1)_Rn&1 (cf. [KW,
M2, Su]). However, the nonuniqueness part of the following theorem says
that if we attach a small end (which will be defined in Section 6) to H, then
we get a domain for which UP does not hold.
Theorem 1.3. Let E=B: or 0 f, where B: and 0 f are the domains in
Theorems 1.1 and 1.2, respectively. Let D be the interior of H _ E . Then UP

































































Theorems 1.1, 1.2, and 1.3 will be proved in Section 7 by making use of
Theorems 2.3, 5.5, and 6.3 to be given in Sections 2, 5, and 6.
The remainder of this paper is organized as follows. In Section 2 we
formulate a uniqueness theorem, Theorem 2.3, and give simple examples to
which Theorem 2.3 can be applied. In Section 3 we give a proof of it, which
is divided into two parts. In the first part we establish growth estimates of
nonnegative solutions by making use of the parabolic Harnack inequality.
In the second part we apply a Ta cklind type uniqueness theorem (cf. [Gr,
Gu, Ta , Ty]) which asserts that a solution of (1.1)(1.3) with some growth
condition must be zero. In Sections 4 and 6 we give nonuniqueness
theorems, among which, Theorem 6.2 is a general version of the nonuni-
queness part of Theorems 1.1, 1.2, and 1.3. For proving the nonuniqueness,
we employ mainly CranstonMcConnell (lifetime) estimates which have
been recently investigated extensively (cf. [A1, A2, B1, B2, B3, BC, BD1,
BD2, BO3 , CM, D2, DS, Da, X]). In Section 5, CM-estimates are
explained, compared with other conditions implying the nonuniqueness,
and shown to hold for domains which are narrow at infinity. In Section 7,
we prove Theorems 1.1, 1.2, and 1.3 and give several other examples. In the
Appendix, we present a simple analytic proof of Lemma 5.4 by Hiroaki
Aikawa. This lemma is an ingredient of a sufficient condition for CM-
estimates.
2. Uniqueness Theorem
In this section we set up notations, recall some known results, and
formulate a rather abstract uniqueness theorem for nonnegative solutions
of (1.1)(1.3).
First recall that if u is a nonnegative solution of (1.1)(1.2), then the
extension U(x, t) to D_(&, T) of u(x, t) defined by U(x, t)=0 on
D_(&, 0] is also a nonnegative solution of (1.1) with (0, T ) replaced by
(&, T ). Thus we have the following parabolic Harnack inequality (cf.
[Ar, FGS, FS, Mo, Sa]).
(H) There exists a positive constant C depending only on 4 and n
such that for any nonnegative solution u of (1.1)(1.2) and any convex sub-
domain D$ of D with dist(D$, D)=$>0 one has







x, y # D$, 0<s<t<T. (2.1)
































































In view of this inequality, we introduce a notion of parabolic Whitney
chain as follows. For r>0 and ( y, s) # Rn+1, we put
9(r; y, s)=[(x, t) # Rn+1; |x& y|<r, |t&s|<r2] (2.2)
and call it a parabolic box with radius r and center at ( y, s).
Definition 2.1. We say that [9j]lj=0 is a parabolic Whitney chain in
D_(&, T) connecting 90 and 9l of length l if 9j=9(rj ; yj , sj) are
parabolic boxes in D_(&, T ) such that
(i) for any j=1, 2, ..., l,
20r2j <sj&1&sj<24r
2
j , | yj&1& yj |<4rj , rj 4rj&14rj ;
(ii) for any j=0, 1, ..., l, dist( yj , D)4rj .
We easily get from this definition and (2.1) the following.
Lemma 2.2. There exists a positive constant c0 such that for any non-
negative solution u of (1.1)(1.2) and any parabolic Whitney chain [9j]lj=0






In estimating growth rate of nonnegative solutions of (1.1)(1.3), we
need also boundary estimates like the parabolic boundary Harnack
inequality (or the Carleson estimate) which is known to hold for Lipschitz
domains (cf. [Sa, FGS]). We say that a domain 0 in Rn is a Lipschitz
domain if there exist positive numbers r0 and m such that for each point
y # 0 the intersection B & 0 of a ball B=B( y, r0) of radius r0 centered at
y and 0 is described in an orthonormal coordinate system in Rn as
B & 0=B & [(x$, xn); x$ # Rn&1, xn>.(x$)],
B & 0=B & [(x$, .(x$)); x$ # Rn&1],
where . is a Lipschitz continuous function on Rn&1 with Lipschitz con-
stant m, i.e., |.(x$)&.(z$)|m |x$&z$|. Recall that a nonnegative solution
satisfying the Dirichlet boundary condition (1.7) with D replaced by
Lipschitz domain 0 vanishes continuously on the lateral boundary of the
cylinder. For y # 0 and s<T, put
2(r; y, s)=(0_(&, T )) & 9 (r; y, s),

































































in the above coordinate system. Then the parabolic boundary Harnack
inequality is stated as follows.
(BH) There exists a positive constant C=C(4, n, m, r0) such that for
any r<min(r0 4, - T&s2), any nonnegative solution u in (B( y, 4r) &
0)_(&, T ) vanishing continuously on 2(r; y, s),
u(x, t)Cu(Yr , s+2r2), (x, t) # 9(r; y, s). (2.4)
In view of Lemma 2.2, (BH), and a Ta cklind type uniqueness theorem
to be given in the next section we formulate a uniqueness theorem as
follows.
Theorem 2.3. Let x0 be a fixed point in D. Suppose that for any
0<$<min(1, - T) there exist a bounded open set U in Rn, a closed set F
in D, q (0q) parabolic boxes [8j]qj=1 with centers in
D_[0, T&$2], a positive integer N, a positive constant M, and a non-
negative measurable function \p(x) on F having the properties (i)(iv):
(i) qj=1 8 j #(D"U)_[0, T&$2], qj=1 8 j _ (F _ U)_[0, T&
$24]#D_[0, T&$2]. Here, by convention, if q=0, then qj=1 8 j=<.
(ii) *[ j; 8j & 8i {<]N for each i.
(iii) There exist parabolic boxes [8j, i ; 0iN( j)]qj=1 , where
0N( j)N, in F_(&, T&$24] such that for each j1 and i1,
dist( yi, i , D)4rj, i
with 8j, i=9(rj, i ; yj, i , sj, i), [8j, i , 8j] is a parabolic Whitney chain in








(iv) For any (x, t) in F_[0, T&$24] there exists a parabolic Whit-
ney chain [9k]lk=0 in D_(&, T&$
216] such that (x, t) # 9l , 90 &
([x0]_(t, T)){<, and
l\p(x).










e2c0(\p(x)+1) dxeRg(R), R>1, (2.7)
































































where FR=[x # F; |x|R] and c0 is the positive constant given in Lemma
2.2. Then UP holds for D.
This theorem will be proved in the next section. Here we give simple
examples in order to illustrate the scope of this theorem.
Example 2.4. Let D be a special Lipschitz domain: D=[(x$, xn);
x$ # Rn&1, xn>.(x$)], where . is a Lipschitz continuous function on Rn&1
with Lipschitz constant m. Then, as we see below, the hypotheses of
Theorem 2.3 are satisfied for D. Set x0=(0, .(0)+1). Let 0<$<
min(1, - T ). Choose a sufficiently small positive number =0 such that
parabolic boxes [8j]j=1 with radius $2 and center on
[( y$, .( y$)); y$ # =0 $Zn&1]_\$
2
4
Z & [0, T&$2]+ ,




8 j #{(x$, xn); |xn&.(x$)|<$4=_[0, T&$2].
Put
U=<, F=[(x$, xn); x$ # Rn&1, xn.(x$)+$8].
Then properties (i)(iii) are clearly satisfied. In what follows, we write
(x)=(1+|x| 2)12.
For a point x in F, let #x be a curve composed of two line segments #x, 1
and #x, 2 : #x, 1 connects x to (x$, m |x$|+.(0)+1), which is connected to





Considering parabolic boxes of radius =1(x)&1 and center on
#x_[0, T&$216], we see that for any point (x, t) in F_[0, T&$24]
there exists a parabolic Whitney chain [9k]lk=0 in D_(&, T&$
216]













































































Thus, if we put
\p(x)=16(3m+2)2 $&2(x) 2, g(R)=[64c0(3m+2)2 $&2] R+C, (2.8)
where C is a sufficiently large number, then (2.6) and (2.7) are satisfied.
Thus the hypotheses of Theorem 2.3 are satisfied. Hence UP holds for a
special Lipschitz domain. We should mention here that this fact was
already shown by making use of the KoranyiTaylor argument (cf. [KT,
M2, Su]).
Example 2.5. Consider the domain B: given by (1.8):
B:=[(x1 , x$) # Rn; x1>1, |x$|<x:1].
For :0, B: is a Lipschitz domain; and we can choose \p(x) and g(R) as
(2.8) with m=1. As for :<0, B: is not a Lipschitz domain because the
width of B: approaches zero as x1  . However, the function f (r)=r: is
Lipschitz continuous on [1, ) and f (r2)=2&:f (r). Therefore we can
choose such a function \p as
\p(x)=C1$&2xmax(2, 1&:)1 , (2.9)
where C1 is a positive constant. Then the function g satisfying (2.7) should
be
g(R)=C2$&2Rmax(1, &:) (2.10)
with another constant C2 . This implies that UP holds for B: if : &1.
Example 2.6. Let D be an exterior domain, i.e. Dc is compact (which
holds, in our situation, if and only if D is compact because D is
unbounded and the exterior of any ball in Rn, n2, is connected). Then
the hypotheses of Theorem 2.3 are satisfied. Indeed, choosing an open ball
B including Dc and sufficiently large positive constants C1 and C2 , put
U=B, F=Bc, q=0, \p(x)=C1(x)2, g(R)=C2 R.
Thus UP holds for an exterior domain.
































































Example 2.7. Let D=Rn"[(x$, xn); |x$|1, xn=.(x$)], where . is a
Lipschitz continuous function on Rn&1. Then we see, as in Example 2.4,
that the hypotheses of Theorem 2.3 are satisfied for D.
3. Growth Estimates and the Uniqueness
In this section we give a proof of Theorem 2.3. First, we have from the
hypotheses of Theorem 2.3 the following growth estimates for nonnegative
solutions of (1.1)(1.3).
Lemma 3.1. Let u be a nonnegative solution of (1.1)(1.3), and






u2(x, t) dx dtCeRg(R), R>1, (3.1)
where DR=[x # D; |x|R].
Proof. Let K=max[u(x0 , t); 0tT&$216]. By Lemma 2.2,
u(x, t)Kec0(\p(x)+1), (x, t) # F_[0, T&$24]. (3.2)






u2(x, t) dx dt








u2(x, t) dx dtCeRg(R). Q.E.D.
The following uniqueness lemma can be shown in the same way as in the
proof of Proposition 1 of [Gu] (see also [Gr, Theorem 2; Ar, Lemma 1]).
Lemma 3.2. If a solution u of (1.1)(1.3) satisfies (3.1) with g satisfying
(2.6), then u#0 on D_[0, T&$2].
Completion of the Proof of Theorem 2.3. Since $ is an arbitrary positive


































































In this section we give a sufficient condition for existence of a positive
solution of (1.1)(1.3).
For *0, denote by G(x, y; *) a minimal positive Green function for
(L+*, D) (see, for example, [M1]) if it exists. We shall sometimes simply
call G a (minimal) Green function. We note that for *>0, G is identical to
the integral kernel of the resolvent (LD+*)&1 on L2(D) (see, for example,
(5.3) of [M3]), where LD is the self-adjoint operator on L2(D) associated






aij (x) iu j v dx
on H10(D) and that for *=0, G(x, y)#G(x, y; 0) exists when n3 or the
complement Dc of D has positive Lebesgue measure (see Lemmas 5.6 and
5.8 in Section 5). We say that h is a positive L-harmonic function in D
vanishing on D if h is positive and continuous on D,




and Lh=0 on D in the weak sense.
Theorem 4.1. Suppose that there exist *>0 and a positive L-harmonic
function h on D vanishing on D such that
|
D
*G(x, y; *) h( y) dy<h(x) (4.2)
for some x in D. Then there exists a solution u of (1.1)(1.3) satisfying
0<u(x, t)<h(x) on D_(0, T). (4.3)
Proof. We show the theorem by exploiting a relative version of a
method developed in connection with explosion of probability [cf. [Az,
D1, Kh]).
With v(x, t)=u(x, t)h(x), the equation (1.1) becomes





i (h(x)2 aij (x) j). (4.5)
































































Let K(x, y, t) be the smallest fundamental solution for (t+Lh , D_(0, ))
with respect to the density h(x)2 dx, and put
v(x, t)=|
D
K(x, y, t) h( y)2 dy. (4.6)
Then v satisfies (4.4) with T replaced by , and v(x, 0)=1. By the
maximum principle,
0<v1 in (0, ).
We claim that either
v=1 or 0<v<1 on D_(0, ). (4.7)
Suppose that v(x0 , t0)=1 for some (x0 , t0) in D_(0, ). Since 1&v(x, t)
is also a nonnegative solution of (4.4), the parabolic Harnack inequality
(cf. [Ar]) shows that v(x, t)=1 in D_(0, t0). This implies that v(x, t)=1
in D_(0, ), in view of the semigroup property of K:
K(x, y, t+s)=|
D
K(x, z, t) K(z, y, s) h(z)2 dz.
This proves the claim (see also [D1, Lemma 2.1]). On the other hand,
with Gh(x, y; *) being the Green function for (Lh+*, D) with respect to the
density h(x)2 dx,
Gh(x, y; *)=h(x)&1 G(x, y; *) h( y)&1=|

0
e&*tK(x, y, t) dt. (4.8)






Gh(x, y; *) h( y)2 dy
=h(x)&1 |
D
G(x, y; *) h( y) dy. (4.9)







for some x (and a fortiori for all x). Hence, by (4.7), 0<v<1 on
D_(0, ). Now, put
u(x, t)=h(x)(1&v(x, t)). (4.10)


































































In this section we investigate several conditions which imply (4.2), a
sufficient condition for the nonuniqueness of a nonnegative solution of
(1.1)(1.3). The section is divided into three subsections.
5.1. Conditions Related to CM-Estimates
Cranston and McConnell established, in their celebrated work [CM],
the following estimate: There exists a positive constant c such that for any
nonempty domain D in R2 with finite area |D| and any positive harmonic




h(x) |D G(x, y) h( y) dyc |D|,
where G is the Green function for (&2, D). In view of their result, we say
that CM-estimates hold for (L, D) if there exist a Green function G(x, y) for
(L, D) and a positive constant C such that
|
D
G(x, y) h( y) dyCh(x), x # D, (5.1)
for any positive L-harmonic function h.
Recently, the CM-estimate (or lifetime estimate) and the intrinsic
ultracontractivity of the semigroup e&tLD (for which, see explanations after
the proof of Lemma 5.1), from which the CM-estimate follows, have been
investigated extensively by many probabilities and analysts (cf. [A1, A2,
B1, B2, B3, BC, BD1, BD2, BO3 , D2, Da, DS, M2, M3, X]). In this subsec-
tion we discuss on several conditions related to CM-estimates.
Obviously, (5.1) implies that
|
D
G(x, y) h( y) dy< (5.2)
for some x in D; which in turn yields the integrability (5.2) for all x in D,
since the function defined by the integral in (5.2) is a limit of an increasing
sequence [uj]j=0 of functions in C(D) & H
1
0(D) which satisfy the equation
Luj=h on any compact subset of D if j is sufficiently large.
Lemma 5.1. Suppose that there exist a Green function G for (L, D) and
a positive L-harmonic function h in D vanishing on D in the sense of (4.1)
and satisfying (5.2). Then (4.2) holds for some *>0.
































































Proof. Suppose that (4.2) does not hold for any *. Then we see from
the proof of Theorem 4.1 that
|
D








G(x, y) h( y) dy=.
This is a contradiction. Q.E.D.
Let LD be the self-adjoint operator on L2(D) generated by L with zero
Dirichlet boundary condition (see Section 4), and K(x, y, t) the integral
kernel of the semigroup e&tLD. The semigroup is said to be intrinsically
ultracontractive (IU) if there exist a positive eigenfunction , of LD and
positive constants ct and Ct (t>0) such that
ct ,(x) ,( y)K(x, y, t)Ct,(x) ,( y), t>0, x, y # D (5.4)
(cf. [DS, D2]). Let * be the eigenvalue associated with ,. Then it is well
known that * is the first eigenvalue of LD , and any positive solution of the
equation (L&*) u=0 in D must be a constant multiple of ,. Furthermore,
in this case, *>0. In fact, when |D| is finite, this follows from Sobolev and
Ho lder inequalities; and when |D| is infinite, * cannot be zero because the
positive solution 1 of the equation Lu=0 in D cannot be a constant mul-
tiple of , # H 10(D). Recall an observation in [M2] that if the semigroup
is IU, then the uniqueness of the positive Dirichlet problem does not hold.
It is easily seen that if the semigroup is IU, then
,(x) ,( y)CG(x, y), x, y # D, (5.5)
for a positive constant C. Weakening the inequality (5.5), we introduced in
[M3] such a condition as
(A) There exists a positive eigenfunction , of LD associated with a
positive eigenvalue such that
,( y)CG(x0 , y), y # D, (5.6)
for some point x0 in D and a positive constant C.
We showed (see [M3, Theorem 5.4]) that a condition which is essen-

































































A relation between the CM-estimate and the condition (A) is given by the
following.
Proposition 5.2. If the condition (A) holds, then there exists a positive
constant C such that
|
D
G(x0 , y) h( y) dyCh(x0) (5.7)
for any positive L-superharmonic function h on D.
Proof. It follows from the proof of Theorem 5.1 of [M3] (use (5.8),
(5.9), and (5.17) there) that (A) implies
|
D
G(x0 , z) G(z, y) dzCG(x0 , y), y # D. (5.8)
By virtue of the Riesz decomposition of L-superharmonic functions and the
Martin representation theorem (cf. [CC, H, M1], and references therein),
we can deduce (5.7) from (5.8) as follows. We first recall that any minimal
positive L-harmonic function h normalized as h(x0)=1 is obtained by
h(x)= lim
j  
G(x, yj)G(x0 , yj)




G(x0 , z) h(z) dzC (5.9)
for any minimal normalized positive L-harmonic function h. Since any
L-superharmonic function is expressed by an integral of the Green function
and minimal positive L-harmonic functions, the Fubini theorem, together
with (5.8) and (5.9), shows the proposition. Q.E.D.
Remark. We do not know whether the CM-estimate implies (5.1) for
any positive L-superharmonic function h, although the original estimate of
Cranston and McConnell implies it (and also the condition (A)) (cf.
[BD1]).
5.2. A Geometric Condition Implying CM-Estimates
Since the beautiful estimate of Cranston and McConnell appeared in
1983, much attention has been paid to the problem of what is a sufficient
andor necessary condition for the CM-estimate to hold. Among others,
Ban~ uelos [B2] introduced the notion of uniformly Ho lder domain of order
































































: in order to give a sharp sufficient condition for the CM-estimate. Inspired
by his result, we give in this subsection a geometric condition (that the
domain is ``narrow at infinity'') implying the CM-estimate.
In studying CM-estimates, the Whitney distance to be defined below
plays a crucial role. A collection W=[Qj]j=0 of closed cubes with sides
parallel to the axes is said to be a Whitney decomposition of D if it has the
properties:
(i) j=0 Qj=D;
(ii) Qoj & Q
o
k=< if j{k;
(iii) diam(Qj)dist(Qj , D)4 diam(Qj) for all j;
(iv) 14diam(Qj)diam(Qk)4 if Qj & Qk {<;
where Qoj and diam(Qj) are the interior and diameter of Qj , respectively,
and dist(Qj , D) is the Euclidean distance from Qj to D (cf. [Ste pp.
167169]). We say that [Q(i)]li=0 is a Whitney chain connecting Qj and
Qk of length l if Q(0)=Qj , Q(l)=Qk , Q(i) # W for all i, and Q(i) and
Q(i+1) have touching edges for all i. By the Harnack inequality (cf. [Sta])
there exists a positive constant }>1 such that for any positive L-harmonic






(compare this with Lemma 2.2 in Section 2). Denote by dW (Qj , Qk) the
length of the shortest Whitney chain connecting Qj and Qk . We put
\W (x, y)=inf[dW (Qj , Qk); x # Qj , y # Qk]. (5.11)
For a fixed point x0 in Qo0 , we write
\W (x)=\W (x, x0).
We call this the Whitney distance (which is different from but essentially







Let us proceed to two more ingredients (Lemmas 5.3 and 5.4) of a main
result of this subsection. First, by virtue of results in [LSW, Sta], we have


































































Lemma 5.3 (Basic estimate). Suppose that there exists a Green function
G for (L, D). Let h be a positive L-harmonic function. For any integer j, put
Dj=[x # D; } j&1<h(x)<} j+1], (5.13)















Gj (z, y) dy. (5.14)
In order to estimate the right-hand side of (5.14) we make use of a result
of [BO3 ]. We denote by B(x, R) a ball of radius R with center x. For an
open set V of Rn, we denote by GV and gV the Green functions for (L, V)
and (&2, V), respectively. For a Borel subset F of V, let
CapV (F )=sup {+(F ); + is a Borel measure supported in F
and |
F
gV (x, y) d+( y)1 on V=
(for capacities, see [H, LSW, Ma]). Then we can deduce the following
lemma by a standard regularization argument from Theorem 2.1 in [BO3 ]
(see also the Appendix of this paper, and (1.2) in [B3]).
Lemma 5.4. Let U be an open subset of Rn. Suppose that there exist
positive constants R0 and C0 such that for all x in U,
CapB(x, 2R0)(B(x, R0) & U
c)C0Rn&20 . (5.15)





GU (x, y) dyCR20 . (5.16)
We are now ready to state a main result of this subsection, whose
formulation is suggested by and essentially due to [A2].
Theorem 5.5. Suppose that there exists a Green function G for (L, D).
For l=0, 1, ..., put
Ul=[x # D; \W (x)l]. (5.17)
































































Suppose that there exist positive constants C0 and [Rl]

l=0 such that for all
x in Ul , l=0, 1, ...,










Then there exists a positive constant C such that for any positive L-harmonic








Proof. We may assume that h(x0)=1. Let Dj be open sets defined by
(5.13). We see from (5.12) that Dj /Uj&1 for j1, D0 /U0=D, and













o |U lo GUl
o (z, y) dy.
This, together with (5.14) and (5.16), yields (5.20). Q.E.D.
We conclude this subsection with lemmas concerning the condition
(5.18) and the existence of Green functions.
Lemma 5.6. Let R>0. If a Borel subset F of the ball BR=B(x, R)
satisfies
|F |'Rn
for some '>0, then
CapB2R(F )*'R
n&2. (5.21)
Here |F | is the Lebesgue measure of F, and * is the first eigenvalue for &2
on B(0, 2) with zero Dirichlet boundary condition.
Proof. By the scaling argument,
|
B2R
|{| 2 dx*R&2 |
B2R
|| 2 dx,  # H 10(B2R).
The inequality (5.21) follows from this and a characterization of the

































































The same argument as in the proof of Lemma 2.10 of [Ag] yields the
following.
Lemma 5.7. Let h be a positive L-harmonic function in a domain 0
vanishing on 0 in the sense of (4.1), and let h be the extensions of h to Rn
defined by h =0 on Rn"0. Then h is an L-subsolution; i.e., h belongs to
H1loc(R
n) and Lh 0 on Rn.
It is well known (cf. [Ar, FS]) that the fundamental solution 1(x, y, t)
of the equation (t+L) u=0 in Rn_(0, ) satisfies
1
:
t&n2 exp _&: |x&y|
2
t &1(x, y, t):t&n2 exp _&
|x&y| 2
:t & (5.22)
for all (x, y, t) # Rn_(0, ), where : is a positive constant. We see from
this that there exists no minimal positive Green function for (L, R2); and
that if n3, then there exists a minimal positive Green function G for
(L, Rn) such that
|x&y| 2&n
;
G(x, y); |x&y| 2&n (5.23)
for all (x, y) # R2n, where ; is a positive constant. Therefore, by the maxi-
mum principle, for any domain D in Rn, n3, there exists a Green
function for (L, D). As for n=2, we have the following lemma which is well
known in the special case L=&2 (cf. [H]).
Lemma 5.8. Let D be a domain in R2. Then there exists a Green function
GD for (L, D) if and only if the capacity of Dc is positive in the following
sense: There exists a compact subset K/Dc such that
CapB(K)>0 for any ball B#K. (5.24)
Proof. For self-containedness, we give a proof. First, suppose that
(5.24) holds. Choose a ball B such that K/B and B & D{<. Let u be the
capacitary potential of K with respect to B and L (cf. [LSW]). Let u~ be
the extension of u to R2 defined by: u~ =0 on R2"B. Then the function
v=1&u~ is a positive nonconstant L-supersolution on R2"K; and so on D
(i.e., v0, v{const, v # H 1loc(D), and Lv0). On the other hand, if there
exists no Green function for (L, D), then the positive supersolution v must
be constant (cf. [Ag, the proof of Theorems 5.2 and 5.4; M1, Theorem
1.6]). Hence there exists a Green function for (L, D).
Next, suppose that the capacity of Dc is zero. Put KR=B R & Dc with
BR=B(0, R). Denote by g2R the Green function for (&2, B2R) Since
































































CapB2R(KR)=0, there exists a Borel measure +R such that the support K$R
of +R is a compact subset of B2R and the positive superharmonic function
uR(x)=(g2R+R)(x)#|
B2R
g2R(x, y) d+R( y)
on B2R has the properties: uR= on KR , and uR< on B2R"KR (cf. [H,
Theorem 7.34]). Since g2R and G2R=GB2R are comparable on the compact
set K$R (cf. [LSW, Theorem 7.1]), the L-superharmonic function
UR=G2R +R has the same properties as uR . We now fix a point y in D. By
the maximum principle,
GR(x, y)GD & BR(x, y)+=UR(x) on D & BR
for any =>0. Thus,
GR(x, y)GD & BR(x, y) (5.25)
for any x # D & BR . Since limR  GR(x, y)=, (5.25) implies non-
existence of a Green function for (L, D). Q.E.D.
5.3. Example
In order to illustrate the scope of Theorem 5.5 we treat in this subsection
the domain D=0 f defined by (1.9):
D={x=(r, z) # Rn; 1<r<, zf (r) # 0= ,
where f is a positive nonincreasing Lipschitz continuous function on
[1, ) with Lipschitz constant m and 0 is a bounded Lipschitz domain of
Rn&1 including the origin. Put x0=(2, 0), and fix a Whitney decomposition
W=[Qj]j=0 of D such that x0 # Q0 . Let r>1. By counting touching cubes
of diameter cf (r), where c is a sufficiently small positive number independent





Since 0 is a bounded Lipschitz domain, there exists a positive constant C
such that
\W ((r, 0), (r, z))C log
f (r)


































































where f (r) 0=[ f (r) x$; x$ # 0] and d(z, ( f (r) 0)) is the Euclidean dis-
tance in Rn&1. Thus
\W ((r, z))M \ rf (r)+log
f (r)
d(z, ( f (r) 0))+ , (5.28)
where M=max(1c, C). We have from this
Ul #[x # D; \W (x)l]/Vl _ Wl ,
Vl={(r, z) # D; r>1, Mrf (r)l= ,
Wl=[(r, z) # D; r>1, d(z, ( f (r) 0)) f (r) e&lM]. (5.29)
Denote by r=g(s) the inverse function of s=Mrf (r). Then we see from
(5.29) and Lipschitz continuity of f and 0 that there exist positive con-
stants C and ' such that with Rl=C( f (g(l))+e&lM),
|B(x, Rl) & U cl |'(Rl)
n, x # Ul , (5.30)
for any l. By Lemma 5.6, (5.18) is satisfied. Now, let us investigate when









































f (r) dr<. (5.31)
6. Small End
We show in this section that UP does not hold for D if D has a small
end defined as follows.
































































Definition 6.1. We say that a domain E is a small end of D if
(i) E/D, E is unbounded, E & D is compact;
(ii) there exists a compact set K/Dc such that
K & E & D=<, CapB(K)>0 for any ball B#K;
(iii) there exist a Green function GE for (L, E) and a positive L-har-
monic function h in E vanishing on E in the sense of (4.1) such that
|
E
GE (x, y) h( y) dy<, x # E; (6.1)
(iv) there exists a subdomain F of E such that E"F is compact,
E"F {<, E & D & F & E=<, E"F & K=<,
and
GD(x, y)CGE (x, y), y # F, (6.2)
for some point x in E"F and some positive constant C.
Note that by virtue of Lemma 5.8 there exist the Green functions GD and
GE if the conditions (i) and (ii) are satisfied. Furthermore, when E=D, E
is a small end of D if the condition (iii) holds. Indeed, condition (i) holds
trivially, and (iv) holds with F=E"B for a closed ball B /E. Let us show
(ii). Theorem 4.1, Lemma 5.1, and condition (iii) imply that UP does not
hold for D. On the other hand, if (ii) does not hold, then H 10(D)=H
1(Rn)
(cf. [Ma, Theorem 9.23]). This implies that any nonnegative solution u of
(1.1)(1.3) can be extended to that of (1.1)(1.3) with D=Rn. Since UP
holds for Rn (cf. [Ar] or the explanation in Example 2.6), u must be
identically zero, i.e., UP holds for D. Hence (iii) implies (ii).
A main result of this section is the following.
Theorem 6.2. If D has a small end E, then there exists a solution of
(1.1)(1.3) which is positive on D_(0, T ).
Proof. If E=D, the theorem directly follows from Theorem 4.1 and
Lemma 5.1. Suppose that E{D. Let h be the positive L-harmonic function
having the properties in Definition 6.1, and h the extension of h to Rn
defined by h =0 on Rn"E. Put

































































where g|D denotes the restriction of g to D. By Lemma 5.7, h # H 1loc(R
n)
and + is a finite Borel measure belonging to H&1(D). First, let us construct
a positive L-harmonic function in D vanishing on D in the sense of (4.1).
Set
f =h |D+u, u(x)=|
D
GD(x, y) d+( y). (6.3)
Let . # C 0 (R
n). We claim that .u # H 10(D). Put
uR(x)=|
DR
GDR(x, y) d+( y),
where DR=[x # D; |x|<R] and RS with S being a fixed constant
satisfying
E & D _ K _ Supp ./B=B(0, S).
Then uR # H 10(DR), since + # H
&1(DR). Since Supp + & B=< and
Supp + _ B/Kc, we have
M=sup[GKc(x, y); x # B, y # Supp +]<
(cf. Lemma 5.8). Since GDRGKc , we have
sup
x # B & D
uR(x)M+(D)#N<. (6.4)
Put vR=uR&uS on DS . Then vR # H 1(DS), LvR=0 in DS , and vRN on
DS by (6.4). By the maximum principle,
0uR&uSN on DS . (6.5)
Since v~ R is a subsolution on B, we have by Lemma 5.2 of [Sta]
|
D
.2 |{vR | 2C |
DS
(.2+|{.| 2) v2R dx,
where C is a positive constant independent of R. Thus
|
D
.2 |{uR | 22 |
D
.2 |{uS | 2 dx+2CN 2 |
D
(.2+|{.| 2) dx.
This, together with (6.5), shows that
sup
R>S
| [ |{(.uR)| 2+(.uR)2] dx<. (6.6)
































































Since uR increasingly converges to u as R   and some sequence
[.uRj]

j=1 converges weakly in H
1
0(D), the estimate (6.6) implies the claim
that .u # H10(D). Since .(h |D) clearly belongs to H
1
0(D), we have
.f # H 10(D).










GD(x, y; *) f ( y) dy
=* |
E"F
GD(x, y; *) h( y) dy+* |
F
GD(x, y; *) h( y) dy
+* |
D
GD(x, y; *) u( y) dy
#*g1(x; *)+*g2(x; *)+g3(x; *).
Since the same argument as above shows that [g1( } ; *)]*>0 in bounded in
H10(D), we have lim*  0 *g1(x; *)=0. By (6.1) and (6.2), lim*  0 *g2(x; *)
=0. By the resolvent equation and Fubini's theorem,
g3(x; *)=| [GD(x, z)&GD(x, z; *)] d+(z).
Since GD(x, z; *) increasingly converges to GD(x, z), we have
lim*  0 g3(x, *)=0. Thus we have proved the claim (6.7). Hence Theorem
4.1 shows that there exists a solution w of (1.1)(1.3) such that
0<w(x, t)< f (x) on D_(0, T). Q.E.D.
We now give a sufficient condition for E to be a small end of D. We say
that a domain 0 in Rn is a locally Lipschitz domain if for each point y # 0
there exists a ball B=B( y, r) such that B & 0 is described in an orthonormal
coordinate system in Rn as
B & 0=B & [(x$, xn); x$ # Rn&1, xn>.(x$)],

































































where . is a Lipschitz continuous function on Rn&1 with Lipschitz
constant m. Here the radius r and the Lipschitz constant m can be any
positive numbers. Suppose that E is an unbounded locally Lipschitz
domain. Construct a positive L-harmonic function h by
h(x)= lim
j  
E GE (x, y) .j ( y) dy
E GE (x0 , y) .j ( y) dy
for a sequence [.j]j=1 of nonnegative nonzero functions in C

0 (E) such
that [Supp .j]j=1 has no accumulation points on E and goes to infinity
(cf. [M1, H]). Then the boundary Harnack inequality and an energy
estimate (cf. [CFMS, Sta]) imply that h vanishes on E in the sense of
(4.1). Thus, as a direct consequence of the definition of CM-estimate (see
Section 5) and Theorem 6.2, we have the following.
Theorem 6.3. Suppose that E is an unbounded locally Lipschitz domain
of Rn, and that CM-estimates hold for (L, E). Let D be a domain satisfying
the conditions (i) and (ii) of Definition 6.1. Then E is a small end of D; thus
UP does not hold for D.
7. Necessary and Sufficient Conditions for UP
In this section we prove Theorems 1.1, 1.2, and 1.3, and we give several
examples concerning the uniqueness of nonnegative solutions of (1.1)(1.3).
Proof of Theorem 1.1. In Example 2.5 in Section 2, we have already
shown that UP holds if : &1. Suppose that :< &1. Then B: is a special
case of the domain 0 f defined by (1.9) with f (r)=r: and
0=[x$ # Rn&1; |x$|<1]. Thus we have shown already in Subsection 5.3
that all the assumptions of Theorem 5.5 are satisfied for B:, which implies
that CM-estimates hold for (L, B:). Hence Theorem 6.3 shows that UP
does not hold for B:. Q.E.D.
Proof of Theorem 1.2. The result of Subsection 5.3 and Theorem 6.3
show that UP does not hold for 0 f if the integral of the left-hand side of
(1.10) converges. It remains to show that (1.10) implies the uniqueness.
Suppose that (1.10) is satisfied. First, consider the case when rf (r)c for
a positive constant c. Then, along the line given in Example 2.5 in Section
2 we can choose such functions \p and g as
\p(x)=Cx21 , g(R)=CR (7.1)
































































for some constant C>0. Thus Theorem 2.3 implies that UP holds for 0 f.









for a positive constant C. Hence Theorem 2.3 and (1.10) implies UP.
Q.E.D.
Proof of Theorem 1.3. Combining Theorems 2.3 and 6.3, we get the
theorem. Q.E.D.
We can generalize Theorem 1.3 as follows.
Theorem 7.1 Let E be as in Theorem 1.3. Let D be a domain such that
E/D/Rn"[x # E; x1>1] and all the hypotheses of Theorem 2.3 are
satisfied with D replaced by D"E . Then UP holds for D if and only if UP
holds for E.
Proof. Since the capacity of the set [x # E; x1>1] is positive (cf.
[H]), Theorem 6.3 implies that if UP does not hold for E, then it does not
for D either. Next, suppose that UP holds for E. Then the proofs of
Theorems 1.1 and 1.2 say that the hypotheses of Theorem 2.3 are satisfied
for E, which are satisfied, by assumption, for D"E , and so also for D.
Hence UP holds for D.
A surprising example is obtained as a special case of Theorem 7.1.
Example 7.2. Let D=Rn"[x # E; x1>1], where E is the domain (in
Theorem 1.3) for which UP does not hold. Then UP does not hold for D.
However, we claim that CM-estimates do not hold for (L, D). Let
H=[(x1 , x$) # Rn; x1<0]. Choose a positive L-harmonic function h in H
vanishing on H. Since UP holds for (L, H),
|
H
GH(x, y) h( y) dy=. (7.3)
Construct a positive L-harmonic function f on D by (6.3). Since GHGD
and hf we have
|
D
GD(x, y) f ( y) dy=. (7.4)
This proves the claim.
The following example is similar to but different from Example 7.2 in the

































































Example 7.3. Let :<0, and choose a sequence [rk]k=2 such that











Sk>[(x1 , x$) # Rn; x1>1, |x$|<x:1]+ . (7.5)
Let us show that UP holds for D if and only if &1:<0. First, suppose
that :< &1. Then the same argument as in the Subsection 5.3 shows that
CM-estimates hold for (L, D). Furthermore, we can construct a positive
L-harmonic function h in D vanishing on D as follows. Choose an
increasing sequence [Dj]j=1 of locally Lipschitz domains such that
j=1 Dj=D and 

k=2 [x # R
n; |x|=Rk]/D1 , where Rk=rk+r:k4.
Along the line given before Theorem 6.3, construct a positive L-harmonic
functions hj in Dj vanishing on Dj such that hj (x0)=1 for a fixed point
x0 # D1 . By the maximum principle and the Harnack inequality, for any
k2 there exists a positive constant Ck such that for all j
hjCk on [x # Dj ; |x|Rk].





Thus, choosing a subsequence, we get the desired function h. Hence UP
does not hold for :<&1. Second, suppose that &1:<0. Let u be a
nonnegative solution of (1.1)(1.3), and 0<$<min(1, - T ). As in Exam-
ple 2.5, we have
u(x, t)C1 exp(C2 R2k) on [ |x|=Rk]_[0, T&$
2],
where C1 and C2 are positive constants depending only on $. Let u~ be the
extension of u to Rn_(0, T ) defined by u~ (x, t)=0 on Dc_(0, T ). It is also
valid as Lemma 5.7 that u~ is a subsolution on Rn_(0, T ), i.e., (t+L) u~ 0.
By the maximum principle,
u~ (x, t)C1 exp(C2R2k) on [ |x|Rk]_[0, T&$
2].
Thus there holds the same inequality for u on [x # D; |x|Rk]_
[0, T&$2], which, together with Lemma 3.2, shows that UP holds for D.
Here we should put emphasis on the point that we have not used
boundary estimates in proving UP. In general, when the boundary of a
































































domain (like this example) has no unbounded component, we can remove
the conditions (i), (ii), and (iii) in Theorem 2.3 by assuming that the closed
set F and the function \p(x) in Theorem 2.3 have appropriate additional
properties.
The domain in the following theorem is interesting in the point that it is
not narrow at infinity but CM-estimates can hold for it. It is a modification
of the domain given in [BC, Theorem 3].
Theorem 7.4. Let L=&2 on R2. Let :<0, and D a simply connected
domain given by
D=O1 _ O2 _ O3 ,




[(x, y) # R2; |x&k|<k:, 0<y2],
O3= .
k2
[(x, y) # R2; |x&k|< 12 , 2<y<3].
Then UP holds for D if and only if &1:<0.
Proof. First, suppose that :<&1. Then the same argument as in the
proof of Theorem 3 of [BC] shows that CM-estimates hold for D. Further-
more, the boundary Harnack inequality holds since each box of O3 con-
sidered separately is a Lipschitz domain. Thus, by Theorem 6.2, UP does
not hold for D. Second, consider the case when :&1. Then the same
argument as in the proof of Theorem 1.1 shows that UP holds for D.
We conclude this section with a comment on our approach to the
uniqueness problem.
Remark 7.5. There are several ways of grasping the meaning of the
boundary condition (1.3). In this paper we have taken the meaning of (1.3)
as (1.7). Therefore, in proving the nonuniqueness, we have needed an
additional condition ensuring the existence of positive L-harmonic function
vanishing on D in the sense of (4.1) even if CM-estimates hold for (L, D).
As for another interpretation of (1.3), a potential theoretic approach based
upon the Martin representation theorem might be possible.
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1. When D is a locally Lipschitz domain (cf. the definition before Theorem 6.3), we can
give a rather general picture about when UP does not hold for D via the parabolic Martin
representation theorem (cf. [M3, Theorem 1.2; CC], and references therein). That is, UP does
not hold for a locally Lipschitz domain D if and only if there exists a sequence [ yj]j=1 in D
such that yj   as j   and
lim
j  
P(x, yj , t)
P(x0 , yj , {)
>0
for some x, x0 # D and 0<t<{T, where P(x, y, t) is the smallest fundamental solution for
(t+L, D).
2. Let D:=R2"[(x1 , x2); x1>2, |x2 |=x:1] for a real number :, and D&=
R2"[(x1 , 0); x1>2]. Then we can observe (cf. Theorem 7.1 and Example 2.7) the following
interesting phenomena which look queer but can be interpreted by the notion of a small end,
introduced in Section 6: (1) When : &1, UP holds for D: ; (2) when &1>:> &, UP
does not hold for D: ; (3) but UP holds again for D& .
3. When UP does not hold, the following problems are raised naturally: (1) What is the
structure of all nonnegative solutions of (1.1)(1.3)? (2) What is a natural condition at infinity
which assures uniqueness and existence of a nonnegative solution of (1.1) and (1.3) with non-
negative initial data? No answer to the first problem seems to have been given. A partial
answer to a problem analogous to the second problem has been given by D. Eidus and S.
Kamin (Proc. Amer. Math. Soc. 120 (1994), 825830). A special case of their results is concer-
ned with the operator L= &\(x)&1 2 in an exterior domain D of Rn, n3, with density \
satisfying D |x| 2&n \(x) dx<. As a corollary of their results, UP does not hold in this case.
This can be shown also by our method because Theorem 4.1 and Lemma 5.1 can be applied
to this case without modification (although this type of operator is not treated explicitly in
this paper) with G(x, y)=cn |x&y| 2&n p( y) and a positive harmonic function h in D which
vanishes on D and approaches 1 as x  .
Appendix: Analytic Proof of Lemma 5.4
Lemma 5.4. Let U be an open subset of Rn. Suppose that there exist
positive constants R0 and ' such that for all x in U
CapB(x, 2R0)(B(x, R0) & U
c)'Rn&20 .









































































Proof. In this proof we let C be a positive constant depending only on
n and 4, whose value may change from one occurrence to the next. For
positive quantities f and g, we write f rg if there is C1 such that
C&1 f gCf.
In view of the monotonicity of the Green function and the monotone
convergence theorem, we may assume that U is bounded. For a moment
we fix x # U and write B=B(x, R0) and B*=B(x, 2R0). By CB* we denote
the L-capacity on B*. Let K=B"U and let uK=GB +K be the L-capacitary
potential for K, i.e.,
0uK1 on B*,
uK=1 on K outside a polar set,
CB*(K)=&+K &,
+K is supported on K .
We observe that CB*(K)rCapB*(K) and GB*rgB* on B_B. Hence





where the last inequality follows from the assumption. Thus 1&uK (x)
1&C'. By |(x, E, D) we denote the L-harmonic measure of E in D
evaluated at x. The maximum principle yields
|( } , U & B*, U & B*)1&uK on U & B*,
whence




GU ( } , y) dy, v=|
B*

































































where B**=B(x, 4R0). We observe that
u&v is harmonic in U & B*,
u=0 on U outside a polar set.
Let &u&U=supU u. By the maximum principle
u&v&u&U |( } , U & B*, U & B*) on U & B*,
and, in particular,
u(x)v(x)+&u&U |(x, U & B*, U & B*).
Since GB**rgB** on B*_B*, it follows from the calculation that
v(x)CR20 . This, together with (1), yields
u(x)CR20+&u&U (1&C').
This inequality holds uniformly for x # U. Taking the supremum over
x # U, we obtain
&u&UCR20+&u&U (1&C').






The lemma is proved.
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