A multiple kernel fusion method combining two multiresolution histogram face descriptors is proposed to create a powerful representation method for face recognition. The multi resolution histogram descriptors are based on local binary patterns and local phase coding to achieve invariance to various types of image degradation. The multikernel fusion is based on the computationally efficient spectral regression KDA. The proposed face recognition method is evaluated on FRGC 2.0 database yielding very impressive results.
Introduction
Recognising faces under uncontrolled lighting conditions and blur either due to misfocus or motion is one of the most important challenges for practical face recognition systems. The problem is aggravated by a high dimensionality of the face data and a small sample size.
Most previous works on face recognition make use of raw image data as input to a linear transformation which maps the image to a point in a space, called face subspace. This point is defined by the coefficients of the face image projection into the associated bases, exemplified by [1] [2], Eigenface [3] and Fisherface [4] . However, the performance of such methods degrades when the cropped face image is acquired in changing illumination or is degraded by blur.
In contrast, histogram-based features, such as the Local binary pattern histogram (LBPH) [5] , Local Phase Quantisation histogram (LPQH) [6] and the histogram of Gabor Phase Patterns (HGPP) [7] , have gained reputation as powerful and attractive texture descriptors showing excellent results in terms of accuracy and computational complexity in face recognition, as these features, which capture the information about the spatial relation of facial regions, are partially invariant to these degradation. In these methods, the face image is first partitioned into a large number of small regions from which pattern histograms, representing the local texture of face images, are extracted. The recognition is performed using the nearest-neighbour classifier. Chan et al. have extended the LBP histogram [8] and LPQ histogram [9] methods to provide a multiresolution representation which further exhibits robustness to face misalignment. These extensions have been demonstrated to achieve excellent results in Feret, XM2VTS and BANCA databases. It is well known that multiple cues enrich the representation of any object. This has been demonstrated also for faces. Face representations derived from the complementary sources of information presented in Table  1 have been shown to achieve better performance than single best representation. It is evident from Table 1 that with the exception of [10] the reviewed fusion studies always involve integrating information emanating from different image domains rather than using different face representations which are derived from a single domain. Moreover, most systems in Table 1 apply either a score fusion or a feature level fusion method. It is therefore of interest to investigate a novel mechanism -multiple kernel fusion-for combining different face representations computed from an intensity image. We focus on the an intensity domain, as it is more robust to changes in image acquisition conditions (camera, illumination).
This paper presents a computational and statistical framework for integrating two different descriptors, Multiscale LBPH and Multiscale LPQH for face recognition in 2D grey-scale image domain. These descriptors are selected because of their invariance to monotonic illumination changes and blur. The framework relies on the use of kernel-based statistical learning methods. These methods represent the data by means of a kernel function which is the non-linear function of similarities between pairs of face descriptors. One of the reason for the success of kernel methods is that the kernel function measures the similarity between query face image descriptors and those derived from the training set in an implicitly infinitely dimensional space. Each kernel therefore extracts a specific type of information from the training set, thus providing a partial description or view of the query image. A unique combined kernel obtained from the individual kernels formed by the two descriptors is then projected into the Fisher space for face recognition. Paper is organised as follows. In Section 2 we introduce the image descriptors adopted, as well as a computationally efficient kernel matching method. The problem of fusion is discussed in Section 3. The experimental results are presented in Section 4, leading to conclusions in Section 5.
Ref.
Image Domain Face representation Fusion Method [11] Infrared and Visible Images Wavelet Feature fusion [12] 2.5D, Curvature, Visible Images Gabor Kernel fusion [13] Color Image LBPH Feature and Score fusions [10] Intensity Image Gabor, LBPH Score fusion [14] Color Image Frequency feature Score fusion [15] Color Image Gabor, MLBPH, Frequency Feature Score fusion [16] Global, intrinsic faces Frequency Feature Score fusion [17] Global, intrinsic faces Gabor, Frequency Feature Score fusion Table 1 : Summary of the fusion methods in different face recognition systems
Histogram Features

Local Binary Pattern
The LBP operator, shown in Equation 1, extracts information which is invariant to local monotonic grey-scale variations of the image. During the LBP operation, the value of current pixel, f c , is applied as a threshold to each of the neighbours, f p (p = 0, · · · , P − 1) to obtain a binary number. A local binary pattern is obtained by first concatenating these binary bits and then converting the sequence into the decimal number. Using circular neighbourhoods and linearly interpolating the pixel values allows the choice of any radius, R, and number of pixels in the neighbourhood, P, to form an operator
Local Phase Quantisation Pattern
The local phase quantisation(LPQ) [6] pattern is robust to blur effects. The phase information of LPQ can be extracted using the two dimensional windowed Fourier transform (2DWFT).
where E u , size = 1 × z 2 , is a basis vector of 2DWFT with frequency u, and f x , size= z 2 × N , is a vector containing image pixel values in N x at each x location. The window function, w(x) is a rectangular function in this work. The transform is computed at four frequency points,
T . a is a highest scalar frequency for which W ui > 0. Thus, only four exponential complex functions are needed as a filter bank to yield eight resultant complex images consisting of 4 filtered images of the real part and 4 images of the imaginary part of the transform. A whitening transform [6] is applied to decorrelate F u (x) to improve the system performance. Each pixel of the resultant complex image can be encoded into a binary value shown in Equation (3) by applying the quadrant bit coding.
This coding method assigns 2 bits for every pixel to represent the quadrant in which the phase angle lies. In fact, it also provides the quantisation of the Fourier phase feature. LPQ is a binary string obtained, for each pixel, by concatenating the real and imaginary quadrant-bit codes of the eight Fourier coefficients of u i . The binary string is then converted to the decimal number by Equation (4) to produce a LPQ pattern
In digital image processing, blur effects can be modelled by a discrete linear relationship defined by a convolution between the image intensity and a point spread function (PSF). In the Fourier transform, the phase of each harmonic of the blurred image is the sum of the phase of the original image and phase of the PSF. If the PSF of blur is a positive even function, it will act as a zero-phase low-pass filter. In other words, the LPQ representation is invariant to blur if the cut-off frequency of blur (PSF) is greater than that of the LPQ filter.
Multiscale Pattern Histogram
A multiresolution representation can be obtained by varying the filter size, z × z, and combining the resulting pattern images. Such a representation [9] [8] has been suggested for face recognition and the results reported for this application show that the accuracy is better than that of a single scale pattern method. As a multiresolution representation defined by a set of pattern operators of different filter size may give an unstable result because of noise, this problem can be minimised by using aggregate statistics, exemplified by histogram. There are several advantages in summarising the patterns in the form of histogram. First, the statistical summary can reduce the feature dimension from the image size to the number of histogram bins. Secondly, using histogram as a set of features is robust to image translation and rotation to a certain extent and therefore the sensitivity to mis-registration is reduced. Finally, although the effect of unstable pattern responses due to noise is attenuated by histogramming, it can further be reduced by controlling the number of histogram bins and /or projecting the histogram to other spaces.
In our approach, pattern operators defined on a neighbourhood Q, for an instance LBP or LPQ, at R scales, are first applied to a face image. This generates a grey level code for each pixel at every resolution. The resulting Pattern images are cropped to the same size and divided into non-overlapping sub-regions, M 0 , M 1 ,..M J−1 . The regional pattern histogram for each scale is computed as
is a Boolean indicator. r is the scale index and z is the width or height of the pattern filter. The set of histograms computed at different scales for each region M j provides regional information. L is the number of histogram bins. By concatenating these histograms into a single vector, we obtain the final multiresolution regional face descriptor.
KDA using Spectral Regression (SR-KDA)
Kernel Discriminant Analysis is a non-linear extension of LDA which maps the original measurements into a higher dimensional space using the "kernel trick". If ν denotes a projective function into the kernel feature space, then the objective function for KDA is
where C b and C t denote the between-class and total scatter matrices in the feature space respectively. A solution to Equation 7 leads to the eigenvalue analysis problem C b = λC t . It is proved in [18] that equation 7 is equivalent to
where
T is the eigen-vector satisfying KAKw = λKKw. A = (A l ) l=1,··· ,n is a (m×m) block diagonal matrix of labels arranged such that the upper block corresponds to positive examples and the lower one to negative examples of the class. K is an m × m kernel matrix such that
, where Φ(k s1 ) and Φ(k s2 ) are the embeddings of data items k s1 and k s2 . Each eigenvector w gives a projection function ν into the feature space. It is shown in [19] that instead of solving the eigen-problem in KDA, the KDA projections can be obtained by the following two linear equations
where φ is an eigenvector of A, I is the identity matrix and δ > 0 is a regularisation parameter. Eigen-vectors φ are obtained directly from the GramSchmidt method. Since (K+δI) is positive definite, the Cholesky decomposition, (K + δI) = R T R is used to solve the linear equations in Equation 9 and the obtained result, R is a upper triangular matrix. Thus, the solution of the linear system becomes
i.e., first solve the system to find vector θ and then vector w. In summary, SRKDA, W kda = [w 1 , w 2 , · · · , w c−1 ], only needs to solve a set of regularised regression problems and there is no eigenvector computation involved. This results in great improvement of computational cost and allows to handle large kernel matrices. Complexity Analysis The computation of SR-KDA involves two steps: (i) response generation which is the cost of the Gram-Schmidt method, and (ii) regularised regression which involves solving (c − 1) linear equations using the Cholesky decomposition where c is the number of classes. As in [20] , we use the term flam, a compound operation consisting of one addition and one multiplication, to measure the operation counts. The cost of the Gram-Schmidt method requires (mc 2 − 
System Fusion
We investigate two frameworks for information fusion: Score level fusion and Kernel level fusion as shown in Figure 1 . Score level fusion: In the case of score-level fusion, for each representation the face recognition system is trained individually using SR-KDA. The output from each classifier is then combined using the sum rule. Kernel level fusion: Given multiple features (MLPQ, MLBP), each kernel function produces a square matrix in which each entry encodes a particular notion of similarity of one face to another. This kernel formalism also allows these multiple features to be combined. Basic algebraic operations such as addition maintain the key property of positive semi-definiteness and thus allow a simple but powerful algebra of kernels. For example, it is possible to combine kernels computed from MLPQ and MLBP such that kernel K = K M LP QH + K M LBP H . Once the kernels are combined, SR-KDA is then applied for feature extraction. It should be noted that this Kernel-level fusion has a speed advantage over the score-level fusion as only one classifier is required. In contrast, for score-level fusion, separate classifiers are required for the individual face representations.
Experimental Result
The Face Recognition Grand Challenge version 2 data set is used to evaluate the proposed framework. The faces of this database collected in controlled and uncontrolled environments are divided into training and test sets. The training set contains 12,775 images from 222 subjects, while the test set data contains 24,042 images from 466 in which 222 subjects are common to the training set but their image are not shared with the training set. We focus on experiments, EXP 1 and 4, in this work. EXP 1 is designed to measure the performance of face verification from frontal images taken under controlled illumination. In EXP 1, 16,028 images from 466 subjects are used to establish 16, 028 × 16, 028 Face images are extracted with the ground-truth annotated eye positions and scaled to a size of 142 × 120 (rows × columns). The cropped faces are photometrically normalised by the Preprocessing sequence approach(PS) [10] . This photometric normalisation method is designed to reduce the effects of illumination variation, local shadowing and highlights, while still keeping the essential visual appearance information for the use in recognition. Our objective is to evaluate the MLPQH and MLBPH descriptors and their combination. For MLBPH, ten LBP operators from r = 1 to 10 with P = 8 are employed to represent the face image, while eight LPQ operators from z = 3 to 17 for MLPQ. The coded images are then divided into 9 non-overlapping regions and the kernel vectors based on the local histograms are generated in the testing stage. In this work, we have used RBF kernel with Chi-squared (X2) and Euclidean distance (ED) metrics:
where A is a scalar which normalises the distances. Following [21] , A is set to the average Chi-squared or Euclidean distance between all elements of the kernel matrix. The default value of regularisation parameter δ = 0.01 is used in all experiments.
In kernel fusion (MLBPH+MLPQH KDA), the kernel vectors of MLBPH and MLPQH in each region are fused together and projected into SRKDA space to represent the regional discriminative facial descriptors. The final similarity score is obtained by summing the similarity, i.e. normalized correlation, of regional discriminative descriptors. On the other hand, in Score level fusion (MLBPH KDA+MLPQH KDA), SRKDA is applied to each of histogram descriptors and then the similarity score is fused by averaging the similarity scores. For the benchmark systems, the score level fusion of LDA version of MLBPH and MLPQH (MLBPH LDA+MLPQH LDA), MLPQH LDA and MLBPH LDA are evaluated and the state of art methods are also reported in Table 2 .
Compared to Linear Discriminant analysis-based systems, the Kernel Discriminant analysis performs significantly better in EXP 1. However, there is no significant difference between the performance of the RBF kernel with Chisquared (X2) and Euclidean distance (ED) metrics. As expected, the performance obtained when combining two different face representations is better than the performance of the individual representation, except for PS MLPQ+KDA(ED) + PS MLBP+KDA(ED) in EXP 1. Kernel fusion always outperforms score level fusion. Our proposed frameworks using kernel fusion to combine two different face representations achieves slightly better performance than the system combining the scores from global and intrinsic face images [17] . However, the result of our proposed method is not better than the method in ICB2009 [15] where [17] 98.00 86.00 AMFG07' [22] 83.60 INNS09' [13] 83.4 TIP08' [14] 79.40 79.90 80.30 ICB09' [15] 92.40 CVPR05'LBP+KLDA(X2) [23] 97.40 CVPR05'LBP [23] 79.90 CVPR05'KLDA [23] 82 this complicated method integrating different face representations, such as LBP, Gabor and Fourier features in colour domain achieves better performance. Nevertheless, we argue that any system using colour may not be robust in the real environment and also has a heavy computational cost.
Conclusions
We have presented a kernel fusion method for integrating two new robust descriptors for face recognition under uncontrolled lighting conditions and blur. Tested on the challenging FRGC 2.0 database, our proposed framework achieves better performance than the score level fusion. It also outperforms all state of the art method in comparable conditions. The proposed method provides an alternative solution for integrating the descriptors together to achieve robust performance. Acknowledgements: This work is supported by the EU-funded Mobio project grant IST-214324,(www.mobioproject.org).
