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There are quantum solutions for computational problems that make use of
interference at some stage in the algorithm. These stages can be mapped into the
physical setting of a single particle travelling through a many-armed interferometer.
There has been recent foundational interest in theories beyond quantum theory.
Here, we present a generalized formulation of computation in the context of a many-
armed interferometer, and explore how theories can differ from quantum theory and
still perform distributed calculations in this set-up. We shall see that quaternionic
quantum theory proves a suitable candidate, whereas box-world does not. We also
find that a classical hidden variable model first presented by Spekkensa can also
be used for this type of computation due to the epistemic restriction placed on the
hidden variable.
I. INTRODUCTION
There are algorithms available for quantum computers that perform particular tasks
faster than any known deterministic classical algorithm [1–7]. It is argued by Cleve et al. [6]
that the quantum efficiency arises from the ability of quantum computers to usefully leverage
interference within their algorithms: a process that is not possible with a classical computer.
That is, quantum algorithms incorporate stages where one prepares a superposition of bit-
strings, enters this into some device (typically determined by the input to the problem), and
then interferes the output from this device in order to extract information useful for solving
the computational task.
There has been much foundational interest in operational theories that go beyond quan-
tum theory, perhaps incorporating quantum theory as a limiting case, or even replacing it
in yet-unencountered regimes. Often, one considers a set of fundamental principles (axioms)
and uses these to derive quantum theory (see e.g. [8–13]). By testing these foundational prin-
ciples one can validate quantum theory as a good description of reality; by relaxing them one
can create foil theories (alternatives) that exhibit contrasting behavior to quantum theory,
which might be observable in experimental tests.
In particular, one class of post-quantum theories known as box-world concerns itself with
theories that are more non-local than quantum theory [14–18]. If such non-local states ex-
isted, it has been shown that they would make certain tasks involving distributed computing
trivial [19, 20]. Moreover, recent studies have explored the possibility of computation in post-
quantum theories [21–25], particularly showing that non-trivial interference in a theory may
be used as a resource for computation beyond the known classical limit [25].
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2Here, we shall consider the implementation of computation specifically in the context of
branching interferometers—devices such as the Mach–Zehnder interferometer (fig. 1) that
have set of spatially disjoint arms traversed by a single particle. Building on recent work
that extends the concept of interference beyond quantum theory [26–31], we consider the
case where the traversing particle has a spatial “which branch?” degree of freedom described
by a post-quantum theory. We shall probe whether the interferometric devices described by
these theories allow for the behaviour required for computation.
FIG. 1: Mach–Zehnder interferometer. A photon incident from the upper branch is
put into a superposition of both spatially disjoint branches by the first beamsplitter. Phases
φ0 and φ1 are induced on each arm. The branches recombine at the second beamsplitter,
and if φ0 = φ1, then the photon finishes in the upper branch with certainty. If
|φ0 − φ1| = π, then the photon finishes in the lower branch with certainty.
In particular, we will focus on the interferometric implementation of the Deutsch–Jozsa
algorithm [1, 2, 6] and Grover’s algorithm [4, 7]. We will discuss how to represent this type
of algorithm interferometrically in a generalized setting. We will then show that this cannot
be implemented by gbits in box-world, but can be extended into quaternionic quantum
theory. Finally, we will consider the case of Spekkens’ toy model [32, 33], a classical hidden
variable theory, which is made to exhibit certain aspects of quantum behavior by imposing
a restriction on the allowed states of knowledge of the system. In this case, we find that
it is explicitly the epistemic restriction that makes interferometric computation possible,
even though non-trivial dynamics are also possible on the states of the underlying hidden
variable.
II. INTRODUCTION TO POST-QUANTUM THEORIES
The GPT framework.— We will find it convenient to adopt the framework of general-
ized probabilistic theories (GPTs) as presented for instance in [9, 11, 34]. This framework
amounts to taking the operational view that a system can be described in terms of the mea-
surements made on it, and the outcomes associated with any given measurement. The states
of the system are then a collection of probability distributions over these measurements. It
is assumed that by knowing the statistics of some finite number of different measurements
(an informationally complete set), one can infer the probabilities of the outcomes of any
measurement made on the system. These inferred probabilities are known as the state of
the system, which can thus be written as a real-valued vector ~s. Likewise, there is a natural
dual space of measurement outcome effects, which are functionals that act on states to give
the probability associated with any particular measurement outcome. An effect is written
3as a real-valued (co-)vector ~e, such that for some outcome i associated with effect ~ei, the
probability that this outcome occurs for a state ~s is given by the inner product P (i|~s) = ~ei ·~s.
For example, consider a (classical) coin which has either “heads” or “tails” facing upwards.
The state of the coin may be written as ~s = [P (heads) , P (tails)]T, and the effects associated
with heads and tails are ~eH = (1, 0) and ~eT = (0, 1) respectively. By inspection, ~eH · ~s =
P (heads). Following a fair toss, the state would be written ~s =
(
1
2
, 1
2
)
and the probability
of being in heads (or tails) is obviously given by 1
2
.
A more involved example would be to describe the state of the elementary two-level quan-
tum system: the qubit. By knowing the outcome probabilities of measurements associated
with the Pauli matrices (σx, σy and σz), one can fully recreate the state (i.e. density matrix
in the quantum formalism). Thus, within the GPT framework, one can express the qubit
state as a real positive vector:
~s =


P (X = +1)
P (X = −1)
P (Y = +1)
P (Y = −1)
P (Z = +1)
P (Z = −1)


. (1)
FIG. 2: Qubit and gbit state-spaces. LHS shows the allowed states a qubit can take.
RHS shows the allowed states a (three-measurement) gbit can take. The uncertainty
principle prevents the qubit from taking arbitrary states.
In quantum theory, there are restrictions on the probability distributions for the mea-
surements within a state. For instance, a state where P (Z = +1) = 1 and P (X = +1) = 1
is disallowed because it violates the uncertainty principle. Because the set of eigenvec-
tors of the Pauli matrices form a mutually-unbiased basis, if any Pauli matrix measure-
ment has an outcome which occurs with certainty (probability 1), then the outcomes for
all other Pauli matrix measurements occur randomly according to a uniform distribution.
The uncertainty restriction is very much a property of quantum theory, following from the
Cauchy-Schwarz inequality (see e.g. [35]) as applied to a Hilbert space. Geometrically, the
4constraints on allowed statistics imposed by the uncertainty relation (specifically as formu-
lated by Schro¨dinger [36, 37]) correspond to restricting the valid states of the qubit to a
sphere (see appendix A). This is illustrated on the LHS of fig. 2.
It is possible to conceive of alternative theories where this restriction does not hold.
Gbits, which form the single-system state-spaces in box-world, admit any valid probability
distribution (subject to the requirement that all measurements normalize to the same value).
A gbit composed of three binary measurements could be written in exactly the same form
as the quantum bit (eq. (1)), but without the uncertainty principle, its state-space is given
by a cube, as illustrated on the RHS of fig. 2.
Finally, we remark that transformations in the GPT framework are linear maps between
allowed states. We shall explicitly consider normalization-preserving transformations. For
classical theories (where there exists a single informationally complete measurement), the
normalization-preserving transformations are exactly the set of stochastic matrices acting
on a probability vector, whereas in general they have a slightly more complicated form (see
Theorem 7 in [34]). In all cases, they are real-valued matrices. Reversible transformations
take the state-space to itself and are thus the automorphism group of the state-space (or
some sub-group thereof if there are other restrictions imposed on the theory). For example,
single-qubit reversible transformations are given by SO(3) ⊂ O(3), whereas gbit reversible
transformations correspond to the finite group formed by relabelling measurements and
measurement outcomes (e.g. for three binary measurements, this gives the octahedral group
of cubic symmetries).
Spekkens’ toy theory.— Spekkens has presented a classical hidden-variable toy theory
that replicates many of the features of quantum theory [32, 33], through the introduction of
an epistemic restriction that restricts states to only contain half the amount of knowledge
required to fully determine the hidden variable. The elementary system in this model consists
of four classical possibilities (i.e. two bits), of which only one bit of information can be known.
We can pictorially represent the four ontic possibilities as , , and .
The valid single-bit epistemic states thus consist of two ontic possibilities, and can be
divided into three groups of mutually-exclusive pairs:
{
,
}
,
{
,
}
and
{
,
}
,
which by analogy with quantum theory we label as the ±1 outcomes of X , Y and Z respec-
tively. These pairs of states are naturally associated with measurements that ask which of
the two options is consistent with the underlying ontic state. Following any measurement,
the ontic state is moved to one of the supported possibilities with equal probability (pre-
venting the violation of the epistemic principle by making two different measurements in a
row). From this, it follows that if a measurement is made on an epistemic state which itself
is not one of the outcomes of the measurement (e.g. measurement vs. made on the
state ), then either outcome should occur with equal probability.
Although this theory not a priori part of the GPT framework, it can be naturally extended
by taking the convex combination of the statistics of these states [29] (cf. other treatments
in [38, 39]). The states may then be written in terms of the X , Y and Z statistics, and
represented by a vector in the form of eq. (1), making it naturally comparable with qubits
and three-measurement gbits (sharing the same effects for these measurements). The set of
allowed states can be plotted on Cartesian axes, as shown in fig. 3. The statistics spanned
without an epistemic restriction form a tetrahedron, whereas with the epistemic restriction,
one has an octahedron (identical to the convex hull of one-bit stabilizer states [40]). Because
transformations in Spekkens’ toy theory correspond to permutations on the hidden variable,
for a single bit they are given by the automorphism group of the tetrahedron S4; not all of
the symmetries of the octahedron are allowed.
5FIG. 3: State-spaces of Spekkens’ toy theory and the underlying hidden variable.
LHS shows the ontic tetrahedron of states that the hidden variable can take. RHS shows the
epistemic octahedron of states of Spekkens’ toy model that satisfy the epistemic restriction.
III. INTRODUCTION TO GENERALIZED PHASE AND INTERFERENCE
In this paper, we shall consider phase as presented in [29–31] (cf. the extension of Sorkin’s
hierarchical family of interference patterns [26–28]). Phase between possibilities is one of
the most remarkable features that distinguishes quantum theory from classical probability
theory, when it comes to describing a degree of freedom: Much as knowing the amplitude
of a classical wave is not sufficient to predict how two waves interfere, simply knowing the
probability associated with a particular possibility is not in general sufficient to predict
the behavior of a quantum system. For example, consider a binary degree of freedom (0
vs. 1), described by a qubit (that is, the two “possibilities” correspond to outcomes |0〉
or |1〉 in the computational basis). The quantum states |+〉 = 1√
2
(|0〉+ |1〉) and |−〉 =
1√
2
(|0〉 − |1〉), when measured in the computational basis, are equally likely to give either
outcome. However, |+〉 and |−〉 differ in their phases between the two possibilities |0〉 and
|1〉. Thus, after a Hadamard gate H = 1√
2
(
1 1
1 −1
)
is applied to the two states: H|+〉 = |0〉
and H|−〉 = |1〉, the two states would give opposite answers in the computational basis with
certainty.
For quantum theory in general, for some basis {|ξj〉}, all states of the form |ψ〉 =∑
j aje
iφj |ξj〉 for aj , φj ∈ ℜ with fixed values of {aj} will have the same statistics with
respect to the {|ξj〉} measurement for all values of {φj}. Moreover, any transformation of
the form Uξ =
∑
j e
iαj |ξj〉〈ξj| will not alter the {|ξj〉} statistics. Transformations of this kind
are known as phase operations. In quantum theory, it is as pertinent to consider the set of
allowed unitary matrices of this form as it is the set of allowed values of {φi} in |ψ〉; one
can generate a state with arbitrary {φi} values from some reference state, and free choice of
the operation Uξ.
This concept can be extended to the GPT framework as follows [29]:
Definition 1 (Phase operation). A transformation T is a phase operation associated with
6a measurement M if it never alters the statistics associated with M , such that:
~ei · ~s = ~ei · T~s (2)
for every effect ~ei associated withM , and every state ~s admitted in the theory. In the case of
the reversible transformations, the phase restriction induces a sub-group of transformations
which we refer to as the phase group.
We shall be interested in particles traversing through branching interferometers (e.g. the
Mach–Zehnder interferometer in fig. 1). Particularly, one measurement of the GPT state
(say, Z) distinguishes which branch (spatially disjoint arm) of the interferometer that the
traversing particle is in. That is, each branch i is associated with a different effect ~zi of
this measurement Z, such that if the traversing particle (represented by state ~s) is definitely
passing through branch i, then ~zi · ~s = 1. For the interferometers we shall consider, these
possibilities are mutually exclusive: for all states ~s, ~zi · ~s = 1 implies ~zj · ~s = 0 for all other
branches j 6= i. Naturally, there are states where the particle is not in any particular branch
with certainty. For any GPT other than classical theory, the measurements other than the
“which branch?” measurement Z encode the “phase” information of the state. If we imagine
some physical element that might be added to a branch that does not cause the particle to
jump between branches (such as a piece of glass altering the optical path-length), then the
operation on the state naturally corresponds to a phase operation with respect to Z.
However, we need an operational method of identifying whether a particular transforma-
tion can be implemented on a particular branch. It is not a priori obvious if every trans-
formation in the phase group can be induced by an action taken locally on one particular
branch. In quantum theory, one might by convention associate
Ui = e
iΦ
(
eiφi |i〉〈i|+
N∑
j 6=i
|j〉〈j|
)
(3)
with an action taken on branch i. The set of all such φi in one branch determines a subgroup
of the
⊕NU(1) phase group. This form guarantees that an action taken on, say, branch 1
does not induce a phase difference between remote branches 2 and 3; only for a two-branch
system are the two groups are identical, due to the global U(1) phase freedom. As the
above form does not obviously generalize beyond Hilbert spaces, we will use the following
operational concept to identify the local subgroups in general theories [30]:
Definition 2 (Branch locality). A transformation Ti can be localized to branch i if it does
not alter any states that have no probability of being in branch i. For position measurement
effect ~zi associated with branch i, where ~s¬i is an arbitrary state with no support on branch i:
~e · ~s¬i = ~e · Ti ~s¬i ∀ ~e, ~s¬i ∈ {~s | ~zi ·~s=0} ↔ Ti ~s¬i = ~s¬i. (4)
Any T that satisfies this for branch i may be said to be localizable to branch i; though
this does not imply that T can only be localized to i; for example, the identity element 1
satisfies branch locality for all branches in every theory. It is shown in appendix B that
definition 2 implies the conventional quantum form written in eq. (3).
This is a locality restriction, because it captures an intrinsic quality of something being
“over here” instead of “over there” (cf. “non-locality” in the context of CHSH-Bell viola-
tion [14–17], which concerns itself with the impossibility of quantum local realism). Without
7branch locality, one would find it conceptually very difficult to ever isolate an experiment
from the rest of the universe: every action taken everywhere would have to be taken into
account in order to predict the outcomes of an experiment. Thus, we will axiomatically
impose branch locality as a reasonable restriction on the behavior of any spatially-disjoint
interferometer.
IV. INTERFEROMETRIC COMPUTATION: CONSTANT VS. BALANCED
Deutsch–Jozsa algorithm.— Suppose there is some function f : {0, 1}⊗n → {0, 1}, which
is guaranteed either to be constant such that f(x) for some bit-string x ∈ Bn = {{0, 1}⊗n}
evaluates to the same value for all choices of input, or balanced such that f (x) = 1 for
exactly half of the inputs (and 0 for the other half). Classically one might need to test f
with up to 2n−1 + 1 inputs before it could be verified to be constant (a balanced function
could be discovered after 2 inputs, but might look constant for the first 2n−1 tests). However,
by inputting a quantum bit-string into the device, the Deutsch–Jozsa algorithm [1, 2, 6] can
verify whether the function is constant or balanced in just one query. The efficient quantum
encoding [6] involves n+1 qubits, and a “quantum oracle” which performs an f -controlled-
NOT gate that evaluates f on the first n qubits and applies a NOT gate on the final qubit
if f(x) = 1. By preparing all of the qubits in the |+〉 = 1√
2
(|0〉+ |1〉) state, the final qubit
remains as |+〉 if the function is constant and goes to |−〉 = 1√
2
(|0〉 − |1〉) if it is balanced.
There is also a simple single-photon interferometry experiment that solves the fixed vs.
balanced problem using one large degree of freedom. Suppose each path encodes a different
bit-string (x ∈ Bn). A beamsplitter (or series of beamsplitters) can be used to prepare a
coherent superposition of all possible bitstrings, written as
(
1√
2
)n∑
x∈Bn |x〉. The function
f can then be encoded as a collection of phases induced on branch x such that if f(x) = 0
then a phase shift of 0 is applied to branch |x〉, and if f(x) = 1 then a phase shift of
π is applied. Thus, the unitary phase operation
∑
x∈Bn e
ipif(x)|x〉〈x| is applied over all 2n
branches. Finally, a set of beamsplitters is used to execute the operation H⊗n. If f is
constant, then the photon will always be found in branch 0, and if it is balanced the photon
will never be found in branch 0. By placing a detector in this branch, it is possible to tell
if f is balanced or constant in a single run of the experiment. The single-bit version of this
protocol is exactly implemented by a Mach–Zehnder interferometer (fig. 1).
Such an implementation is arguably not as efficient as the Deutsch–Jozsa algorithm, as it
requires 2n branches (and hence 2n optical components), but does not require any entangling
gates. However, when treated as an oracle problem, this solution only requires one oracle
query: i.e. can be performed by passing just one single photon through the system, and so
if transmission of data to and from the oracle is the expensive part of the task (say because
half of the experiment is very far away, or the oracle charges per access [7]), then this could
still be viewed as an efficient solution with respect to oracle calls.
For certain functions, this interferometric approach may still be as good as possible if
one also takes into account the complexity of the oracle query itself. Suppose one randomly
picks a function f : Bn → B, such that the inputs x ∈ Bn that evaluate to 1 are randomly
distributed (i.e. do not follow some compressible pattern such as “the answer is 1 if the
first bit is 1”). Specifying this function would be akin to writing down a bit-string of
length 2n, and the circuitry required to implement it as an oracle would be correspondingly
complex. In the worst case, the oracle would have to distinguish all 2n inputs to decide the
8answer, corresponding to a look-up table with 2n elements. This approach maps naturally to
the interferometric set-up presented here: the index of the interferometer’s many branches
correspond to the value to be looked up, and the presence or absence of a phase plate encodes
the stored value in the table.
In this article, we shall focus on the interferometric algorithm, as it can be considered
purely in the context of phase and interferometry, in a way that naturally generalizes beyond
quantum theory, and allows for interesting exploration of post-quantum dynamics.
Interferometric computation in generalized probabilistic theories.— Let us now
address the interferometric computation of the constant vs. balanced problem in general-
ized probabilistic theories. We will make the assumption that all theories we consider are
operational such that there is a method of preparing any state in the state-space, and that
all statistics required to specify the state of the system can be extracted by some kind of
measurement (if the experiment is repeated enough times). This broadly amounts to ab-
stracting away the initial and final beamsplitters (as well as the measurement device) and
instead focusing our attention on the central region where the branches are spatially disjoint.
This central region corresponds to an interferometric oracle query within the algorithm,
and the operations done here are specified by the algorithm’s input (the function f). The
general treatment of post-quantum oracles is subtle [22]. For instance, in the circuit formal-
ism of the Deutsch–Jozsa algorithm, one uses a control gate incorporating phase kickback—a
phenomenon in quantum theory where the transformation induces a locally-unobservable
phase on the system it acts on, but this phase takes on operational consequence when con-
sidered in the context of a coherently controlled operation. Requiring the existence of such
phase kickback in general restricts the theories that may be used [24]. However, the in-
terferometric set-up considered in this article is a single (not multi-partite) system, and all
relevant phases are operationally represented by this system’s state. Thus, we do not require
the full formalism of post-quantum oracles here, but instead focus on the properties a theory
requires to perform computation specifically using a branching interferometer.
We wish to identify theories that allow us to find interferometric oracles for all possible
functions f : Bn → B, and then from the output of this oracle, determine the answer to
the constant vs. balanced problem in a systematic manner. In particular, we shall consider
a distributed regime where at each of the 2n branches of the interferometer there is an
independent agent, and each locally calculates f(x) and chooses a phase plate to add to
their branch based on the result of their calculation. (Equivalently, we could think of the 2n
branches of the interferometer as encoding a lookup table for the outputs associated with
each input to f .) The transformation induced by agent x’s phase-plate should not depend
on the outcomes of f(y 6= x) obtained by the other agents, but it might be dependent on
which branch the agent is in. Crucially, we require that the transformation induced by each
agent is compatible with branch locality on that branch.
For a theory to implement such an oracle query as an interferometer, we suggest the
following criterion:
i. For every bit-string x ∈ Bn, there must be at least two choices of transformations T 1x
and T 0x that can be applied locally to branch x, which may be associated with f(x) = 1
and f(x) = 0 respectively.
If the theory does not admit both T 1x˜ and T
0
x˜ for some value of x˜, then there could be
no operational distinction between the oracles corresponding to functions f and g where
f(x˜) = 0 and g(x˜) = 1 but f(x) = g(x) for all other x 6= x˜.
9The input to the algorithm (the function f) is mapped onto a particular choice of oracle.
We require that the other aspects of the circuit (namely, the state input to the oracle; and
the choice of measurement that extracts statistics from the oracle’s output state) are hence
independent of the algorithm’s input f . In quantum theory, this would amount to using the
same set of beamsplitters for every choice of f . This is expressed by our second criterion:
ii. There must be some effect ~eC such that when the output state ~sout is measured, ~eC·~sout =
1 if f is constant, and ~eC ·~sout = 0 if f is balanced, for at least one input state ~sin chosen
independently of f .
The statement of this criterion is specific to the constant vs. balanced problem. Related
criteria could be formulated for other computational tasks (such as Grover’s algorithm, as we
shall discuss in section V), whereby the conditions on ~eC are slightly different. However, the
criterion for a different problem solvable by an interferometric computation should maintain
independence from the computation’s input f , and the choices of state input to the oracle
and the measurement made on that oracle’s output.
Note that here we have strictly required a deterministic output to the measurement (in
direct analogy with the quantum Deutsch-Jozsa protocol): there must be a single measure-
ment that determines whether f is constant or balanced. A slightly looser requirement would
be that there is some ~eC such that ~eC · ~sout > 12 if f is constant, and < 12 if f is balanced,
such that the two classes of f may ultimately be distinguished by enough repetitions of the
experiment.
Quantum theory.— As expected, quantum theory is compatible with both require-
ments. In general, an agent x can implement U1x = −|x〉〈x| +
∑
i 6=x |i〉〈i| if f(x) = 1 and
U0x =
∑
i∈Bn |i〉〈i| = 1 otherwise. Transformations of this form are compatible with branch
locality (proven explicitly in appendix B), and can be composed in any order (the operations
are all diagonal in the same basis) such that the overall effect of all the agents is to induce the
operation Uf =
∑
x∈Bn e
ipif(x)|x〉〈x|. By preparing the initial state |+〉⊗n, one can perform a
final measurement in the X ⊗ · · · ⊗X basis (i.e. by applying H⊗n followed projecting into
|0 . . . 0〉). This has probability of a positive outcome given by p = 1
2n
|∑x∈Bn eipif(x)|2. As
f(x) = 0 contributes a term e0 = 1 and f(x) = 1 contributes eipi =−1, we see that p= 1
when f is constant as the global sign does not matter, and p=0 for any balanced f because
half the addends will cancel out the other half.
Classical theory.— On the other hand, classical theory does not permit this algorithm,
but rather fails at requirement i since it does not admit any non-trivial (i.e. other than 1)
phase transformations [29], and so Tx = 1 always. There will therefore be no way to encode
any measurable information about f through actions taken on the separate branches, and
so the final measurement will only depend on the initial state ~sin.
Box-world single systems (gbits).— We can confirm the suggestion made in [30]
that if the “which branch?” freedom of an interferometer is described by a gbit (where one
of the gbit’s principle measurements corresponds to the traversing particle’s position), then
this system cannot implement any interferometric computation1. In particular, criterion i
fails because no transformation can be localized to any subset of branches (proven for the
general case in [30]) without violating branch locality in some way, and so the agents on the
separate branches have no way of encoding the outcome of f(x).
1 It should also be noted that implementing the Deutsch–Jozsa algorithm to solve this problem on a
collection of gbits (i.e. in the circuit picture) can also not be done in box-world, because the f -controlled-
NOT gate will not be an allowed transformation, according to the restrictions on correlating dynamics
shown in [42].
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Let us see this explicitly for the n = 1 case, where the “which-branch?” measurement
is a binary degree of freedom and the family of gbits are d-dimensional hypercubes. As
d = 1 is just classical theory, we shall consider the simplest non-trivial example, d = 2.
The state-space of this theory is given by a square (sometimes called a square bit), and the
phase-group is Z2, consisting of either doing nothing (1), or exchanging the statistics of the
complementary measurement (X-flip). Writing the position and complementary measure-
ments as Z and X , we note that any operation branch local to Z = 1 must not change states
where P (Z = 1) = 0. However, as the action of X-flip is independent of Z, there is a state
where Z = −1 and X = 1 which will be turned into one where Z = −1, X = −1 when the
X-flip is applied. Thus, the X-flip operation cannot be applied branch locally at Z = 1.
Similar logic rules it out localization to Z = −1, and hence we see that although X-flip is in
the global phase group, it cannot be assigned to either branch. The only remaining group
element is 1, and this does nothing, and hence the localizable phase dynamics are trivial.
If it were possible to apply 1 and X-flip from each branch, then the algorithm could be
performed as an interferometric computation. However, as they cannot, such a calculation
can only be done by global phase, in which 1 is applied globally if the function is constant,
and X-flip if it is balanced (and then ~eC = ~x+ such that ~x+ · ~s = P (X = +1) could
satisfy criterion ii). This effectively reduces the problem to a trivial oracle that answers the
question “is the function constant or balanced?” and no longer has the structure that allows
the problem to be treated as a distributed computation.
That there is a global implementation, but not a local one, highlights a key difference
between interference in box-world and interference in quantum theory. Processes that in-
duce phase shifts in an intrinsically non-branch-local way (such as by the Aharonov–Bohm
effect [41] in which switching on a magnetic solenoid between two branches induces a geo-
metric phase) may still be plausible in box-world. In quantum theory, any phase operation
induced by the Aharonov–Bohm effect could be equivalently induced by pieces of glass placed
in each branch: there are no operations in the phase group G (in this case ⊕NU(1)) that
are not in the union of all the operations local to each branch
⋃
i Gi. On the other hand, in
box-world
⋃
i Gi = {1}, and so even if there is a process that can induce a non-trivial global
phase (such that G 6= {1}) there is no way to generate this phase from local operations.
Thus, whilst quantum theory could do the algorithm distributing f over many branches,
the best that is admissible in box-world would constitute of a single agent who evaluates all
values of f to see if it is constant or balanced, and then applies the global operation (e.g.
switches on a solenoid, or some analogue thereof) only if it is constant.
d-balls and quaternionic quantum theory.— A d-ball is the generalization of the
single-qubit Bloch-sphere into d dimensions, by generalizing the three binary measurements
into d such measurements (see e.g. [13, 43–45]). For states with d measurements {Xi}, the
state-space satisfies a quantum-like uncertainty relation given by
∑
i
(
P (Xi = 1)− 12
)2 ≤ 1
4
,
such that if any measurement has a certain outcome, all others are uniformly random.
Geometrically, this corresponds to a d-dimensional hypersphere. Excluding reflections (by
analogy with quantum theory), the automorphism group of a single d-ball state-space is given
by SO(d), and the phase group after fixing the values of one measurement is SO(d− 1).
Let us first consider single-bit systems. First, we note that all operations in the phase
group can be implemented locally on either branch. Intuitively, this is because for each
branch, there is a unique state that has no support on that branch, and as this state has
uniformly random outcomes for every measurement except the position one, it is invariant
under application of SO(d− 1), and thus will never violate the requirement of branch locality.
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Ignoring d = 1 as it is classical, and d = 2 (because it only has a non-trivial phase group if
reflections are permitted), we see that for d > 2, we can pick a π (generalized) rotation about
the Z axis and each agent can apply the same rotation when f(x) = 1 (and do nothing when
f(x) = 0). The algorithm will then work exactly as the 1-bit quantum case did; and there
will be a measurement whose outcome changes from one value to another if f(0) 6= f(1).
(As we only need the identity and one other operation, which forms an Abelian subgroup
isomorphic to integer addition modulo 2 (Z2), the issues of commutativity addressed in [45]
should not cause problems in the implementation of this algorithm.)
The general algorithm is trickier to discuss, as the spherical shape of the state-space
is specific to a two-level system (and thus generalizations of this will not provide obvious
insight as to what measurements and transformations are possible on a N = 2n level sys-
tem). However, the d-balls are in general the state-spaces associated with two-level systems
described by a Jordan algebra [46], which includes real-valued (d = 2), complex (d = 3) and
quaternionic [48] (d = 5) quantum theory (i.e. variants of quantum theory where the Hilbert
space is on a different field). Thus, at least in these cases, we might attempt to address
the n-bit problem using the appropriate algebra. (By using the many-level single-system
approach, we also dodge the bullet of attempting to compose a multipartite system of n
d-balls, where in general it is tricky to find the joint state-space since the tensor-product of
such state-spaces is not uniquely defined.)
Let us then single out the example of quaternionic2 quantum theory. Beyond the opera-
tional probability vector representation appropriate for any GPT (e.g. the two-level quater-
nionic state-space is the 5-ball), states in quaternionic quantum theory may also be repre-
sented similarly to those in complex quantum theory: as both positive semi-definite density
matrices in general, or as quaternionic vectors HN for pure states. The reversible operations
on a quaternionic state are elements of the symplectic group Sp(N) [49]. We may express
pure quaternionic states using the bra-ket notation, noting that the inner product between
bras and kets is now the symplectic product (i.e. to turn a quaternionic ket into a bra, we
must transpose and apply quaternionic conjugation to it [48]).
As shown in shown appendix C, an N -level quaternionic system contains
⊕N Sp(1) in its
phase group (where Sp(1) are the unit quaternions; isomorphic to SU(2)). Moreover each
Sp(1) addend corresponds to operations that can be applied locally on a particular branch,
and quaternionic states that different only by a sign are operationally indistinguishable (i.e.
there is a Z2 global phase, much like the U(1) complex quantum global phase).
In the context of evaluating f , each agent could thus choose between implementing 1
or −1 ∈ Sp(1) (where −1 · −1 = 1 and corresponds to changing the quaternionic phase of
a possibility by a real factor of −1) on their branch depending on the outcome of f . One
can prepare the quaternionic superposition state 1√
N
∑
j |j〉 (much like in complex quantum
theory), and the action of the agents over the N branches will be to introduce phase of −1
in front of either all, none or exactly half of these terms. Because of the Z2 global phase, the
two balanced functions will result in operationally indistinguishable states; and in general,
any function f could be replaced by its negation without changing the statistics output by
the interferometer3.
2 Quaternions may be thought of as the extension of the field of complex numbers [47] to include three
different imaginary elements i, j and k such that ii = jj = kk = ijk = −1. See appendix C and [48, 49].
3 In general balanced functions which are not negations of each other result should result in operationally
distinguishable statistics for some measurements, even if they all satisfy ~eC ·~s = 0. This can be conceptually
understood by discarding half of the branches and performing interferometry on the remaining half: the
choice of branches included in the subset in will general govern whether the subset is balanced, constant
or neither, and if it was one of the first two, then a lower-dimension version of the algorithm should work
on these. It would thus be disingenuous if all balanced functions resulted in the same statistics.
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Finally, we must argue for the existence of a quaternionic beamsplitter whose effect is
to sum together all these terms. This can be seen by noting that Sp(N) is isomorphic to
U(N,H), which contains the usual quantum Hadamard gate that only contains real numbers
and is sufficient for this task. (In general, there will be more types of quaternionic beam-
splitters than of quantum beamsplitters; but we only need one for this algorithm). Thus
requirement ii is also satisfied, and we hence conclude that an interferometric computation
to solve the constant/balanced problem can be done in quaternionic quantum theory.
Spekkens’ toy model.— Let us consider the 1-bit implementation of the problem
in the context of Spekkens’ toy model. By comparison of the behavior of Spekkens’ toy
model and the underlying hidden variable without the epistemic restriction, we can see
explicitly how the uncertainty principle makes the algorithm possible. The phase group
reversible operations that preserve the Z measurement of Spekkens’ toy model is Z2⊕Z2 =
{1234, 2134, 1243, 2143} (using the one-line permutation notation). By application of branch
locality to the state-space of the underlying hidden variable, we find that the upper branch
can locally execute the operations Z2 ⊕ 1 = {1234, 2134} and the lower branch can locally
execute 1⊕Z2 = {1234, 1243} (and if both branches implement a non-trivial transformation
the final element 2143 is performed). This may be seen visually in fig. 4.
FIG. 4: Localisable dynamics for the underlying hidden variable state-space of
Spekkens’ toy theory. The phase group Z2 ⊕ Z2 splits into a different subgroup for each
branch (drawn on LHS). For the lower branch, there is a line of states with support on this
branch: the states on the upper branch, drawn in the middle figure. Branch locality
mandates that each of these states must not be altered by a transformation on the lower
branch, and so one can either do nothing or exchange and , resulting in the group
1⊕ Z2. Similarly, for the upper branch, states with no support (RHS) must not be changed,
and this allows only for doing nothing or exchanging and , yielding the group Z2 ⊕ 1.
Without the epistemic restriction, the operations on the two branches correspond to two
disjoint permutations. Thus, there is no way for any action done by an agent on one branch
to be cancelled out by an action done by the agent on the other. However, the single-bit
Deutsch-Jozsa algorithmic is effectively a distributed modulo-2 addition. There will be no
way for constant and balanced f to result in mutually exclusive output states. For example,
suppose was input, and each agent applies 1 if f(x) = 0, and the non-trivial element
otherwise; the outcomes when the function is constant will be or , and if the function
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is balanced will be or . This failure is more subtle than that of box-world: here, we
can find an encoding of f(x) outcomes to operations on branch x that seemingly satisfies
requirement i, but there is no such choice of encoding that allows an appropriate effect
to be found that satisfies requirement ii. No single measurement can distinguish between
these two cases, and one would have to perform complete tomography on the state (hence
identifying f) before one could say if f were constant or balanced. This fails even the weaker
version of requirement ii: no single effect has ~eC · ~s > 12 if and only if f is constant. One
might interpret this as there being a complete lack of global phase in the ontic state-space,
such that the action on one branch cannot cancel out with the action taken on another (cf.
complex and quaternionic quantum theory where diag (−1, 1) and diag (1,−1) are equivalent
to each other, since they only differ by a global phase).
This is no longer the case when we apply the epistemic restriction that turns the clas-
sical variable into Spekkens’ toy model. The state-space is now subject to a quantum-like
uncertainty principle such that if the outcome of Z is known with certainty, no degrees of
freedom remain. This implies that branch locality no longer divides the phase group into
two separate subgroups, but rather admits for the application of any element in Z2 ⊕ Z2
from either branch. Thus both agents could choose (for example) to execute 1234 when
f(x) = 0 and 2143 when f(x) = 1. These operations will combine to form a representation
of Z2, and hence the single-bit Deutsch algorithm will be possible once more. For example,
→ when f is constant and → when f is balanced, which can be distinguished
through a measurement of X .
In terms of the hidden variable, allowing for these operations leads to remarkable be-
haviour. If one were to interpret and as lying definitely with one agent and and
with the other (reasonable under branch locality; see fig. 4) then with the epistemic re-
striction, an agent can seemingly violate branch locality on the hidden variable, and change
the state of the system even when it has no support in her branch. However, because of the
epistemic restriction, this violation can never be observed. A similar phenomenon can be ob-
served in another famous hidden variable theory: Bohmian mechanics [50–52]. In Bohmian
mechanics it is possible [52] to construct a set-up involving an entangled pair of particles
entering Stern–Gerlach devices at two different positions in space, such that if the exact
initial position of the one of the particles was known, at one detector it would be possible
to determine from the final trajectory taken by the particle whether or not a measurement
had made by the remote detector, violating no-signalling. However, because knowing the
initial position is forbidden, this violation is avoided by an epistemic restriction.
V. UNORDERED DATABASE SEARCH: GROVER’S ALGORITHM
A classical search to find one record in an unordered database containing N entries
requires on average N/2 queries, whereas Grover’s algorithm [4] provides a quantum method
which can determine this after O
(√
N
)
queries. Much like the Deutsch–Jozsa algorithm,
one can implement the Grover algorithm without recourse to entanglement by building a
sufficiently large single-system set-up [7]. In such a set-up, one passes a single particle
through a series of beamsplitters such that it is in a superposition over all N branches.
These N branches are connected to the database, which could be thought of as N black
boxes, one containing a phase plate that induces a π phase shift, and the rest do not change
the phase. The database could be thought of as a function f(x) = {0, 1} where f(x) = 1 for
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only one value of x, and f(x) = 0 otherwise. Following this, the output branches are passed
through a second set of beamsplitters, and an additional phase-shift of π is added to the
first branch only. This entire process is repeated
√
N times, after which it is highly likely
(p > 1
2
) that the particle will be in the branch corresponding to where the π phase plate is.
Much like the many-branch implementation of constant vs. balanced problem, a larger
number of optical components are required to prepare the superposition states of an N level
system. However, if the resource to be minimized is the number of times the database can be
probed (e.g. because it is far away; or charges per access, whereas interferometric apparatus
is free), then the N -branch implementation (as opposed to the qubit implementation) of this
algorithm is just as efficient.
The unordered search addressed by Grover’s algorithm is slightly less straightforward to
classify than the constant vs. balanced problem. Certainly, we will still need requirement i
to be true in order to build our database; in this case the function f is no longer constant
or balanced, but rather guaranteed to only be 1 for one value of x. Thus, every theory
which failed on this requirement (classical bits, boxworld) will also be unable to provide
the coherent oracle required for Grover’s algorithm. In the box-world case, as with the
constant vs. balanced problem, one can only admit a “global oracle” which trivially sets
the state such that it flags the correct value of x satisfying f(x) = 1). On the other hand,
quaternionic quantum theory admits all the components required (local phase-shifts and
beamsplitters), which will work in the same way as in quantum theory, and so should allow
an implementation of Grover’s algorithm.
In this article, we considered the post-quantum implementation of Grover’s algorithm
explicitly as a many-branch interferometer, with the physical constraints that this entails.
Other works have focused on the computational efficiency of similar algorithms in post-
quantum theories. Fernandez and Schneeberger [21] demonstrate that any complex quan-
tum circuit can also be efficiently implemented using “real bits” (qubits disallowing complex
numbers– that is, the Jordan algebra with circular state-spaces) efficiently; and that quater-
nionic circuits may likewise be efficiently simulated by quantum bits (provided one picks
an ordering for the quaternionic gates to be simulated). This would imply that Grover’s
algorithm is as good in these theories as quantum theory, provided that the circuit can be
realised and an appropriate oracle defined (see discussion in [22]). Grover’s algorithm has
also been considered in the context of Sorkin’s hierarchy of interference by Lee and Selby
[25]. The authors show, in the context of additional assumptions, that allowing for higher
order interference effects than possible in quantum theory (e.g. theories where three-slit in-
terference patterns can’t be explained as mixtures of pair-wise interferences, unlike quantum
theory [26]) does not improve on the O(√N) efficiency possible in quantum theory.
VI. SUMMARY
By treating spatial degrees of freedom in the framework of generalized probabilistic theo-
ries, we have seen that interferometric computation can be extended beyond quantum theory.
The usefulness of a theory was shown to be very much reliant on the structure of available
dynamics. In particular, locality considerations dictate whether the process can be inter-
preted as a distributed computation performed by many agents. We ruled out box-world as
the dynamics could not be localized to different branches, and so the only interferometric
solution to either the constant vs. balanced or the unordered search problems would require
a trivial oracle that directly answers the question.
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On the other hand, in theories with interesting dynamics interferometric computation
is once more possible. In complex and quaternionic quantum theory, which both contain
a non-trivial unmeasurable global phase group that is also contained within every branch
local subgroup, we saw that it is possible for the agents to act on separate branches in such
a way that both of the constant functions produce the same operational output state.
Finally, when we considered Spekkens’ toy hidden variable model, we found that the
computation was made possible explicitly by the imposition of an uncertainty principle,
which censored the measurement of non-local behavior in the underlying underlying state,
in a manner that is similar to the censorship of locality violations arising from hidden
variables in Bohmian mechanics.
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Appendix A: The uncertainty relation, and the qubit state-space
The Cauchy–Schwarz inequality, as applied to complex Hilbert spaces, states that
〈ξ|ξ〉〈χ|χ〉 ≥ |〈ξ|χ〉|2 (A1)
for complex vectors |ξ〉 and |χ〉 (see, e.g. [35]). From this, we can derive a bound on the
product of variances of measurement operators—that is, the Schro¨dinger–Robertson uncer-
tainty relation [36, 37]—and the spherical shape of the qubit state-space when expressed as
the expectation values of Pauli operators.
Consider a pair of operators A and B both acting on some quantum state |ψ〉. Ineq. (A1)
implies that |〈ψ|AB|ψ〉|2 ≤ 〈ψ|A†A|ψ〉|〈ψ|B†B|ψ〉 for any |ψ〉. When A and B are also
Hermitian, then
|〈ψ|AB|ψ〉|2 ≤ 〈ψ|A2|ψ〉〈ψ|B2|ψ〉. (A2)
For Hermitian A and B, (〈ψ|AB|ψ〉)† = 〈ψ|BA|ψ〉 = 〈ψ|AB|ψ〉∗, and so 〈ψ|(AB+BA)|ψ〉 is
a real number equal to twice the real part of 〈ψ|AB|ψ〉. Similarly, 〈ψ|(AB−BA)|ψ〉 is purely
imaginary, equal to twice the imaginary part of 〈ψ|AB|ψ〉. Using | • |2 = ℜe (•)2+ℑm(•)2,
we thus find that 4|〈ψ|AB|ψ〉|2 = |〈ψ|(AB +BA)|ψ〉|2 + |〈ψ|(AB −BA)|ψ〉|2. Substituting
this in ineq. (A2):
|〈ψ|[A,B]|ψ〉|2 + |〈ψ|{A,B}|ψ〉|2 ≤ 4〈ψ|A2|ψ〉|〈ψ|B2|ψ〉, (A3)
where we have written the commutator [A,B] = AB−BA and the anti-commutator {A,B} =
AB +BA.
Suppose we pick some state |ψ〉, and two Hermitian observables X and Y , then the
matrices A =: X−〈X〉1 and B =: Y −〈Y 〉1 (where 〈•〉 := 〈ψ| • |ψ〉 is the expectation value
of measurement • of state |ψ〉) are also Hermitian. We may evaluate
[A,B] = [X, Y ], (A4)
{A,B} = {X, Y } − 2 (X〈Y 〉+ Y 〈X〉) + 2〈X〉〈Y 〉1, (A5)
A2 = X2 − 2X〈X〉+ 〈X〉21, (A6)
B2 = Y 2 − 2Y 〈Y 〉+ 〈Y 〉21. (A7)
Taking the expectation value of the above on the same state |ψ〉 yields:
〈[A,B]〉 = 〈[X, Y ]〉, (A8)
〈{A,B}〉 = 〈{X, Y }〉 − 2〈X〉〈Y 〉, (A9)
〈A2〉 = 〈X2〉 − 〈X〉2, (A10)
〈B2〉 = 〈Y 2〉 − 〈Y 〉2. (A11)
The last two expressions are the variances ∆M2 := 〈M2〉 − 〈M〉2 of X and Y respectively.
Substituting these into the Cauchy–Schwarz inequality (ineq. (A3)) leads us then to
Schro¨dinger’s statement of the uncertainty relation [36]:
1
4
|〈[X, Y ]〉|2 + 1
4
|〈{X, Y }〉 − 2〈X〉〈Y 〉|2 ≤ ∆X2∆Y 2. (A12)
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This also implies the looser bound of the Robertson uncertainty principle [37], because
|〈ψ|{A,B}|ψ〉|2 in ineq. (A3) is never negative:
1
4
|〈[X, Y ]〉|2 ≤ ∆X2∆Y 2. (A13)
We may specialize the Schro¨dinger uncertainty principle of ineq. (A12) to a two-level
quantum system (qubit), and choose two of the Pauli matrices
{
σx =
(
0 1
1 0
)
, σy =
(
0 −i
i 0
)
, σz =
(
1 0
0 −1
)}
(A14)
(say σx and σy) as X and Y . Using [σx, σy] = 2iσz, {σx, σy} = 0, ∆X2 = 1 − 〈σx〉2, and
∆Y 2 = 1− 〈σy〉2, we find
〈σz〉2 + 〈σx〉2〈σy〉2 ≤ (1− 〈σx〉2)(1− 〈σy〉2), (A15)
which rearranges to
〈σx〉2 + 〈σy〉2 + 〈σz〉2 ≤ 1. (A16)
Thus, when the qubit state-space is paramaterized in terms of the expectation values of
Pauli matrices, the expectation values of pure states are bound by a sphere of unit radius.
Closing these pure states into a convex set (i.e. by allowing mixtures), we find that all qubit
states must be within the Bloch sphere.
Appendix B: Phase and branch locality in quantum theory
First, we show that the phase group of a projective measurement on an N -level quantum
system is given by
⊕N U(1).
Lemma 1. For an N-level quantum system, with a projective measurement Z, whose out-
comes may be expressed in terms of projectors
{
Zj = |j〉〈j|
}
j=1...N
(and
∑
j Zj = 1), all
reversible phase operations (i.e. satisfying definition 1) may be written in the form
U =
∑
j
eiφj |j〉〈j|. (B1)
Conversely, all matrices of this form are a phase operation with respect to Z.
Proof. We will use the isomorphism between states ~s and density matrices ρ, and between
effects ~e and measurement operators M , such that the inner product in both cases gives the
associated probability of a particular outcome ( ~e · ~s ↔ tr (Mρ)), and the fact that general
reversible quantum transformations act as ρ→ UρU † for U ∈ U(N). This allows us rewrite
the condition for a reversible phase operation with respect to { ~zi} (written in the GPT
framework as ~zj · T~s = ~zi · ~s ∀j, ~s) as an equivalent statement in the quantum formalism:
tr
(
ZjUρU
†) = tr (Zjρ) ∀ρ, j. (B2)
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This implies that [U,Zj] = 0 for all j, and so we can write U diagonally in the basis of Z,
U =
∑
j
eiφj |j〉〈j|. (B3)
To show the converse, because U of the above form commutes with all elements Zj,
and U †U = 1, we may use the cyclicity of trace to write: tr
(
ZjUρU
†) = tr (U †Zj Uρ) =
tr
(
U †UZjρ
)
= tr (Zjρ), which is exactly the phase condition written in eq. (C2).
From this, we can show the form an operation local to one branch must take agrees
with eq. (3):
Lemma 2. Branch locality implies that the change induced by a reversible quantum operation
Ui on a branch i in a set of disjoint branches can be most generally expressed by a complex
phase acting only on the ket |i〉 associated with being in that particular branch:
Ui = e
iΦ
(
eiφi|i〉〈i|+
∑
j 6=i
|j〉〈j|
)
. (B4)
Proof. For a branch i, and a state ρ¬i that has no support on i such that
tr (ρ¬iZi) = 0, (B5)
then a branch local operation Ui on branch i always satisfies
tr
(
Uiρ¬iU
†
iM
)
= tr (ρ¬iM) (B6)
for any observable M . This implies that
Uiρ¬iU
†
i = ρ¬i. (B7)
The most general state that satisfies eq. (B5) may be written in the Z basis as
ρ¬i =
∑
α,β 6=i
ραβ |α〉〈β|. (B8)
According to lemma 1, we can express a general quantum phase transformation with
respect to Z as U =
∑
j e
iφj |j〉〈j|, and consider its action on ρ¬i:
Uiρ¬iU
†
i =
∑
j
∑
α,β 6=i
∑
k
eiφjραβe
−iφk|j〉〈j|α〉〈β|k〉〈k| (B9)
=
∑
α,β 6=i
ei(φα−φβ)ραβ |α〉〈β|. (B10)
Therefore, for the condition in eq. (B7) to be satisfied, we require∑
α,β 6=i
ei(φα−φβ)ραβ |α〉〈β| =
∑
α,β 6=i
ραβ |α〉〈β|. (B11)
For this to hold, it must be true for every element |α〉〈β|, and this requires φα = φβ (or for φα
and φβ to differ by an unmeasurable multiple of 2π) for all α 6= i, β 6= i. A transformation
Ui local to branch i thus has the form
Ui = e
iΦ
(
eiφi |i〉〈i|+
∑
j 6=i
|j〉〈j|
)
(B12)
where Φ is some global phase that can be ignored.
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Appendix C: Phase and branch locality in quaternionic quantum theory
By using insights from Graydon [48], we can generalise the results of appendix B into
quaternionic quantum theory. A quaternion h ∈ H may be written h = a + ib + jc + kd
where a, b, c, d ∈ R and i, j and k are three types of imaginary number satisfying ii = jj =
kk = ijk = −1. Conceptually, the jump from complex numbers to quaternions is like the
jump from real numbers to complex numbers [47]. Moreover, in the same way that for n-
dimension vector-space the orthogonal group O(n) preserves an inner product between real
vectors, and the unitary group U(n) preserves an inner product between complex vectors,
there is a group known as the symplectic group Sp(n) which preserves an inner product for
quaternionic vectors [49].
Before we can talk about the quaternionic phase-group, we remark that it is indeed
meaningful to talk about quaternionic measurements. Much like in quantum theory, one
can find positive semi-definite quaternionic matrices {Ei} which act as effects that assign
probabilities to on quaternionic states ρ according to P = tr (Eiρ), and constitute a quater-
nionic measurement (guaranteed to give one outcome) when
∑
iEi = 1. Moreover one can
find sets of N such matrices satisfying EiEj = δijEi which constitute orthonormal projec-
tive measurements [48]. Much like the trace on complex matrices, the quaternionic trace is
basis-independent, and its arguments may be cyclically rotated [48].
Lemma 3. For an N-level quaternionic quantum system, with a measurement Z which
distinguishes perfectly between N possibilities, the group of diagonal quaternionic matrices
N⊕
Sp(1) , (C1)
are within the group of reversible phase operations (i.e. satisfying definition 1).
Proof. Take a set of quaternionic projectors {Zi}, and consider the most general reversible
transformation S ∈ Sp(d), which acts on a quaternionic state ρ as ρ→ SρS‡ (we shall use ‡
to represent the symplectic inverse such that SS‡ = S‡S = 1). The phase group condition
in definition 1 may be written in terms of quaternionic states, effects and transformations
as:
tr
(
ZjSρS
‡) = tr (Zjρ) ∀ρ, j. (C2)
If [Zj, S] = 0 for all j, then this will automatically be true for all ρ. However, we should be
careful, as unlike complex matrices, quaternionic matrices do not necessarily commute when
they are diagonal (because scalar quaternions do not in general commute), and so we cannot
automatically conclude that diagonal quaternionic matrices will satisfy this requirement.
However, we can use the quaternionic spectral theorem to find a basis where all Zj are real
and diagonal. In this basis the diagonality of S is sufficient to ensure that it can commute
with Zi (because ah = ha for a ∈ R, h ∈ H). Hence, we can choose an diagonal matrix of
quaternions for S, which in order to satisfy S‡S = 1 must be of the form
⊕
Sp(1) (i.e. each
diagonal element is a unit quaternion).
For the discussion in this text, we do not need to claim this is the most general quater-
nionic phase operation (although it may be so). However, we will show that within this
particular group, we can still find non-trivial subgroups of branch local operations.
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Lemma 4. An operation that induces an element of Sp(1) on a branch j, and does not
change the other branches except by a global phase of Z2 is consistent with branch locality
as applied to branch j.
Proof. The proof is similar to the case with complex quantum theory. For S to be local to
branch j with associated measurement effect Zj , then any state where tr (Zjρ) = 0 must not
be changed. For simplicity, we shall use a basis where Zj is real and diagonal (as is allowed
by the spectral theorem).
The density matrix of states with no support in branch j has element ρjj = 0. We can
argue that this means all other elements in row j and column j must be 0, using similar
logic as holds in the usual quantum case: Pure states in quaternionic quantum theory are
rank-1 projectors (Lemma 3.1.1 in [48]), which may be written |φ〉〈φ| (for quaternionic bras
and kets); and so any pure state with no support in branch j will have φj = 0; and as 0
conjugates to itself, this means that the entire row j and column j in the matrix are 0. As
mercifully hh‡ ≥ 0 for h ∈ H, if a state has no support for branch j, then every pure state
it is composed from (which is always possible according to the spectral theorem) must have
no support for branch j. Each of these will also only have 0s in row j and column j, and so
all of these elements in ρ will be 0.
When S is a diagonal matrix where every diagonal element is 1 except for Sjj, branch
locality will therefore automatically be respected for density matrices with 0s in row j and
column j. Hence, we can associate this choice of S ∈ Sp(1) with that branch.
Unlike with quantum theory, the global phase freedom for quaternions cannot be the
same Sp(1) phase freedom available to each branch: for h ∈ Sp(1), application of the global
phase G = diag (h, . . . h) gives GρG‡ = hρh‡, which amounts to conjugating every element
in ρ with h. Because quaternions do not commute, in general this will have a non-trivial
effect on ρ (even if h is restricted to a complex number). Only the real elements of Sp(1),
which correspond to {1,−1} = Z2, commute and thus are never observable globally. Hence
only Z2 can be taken as global phase operations which have no effect on any observable state
(see also Lemma 33 and discussion in Appendix B of [13]).
This works to our advantage: unlike a complex global phase, a quaternionic global phase
would cause us problems with commutativity: if two spatially disjoint agents could both act
to span the entire phase-group of a quaternionic two-level system, then relativistic observers
might disagree on what the resultant transformation should be, and this would ultimately
conflict with the objective reality associated with probabilistic clicks in the detector [45].
Without a quaternionic global phase, branch locality can divide the quaternionic phase
group up into subgroups, each of which with elements that commute with all elements in
the other subgroups. (The N = 2 case is discussed in [45], where the two phase groups
end up corresponding to the left and right isoclinic rotations in SO(4), and the only shared
element other than identity corresponds to the inversion 1→ −1, which is what we require
for our interferometric computation.)
