Abstract The objective of this paper is to compare the performance of a new proposed Measurement Assisted Partial Re-sampling (MAPR) filter against the performance of the Extended Kalman filter and the Mixture Monte Carlo Localizer within the context of a navigation algorithm for a dynamic 6 DoF system. In this paper, an autonomous underwater vehicle (AUV) is used as the dynamic system. The performances of the above three filters in resolving a navigation solution are assessed by giving the AUV a sequence of trajectories that highlight the sensitivities of the navigation algorithm to noise. This paper demonstrates that the MAPR filter is capable of computing an estimate that, like the EKF, takes into account the dynamics of the system, but like all particle filters is also capable of estimating non-Gaussian distributions.
I. INTRODUCTION
T HIS paper presents an alternative algorithm for resolving navigation solutions from noisy sensor measurements. The proposed algorithm is evaluated together with other existing methods using the same simulation environment and their respective performances are compared on the basis of the residual error in the generated navigation solution. The simulation environment represents a virtual autonomous underwater vehicle (AUV) environment where the kinematics of the vehicle's motion is simulated. The virtual measurements are generated from a reference model and are quantized and corrupted by noise to simulate the measurements produced by actual instruments. The set of sensors used in this model are found in Table I .
The problem addressed in this paper is that of data fusion (filtering). As with most inertial measurement unit (IMU) based navigation algorithms, an inertial navigation system (INS) algorithm [1] is used to integrate the linear acceleration and rotational rate measurements to form an estimate of the vehicle's state i.e. its position, velocity and attitude. Due to incorrect initial conditions in the states, and noise in the IMU combined with the integrative nature of the algorithm, the error in the estimate will always increase. 1-4244-0635-8/07/$20.00 ©2007 IEEE measurements from the correlated estimate [2] . 
P(A B)= P(B A)P(A)
where P(A) is the previous distribution of A, P(BIA) is the distribution of the new measurement projected from the measurement space into the state space; and P(B) is the distribution of the measurement occurring in the measurement space. This distribution is usually uniform and thus becomes a normalizing constant to ensure that the area of P(AIB) is 1, i.e., that P(A IB) is a true probability density function.
Converting Bayes rule into a recursive notation and allowing for the states to be dynamic, (2)-(5) are obtained [3] . Motion Model: A function (2) that relates the state of x at time k-i to the state of x at time k based on known properties of the system and the control noise vkl. Xk = fk-I (Xk-I I Vk-I ) (2) [4] , Markov Chain Methods which include Grid Based, K-D Trees, and particle filters. In this paper, the EKF and the particle filter are investigated in more detail.
A. Extended Kalman Filter The EKF reduces the infinite number of parameters required for the optimal solution to two by application of the assumption that the posterior is Gaussian in nature. A Gaussian distribution can be described at every point in the solution space using two parameters:-mean and variance. In the EKF these parameters are estimated using (6)-(9); Prediction stage:
Xklk-1 =fk-I (Xk-ljk-l, Vk-1) (6) Pklk-I Qk-l +Fk-lPk-lklFk-l The second class of Bayesian filter to be covered in this paper is the particle filter. The particle filter uses a different approach to the EKF to implement Bayesian filtering. The particle filter does not make the same simplifying assumptions as the EKF but instead makes an approximation of the posterior. This is achieved by using a finite number of particles that represent points in the solution space. Each particle is assigned a weight and this weight represents the solution of the posterior at the particle state. These particles are propagated through the solution space according to the dynamics of the posterior and the weight is modified based on the support from the likelihood. In this situation the particles represent a solution of the posterior. The advantage of this approach is that the approximation of the state error distribution can be arbitrary and can include features that would otherwise be lost in a Gaussian approximation. Such features could include multimodal distributions and the effect of the nonlinear motion on the distribution [5] .
Due to the finite number of particles within the particle filter, the constituent particles need to be re-sampled on an arbitrary or periodic basis to ensure that the particles are in a part of the solution space that provides the most information about the posterior. This re-sampling procedure has had much research and the analysis of the performance of various resampling algorithms is the focus of this paper. Some of the representative re-sampling algorithms found in the literature include; Sequential Importance Sampling (SIS); Sequential Importance Re-sampling (SIR) [3] ; Regularized; and Monte Carlo Localization (MCL).
The MCL, or more precisely the Mixture MCL [6] , [7] , is essentially an SIR algorithm with a certain percentage of the re-sampling weight dedicated to the likelihood, i.e., a percentage of the particles are re-sampled according to the likelihood. Out of the possible particle filter re-sampling algorithms, the Mixture MCL was chosen for comparison because it incorporates information about the measurement, i.e., likelihood to improve estimation performance. 
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An alternative algorithm which also uses measurement information to improve estimation is the proposed Measurement Assisted Partial Re-sampling (MAPR) filter. The MAPR filter is a new re-sampling algorithm to combat the re-sampling problems associated with the above algorithms. Re-sampling still occurs at every time step but the MAPR only re-samples particles that are "fit" for re-sampling and as such, at each iteration, there is minimal corruption of the estimated distribution.
II. PROBLEM STATEMENT
The navigation solution of any vehicle can be represented in the form of a nonlinear state estimation problem. Generally this is expressed as (10):
In discrete time, (10) is rewritten in the form given in (11):
( 1 1 Since only the kinematical elements of model are being considered and there is no direct influence from the control vector on the measurements, (12) can thus be simplified to;
To reduce the number of states to be estimated, the IMU's measurements were considered to be "virtual" control inputs. The simulated IMU data is connected to the control input of the algorithm under test. The DVL, compass and GPS measurements are combined to form the measurement vector and connected to the measurement input ofthe algorithm.
The resulting state estimation of the algorithm under test is differenced with the reference system output shown in Fig. 1 -2 to determine the residuals of the estimate. This error forms the principal data used in the analysis of the filters considered.
In the first simulation the vehicle pitch nears 900 at time 7 and 12 seconds. This highlights a problem encountered by most navigation algorithms. When the pitch = ±900 the roll and yaw are indeterminate due to the way that they are defined. In this simulation as the pitch nears 900, the roll and yaw do not become indeterminate but the algorithm does become increasingly sensitive to noise in the roll and yaw measurements. This will be a point of comparison in the analysis of the three filters presented. Aside from the discontinuity in the states caused by the pitch, the system is essentially linear as the nonlinear part can be effectively accounted for in a first-order Taylor Series expansion.
In the second simulation there is a significant amount of manoeuvring while the AUV is underwater, i.e., without GPS This trajectory comprises periods where there is significant maneuvering. One of these periods, highlighted above as a thick line, and represents the period from 500 to 600 secs. This section will used for analysis. Reference data is used to simulate measurements and then differenced with estimated trajectories to determine residual error.
In the following simulations both particle filters use 100 particles and the MCL uses a likelihood weighting of 50O. 100 particles were used for two reasons. Firstly, a particle filter with 100 particles is usually not sufficient to get a reliable estimate of a state vector with 9 states. The aim of using 100 particles is to highlight the performance of the MAPR filter with very small particle populations in comparison with other particle filters and the EKF. When estimating 9 states most particle filters need over 1000 particles to create a reliable estimate, with some systems using almost 100,000 particles to estimate 9 states. The Mixture MCL has been shown to work with 100 particles [7] but in that example only 3 states were estimated. Secondly 100 particles is a far more feasible number in terms of a real time implementation of a 9 state estimator. This is in contrast to the minimum 1000 particles required for alternative implementations.
IV. RESULTS
The following results are for the EKF, the MCL, and the MAPR filters simulated within the motion model as described previously. The results consist of the estimated trajectories produced from the three filters and the corresponding residual errors of each trajectory relative to the reference trajectory. Fig. 3 -5 show the estimated trajectories obtained using the MCL, EKF, and MAPR filters, respectively. The plots show that the EKF and MAPR filter have similar responses which is in contrast to the MCL filter despite the MAPR and MCL both being particle filters. These figures highlight the difference between the MCL and MAPR filter but are incapable of highlighting the difference between the EKF and the MAPR. Fig. 6 -8 are more interesting in that they highlight the residual errors. This allows more detailed observations of the dynamic behaviour of the filters, in particular the EKF and MAPR filter. As evident from Fig. 6 , the MCL filter's error has a discontinuous nature. Although the estimate is bounded, the estimate at each time step may occur anywhere within the bounds. This is due to the MCL filter sampling particles from the likelihood as well as the posterior which has the consequence that a fixed percentage of the particles are sampled from a distribution based on the measurement. This sampling scheme can cause problems when the measurement noise is large forcing particles to be placed at a large distance from the optimal position thus distorting the estimate. This is mostly evident in the position estimate due to the large amount of noise in these measurements. However, since all state estimates are linked by the particles it also affects the other states, even states that have less noisy measurements. Fig. 7 shows the residual error ofthe EKF and reveals that this error has minimal discontinuity thus maintaining an optimal estimate of the dynamics of the system. The reduced error is due to the Kalman filter's ability to find an optimal estimate from the correlation of the measurements, control inputs, and the system dynamics. This depends on the assumption employed by the Kalman filter that the system is linear and Gaussian. The system in the first simulation is only moderately nonlinear and any nonlinearity can be accounted for by the first order Taylor series expansion within the EKF. This has the consequence that the EKF should be the optimal solution for this system. The exception to this is the discontinuities at 7 and 12 seconds which are caused by the variability in the yaw and roll when the pitch is near + 900 , for example, when the vehicle is on its end. At this point the EKF incurs a significant error in the estimate due to it not being able to account for the discontinuity and its sensitivity to the measurements at that attitude. Fig. 8 shows the residual error for the MAPR filter and it is clearly evident that this filter has a response closer to the EKF than the MCL. This is due to not all the particles being resampled at every time step and thus the dynamics of the surviving particles influence the estimate. The above figures (Fig. 9 -10 ) highlight the EKF and MAPR residual errors during a u-turn manoeuvre at t = 540 sec. As can be seen in Fig. 9 is evident in Fig. 8 where the error surrounding the discontinuity is significantly less in magnitude than that of the EKF in Fig. 7Fig . . These results show that MAPR filter has a response equivalent to the EKF's in terms of maintaining the dynamics ofthe estimate.
V. CONCLUSION This paper shows that the proposed MAPR filter, out performs the MCL filter for a given number particles, in terms of the estimation tracking error i.e., after convergence. It also shows that the MAPR is capable of maintaining the systems dynamics within the estimation much like the EKF while maintaining the benefit of particle filters such as nonlinear motion, and nonlinear measurement errors.
This fusion of particle filter and EKF characteristics is of great interest in autonomous vehicle navigation, especially underwater vehicles, due to the particle filters' ability to accurately track dynamic vehicle motion including nonlinear measurements while being inherently capable of incorporating map matching for navigation and SLAM for map generation.
Future work will include analysis of the filters in this paper in a far more dynamic non-linear environment. This will include non-linear measurements and a more complex coupled highly non-linear navigation algorithm involving the kinetics of the system i.e., forces due to Coriolis and nonlinear dampening due to drag. In addition to and in conjunction with the more complex model, parameter estimation will be incorporated in the particle filter architecture to estimate the parameters required to determine the dynamics ofthe AUV. majority of the estimated trajectory while the particle filter can only obtain a similar result using an infinite number of particles. Since both particle filters in this simulation only use 100 particles it would be impossible to get as good an estimate as the EKF in the area of the trajectory where the motion is essentially linear. The exception to this occurs at the discontinuities in the trajectory and where the second order nonlinearities cannot be neglected i.e., under heavy manoeuvring or nonlinear disturbance. At the discontinuous points, the MAPR has the same sensitivity to the measurements, which is unavoidable due to the properties of the system. However, it is not restricted by the discontinuity as 
