Unit-root test within a threshold ARMA framework by Chan, Kung-Sik et al.
Unit-root test within a threshold ARMA framework
Kung-Sik Chan1, Simone Giannerini2, Greta Goracci2, and Howell Tong3,4,5
1Department of Statistics and Actuarial Science, University of Iowa, Iowa City, USA
2Department of Statistical Sciences, University of Bologna, Italy
3School of Mathematical Science, University of Electronic Science and Technology, Chengdu China
4Center for Statistical Science, Tsinghua University, China
5London School of Economics and Political Science, U.K.
February 25, 2020
Abstract
We propose a new unit-root test based on Lagrange Multipliers, where we extend the null
hypothesis to an integrated moving-average process (IMA(1,1)) and the alternative to a first-
order threshold autoregressive moving-average process (TARMA(1,1)). This new theoretical
framework provides tests with good size without pre-modelling steps. Moreover, leveraging on
the versatile capability of the TARMA(1,1), our test has power against a wide range of linear
and nonlinear alternatives. We prove the consistency and asymptotic similarity of the test. The
proof of tightness of the test is of independent and general theoretical interest. Moreover, we
propose a wild bootstrap version of the statistic. Our proposals outperform most existing tests
in many contexts. We support the view that rejection does not necessarily imply nonlinearity
so that unit-root tests should not be used uncritically to select a model. Finally, we present an
application to real exchange rates.
1 Introduction
The problem of distinguishing whether a time series is trend stationary (TS) or difference stationary
(DS) has generated a vast literature, given the stark difference in economic interpretations ensued
from these two hypotheses (Patterson, 2010, 2011, 2012; Choi, 2015). (See also Haldrup and Jans-
son, 2006, and references therein). Earlier works in this literature focus mainly on linear time series
analysis, specifically within the framework of ARIMA models. However, there has been increasing
attention to the problem of testing whether the data is difference stationary versus nonlinear sta-
tionary within the framework of threshold autoregressive (TAR) model (Enders and Granger, 1998;
Caner and Hansen, 2001; Bec et al., 2004; Kapetanios and Shin, 2006; Bec et al., 2008a; Seo, 2008;
Park and Shintani, 2016; de Jong et al., 2007; Giordano et al., 2017). This is motivated by the
fact that an underlying nonlinear process may admit locally unstable dynamics and yet be globally
stable so that the overall process is stationary (Tong, 1990). For instance, a process may undergo
on the logarithmic scale a random walk with positive drift when its level is relatively low, but upon
its exceedance of some threshold, the process is subject to certain regulation in the form of a stable
AR sub-model, resulting in overall stability. It will be generally hard to distinguish such a non-
linear stationary process (with a regime-dependent unit root) from a difference stationary process.
Yet, these two types of processes admit very different long-term dynamics with drastically differ-
ent economic implications. For instance, long-term prediction with a difference stationary process
will have increasing, unbounded, state-independent prediction variance with increasing prediction
lead time, while for nonlinear stationary process, the (conditional) prediction variance is generally a
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non-monotone and state-dependent function of the prediction lead time (Tong, 1990; Yao and Tong,
1994). Furthermore, a nonlinear stationary process generally renders nonlinear and state-dependent
impulse response to an innovative shock, which is consequential and could be leveraged in economic
regulation.
The TAR model provides a seemingly simple yet dynamically rich class of models for model-
ing nonlinear time series via regime-specific AR dynamics, with the thresholding determined ei-
ther endogenously or exogenously (Tong, 1990). Here, we focus on TAR models with endogenous
thresholding. The TAR model has been generalized to the threshold auto-regressive moving-average
(TARMA) model (Tong, 1990). A TAR process naturally turns into a TARMA process if the
time-series is subject to measurement error. Alternately, just as ARMA model may provide a par-
simonious approximation to some long AR model, so may TARMA model well approximate some
high-order TAR model parsimoniously Goracci (2020). Thus, the TARMA model holds substantial
promise as a parsimonious class of nonlinear time series models for exploring nonlinear dynamics
in economics and other fields. Yet, the TARMA model has been under-explored, partly because of
lack of progress in obtaining conditions on its stationarity and ergodicity. Recent work by Chan and
Goracci (2019) provides a breakthrough in deriving a set of necessary and sufficient conditions for
the (multi-regime) TARMA(1,1) model to admit an irreducible, invertible state-space representation.
Moreover, they derived a set of necessary and sufficient conditions for stationarity and ergodicity of
the TARMA(1,1) model.
Thus, a natural question arises as to whether the TARMA framework could provide a more
powerful platform for discerning between difference stationarity and threshold stationarity. The
IMA(1,1) model underpins the exponential smoothing approach, a popular general-purpose and ro-
bust forecasting tool that predates the Box-Jenkins approach of forecasting via the ARIMA models
(see e.g. Gardner, 1985; Holt, 2004; Hyndman et al., 2008; Chatfield, 2000). It has been noted that
the IMA(1,1) model provides adequate modeling for many economic and business data (Nelson and
Plosser, 1982). On the other hand, the TARMA(1,1) model subsumes the IMA(1,1) model. This
motivates us to deploy the TARMA(1,1) model as the general framework for testing between thresh-
old nonlinearity and difference stationarity. We specify an IMA(1, 1) model as the null hypothesis
and a TARMA(1, 1) with a unit root regime as the alternative. As we shall show, both the IMA(1,1)
and the TARMA(1,1) are capable of encompassing a wide range of stationary and non-stationary
linear and nonlinear dynamics.
One of the theoretical problems arising from testing for a unit root against a TARMA model
is that the threshold parameters are absent under the null hypothesis so that it is hard to derive
the asymptotic null distribution of the statistics. This non-standard situation, in the nonlinear
time series context, is well recognized. See, e.g., Chan (1990) and Hansen (1996). We overcome
this problem by proposing a supremum Lagrange Multiplier test statistic (supLM) and derive its
asymptotic distribution both under the null hypothesis and local alternatives. (In lieu of taking
supremum, the average or the exponential average can be used to build the overall test statistic.)
We prove that the test is consistent and asymptotically similar in that its asymptotic null distribution
does not depend on the value of the MA parameter. Moreover, we provide the first rigorous proof
of tightness pertaining to testing for threshold nonlinearity against difference stationarity. This is of
independent interest as it constitutes a general theoretical framework for ARIMA versus TARMA
testing. We also introduce a wild bootstrap version of the supLM statistic that possesses good
properties in finite samples. We perform a large scale simulation study where we compare our tests
with existing tests where the alternative hypothesis is that of a threshold model. In general, the size
of the latter tests is severely biased in a number of cases to the extent that their use in practical
applications remains questionable unless additional information on the data generating process is
available. On the other hand, the proposed test does not suffer from size distortion across a wide
spectrum of simulated difference stationary processes other than IMA(1,1) model. The surprisingly
good size property of the proposed test may be owing to the versatility of an IMA(1,1) model
in approximating general non-seasonal difference stationary processes. In addition, the comparison
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includes the best performing unit root tests to date, where the alternative hypothesis does not specify
explicitly a nonlinear process. The striking evidence from the simulations confirms that rejection
of the null hypothesis does not necessarily imply a nonlinear specification so that, as also argued
by Choi (2015), unit root tests should not be applied as a model selection tool without previous
knowledge on the series.
Finally, we apply our tests to the monthly real exchange rates from September 1973 to December
1998 for a panel of European countries. Indeed, there are strong theoretical economic arguments for
which the price gap for goods of a particular kind (or a basket of goods) in different countries should
rapidly converge to zero. However, empirical evidence points to a strong persistence of the price gap
and the inability of existing unit root tests to reject the null hypothesis of a random walk. This is
also known as the Power of Purchase Parity (PPP) puzzle. It turns out that, by incorporating a
moving average noise term, the TARMA model provides a much wider scope than available hitherto
in the literature. Specifically, it allows an ‘inaction regime’ that follows an integrated moving average
(i.e. a non-stationary model driven by dependent noise and of the unit root genre) within a globally
stationary time series. For the panel of European time series, we reject with high probability the
null hypothesis for Germany and find a plausible TARMA fit that might help shedding some light
on the PPP puzzle.
The paper is structured as follows. In Section 2 we present the TARMA model and describe
briefly the results on its probabilistic structure obtained in Chan and Goracci (2019). Then, we
describe the TARMA(1,1) parametrization that reduces to the IMA(1,1) process under the null. In
Section 3 we present the supLM test statistic, including the theoretical framework based on Brownian
local time. Section 4 is devoted to the derivation of the asymptotic distribution of the supLM test
statistic under the null hypothesis and we show that it is nuisance-parameter-free and depends only
on the search range of the threshold. We note that the proof of Theorem 4.1, especially the tightness
under condition (4.6), of a sequence of stochastic processes, is of independent and general interest.
Earlier proofs of similar tightness results in the TAR setting appear to have gaps; for instance,
Park and Whang (2005) ignored a term of Op(1/n) in their equation (25), which is questionable.
In Section 5 we derive the asymptotic distribution of the supLM statistic under a sequence of local
alternatives and prove its consistency. In Section 6 we present a wild-bootstrap version of our test.
In Section 7 we perform a large scale simulation study to show the performance of the proposed
tests and compare them with numerous existing tests in the recent literature. Section 8 contains
an empirical illustration in which we apply the new tests to the pre-Euro monthly real exchange
rates of a set countries. All the proofs are relegated to Section 10, whereas the Appendix contains
additional results on the simulation study. Further results from the Monte Carlo study and from
the real data application can be found in the supplementary material.
2 Threshold autoregressive moving-average model
The two-regime TARMA(1,1) model specifies that the time series {Xt, t = 0, 1, · · · } satisfies the
following equation:
Xt =
{
φ1,0 + φ1,1Xt−1 + θ1,0εt − θ1,1εt−1, if Xt−d ≤ r
φ2,0 + φ2,1Xt−1 + θ2,0εt − θ2,1, εt−1 otherwise ,
(2.1)
where the innovations {εt} are independent and identically distributed (iid) random variables with
zero mean and variance σ2, εt is independent of past X’s, i.e., Xt−j , j ≥ 1; the delay d is a positive
integer which, for simplicity, is taken to be 1 henceforth, r the real-valued threshold parameter,
and the φ’s and θ’s are unknown coefficients. The iid innovation assumption can be relaxed to
martingale difference sequence in deriving the limiting distribution of the proposed test; see the
remark just below Theorem 4.1. The preceding TARMA model is not identifiable without further
parametric constraints. Model identifiability can be ensured, e.g., by setting θ1,0 = 1, which will
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henceforth be assumed. It is said to fall into the lower (upper) regime if Xt−1 ≤ r (Xt−1 > r).
It specifies that the data-generating mechanism switches between two ARMA(1,1) sub-models as
the threshold variable Xt−1 crosses the threshold r. Clearly, the TARMA(1,1) model subsumes the
ARMA(1,1) model when the two sub-ARMA(1,1) models are identical. For testing the IMA(1,1)
model against the TARMA(1,1) model, the following constrained TARMA(1,1) model is adopted by
setting φ2,1 = 1, θ1,0 = θ2,0 = 1, θ1,1 = θ2,1 = θ in Eq. (2.1):
Xt =
{
φ1,0 + φ1,1Xt−1 + εt − θεt−1, if Xt−d ≤ r
φ2,0 +Xt−1 + εt − θεt−1 otherwise.
(2.2)
The preceding (constrained) TARMA(1,1) model assumes that the sub-model in the upper regime
is an IMA(1,1) model while the sub-model in the lower regime is a general ARMA(1,1) model.
Statistical inference with a TARMA model hinges on whether the model is invertible. Note
that Model (2.2) is invertible if |θ| < 1 (Chan and Tong, 2010). Henceforth, we assume |θ| < 1.
Assuming the iid innovations admit a positive, continuous probability density function (pdf) of finite
second moment, Chan and Goracci (2019) showed that Model (2.2) is an ergodic Markov chain if
and only if φ2,0 < 0 and either (i) φ1,1 < 1, or (ii) φ1,1 = 1, φ1,0 > 0; ergodicity then implies that
the TARMA(1,1) model admits a unique stationary distribution. Furthermore, Chan and Goracci
(2019) provides a complete classification of the parametric regions of model (2.1) into sub-regions of
ergodicity, null recurrence and transience. In particular, the (constrained) TARMA(1,1) defined by
Model (2.2) is null-recurrent if (iii) φ2,0 ≥ 0 or (iv) φ1,1 = 1, φ1,0 ≤ 0; if none of (i)–(iv) holds, then
the model is transient. Thus Model (2.2) is a rich model that encompasses both linear and nonlinear
processes spanning a wide spectrum of long-run behaviors including ergodicity, null recurrence and
transience.
Although Model (2.2) hard codes that the process in the upper regime is governed by an IMA(1,1)
sub-model, by considering −Xt, the IMA(1,1) sub-model specification can be switched to the lower
regime. In a free market, economic interventions are few and rare unless the process enters into some
“runaway” phase. Over the intervention-free regime, a locally non-stationary process implies the
existence of a local unit root. In the presence of measurement errors, the IMA(1,1) model provides
a simplest such local model over the intervention-free regime. On the other hand, the process is
generally regulated when it crosses into the runaway regime, resulting in overall stationarity under
“adequate” regulation. Otherwise, the process may be overall null recurrent or transient. Model (2.2)
provides a general, simple framework subsuming all the aforementioned long-run behaviors.
Model (2.2) can be re-parametrized as follows:
Xt = φ0 +Xt−1 + εt − θεt−1 + {φ1,0 + φ1,1Xt−1} × I(Xt−1 ≤ r),
where φ0 = φ2,0 and by an abuse of notation, φ1,0 and φ1,1 represent respectively the intercept and
slope of the lower regime relative to their upper-regime counterparts.
3 Lagrange multiplier test
Let {Xt, t = 0, 1, . . .}, be a time series and assume that, for t ≥ 1, Xt satisfies the difference equation:
H : Xt = φ0 +Xt−1 + εt − θεt−1 + {φ1,0 + φ1,1Xt−1} × I(Xt−1 ≤ r), (3.1)
where the parameters are as defined in the final paragraph of Section 2, and the innovations as
described just below Eq. (2.1); the initial value X0 often has a fixed distribution, for instance, fixed
at 0. Our interest is in testing whether φ1,0 = φ1,1 = 0, in which case the data are generated by the
IMA(1,1) model:
H0 : Xt = φ0 +Xt−1 + εt − θεt−1, (3.2)
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where |θ| < 1. If the intercept φ0 6= 0, then the IMA(1,1) process has a linear trend. If no such
linear trend is apparent in the data, it is reasonable to omit the intercept from the IMA(1,1) model.
Henceforth, we assume that φ0 = 0 under H0. The case for φ0 6= 0 will be studied elsewhere.
However, the intercept terms on the two regimes of any competing stationary TARMA(1,1) model
will be required to model the mean of the data. Indeed, even for mean-deleted data, the intercept
terms of the TARMA(1,1) model are not necessarily zero. Thus, the intercept terms are retained in
the constrained TARMA model.
Under the null hypothesis, the threshold parameter is absent thereby complicating the test.
Our approach is to develop a Lagrange multiplier test statistic for H0 initially with the threshold
parameter fixed at some r. Denote the test statistic as Tn(r). Since r is unknown and indeed
undefined under H0, we shall compute Tn(r) for all r over some data-driven interval, say, [a, b] with
the end points being some percentiles of the observed data. For instance, a is the 20th percentile and
b the 80th percentile. Then the overall test statistic results Tn = supr∈[a,b] Tn(r). Besides taking
the supremum, other approaches including integration can be employed to derive an overall test
statistic.
For fixed r, the Lagrange multiplier test is developed based on the Gaussian likelihood conditional
on X0:
` = − log(2piσ2)× n/2−
n∑
t=1
ε2t/(2σ
2), (3.3)
where
εt = Xt − [φ0 +Xt−1 + {φ1,0 + φ1,1Xt−1} × I(Xt−1 ≤ r)] + θεt−1, ∀t ≥ 1, (3.4)
with the unknown ε0 set to be zero; εt in the preceding formula is a function of φ0, φ1,0, φ1,1, θ
and r, but the arguments are generally suppressed for simplicity. Let ψ = (φ0, θ, σ
2, φ1,0, φ1,1)
ᵀ,
with its components denoted by ψj , j = 1, 2, . . . , 5, which is partitioned into ψ1 = (φ0, θ, σ
2)ᵀ and
ψ2 = (φ1,0, φ1,1)
ᵀ. The null hypothesis can be succinctly expressed as H0 : ψ2 = 0. The score
vector is
∂`
∂ψj
= −
n∑
t=1
εt
σ2
∂εt
∂ψj
, 1 ≤ j ≤ 5, j 6= 3,
∂`
∂ψ3
=
∂`
∂σ2
=
n∑
t=1
ε2t − σ2
2σ4
where for t > 1,
∂εt
∂φ0
= −1 + θ∂εt−1
∂φ0
= −
t−1∑
j=0
θj , (3.5)
∂εt
∂θ
= εt−1 + θ
∂εt−1
∂θ
=
t−1∑
j=0
θjεt−1−j , (3.6)
∂εt
∂φ1,0
= −I(Xt−1 ≤ r) + θ∂εt−1
∂φ1,0
= −
t−1∑
j=0
θjI (Xt−1−j ≤ r) , (3.7)
∂εt
∂φ1,1
= −Xt−1I(Xt−1 ≤ r) + θ∂εt−1
∂φ1,1
= −
t−1∑
j=0
θjXt−1−jI (Xt−1−j ≤ r) , (3.8)
with initial values given by ∂ε1∂φ0 = −1, ∂ε1∂θ = 0, ∂ε1∂φ1,0 = −I(X0 ≤ r) and ∂ε1∂φ1,1 = −X0I(X0 ≤
r). Below, we sometimes write ∂εt∂φ1,1 = − 11−θB {Xt−1I(Xt−1 ≤ r)} etc., where B is the backshift
operator that shifts the indices backward by 1 unit. The IMA(1,1) model under the null hypothesis
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can be estimated by solving the score equation ∂`∂ψ1
= 0, yielding ψˆ1 = ψˆ1,n = (φˆ0,n, θˆn, σˆ
2
n)
ᵀ. Thus,
the overall estimator of ψ under H0 is ψˆ = (φˆ0,n, θˆn, σˆ
2
n, 0, 0)
ᵀ, with the residuals given by
εˆt = Xt −Xt−1 − φˆ0 + θˆεˆt−1, ∀t ≥ 1, (3.9)
where εˆ0 = 0. The observed Fisher information (excluding the threshold parameter) is given by
In = − ∂
2`
∂ψ∂ψᵀ
,
whose (i, j)-th element with i, j 6= 3 given by
n∑
t=1
1
σ2
∂εt
∂ψi
∂εt
∂ψj
+
n∑
t=1
εt
σ2
∂2εt
∂ψi∂ψj
= (1 + op(1))×
n∑
t=1
1
σ2
∂εt
∂ψi
∂εt
∂ψj
, (3.10)
its (3, i)-th element with i 6= 3 equal to
n∑
t=1
εt
σ4
∂εt
∂ψi
= op(n) (3.11)
and the (3, 3)-th element equal to
n∑
t=1
{
1
2σ4
− ε
2
t
σ6
}
,
where the op(1) and op(n) terms hold uniformly in r, when the expressions are evaluated at the true
parameter value under the null hypothesis; hence they are asymptotically negligible (via arguments
similar to those in the proof of Theorem 4.1), and omitted in all numerical work reported herein.
Partition the Fisher information matrix according to ψi, i = 1, 2 into
In =
(
I1,1,n I1,2,n
I2,1,n I2,2,n
)
.
Note ∂`∂ψj ,
∂εt
∂ψi
, In, I1,1,n etc. depend on ψ and r implicitly. Below, we sometimes write
∂`
∂ψj
(ψ; r),
etc. to highlight the role of the arguments; we further simplify the notation ∂`∂ψj (ψ0; r) to
∂`
∂ψj
(r), etc.
with ψ0 denoting the true parametric vector value under H0. Moreover, I1,1,n(ψ0; r) and
∂`
∂ψ1
(ψ0; r)
are further simplified as I1,1,n and
∂`
∂ψ1
as they do not depend on r. By an abuse of notation, the
true values of the MA(1) coefficient and the innovation variance under H0 are simply denoted by θ
and σ2; no confusion should arise as the context will make clear whether they stand for the generic
parameters or their true values.
The Lagrange multiplier test statistic is an asymptotic approximation of twice the Gaussian
likelihood ratio statistic, based on a second-order Taylor expansion. For fixed r, the Lagrange
multiplier test statistic equals
Tn(r) =
∂ ˆ`
∂ψᵀ2
(r)
(
Iˆ2,2,n(r)− Iˆ2,1,n(r)Iˆ−11,1,n(r)Iˆ1,2,n(r)
)−1 ∂ ˆ`
∂ψ2
(r) (3.12)
where ∂
ˆ`
∂ψ2
(r) is equal to ∂`∂ψ2
evaluated at ψ1 = ψˆ1, ψ2 = 0 and the threshold parameter r. Similarly
defined are Iˆi,j,n(r), 1 ≤ i, j,≤ 2.
Because the threshold r is unknown, the overall supLM statistic is Tn = supr∈[a,b] Tn(r) with
a and b, for instance, being some pre-specified percentiles of the observed data. For theoretical
analysis, the threshold range is specified as Rn = (
√
n(1−θ)σ× rL,
√
n(1−θ)σ× rU ) where rL < rU
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are two fixed finite numbers. We now justify this choice of the threshold range. First, some heuristics
will be employed. Under the null hypothesis (with φ0 = 0),
Xt = εt + (1− θ)
t−1∑
s=1
εs − θε0 +X0.
Hence, {n−1/2X[sn], 0 ≤ s ≤ 1}, where X[sn] =
∑[sn]
t=1Xt and [sn] is the largest integer less than
or equal to sn, converges in distribution to {(1 − θ)σWs} where {Ws} is the standard Brownian
motion. It is well known (Bjo¨rk, 2015, Theorems 3.1 and 3.2) that the Brownian local time {Lxt , t ≥
0,−∞ < x <∞} defined as follows:
Lxt = |Wt − x| − |x| −
∫ t
0
sign(Ws − x)ds,
where sign(x) denotes the sign of x, is essentially the pdf of the Brownian realization in the sense
that for any bounded real-valued, Borel function f ,∫ 1
0
f(Ws)ds =
∫ ∞
−∞
f(x)Lx1dx.
Thus, any quantile of {Xt, t = 0, . . . , n} is asymptotically equal to n1/2(1 − θ)σ times the corre-
sponding quantile of {Ws, 0 ≤ s ≤ 1}. Since the Brownian local time process is a random process,
so the quantiles are realization specific! This motivates us to set the threshold to be of the form
rn = (1− θ)τσ
√
n for some fixed τ , in which case
1√
n
∂`
∂φ1,0
(rn) =
n∑
t=1
1√
n
εt
σ2
1
1− θB
{
I
(
Xt−1√
n(1− θ)σ ≤ τ
)}
. (3.13)
The right side of (3.13) is a Riemann-Stieltjes sum over [0, 1], with a step integrator jump-
ing at t/n with jump size 1√
n
εt
σ and the integrand is a piecewise constant function which equals∑t−1
j=0 θ
jI
(
Xt−1−j√
n(1−θ)σ ≤ τ
)
over the interval ( t−1n ,
t
n ], for t = 1, 2, . . . , n. The integrator converges
weakly to the standard Brownian motion whereas the integrand to (1 − θ)−1I(Ws ≤ τ) as t, n →
∞ such that t/n → s in [0, 1]. Thus, heuristically, 1√
n
∂`
∂φ1,0
(rn) converges in distribution to
1
(1−θ)σ
∫ 1
0
I(Ws ≤ τ)dWs under H0 and as n→∞, or in symbol,
1√
n
∂`
∂φ1,0
(rn) 
1
(1− θ)σ
∫ 1
0
I(Ws ≤ τ)dWs. (3.14)
This asymptotic result and other heuristic results stated below can be essentially justified using
Theorem 7.10 in Kurtz and Protter (1996). Similarly,
1
n
∂`
∂φ1,1
(rn) =
n∑
t=1
1√
n
εt
σ
1
1− θB
{
Xt−1√
nσ
I
(
Xt−1√
n(1− θ)σ ≤ τ
)}
 
∫ 1
0
WsI(Ws ≤ τ)dWs (3.15)
1√
n
∂`
∂φ0
=
n∑
t=1
1√
n
εt
σ2
1
1− θB (1) 
1
(1− θ)σ
∫ 1
0
dWs =
W1
(1− θ)σ . (3.16)
Note the different rates of normalization. Let Kn be the 5×5 diagonal matrix with the last diagonal
elements being n and other diagonal elements all being
√
n. We can also show that K−1n In(rn)K
−1
n
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converges in probability to a matrix denoted by I(τ) which can be blocked as In. In particular, I1,1
is a diagonal matrix comprising (1− θ)−2σ−2, (1− θ2)−1, (4σ4)−1 as its diagonal elements,
I2,2(τ) =
(
1
(1−θ)2σ2
∫ 1
0
I(Ws ≤ τ)ds 1(1−θ)σ
∫ 1
0
WsI(Ws ≤ τ)ds
1
(1−θ)σ
∫ 1
0
WsI(Ws ≤ τ)ds
∫ 1
0
W 2s I(Ws ≤ τ)ds
)
;
I2,1(τ) =
(
1
(1−θ)2σ2
∫ 1
0
I(Ws ≤ τ)ds 0 0
1
(1−θ)σ
∫ 1
0
WsI(Ws ≤ τ)ds 0 0
)
.
Note that I1,1 does not depend on τ . Thus, θ and σ2 are locally orthogonal to the other parameters
around the true parametric value underH0 . Hence, their estimates are expected to be asymptotically
independent of the proposed test statistic, as will be shown below to be the case.
4 The null distribution
We now derive the asymptotic distribution of Tn(r) under the null hypothesis of an IMA(1,1) model
with zero intercept. Using second-order Taylor expansion and after some routine algebra, it holds
that
∂ ˆ`
∂ψ2
(rn) ≈ ∂`
∂ψ2
(rn)− I2,1,n(rn)I−11,1,n
∂`
∂ψ1
. (4.1)
More rigorously, letting
Qn =
(
n−1/2 0
0 n−1
)
and Pn = n
−1/2
1 0 00 1 0
0 0 1
 ,
we shall prove below that uniformly for rn =
√
n(1−θ)στ ∈ Rn = (
√
n(1−θ)σ×rL,
√
n(1−θ)σ×rU ),
where rL < rU are fixed numbers,
Qn
∂ ˆ`
∂ψ2
(rn) = Qn
∂`
∂ψ2
(rn)− I2,1(τ)I−11,1Pn
∂`
∂ψ1
+ oP (1)
= Qn
∂`
∂ψ2
(rn)− I˜2,1(τ)I˜−11,1Pn
∂`
∂φ0
+ oP (1), (4.2)
where, owing to the form of I2,1(τ), I˜1,1 = (1− θ)−2σ−2 and
I˜2,1 =
(
1
(1−θ)2σ2
∫ 1
0
I(Ws ≤ τ)ds
1
(1−θ)σ
∫ 1
0
WsI(Ws ≤ τ)ds
)
.
The intercept φˆ0,n admits the asymptotic representation (Brockwell and Davis, 2001, c.f. Eqn.(8.11.5))
P−1n (φˆ0,n − φ0) = (I˜1,1)−1Pn
∂`
∂φ0
+ oP (1),
under H0. A key step in deriving the limiting null distribution of the proposed test is then to
demonstrate that uniformly for rn =
√
n(1− θ)στ ∈ Rn
Qn
∂ ˆ`
∂ψ2
(rn) = Qn
∂`
∂ψ2
(rn)− I˜2,1(τ)P−1n (φˆ0,n − φ0) + op(1). (4.3)
Let
H(τ) =
(∫ 1
0
dWs,
∫ 1
0
I(Ws ≤ τ)dWs,
∫ 1
0
WsI(Ws ≤ τ)dWs
)ᵀ
(4.4)
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and
Λ(τ) =
 1
∫ 1
0
I(Ws ≤ τ)ds
∫ 1
0
WsI(Ws ≤ τ)ds∫ 1
0
I(Ws ≤ τ)ds
∫ 1
0
I(Ws ≤ τ)ds
∫ 1
0
WsI(Ws ≤ τ)ds∫ 1
0
WsI(Ws ≤ τ)ds
∫ 1
0
WsI(Ws ≤ τ)ds
∫ 1
0
W 2s I(Ws ≤ τ)ds
 (4.5)
Let Λ(τ) be partitioned into a 2×2 block matrix with the (2, 2)-th block being 2×2. Similarly parti-
tioned is H(τ) = (H1(τ), H2(τ))
ᵀ. It follows from Eq. (4.2) and Eqs. (3.14–3.16) that the asymptotic
null distribution of Tn(rn) can be shown to be the same as that of
∥∥({Λ−1(τ)}2,2)1/2 (H2(τ)− Λ2,1(τ)H1(τ))∥∥2,
where ‖·‖2 is the square Euclidean norm of the enclosed vector. It is readily shown that {Λ−1(τ)}2,2 =
{Λ2,2(τ)−Λ2,1(τ)Λ1,2(τ)}−1. The asymptotic null distribution of Tn is derived in the following the-
orem.
Theorem 4.1. Suppose H0 holds so that {Xt, t = 0, 1, . . . , } is an IMA(1,1) process satisfying
Eq. (3.2), with the intercept φ0 = 0, |θ| < 1 and the innovations are iid with zero mean and finite posi-
tive variance. Let rL < rU be two fixed real numbers. Let Tn(τ) =
∑n
t=2
1√
n
εt
σ
∑t−2
j=0 θ
jI
(
rL <
Xt−1−j√
n(1−θ)σ ≤ τ
)
,
for rL ≤ τ ≤ rU . Suppose (i) there exists a constant C > 0 such that, for any fixed rL ≤ τ1 < τ2 ≤
rU ,
E
[
|Tn(τ2)− Tn(τ1)|4
]
≤ C{|τ2 − τ1|3/2 + |τ2 − τ1|/n}, (4.6)
and (ii) uniformly for a ≤ τ1 < τ2 ≤ b,
|Tn(τ2)− Tn(τ1)| ≤ KL(n)
√
n log log n|τ2 − τ1|+ op(1) (4.7)
as n → ∞ where the op(1) term holds uniformly, K is a constant that may depend on θ, and L(·)
is some slowly varying function, i.e., for any λ > 0, L(λx)/L(x) → 1 as x → ∞. Then as n → ∞,
Tn = sup{Tn(r), r ∈ [
√
n(1− θ)σrL,
√
n(1− θ)σrU ]} converges in distribution to
F (W ; rL, rU ) = sup
τ∈[rL,rU ]
∥∥∥({Λ−1(τ)}2,2)1/2 (H2(τ)− Λ2,1(τ)H1(τ))∥∥∥2 , (4.8)
whose distribution is parameter-free, although it depends on the search range of the threshold.
We remark that the iid innovation assumption in the preceding theorem can be relaxed to {εt}
being a stationary, ergodic, martingale difference sequence w.r.t. the σ-algebra Ft generated by
εt−s, s ≤ 0; the proof is essentially the same. Conditions (4.6–4.7) provide a new set of general
sufficient conditions for the tightness of a sequence of stochastic processes; specifically the tightness
of {Tn(
√
n(1− θ)τ), rL ≤ τ ≤ rU}. These sufficient conditions are motivated by the approach taken
by (Billingsley, 1968, Theorem 22.1) for studying the tightness of empirical processes for stationary,
mixing data, and are tailor made for coping with nonstationarity under the null. The preceding
theorem assumes deterministic threshold search interval. It can be readily extended to the case that
the end points are fixed quantiles of the data, which are realization specific. We omit the proof as it
is based on routine analysis that builds on Theorem 4.1 and the facts that for any fixed 0 < p < 1,
(i) the p-quantile of {Ws, 0 ≤ s ≤ 1} is Op(1), which follow from (Bjo¨rk, 2015, Proposition 3.2) and
the Markov inequality, and (ii) the p-quantile of {Xt, t = 0, . . . , n} is asymptotically equal to its
counterpart of {Ws, 0 ≤ s ≤ 1} times
√
n(1− θσ).
The following result shows that Theorem 4.1 holds for normally distributed innovations.
Theorem 4.2. Conditions (4.6) and (4.7) hold if (i) |θ| < 1 and (ii) {εt} are independent and
identically normally distributed with zero mean and finite positive variance.
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The power of the test may be enhanced by replacing σˆ2 by σ˜2, obtained by maximizing the
conditional Gaussian likelihood of a TARMA model of the form
Xt =
{
φ10 + φ1,1Xt−1 + εt − θεt−1, if Xt−d ≤ r
φ2,0 + φ2,1Xt−1 + εt − θεt−1, otherwise,
(4.9)
with r fixed at the threshold that maximizes Tn(r), r ∈ [a, b]. Theoretically, the power may be
further enhanced by allowing the MA coefficient to be regime-specific and the TARMA fit carried
out with the threshold search simultaneously. However, the justification of this approach awaits
further work as the inference of TARMA models is a largely unexplored topic.
5 Local Power
In this section we derive the asymptotic distribution of the supLM statistic under a sequence of
local threshold alternatives and prove its consistency in having power approaching 1 with increasing
departure in some direction from the null hypothesis. The mathematical framework is as follows.
For each positive integer n, the system of hypothesis is:
H0,n : (X0, X1, . . . , Xn) following the IMA(1,1) model: Xt = Xt−1 + εt − θεt−1.
H1,n : (X0, X1, . . . , Xn) following the TARMA(1,1) model:
Xt =

h1,0√
n
+
(
1 +
h1,1
n
)
Xt−1 + εt − θεt−1 if Xt−1σ√n(1−θ) ≤ τ0
h2,0√
n
+
(
1 +
h2,1
n
)
Xt−1 + εt − θεt−1 if Xt−1σ√n(1−θ) > τ0,
(5.1)
where h = (h1,0, h2,0, h1,1, h2,1)
ᵀ is a fixed vector with hi,1 ≤ 0, i = 1, 2 and τ0 is a fixed threshold.
Note that if h1,1 < 0 (h2,1 < 0), then the model is locally stable in the lower (upper) regime, for
all n sufficiently large. In order to derive the local power, we henceforth impose the following mild
regularity conditions:
C1 : The innovations are assumed to be iid, with zero mean, finite positive standard deviation,
σ, and pdf f(·/σ)/σ, where (i) f is a bounded function, log(f(x)) is twice differentiable with
Lipschitz continuous first and second derivatives over the support of the pdf, (ii) the moment
generating function of the innovations exists and is finite over some open interval around 0, and
(iii) If = −
∫
f¨f−f˙2
f2 (x)f(x)dx is a finite positive number, where the first (second) derivative
of f is denoted by f˙ (f¨).
C2 : −pi2 < h1,1, h2,1 ≤ 0 and h1,1 + h2,1 < 0.
Note that If is the Fisher information for the location model f(· − µ) where µ is the location
parameter. Let P0,n and P1,n be the probability measures induced by (X0, X1, . . . , Xn) under H0,n
and H1,n, respectively. Condition (C1) holds for many commonly used innovation distributions.
Condition (C2) ensures that the local alternative TARMA(1,1) model is asymptotically locally stable
in at least one regime. These two conditions are imposed to ensure that {P1,n} is contiguous to
{P0,n}. Let ρ be the correlation between εt and f˙f (εt), i.e., ρ
√If = ∫ xf˙(x)dx.
Theorem 5.1. Suppose all the conditions stated in Theorem 4.1 hold. Assume (C1) and (C2) hold.
Under H1,n and as n → ∞, Tn = sup{Tn(r), r ∈ [
√
n(1 − θ)σrL,
√
n(1 − θ)σrU ]}, where rL, rU are
two fixed numbers, converges in distribution to F (W ; rL, ru) defined in Eq. (4.8) but with W now
being a threshold diffusion process satisfying the following stochastic differential equation (SDE):
dWs = dW
†
s +
ρ
√If ( h1,0σ(1−θ) + h1,1Ws) ds, if Ws ≤ τ0
ρ
√If ( h2,0σ(1−θ) + h2,1Ws) ds, otherwise, (5.2)
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where W0 = 0 almost surely and {dW †s , s ≥ 0} is a standard Brownian motion.
Henceforth in this section, W denotes the threshold diffusion satisfying Eq. (5.2). Note that if
hi,0 = hi,1 = 0, i = 1, 2, then we get back the limiting null distribution for Tn. Otherwise, W is
a threshold diffusion process (Su and Chan, 2015). Thus, the building block W determining the
limiting distribution of the supLM statistic changes from a standard Brownian motion under H0,n
into a threshold diffusion under H1,n, if ρ 6= 0. Consequently the proposed test would have power
to detect the local threshold alternatives. Since the functional F (·; rL, rU ) is quite complex, we
examine an example below to demonstrate that the proposed test is consistent in having asymptotic
power approaching 1 along some direction of increasing departure from H0,n.
Example: An asymptotically ergodic, symmetric TARMA(1,1) alternative.
Suppose the parameters in Eq. (5.1) are such that τ0 = 0, ρ
√Ifh1,1 = ρ√Ifh2,1 = −1/2 and
ρ
√If h1,0σ(1−θ = 2h > 0 and h2,0 = −h1,0. Consequently, W is driven by the following SDE:
dWs = {2hI(Ws ≤ 0)− 2hI(Ws > 0)−Ws/2}ds+ dW †s , (5.3)
with initial condition W0 = 0 and parameter h > 0. It is an ergodic diffusion whose stationary
marginal pdf is given by
pi(x) = k−1 exp{−[(x− h)2I(x ≤ 0) + (x+ h)2I(x > 0)]/2}, −∞ < x <∞,
where
k = 2
√
2piΦ(−h),
and Φ(·) is the standard normal cumulative distribution function. See (Su and Chan, 2015, Theorem
1). It is well known that
1
h
φ(h) ≤ Φ(−h) ≤ h
h2 + 1
φ(h),
where φ(·) is the standard normal pdf. Thus, the stationary pdf equals pi(x) = h2 {1+o(1)} exp(−x2/2) exp(−|x|h),
which is asymptotically the Laplace distribution with scale parameter h−1 (mean 0 and variance
2/h2), as h→∞. Below,Wh stands for a random variable having the Laplace distribution with scale
parameter h−1. As h → ∞, the W process approaches stationarity at an increasing rate, implying
that solving Eq. (5.3) via discretization can be achieved with step size inversely proportional to h.
Consequently, it follows from ergodicity and the preceding discussion that, letting Dh be a 3 × 3
diagonal matrix with 1, 1, h as its diagonal,
DhΛ0Dh →
 1 12 − 121
2
1
2 − 12− 12 − 12 1
 ,
a non-singular matrix; this is because, as h → ∞, (i) ∫ 1
0
I(Ws ≤ 0)ds ≈ E{I(Wh ≤ 0)} = 1/2,
(ii) h
∫ 1
0
WsI(Ws ≤ 0)ds ≈ hE{WhI(Wh ≤ 0)} = −1/2 and (iii) h2
∫ 1
0
W 2s I(Ws ≤ 0)ds ≈
h2E{W2hI(Wh ≤ 0)} = 1. It can be similarly checked that
DhH(0) =

∫ 1
0
dW †s +
∫ 1
0
{−2h× sgn(Ws)−Ws/2}ds∫ 1
0
I(Ws ≤ 0)dW †s +
∫ 1
0
(2h−Ws/2)I(Ws ≤ 0)ds
h
∫ 1
0
WsI(Ws ≤ 0)dW †s + h
∫ 1
0
(2h−Ws/2)WsI(Ws ≤ 0)ds
 (5.4)
= (Op(1), 2h+Op(1),−h+Op(1))ᵀ.
Assuming that rL ≤ 0 ≤ rU , then
F (W ; rL, rU ) ≥
∥∥∥((Λ−10 )2,2)1/2 (H2(0)− Λ2,1,0H1(0))∥∥∥2 →∞,
in probability as h → ∞. Thus the supLM test statistic has power approaching 1 in rejecting the
null hypothesis, as h→∞.
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6 A wild bootstrap approach
In this section we introduce a wild bootstrap version of our supLM statistic. This bootstrap scheme
has proved to deliver valid inference under heteroskedastic disturbances (Liu (1988); Mammen
(1993); Davidson and Flachaire (2008))). As also shown in Cavaliere and Taylor (2008) in the
context of unit root testing, the wild bootstrap is capable of correctly reproducing the first-order
limiting null distribution of the statistics in the case of non-stationary volatility. The algorithm has
the following structure:
1. Compute X˜t = Xt− βˆᵀdt, where dt is a vector of deterministic components and βˆ is obtained
through either OLS or GLS detrending;
2. Obtain θˆ, the maximum likelihood estimate for θ, and the residuals eˆt from the following
IMA(1,1) model: X˜t = εt − θεt−1;
3. Compute wild bootstrap errors eˆ∗t = eˆtηt, where ηt is a random variable such that E(ηt) = 0
and E(η2t ) = 1. In this paper we use the Rademacher variable ηt = (1,−1) with probability
(1/2, 1/2). We also experimented with standard Gaussian leading to no significant differences.
4. Obtain the bootstrap resample
Xˆ∗t =
t∑
j=i
(
eˆ∗j − θˆe∗j−1
)
,
and compute the supLM statistic T ∗n upon it.
5. Repeat steps 3–4 B times so as to obtain the bootstrap test statistic, T ∗bn , b = 1, . . . B and
derive the bootstrap p-value as B−1
∑B
b=1 I(T
∗b
n ≥ Tn), where I(·) is the indicator function
and Tn is the value of the supLM statistic computed on the original sample.
7 Finite sample performance
In this section, we compare the finite sample performance of the proposed test with a number of
existing relevant unit root tests. In order to appreciate the comparison, a brief review of these unit
root tests is in order. The simulation studies of Balke and Fomby (1997), Pippenger and Goering
(1993) and Taylor (2001) show that the Dickey-Fuller test (DF hereafter, Dickey and Fuller, 1979),
loses power against nonlinear alternatives. Several of the existing tests designed for TAR alternatives
differ in their choice of the threshold search range. Enders and Granger (1998) suggest using an
F -type statistic to test a random walk against a two-regime SETAR model with a fixed threshold,
but the simulation studies show that their test does not improve with respect to the DF test. Bec
et al. (2004) focus on the three-regime SETAR with symmetric thresholds by means of a supWald
test. Also, Kapetanios and Shin (2006) use Wald statistics to test against a constrained three-regime
SETAR model with the middle regime being a random walk. A grid of thresholds is selected such
that the corridor regime has a finite width both under the null and the alternative hypothesis. Bec
et al. (2008a) use the same model considered in Bec et al. (2004), but revisit the choice of the set
for the thresholds. They propose an adaptive procedure such that the set is bounded under the null
hypothesis and unbounded under the alternative. Other contributions include Seo (2008), Park and
Shintani (2016), de Jong et al. (2007).
The aforementioned authors use models where the threshold variable coincides with the lagged
dependent variable. Among works based on TAR models with possibly exogenous threshold variables
we mention Caner and Hansen (2001) that develop their unit root test based on the two-regime TAR
model with the threshold variables assumed to be strictly stationary, ergodic and with a continuous
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distribution. Also, Enders and Granger (1998) use an auxiliary model where the threshold variable is
taken to be the first differences of the dependent variable. Moreover, Giordano et al. (2017) present
a Wald test based on a double threshold process where the innovation process has a threshold
structure.
One of the most serious drawbacks that affect unit root tests is the size distortion in presence
of dependent errors, especially of the moving-average kind (for a detailed account see Ch. 6 and 9
in Patterson, 2011). Such distortions are particularly evident when the root of the moving-average
polynomial of the first differenced series is large and positive1. Hosseinkouchack and Hassler (2016)
propose a variance ratio-type unit root test and compare it with several recent tests, some of which
are nuisance parameter free. The results show clearly that the size distortion affects practically all
the tests and persists for a sample size as large as 1000. Also the efficient test proposed in Elliott
et al. (1996) can be severely oversized, depending on the value of the truncation parameter. The
same behaviour is observed in Cook (2010), in which the practical usefulness of the so-called robust
range unit root tests is questioned.
A first way to cope with the issue of the size distortion is to include a number of lagged predictors
in the model specification so as to account for the presence of dependent errors2. The problem with
this approach is that it incurs an arbitrary lag selection step that can lead to either a severe power
loss or no size correction at all (see e.g. Agiakloglou and Newbold, 1999). Ng and Perron (2001)
propose unit root tests and a modified information criterion (MIC) for lag selection in the ADF
regression that reduces considerably the size distortion while maintaining good power properties. A
slight modification of the aforementioned tests that improves over non-local alternatives is proposed
in Perron and Qu (2007). The modified test statistics proposed in Ng and Perron (2001) necessitates
the estimation of the (autoregressive) spectral density at frequency zero. A heteroskedasticity-robust
version of the MIC criterion and a wild bootstrap ADF test are proposed in Cavaliere et al. (2015),
where the authors show that the MAIC criterion overestimates the lag order in a number of situations
and advocate the use of their modified criterion both under homoskedasticity and heteroskedastic-
ity. Paparoditis and Politis (2018) find a theoretical justification for the apparent contradictory
behaviour of the ADF test in presence of correlated data. They prove that the asymptotic dis-
tribution of the ADF statistic under the null hypothesis is valid under very general assumptions
regarding the innovation process and its degree of dependence. Nevertheless, they find that the
finite sample distribution of the statistic might differ consistently from the asymptotic counterpart
by virtue of the low rate of convergence of the estimator for the autoregressive parameter which is
O(
√
n/p). This is markedly different from the expected O(n) under the null, and from the O(
√
n)
of other test statistics under the alternative hypothesis. Moreover, as p diverges, the slow rate of
convergence under the alternative is due to the lagged predictors of the ADF regression becoming
asymptotically collinear. A second approach to deal with ARMA-type errors in unit root tests is
to incorporate them directly in the parametric specification of the model (e.g., Ch. 7 of Patterson,
2011). Said and Dickey (1985) develop this idea and derive the limiting distributions of nonlinear
least squares regression estimators of the parameters of an ARIMA(p, 1, q) model. In Galbraith and
Zinde-Walsh (1999), the authors derive the asymptotic distribution of the ADF statistics in MA
processes. More recently, Davidson (2010) analyzes the problem from the point of view of bootstrap
testing and proposes a resampling procedure to address the issue. To the best of our knowledge,
all the above proposals that address the problem of the size distortion due to MA processes do not
consider nonlinear alternatives, perhaps due to the absence of a reasonably well-studied parametric
nonlinear model that incorporates explicitly MA components. On the other hand, tests that have a
nonlinear specification in the alternative hypothesis do not deal with this issue and, as we will show,
their size is severely biased.
Below, we present a Monte Carlo simulation to investigate the finite sample performance of our
1The parametrization we use for an ARMA(p, q) process is the following: (1− φ1B− · · · − φpBp)Xt = (1− θ1B−
· · · − θqBp)εt, where BpXt = Xt−p.
2This is sometimes denoted as ADF regression.
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supLM tests and compare them with existing unit-root tests. In subsection 7.1 we focus on the null
hypothesis of an IMA(1,1) model against the alternative of a TARMA(1,1) model. Moreover, in order
to study the general applicability of the tests in practical situations, we select an additional plethora
of linear and nonlinear data generating processes (hereafter DGPs), that are not necessarily nested
in either an IMA or a TARMA specification. In particular, in subsection 7.2 we focus on integrated
processes so as to study the empirical size. Finally, in subsection 7.3 we study the empirical power
on a large set of stationary processes.
For our test statistic Tn, the upper percentage points of its asymptotic null distribution can
be obtained by simulation. Since we have proved the asymptotic similarity of the test, we derived
the quantiles of the distribution of Tn from 20000 independent replications of an IMA(1,1) model
of sample size 5000, with θ = φ0 = 0 and iid standard Gaussian innovations, with the threshold
searched between the 15th and 85th percentiles. In practice, since the finite sample distribution of
Tn might depend upon θ and differ from the asymptotic one, we have simulated the null distributions
for the sample sizes in use. Moreover, since we have found that the finite sample distribution of
Tn changes appreciably only when |θ| is close to one, we have adopted the following, conservative,
approach: if |θˆ| > 0.3, we use the quantiles of the simulated null with θ = sign(θˆ) · 0.9. We denote
our asymptotic test and its wild bootstrap version by sLM and sLM.b, respectively.
The set of competing tests can be divided into those whose alternative is a threshold autoregres-
sive model and those that do not specify explicitly a nonlinear alternative. For the former set, we
have implemented the following tests. (i) Kapetanios and Shin (2006) (KS): we include both the
asymptotic and the bootstrap version. Of the three statistics proposed we report in the paper the
one recommended by the above authors, i.e. the average of the exponential of the Wald statistic
over the threshold range. Results for the other statistics are available upon request. (ii) Enders
and Granger (1998) (EG): we have implemented the two statistics for the estimated constant. We
report the results for panel C. (iii) Bec et al. (2004) (BBC): we have implemented the suggested
asymptotic supLR statistic and a bootstrap version of it along the scheme detailed in Kapetanios
and Shin (2006). Note that the bootstrap test is a new implementation not present in the literature.
We have not included the tests by Caner and Hansen (2001) because preliminary investigations have
shown that their performance is similar to those of the tests by Bec et al. (2004).
For the latter set, we have implemented the following. (i) Dickey and Fuller (1979): the ADF test.
(ii) Ng and Perron (2001): the class of M tests with GLS detrending and MIC criterion for selecting
the lags of the ADF regression. In particular, we implement all the tests proposed and reviewed
in the aforementioned article. We report the M¯ZGLSα , now denoted as M¯
GLS. It is essentially the
M test proposed in Perron and Ng (1996); here the data have been GLS detrended and the MAIC
criterion is used (see also Eq. (3) in Ng and Perron (2001)). Also, we report the results for the
M¯PGLSt , the modified feasible point optimal test (see also Eq. (9) in Ng and Perron (2001)) and the
GLS detrended version of the ADF test (denoted by ADFGLS). (iii) The test MZGLSα as proposed
by Perron and Qu (2007), which is essentially the same as M¯ZGLSα but the lag of the ADF regression
is selected on OLS detrended data. We denote it by MGLS. We selected the above tests because of
their good performance. Results for the other tests are available upon request.
The sample sizes considered are 100, 300 and 500. The rejection percentages are derived with
a nominal size α = 0.05 and based upon 10000 replications3 and B = 500 bootstrap resamples for
the bootstrap tests. Preliminary experiments proved that these are sufficient to ensure Monte Carlo
stability in our setting.
3In order to reduce the computational burden, for the bootstrap tests we selected 1000 replications.
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7.1 TARMA models
We simulated data from the following TARMA(1,1) model:
Xt =
{
φ1,0 + φ1,1Xt−1 + εt − θεt−1, if Xt−d ≤ r
φ2,0 + φ2,1Xt−1 + εt − θεt−1, otherwise,
(7.1)
where (φ1,0, φ1,1, φ2,0, φ2,1) = t× (0, 0.7,−0.02, 0.99) + (1− t)× (0, 1, 0, 1) with t increasing from 0
to 1.5 with increments 0.5. When t = 0, the model is an IMA(1,1) model with zero intercept, while
the model becomes a stationary TARMA(1,1) model with t > 0, of increasing disparity from the
IMA(1,1) model with increasing t. As for the MA parameter we set θ = −0.9,−0.5, 0, 0.5, 0.9. The
empirical size of the tests is displayed in Table 1. Note that we have partitioned the set of tests
according to their nature: either asymptotic or bootstrap. Clearly, the ADF, the KS, the BBC and
the EG tests are severely oversized as θ approaches unity. Moreover, the sLM.b test is the only test
that shows a correct size in all the settings, whereas both the sLM and the M class of tests show
some bias, albeit small. Note that, when θ = 0 (central panel) the TARMA model reduces to a TAR
model. In this case, the auxiliary model of the KS, BBC, EG tests is correctly specified and their
size is correct; however, when θ becomes positive their size is severely biased and this raises issues
concerning their practical utility.
The size-corrected power of the tests is presented in Table 2. Here and in the following tables,
the sample size is 300 and the tables for n = 100, 500 are reported in the appendix. Note that rows
for t = 0 correspond to the size and other rows give size-corrected power. The size correction for
bootstrap tests is achieved by calibrating the p-values. Notice that, in some cases, the corrected size
deviates slightly from the nominal 5% due to discretization effects on the empirical distribution of
bootstrap p-values. Clearly, the supLM tests are almost always more powerful than the other tests,
especially as t increases. For instance, when t = 1.5 the sLM test has almost double the power of
M tests in several instances. As mentioned before, the case θ = 0 (central panel) corresponds to a
TAR model and this is the only instance where the KS tests are slightly more powerful than the
supLM tests. The power of the bootstrap version of the KS and BBC tests is zero in three cases,
due to their 100% oversize. Finally, note that in Section 1 of the Supplementary Material we present
a second fully developed case for a TARMA(1,1) model.
7.2 Size: other processes
In this section we further assess the empirical size of the tests over the set of integrated DGPs
presented in Table 3. Many of these models are not nested within the IMA(1,1) specification.
Models 1–7 are linear integrated processes. In particular, models 2, 4, 6, 7, are linear processes
close to non-invertibility and model 6 is an ARIMA(1,1,1) process where there is near-cancellation
of the MA and AR polynomials. Models 8–12 are nonlinear integrated processes. Note that only
models 1–4 are nested in the IMA(1,1) specification implied by our null hypothesis. In Table 4
we show the empirical size of the tests, derived from the rejection percentages computed upon the
integrated processes of Table 3. We have italicized the entries in boldface to highlight those sizes
that exceed 15%. Notably, all the tests having a TAR model as the alternative hypothesis (last five
columns of the table) break down completely in several cases, especially for models 2, 5, 6, 7, not
only when the MA parameter is close to -1. Moreover, the bias gets worse with increasing sample size
(see Table 11). These results confirm the finding of the previous section, namely, such tests are very
sensitive to misspecification and could lead to misleading results. The supLM tests are generally well
behaved in terms of size. In particular, the asymptotic test sLM is oversized only for the conditional
heteroskedastic models 8 and 9. In general, the wild bootstrap version sLM.b is never oversized. The
ADF test is severely oversized for model 2 and the GLS version only partly overcomes the problem.
The M tests tend either to have the correct size or to be undersized, especially for models 10-12.
One instance where both M tests and supLM tests show some size bias is the ARIMA(1,1,1) case
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linear
01. RW ∆Xt = εt
02. IMA11.1 ∆Xt = −0.9εt−1 + εt
03. IMA11.2 ∆Xt = 0.5εt−1 + εt
04. IMA11.3 ∆Xt = 0.9εt−1 + εt
05. ARI5.1 ∆Xt = −0.6∆Xt−1 − 0.4∆Xt−2 − 0.3∆Xt−3 − 0.4∆Xt−4 − 0.5∆Xt−5 + εt
06. ARIMA111.1 ∆Xt = −0.7∆Xt−1 − 0.9εt−1 + εt
07. ARIMA111.2 ∆Xt = 0.7∆Xt−1 + 0.9εt−1 + εt
nonlinear
08. ARI-GARCH.1 ∆Xt = εt σt, where σ
2
t = 0.05 + 0.90ε
2
t−1 + 0.05σ
2
t−1
09. ARI-GARCH.2 ∆Xt = εt σt, where σ
2
t = 0.05 + 0.30ε
2
t−1 + 0.65σ
2
t−1
10. TARI1.1 ∆Xt =
{
−2Xt−1 + εt, if Xt−1 ≤ r
0.3Xt−1 + εt, if Xt−1 > r
11. NLIMA.1 ∆Xt = −0.8ε2t−1 + εt
12. NLIMA.2 ∆Xt = 0.8ε
2
t−1 + εt
Table 3: Integrated data generating processes used to investigate the size of the tests. Unless
otherwise stated r = 0 and {εt} follows a standard Gaussian white noise.
of Models 6 and 7; see also Table 11. In the Supplementary Material we have reported a separate
investigation on this case.
7.3 Power: other processes
Table 5 reports the additional stationary DGPs used to assess the empirical power of the tests.
Note that many of these models are not nested in the TARMA(1,1) specification. Models 13–18 are
linear and stationary; in particular, models 17 and 18 are the stationary counterparts of models 6
and 7. Models 19–22 are two-regime TAR models whereas models 23 and 24 follow a three-regime
TAR. Models 25 and 26 are the stationary counterpart of Models 11 and 12. Models 27 and 28
are the heteroskedastic counterparts of models 20 and 21, respectively. Models 29 and 30 are the
stationary versions of models 8 and 9, respectively. Models 22–31 are not nested in the TARMA(1,1)
specification implied by our alternative hypothesis. In particular, the three-regime TAR of models
23 and 24 corresponds to the setup of Bec et al. (2004, 2008a) and Kapetanios and Shin (2006).
Table 6 reports the empirical rejection percentages by the various tests for the stationary pro-
cesses listed in Table 5. As for the set of integrated DGPs studied in the previous section, the
majority of such processes are not directly described by the stationary TARMA(1,1), and under H0
they cannot be reduced to an IMA(1,1) specification. Hence, in order to show the real performance
of the tests, we focus on those tests whose size is acceptable without size-correcting their power.
Notably, supLM tests are almost always more powerful than the M tests M¯GLS, MPT and the
ADFGLS test, except for the ARGARCH model (models 29 and 30). Our test is almost always more
powerful than the MGLS of Perron and Qu (2007), for both linear processes and threshold processes,
except for model 17, the ARMA(1,1) model with near cancellation, and model 20. Our tests are
less powerful than the MGLS for the nonlinear MA (models 25 and 26), a borderline case where the
representation in terms of a TARMA process might not provide a good approximation. In general,
supLM tests seem to lose power in the presence of heteroskedasticity (models 27–30), even though
this depends on the values of the parameters. In fact, for models 28 and 30 the power is superior
to or comparable with those of M tests. An important piece of evidence emerging from the results
is that our supLM tests do have power against all the alternatives and in every setting. This is not
the case with the M tests as evidenced by the un-corrected power; for instance, for models 13 and
15, the M¯GLS test and the MPT test (and the ADF
GLS test) have practically zero power, also for
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linear
13. AR1.1 Xt = −0.9Xt−1 + εt
14. AR1.2 Xt = 0.9Xt−1 + εt
15. AR1.3 Xt = −0.6Xt−1 + εt
16. AR1.4 Xt = 0.6Xt−1 + εt
17. ARMA11.1 Xt = 0.7Xt−1 − 0.9εt−1 + εt
18. ARMA11.2 Xt = 0.7Xt−1 + 0.9εt−1 + εt
nonlinear
19. TAR1.1 Xt =
{
0.6Xt−1 + εt, if Xt−1 ≤ r
0.35Xt−1 + εt, if Xt−1 > r
20. TAR1.2 Xt =
{
0.6Xt−1 + εt, if Xt−1 ≤ r
−0.35Xt−1 + εt, if Xt−1 > r
21. TAR1.3 Xt =
{
−2Xt−1 + εt, if Xt−1 ≤ r
0.3Xt−1 + εt, if Xt−1 > r
22. TAR3.1 Xt =
{
0.3Xt−1 − 0.7Xt−2 + 0.6Xt−3 + εt, if Xt−1 ≤ r
−0.3Xt−1 + 0.7Xt−2 − 0.6Xt−3 + εt, if Xt−1 > r
23. 3TAR1.1 Xt =

0.3 + 0.5Xt−1 + εt, if Xt−1 ≤ −1
0.3 +Xt−1 + εt, if − 1 < Xt−1 ≤ 1
0.3 + 0.5Xt−1 + εt, if Xt−1 > 1
24. 3TAR2.1 Xt =

−3.9 +Xt−1 − 0.3Xt−2 + εt, if Xt−1 ≤ −10
1.3Xt−1 − 0.3Xt−2 + εt, if − 10 < Xt−1 ≤ 10
3.9 +Xt−1 − 0.3Xt−2 + εt, if Xt−1 > 10
25. NLMA.1 Xt = −0.8ε2t−1 + εt
26. NLMA.2 Xt = 0.8ε
2
t−1 + εt
27. TAR1h.1 Xt =
{
0.6Xt−1 + 1 · εt, if Xt−1 ≤ r
−0.35Xt−1 + 1.5 · εt, if Xt−1 > r
28. TAR1h.2 Xt =
{
−2Xt−1 + 1 · εt, if Xt−1 ≤ r
0.3Xt−1 + 1.5 · εt, if Xt−1 > r
29. AR-GARCH.1 Xt = 0.9Xt−1 + εt σt, where σ2t = 0.05 + 0.90ε
2
t−1 + 0.05σ
2
t−1
30. AR-GARCH.2 Xt = 0.9Xt−1 + εt σt, where σ2t = 0.05 + 0.30ε
2
t−1 + 0.65σ
2
t−1
Table 5: Stationary data generating processes used to investigate the power of the tests. Unless
otherwise stated r = 0 and {εt} follows a standard Gaussian white noise.
20
n = 300 sLM sLM.b M¯GLS MGLS MPT ADF
GLS
13. AR1.1 99.5 100.0 0.8 28.2 0.8 10.5
14. AR1.2 82.9 83.6 78.1 82.1 77.0 78.1
15. AR1.3 86.1 84.7 5.9 40.4 5.7 22.4
16. AR1.4 100.0 100.0 54.3 80.4 53.9 68.3
17. ARMA11.1 96.5 80.1 14.8 100.0 14.8 30.0
18. ARMA11.2 100.0 100.0 63.6 74.4 63.2 70.1
19. TAR1.1 97.4 98.1 46.0 77.9 45.6 61.0
20. TAR1.2 55.3 50.6 32.1 71.0 31.2 53.3
21. TAR1.3 85.2 82.6 11.7 76.5 11.8 36.8
22. TAR3.1 65.7 49.4 10.5 29.5 10.4 39.8
23. 3TAR1.1 99.6 99.7 47.7 79.6 46.8 62.8
24. 3TAR2.1 84.6 83.7 19.6 21.8 19.2 19.9
25. NLMA.1 43.5 30.7 22.3 66.5 22.3 48.3
26. NLMA.2 46.8 30.9 20.9 67.2 20.7 48.5
27. TAR1h.1 52.6 42.6 27.5 71.5 27.8 49.3
28. TAR1h.2 86.9 85.8 9.7 70.8 9.9 32.0
29. ARGARCH.1 64.1 28.2 81.7 83.9 79.9 82.0
30. ARGARCH.2 73.2 46.9 76.3 79.2 74.8 76.5
Table 6: Empirical power at α = 0.05. Rejection percentages from stationary DGPs with n = 300.
n = 500, see Table 13.
The results presented in this section show that our supLM tests have good power properties
against a wide range of alternatives, including those that are not nested in the TARMA(1,1) spec-
ification. Moreover, it is clear that rejection of a unit-root test having a nonlinear process as the
alternative should not be interpreted as a definite indication in favour of a particular specification.
In this respect, all these tests should be seen as just one of the many steps of the modelling exercise.
8 A real application: testing the PPP hypothesis
In this section we apply our supLM tests to the postBretton Woods and pre-euro real exchange rates
of a panel of European countries. The idea is to contribute to the widely debated issue of the power
of purchase parity (PPP) and show that the TARMA model can be a useful tool to this aim. As
mentioned in the introduction, based on macroeconomic theory, there is some consensus on the fact
that price gaps (measured in a common currency) for the same goods in different countries should
rapidly disappear. However, empirical evidence points to a strong persistence and unit root tests
generally fail to reject the null hypothesis of a random walk. As also pointed out in Taylor (2001) this
can be ascribed to two factors. First, the way economic data are produced or aggregated may lead
a severe bias in the inference based upon them. This is also noted in Pelagatti and Colombo (2015)
where the authors show that real exchange rates based on the consumer price index do not preserve
the possible stationarity properties of the ratios. A second factor is represented by the incorrect
linear specification for the price dynamics. Indeed, the presence of trading costs implies that the
mechanisms governing price adjustments are nonlinear and threshold autoregressive models provide
a solution to the problem by allowing a “band of inaction” random walk regime, where arbitrage
does not occur, and other regimes where mean reversion takes place so that the model is globally
stationary (see Bec et al., 2004, and references therein for further discussion). For a review on how
TAR models are used to analyse the exchange rates dynamics see also Hansen (2011). Among other
approaches, Bec et al. (2008b) and Gourieroux and Robert (2006) introduce switching models to
incorporate the possibility that the threshold that defines the regimes where arbitrage takes place is
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PT DE FR BE AT GB NL IT
sLM 0.167 0.002 0.126 0.900 0.329 0.318 0.900 0.874
sLM.b 0.384 0.009 0.292 0.833 0.417 0.259 0.802 0.836
M¯GLS . . . . . . . .
MGLS . . . . . . . .
MPT . . . . . . . .
ADF . . . . . . . .
ADFGLS . . . . . . . .
KSe . . . . . . . .
KSe.b . . . . . . . .
BBC . . . . . . . X
BBC.b . X . . . . . X
EGc . . . . . . . .
Table 7: Results for the set of unit root tests applied to the 8 monthly series of real exchange rates.
The first two rows report the p-value for the supLM tests; the remaining rows show the checkmark
Xif the test results significant at 1%.
a random variable. A critical investigation on the practical usefulness of combining unit-root tests
and other stationarity tests in the PPP debate is put forward in Caner and Kilian (2001).
We consider the monthly log10 real exchange rates for the following countries: Portugal (PT),
Germany (DE), France (FR), Belgium (BE), Austria (AT), Great Britain (GB), Netherland (NL),
Italy (IT). The series range from 1973:09 to 1998:12 (n = 304) and are produced by the Bank of
International Settlements (BIS) by taking the geometric weighted average of a basket of bilateral
exchange rates (27 economies), adjusted with the corresponding relative consumer prices. Such
weights are constructed from manufacturing trade flows so as to encompass both third-market com-
petition and direct bilateral trade through a double-weighting scheme. See Klau and Fung (2006)
and https://www.bis.org/ for more details on the construction of the indexes.
Table 7 reports the results of the application of the battery of unit root tests described in the
previous section on the 8 monthly series of real exchange rates. The first two rows show the p-values
from our supLM tests. To enhance readability, the remaining rows show a checkmark X if the
corresponding test rejects the null hypothesis at level 1%. Based upon our tests, we can reject the
null hypothesis with some confidence for Germany (DE) (p-values in bold). Interestingly, with the
exception of the BBC.b test, all the other tests fail to reject and the finding is somehow consistent
with that of Bec et al. (2004) where the authors rejected for the pairwise real exchange rates of
Germany versus France, Italy, Belgium, Netherland and Portugal. Indeed, the BBC tests reject also
for Italy but our tests do not and this might be due to the oversize of the BBC tests. Moreover, as
shown in Section 7.1, the M tests may have very little power against some TARMA alternatives and
this explains their failure to reject the null hypothesis. This result suggests an exploration to see if
a TARMA model is plausible for the series for Germany. Hence, we fit the following TARMA(1,1)
model
Xt =
{
φ1,0 + φ1,1Xt−1 + εt − θεt−1, if Xt−1 > r
φ2,0 + φ2,1Xt−1 + εt − θεt−1, if Xt−1 ≤ r
(8.1)
In Figure 1(left) we plot the values of the LM statistic Tr computed over a threshold grid that
ranges from the 15th to the 85th percentiles of the data. The estimated threshold rˆ = 4.700, that
maximizes Tr, is also the value that minimizes the AIC criterion over the same grid. In the right
panel of the figure we plot the time series of the monthly real exchange rates for Germany, where
we have indicated the selected threshold with a red line. The gray shaded area indicates the months
associated with the upper regime. The parameter estimates are presented in Table 8 and point to
a lower regime with a possible unit root and an upper regime where the slope is strictly smaller
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Figure 1: Left: values of the LM statistic Tr over the threshold grid. The value that maximizes Tr,
rˆ = 4.700, is taken as the estimated threshold and is indicated with a dashed line. Right: time series
of real monthly exchange rates for Germany. The estimated threshold is indicated with a horizontal
red line. The gray shaded area indicates the periods associated with the upper regime.
θ φ1,0 φ1,1 φ2,0 φ2,1
estimate 0.305 -1.250 0.735 -0.149 0.968
s.e. (0.055) (0.281) (0.059) (0.088) (0.019)
Table 8: Parameter estimates from the TARMA(1,1) fit of Eq. 8.1 on the monthly real exchange
rates for Germany (DE) with rˆ = 4.700.
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Figure 2: Sample autocorrelations and sample partial autocorrelations of the residuals from the
TARMA fit for the time series of monthly real exchange rates for Germany.
than 1. This is consistent with the idea of a nonlinear adjustment mechanism that activates when
the rate crosses the threshold. Figure 1(right) shows that the intervention regime is visited mostly
before 1980 and after 1995. This is in general agreement with the results of Bec et al. (2004), as
well as those that Bec et al. (2008b) obtained on the real exchange rate series of French Franc
against Deutsche Mark. The MA parameter θ greatly enhances the fitting ability of the model while
retaining parsimony. This is witnessed by the diagnostics computed on the residuals.
Figure 2 shows the sample autocorrelations and the sample partial autocorrelations up to 36
months, computed on the residuals of the TARMA model. No residual correlation is discernible. In
order to rule out the possibility of nonlinear serial dependence in the residuals, we have computed
the test based upon the entropy measure Sρ described in Giannerini et al. (2015). The results
are shown in Figure 3(left), where the rejection bands correspond to the null hypothesis of serial
independence at level 95% (green dashed line) and 99% (blue dashed line) up to 24 months. The
results confirm that the residuals do not show any kind of dependence. We complete the diagnostic
analysis by looking at the quantile-quantile plot of the residuals and by computing the Shapiro-
Wilk’s normality test. This is shown in Figure 3(right). The results do not suggest any significant
deviations from normality and confirm the goodness of the proposed fit.
9 Conclusions
In this paper we have extended unit-root tests to the TARMA framework by means of a Lagrange
Multipliers (supLM) statistic that tests the null hypothesis of an integrated moving-average process
(IMA(1,1)) against the alternative of a first-order threshold autoregressive moving-average process
(TARMA(1,1)). Under the new setup, we are able to develop tests with good size and power against
a wide range of linear and nonlinear alternatives, not necessarily nested in our specification, and
without pre-modelling steps. We have shown that many tests that address the problem of size
distortion tend to have low power against not only nonlinear alternatives but also stationary linear
ones. Moreover, most tests that have a nonlinear specification in the alternative hypothesis are
severely biased in numerous instances, so much so that it is questionable as to whether they can be
relied upon to draw definitive conclusions. Indeed, we have shown that rejection of a unit-root test
with a nonlinear model as the alternative does not necessarily imply a nonlinear specification. We
agree with the view that unit-root tests should not be used uncritically as a model selection tool.
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Figure 3: Entropy measure Sρ computed on the residuals from the TARMA fit for the time series
of monthly real exchange rates for Germany. The confidence bands at 95% (green) and 99%(blue)
correspond to the null hypothesis of serial independence (left) and qqplot of the residuals with the
p-value of the Shapiro-Wilk’s normality test (right).
We have proved both the consistency and the asymptotic similarity of our supLM test. In
particular, we have provided the first rigorous proof of tightness pertaining to testing for threshold
nonlinearity against difference stationarity. This is of independent interest as it provides a general
theoretical framework that can be extended to other ARIMA versus TARMA testing. Finally, the
application of our tests to real exchange rates shows that TARMA models could well represent a
modest first step towards a positive resolution of the PPP puzzle.
10 Proofs
Proof of Theorem 4.1
Recall rn = (1− θ)τσ
√
n. Let Γ be a 3× 3 diagonal matrix with diagonal equal to (I˜−1/21,1 , I˜−1/21,1 , 1).
Define the process
Hn =
Hn(τ) := Γ−1

1√
n
∂`(rn)
∂φ0
1√
n
∂`(rn)
∂φ1,0
1
n
∂`(rn)
∂φ1,1
 , τ ∈ [rL, rU ]
 . (10.1)
Step 1 below shows that
Hn  H =
H(τ) :=

∫ 1
0
dWs∫ 1
0
I(Ws ≤ τ)dWs∫ 1
0
WsI(Ws ≤ τ)dWs
 , τ ∈ [rL, rU ]
 (10.2)
in the space of DR3 [rL, rU ] consisting of CADLAG functions, i.e., functions from [rU , rL] → R3
whose component functions are continuous from the right and have left-hand limits, equipped with
the supremum metric. Step 2 below proves the uniform convergence of K−1n Iˆn(rn)K
−1
n → I(τ),
consequently
QnIˆ2,2,n(rn)Qn −QnIˆ2,1,n(rn)
{
PnIˆ1,1,n(rn)Pn
}−1
PnIˆ1,2,n(rn)Qn → I2,2(τ)− I2,1(τ)I−11,1I1,2(τ).
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Step 3 below establishes (4.2), hence
Qn
∂ ˆ`
∂ψ2
(rn) =
(−I˜2,1(τ)I˜−11,1 , I)

1√
n
∂`
∂φ0
1√
n
∂`(rn)
∂φ1,0
1
n
∂`(rn)
∂φ1,1
+ op(1)
where the op(1) term holds uniformly for rn ∈ Rn, and I is the 2× 2 identity matrix. It follows from
(3.12) that
Tn(rn) ={
Qn
∂ ˆ`
∂ψ2
(rn)
}ᵀ [
QnIˆ2,2,n(rn)Qn −QnIˆ2,1,n(rn)
{
PnIˆ1,1,n(rn)Pn
}−1
PnIˆ1,2,n(rn)Qn
]−1
×
{
Qn
∂ ˆ`
∂ψᵀ2
(rn)
}
 
∥∥∥{(I2,2(τ)− I2,1(τ)I−11,1I1,2(τ)}−1/2 ( −I˜2,1(τ)I˜−11,1 , I )ΓH(τ)∥∥∥2
=
∥∥∥{Λ2,2(τ)− Λ2,1(τ)Λ1,2(τ)}−1/2 {H2(τ)− Λ2,1(τ)H1(τ)}∥∥∥2
as a process in DR[rL, rU ], thereby the desired result follows from the fact that the supremum
function is a continuous functional from DR[rL, rU ] to R.
Step 1: Validity of (10.2)
The proof consists of verifying the tightness of Hn and its finite dimensional convergence to H.
We first consider tightness. Clearly, { 1√
n
∂`(τ)
∂φ0
} is tight since it does not depend on τ . Be-
cause supτ | 1√n
∂`(τ)
∂φ1,0
− Tn(τ)| = op(1), they share the same tightness property. The tightness of
{ 1√
n
∂`(τ)
∂φ1,1
, rL ≤ τ ≤ rU} can be similarly inferred from that of T˜n(τ) =
∑n
t=2
1√
n
εt
σ
∑t−2
j=0 θ
j Xt−1−j√
nσ
I
(
rL <
Xt−1−j√
n(1−θ)σ ≤ τ
)
,
for rL ≤ τ ≤ rU . But then the analogous conditions (4.6–4.7) for T˜n follow trivially from (4.6–4.7)
since rL, rU are finite numbers.
Note the tightness of {Tn(τ), τ ∈ [rL, rU ]} follows from Tn(a) = Op(1) and verifying below that
for all τ ∈ [rL, rU ] and for each positive  and η, there exists a δ ∈ (0, 1) such that for all sufficiently
large n,
P
(
sup
a≤τ≤s≤τ+δ
|Tn(s)− Tn(τ)| ≥ 
)
≤ η; (10.3)
c.f. (Billingsley, 1968, Theorem 8.3). Henceforth in this proof, let  < 1 and η be two given positive
numbers. (The bound τ + δ in (10.3) and similar expressions below will be replaced by rU if it
exceeds rU .) It follows from (4.6) that for all τ2 > τ1 such that /n < (τ2 − τ1)1/2, we have
E|Tn(τ2)− Tn(τ1)|4 ≤ 2C

(τ2 − τ1)3/2. (10.4)
Let ζ be a positive number such that /n ≤ ζ1/2. By (10.4) and (Billingsley, 1968, Theorem 12.2),
for any τ ∈ [rL, rU ] and positive integer m,
P ( max
1≤i≤m
|Tn(τ + iζ)− Tn(τ)| ≤ λ) ≤ C
λ4
(mζ)3/2, (10.5)
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where C is another constant. By (4.7), there exists a sufficiently large constant K ≥ 1 such that
the LHS of (4.7) is bounded by KL(n)
√
n log log nζ + , uniformly for τ ∈ [rl, rU ] and ζ ≤ 1, except
outside an event, denoted by A, which is of probability not less than 1− η. On event A,
sup
τ≤s≤τ+mζ
|Tn(s)− Tn(τ)| ≤ 3 max
i≤m
|Tn(τ + iζ)− Tn(τ)|+KζL(n)
√
n log log n+ . (10.6)
Without loss of generality, the preceding equation is assumed to hold since accounting for Ac will
only inconsequentially inflate the RHS of (10.3) from η to 2η. If
/n ≤ ζ1/2 and KζL(n)
√
n log log n < , (10.7)
then it follows from (10.5) and (10.6) that
P
(
sup
τ≤s≤τ+mζ
|Tn(s)− Tn(τ)| ≥ 5
)
≤ C
5
(mζ)3/2
which becomes
P
(
sup
τ≤s≤τ+δ
|Tn(s)− Tn(τ)| ≥ 5
)
≤ ηδ
upon choosing δ = mζ such that Cδ1/2/5 < η, which is feasible if there exists a positive integer m
such that
δKL(n)
√
n log log n

< m ≤ δ
2
n2,
but the existence of such an m is guaranteed for all sufficiently large n. Thus, Billingsley (1968,
corollary to Theorem 8.3) entails that (10.3) holds with  there replaced by 15 for all sufficiently
large n. Since  > 0 is arbitrary, this completes the proof of the tightness of Hn.
Next, we prove the finite-dimensional convergence of Hn to H. For simplicity, we only give
the proof of n−1 ∂`(rn)∂φ1,1  
∫ 1
0
WsI(Ws ≤ τ)dWs, via the following uniform approximation argument
(Pollard, 2012, Example 11, p.70). Let G,G1, G2, . . . be a sequence of random elements in a metric
space (X , d), with the support of G being a separable set of completely regular elements. Suppose
for each  > 0, δ > 0, there exist approximating random elements AG,AG1, AG2, . . . such that
(i) P ∗{d(G,AG) > } < δ;
(ii) lim supP ∗{d(Gn, AGn} > } < δ;
(iii) AGn  AG,
where P ∗(·) denotes the outer probability measure of the enclosed expression. Then Gn  G, as
n→∞. The complete regularity condition holds here, with the Euclidean sample space. We verify
conditions (i)–(iii) below.
Recall that
1
n
∂`
∂φ1,1
(rn) =
n∑
t=1
1√
n
εt
σ
1
1− θB
{
Xt−1√
nσ
I
(
Xt−1√
n(1− θ)σ ≤ τ
)}
.
Let An,k =
∑n
t=k+1
1√
n
εt
σ
∑k
j=0 θ
j Xt−1−j√
nσ
I
(
Xt−1−j√
n(1−θ)σ ≤ τ
)
. We claim that for any fixed positive
integer k and as n→∞,
An,k  (1− θk+1)×
∫ 1
0
WsI(Ws ≤ τ)dWs, (10.8)
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which will be verified later. We shall check conditions (i)–(iii) with Gn =
1
n
∂`(rn)
∂φ1,1
, AGn = An,k,
G =
∫ 1
0
WsI(Ws ≤ τ)dWs and AG = (1 − θk+1)G; indeed condition (iii) obtains due to (10.8).
Clearly, (i) holds by Slutsky’s theorem. It remains to show (ii), which can be done by first bounding
the difference
Dn,k =
1
n
∂`(rn)
∂φ1,1
−An,k
=
k∑
t=1
1√
n
εt
σ
t−1∑
j=0
θj
{
Xt−1−j√
nσ
I
(
Xt−1−j√
n(1− θ)σ ≤ τ
)}
+
n∑
t=k+1
1√
n
εt
σ
t−1∑
j=k+1
θj
{
Xt−1−j√
nσ
I
(
Xt−1−j√
n(1− θ)σ ≤ τ
)}
.
The summands of Dn,k form a martingale difference sequence with respect to the σ-algebra Ft
generated by the innovations εt−j , j ≥ 0; hence Dn,k is of zero mean and Jensen’s inequality implies
that its variance is bounded by
K
(1− |θ|)2
{
k(k − 1)
2n2
+ |θ|k+1 1
2
}
, (10.9)
where K > 0 is a constant such that E(X2t ) = σ
2{1 + θ2 + (t− 1)(1− θ)2} ≤ tKσ2. Since the true θ
is less than 1 in magnitude, (10.9) indicates that for any positive , by choosing k sufficiently large
and then letting n→∞, P (|Dn,k| ≤ )→ 1. Thus, (ii) holds by Markov’s inequality.
It remains to verify (10.8). The claim (10.8) would follow readily from Theorem 7.10 in Kurtz
and Protter (1996) were the step function I(x ≤ τ) a continuous function. Unfortunately, this is not
the case but it is discontinuous only at τ . The idea of proof is to approximate the step function by
a net of smooth functions, say Gδ(x), such that |Gδ(x) − I(x ≤ τ)| ≤ Vδ(x) with the bound Vδ(x)
being uniformly bounded, continuous functions and with support inside [τ − δ, τ + δ]. Define
An,k,δ =
n∑
t=k+1
1√
n
εt
σ
k∑
j=0
θj
Xt−1−j√
nσ
Gδ
(
Xt−1−j√
n(1− θ)σ
)
.
Then, for fixed k and δ, An,k,δ  (1− θk+1)
∫ 1
0
WsGδ(Ws)dWs, as n→∞. Consider
An,k −An,k,δ =
n∑
t=k+1
1√
n
εt
σ
k∑
j=0
θj
Xt−1−j√
nσ
{
I
(
Xt−1−j√
n(1− θ)σ ≤ r
)
−Gδ
(
Xt−1−j√
n(1− θ)σ
)}
,
whose summands form a martingale difference sequence, so it is of zero mean and its variance can
be bounded as follows:
E(An,k −An,k,δ)2 ≤ 1
1− |θ|
n∑
t=k+1
1
n
E

k∑
j=0
|θ|j
{
Xt−1−j√
nσ
}2
V 2δ
(
Xt−1−j√
n(1− θ)σ
)
≤ (1− θ)
2 max(|r − δ|2, |r + δ|2)
1− |θ| E

n∑
t=k+1
1
n
k∑
j=0
|θ|jV 2δ
(
Xt−1−j√
n(1− θ)σ
) .
On the other hand, it follows from Theorem 7.10 in Kurtz and Protter (1996) that
n∑
t=k+1
1
n
k∑
j=0
|θ|jV 2δ
(
Xt−1−j√
n(1− θ)σ
)
 1− |θ|
k+1
1− |θ|
∫ 1
0
V 2δ (Ws)ds. (10.10)
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Since V 2δ (·) is continuous, uniformly bounded, say, by K > 0, and its support lies inside [r−δ, r+δ],
the expectation of the LHS of (10.10) converges to
E
∫ 1
0
V 2δ (Ws)ds ≤ K
{
ν +
∫ 1
ν
∫ τ+δ
τ−δ
1√
2pis
exp(−y2/(2s))dyds
}
,
where 0 < τ < 1 can be chosen to be an arbitrary small, fixed number, and then the double integral
having a bounded integrand can be made arbitrarily small by rendering δ > 0 small. Hence, for any
fixed  > 0 and γ > 0 it holds that for all sufficiently small δ, P (|An,k − An,k,δ| > ) < γ for all
sufficiently large n. Also, the difference
∫ 1
0
WsGδ(Ws)dWs−
∫ 1
0
WsI(Ws ≤ r)dWs =
∫ 1
0
Ws{Gδ(Ws)−
I(Ws ≤ r)}dWs is of zero mean and variance equal to∫ 1
0
E[W 2s {Gδ(Ws)− I(Ws ≤ τ)}2]ds
≤K max(|τ − δ|2, |τ + δ|2)
∫ 1
0
P (Ws ∈ [τ − δ, τ + δ])ds
which can be similarly shown to be made arbitrarily small for all sufficiently small δ. Thus, the
claim (10.8) can be verified, by routine arguments; c.f. (Pollard, 2012, Example 11, p.70).
Step 2: Uniform Convergence of K−1n Iˆn(rn)K
−1
n → I(τ), for rn ∈ Rn
Recall that Iˆn(rn) is the observed Fisher information matrix evaluated at ψ1 = ψˆ1, ψ2 = 0 and
threshold parameter set as rn, while In(rn) evaluated with ψ evaluated at the true value under
H0 and threshold at rn. We give the proof that K
−1
n In(rn)K
−1
n → I(τ), uniformly for rn =
(1 − θ)τσ√n ∈ Rn, and then indicate how to modify the proof to lift the result for the uniform
convergence of K−1n Iˆn(rn)K
−1
n → I(τ). This will be shown componentwise, with greater details for
the (5,5)-th component and a sketchier proof for the (4,2)-th component, as a prototype of the proof
for other components. Consider then
1
n2
∂2`
∂φ21,1
(rn) =
1
n2
n∑
t=1
1
σ2
∂εt
∂φ1,1
∂εt
∂φ1,1
+
1
n2
n∑
t=1
εt
σ2
∂2εt
∂φ21,1
=
1
n
n∑
t=1
(
t−1∑
s=0
θt−1−s
Xs√
nσ
I(Xs ≤ rn)
)2
,
because the second term in the first equality is identically 0. For any real number x, let [x] denote
the greatest integer not larger than x. By adapting the proof technique in Step 1, it can be readily
shown that for fixed τ and as n→∞,
[tn]∑
s=0
θt−1−s
Xs√
nσ
I(Xs ≤ rn), 0 ≤ t ≤ 1
 {WtI(Wt ≤ τ), 0 ≤ t ≤ 1}.
Applying Theorem 7.10 of Kurtz and Protter (1996), we have 1n2
∂2`(ψ0;rn)
∂φ21,1
 
∫ 1
0
W 2s I(Ws ≤ τ)ds.
To strengthen the preceding convergence to uniform convergence for rn ∈ Rn, it suffices to show the
uniform boundedness in probability of the increment ∆n(τ1, τ2) =
∣∣∣ 1n2 ∂2`(ψ0;r2,n)∂φ21,1 − 1n2 ∂2`(ψ0;r1,n)∂φ21,1 ∣∣∣,
where ri,n = (1− θ)τiσ, for all rL ≤ c ≤ τ1 ≤ τ2 ≤ d ≤ rU sufficiently close. Indeed,
sup
c≤τ1≤τ2≤d
∆n(τ1, τ2)
≤ 2
n
n∑
t=1
(
t−1∑
s=0
|θ|t−1−s |Xs|√
nσ
I
(
c <
Xs√
n(1− θ)σ ≤ d
))(t−1∑
s=0
|θ|t−1−s |Xs|√
nσ
)
,
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with the preceding bound converges weakly to
∫ 1
0
|Ws|2I(c < Ws ≤ d), as n→∞.
Write 1n2
∂2 ˆ`
∂φ21,1
(rn) for
1
n2
∂2`
∂φ21,1
(ψ1 = ψˆ1,ψ2 = 0; rn). To lift the preceding result to the uniform
convergence of 1n2
∂2 ˆ`
∂φ21,1
(rn) to
∫ 1
0
W 2s I(Ws ≤ τ)ds, first note that it follows from the consistency of
θˆ that there exists an 0 < η < 1 such that the event B = {max(|θˆ|, |θ|) < η} holds with probability
approaching 1 as n → ∞. Without loss of generality, it is assumed that max(|θˆ|, |θ|) < η < 1.
Therefore, for any rn,∣∣∣∣∣ 1n2 ∂2 ˆ`∂φ21,1 (rn)− 1n2 ∂
2`
∂φ21,1
(rn)
∣∣∣∣∣
≤ 2
n
|θˆ − θ|
n∑
t=2
(
t−2∑
s=0
(t− 1− s)ηt−2−s |Xs|√
nσ
I(Xs ≤ rn)
)(
t−1∑
s=1
ηt−1−s
|Xs|√
nσ
I(Xs ≤ rn)
)
≤K
n
|θˆ − θ|
n∑
t=2
(
t−1∑
s=1
η˜t−1−s
|Xs|√
nσ
)2
= op(1),
for some η < η˜, 1 and constant K, hence the desired convergence result for 1n2
∂2 ˆ`
∂φ21,1
(rn).
Similarly, it can be shown that
1
n
∂2`(ψ0; rn)
∂φ21,0
 1
(1− θ)2σ2
∫ 1
0
I(Ws ≤ τ)ds.
Next, consider
1
n
∂2`(ψ0; rn)
∂φ1,0∂θ
=
1
n
n∑
t=1
1
σ2
∂εt
∂φ1,0
∂εt
∂θ
+
1
n2
n∑
t=1
εt
σ2
∂2εt
∂φ1,0∂θ
= − 1
nσ2
n∑
t=1

t−2∑
j=0
θjεt−1−j


t−1∑
j=0
θjI (Xt−1−j ≤ r)
 ,
which is shown to be op(1) as follows. Using similar argument as in the proof of Step 1, we can
approximate the right side of the last equality by
− 1
nσ2
n∑
t=[nδ]

k∑
j=0
θjεt−1−j


k∑
j=0
θjGτ
(
Xt−1−j√
n(1− θ)σ
) (10.11)
where 0 < δ < 1 and Gτ is uniformly bounded and uniformly Lipschitz continuous function, i.e.,
with an identical Lipschitz constant, for rL < τ < rU ; by suitably choosing δ,Gτ and k sufficiently
large, the approximation error can be made arbitrarily small in magnitude, uniformly for rn ∈ Rn,
in probability. Eqn. (10.11) can be further approximated by
− 1
nσ2
n∑
t=[nδ]

k∑
j=0
θjεt−1−j


k∑
j=0
θjGτ
(
Xt−2−k√
n(1− θ)σ
) , (10.12)
which is of zero mean and variance of order O(1/n). The uniform Lipschity continuity of Gτ (·)
implies that the approximation error is uniformly Op(n
−1/2). Altogether, 1n
∂2`(ψ0;rn)
∂φ1,0∂θ
= op(1),
which, as before, can be similarly shown to hold uniformly for rn ∈ Rn. The desired convergence
for other components can similarly be established.
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Step 3: Proof of (4.2)
It follows from the discussion below (4.2) that it suffices to verify (4.3), which we show component-
wise,
1√
n
∂ ˆ`(rn)
∂φ1,0
=
1√
n
∂`(rn)
∂φ1,0
−
{
1
(1− θ)2σ2
∫ 1
0
I(Ws ≤ τ)ds
}√
n
(
φˆ0 − φ0
)
+ op(1) (10.13)
1
n
∂ ˆ`(rn)
∂φ1,1
=
1
n
∂`(rn)
∂φ1,1
−
{
1
(1− θ)σ
∫ 1
0
WsI(Ws ≤ τ)ds
}√
n
(
φˆ0 − φ0
)
+ op(1), (10.14)
where all op(1) terms within this proof hold uniformly for rn ∈ Rn. We prove only (10.13), since
(10.14) can be similarly proved. Within this proof, εˆt denotes εt evaluated at ψ1 = ψˆ1, ψ2 = 0,
which does not depend on the threshold r. Also, ∂εˆt∂φ1,0 (
∂εˆt
∂φ0
) denotes ∂εt∂φ1,0 (
∂εt
∂φ0
) evaluated at
ψ1 = ψˆ1, ψ2 = 0, and r = rn; sometimes we write
∂εˆt(rn)
∂φ1,0
, etc. to highlight that the threshold
parameter is set at rn. On the other hand, their counterparts without the hat sign are evaluated at
the true ψ value under H0, and the threshold parameter equal to rn. In particular, εt represent the
true innovation at epoch t in the rest of this proof. It follows from (3.9), (3.7), (3.8) and routine
algebra that
εˆt − εt = (φ0 − φˆ0)
t−1∑
j=0
θˆj + (θˆ − θ)
t−1∑
j=0
θjεt−1−j + θˆtε0; (10.15)
∂εˆt
∂φ1,0
− ∂εt
∂φ1,0
= (θˆ − θ)
t−1∑
j=0
θj
∂εt−1−j
∂φ1,0
− θˆt ∂ε0
∂φ1,0
. (10.16)
Since 1σˆ2 − 1σ2 = σ
2−σˆ2
σ2σˆ2 = Op(n
−1/2), the following equality holds, up to an asymptotically negligible
additive term,
1√
n
∂ ˆ`(rn)
∂φ1,0
= − 1√
n
n∑
t=1
εˆt
σ2
∂εˆt
∂φ1,0
=
1√
n
∂`(rn)
∂φ1,0
+
{
1√
n
n∑
t=1
εt
σ2
∂εt
∂φ1,0
− 1√
n
n∑
t=1
εˆt
σ2
∂εˆt
∂φ1,0
}
.
The term enclosed by curly brackets equals
1√
nσ2
n∑
t=1
{
εt
∂εt
∂φ1,0
− εˆt ∂εˆt
∂φ1,0
+
(
φˆ0 − φ0
) ∂εt
∂φ1,0
∂εt
∂φ0
}
−√n
(
φˆ0 − φ0
) 1
n
n∑
t=1
1
σ2
∂εt
∂φ1,0
∂εt
∂φ0
:= An(rn)−Bn(rn).
Using techniques in Step 1, we have{
1
n
n∑
t=1
1
σ2
∂εt(rn)
∂φ1,0
∂εt(rn)
∂φ0
, rn ∈ Rn
}
 
{
1
(1− θ)2σ2
∫ 1
0
I (Ws ≤ τ) ds, τ ∈ (rL, rU )
}
.
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Thus, (10.13) holds if we verify that An(rn) = op(1). Eqns. (10.15) and (10.16) entail that
An(rn) =
1√
nσ2
n∑
t=1
 ∂εt∂φ1,0
(
φˆ0 − φ0
) t−1∑
j=0
θˆj − ∂εt
∂φ1,0
(
θˆ − θ
) t−1∑
j=0
θjεt−1−j − ∂εt
∂φ1,0
θˆtε0
−εˆt
(θˆ − θ) t−1∑
j=0
θj
∂εt−1−j
∂φ1,0
− θˆt ∂ε0
∂φ1,0
+ (φˆ0 − φ0) ∂εt
∂φ1,0
∂εt
∂φ0
 .
Because θˆ is consistent and the true value |θ| < 1, there exists 0 < γ < 1 such that the event
En = {|θ| < γ, |θˆ| < γ} holds with probability approaching 1 as n → ∞. Thus, with no loss of
generality, En is assumed to hold. Consequently, there exists a positive constant K such that for all
t ≥ 1,
|
t∑
j=0
θˆj −
t∑
j=0
θj | ≤ |θˆ − θ|
t∑
j=1
jγj−1 ≤ K|θˆ − θ|,
hence ∣∣∣∣∣∣ 1√nσ2
n∑
t=1
 ∂εt∂φ1,0
(
φˆ0 − φ0
) t−1∑
j=0
θˆj +
(
φˆ0 − φ0
) ∂εt
∂φ1,0
∂εt
∂φ0

∣∣∣∣∣∣
≤ Kσ−2|φˆ0 − φ0|
√
n|θˆ − θ| 1
n
n∑
t=1
∣∣∣∣ ∂εt∂φ1,0
∣∣∣∣ = op(1),
because on En, ∂εt∂φ1,0 is uniformly bounded by (1 − γ)−1 in magnitude. It can be similarly proved
that
1√
nσ2
n∑
t=1
− ∂εt∂φ1,0
(
θˆ − θ
) t−1∑
j=0
θjεt−1−j − ∂εt
∂φ1,0
θˆtε0
−εˆt
(θˆ − θ) t−1∑
j=0
θj
∂εt−1−j
∂φ1,0
− θˆt ∂ε0
∂φ1,0
 = op(1),
hence An(rn) = op(1), which completes the proof of Step 3.
Proof of Theorem 4.2
We verify (4.6), first by noting that its LHS equals
1
σ4n2
∑
t1,t2,t3,t4
E [εt1εt2εt3εt4 × I(t1)I(t2)I(t3)I(t4)]
where
I(s) =
s−2∑
j=0
θjI
(
τ1 ≤ Xs−1−j√
n(1− θ)σ ≤ τ2
)
.
Below, K,C,C1, C2 denote generic constants that may depend on θ and may vary from occurrence
to occurrence. Assume that t = maxi∈{1,2,3,4} ti. Denote Et(·) as the conditional expectation w.r.t.
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Ft, an increasing sequence of σ-algebras such that X0 and the εt are measurable w.r.t. Ft. We shall
impose the condition that for all t, Et−1[εt] = Et−1[ε3t ] = 0 and the magnitude of Et−1[ε
`
t], ` = 2, 4
is uniformly bounded for all t, which are clearly satisfied under the independent and identically
normally distributed innovation assumption. The law of iterated expectations implies that
1
σ4n2
∑
t1,t2,t3,t4
E [εt1εt2εt3εt4 × I(t1)I(t2)I(t3)I(t4)]
=
1
σ4n2
n−1∑
t=2
E
[
ε4t I
4(t)
]
+
K
σ4n2
E

n−1∑
t=2
ε2t I
2(t)
[∑
u<t
εuI(u)
]2 .
Below, we show that there exist two constants C1, C2 > 0 such that
1
n2
n−1∑
t=2
E
[
ε4t I
4(t)
] ≤ C1
n
(τ2 − τ1) (10.17)
K
n2
E

n−1∑
t=2
ε2t I
2(t)
[∑
u<t
εuI(u)
]2 ≤ K{|τ2 − τ1|3/2 + |τ2 − τ1|/n} (10.18)
We verify (10.18), by first applying Doob’s inequality and then Rosenthal’s inequality for martin-
gale difference sequence (Burkholder, 1973; Hitczenko et al., 1990) to derive the second and fifth
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inequality, respectively, in the following display:
K
σ4n2
E

n−1∑
t=2
ε2t I
2(t)
 ∑
2≤u<t
εuI(u)
2

≤ K
σ4n
E
 sup2≤t≤n−1 ε2t I2(t)
 ∑
2≤u<t
εuI(u)
2

≤ K
σ4n
E
ε2n−1I2(n− 1)
 ∑
2≤u<n−1
εuI(u)
2

≤ K
σ4n
E1/2
[
ε4n−1I
4(n− 1)]E1/2
 ∑
2≤u<n−1
εuI(u)
4
≤ K
σ4n
E1/2
[
I4(n− 1)]E1/2
 ∑
2≤u<n−1
εuI(u)
4
≤ K
σ4n
E1/2
[
I4(n− 1)]
E
 ∑
2≤u<n−1
Eu−1{ε2uI2(u)}
2 + E sup
2≤u≤n−1
|εuI(u)|4

1/2
≤ K
σ4n
E1/2
[
I4(n− 1)]
E
 ∑
2≤u<n−1
I(u)
2 + E ∑
2≤u≤n−1
ε4uI
4(u)

1/2
≤K
σ4
E1/2
[
I4(n− 1)]
 1n2E
 ∑
2≤u<n−1
I(u)
2 + 1
n2
E
∑
2≤u≤n−1
I4(u)

1/2
≤K
σ4
{|τ2 − τ1|3/2 + |τ2 − τ1|/n},
with the last line ensuing from the claims that (a) EI4(n− 1) and E∑n−1u=2 I4(u)/n are bounded by
some multiple of |τ2 − τ1| and (b) E
[∑n−1
u=2 I(u)
]2
/n2 is bounded by some multiple of |τ2 − τ1|2,
uniformly for all a ≤ τ1 < τ2 ≤ b, i.e., the constant multipliers can be chosen to depend on
−1 < θ < 1 only. For proving (a), note that under the normal innovation assumption, Xs+1√
n(1−θ)σ ∼
N
(
0, s(1−θ)
2+1+θ2
n(1−θ)2)
)
, hence its pdf is bounded by
√
n(1− θ)2/√2pi {(1− θ)2s+ 1 + θ2}. Then
EI4(n− 1)
≤KE
[
n−2∑
s=0
|θ|n−2−sI
(
τ1 ≤ Xs+1√
n(1− θ)σ ≤ τ2
)]
≤K
n−2∑
s=0
|θ|n−2−s
[∫ τ2
τ1
{ √
n(1− θ)2√
2pi {(1− θ)2s+ 1 + θ2}
}
dy
]
≤K|τ2 − τ1|
n−2∑
s=0
|θ|n−2−s√n(1− θ)2√
2pi {(1− θ)2s+ 1 + θ2} .
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The preceding sum is bounded for any fixed |θ| < 1. To see this, let 0 < α < 1 be fixed and we split
the summation into S1,n + S2n, the first of which sums over s ≥ αn, and the second over s < αn.
Then S1n is bounded by
∑n−2
s≥αn |θ|n−2−s
√
(1− θ)2/√2pi(1− θ)2α which is bounded for |θ| < 1.
Also S2n is bounded by |θ|n−αn−2
√
n
∑
0≤s<αn |θ|αn−s which is clearly bounded for |θ| < 1. Thus,
EI4(n − 1) is uniformly bounded by some multiple of |τ2 − τ1| and so is E
∑n−1
u=2 I
4(u)/n; hence
claim (a) is proved.
Next, we consider claim (b). For positive integers s1 6= s2, (Xs1 , Xs2)ᵀ normalized by
√
n(1−θ)σ
is centered bivariate normally distributed with covariance matrix given by
1
n
(
s1 + 2υ min(s1, s2) + υ
min(s1, s2) + υ s2 + 2υ
)
,
where υ = θ/(1 − θ)2 ranges strictly between −1/4 and +∞. Consequently their joint normal
pdf is bounded by n{s1s2 −min(s1, s2)2 + 2υmax(s1, s2) + 3υ2}−1/2, which is further bounded by
n{s1s2 −min(s1, s2)2 −max(s1, s2)/2 + 3/16}−1/2, its value at υ = −1/4. Consider
1
n2
E
[
n−1∑
u=2
I(u)
]2
≤ 1
n2(1− |θ|)2
n−2∑
s1=0
n−2∑
s2=0
P
(
τ1 ≤ Xs1+1√
n(1− θ)σ ≤ τ2, τ1 ≤
Xs2+1√
n(1− θ)σ ≤ τ2
)
The double summation can be split into the sum over the cases with s1 = s2 and that over s1 6= s2.
By claim (a), the former sum is uniformly bounded by |τ2− τ1|/n. So, it suffices to consider the the
sum over s2 6= s1.
1
n2
∑
0≤s1 6=s2≤n−2
P
(
τ1 ≤ Xs1√
n(1− θ)σ ≤ τ2, τ1 ≤
Xs2√
n(1− θ)σ ≤ τ2
)
≤2|τ2 − τ1|
2
n
n−1∑
s2=1
n∑
s1=s2+1
{s1s2 −min(s1, s2)2 −max(s1, s2)/2 + 3/16}−1/2
≤2|τ2 − τ1|
2
n
n−1∑
s2=1
{(s2 − 1)/2 + 3/16}−1/2
+
2|τ2 − τ1|2
n
n−1∑
s2=1
n∑
s1=s2+2
{s1s2 − s22 − s1/2 + 3/16}−1/2
≤2|τ2 − τ1|
2
n
n−1∑
s2=1
{(s2 − 1)/2 + 3/16}−1/2 + 2|τ2 − τ1|
2
n
n−1∑
s2=1
2
√
n(s2 − 1/2)−1/2
≤K|τ2 − τ1|2
where we have made repeatedly uses of the inequality that for constant b, positive number a and
positive integer s, it holds that
a
2
√
as+ b
≤ √as+ b−
√
a(s− 1) + b,
whenever the square roots are well defined as real numbers.
It remains to verify (4.7). It is well known that for iid standard normal innovations, max(ε1, . . . , εn)/
√
2 log n→
1 a.s. and hence by symmetry, max(|ε1|, . . . , |εn|)/
√
2 log n→ 1 a.s. Indeed, the former asymptotic
rate of the maximum holds with
√
2 log n replaced by L(n), some slowly varying function of n, for
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very general auto-correlated innovations under the asymptotic independence of maxima assump-
tion, see Naveau (2003). The aforementioned result for stationary normal innovations was shown by
Berman (1962) to hold under the condition that the lag n autocorrelation is o(1/n). Thus, under
the iid normal innovation assumption and letting L(n) =
√
n log log n, there exists a constant K
such that it holds in probability that uniformly in τ1 < τ2 in [a, b],
|Tn(τ2)− Tn(τ1)| ≤ KL(n)
n∑
t=2
1√
n
t−2∑
j=0
|θ|jI
(
τ1 <
Xt−1−j√
n(1− θ)σ ≤ τ2
)
≤ KL(n)
(1− |θ|)√n
n∑
t=1
I
(
τ1 <
Xt√
n(1− θ)σ ≤ τ2
)
.
Denote Nn(c, d) =
∑n
t=1 I
(
c < Xt(1−θ)σ ≤ d
)
. Akonom (1993, Theorem 4) showed that assuming
|θ| < 1 and if the iid innovations εt are absolutely continuous, of zero mean and has finite pth
moment where p > 2, and its characteristic function ψ(t) satisfies the condition that for some κ > 0,
limt→∞ tκψ(t) = 0, then for any  > 0 and δn ≥ n−1/6−2/(3p), it holds in probability that
|Nn(a, a+ δn)−
∫ n
0
I(W (s) ∈ [a, a+ δn])ds| < n1/3+1/(3p)+, (10.19)
where W is the standard Brownian motion. The law of iterated logarithm for the Brownian local
time (Kesten et al., 1965) entails that it holds in probability that there exists a constant K such that
uniformly for all finite numbers c ≤ d, ∫ n
0
I(W (s) ∈ [c, d])ds ≤ K|d − c|√n log log n, for all n > 0.
By taking p = 3 and  = 1/36 in (10.19), it follows that Nn(0,
√
nτ2) ≤ K
√
n log log n
√
nτ2 + n
17/36
for some constant K > 2. It is then readily seen that for any a ≤ τ1 < τ2 ≤ b, Nn(√nτ1,√nτ2) ≤
K
√
n log log n
√
n|τ2 − τ1|+ 2n17/36. Hence,
|Tn(τ2)− Tn(τ1)| ≤ KL(n)
√
n log log n|τ2 − τ1|+O(n−κ)
for some constant κ > 0, thereby establishing (4.7).
Proof of Theorem 5.1
Let
hn(Xt−1) =
(
h1,0√
n
+
h1,1
n
Xt−1
)
× It−1 +
(
h2,0√
n
+
h2,1
n
Xt−1
)
× (1− It−1),
where It = I
(
Xt
σ
√
n(1−θ) ≤ τ0
)
, and 4Xt = Xt−Xt−1. Under H0,n, εt =
∑t−1
j=0 θ
j4Xt−j + θtε0, but
under H1,n, εt =
∑t−1
j=0 θ
j4Xt−j−
∑t−1
j=0 θ
jhn(Xt−1−j)+θtε0. Let dt =
∑t−1
j=0 θ
j4Xt−j . To simplify
the proof, we shall assume that ε0 = 0, in which case dt = εt under H0,n, and indicate later how
to modify the proof for relaxing this assumption. We shall also assume that X0 is fixed. Denote by
P0,n the probability measure induced by X0, . . . , Xn under H0,n and P1,n that under H1,n. Thus,
the log-likelihood of X1, . . . , Xn under H1,n (and conditional on X0) is given by
`1,n =
n∑
t=1
log
1
σ
f
(
dt −
∑t−1
j=0 θ
jhn(Xt−1−j)
σ
)
,
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which admits the second-order Taylor expansion:
`1,n =
n∑
t=1
log
[
1
σ
f
(
dt
σ
)]
−
n∑
t=1
1
σ
f˙
f
(
dt
σ
) t−1∑
j=0
θjhn(Xt−1−j)
+
1
2
n∑
t=1
1
σ2
If
(
dt
σ
)t−1∑
j=0
θjhn(Xt−1−j)
2 + remainder.
where the first term on the right side of the preceding equality is `0,n the corresponding log-likelihood
under H0,n. The Lagrange formula for the remainder implies that there exists 0 ≤ ηn ≤ 1 such that
the absolute value of the remainder is bounded by
1
2σ2
n∑
t=1
∣∣∣∣∣If
(
dt − ηn
∑t−1
j=0 θ
jhn(Xt−1−j)
σ
)
− If
(
dt
σ
)∣∣∣∣∣
t−1∑
j=0
θjhn(Xt−1−j)
2
≤ K
2σ2
n∑
t=1
∣∣∣∣∣∣
t−1∑
j=0
θjhn(Xt−1−j)
∣∣∣∣∣∣
t−1∑
j=0
θjhn(Xt−1−j)
2 = op(n−1/2),
where K is the Lipschitz constant of the second derivative of log(f(·)). Consequently, the log-
likelihood ratio denoted by Λn = log
dP1,n
dP0,n
= `1,n − `0,n is given by
Λn = −
n∑
t=1
1
σ
f˙
f
(
dt
σ
) t−1∑
j=0
θjhn(Xt−1−j)
+
1
2
n∑
t=1
1
σ2
If
(
dt
σ
)t−1∑
j=0
θjhn(Xt−1−j)
2 + op(1). (10.20)
As alluded to earlier, under H0,n and the assumption that ε0 = 0, dt = εt. To study the limiting
distribution of Λn under H0,n, we first consider the process
− 1√
n
[sn]∑
t=1
f˙
f
(εt
σ
)
,
1√
n
[sn]∑
t=1
εt
σ
ᵀ , 0 ≤ s ≤ 1
 .
It converges weakly to the correlated bivariate Brownian process {(W˜s,Ws)ᵀ, 0 ≤ s ≤ 1} which has
stationary independent increments, starts at the origin at s = 0, with marginal bivariate normal
distribution: (
W˜s
Ws
)
∼ N
((
0
0
)
, s
(
If ρ
√
If
ρ
√
If 1
))
,∀ 0 ≤ s ≤ 1
where If = E
[(
f˙
f
(
εt
σ
))2]
, and ρ = E
[
− εtσ f˙f
(
εt
σ
)]
. It is readily verified that the process Us,n =
{ 1
σ
√
n
∑[sn]
t=1
f˙
f
(
εt
σ
)} is a sequence of martingale with respect to the filtration generated by {εt, t ≤
[sn], 0 ≤ s ≤ 1}. Therefore, it holds that (Kurtz and Protter, 1996, Theorem 7.10)
−
n∑
t=1
1
σ
f˙
f
(εt
σ
) t−1∑
j=0
θjhn(Xt−1−j) 
∫ 1
0
h˜(Wt)dW˜t.
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where h˜(x) =
{(
h1,0
σ(1−θ) + h1,1x
)
I (x ≤ τ0)
}
+
{(
h2,0
σ(1−θ) + h2,1x
)
I (x > τ0)
}
. Next, we will show
that the second term on the right side of (10.20) equals minus half the quadratic variation of the
preceding Ito integral. Decompose
1
2
n∑
t=1
1
σ2
If
(εt
σ
)t−1∑
j=0
θjhn(Xt−1−j)
2 (10.21)
=
1
2
n∑
t=1
{
1
σ2
If
(εt
σ
)
− E
[
1
σ2
If
(x
σ
)]}t−1∑
j=0
θjhn(Xt−1−j)
2
+
1
2
n∑
t=1
E
[
1
σ2
If
(εt
σ
)]t−1∑
j=0
θjhn(Xt−1−j)
2 .
Since
1
2
n∑
t=1
{
1
σ2
If
(εt
σ
)
− E
[
1
σ2
If
(εt
σ
)]}t−1∑
j=0
θjhn(Xt−1−j)
2 = op(1),
and E
[
1
σ2 If
(
εt
σ
)]
= 1σ2 If , we can use techniques employed in Step 1 of the proof of Theorem 4.1
to express the second term on the right side of (10.21) as follows:
− 1
2σ2
If
n∑
t=1
t−1∑
j=0
θjhn(Xt−1−j)
2
=− 1
2σ2
If
1
n
n∑
t=1
h1,0(1− θt)σ(1− θ) +
t−1∑
j=0
θjh1,1
Xt−1−j
σ
√
n
 I
(
Xt−1−j√
nσ(1− θ) ≤ τ0
)
+
h2,0(1− θt)σ(1− θ) +
t−1∑
j=0
θjh2,1
Xt−1−j
σ
√
n
 I
(
Xt−1−j√
nσ(1− θ) > τ0
)2
 − 1
2
If
∫ 1
0
[{
h1,0
σ(1− θ) + h1,1WtI (Wt ≤ τ0)
}
+
{
h2,0
σ(1− θ) + h2,1WtI (Wt > τ0)
}]2
dt
=− 1
2
[Y ]1 ,
where Ys =
∫ s
0
h˜(Wt)dW˜t and [Y ]s is its quadratic variation process.
Altogether, we have shown that under H0,n, the log-likelihood ratio Λn converges in distribution
to Λ = Y1 − 12 [Y1]. Set Υ(t) = exp
(
Yt − 12 [Y ]t
)
. We claim that Υ(1) has unit mean, which will be
verified below. Consequently P1,n is contiguous to P0,n, thanks to Le Cam’s first lemma (van der
Vaart, 1998, Lemma 6, p.88). Moreover, we can derive the limiting distribution of the supLM test
statistic under H1,n, as follows. Let [W,Y ]t be the quadratic covariation process of W and Y . Since
{W˜s − ρIfWs, 0 ≤ s ≤ 1} can be readily checked to be independent of W ,
[W,Y ]s =
[∫ ·
0
dW,
∫ ·
0
h˜(W )d{W˜ − ρIfW}
]
s
+ ρIf
[∫ ·
0
dW,
∫ ·
0
h˜(W )dW
]
s
= ρIf
∫ s
0
h˜(Wt)dt.
It follows from Girsanov’s theorem (Girsanov, 1960) that W †t = Wt− [W,Y ]t, 0 ≤ t ≤ 1 is a standard
Brownian motion under the limiting distribution induced by P1,n, as n → ∞, hence the threshold
diffusion characterization stated in the theorem.
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To verify the claim that E [Υ(1)] = 1, note that Υ(t) is the stochastic exponential of the process
{Yt} and we claim that it is a martingale. Assuming this claim for the moment. Since Υ(0) = 1,
E [Υ(t)] = 1, for each t ≥ 0; in particular, E [Υ(1)] = 1. Hence the proof is completed upon verifying
the martingale claim. From Kazamaki (1977), it suffices to verify that
E
[
e
1
2
∫ 1
0
h˜2(Ws)ds
]
<∞. (10.22)
Let K1 = max(h
2
1,1, h
2
2,1)/2 and K2 = max(|h1,0h1,1|, |h2,0h2,1|)/{σ(1 − θ)}. Under (C2), K1 > 0.
Then,
E
[
e
1
2
∫ 1
0
δ2sds
]
≤ exp
{(
h1,0
σ(1− θ)
)2
+
(
h2,0
σ(1− θ)
)2}∫ ∞
0
exp {K1y +K2√y} dF (y),
where F (·) is cdf of ∫ 1
0
W 2s ds. Eqn. (10.22) holds if and only if
∫∞
1
exp
{
K1y +K2
√
y
}
dF (y) is
finite. Since
√
y = o(y), it suffices to prove that
∫∞
1
exp {K1y} dF (y) <∞. Consider∫ ∞
1
eK1ydF (y) =
∫ ∞
1
[
eK1y − 1] dF (y) + ∫ ∞
1
dF (y)
=
∫ ∞
1
∫ y
0
1
K1
eK1xdxdF (y) + 1 =
1
K1
∫ ∞
1
∫ ∞
max(x,1)
dF (y)eK1xdx+ 1.
Therefore, we need only verify that the integral∫ ∞
0
F¯ (x)eK1xdx <∞, (10.23)
where F¯ (x) = 1− F (x). From (Li, 1992, Lemma 2) with θ = 0, it follows that, as x→ +∞,
F¯ (x) ∼ Kx−1/2e− x2λ , with λ = 4
pi2
and some constant K.
Thus the integrand in (10.23) is∼ Kx−1/2 exp
{(
−pi28 +K1
)
x
}
, hence (10.23) holds if max(h21,1, h
2
2,1) <
pi2
4 . This completes the proof.
We now sketch how to modify the proof for the general case of unknown ε0. Then, the (condi-
tional) log-likelihood of X0, . . . , Xn under H1,n given X0 equals
`1,n = log
∫
exp
{
n∑
t=1
log
[
1
σ
f
(
dt −
∑t−1
j=0 θ
jhn(Xt−1−j) + θtε˜0
σ
)]}
1
σ
f
(
ε˜0
σ
)
dε˜0
whereas that under H0,n equals
`1,n = log
∫
exp
{
n∑
t=1
log
[
1
σ
f
(
dt + θ
tε˜0
σ
)]}
1
σ
f
(
ε˜0
σ
)
dε˜0.
Let ε0 be the true innovation at epoch t. Then, under H0,n,
n∑
t=k
log
[
1
σ
f
(
dt −
∑t−1
j=0 θ
jhn(Xt−1−j) + θtε˜0
σ
)]
(10.24)
=
n∑
t=k
log
[
1
σ
f
(
εt −
∑t−1
j=0 θ
jhn(Xt−1−j)
σ
)]
+Rk,n,
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where |R1,k,n| ≤ K |θ|
k
1−|θ| (|ε˜0|+ |ε0|) with K being some constant, thanks to (C1). Thus,
`1,n =
n∑
t=k
log
[
1
σ
f
(
εt −
∑t−1
j=0 θ
jhn(Xt−1−j)
σ
)]
+ log
∫
exp
{
R1,k,n +
k−1∑
t=1
log
[
1
σ
f
(
dt −
∑t−1
j=0 θ
jhn(Xt−1−j) + θtε˜0
σ
)]}
1
σ
f
(
ε˜0
σ
)
dε˜0.
Similarly,
`0,n =
n∑
t=k
log
[
1
σ
f
(εt
σ
)]
+ log
∫
exp
{
R0,k,n +
k−1∑
t=1
log
[
1
σ
f
(
dt + θ
tε˜0
σ
)]}
1
σ
f
(
ε˜0
σ
)
dε˜0,
where R0,k,n shares the same bound as R1,k,n. The difference between the second terms on the right
side of the preceding expressions for `i,n, i = 0, 1 can be made smaller in magnitude than any given
positive number, in probability, by first taking k large and then n sufficiently large, thanks to (C1).
Hence, the log-likelihood ratio `1,n − `0,n is asymptotically the same as the case when ε0 = 0. This
completes the proof.
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Appendices
A Additional simulation results
Tables 9–13 show additional simulation results for sample sizes 100 and 500.
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n = 100 sLM sLM.b M¯GLS MGLS MPT ADF
GLS
13. AR1.1 97.1 100.0 0.9 27.8 0.8 7.4
14. AR1.2 13.9 15.1 39.0 41.6 37.0 41.4
15. AR1.3 66.7 79.3 7.0 44.0 6.9 16.1
16. AR1.4 39.7 68.1 46.9 73.1 46.8 52.3
17. ARMA11.1 47.8 36.4 18.8 97.9 18.8 23.7
18. ARMA11.2 79.4 80.3 37.1 50.1 36.2 39.6
19. TAR1.1 23.1 58.3 38.8 68.4 38.4 46.7
20. TAR1.2 14.8 30.8 28.7 65.0 28.6 38.9
21. TAR1.3 63.9 76.4 13.6 70.1 13.7 25.5
22. TAR3.1 28.1 29.1 5.9 15.0 5.6 21.5
23. 3TAR1.1 35.1 71.6 43.8 73.4 43.5 50.2
24. 3TAR2.1 45.0 45.1 20.0 25.3 19.8 20.8
25. NLMA.1 20.3 27.0 19.1 59.7 18.8 33.1
26. NLMA.2 19.4 26.2 21.2 62.3 21.2 35.3
27. TAR1h.1 21.4 32.7 27.3 69.4 27.0 36.2
28. TAR1h.2 64.8 78.2 11.8 68.0 11.8 24.8
29. ARGARCH.1 17.3 6.5 35.0 37.4 35.0 39.5
30. ARGARCH.2 17.1 10.5 36.1 38.9 35.5 39.0
Table 12: n = 100. Empirical power at α = 0.05. Rejection percentages from stationary DGPs.
n = 500 sLM sLM.b M¯GLS MGLS MPT ADF
GLS
13. AR1.1 99.8 99.9 1.3 29.3 1.2 12.3
14. AR1.2 99.9 99.9 86.9 92.3 86.2 86.7
15. AR1.3 90.0 86.1 5.1 43.5 5.2 25.2
16. AR1.4 100.0 100.0 57.0 84.5 56.9 71.5
17. ARMA11.1 98.6 86.8 11.8 100.0 11.9 31.3
18. ARMA11.2 100.0 100.0 73.4 84.2 72.7 79.0
19. TAR1.1 99.5 99.3 51.5 82.3 50.5 68.3
20. TAR1.2 71.6 57.7 38.0 76.9 38.1 59.9
21. TAR1.3 90.0 83.2 10.8 79.3 11.1 37.1
22. TAR3.1 78.5 61.0 14.8 32.3 14.5 46.5
23. 3TAR1.1 100.0 100.0 56.1 82.5 55.7 70.8
24. 3TAR2.1 97.7 97.9 21.1 21.2 20.4 20.4
25. NLMA.1 51.9 27.4 24.1 66.3 24.6 53.8
26. NLMA.2 56.2 31.8 23.9 69.4 23.5 50.3
27. TAR1h.1 61.2 42.3 30.3 73.6 29.9 55.9
28. TAR1h.2 90.7 85.2 11.1 76.9 11.1 34.8
29. ARGARCH.1 93.4 59.6 88.7 90.7 88.1 88.4
30. ARGARCH.2 96.2 77.7 85.3 87.8 84.3 85.3
Table 13: n = 500. Empirical power at α = 0.05. Rejection percentages from stationary DGPs.
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Supplement for:
Unit-root test within a threshold ARMA framework
Kung-Sik Chan, Simone Giannerini, Greta Goracci and Howell Tong
Abstract
This supplement for the article ‘Unit-root test within a threshold ARMA framework” has three
sections. In the first two sections we report additional Monte Carlo studies to investigate the finite
sample performance of our supLM tests and compare them with existing unit-root tests. In Section A
we focus on the null hypothesis of an IMA(1,1) model against the alternative of a TARMA(1,1) model
with an IMA regime. In Section B we study in some detail the size of the tests for the ARIMA(1,1,1)
case. In Section C we report some additional details on the analysis of real exchange rates.
A Supplementary Monte Carlo results: TARMA(1,1) with
a IMA(1,1) regime
We simulated data from the following TARMA(1,1) model:
Xt =
{
φ1,0 + φ1,1Xt−1 + εt − θεt−1, if Xt−d ≤ r
Xt−1 + εt − θεt−1, otherwise,
(A.1)
where (φ1,0, φ1,1, φ2,0, φ2,1) = t×(0, 0.7,−0.02, 0.99)+(1−t)×(0, 1, 0, 0)+(0, 0, 0, 1) with t increasing
from 0 to 1.5 with increments 0.5. When t = 0, the model is an IMA(1,1) model with zero intercept,
while the model becomes a stationary TARMA(1,1) model with t > 0, of increasing disparity from
the IMA(1,1) model with increasing t. Note that the upper regime corresponds to a IMA(1,1)
process. The resulting parameter set is reported in Table 1. As for the MA parameter we chose
θ = −0.9,−0.5, 0, 0.5, 0.9.
t φ10 φ11 φ20 φ21
0.0 0.00 1.00 0 1
0.5 −0.01 0.85 0 1
1.0 −0.02 0.70 0 1
1.5 −0.03 0.55 0 1
Table 1: Parameters set used to simulate from the TARMA(1,1) model of Eq. A.1.
The empirical size of the tests at nominal level α = 0.05, is displayed in Table 2. As shown
previously, the ADF, the KS, the BBC and the EG tests are severely oversized also for n = 500,
as θ approaches unity. Clearly, the sLM.b test is the only test that shows a correct size in all the
settings, whereas both the sLM and the M class of tests show some bias, albeit small.
The size-corrected power of the tests is presented in Tables 3, 4, 5 for n = 100, 300 and 500,
respectively. Note that rows for t = 0 correspond to the size and other rows give size-corrected
power. The size correction for bootstrap tests is achieved by calibrating the p-values. Notice that,
in some cases, the corrected size deviates slightly from the nominal 5% due to discretization effects
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2
on the empirical distribution of bootstrap p-values. Clearly, the supLM tests are almost always more
powerful than the other tests, especially as t increases. The case θ = 0 (central panel) corresponds
to a TAR model and this is the only instance where the KS tests are slightly more powerful than
the supLM tests. The power of the bootstrap version of the KS and BBC tests is zero in three cases,
due to their 100% oversize.
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6
θ φ (φ− θ) ρ1 ρ2 ρ3 ρ4 ρ5 φ11 φ22 φ33 φ44 φ55
1 −0.6 −0.6 0 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
2 0.6 0.6 0 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
3 0.7 0.5 −0.2 −0.16 −0.08 −0.04 −0.02 −0.01 −0.16 −0.11 −0.08 −0.05 −0.04
4 0.5 −0.3 −0.8 −0.59 0.18 −0.05 0.02 0.00 −0.59 −0.27 −0.13 −0.07 −0.03
5 −0.9 0.7 1.6 0.85 0.59 0.42 0.29 0.20 0.85 −0.46 0.31 −0.23 0.18
6 −0.9 −0.7 0.2 0.13 −0.09 0.07 −0.05 0.03 0.13 −0.11 0.10 −0.09 0.08
7 0.9 0.7 −0.2 −0.13 −0.09 −0.07 −0.05 −0.03 −0.13 −0.11 −0.10 −0.09 −0.08
8 0.9 −0.7 −1.6 −0.85 0.59 −0.42 0.29 −0.20 −0.85 −0.46 −0.31 −0.23 −0.18
Table 6: Simulation from the ARIMA(1,1,1) model of Eq. B.1. Columns 1–3: parameters set chosen
for the simulations; columns 4–8: theoretical autocorrelation function ρk; columns 9–13: theoretical
partial autocorrelation function φkk, k = 1, . . . , 5.
B Supplementary Monte Carlo results: size of the tests for
the ARIMA(1,1,1) model
Consider the ARIMA(1,1,1) model
(1− φB)∆Xt = (1− θB)εt ⇒ ∆Xt = (1− θB)
(1− φB)εt (B.1)
The polynomial
(1− θB)
(1− φB)
has the following expansion around B = 0:
(1− θB)
(1− φB) = 1 + (φ− θ)
∞∑
j=1
φj−1Bj (B.2)
First, note that this polynomial is not a symmetric function in θ and this may be the reason of
the different behaviour of unit root tests for θ = 0.9 and θ = −0.9. Second, if we fit an MA(1) we
truncate the representation as follows:
∆Xt = (1 + (φ− θ)B)εt = εt + (φ− θ)εt−1 (B.3)
We set up a small simulation study on 8 different parametrizations for the ARIMA(1,1,1) as in
Table 6. In the first two instances there is perfect cancellation. Indeed, if we look at the estimated
parameters of the IMA(1,1) fit for the 8 models we get the boxplots of Figure 4. The estimated
parameter is close to the value (φ − θ) excepts for models 5 and 8 when the latter exceeds 1 (in
modulus) and θˆ results close to 1 and -1, respectively. Also, note that Model 3 and Model 7 are
similar since in both cases φ − θ = −0.2 and the theoretical autocorrelation functions are very
similar.
Now, in Table 7 we report the rejection frequencies at 5% for the asymptotic tests, computed over
10000 replications of the 8 models for n = 100, 300, 500, respectively. Consistently with the previous
results, the KS, BBC and EG tests are severely biased in most situations and without a glaring link
with the parameters/correlations of the models. For instance, cases 6 and 7 differ only in the signs
7
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Figure 4: Boxplots of the estimated parameter for the IMA(1,1) model, fitted upon 100 realizations
of the 8 ARIMA(1,1,1) processes with n = 500.
of the parameters/autocorrelations but produce completely different behaviours. Our supLM test is
generally well behaved and shows size bias increasing with n only for case 7. As previously noted,
we did not find a clear link between this behaviour and the characteristics of the model. Indeed,
model 3 has practically the same correlation structure and the same φ − θ as model 7 but in the
former case the supLM test behaves acceptably. One possible explanation for this could be related
to several contributing factors such as θ being close to −1 and the negative autocorrelation at all
lags. The M tests are well behaved and their bias reduces with sample size. However, they tend to
be undersized and this can be associated to their low power in a number of situations.
8
n = 100
sLM M¯GLS MGLS MPT ADF ADF
GLS KSe BBC EGc
1 1.6 5.0 5.1 4.6 4.7 5.6 7.3 3.0 5.2
2 1.2 4.6 4.8 4.2 4.8 5.1 6.7 2.7 5.2
3 3.0 10.9 12.3 10.3 8.4 11.9 33.6 8.5 28.2
4 1.8 2.6 2.9 2.5 6.7 6.5 90.3 17.0 88.1
5 4.5 10.3 9.3 9.4 2.8 3.4 34.8 22.5 29.9
6 2.5 4.8 4.5 4.4 3.9 4.3 5.3 4.5 4.6
7 9.6 28.3 34.4 27.1 24.5 30.3 59.4 15.8 61.5
8 41.1 1.3 7.8 1.3 89.8 9.3 100.0 100.0 100.0
n = 300
sLM M¯GLS MGLS MPT ADF ADF
GLS KSe BBC EGc
1 3.0 4.7 4.7 4.4 4.8 4.7 7.0 3.4 5.0
2 3.0 4.9 4.8 4.5 4.6 4.8 6.9 3.3 4.3
3 8.3 7.8 7.8 7.2 7.1 7.6 44.5 15.5 34.2
4 1.8 4.0 3.8 3.8 5.3 5.6 95.6 29.8 89.0
5 7.4 7.4 7.0 6.7 3.0 4.4 30.7 28.0 27.6
6 5.1 5.8 5.6 5.3 4.1 4.6 5.1 5.2 4.4
7 42.7 18.5 18.5 17.4 40.7 19.3 83.4 44.9 80.5
8 15.9 0.0 0.1 0.0 92.8 10.0 100.0 100.0 100.0
n = 500
sLM M¯GLS MGLS MPT ADF ADF
GLS KSe BBC EGc
1 3.4 4.7 4.7 4.3 4.7 4.6 7.0 3.5 5.0
2 3.5 4.6 4.6 4.2 5.5 4.4 6.6 3.4 5.4
3 10.8 7.3 7.2 6.7 6.8 6.8 49.4 19.7 34.5
4 1.8 4.5 4.4 4.2 5.1 5.3 96.5 37.5 90.2
5 9.5 6.4 6.1 5.9 7.8 4.4 31.1 30.1 28.3
6 6.6 5.8 5.6 5.2 6.0 4.6 5.1 5.9 4.2
7 56.3 16.0 15.2 14.9 42.2 16.4 87.7 62.4 82.6
8 10.2 0.0 0.0 0.0 89.6 9.8 100.0 100.0 100.0
Table 7: Empirical size at α = 0.05 for the ARIMA(1,1,1) models of Table 6. Sizes over 15% have
been italicized in bold font.
Note that the size of supLM test model 7 is the only setting that shows important size distortions;
moreover the very fact that |φ− θ| > 1 does not seem to be a problem for our test.
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C Real data analysis: supplement
In Figure 5 we report the panel of time series of monthly real exchange rates for 8 European
countries. These series have been tested for the presence of a stationary TARMA with a unit-root
regime, against an IMA(1,1).
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Figure 5: Time series of monthly real exchange rates for a panel of European countries, from
September, 1973 to December, 1998.
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