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a b s t r a c t
The realization that statistical physics methods can be applied to analyze written texts
represented as complex networks has led to several developments in natural language
processing, including automatic summarization and evaluation of machine translation.
Most importantly, so far only a few metrics of complex networks have been used and
therefore there is ample opportunity to enhance the statistics-based methods as new
measures of network topology and dynamics are created. In this paper, we employ for
the first time the metrics betweenness, vulnerability and diversity to analyze written texts
in Brazilian Portuguese. Using strategies based on diversity metrics, a better performance
in automatic summarization is achieved in comparison to previous work employing
complex networks. With an optimized method the Rouge score (an automatic evaluation
method used in summarization) was 0.5089, which is the best value ever achieved for an
extractive summarizer with statistical methods based on complex networks for Brazilian
Portuguese. Furthermore, the diversity metric can detect keywords with high precision,
which is why we believe it is suitable to produce good summaries. It is also shown
that incorporating linguistic knowledge through a syntactic parser does enhance the
performance of the automatic summarizers, as expected, but the increase in the Rouge
score is only minor. These results reinforce the suitability of complex network methods
for improving automatic summarizers in particular, and treating text in general.
© 2011 Elsevier B.V.
1. Introduction
The concepts and methodologies of complex networks have been used in a variety of areas [1], including the analysis
of scientific collaboration [2,3], epidemic spreading [4,5], World Wide Web [6] and Internet [7]. Complex networks have
also been used for the analysis of written texts as Natural Language Processing (NLP) tools [8] (examples of NLP tools are
the machine translators [9], the grammar checkers [10] and the automatic summarizers [11]). The adequacy of complex
networks in this type of analysis has been demonstrated in several instances, since a text can be represented by a scale-free
network [12–15]. Of particular relevance owing to the vast amount of electronic information available today, automatic
extractive summarizers have become a popular NLP tool which is aimed at producing a reduced piece of text by selecting
fragments (usually sentences) froma longer text [16]. Hence, the source text is compressedwhile retaining themost relevant
information. Similarly to other NLP applications, extractive summarization has also benefited from the use complex network
concepts. For instance, Antiqueira et al. [17] showed that using networks can lead to good results of informativeness, despite
the use of only very limited linguistic knowledge.
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Fig. 1. Network created with the SUM-RC (left) and SUM-P (right) models. The dashed edge exemplifies the syntactic relationship between noun phrase
and verb.
In this paper, we extend the study conducted in Ref. [17] proposing newmetrics and newmodels to show that the recent
measures designed to analyze networks can also identify relevant concepts inwritten texts. Additionally, we show the effect
of adding deeper linguistic knowledge.
2. Methodology
2.1. Complex networks and texts
Complex networks are graphs whose structure follows complex principles of organization [18,19]. For instance,
interesting patterns emerge when the World Wide Web [6] is modeled as a network, with the vertices represented by
web pages and the edges being represented by hyperlinks. For the connections do not occur by chance [19], this and other
systems such as the traffic in airports [20], roads [21] and electrical distribution [22] have peculiar properties, including a
power lawdistribution,wheremanynodes have few connectionswhile somenodes havemany connections. These networks
can also exhibit the small world property, characterized by shortest paths between any two nodes, and by the existence of
communities [23], i.e. groups of highly interconnected nodes. Because the network formed with adjacent words in a text
is also scale-free [12], the concepts and metrics of complex networks have been used in linguistics and Natural Language
Processing [24]. For example, relying on works such as Ref. [13], who used networks to model lexical resources, Ref. [25]
studied the association of words induced by humans. Similarly, Ref. [26] investigated the evolution of language by means of
complex networks. A proposal for modeling texts as complex networks was presented in Ref. [27], which was then used for
authorship attribution [28], assessment of the quality of essays [29] and of machine translation systems [30,31].
Themodel from Ref. [27] was adopted in this work under the name SUM-RC. In this model, the network corresponding to
a text is built according to the adjacency betweenwords. In a preprocessing stage, the text is lemmatized, i.e., thewordswith
different inflected forms are grouped together so they can be examined as a single item. Moreover, the stopwords (articles
and prepositions) are removed. Then, every distinct word is represented as a single node. The edges are obtained by joining
nodes whose corresponding words are immediately adjacent (without considering limits of sentences or paragraphs). If an
association is repeated, the weight of the corresponding edge is incremented by one. Thus, we obtain a weighted graph
represented by a square matrixW where eachWji is the number of associations i → j found in the text, provided that i and
j are pairs of words immediately adjacent.
Because the incorporation of linguistic knowledge tends to improve the informativeness of summaries [32], we also
employed a new model, named SUM-P. In particular, this adds to the SUM-RC model some edges related to syntactic
dependency words, using the PALAVRAS automatic parser [33]. As an example of these models, Fig. 1 illustrates the network
obtained from the SUM-RC (left) and SUM-P (right) models for the sentence ‘‘The brown fox attacks the black dog’’ (‘‘A
raposamarrom ataca o cão preto’’, in Portuguese), highlighting the syntactic edge. Besides the linguisticmotivation, we used
syntactic information because this type of construction also generates a complex network structure, as shown in Ref. [34].
Specifically, Ref. [34] proved that the syntactic dependence network in three fairly distant languages (Czech, German and
Romanian) is complex, since it is scale-free and exhibits the small world property. Also, Ref. [34] has shown that these
statistical patterns in the organization of the syntax seems to be language independent. Indeed, we could confirm that both
properties also apply to Portuguese. Using a corpus collected from the ‘‘Zero Hora’’ Brazilian newspaper [35], which consists
of n = 7869 distinct words (disregarding articles, prepositions and variations of number, gender and conjugation) we
observed that the degree distribution of the corresponding network (see Fig. 2(a)) follows a power law with coefficient
γ = 2.48.1 The small world phenomenon was manifested in an average shortest path length l = 3.81 in the largest
component (see distribution in Fig. 2(b)) being similar to the value expected for a randomnetwork lrand = ln n/ ln⟨k⟩ = 5.48.
Furthermore, the clustering coefficient C (see distribution in Fig. 2(c)) of the network obtained for the texts in Portuguese
is much larger than the Crand = ⟨k⟩/n(n − 1) = 8.21 × 10−4 for a corresponding random network, which confirms the
presence of the small world feature.
1 The fitting was performed with the cumulative distribution with logarithmic binning size, as suggested in Ref. [36].
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Fig. 2. (a) Accumulated probability distribution for the degree; (b) distribution of the average shortest path length and (c) distribution of clustering
coefficient for the corpus in Portuguese.
2.2. Complex network measures
The topology of a complex network may be characterized by a number of metrics, and in this paper we applied some for
the first time, including the diversity centrality [37], vulnerability [38] and betweenness [39]. The most used metric is the
strength of a node, also known as connectivity in the Physics literature [1]. Although this metric has already been used in
some summarization approaches [17], we decided to employ strength centrality in our methods to combine with the other
newmetrics. One recalls that there are two types of degree. The out-strength sout corresponds to the sumof the edgeweights
leaving a node, while the in-strength of a node sin is the sum of the edge weights that enter that node. If the average is taken
considering all nodes, one obtains a global measure that differs from the local measure since the latter refers to a specific
node. The global sout and sin are the same, since the sum of all edges that leave the nodes must be equal to the sum of all
edges that enter the nodes. UsingW , both the in- and out-strength are calculated as
sin(i) =
N−
j=1
Wij (1)
sout(i) =
N−
j=1
Wji, (2)
where N is the total number of nodes.
The centrality of each vertex is obtained by exploiting newways to detect the border of a network. More specifically, the
establishment of the so-called diversity metric quantifies how close a vertex is to the network borders, so that central and
marginal vertices have high and low relevance, respectively. Simple, intuitive approaches to detect the border can quantify
this property by means of algorithms that calculate the distance from the vertex analyzed to all leaves (leaves are vertices
that satisfy the condition sout = 0). With this definition, those nodes whose average distance to the leaves is relatively
small are likely to be close to the border. However, this method is limited in that the average may have little meaning for
distributionswith large deviation. Novelmethods address this problem by the use of entropy on self-avoiding randomwalks
over the network, since a vertex close to the border will have little access to other vertices. An example of this methodology
is illustrated in Fig. 3, where the variety of access expected for a fictitious network is shown. The inner vertices (white tones)
have a greater homogeneity of possibilities to follow a random walk of a given length while the outer vertices (dark tones)
have a greater diversity of opportunities to follow such paths, which features a low diversity. Thus, the definition of this
metric indeed is able to detect central and marginal vertices through the analysis of random walks.
Formally, we define the diversity of a given vertex υ as the entropy of transition probabilities between neighboring
vertices through random walks on the network. Let the diversity of the vertex under analysis be represented by δυ , i.e. the
value that quantifies how different the access to this node is from random walks with length h (the path involves exactly
h vertices), starting from the other N − 1 vertices. We then calculate δυ using Eq. (3), where NCh represents the number of
paths with length h starting at vertex υ and ending at vertex j. Eq. (4) gives the probability that the random walk follows
the edge from vertex υ to vertex j.
δhυ = −
1
log(N − 1)
N−
j=1
Ph(j, υ) · log(Ph(j, υ)) (3)
Ph(j, υ) =
NCh−
c=1
∏
(x,y)∈c
Wyx∑
k
Wkx
. (4)
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Fig. 3. Identification of borders using the metrics of diversity with h = 3. The darker the shade is, the lower the value of diversity.
Fig. 4. For the diversity given as a function of the position of the vertex (left) and contour lines obtained from the diversity function (right), the internal
vertices have the highest values.
In order to illustrate the ability of Eq. (3) to detect borders, we computed δυ in a network comprising 100 vertices,
arranged in a lattice topology (10 × 10 vertices), similar to the network topology illustrated in Fig. 3. The results are
illustrated in Fig. 4 for h = 6. On the left, vertices are positioned on the xy-plane and the diversity of the vertices located at
(x, y) is given in z-axis. In fact, the closer to the center (5, 5), the greater the diversity assigned to the vertex. The same
conclusion can be inferred from the figure on the right, which corresponds to the contours obtained from the diversity
function.
Another measure often used in network analysis is the global efficiency [40] GE, which is a geodesic metric. Although it
is not used directly in the methods of summarization, we define here because it is an essential measure for the definition
of vulnerability, as will be explained below. Specifically, GE can be defined as shown in Eq. (5). The interpretation of this
measure is related to the velocity to exchange information between any two nodes, since a short distance dij contributes
more significantly than a long distance. Note that the formula above prevents divergence; therefore, it is especially useful
for networks with two or more components. The inverse of GE has also been used to characterize complex networks, under
the name of harmonic mean of geodesic distances.
GE = 1
N(N − 1)
−
i≠j
1
dij
. (5)
As a centrality measure, we also computed the network vulnerability [38] for each vertex in the network. We use this
measure as an additional strategy to find important words, since other connectivity measures may not be sufficient. For
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instance, assuming a subgraph with topology close to a binary tree, the root of this tree would be a point of vulnerability
(because it breaks the network into two components), even without being a hub (a highly connected vertex). To quantify
the degree of relevance of a given vertex by means of vulnerability, we determine the variations in the network structure
when the node is removed, i.e. when all the edges related to that vertex, besides the vertex, are removed. Here we consider
the global efficiency as a performance measure to quantify the network variation so that the vulnerability for a node i is
given in Eq. (6), where GE refers to the global efficiency of the network with all nodes and GEi refers to the global efficiency
of the network after removing vertex i. Unlike other measures, the global measure is not the average obtained from the
vulnerability of each node. In this case, it is important to know the worst case, as Eq. (7) shows:
Vi = GE − GEiGE (6)
V = max
i
Vi. (7)
In addition to GE, we employed two other metrics related with geodesical distances: the shortest path and betweenness
centrality [39]. A shortest path is simply a path connecting two nodes with minimum distance, taking into account the sum
of edge weights traversed by this path. This shortest path, which is not necessarily unique, is calculated from a given fixed
node to all other nodes. As a global measure, one defines the shortest path as the average of the lengths of all minimal paths
between any two vertices. Locally, one defines the shortest path l from one vertex as in Eq. (8).
li =
∑
j≠i
dij
N − 1 . (8)
While l uses the length of paths, the betweenness uses the number of shortest paths. The betweenness centrality for
vertex v is defined in Eq. (9), where the numerator brings the number of shortest paths passing through vertices i, v and
j and the denominator is the number of shortest paths passing through vertices i and j. In other words, a node will have a
high betweenness centrality if there are many shortest paths passing through it.
Bv =
−
i
−
j
σ(i, v, j)
σ (i, j)
. (9)
2.3. Automatic extractive summarizers
Metrics of complex networks have been used to build automatic summarizers [17], which serves as the basis for the
present work. We now use additional metrics, as discussed below.
2.3.1. Diversity
Four methods based on diversity were used, which differed by the length h of the self-avoiding random walk computed
in the diversity metric. For h ranging from 1 to 3 we created the methods DIV1, DIV2 and DIV3, respectively, in addition to
the DDM method that takes into account the average h value. In the first step, the number of sentences of the summary is
estimated according to the desired compression ratio (τ ). Then, for each node (word), one calculates the diversity. Next, a
weighting ωs is assigned to each sentence s, according to the weight of each word ρsi in s, as illustrated in Eq. (10), where ηs
is the number of words in the sentence s.
ωs = 1
ηs
ηs−
i=1
δx
ρsi
. (10)
Next, the values ofωs are sorted in descending order to determine the cutoff threshold as the value at position (1−τ) ·Θ
in the sorted array, where Θ is the size of the original text (in number of sentences). Finally, the sentences of the original
text are traversed one by one in the same order they appear in the original text. If a sentence has ωs above the threshold,
it will be added to the summary. Here one assumes that sentences with a high mean diversity also have a great chance to
convey key concepts and probably provide a good level of informativeness to the summary. This seems reasonable since in
our preliminary experiments (see Discussion and Results section) high levels of diversity appear to be correlated with the
keywords of the text.
2.3.2. Diversity and strength
For this method, identified as DDG, both diversity and strength are calculated for each word individually. Basically, we
attempt to take advantage of quantifying the centrality by using both measures. The same initial steps described for the
diversity method (see last subsection) are used to obtain two sorted vectors according to the diversity and strength. Next,
we verify the classification of each sentence in these vectors to select those appearing in the best positions of the two vectors,
i.e., we choose the words with high values of strength and diversity centrality. Then, a newweighting ω′s is assigned to each
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sentence: if the sentence s is placed at position ρ1 in the first vector (relative to the diversity) and at position ρ2 in the second
vector (relative to the strength), then ω′s will be simply taken as described in Eq. (11). Finally, we select the sentences with
the lowest values ofω′s, since the smaller the weighting, the greater the relevance (according to these twometrics used). For
instance, if a sentence is placed in the first and third positions, while another is placed in the second and fourth positions,
the former is considered more important because it is better classified in the two lists.
ω′s = ρ1 + ρ2. (11)
2.3.3. Shortest paths
This method, identified as SP, is similar to the diversity method, but now we employ the shortest paths to quantify
relevance. A vertex υ will be considered as relevant when a shortest path starting at υ is short, i.e., it is relatively easy to
reach any other vertex in the network. This approach is justifiable from the standpoint that vertices relatively close to others
can be hubs or at least can be close to hubs. Thus, it is likely that such vertices represent concepts with high informativeness.
2.3.4. Betweenness
As in the previous method, the method referred to as BTW uses a centrality measure (betweenness) to find keywords.
Analogously to other traditional techniques of centrality, this metric is based on the calculation of shortest paths to classify
relevance of vertices. In this case, a vertex is a candidate for a keyword if its betweenness is high; that is to say, if there
are many shortest paths passing through it. Vertices with high betweenness values tend to be more accessible by efficient
paths. Therefore, this method selects as keywords those words with a tendency to shorten the distance between concepts.
Then, aftermeasuring centrality, sentences are chosen similarly to the diversitymethod cited previously, using betweenness
instead of diversity to compute ωs, in Eq. (10).
2.3.5. Vulnerability
This method (VUL) uses the vulnerability measure locally in order to establish a relationship between relevance and
vulnerability centrality. From the definition of vulnerability (see section on complex network measures), this method
assumes that a word is important if removing the corresponding vertex reduces the global network efficiency. Therefore,
vertices that maintain the network structure or are articulation points [41] will have high vulnerability scores and will be
classified as keywords. Similarly to the Betweenness and Diversity methods, this method uses ωs to detect the relevance of
sentences, according to the vulnerability computed for each word in the sentence examined.
2.4. Assessing summary informativeness
Assessing the quality of extractive summaries is as difficult as the summarization process itself. Although several
evaluation methods exist, there has been no consensus about what is best. One of the difficulties is the need to evaluate
the summaries according to various criteria, including informativeness, coherence, cohesion, readability, grammaticality
and textuality. Another approach for the assessment is to employ automatic metrics, which are advantageous for being
more standardized. However, this method does not allow evaluation of several of the criteria mentioned. Among the most
commonly used metrics are the recall Γ and precision ς [42], defined as the percentage of sentences belonging to the
reference summary that appears in the summary generated and the percentage of sentences belonging to the generated
summary in the reference summary. The so-called F-measure (or F1 score) is also very popular, primarily as a weighting
factor between recall and precision:
Φ = 2 · Γ · ς
Γ + ς . (12)
Note that, according to Eq. (12), the F-measureΦ is 1 at best and 0 at worst.
In this paper, the metrics used are precision, recall and F-measure available on the package for automatic evaluation
ROUGE [42], based on the co-occurrence of units (n-grams) between automatically created summaries and reference
summaries. We chose these metrics because they show strong correlation with human evaluation [42].
The summarizers were evaluated using the TeMario corpus. The texts comprising this corpus are divided into two sets,
according to the purpose: source texts fromwhich the summaries are built, and reference texts that are useful for evaluating
the generated summary. The corpus was built especially to assist the automatic summarization task and contains over
60,000 words. The source texts comprise a set of 100 newspaper articles, 60 of which belong to the Brazilian newspaper
Folha de São Paulo [43] (online version). The other 40 texts were extracted from the newspaper Jornal do Brasil (Brazilian
Newspaper) [44]. The topics covered in the texts were varied, as they were selected from various sections: World News,
Editorials and Special Reports (Folha de São Paulo), Politics and International News (Jornal do Brasil). The choice of this genre
to compose the corpus is due to its linguistic heterogeneity, since these newspapers have a wide readership. Moreover, the
journalistic genre is widely used in automatic summarization evaluation in international competitions, such as TAC (Text
Analysis Conference) [45].
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Table 1
ROUGE-1 values for methods based on the conventional model (SUM-RC).
Method Recall Precision F-measure
DIV1 0.5085 0.3847 0.4305
DIV3 0.5058 0.3779 0.4245
DIV2 0.5046 0.3810 0.4265
DM3 0.5045 0.3796 0.4254
CLS 0.5032 0.3761 0.4228
DDG 0.4983 0.3942 0.4323
BTW 0.4954 0.3859 0.4268
VUL 0.4882 0.3766 0.4178
Table 2
ROUGE-1 values for methods based on the SUM-P model.
Method Recall Precision F-measure
DIV1 0.5089 0.3865 0.4318
DIV3 0.5073 0.3815 0.4272
DIV2 0.5051 0.3722 0.4210
CLS 0.5047 0.3800 0.4253
DM3 0.5041 0.3816 0.4265
DDG 0.4989 0.3899 0.4304
BTW 0.4901 0.3834 0.4223
VUL 0.4887 0.3807 0.4202
3. Results and discussion
3.1. Assessing the quality of summaries
The extractive summarizers were built using both models (SUM-RC and SUM-P) and compared in terms of quality,
first within each model. Additionally, we quantified the correlation between summarizers, in order to see similarities
between summaries generated within a single model. Table 1 displays the ROUGE-1 values for the conventional model,
while Table 2 shows the ROUGE-1 values for the syntactic model. Both tables show high scores for the methods based on
the diversitymetrics (DIV1,DIV2 andDIV3), which indicates that this metric is not only suitable to detect borders in complex
networks [46], but also to identify informative sentences in texts. Significantly, several of themethods based on diversity led
to recall values for ROUGE-1 higher than the best value ever achieved [17] (the best recall value for summarizers based on
complex networks found in Ref. [17] was 0.5031). In contrast, the summarizing methods employing vulnerability, closeness
and betweenness led to poor results, even when syntactic information was used.
Also worth mentioning is the fact that the performance of the summarizers was enhanced when linguistic knowledge is
incorporated, but this enhancement was very small. By adding only the syntactic information, the recall values were smaller
than those obtained with summarizers employing deep linguistic knowledge (reaching 0.58 [32]). It is concluded that there
is room for improvement on the statistical methods, for instance in using hybrid approaches, but significant improvement
in performance may require sophisticated linguistic treatment.
In our experiments, we also examined the correlation between summarizers, to verify whether there is redundancy on
the information provided by the different metrics. The correlation between the rank of sentences generated was calculated
using the Spearman correlation coefficient [47]. This coefficient is maximum (equal to 1) when both methods rank the
sentences to compose the summary equally, and is minimal (equal to −1) when the ranks resulting from the sorting
process is reversed (the main sentence for one is the least important for the other and so on). The correlation was obtained:
(i) between summarizers belonging to the SUM-RC model, (ii) between summarized belonging to the SUM-P model and
(iii) between summarizers belonging to both models. The results are shown in Figs. 5–7. A visual inspection of the first two
figures indicates a high correlation for themethods based on diversity (DIV1,DIV2,DIV3, andDM3) aswell as those based on
geodesic distances (CLS, BTW and VUL) are related to each other. The DDGmethod does not seem to correlate strongly with
any other method, probably because it is a hybrid approach that considers diversity and geodesic metrics. Therefore, there
are actually three types of summarizers: the geodesic-based version, the diversity-based version and the hybrid version. On
the other hand, analyzing the correlation between summarizers in Fig. 7, one sees that the changes introduced by ‘‘syntactic
edges’’ are indeed small, since all correlation values are above 0.90.
3.2. Identifying keywords through diversity centrality
Motivated by the excellent results obtained with diversity in the previous section, we applied this metric to determine
keywords in texts on a single theme. Specifically, this experiment used a set of 300 essays produced by students in a national
Brazilian exam, which were written based on the following question: ‘‘The right to vote: how to make this a tool to promote
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Fig. 5. Spearman coefficient for the SUM-P model.
Fig. 6. Spearman coefficient for the SUM-RC model.
Fig. 7. Spearman coefficient for the SUM-RC and SUM-P models.
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Table 3
The number of times a given word was considered among the 10% most
important words when the metric of diversity is employed.
Word Frequency Word Frequency
To be (ser) 732 To do 132
Not 447 Person 104
To vote 407 Candidate 104
To have 384 To be (estar) 90
Vote 379 To go 80
Power 255 Politico 84
Country 246 Best 63
Right 246 Brazilian 58
Duty 162 People 58
Brazil 162 To know 57
Table 4
The number of times a given word was considered among the 10% less
important words when the diversity metric is employed.
Word Frequency Word Frequency
Year 125 Now 62
Well 99 Before 61
Citizen 82 To analyze 61
To help 74 Conquest 60
To finish 72 Weapon 52
Good 72 To happen 52
Still 66 Through 50
To believe 64 Thing 45
the social changes that Brazil needs ?’’. Thus, it is expected that the key concepts are semantically linked to the voting process,
elections, candidates and so on.
The strategy developed here identifies for each text and for each h value (ranging from 1 to 3) the words – i.e. the vertices
– with the highest (top 10%) and lowest (bottom 10%) values of diversity. For each text, a given word may appear at most
h times within the 10% highest values, since this calculation is performed for each level. Therefore, the frequency of each
word will lie in the range between 0 and 900, since the count is performed on the corpus of 300 essays.
The most frequent words in the list of high diversity are summarized in Table 3, which displays words related to the
theme in addition to the high frequency words in the language, as the verbs ‘‘to be’’, ‘‘to have’’, ‘‘to do’’ and ‘‘to go’’. Table 4
displays the most common words in the list of lowest diversity values. It may be noted that most of the words are weakly
correlated with the theme in the essays, which confirms that the vertices near the edge have little importance.
4. Conclusion
In this paperwe have extended the use of complex networks for developing extractive summarizers. Upon testing several
new metrics, we found that vulnerability, closeness and betweenness were not appropriate for selecting the sentences
for the summarizers. In contrast, diversity metrics proved excellent for this selection, with which summarizers were
obtained with the highest Rouge scores for extractive summarizers based on complex networks, and competitive with
the best summarizers available. Another important contribution was related to the introduction of linguistic information
for processing the text. As expected [32], adding syntactic information did enhance the summarizers performance, but
the increase in the Rouge scores was only minor. Therefore, while there is room for improvement with the use of deep
linguistic features, one needs to know that significant enhancement in performance may require sophisticated treatment
(e.g. semantic information), especially as the performance of the summarizers based on diversity is already close to those
using deep linguistic information. The good results obtained with the diversity metrics motivated us to use them in
identifying keywords in a small corpus focusing on a single theme. Indeed, words with high diversity could be selected as
keywords, and this opens new possibilities for the application of complex network concepts in natural language processing
and other areas requiring the establishment of taxonomies and ontologies.
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