Various Neural Networks Networks
Neural Networks A mathematical model to solve engineering problems Group A radial basis function (RBF) is a real-valued function whose value depends only on the distance from some other point c, called a center,
Radial Basis Functions
Any function φ that satisfies the property φ(x) = f(||x-c||) is a radial function. The distance is usually the Euclidean distance ( )
|| ||
The popular output of radial basis functions is the Gaussian function: c1=0.75, c2=3.25 Radial Basis Functions Network (RBFN)
Features One hidden layer
The activation of a hidden unit is determined by a radial basis function
Radial units

Outputs
Inputs
Generally, the hidden unit function is the Gaussian function The output Layer is linear:
RBFN Learning
The training is performed by deciding on How many hidden nodes there should be The centers and the sharpness of the Gaussians 2 t 2 steps
In the 1st stage, the input data set is used to determine the parameters of the RBF In the 2nd stage, RBFs are kept fixed while the second layer weights are learned ( Simple BP algorithm like for MLPs)
Time Delay Neural Network (TDNN)
Introduced by Waibel in 1989 Properties Local, shift invariant feature extraction N ti f ti fi ld bi i l l i f ti Notion of receptive fields combining local information into more abstract patterns at a higher level Weight sharing concept (All neurons in a feature share the same weights) All neurons detect the same feature but in different position
Principal Applications
Speech recognition Image analysis
