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We study discrete-time quantum walks on Cayley graphs of non-Abelian groups, focusing on the
easiest case of virtually Abelian groups. We present a technique to reduce the quantum walk to
an equivalent one on an Abelian group with coin system having larger dimension. This method
allows one to extend the notion of wave-vector to the virtually Abelian case and study analytically
the walk dynamics. We apply the technique in the case of two quantum walks on virtually Abelian
groups with planar Cayley graphs, finding the exact solution in terms of dispersion relation.
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I. INTRODUCTION
Discrete-time quantum walks (QWs) [1–3] describe the
unitary evolution of a quantum “particle” on a graph.
Every node of the graph corresponds to a finite dimen-
sional Hilbert space—the so-called coin system, repre-
senting the internal degree of freedom of the particle.
The graph edges, on the other hand, represent local in-
teractions among neighbouring sites.
Under the hypothesis of locality and homogeneity of
the evolution one can show [4] that the graph is the Cay-
ley graph of a group. This allows one to use group repre-
sentation theory to analyze the dynamics of the particle
described by the walk. Classical random walks on Cayley
graphs were studied as an integral part of discrete group
theory [5], and only later developed as models of compu-
tation e.g. in Ref. [6]. The first paper addressing the issue
of constructing QWs on Cayley graphs is Ref. [7], where
the focus is on Cayley graphs of free Abelian groups Zd.
A first analysis investigating QWs on non-Abelian groups
can be found in Ref. [8]. Here the authors consider the
special class of scalar QWs (the coin system has dimen-
sion one) and classify the walks on Cayley graphs of finite
groups presented with two or three generators.
In the present paper we study QWs on Cayley graphs,
focusing attention on those groups that can be embedded
in a Euclidean manifold quasi-isometrically, i.e. without
distorting the distance defined in terms of minimum arc
length on the graph (see Section II). Geometrically, QWs
on these groups are the most general QWs with a flat
geometry. The class of Cayley graphs that are quasi-
isometrically embeddable in a Euclidean manifold coin-
cides with virtually Abelian groups—including Abelian
groups as a special case—that are generally non-Abelian.
A critical issue for QWs on such groups is that, differ-
ently from the continuous flat case, they cannot be sim-
ply represented in the wave-vector space via the Fourier
transform, computing for example the walk dispersion re-
lation. Here we bridge this gap, showing how to solve the
dynamics for walks on virtually Abelian groups in terms
of a wave-vector representation.
The proposed solution consists in a coarse-graining
procedure for coined quantum walks. Tiling procedures
for QWs were recently proposed in Refs. [9, 10], where
they are exploited for the study of QW search algorithms.
The coarse-graining technique that we introduce here al-
lows us to reduce the walks on virtually Abelian groups
to walks on Abelian groups with a larger coin system.
On technical grounds, the above result enables the ap-
plication of the Fourier analysis technique, with the defi-
nition of plane-waves and the adoption of the wave-vector
as an invariant of the dynamics. As regards the physi-
cal motivation for the present analysis, we remind that
the theory of quantum walks on Abelian groups has been
used in Refs. [4, 11, 12] providing a mechanism for under-
standing the dynamics of free relativistic quantum fields.
In the same perspective, the approach that is proposed
in the present paper can provide a similar understanding
of the origin of spin and charge degrees of freedom. If the
original walk has a trivial coin, indeed, the coarse-grained
representation evolves particles of a spinorial or vectorial
field, thus carrying non-trivial internal degrees of free-
dom, as studied in Ref. [13], where the one-dimensional
Dirac walk is derived by coarse-graining of a walk with
trivial coin on the Cayley graph of the infinite dihedral
group.
The technique that we introduce reduces the mathe-
matical description of the walk to a simpler one, without
loss of any information, and in this respect it cannot be
considered a renormalization technique, in the spirit of
Kadanoff’s proposal for the treatment of discrete systems
on larger scales [14]. However, our approach can also sug-
gest the basic step for implementing the algebraic proce-
dure of Ref. [15], where renormalization is described in
terms of CP embedding of C*-algebras corresponding to
the system observables at different scales.
II. CAYLEY GRAPHS
In this section we review the notion of the Cayley graph
of a group, and that of quasi-isometries between met-
ric spaces, which allows to characterize the class of Cay-
ley graphs quasi-isometrically embeddable in Euclidean
spaces.
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2We can always think of a group G as generated by a
set of its elements S+ called generators. We will denote
by S = S+ ∪ S− the union of S+ with the set of its in-
verses S−. Using S as an alphabet, we formally build
up words w that represent multiplication of generators,
corresponding to the group element [w] ∈ G. Generally
there exist different words w such that [w] = e ∈ G is
the identity. A set of relators R = {wn} is a set of words
with [wn] = e such that every word w with [w] = e is a
juxtaposition of words in R. For every group G, a choice
of a generating set S+ and a relator set R provides a pre-
sentation G = 〈S+|R〉 of the group. Any presentation of
G completely specifies G, and has the following graphical
representation.
Definition 1 (Cayley graph) Given a group G and a
set S+ of generators of the group, the Cayley graph
Γ(G,S+) is defined as the directed edge-colored graph hav-
ing vertex set G, edge set {(x, xg);x ∈ G, g ∈ S+}, and
a color assigned to each generator g ∈ S+.
In the above representation the relators of the group
are closed paths over the graph.
In the left of Fig. 1 we see an example of Cayley graph for
the finite dihedral group G = D3 with presentation D3 =
〈a, b|a2, b3, (ab)2〉. In the middle and right of Fig. 1 we
show two examples of Cayley graphs for infinite groups:
the Abelian Z2 = 〈a, b|aba−1b−1〉 and the non-Abelian
group F = 〈a, b|a5, b5, (ab)2〉 (a special case of Fuchsian
group).
Defining the length l(w) of a word w as the number
of generators that compose it, one introduces the word-
distance of two points x1, x2 ∈ G as the length of the
shortest word w such that [w] = x1x
−1
2 . The Cayley
graph equipped with the word-metric is a metric space.
In the following section the Cayley graphs will be the
lattice of a quantum walk.
Even for finitely presented groups (namely with |S+|
and |R| both finite), the algebraic properties of the group
can be very hard to assess, or even provably undecidable
(this is the case of triviality G = {e}, which is one of the
Dehn problems [16]). An effective way of studying the
algebraic properties of groups is that of connecting them
with the geometry of their Cayley graphs: this is the
aim of geometric group theory [17]. The main idea of the
approach is the notion of quasi-isometry due to Gromov
[18], which is defined as follows. Given two metric spaces
(M1, d1), (M2, d2), we say that M1 is quasi-isometric to
M2 if there is a map f : M1 → M2 such that there exist
three constants a > 1, b > 0, c > 0, such that ∀x, y ∈M1
one has
1
a
d2[f(x), f(y)]− b ≤ d1(x, y) ≤ ad2[f(x), f(y)] + b,
and ∀z ∈M2, there exists x ∈M1 such that
d2[z, f(x)] ≤ c.
The quasi-isometry is an equivalence relation between
metric spaces [19]. For example, all Cayley graphs of
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FIG. 1. (colors online) Given a group G and a set S+
of generators, the Cayley graph Γ(G,S+) is defined as the
colored directed graph having set of nodes G, set of edges
{(x, xh);x ∈ G, h ∈ S+}, and a color assigned to each
generator h ∈ S+. Top: the Cayley graph of the dihe-
dral group D3 = 〈a, b|a2, b3, (ab)2〉. Bottom left: the Cay-
ley graph of the Abelian group Z2 with presentation Z2 =
〈a, b|aba−1b−1〉, where a and b are two commuting genera-
tors. Bottom right: the Cayley graph of the non-Abelian
group G = 〈a, b|a5, b5, (ab)2〉. The Abelian-group graph is
embedded into the Euclidean space R2, the non-Abelian G
into the Hyperbolic space H2 with (negative) curvature.
a group G are quasi-isometric [19], and we will transfer
the quasi-isometric class to G itself. Moreover, quasi-
isometric groups share relevant algebraic features. For
example a group G is quasi-isometric to a Euclidean
space Rn if and only if it is virtually Abelian [20, 21],
namely it has an Abelian subgroup H with finite index
(the number of cosets). In such a case H ⊆ G is iso-
morphic to Zn with n ≥ 0. Two examples of virtually
Abelian groups are considered in detail in Sections IV A
and IV B (see also Figs. 2 and 3). Therefore, if G is not
virtually Abelian and embeddable in a metric manifold,
then the manifold must have a nonvanishing curvature.
An example is provided in the right of Fig. 1.
III. QUANTUM WALKS ON CAYLEY GRAPHS
A quantum walk with s-dimensional coin system (s ≥
1) is a unitary evolution of a system with Hilbert space
`2(V )⊗ Cs such that
|ψx,t+1〉 =
∑
y∈V
Ax,y|ψy,t〉,
where V ⊆ Z and Ax,y ∈ Ms(C) for x, y ∈ V are s × s
transition matrices. The set of nonnull matrices Ax,y
define a set E ⊆ V ×V which can be regarded as the edge
3set of a graph Γ(V,E). As we will see in the following, the
conditions for the evolution to be unitary correspond to
nontrivial constraints for the set of transition matrices.
The case of interest in the present paper is when the
graph is the Cayley graph Γ(G,S+) of a group G, where
the elements of G are in bijective correspondence with
the graph vertices x ∈ V . In addition the different colors
and orientations of the edges from x ∈ V correspond
to different transition matrices {Ag}g∈S (meaning that
∀xAx,xg = Ag). The independence of the matrix set
of x ∈ G corresponds to the homogeneity of the walk,
whereas the finiteness of the set S is the assumption of
locality [4].
If we now consider the right regular representation Tg
of the finitely generated group G, acting on `2(G) as
Tg|x〉 := |xg−1〉, we can write the quantum walk as
A :=
∑
g∈S
Tg ⊗Ag. (1)
The unitarity conditions for the walk operator (1) are
AA† = A†A = Te ⊗ Is which imply∑
gg′−1=f
AgA
†
g′ =
∑
g−1g′=f
A†gAg′ = 0, (with f 6= e), (2)∑
g∈S
AgA
†
g =
∑
g∈S
A†gAg = Is, (3)
where Is is the identity operator over Cs. Another rele-
vant symmetry of a QW on a Cayley graph is the isotropy,
saying that “any direction on Γ(G,S+) is equivalent”.
This condition is translated in mathematical terms re-
quiring that there exists a subset S′ of S, with S+ ⊆ S′,
and a unitary representation U over Cs of a group Q of
graph automorphisms, transitive over S′, such that one
has the covariance condition
A =
∑
g∈S
Tg ⊗Ag =
∑
g∈S
Tf(g) ⊗ UfAgU†f , ∀f ∈ Q. (4)
As shown in [4], QWs satisfying isotropy can be classified
imposing the condition∑
g∈S
Ag = Is (5)
and then multiplying the resulting transition matrices by
an arbitrary unitary matrix commuting with the repre-
sentation U of the automorphisms group.
A. Quantum walks on Cayley graphs of Abelian
groups
The simplest case of quantum walks on Cayley graphs
is when the group is free Abelian, i.e. Zd, since the walk
can be easily diagonalized by a Fourier transform. We
will label the elements x ∈ Zd, using the usual additive
notation for the group composition. The right regular
representation of Zd is expressed as follows
Ty |x〉 = |x− y〉 .
The representation is decomposed into irreducible repre-
sentations, which are all one-dimensional, over which one
diagonalizes Ty via Fourier in the wave-vector space as
follows
|k〉 := 1
(2pi)
d
2
∑
x∈Zd
e−ik·x |x〉 ,
where k belongs to the first Brillouin zone B ⊆ Rd, which
is the largest set that contains vectors k corresponding
to inequivalent elements |k〉. The walk is written in the
direct integral decomposition
A =
∫
B
dk |k〉 〈k| ⊗Ak, Ak :=
∑
h∈S
e−ik·hAh,
where Ak is unitary for every k ∈ B. Notice that the Bril-
louin zone depends on S, which in turn corresponds to a
specific Cayley graph of Zd; e.g. for Z3 one has different
Brillouin zones depending on the choice of presentation,
which can correspond to the simple cubic lattice, or the
body-centered cubic one, etc. (for details, see Ref. [4]).
Diagonalizing Ak, one obtains
Ak |ur(k)〉 = eiωr(k) |ur(k)〉 ,
where the ωr(k) are the dispersion relation of the walk,
and |ur(k)〉 the corresponding eigenstates. The disper-
sion relation gives the kinematics of the walk, with its
first and second derivatives providing respectively the
group velocity and the diffusion coefficient of particle
states.
While for free Abelian groups the Fourier transform
approach is straightforward, this is no longer true for
generally non-Abelian groups. However, for virtually
Abelian groups the procedure is still possible as we will
see in the next section.
IV. VIRTUALLY ABELIAN QUANTUM WALKS
In this section we study quantum walks on Cayley
graphs of a virtually Abelian group G with finite-index
Abelian subgroup H ∼= Zd (this choice is not restrictive
by the classification of Abelian groups). We will see how
the virtual Abelianity of the group allows one to define
a coarse-graining of the Cayley graph that leads to an
equivalent quantum walk on a Cayley graph of H. The
basic idea is to partition G into cosets of H, denoting
them by a finite set of labels. In the following we will con-
sider right cosets without loss of generality. The vertices
of the Cayley graph of G are thus grouped into clusters—
containing one vertex from each coset—that become the
nodes of a new coarse-grained graph and are in corre-
spondence with the elements of H. Correspondingly, one
4can find an equivalent walk in terms of the generators
of H, designating the coset labels as additional internal
degrees of freedom.
Firstly we will provide a formal definition of the intu-
itive notion of “regular tiling of a Cayley graph”.
Definition 2 (Regular tiling) Let G be a virtually
Abelian group and let H be an Abelian subgroup of G
of finite index. If G is finitely generated and H ∼= Zd,
we call regular tiling of order l the following right cosets
partition for the Cayley graph of G
l⋃
j=1
Hcj = G (with c1 = e).
Notice that the regular tiling is not unique and depends
on the choice of H and that of the representatives cj . For
any choice we can now provide a wave-vector representa-
tion of the quantum walk.
Consider the quantum walk A on the Cayley graph
given by the following presentation
G := 〈S+|R〉 = 〈g1, . . . gn|r1, . . . , rm〉,
A :=
∑
g∈S
Tg ⊗Ag,
(
A : `2(G)⊗ Cs → `2(G)⊗ Cs) .
(6)
Consider a regular tiling for G corresponding to an
Abelian subgroup H of index l and right cosets repre-
sentatives c1, . . . , cl. We show how the virtually Abelian
quantum walk (6) on `2(G) ⊗ Cs can be regarded as an
Abelian QW on `2(H)⊗ Csl.
In the following we will adopt the vector notation for
the elements of H, keeping the multiplicative notation for
the general group composition in G. While this choice
may be slightly confusing, it is unavoidable to define the
Fourier transform. The notation xcj should thus not be
interpreted as the rescaling of the vector x by a scalar,
but just as group composition in G.
From the disjointness of the cosets it follows that every
x ∈ G admits the unique decomposition x = xcj with
x ∈ H. One can then define a unitary mapping between
`2 (G) and `2 (H)⊗ Cl as follows
UH : `
2 (G) −→ `2 (H)⊗ Cl, UH |xcj〉 = |x〉 |j〉 .
Now we can define the plane waves on cosets
|k〉j :=
1
(2pi)
d
2
∑
x∈H
e−ik·x |xcj〉 ,
which via the map UH define the vector |k〉H as follows
UH |k〉j = |k〉H |j〉 .
One has that ∀g ∈ S, ∀x ∈ H and ∀cj there exist an
element x′ ∈ H and a coset representative cj′ (with j′
function of (g, j)) such that
xcjg
−1 =: x′cj′(g,j), hj,g := x− x′ = cj′(g,j)gc−1j ∈ H.
Thus one has that the translation operator Tg for an
arbitrary generator g ∈ S of G acts on the coset plane
waves as
Tg |k〉j =
1
(2pi)
d
2
∑
x∈H
e−ik·x
∣∣xcjg−1〉 =
=
1
(2pi)
d
2
∑
x′∈H
e−ik·(hj,g+x
′) ∣∣x′cj′(g,j)〉 =
= e−ik·hj,g |k〉j′(g,j) ,
(7)
and on the wave-vector |k〉H |j〉 as(
UHTgU
†
H
)
|k〉H |j〉 = e−ik·hj,g |k〉H |j′ (g, j)〉 . (8)
The last equation shows that |k〉H is an invariant space
of the coarse-grained generators
T˜g := UHTgU
†
H (T˜g : `
2(H)⊗ Cl → `2(H)⊗ Cl). (9)
While Tg in the original walk description was changing
the coset wave-vector (see Eq. (7)), its coarse-grained
version T˜g keeps the wave-vector |k〉H invariant (up to a
phase factor dependent on the generator g) with a non
trivial action only on the additional coin system Cl (see
Eq. (8)).
Accordingly, this mapping allows to diagonalize the
generators of G over the wave-vector space of `2(H) ⊗
Cl exploiting their action on the additional degrees of
freedom. The coarse-grained quantum walk is thus given
by
R [A] := (UH ⊗ I)A (UH ⊗ I)† =
∑
g
T˜g ⊗Ag.
Now, evaluating the matrix elements for the translations
T˜g, with g ∈ S
〈k|H 〈i| T˜g |k〉H |j〉 = e−ik·hj,gδi,j′(g,j), i, j = 1, . . . , l,
we can finally obtain the wave-vector representation of
the walk Ak. The last one is block-partitioned with block
ij given by
(Ak)ij =
∑
g:j′(g,j)=i
Age
−ik·hj,g .
Notice that coarse-grained QWs corresponding to dif-
ferent choices of the regular tiling are unitarily equiv-
alent. Let UH , VH′ be the coarse-graining unitary op-
erators corresponding to two different choices of the
subgroup of finite index (or even just to two different
choices of the coset representatives for the same subgroup
H = H ′): then, defining R [A] := (UH ⊗ I)A (UH ⊗ I)†
and R′ [A] := (VH′ ⊗ I)A (VH′ ⊗ I)†, one has that the
two coarse-grained QWs are connected through the uni-
tary mapping
R′ [A] =
(
VH′U
†
H ⊗ I
)
R [A]
(
VH′U
†
H ⊗ I
)†
.
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FIG. 2. (colors online) Left: the Cayley graph of G1 corre-
sponding to the presentation G1 = 〈a, b | a4, b4, (ab)2〉. The
group is clearly not Abelian (a and b do not commute) but
it is virtually Abelian. Right: a possible regular tiling of the
Cayley graph of G1. First we choose a subgroup (subgraph)
isomorphic to Z2, in the figure the black sites given by the
subgroup generators hx = a
−1b and hy = ba−1, which com-
mute. The subgroup has index four and we choose a set of
cosets representatives, in the figure e, a, a2, a3, which define
the tiling, each tile containing four elements of G1.
In particular, two different choices do not change the dis-
persion relation.
While we defined the coarse-graining of a QW restrict-
ing to the case of interest of virtually Abelian groups, the
procedure is general and can be easily defined for QWs
on any arbitrary group G which is virtually G′ (namely
any G having a non-Abelian subgroup G′ of finite index
l′). Indeed, also in this case the procedure can be per-
formed as described above through a unitary mapping
UG′ between `
2 (G) and `2 (G′) ⊗ Cl′ , leading to a QW
on a Cayley graph of G′ with a larger coin system. How-
ever, one is not able to define plane waves on the cosets
of G′ if this is not Abelian, and this does not allow one
to represent the walk in the k-space.
In the following we present the first two examples of
QWs on non-Abelian groups whose evolution is analyti-
cally solved via the procedure described in this section.
A. Example of a massive virtually Abelian QW
Let us consider the virtually Abelian group G1 with
the presentation
G1 = 〈a, b | a4, b4, (ab)2〉,
and with Cayley graph corresponding to the simple
square lattice, modulo a suitable re-coloring and re-
orienting of the edges (see Fig. 2).
Solving the unitarity constraints for
A =
∑
g∈{a,b,a−1,b−1}
Tg ⊗Ag
on the Hilbert space `2(G1) ⊗ Cs we obtain the admis-
sible QWs on the Cayley graph of G1 and with two-
dimensional coin system. Due to the relators of the G1
the first unitary condition (2) leads to the following re-
lations
Ai−1A
†
j−1 = A
†
i−1Aj−1 =
= AiA
†
j = A
†
iAj = 0, i 6= j ∈ {a, b}
(10)
AiA
†
j−1 +Aj−1A
†
i =
= A†i−1Aj +A
†
jAi−1 = 0, i, j ∈ {a, b},
(11)
while the constraint (3) gives
AaA
†
a +AbA
†
b +Aa−1A
†
a−1 +Ab−1A
†
b−1 =
= A†aAa +A
†
bAb +A
†
a−1Aa−1 +A
†
b−1Ab−1 = Is.
(12)
From Eqs. (10) one can see that for s = 1 at least one
of the transition matrices must be null, contradicting the
hypothesis (the edges of the graph correspond to non null
transition matrices) hence there is no quantum walk on
the considered Cayley graph. The simplest case is thus
s = 2, and in Appendix A we show that assuming the
isotropy of the QW (see Section III) the solutions are
divided into two non-unitarily equivalent classes
AIa = ζ
±Z±
(
1 0
0 0
)
, AIb = ζ
±Z±
(
0 0
0 1
)
,
AIa−1 = (A
I
a)
†, AIb−1 = (A
I
b)
†,
AIIa = A
I
a, A
II
b = A
I
b, A
II
a−1 = (A
I
b)
†, AIIb−1 = (A
I
a)
†,
where ζ± := 1±i2 and Z± := nI2±imσx with n2+m2 = 1,
n,m ≥ 0.
In order to solve this class of walks analytically we
apply the algorithm of Section IV. First we choose an
Abelian subgroup of finite index H ∼= Z2, and this is the
group generated by hx = a
−1b, hy = ba−1 of index four.
Then we chose the regular tiling of the Cayley graph of
G1 achieved by the coset partition
G1 =
3⋃
j=0
Hcj , cj = a
j .
Now we can define the plane waves on the cosets
|k〉j :=
1
2pi
∑
x∈H
e−ik·x
∣∣xaj〉 , j = 0, 1, 2, 3,
and compute the action of the original walk on the cosets
wave-vectors
Ta |k〉0 = |k〉3 , Ta |k〉1 = |k〉0 ,
Ta |k〉2 = |k〉1 , Ta |k〉3 = |k〉2 ,
Tb |k〉0 = e−ikx |k〉3 , Tb |k〉1 = e−iky |k〉0 ,
Tb |k〉2 = eikx |k〉1 , Tb |k〉3 = eiky |k〉2 ,
Ta−1 |k〉0 = |k〉1 , Ta−1 |k〉1 = |k〉2 ,
Ta−1 |k〉2 = |k〉3 , Ta−1 |k〉3 = |k〉0 ,
Tb−1 |k〉0 = eiky |k〉1 , Tb−1 |k〉1 = e−ikx |k〉2 ,
Tb−1 |k〉2 = e−iky |k〉3 , Tb−1 |k〉3 = eikx |k〉0 ,
6where kx = k · hx, ky = k · hy. It follows the expression
for the coarse-grained QW
R [A] =
∫
A
dk |k〉 〈k|H ⊗R [A]k ,
where
R [A]k =
(
Aky A
′
kx
A
′
−kx A−ky
)
Ak =
(
0 Aa + e
−ikAb
Aa−1 + e
ikAb−1 0
)
,
A
′
k =
(
0 Aa−1 + e
ikAb−1
Aa + e
−ikAb 0
)
.
By diagonalizing the 8 × 8 matrix R [A]k we can finally
compute the four eigenvalues e−iω
±
r (kx,ky), r = 1, 2 (each
with multiplicity 2) of the coarse-grained walk with
ω±1 = ± arccosα(ν, k1, k2)− pi/4, ω2 = ω±1 − pi,
α(ν, k1, k2) := ν
√
1
2
(
cos2
kx
2
+ cos2
ky
2
)
,
and ν = n ( respectively ν = m) for the first (respectively
second) class of solutions. The ωr provides the QW dis-
persion relations providing the information on the kine-
matics of particle states. Close to the minimum of the
dispersion relation, namely for small wave-vectors, one
recovers a massive relativistic dispersion relation, with
mass given by
√
1− ν2. The mass is upper bounded by
one and at the bound the dispersion relation becomes
flat (this feature is due to unitarity and has already been
pointed out in Refs. [4, 11, 22]). In this example we ob-
serve how the non-Abelianity of the group G1 induces
a “massive” non trivial dynamics for the coarse-grained
QW on the Abelian group H.
B. Example of a massless virtually Abelian QW
In this section we consider another virtually Abelian
group quasi-isometric to R2
G2 = 〈a, b | a2b−2〉,
whose Cayley graph is depicted in Fig. 3 and has vertices
on the simple square lattice.
As in the previous section we start deriving the most
general isotropic QW
A =
∑
g∈{a,b,a−1,b−1}
Tg ⊗Ag
on the Cayley graph of G2 solving the unitarity con-
straints on the transition matrices. Using the relators
a
a
b
b
hy
hx
h1 h2
h3
FIG. 3. (colors online) Left: the Cayley graph of G2 corre-
sponding to the presentation G2 = 〈a, b | a2b−2〉. The group
is not Abelian (a and b do not commute) but it is virtually
Abelian. Right: a regular tiling of the Cayley graph of G2.
First we choose a subgroup (subgraph) isomorphic to Z2, in
the figure the black sites gien by the subgroup commuting
generators h1 = ba and h2 = a
2. The subgroup has index two
and we choose a set of cosets representatives, in the figure
e, a, which define the tiling, each tile containing two elements
of G2.
of the group it is easy to see that the first unitary condi-
tion (2) leads to the following relations
AiA
†
j−1 = A
†
iAj−1 = 0, (13)
AiA
†
j +Ai−1A
†
j−1 = A
†
iAj +A
†
i−1Aj−1 =
= AiA
†
i−1 +AjA
†
j−1 = A
†
iAi−1 +A
†
jAj−1 = 0,
(14)
for i 6= j ∈ {a, b}, while the constraint (3) gives
AaA
†
a +AbA
†
b +Aa−1A
†
a−1 +Ab−1A
†
a−1 =
= A†aAa +A
†
bAb +A
†
a−1Aa−1 +A
†
b−1Ab−1 = Is.
(15)
As in the previous example there is no QW on the consid-
ered Cayley graph with s = 1. In Appendix B we prove
that for s = 2 the only two solutions are
AIa =
1
2
(
1 0
1 0
)
, AIb =
1
2
(
1 0
−1 0
)
,
AIa−1 =
1
2
(
0 1
0 1
)
, AIb−1 =
1
2
(
0 −1
0 1
)
,
AIIg = Y
(
AIg
)t
Y †, Y =
1√
2
(I2 + iσy) ,
which are anti-unitarily equivalent.
We choose now the Abelian subgroup H ∼= Z2 of index
2 generated by h2 = a
2, h3 = a
−1b and the G2 regular
tiling partition
G2 = H ∪Hc, c = a−1.
It is then useful to introduce the graph corresponding to
the presentation
H = 〈h1,h2,h3 | h1 − (h2 − h3)〉, (16)
whose vertices are a subset of the vertices of the original
Cayley graph of G (the Abelian notation is used since
7H ∼= Z2) where we added the redundant generator h1 =
ba.
Due to the normality (since it is of index 2) of H in
G2 we can define the wave-vector on cosets, namely the
invariant spaces under the Thi , i = 1, 2, 3,
|k〉0 :=
1
2pi
∑
x∈H
e−ik·x |x〉 , |k〉1 :=
1
2pi
∑
x∈H
e−ik·x
∣∣xa−1〉 .
Evaluating the action of the generator of G2 on the |k〉j ,
one can reconstruct the coarse-grained walk R[A], which
will be written in terms of the generators of H and their
inverses. First we evaluate the action of the G2 genera-
tors on the cosets wave-vectors
Ta |k〉0 = |k〉1 , Ta |k〉1 = e−ik2 |k〉0 ,
Tb |k〉0 = e−ik3 |k〉1 , Tb |k〉1 = e−ik1 |k〉0 ,
Ta−1 |k〉0 = eik2 |k〉1 , Ta−1 |k〉1 = |k〉0 ,
Tb−1 |k〉0 = eik1 |k〉1 , Tb−1 |k〉1 = eik3 |k〉0 .
It follows the off-diagonal expression for the renormalized
walk
R[A]k =
(
0 Ak
A′k 0
)
,
Ak = e
−ik2Aa + e−ik1Ab +Aa−1 + eik3Ab−1 ,
A′k = Aa + e
−ik3Ab + eik2Aa−1 + eik2Ab−1 .
(17)
Exploiting the relator in (16) equations (17) become
Ak = e
−i ky2 Bk, A′k = e
i
ky
2 σzBkσz,
Bk :=
(
e−i
kx
2 Aa + e
−i ky2 Ab + ei
ky
2 Aa−1 + e
i kx2 Ab−1
)
,
where kx := k2 + k3 and ky := k1. Defining
V :=
(
I 0
0 ei
ky
2 σz
)
, R :=
1√
2
(
1 1
1 −1
)
,
one has
R[A]k = V (R⊗ I) (σz ⊗Bkσz) (R† ⊗ I)V †. (18)
Accordingly R [A]k is unitarily equivalent to σz ⊗ Bkσz
whose four eigenvalues e−iω
±
r (kx,ky), r = 1, 2 are ex-
pressed in terms of the walk dispersion relations
ω±1 := ± arccosα(kx, ky) + pi/2, ω±2 := ω±1 + pi,
α(kx, ky) :=
1
2
(
sin
kx
2
+ sin
ky
2
)
.
We notice that this dispersion relations are equivalent,
up to shifts in wave-vectors, to the Weyl QW one. The
Weyl QW (which is the unique isotropic QW for s = 2
on the Cayley graph Z2 = 〈a, b|aba−1b−1〉 [4]). While
the coarse-graining procedure for the example in Section
IV A led to a class of walks with “massive” dispersion
relation, in this case the dispersion relation close to its
minimum (for wave-vectors close to (pi, pi)) is linear in
k. In this sense the non-Abelianity of the original graph
does not induce relevant effects on the dynamics of the
coarse-grained QW.
We conclude analyzing the relation between the coarse-
graining of the two solutions obtained in this section,
namely R[AI]k and R[AII]k. Through a block diagonal
change of basis matrix, we saw that R[AI ]k is unitarily
equivalent to σz⊗Bkσz. In Since two solutionsAI andAII
are connected by a local anti-unitary transformation (see
Appendix B), R[AII ]k is, by linearity, unitarily equiva-
lent to σz⊗σzBTk , which is just R[AI ]†−k (up to a change
of basis). This means that the two coarse-grained QWs
are connected by PT symmetry, with parity and time-
reversal maps given by P : k 7−→ −k and T : A 7−→ A†.
V. CONCLUSIONS
In this manuscript we considered quantum walks on
Cayley graphs of non-Abelian groups, with emphasis on
the case of virtually Abelian groups. We devised a coarse-
graining technique to reduce the quantum walk to an
equivalent one on an Abelian group with coin system
of larger dimension. This method, based on the group
structure of the graph, allows one to extend the notion
of wave-vector as an invariant of the walk dynamics to the
virtually Abelian case. Within this framework, virtually
Abelian QWs can be diagonalized in terms of a dispersion
relation, which carries relevant kinematic information.
We derived the class of QWs allowed on two special
virtually Abelian groups with planar Cayley graphs. We
then applied the coarse-graining technique to solve the
aforementioned walks analytically. Interestingly, for one
of the two groups the dynamics of the QW leads to a
massive dispersion relation by virtue of the presence of
nontrivial cyclic subgroups.
The coarse-graining technique represents a crucial step
in the derivation of the complete set of quantum walks
allowed on Cayley graphs that are quasi-isometric to Rd.
Finally, our technique can also be exploited as an
intermediate step in a general renormalization proce-
dure, where besides coarse-graining one also needs to
implement the disposal of information for the purpose
of changing the relevant scale of description of the walk
dynamics. For example, this can be accomplished by an
algebraic approach to renormalization as illustrated in
Ref. [15].
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Appendix A: Derivation of the QW in Section IVA
Here we derive the walk in Section IV A on the Cay-
ley graph of G1 = 〈a, b | a4, b4, (ab)2〉. Assuming the
isotropy of the walk (see Section III), we show how to
solve the unitarity constraints Eqs. (10,11,12) obtained
from the above Cayley graph. We take the polar de-
composition1 of the QW transition matrices Ag = VgPg
(g ∈ S = {a, b, a−1, b−1}) and considering that Pq = P †q ,
the conditions in Eq.(10) become
Vi±1Pi±1Pj±1Vj±1
† = 0, (A1)
Pi±1Vi±1
†Vj±1Pj±1 = 0. (A2)
Being the V matrices unitary, we need to have
Pi±1Pj±1 = 0, and being both Pi and Pj nonnull (all
transition matrices are nonnull by definition) they must
be both rank one. Moreover, from (A1) one has
Pi±1 = αi±1 |+i±1〉 〈+i±1 | , Pj±1 = αj±1 |−i±1〉 〈−i±1 | ,
with αg > 0 and {|+g〉 , |−g〉} orthonormal bases for C2.
From equation (A2) we get 〈+i±1 |Vi±1†Vj±1 |−i±1〉 = 0
and, since Vi±1
†Vj±1 is unitary, it must be diagonal on
the basis {|+i±1〉 , |−i±1〉} (with entries corresponding to
phases). The Vg are not uniquely determined by the polar
decomposition, since the Ag are not full rank. In fact, if
Ai±1 = Vi±1Pi±1 holds for a Vi±1 , there exists an infinite
class of unitary matrices V ′i±1 such that Ai±1 = V
′
i±1Pi±1 :
all the unitary matrices
V ′i±1 = Vi±1
(|+i±1〉 〈+i±1 |+ eiθi±1 |−i±1〉 〈−i±1 |) (A3)
give the same polar decomposition for Ai±1 . The same
freedom holds for Aj±1 , j 6= i and one can always fix it
computing
V ′i±1
†
V ′j±1 = e
iθj±1 〈+i±1 |Vi±1†Vj±1 |+i±1〉 |+i±1〉 〈+i±1 |
+ e−iθi±1 〈−i±1 |Vi±1†Vj±1 |−i±1〉 |−i±1〉 〈−i±1 |
and posing eiθj±1 〈+i±1 |Vi±1†Vj±1 |+i±1〉 = 1 and
e−iθi±1 〈−i±1 |Vi±1†Vj±1 |−i±1〉 = 1. Accordingly one has
V ′†i±1V
′
j±1 = I =⇒ V ′j±1 = V ′i±1 (A4)
that leads to the following structure for the transition
matrices
Aa = αaV |+a〉 〈+a| , Ab = αbV |−a〉 〈−a| , (A5)
Aa−1 = αa−1W |+a−1〉 〈+a−1 | , (A6)
Ab−1 = αb−1W |−a−1〉 〈−a−1 | , (A7)
with αg > 0 and {|+q〉 , |−q〉} orthonormal bases for C2.
Combining (10) and (11) one obtains
Ai−1A
†
iAj−1 = 0, AiA
†
i−1Aj = 0,
AjA
†
i−1Ai = 0, Aj−1A
†
iAi−1 = 0.
1 Every complex square matrix admits a so called polar decompo-
sition, namely ∀M ∈ M (2× 2,C) ∃ V ∈ M (2× 2,C) unitary,
P ∈M (2× 2,C) semi-positive definite : M = V P .
9and using the expression (A5) for the Ag we get
〈+a| +a−1〉 〈−a−1 |W †V |+a〉 = 0,
〈−a| −a−1〉 〈+a−1 |W †V |−a〉 = 0,
〈+a| −a−1〉 〈+a−1 |W †V |+a〉 = 0,
〈−a| +a−1〉 〈−a−1 |W †V |−a〉 = 0.
(A8)
Considering that 〈+a| −a−1〉 = 0 ⇔ |+a〉 = |+a−1〉 ⇔
〈−a| +a−1〉 = 0 (up to phase factors that would not ap-
pear in the Ag), condition (A8) can be satisfied only in
two cases
I 〈+a−1 |W †V |−a〉 = 〈−a−1 |W †V |+a〉 = 0,
II 〈−a−1 |W †V |−a〉 = 〈+a−1 |W †V |+a〉 = 0.
Let’s note that just two of the matrix elements which
appear in (B6) can be zero: indeed, suppose by contra-
diction that this is not be the case, let’s define U any of
the possible matrices which connect the two orthonormal
bases found; thus U†W †V would have at least three van-
ishing matrix elements, but this is absurd for it is unitary.
Accordingly, the two cases are:
I AIa = αaµW |+〉 〈+| AIb = αbνW |−〉 〈−|
AIa−1 = αa−1W |+〉 〈+| AIb−1 = αb−1W |−〉 〈−| ,
II AIIa = αaµW |+〉 〈+| AIIb = αbνW |−〉 〈−|
AIIa−1 = αa−1W |−〉 〈−| AIIb−1 = αb−1W |+〉 〈+| ,
with µ, ν phase factors and each of them can be equal
either to i or to −i. From the condition (5), W is found
simply substituting the Ag and inverting the resulting
relation, while from the normalization (12) one can find
the αg. The transition matrices for the case I are
AIa = ζ
±
(
1 0
0 0
)
, Ab = ζ
±
(
0 0
0 1
)
,
AIa−1 = ζ
∓
(
1 0
0 0
)
, AIb−1 = ζ
∓
(
0 0
0 1
)
.
where AIa−1 = (A
I
a)
†, AIb−1 = (A
I
b)
†, ζ± := 1±i2 , while the
solutions II are the same up to the swap a−1 ↔ b−1.
It is now simple to verify that the solutions derived in
this section satisfy the isotropy constraint (4). Indeed for
the group G1 := 〈a, b | a4, b4, (ab)2〉 the only transitive
automorphism of S+ = {a, b} is the swap a ↔ b of the
generators. It is easy to verify that this automorphism is
represented by the unitary matrix σx.
Accordingly we see that by left multiplication of the
transition matrices with a unitary matrix commuting
with σx—whose general form is
Z± = nI ± imσx,
for n,m ≥ 0 and n2 + m2 = 1—both the unitarity con-
ditions and the isotropy of the QW are unchanged. This
shows that whole class of isotropic QWs on G1 is ob-
tained by left multiplication of the above solutions by
the matrix Z± = nI ± imσx.
Appendix B: Derivation of the QW in Section IVB
In this appendix we present the derivation of the
walk in Section IV B on the Cayley graph of G2 =
〈a, b | a2b−2〉. We know that this corresponds to solve
the unitarity conditions in Eqs. (13,14,15) for the walk
transition matrices. The procedure is very similar to the
case analysed in the previous section but for the conve-
nience of the reader we detail the full derivation.
Taking a polar decomposition Ag = VgPg for the tran-
sition matrices and noticing that Pg = P
†
g , Eq. (13) be-
comes
ViPiPj−1Vj−1
† = 0, (B1)
PiVi
†Vj−1Pj−1 = 0, (B2)
for i 6= j ∈ {a, b}. Being the V matrices unitary, we
need to have Pi±1Pj±1 = 0, and being both Pi and Pj−1
nonnull (all transition matrices are nonnull by definition)
they must be both rank one. Furthermore from (B1) one
can write
Pi = αi |+i〉 〈+i| , Pj−1 = αj−1 |−i〉 〈−i|
with αq > 0 and {|+i〉 , |−i〉} orthonormal bases for C2.
From equations (B2) one finds that 〈+i|Vi†Vj−1 |−i〉 =
0 and, since Vi
†Vj−1 is unitary, it must be diagonal on
the basis {|+i〉 , |−i〉} (with entries given by phase fac-
tors). The Vq are not uniquely determined by the polar
decomposition, since the Aq are not full rank. In fact, if
Ai = ViPi holds for a Vi, there exists an infinite class of
unitary matrices V ′i such that Ai = V
′
i Pi:
V ′i = Vi
(|+i〉 〈+i|+ eiθi |−i〉 〈−i|)
are unitary and give the Ai polar decomposition for. The
same holds for Aj−1 and one can always fix this arbitrari-
ness computing
V ′i
†
V ′j−1 =e
iθj−1 〈+i|Vi†Vj−1 |+i〉 |+i〉 〈+i|+ (B3)
e−iθi 〈−i|Vi†Vj−1 |−i〉 |−i〉 〈−i| (B4)
and taking eiθj−1 〈+i|Vi†Vj−1 |+i〉 = 1 and
e−iθi 〈−i|Vi†Vj−1 |−i〉 = 1. It follows V ′i †V ′j−1 =
I2 =⇒ V ′j−1 = V ′i that allows to write the transition
matrices as
Aa = αaV |+a〉 〈+a| , Ab−1 = αb−1V |−a〉 〈−a| ,
Ab = αbW |+b〉 〈+b| , Aa−1 = αa−1W |−b〉 〈−b| .
(B5)
Combining Eq. (14) and Eq. (13) we get
AiA
†
jAi = 0, AiA
†
i−1Ai = 0,
Ai−1A
†
j−1Ai−1 = 0, Ai−1A
†
iAi−1 = 0.
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that using the expressions in (B5) are equivalent to
〈+a| −b〉 〈−b|W †V |+a〉 = 0,
〈−a| +b〉 〈+b|W †V |−a〉 = 0,
〈+a| +b〉 〈+b|W †V |+a〉 = 0,
〈−a| −b〉 〈−b|W †V |−a〉 = 0.
(B6)
Considering that 〈+a| −b〉 = 0 ⇔ |+a〉 = |+b〉 ⇔
〈−a| +b〉 = 0 (up to phase factors that would not ap-
pear in the Ag), (B6) are satisfied in the following two
cases
I |+a〉 = |+b〉 := |+〉
|−a〉 = |−b〉 := |−〉
II |+a〉 = |−b〉 := |+〉
|−a〉 = |+b〉 := |−〉
We observe that just two of the matrix elements which
appear in (B6) can be zero: indeed, suppose by con-
tradiction that this is not the case, let’s denote by U
any of the possible matrices connecting the two orthonor-
mal bases; thus U†W †V would have at least three van-
ishing entries, but this is absurd because it is a 2 × 2
unitary matrix. Accordingly, in both cases it is V :=
W (µ |+〉 〈−|+ ν |−〉 〈+|) where, using Eq. (14), one finds
µν = −1, αa−1 = αb := β, αa = αb−1 := α, (B7)
and
I Aa = ανW |−〉 〈+| Ab = βW |+〉 〈+|
Aa−1 = βW |−〉 〈−| Ab−1 = −αν∗W |+〉 〈−| ,
II Aa = ανW |−〉 〈+| Ab = βW |−〉 〈−|
Aa−1 = βW |+〉 〈+| Ab−1 = −αν∗W |+〉 〈−| ,
with the two solutions simply connected through the
swap b↔ a−1.
From the normalization condition (15) it straightfor-
wardly follows that β =
√
1− α2, while from the condi-
tion (5), W is found substituting the Ag and inverting
the resulting relation. The transition matrices for case I
are then
AIa = α
(
α 0√
1− α2ν 0
)
,
AIb =
√
1− α2
(
α 0
−αν 0
)
,
AIa−1 =
√
1− α2
(
0 αν∗
0 α
)
,
AIb−1 = α
(
0 −√1− α2ν∗
0 α
)
.
As one can easily verify, a unitary matrix X such that
XAIaX
† = AIb must be diagonal and so it would multi-
ply the entries of AIa by a phase factor; accordingly, the
transitive action (4) of the isotropy group on S+ = {a, b}
imposes α2 = 1− α2, namely α = 1√
2
.
Let’s define the unitary U (ν) :=
(
1 0
0 ν
)
: and by direct
computation verify that
U (ν)Aq (ν)U (ν)
†
= Aq (1) .
By linearity of the walk, this implies that with a local
unitary conjugation one can remove the dependence from
the phase factor ν and the transition matrices I are finally
given by
AIa =
1
2
(
1 0
1 0
)
, AIb =
1
2
(
1 0
−1 0
)
,
AIa−1 =
1
2
(
0 1
0 1
)
, AIb−1 =
1
2
(
0 −1
0 1
)
.
Now we notice that the solution I and II are connected
by an anti-unitary transformation
Y
(
AIg
)T
Y † = AIIg , Y =
1√
2
(I2 + iσy) .
As in the previous example it is now simple to verify
the isotropy of the QWs derived in this section. The
only G2-automorphism transitive on S+ = {a, b} is the
swap a↔ b of the generators that can be represented on
the coin system C2 by the unitary matrix σz to satisfy
Eq. (4). We could then multiply the transition matrices
by an arbitrary unitary matrix commuting with σz, but
from Eq. (18) it’s easy to see that this just amounts to
a shift in the kx, ky.
