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Abstract
Given a Lie algebra of finite dimension, with a selected basis of it, we show in this paper
that it is possible to associate it with a combinatorial structure, of dimension 2, in general.
In some particular cases, this structure is reduced to a weighted graph. We characterize such
graphs, according to they have 3-cycles or not.
© 2004 Elsevier Inc. All rights reserved.
AMS classification: 05C20; 17B60
Keywords: Combinatorial structure; Weighted graph; Oriented digraph; Bracket product; Lie algebra
Introduction
At present, the research on Lie Theory is very extended. It is due not only to
its purely theoretical study, but because its current applications to other sciences,
particularly Applied Mathematics, Engineering and Physics, are contributing to the
fast development of many new theories.
However, the ignorance on many aspects of this subject is still remarkable. Indeed,
with respect to Lie algebras, although the classifications of simple and semisimple
ones have been obtained since 1890 (in fact, until the beginning of the last century
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they continued being improved), the classifications of solvable and nilpotent Lie
algebras are actually an open problem. Indeed, they are only known for dimension
n, with n  5 and n  7, respectively.
Apart from that, the study of Graph Theory is also running in a high level, for
similar reasons as previously mentioned. Moreover, this theory is actually being con-
sidered to be used as a tool to deal with the study of other subjects, due to its many
applications.
At this point, the main goal of this paper is to set up a link between these two the-
ories: Lie and Graph Theory. There have already been some progresses in this sense.
For example, we can mention the Dynkin diagrams for simple finite dimensional Lie
algebras (see [1,3]). Nevertheless, we now present a new and general association. In
fact, we associate a combinatorial structure, of dimension 2 in general, with a Lie
algebra of given finite dimension, from which we know a selected basis. Later, we
study this association when the two-dimensional elements of the combinatorial struc-
ture disappear, i.e., when we really have a graph, by obtaining a particular class of Lie
algebras. Our main results, Theorems 3.2 and 3.6 lead to a complete characterization
of such graphs, according to they have 3-cycles or not.
Previously, in Section 1 we introduce the definitions and notations of the Lie
algebras theory which we will use in this subject. For a more general overview of
this theory the reader can consult the Chow’s books (see [2]). In Section 2, we define
the above mentioned general association, and we give many examples. Section 3
is devoted to establish and prove the main results. In last section, we study some
applications concerning the solvability and nilpotency of Lie algebras associated
with graphs.
We think that the tools introduced in this paper are useful to give a little step
forward in the classification of Lie algebras, by firstly getting the classification of
the associated combinatorial structures. It could involve an easier method to solve
this problem than considering Lie algebras by themselves.
Finally, let us remark that we just include a few general references, given the
novelty of our work.
1. Definitions and notations
A Lie algebra L is a vector space with a second inner bilinear composition law
(denoted by [,] and called bracket product or law of the algebra), which satisfies the
conditions:
1. [X,X] = 0 ∀X ∈L,
2. [[X, Y ], Z] + [[Y,Z], X] + [[Z,X], Y ] = 0 ∀X, Y,Z ∈L.
The second condition is named Jacobi identity. From now on, it will be denoted
by J (X, Y,Z) = 0.
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Note that the fact of the bracket product being bilinear and the first condition
imply the skew-symmetry or self-annihilation property for the bracket product:
[X, Y ] = −[Y,X] for all X, Y ∈L.
The concepts of dimension, basis, subalgebra and ideal of a Lie algebra are
defined as those corresponding to that algebra, considered itself as a vector space.
Let {e1, . . . , en} be a basis of L. Such a basis can be characterized by the struc-
ture constants or Maurer–Cartan constants of the algebra, defined by [ei, ej ] =∑
chi,j eh for any 1  i, j  n. They determine, by linear extension, the whole alge-
bra.
The center of a Lie algebra L is defined by cenL = {X ∈L|[X, Y ] = 0 ∀Y ∈
L}.
Let L and L′ be two Lie algebras (both defined over the same field K). A map-
ping  :L→L′ is called an isomorphism fromL intoL′ if  is a bijective linear
mapping, satisfying  : [X, Y ] → [(X),(Y )] ∀X, Y ∈L.
For convenience of subsequent discussions, the following notations are intro-
duced:
L1 =L,L2 = [L,L],L3 = [L2,L2], . . . ,Li = [Li−1,Li−1], . . .
and
L1 =L,L2 = [L,L],L3 = [L2,L], . . . ,Li = [Li−1,L], . . .
(the first sequence is called derived series and the second one lower central series
of L).
Then, the Lie algebra L is said to be solvable (respectively nilpotent) if there
exists a natural number n such that Ln ≡ {0} (respectively Ln ≡ {0}). The least n
satisfying that condition is called the solvability index (respectively nilpotent index)
of the algebra. Note that from both definitions, it follows that every nilpotent Lie
algebra is solvable, because Li ⊆Li for all i. The converse is not true. It is also
proved that every nilpotent Lie algebra has a non-null center.
2. A combinatorial structure associated with a Lie algebra of finite dimension
Let L be a n-dimensional Lie algebra and let B = {e1, . . . , en} be a basis of L.
Then, we can write
[ei, ej ] =
n∑
k=1
cki,j ek,
where cki,j are the structure constants of L. We associate the pair (L,B) with a
combinatorial structure by the following method:
(a) For each ei ∈ B, 1  i  n, we draw one point (vertex) labeled by index i.
(b) Given three vertices i < j < k, we draw the full triangle with those vertices,
assigning to each of its edges the weight indicated in Fig. 1.
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Fig. 1. Full triangle.
However, from now on we will agree that:
(b1) If cki,j = cij,k = cji,k = 0, the triangle will not be drawn.
(b2) If any of the structure constants is null, the corresponding edge will be
drawn by using a discontinuous line and then, it will be called a ghost
edge.
(b3) If two triangles of vertices i, j , k and i, j , l with 1  i < j < k, l  n
satisfy that cki,j = cli,j , then we draw only one edge between the vertices i
and j , shared by both triangles (see Fig. 2).
(c) Given two vertices i, j , with 1  i < j  n, then:
(c1) If cii,j /= 0, we draw the directed edge of Fig. 3.
(c2) Si cji,j /= 0, we draw the directed edge of Fig. 4.
So it will be possible to have a so-called double edge. Observe that in cases (c1)
and (c2), the edge is directed to the vertex labeled with the repeated index. Actually,
these edges show the “triangles” i, i, j and i, j , j , respectively.
Consequently, every Lie algebra with a selected basis is associated with such a
combinatorial structure. However, it is necessary to point out that this association
depends on the selected basis.
Notice that if there appears an isolated vertex, the corresponding basic element is
in the center of the algebra L.
Example 2.1. Let us consider the Lie algebra of dimension 4, with selected basis
{e1, e2, e3, e4} and non-null bracket products:
i
j
k l
i
j
k l
ck cl= i,ji,j
Fig. 2. Triangles with a shared edge.
A. Carriazo et al. / Linear Algebra and its Applications 389 (2004) 43–61 47
ci
ji
i,j
Fig. 3. Directed edge.
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Fig. 4. Directed edge.
[e1, e2] = −e1,
[e2, e3] = e3 + e4,
[e2, e4] = e1 + e4.
This Lie algebra, which is solvable but non-nilpotent (as it is easy to check), has the
associated combinatorial structure of Fig. 5.
Remark 2.2. It is easy to show that if a Lie algebra (with a selected basis) is associ-
ated with a non-connected combinatorial structure, it can be decomposed into a direct
sum of Lie subalgebras, corresponding each of them to a connected component of
the structure.
Next, it is natural to ask about if any combinatorial structure of this type is associ-
ated with a Lie algebra. The answer is not, in general. We are going to give examples
of the different situations:
Example 2.3. Let us consider Fig. 6, for any a, b, c ∈ R − {0}.
Let V be a vector space of dimension 3 and basis {e1, e2, e3}. We define a bilin-
ear internal product on the basis elements (and the corresponding skew-symmetries)
through:
[e1, e2] = ae3,
[e1, e3] = be2,
[e2, e4] = ce1.
Then, the Jacobi identity J (e1, e2, e3) = 0 verifies and, consequently, the internal
product gives a Lie algebra structure to V , which is associated with the combinatorial
structure of Fig. 6.
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Fig. 5. Example 2.1.
Fig. 6. Example 2.3.
Example 2.4. Let us consider Fig. 7, for any a31,2, a
2
1,3, a
1
2,3, a
5
5,4, a
4
3,5, a
3
4,5 ∈ R −{0}.
This combinatorial structure is not associated with any Lie algebra. In fact, if there
exists such a Lie algebra, it would have to be of dimension 5 and basis {e1, . . . , e5},
satisfying:
[e1, e2] = a31,2e3,
[e1, e3] = a21,3e2,
[e2, e3] = a12,3e1,
[e3, e4] = a53,4e5,
[e3, e5] = a43,5e4,
[e4, e5] = a34,5e3,
However, J (e1, e2, e4) = a31,2 a53,4 e5 /= 0.
Example 2.5. Let us consider Fig. 8, for any a31,2, a
2
1,3, a
3
1,4, a
1
2,3, a
1
3,4 ∈ R − {0}.
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Fig. 7. Example 2.4.
Fig. 8. Example 2.5.
Let V be a four-dimensional vector space with basis {e1, e2, e3, e4}. We define a
bilinear internal product on the basis elements (and the corresponding skew-symme-
tries) through:
[e1, e2] = a31,2e3,
[e1, e3] = a21,3(e2 + e4),
[e1, e4] = a31,4e3,
[e2, e3] = a12,3e1,
[e3, e4] = a13,4e1,
(obviously, the other products will be null). The Jacobi identities J (e1, e2, e3) =
0 and J (e1, e3, e4) = 0 are easily checked. However, the Jacobi identities J (e1,
e2, e4) = 0 and J (e2, e3, e4) = 0 are satisfied if and only if
a12,3 a
3
1,4 + a31,2 a13,4 = 0. (2.1)
Then, this internal product gives a Lie algebra structure to V if and only if (2.1) is
satisfied. In such case, the combinatorial structure of Fig. 8 is associated with this
Lie algebra. Actually, and since (2.1) does not depend on a21,3, that combinatorial
structure is associated with a one-parametric family of Lie algebras.
3. Lie algebras associated with graphs
Let us consider a Lie algebra of dimension n and basis {e1, e2, . . . , en} such that
[ei, ej ] = cii,j ei + cji,j ej 1  i < j  n
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(and, then, cki,j = 0 for any k /= i, j ). So, in the combinatorial structure associated
with such a pair, full triangles do not appear and it is a labeled weighted digraph
(Harary’s book [4] can be looked up for background in Graph Theory) or, simply
(for our purpose) a graph. In this section, we intend to characterize what type of
these graphs are associated with Lie algebras.
First, from Remark 2.2, we suppose, without loss of generality, that the graphs are
connected. Now, we have:
Lemma 3.1. Let L be a Lie algebra associated with a graph G. Then, the config-
urations shown in Fig. 9 are forbidden in G, for any three different vertices i, j, k
(independently of the weights of the edges).
Proof. It can be checked that J (ei, ej , ek) /= 0 for any of such configurations, which
would be a contradiction. In fact, we have
for (a) and (b), J (ei, ej , ek) = cji,j ckj,kek,
for (c), J (ei, ej , ek) = −cii,j cjj,kei,
for (d), J (ei, ej , ek) = cji,j ckj,kek − cii,j cjj,kei ,
for (e) and (h), J (ei, ej , ek) = cji,j ckj,kek − cii,k ckj,kei − cii,kcji,j ej ,
for (f), J (ei, ej , ek) = −cii,kckj,kei ,
for (g), J (ei, ej , ek) = cii,j cki,kek − cii,kckj,kei,
for (i), J (ei, ej , ek) = −cii,j cjj,kei + (cki,kcjj,k − cii,kcji,j )ej + cii,j cki,kek,
which completes the proof. 
Fig. 9. Forbidden configurations.
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Note that, from Lemma 3.1, given three different vertices i, j , k in a graph G
associated with a Lie algebra, they have to present one of the configurations of Fig.
10, up to permutations of the labels.
In cases (1) and (2), the weights of the edges can be arbitrary, because the identity
J (ei, ej , ek) = 0 is always satisfied. However, for cases (3) and (4), the same Jacobi
identity gives the following conditions for those weights:
Case (3):
cki,kc
j
j,k − cii,kcji,j = 0. (3.1)
Case (4):
cii,j c
j
j,k + cii,kckj,k = 0,
cki,kc
j
j,k − cii,kcji,j = 0,
c
j
i,j c
k
j,k + cii,j cki,k = 0. (3.2)
Next, we introduce some terminology (justified by configurations of Fig. 10). We say
that a vertex v in a digraph G is a going-in vertex (respectively a going-out vertex)
if all incident edges with v are oriented towards v (respectively, from v), see Fig. 11.
If all vertices of G are either going-in or going-out we say that G is well oriented.
On the other hand, we say that a non-oriented digraph G admits a good orientation
if it is possible to find an edge orientation such that G is well oriented. For example,
we can see that every cycle of even length and without double edges admits a good
orientation, but if its length is odd, it does not.
As we remembered above, from now on we will use the word graph for labeled
weighted digraphs. Then, we can characterize such graphs associated with Lie alge-
bras. We begin by studying graphs without 3-cycles, that is, cycles of length 3.
Theorem 3.2. Let G be a graph without 3-cycles, associated with a Lie algebra.
Then, G is
Fig. 10. Allowed configurations.
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Fig. 11. Going-in and going-out vertices.
Fig. 12. Double edge.
(i) a unique double edge, or
(ii) a well oriented graph without double edges.
Conversely, any graph satisfying (i) or (ii) is associated with a Lie algebra.
Proof. Let G be a graph without 3-cycles associated with a Lie algebra. Let us
suppose that there exists a double edge in G. Then, since G is connected, there are
no more vertices in G because, in the other case, one of the forbidden configurations
(b), (c) or (d) of Lemma 3.1 would appear.
Next, let us suppose that G has no double edges. Then, G is well oriented. If not,
forbidden configuration (a) of Lemma 3.1 would appear.
Conversely, letGbe a graph satisfying condition (i). Then,G is the graph of Fig. 12.
Then, let V be a two-dimensional vector space and {e1, e2} any basis on V . Let
us define a bracket product in V by
[e1, e2] = p−(1, 2)e1 + p+(1, 2)e2
and linear extension, where p−(1, 2) and p+(1, 2) are the weights shown in Fig. 12.
This product endows V with a Lie algebra structure, which is associated with G.
Finally, let G be a graph satisfying condition (ii), with vertices 1, 2, . . . , n. Let
V be a n-dimensional vector space and {e1, . . . , en} any basis on V . Let us define
[ei, ej ] as follows:
• If vertices i, j are not adjacent in G, then:
[ei, ej ] = 0.
In other case:
• If i is a going-in vertex, then
A. Carriazo et al. / Linear Algebra and its Applications 389 (2004) 43–61 53
[ei, ej ] =
{
p(i, j)ei if i < j,
−p(i, j)ei if i > j,
where p(i, j) denotes the weight of the edge from j to i in G.
• If i is a going-out vertex, then
[ei, ej ] =
{
p(i, j)ej if i < j,
−p(i, j)ej if i > j,
where p(i, j) denotes the weight of the edge from i to j in G.
Since G is well oriented, all its vertices are either going-in or going-out vertices.
Then, above definitions and linear extension provide a product in V .
Moreover, this product is skew-symmetric because given any two adjacent ver-
tices, one of them is a going-in vertex and the other is a going-out vertex. And it
satisfies the Jacobi identity. In fact, since G is well oriented it does not contain 3-
cycles. So, given three basic vectors ei , ej , ek , with i < j < k, the respective vertices
i, j, k are in one of the following cases:
1. They are not adjacent one to each other. Then J (ei, ej , ek) = 0.
2. Two of them are adjacent, but the third one is not adjacent to any of the others.
Then, it is easy to show that J (ei, ej , ek) = 0 too.
3. One of them, say j , is adjacent to the other two. If j is a going-in vertex, the three
vertices present configuration (1) of Fig. 10. Then
[ei, ej ] = p(i, j)ej ,
[ej , ek] = p(j, k)ej ,
[ei, ek] = 0
and, consequently;
[[ei, ej ], ek] = p(i, j)[ej , ek] = p(i, j)p(j, k)ej ,
[[ej , ek], ei] = p(j, k)[ej , ei] = −p(j, k)p(i, j)ej ,
[[ek, ei], ej ] = 0
and thus, J (ei, ej , ek) = 0.
If j is a going-out vertex, the proof is analogous.
This means that the product is a bracket product which gives a Lie algebra struc-
ture to V , associated with G. 
Remark 3.3. Observe that, given a graph G satisfying condition (ii) of Theorem
3.2, if we change the orientation of all edges, we obtain a new graph satisfying the
same condition. So, it is associated with another Lie algebra. These two Lie algebras
are not isomorphic in general. For example, consider the graphs of configurations (1)
and (2) of Fig. 13 (all edges with weight 1).
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Fig. 13. Configurations (1) and (2).
Following the process of Theorem 3.2, they are associated with two Lie algebras
L1 and L2 (respectively). It can be shown that any Lie algebra homomorphism
 :L1 →L2 has a matrix of the form
 a ∓1 bc 0 d
−a ±1 −b


with c2 + d2 /= 0, of rank 2. Then L1 and L2 are not isomorphic.
But, what can we say about the shape of graphs satisfying condition ii) of Theo-
rem 3.2? First, we show that there exists a wide family of such graphs:
Example 3.4. Let G be a tree, i.e., a connected and acyclic graph without double
edges, and let us choose an arbitrary vertex v of G (a tree with a distinguished vertex
is called a rooted tree). Let us give the same orientation to all incident edges with v,
in such a way that v is a going-in vertex (a similar process can be described for v
being a going-out vertex). Next, we consider all adjacent vertices to v and all incident
edges with them which have not been oriented. Let us give an orientation to these
edges in such a way that the mentioned vertices are going-out vertices. Then, we
continue the process alternating going-in and going-out vertices until finishing with
all vertices. With this orientation, G is a well oriented graph without cycles and so,
it is associated with a Lie algebra. For an example, see Fig. 14.
Actually, not only trees can be well oriented. We can characterize all well oriented
graphs without double edges by taking into account odd-cycles (that is, cycles of
odd length). In fact, we obtain such characterization from a classic result in Graph
Theory, concerning bipartite graphs. A graph G is said to be bipartite if its vertex set
V can be partitioned into two subsets V1 and V2 such that every edge of G joins V1
with V2. It is well-known (see [4]) that a graph is bipartite if and only if its cycles
are of even length.
Let us notice that, clearly, a graph admitting a good orientation (in our sense) is
bipartite, where the partition sets of vertices are made by going-in and going-out
vertices, respectively. Conversely, it is also clear that every bipartite graph without
Fig. 14. Giving a good orientation to a tree.
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double edges admits a good orientation. Consequently, we obtain the following result
from the bipartiteness characterization:
Corollary 3.5. Let G be a graph without double edges. Then, G admits a good
orientation if and only if it does not contain odd-cycles.
Now, we are going to study graphs containing 3-cycles.
Theorem 3.6. Let G be a graph containing 3-cycles and associated with a Lie alge-
bra. Then, G satisfies the following conditions:
(i) The double edges of G lie on the 3-cycles and there are no 3-cycles without
double edges.
(ii) The adjacent vertices to the extreme vertices of the double edges are not mutu-
ally adjacent. Moreover, they appear in one of the configurations of Fig. 15.
(iii) The subgraph obtained from G by removing its double edges satisfies condition
(ii) of Theorem 3.2.
Proof. Condition (i) follows from the allowed configurations of Fig. 10. On the
other hand, let i, j denote the extreme vertices of a double edge and let p be another
vertex. If p is adjacent to either i or j , it must be also adjacent to the other one,
because J (ei, ej , ep) = 0. Moreover, is q is another adjacent vertex to i and j , since
J (ei, ep, eq) = J (ej , ep, eq) = 0, p and q cannot be mutually adjacent (see Fig. 9).
Taking into account the set of allowed configurations (Fig. 10), condition (ii) holds.
Finally, it is easy to check that to remove from G the double edges gives a sub-
graph which is associated with a Lie algebra too. Therefore, it satisfies condition (ii)
of Theorem 3.2. 
And, what about the converse? Let G be a weighted digraph satisfying the con-
ditions of Theorem 3.6 and let {1, . . . , n} be the set of its vertices. Let us consider
Fig. 15. Configurations containing double edges.
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an n-dimensional vector space V , with basis {e1, . . . , en}, and define in V an inner
product on basic elements through:
• [ei, ej ] = 0, if vertices i, j are not adjacent in G.
• If i, j are not the extreme vertices of any double edge, then
[ei, ej ] =
{
p(i, j)ei if i < j,
−p(i, j)ei if i > j,
if i is a going-in vertex, or
[ei, ej ] =
{
p(i, j)ej if i < j,
−p(i, j)ej if i > j,
if i is a going-out vertex, where p(i, j) denotes the weight of the edge between i
and j in G.
• If i belongs to a double edge, but j does not, then
[ei, ej ] =
{
p(i, j)ej if i < j,
−p(i, j)ej if i > j.
• If i and j are the extremes of a double edge (see Fig. 16), then
[ei, ej ] =
{
p−(i, j)ei + p+(i, j)ej if i < j,
−p−(i, j)ei − p+(i, j)ej if i > j,
where p−(i, j) (resp. p+(i, j)) denotes the weight of the edge from j to i (resp.
from i to j ).
Under these definitions, this product is skew-symmetric and can be linearly ex-
tended to all V . If we unify the notation as usual (that is, if we put [ei, ej ] =∑n
k=1 cki,j ek), straightforward computation involving Eqs. (3.1) and (3.2) proves that
this inner product is a bracket product (and so, it gives a Lie algebra structure to V )
if and only if the following equations hold for each configuration of Fig. 15:
c
j
i,j c
pl
pl ,j
− cii,j cpli,pl = 0, (3.3)
Fig. 16. Double edge.
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for all l = 1, . . . , r and
cii,j c
j
j,k + cii,kckj,k = 0,
cki,kc
j
j,k − cii,kcji,j = 0,
c
j
i,j c
k
j,k + cii,j cki,k = 0,
c
j
i,j c
ql
ql ,j
− cii,j cqli,ql = 0,
cki,kc
ql
ql ,k
− cii,kcqli,ql = 0,
ckj,kc
ql
ql ,k
+ cjj,kcqlj,ql = 0,
(3.4)
for all l = 1, . . . , s.
Therefore, under these conditions, there is a Lie algebra associated with G. Then,
Theorems 3.2 and 3.6 plus the above remark characterize all graphs associated with
Lie algebras.
4. Some applications
In this section, we study the solvability and nilpotency of Lie algebras associated
with graphs. If we consider graphs which do not contain the second configuration of
Fig. 15, then we have the following theorem:
Theorem 4.1. Any Lie algebra associated with a weighted digraph in the above
conditions is solvable, with solvability index 3, but it is not nilpotent.
Proof. LetL be a Lie algebra, with basis {e1, . . . , en} associated with such a graph
G. Let us suppose that G does not contain any 3-cycles. Then, from Theorem 3.2, G
is either a unique double edge or a well oriented graph without double edges.
In the first case, since n = 2 and [e1, e2] = c11,2e1 + c21,2e2, with c1,2 /= 0 /= c21,2,
we have
L= span{e1, e2}
L2 = [L,L] = span{c11,2e1 + c21,2e2} =L2,
L3 = [L2,L2] = {0},
and L3 = [L2,L] =L2 and so, Li =L2 for i  2.
If G is a well oriented graph without double edges, it can be shown that:
L2 =L2 = span{ei |i is a going-in vertex of G}.
Consequently:
L3 = {0}, L3 =L2.
In the most general case, that is, if G contains 3-cycles through the first configuration
of Fig. 15, we obtain
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L2 =L2
= span{ek|k is a going-in vertex of G} + span{cii,j ei + cji,j ej }, (4.1)
where cii,j ei + cji,j ej appear for each double edge with extreme vertices i and j ,
because in this case, from Theorem 3.6, the double edges lie on the 3-cycles. Next,
we computeL3. Let v1, v2 be two spanner vectors ofL2. If v1 = ei , v2 = ej , where
i, j are going-in vertices in G, it is easy to show that [v1, v2] = 0.
If v1 = ek (k being a going-in vertex of G) and v2 = cii,j ei + cji,j ej (i, j being
extreme vertices of a double edge of G), then [v1, v2] = 0, which is trivial if k is not
adjacent with i, j . In other case, it follows from Eq. (3.1).
Finally, if v1 = cii,j ej + cji,j ej and v2 = ckk,lek + clk,lel and k, l being extreme
vertices of two different double edges), then [v1, v2] = 0 too, since double edges of
G only appear by following the first configuration of Fig. 15, i.e., they cannot be
incident.
Hence, L3 = {0}. It can be easily computed that L3 =L2, and so the proof
concludes. 
In particular, by combining Example 3.4 and Theorem 4.1, we can obtain many
examples of non-nilpotent solvable Lie algebras.
And, what about Lie algebras associated with graphs containing the second con-
figuration of Fig. 15? Their behaviour is different, as we show with the following
examples.
Example 4.2. Let G be the graph of Fig. 17, i.e., the second configuration of Fig. 15
without adjacent vertices to the extreme vertices of the double edges. Let us consider
on G the weights appearing in the figure.
1 2
3
1
1
1
1
-1
-1
Fig. 17. Example 4.2.
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Now, by following the method shown for the converse of Theorem 3.6, we can see
that G is associated with a three-dimensional Lie algebra L, with basis {e1, e2, e3},
and bracket products given by:
[e1, e2] = e1 + e2,
[e1, e3] = e1 − e3,
[e2, e3] = −e2 + e3.
Actually, it is enough to check that Eq. (3.4) hold.
If we compute the derived series for this Lie algebra, we obtain
L1 =L,
L2 = span{e1 + e2, e1 − e3,−e2 + e3},
L3 =L,
because:
[e1 + e2, e1 − e3] = −2e1,
[e1 + e2,−e2 + e3] = −2e2,
[e1 + e3,−e2 + e3] = −2e3.
Therefore, L2k−1 =L and L2k =L2, for any k  1, and so, this Lie algebra
is not solvable.
Example 4.3. Let now G be the graph of Fig. 18, with its corresponding edges
weights.
Similarly, we obtain that G is associated with a Lie algebra L defined by
[e1, e2] = e1 + e2,
1 2
3
1
1
1 1
1
-1
Fig. 18. Example 4.3.
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[e1, e3] = e1 + e3,
[e1, e3] = e2 − e3,
where {e1, e2, e3} is a basis of L. But now we have
L1 =L
L2 = span{e1 + e2, e1 + e3, e2 − e3},
L3 = {0},
and so L is solvable.
Actually, we can also characterize when these Lie algebras are solvable. We first
need this lemma:
Lemma 4.4. LetL be a Lie algebra associated with a graph G containing the sec-
ond configuration of Fig. 15. Then, for all i, j, k appearing in such a configuration,
the following equations are equivalent:
cii,j = −ckj,k, (4.2)
c
j
i,j = cki,k, (4.3)
cii,k = cjj,k. (4.4)
Proof. It can be obtained by taking into account (3.2). 
It is clear that Eqs. (4.2)–(4.4) hold in Example 4.3 but not in Example 4.2. In fact,
we can use them to describe solvable Lie algebras in the case we are now studying:
Theorem 4.5. In the above conditions,L is solvable if and only if equivalent equa-
tions (4.2)–(4.4) hold. In this case, its solvability index is 3.
Proof. As in the proof of Theorem 4.1, we can compute (4.1). But now, for all i, j, k
appearing in G through the second configuration of Fig. 15, by using (3.2) we have:
[cii,j ei + cji,j ej , cii,k ei + cki,k ek] = cii,j cii,k(cki,k − cji,j )ei, (4.5)
[cii,j ei + cji,j ej , cjj,kej + ckj,k ek] = cji,j cjj,k (cii,j + ckj,k)ej , (4.6)
[cii,k ei + cki,k ek, cjj,k ej + ckj,k ek] = cki,k ckj,k (cii,k − cjj,k)ek. (4.7)
Hence, if Eqs. (4.2)–(4.4) do not hold, then ei , ej , ek ∈L3, which means that Ln
does not vanish, and so, L cannot be solvable.
Conversely, if Eqs. (4.2)–(4.4) hold, we can compute L3 = {0}, by repeating the
last part of the proof of Theorem 4.1 and by taking into account (4.5)–(4.7). 
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Finally, what can we say about the nilpotency of such a Lie algebra?
Corollary 4.6. In the above conditions,L is never nilpotent.
Proof. Of course, if L is not solvable, it cannot be nilpotent. Therefore, we can
suppose that L is solvable, i.e., Eqs. (4.2)–(4.4) hold. In this case, we can compute
L2 =L2 as in the previous proofs. Then, we have
L3 = [L2,L] =L2
+span{[cii,j ei + cji,j ej , ek], [cii,kei + cki,kek, ej ], [cjj,kej + Ckj,kek, ei]},
where the last brackets appear for each i, j, k contained in G through the second
configuration of Fig. 15.
But, by virtue of (4.2)–(4.4), we obtain
[cii,j ei + cji,j ej , ek] = cii,k(cii,j ei + cji,j ej )
and similar equations for the other brackets. Hence L3 =L2 and we can deduce
that L is not nilpotent. 
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