Abstract-A general approach to the non-expansive M band decomposition of finite length signals is presented. The technique is based on linear signal extensions and can be applied to all types of linear and non-linear phase M band perfect reconstruction filter banks. The signal expansion is described by a linear transformation on the input signal and the extended subband samples can be easily found using simple matrix computations.
I. INTRODUCTION
In the last decade the application of the subband and wavelet decomposition techniques in the signal and image coding field has increased enormously. One key problem of subband coding systems is the expansive [n] by N samples in order to obtain a critically sampled system. However, the decimated outputs of the analysis filters have more than N significant samples when the filters length is greater than M (decimation factor). Another associated problem that must be simultaneously solved is how to apply the filter bank at the signal boundaries.
One important approach to solve the mentioned problems is based on the signal periodic extension which is equivalent to replace, in the analysis system, linear convolution by circular convolution [1] . Before the signal decomposition, the input signal is made infinitely periodic, with period N, so that the subbands are also periodic with period K N M = (considering N multiple of M) for all types of filters. The main problem with this technique is the introduction of high frequency coefficients due to the artificial jumps at the signal boundaries. However, it has some useful mathematical properties which we will explore in the next sections.
The artificial signal discontinuities introduced by the periodic extension can be avoided if we use, for example, symmetric periodic extensions. Choosing the right combination of symmetries for both the signal and the filters impulse response, it is possible to achieve non-expansive perfect reconstruction solutions with symmetric subbands [2] - [5] . This technique has been widely used with linear phase filters since, in this case, the subbands can be symmetric. The application of this method to non-linear phase filters is not usually done because the linear relations needed to extend the subbands are not simple symmetrical relations.
A different approach to the decomposition of finite length signals, without assuming signal extensions, has been introduced using time-varying boundary filters [7] , [8] . The main idea is to switch the main analysis and synthesis filters to different ones (so we have time-varying filters) when they operate near the boundaries of the input signal (in the analysis) or near the boundaries of the up-sampled subbands (in the synthesis).
Some boundary filters solutions have been developed in a discrete time signal processing perspective for the 2 and M band orthogonal filter bank cases [8] . Similar developments have been introduced in the context of the wavelet theory [9] .
In practice, there is no need to make the signal periodic nor symmetric, e.g., of infinite duration. Actually in both the periodic and symmetric periodic extensions we only need to extend the signal by some samples to its left and some samples to its right (the size of the lateral extensions depends on the length of the analysis and synthesis filters) so that the reconstructed signal equals the input signal for n N = − 0 1 1 , , , ! . These facts guide us into the development of a new and general extension method for finite size signals decomposition.
In this new method the signal extensions are described by linear combinations of the input signal samples.
In section III we formulate the condition for a given linear transformation, defining the lateral extensions of the input signal, to yield a non-expansive decomposition system. From the expansion matrix defining the linear extension of the input signal, we obtain the linear relations that are needed to laterally extend each subband and to perfect reconstruct the original signal. This result is very important because it allows to use symmetric and other extension techniques with non-linear phase filter banks. Up to now, symmetric extensions were limited to linear phase filter banks. Also we are able to interpret all know extension methods (periodic [6] , symmetric, zero padding and replication of boundary values) as special cases of our method.
II. FILTER BANKS AND PERIODIC SIGNALS
A classical M band filter bank is depicted in Fig. 1 
and is the new input to the filter bank represented in Fig. 1 . In this case, the boundary problem is automatically solved and the system expansiveness is guaranteed because the response of a linear and time invariant system to a periodic input is also periodic with the same period [1] . This means that the subband (2) or, in a more compact form,
where x is the input vector signal, A is the N N × analysis transform matrix created by the circular shifting of the analysis filters and y is the subband vector signal. Clearly, A is a non-singular matrix, since the system is PR and there is a synthesis matrix, S A = −1 , from which we can reconstruct x from y, e.g.,
Equation (2) can be interpreted as the circular convolution between the analysis filter bank and the input signal. In writing (2) we chose the analysis filters to be anticausal of ( ) 
where   q L M = and the submatrices are given by,
. If necessary, the A q-1 submatrix is filled with the required number of null column vectors. By inspection of (4) we can quickly conclude that the analysis matrix A is a block circulant matrix with non-circulant blocks [10] , [11] .
A scalar circulant matrix is non-singular if, and only if, all the DFT coefficients calculated from one of its rows or columns are non-zero [10] . Since the block circulant matrix A is non-singular, all the
M M
× matrices given by,
are non-singular [11] , where W e
. This condition is verified by all classes of PR filter banks [12] , such as the orthonormal, the biorthogonal, the paraunitary and the CQF families. Equation (6) is a generalization of the DFT definition to signals whose samples are square matrices.
Considering that A is non-singular, the synthesis matrix S is also block circulant [10] . Instead of matrix inversion, S is normally built by circular shifting of the synthesis filters.
III. LINEAR SIGNAL EXTENSIONS
The method described in the last section can be generalized and improved from a coding point of view by using a linear signal extension. Before the periodic extension operation we append to the original signal zero padding [7] and replication of boundary values [3] .
The signal extension length Q should be chosen within the following constraints: the resulting period must be a multiple of M; and Q must be large enough (depending on the filters length) such that the first N samples of the subband vector are not affected by the periodic extension process. The appended signal
[ ]
x n ex is given in the matrix form by,
where E is a signal extension matrix of dimension Q N × . For the signal shown in Fig. 3 , the analysis equation (3) is given by, 
where the block circulant matrix, A ex , is partitioned into submatrices, H 0 , H 1 , H 2 and H 3 , with dimensions
From (9), by matrix multiplication, we can write the equation,
which defines a linear transformation between the non-expanded input signal x and its non-expanded subband decomposition y. If the finite size signal x of length N can be represented by (reconstructed from) the finite size subband signal y of length N, we have a non-expansive analysis system. Hence, from (10): . (11) However, from a practical point of view, it is more advantageous to known y ex as a linear function of y ,
where B is a subband extension matrix of dimension Q N
is non-singular, we can write, from (10) and (11),
and,
The matrix B is very important, because it means that we are able to compute, in the synthesis system, the appended subband samples using only the vector y, i.e., the non-expansive representation of the original signal. Therefore, given a linear signal extension defined by an extension matrix E, we can use equations (12) and (14) to extend y and then reconstruct the input signal from a non-expansive subband representation.
IV. DISCUSSION
The usefulness of the signal extension method outlined in the previous section depends on ) E H (H 1 0 + having an inverse. We note that the square block circulant matrix A ex in (8) has rank equal to N Q + (full rank). As a consequence, the rank of the
is N. By using proper filter shifts in the construction of the A ex matrix, as remarked in section 2, we can obtain an H 0 matrix with rank N.
Therefore, the problem of the existence of a non-expansive system for a given expansion matrix E, is equivalent to the problem of the perturbation of an invertible matrix H 0 by a matrix H 1 E. It can be shown 
where . is any matrix norm. We note that (15) requires the computation of the norm of an N N × matrix.
Using the Sherman-Morrison-Woodbury formula, ( ) ( )
and applying the Banach lemma [14] to the matrix ( ) The signal length dependency of equation (14) can also be a serious practical problem because, in same cases, we may need to invert large matrices. Obviously, we are not interested in the inversion of large and signal length dependent matrices. Fortunately, as we will see in the next example, extension matrices E and B normally have a very sparse structure. In the case of E we have,
i.e., E is formed by two independent extension submatrices (without overlapping of non-zero elements). The non-zero elements of the matrix E are concentrated in the upper right and in the bottom left corners, corresponding to the extensions, respectively, at the right and at the left boundaries of the input signal. If we use the same extension strategy for different sizes of the input signal, we will have different matrices E (of dimension Q N × ) but these matrices only differ on the number of zeros in the middle block column shown in (18). The same applies to B so that, when we increase the size of the input signal, N, we only have to insert zeros in the middle block column of a previous B matrix calculated for a smaller N.
We conclude this discussion with an example. We shall consider the Daubechies D 2 case [15] which is an orthogonal non-linear phase two-channel filter bank. Given the length of the analysis filters, 4 = L , we only need to extend the input signal by 2 = Q samples, in order to obtain a set of N subband samples without the artefacts introduced by the circular convolution.
Our aim is to obtain B using the minimum possible length, N, of the input signal. This minimum length depends on the structure of the extension matrix E. Choosing 6 = N , the extended analysis circular convolution defined in (2) is:
[3] 
V. CONCLUSION
A new solution for the problem of decomposing a finite size signal in a non-expansive subband representation has been presented. The proposed method is based on linear signal extensions of the input signal. The extension is described by a linear transformation defined by an extension matrix. We have shown how to obtain all the necessary subband samples to reconstruct the finite size input signal, given the extension matrix and the non-expanded set of subband samples.
Up to now, signal extension techniques were limited to symmetric (and anti symmetric) cases and to linear phase filters. The proposed method is much more general and can be used both with linear phase and non-linear phase perfect reconstruction filters. Furthermore, we have the freedom to choose the best type of linear extension for a particular application.
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