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Abstract
We present an algorithm for nonnegative matrices that decides about the primitivity and
the reducibility of a given matrix. The proof is based on considerations on the level of the
quiver of a nonnegative matrix and its corresponding path category.
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1. Introduction
The classical theory of nonnegative matrices has a wide range of applications.
A large part of it deals with spectral theory. In particular the notion of a primitive
matrix is correlated to statements concerning the simplicity of the spectral radius
as an eigenvalue with important consequences in bifurcation theory, for example.
(More details, applications and further references may be found e.g. in [1,3–6].) In
the representation theory of algebras, a younger discipline in mathematics, nonneg-
ative matrices occur as well e.g. as Cartan matrices.
From there, we are given hints to the fact that primitivity in the first place is not
so much a characteristic connected to the entries resp. the field they are from but
rather the decisive fact is whether an entry is equal to zero or not. Furthermore, from
representation theory we lend the tools used in this article. So we work on the level of
the quiver of a nonnegative matrix and its corresponding path category—structures
both of which are independent from any field.
In order to obtain the algorithm presented we introduce suitable equivalence
relations for quivers and for path categories which lead to the construction of
quotients.
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Our paper is organized as follows. We recall some concepts from matrix theory
which allow us to present our algorithm (Section 3). Then we gather the tools needed
from representation theory. Section 5 introduces the equivalence relations that are
essential. Their study is related to properties of a nonnegative matrix (Section 6)
which in the end yields our algorithm (Section 7). Finally, we discuss several aspects
in view of additional statements about a matrix that may be derived from the result
of the algorithm.
2. Some concepts for nonnegative matrices
In this paper, we will only consider square nonnegative matrices. So ‘matrix’
will always mean an n× n-matrix (for some natural number n) with nonnegative
real entries. As a prominent example let us mention permutation matrices, i.e. those
matrices which in each row and in each column possess precisely one entry equal to
one and with zeros in all the other positions.
Recall that a matrix A is called reducible if there is some simultaneous permuta-
tion of row and column indices such that A is of the form(
A1 A2
0 A3
)
with square matrices A1 and A3. (Of course, such a permutation of indices can be
performed by conjugation with a permutation matrix.) And A is called completely
reducible provided it is (again, up to some simultaneous permutation of row and
column indices) of the form(
A1 0
0 A3
)
.
Otherwise the matrix will be called irreducible resp. completely irreducible.
For later use, let us write down the characterization in a more formal way.
Lemma 1. Let A = (aij ) be a square matrix. Then:
(a) A is reducible if and only if the set of indices can be written as a disjoint union
n = I ∪˙ J with I, J /= ∅ such that aij = 0 for all i ∈ I , j ∈ J.
(b) A is completely reducible if and only if the set of indices can be written as a
disjoint union n = I ∪˙ J with I, J /= ∅ such that aij = 0 and aji = 0 for all
i ∈ I , j ∈ J .
In this situation, we say that A is (completely) reducible with corresponding de-
composition (I, J ).
The other notion we will deal with is the one of a primitive matrix. A matrix A is
called imprimitive provided it is (up to some simultaneous permutation of row and
column indices) of the following form:
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0 Am−1
A0 0
A1 0
.
.
.
.
.
.
Am−2 0


.
Here, m  2, the m zero matrices on the diagonal are square matrices and the ma-
trices A0, . . . , Am−1 are of appropriate shape. A primitive matrix is not of the form
just described for any ordering of the indices.
There is an obvious characterization of this situation.
Lemma 2. A nonnegative n× n-matrix A is imprimitive if and only if there exists a
family (J0, . . . , Jm−1) of nonempty sets with m  2 and n = J0 ∪˙ · · · ∪˙ Jm−1 such
that the following holds:
aij /= 0 implies that there is an s ∈ {0, . . . , m− 1} such that i ∈ Js and j ∈
Js−1 mod m.
Notation. In this situation we say that A is imprimitive with corresponding cy-
clic partition (J0, . . . , Jm−1) of length m. Note that there is a natural concept of
refinement for such partitions. Finally, there exists a maximal possible length for a
partition corresponding to a given matrix A. This maximal length is called the index
of primitivity of A. (In case of an irreducible matrix the partition of maximal length
is unique up to cyclic permutation of the sets Ji . These well-known facts may easily
be proved with the means which will be developed in the following sections.)
3. The algorithm
Let M be a quadratic nonnegative matrix over the real numbers. Consider the
following algorithm:
(1) While there is a row i in the matrix that contains more than one nonzero element
(i is called an admissible index):
Let j0 < j1 < · · · < jr denote the indices of all the columns in which row i
contains nonzero elements. Then:
• add the columns j1, . . . , jr to column j0;
• add the rows j1, . . . , jr to row j0;
• delete the columns j1, . . . , jr ;
• delete the rows j1, . . . , jr .
The result is a matrix M1 which in general is smaller than M and which in each
row contains at most one nonzero entry. We continue:
(2) Proceed with the transposed matrix (M1)t as described in (1). The result is a
matrix M2.
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(3) While there is an index i such that column i and row i are not both nonzero,
delete column i and row i.
Theorem 3. Let M be a quadratic nonnegative matrix. Then:
(a) The algorithm described above delivers a matrixM3 which is a monomial matrix
or the empty matrix.
(b) If M3 is nonempty then it has the same index of primitivity as M. In particular,
M is primitive if and only if M3 is so.
(c) If M3 is empty then the index of primitivity for M is the number of rows of M2.
4. Quivers and path categories
The proof of Theorem 3 will be done on the level of quivers and their corre-
sponding path categories. So let us now establish the framework in which we are
going to work and—finally—prove the theorem. As pointed out in the beginning,
we will do so in the notation as it is used in representation theory (see e.g. [7]).
The corresponding notation in graph theory—possibly more familiar to some of the
readers—is easily recovered from the definitions.
First of all, a quiver Q = (Q0,Q1) is given by the following data:
• Q0 is a set consisting of the vertices or points of the quiver.
• For all x, y ∈ Q0 there is a (possibly empty) subset Q(x, y) ⊂ Q1, and the set of
arrows Q1 is the disjoint union of all these Q(x, y). An element α ∈ Q(x, y) ⊂
Q1, i.e. an arrow (pointing) from x to y is sometimes denoted by α : x → y or
x
α→ y.
Given a quiver Q = (Q0,Q1), it is sometimes useful to introduce maps s, e :
Q1 → Q0 defines as follows. If α : x → y is an arrow then s(α) := x is its starting
point and e(α) := y is its end point. Furthermore, note that we mainly deal with
quivers that contain at most countably many vertices. A quiver does not contain
multiple arrows if for all vertices x, y there is at most one arrow from x to y.
Given a quiver Q = (Q0,Q1), we have the following notation:
A path of length l(w) = l  1 from x to y is of the form w = (x|α1, . . . , αl |y) with
arrows α1, . . . , αl satisfying s(α1) = x, e(αl) = y and e(αi) = s(αi+1) for all i =
1, . . . , l − 1. Then x is a predecessor of y and y is a successor of x. Furthermore,
for each vertex x of the quiver we define a path of length zero, denoted by (x|x). A
cyclic path (or cycle) is a path of length  1 from x to x. Finally, a component of a
quiver is a minimal full subquiver that is closed under predecessors and successors,
hence with a point x it contains all the vertices such that there is a path from x to y or
vice versa together with all the arrows that belong to any such path.
The opposite (or dual) quiver Qop has the same set of vertices as Q, and
Qop(x, y) = Q(y, x) for all x, y ∈ Qop0 = Q0. Of course, sop = e and eop = s.
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The path category of a quiver
Let us now define the path category W =W(Q) corresponding to a quiver Q.
The objects of this category are the vertices of the quiver, i.e. ObW = Q0. The set
W(x, y) of morphisms between two objects x, y ∈ Q0 consists of all the paths from
x to y. The composition of two paths is given by concatenation (where possible).
(Note that this definition differs slightly from the one given in [7]. However, the
reason for this lies in the fact that we do not need any additive structures and can
do very well without too much involvement of any field.)
Remark 4. Let W =W(Q) be the path category of some quiver Q.
(a) The path category of the dual quiver Qop is just the dual (or opposite) category
of W (in the usual sense): W(Qop) = (W(Q))op.
(b) The path category is N0-graded w.r.t. the length of paths: W (or to be more
precisely, its set of morphisms) is a direct sum
W =
⊕
l0
⊕
(x,y)∈Q20
Wl (x, y).
Here, Wl (x, y) is the set of all paths of length l from x to y. (Recall that direct
sums in the category of sets is given by disjoint unions.) In this notation, the
underlying quiver of the path category is given by the morphisms of degree 0
and 1. (For this we identify the paths of length 0 with the corresponding objects;
and the arrows are precisely the paths of length 1.)
5. Equivalence relations
Given the path category W =W(Q) of a quiver Q, let us recall the construction
of a quotient category:
Suppose ∼ is an equivalence relation on each of the sets W(x, y) of morphisms
such that ∼ is compatible with the composition of morphisms (i.e. if f,g are two
morphisms for which the composition fg is defined, then for any morphisms f ′, g′ in
W with f ∼ f ′ and g ∼ g′ the composition f ′g′ is defined as well and fg ∼ f ′g′).
Then there exists a category Q with the same objects as W, and for any objects
x,y the set Q(x, y) of morphisms is the set of equivalence classes in W(x, y) w.r.t.
∼. The category Q is called quotient ofW. Furthermore, in this situation there exists
the projection p, i.e. the functor p :W→ Q which is the identity on the objects and
maps each morphism to its corresponding equivalence class.
If this construction for W is restricted to the components of degree 0 and 1, we
obtain the construction of the quotient of the underlying quiver Q. The projection p
is then a quiver morphism from Q to its quotient.
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As an easy example, consider the equivalence relation that is induced by the iden-
tification of any two arrows that have the same starting point and the same end point.
Clearly, this definition is compatible with the composition of paths. Restricting it to
the quiver, note that the quotient has no multiple arrows.
In a more general situation, the construction of a quotient category involves iden-
tifications of objects as well:
Let ∼ be an equivalence relation on the set of objects of W, and denote the
corresponding equivalence classes for an object x by [x]. Suppose that there is an
equivalence relation, denoted by ∼ as well, on each set of morphismsW([x], [y]) =⋃
u∼x,v∼yW(u, v). Provided some compatibility conditions are satisfied (in a sense
similarly to the one above), we can define the quotient Q in this situation again.
The objects of Q are the equivalence classes [x] where x is an object in W, and the
morphisms are induced by the equivalence relation on the morphisms of W. (Note
that of course unit morphisms of equivalent objects have to be identified as well.)
And again, there is a projection p :W→ Q, where this time objects are mapped
to the corresponding equivalence class.
The description of the quotient category which we will study in the following
needs some more preparation.
Let Q be a quiver and Qop its dual, hence all the arrows in Qop are of the form αop
for some arrow α in Q. In order to unify notation we write α+ := α and α− := αop.
This yields a quiver Q± with the same set of vertices as Q, so Q±0 = Q0. However,
its set of arrows is given by the union of all the arrows in Q and in Qop, i.e. Q±1 ={α+ : α ∈ Q1} ∪ {α− : α ∈ Q1}. Now, a generalized path (or: conjunction) in Q is a
path ω = (x|β1, . . . , βl |y) in Q±. Let l+(ω) := {i : βi = α+for some α ∈ Q1} and
l−(ω) := {i : βi = α− for some α ∈ Q1}. Then the length l(ω) of the conjunction ω
computes as l(ω) := l+(ω)− l−(ω).
Proposition 5. Let W =W(Q) be the path category of a quiver Q.
(a) The following two conditions induce an equivalence relation ∼w both on the
objects and on the morphisms of W:
(i) Identify any two objects x and y for which there exists a generalized path of
length 0 from x to y.
(ii) Identify multiple arrows.
(b) The quotient category Q(∞) of W w.r.t. ∼w does exist.
The straightforward proof is left to the reader.
Lemma 6. Let Q be a quiver. For arrows α, β in Q, consider the following condi-
tions:
(S) s(α) = s(β),
(E) e(α) = e(β),
(SE) s(α) = s(β) or e(α) = e(β).
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Each of these conditions induce an equivalence relation on the set of arrows and on
the set of points. We denote these corresponding equivalence relations by ∼s resp.
∼e resp. ∼se.
The proof is straightforward again.
Theorem 7. Let Q be a quiver,W its corresponding path category, Q(∞) the quo-
tient of W w.r.t. ∼w (as in Proposition 5) and Q(∞) the quiver corresponding to
Q(∞), i.e. given by the objects and paths of length 1 in Q(∞).
Furthermore, consider the sequence
Q(0)
p(1)−→Q(1) p
(2)
−→Q(2) p
(3)
−→· · · ,
whereQ(0) := Q and for all i  1 we have the canonical projection p(i) : Q(i−1) −→
Q(i) fromQ(i−1) to its quotientQ(i) w.r.t. the equivalence relation∼es from Lemma 6.
Then Q(∞) is the limit of this sequence.
Proof. For each i, we have to construct a quiver morphism m(i) : Q(i) −→ Q(∞).
This, however, is just the canonical one if we slightly modify the notation for the
morphisms p(i):
In order to do so, we relabel the points of the quivers Q(i). In case of Q(0) := Q,
the points are labelled by {x} instead of x for each x ∈ Q0. For i  1, recall that the
points of Q(i) are given by equivalence classes w.r.t. the equivalence relation ∼es of
the form [x]. We now replace this by ⋃y∈[x] y. (Note that this is well-defined, and
that the disjoint union of (the labels of) the points of Q(i) yields Q0.)
Then the projection p(i) = (p(i)0 , p(i)1 ) is given by the inclusion p(i)0 : Q(i−1)0 −→
Q
(i)
0 , p
(i)
0 (x) =
⋃
y∈[x] y, and p
(i)
1 : Q(i−1)1 → Q(i)1 maps each arrow α to the unique
representative p(i)1 (α) of the equivalence class [α].
An alternative description for p(i)0 reads as follows: p
(i)
0 is the inclusion of x in
Q(i−1) into the unique y in Q(i) with x ⊂ y.
Now it suffices to remark that equivalence w.r.t. the relation ∼se implies equiv-
alence w.r.t. ∼w. Hence we may indeed choose m(i) in a canonical way which co-
incides with the alternative description just given for p(i) (after relabelling Q(∞) in
the same manner). It is left to check that for each i we have m(i−1) = p(i)m(i). This
follows directly from the construction as well as the fact that Q(∞) is minimal with
this condition. 
6. Primitivity of a matrix
In this section, we are going to connect the considerations of the previous sections
with properties of a matrix.
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Let A be a nonnegative n× n-matrix. Then the quiver Q = Q(A) of A has vertices
labeled with the numbers 1, . . . , n, and there is an arrow i → j in Q if and only if
aij /= 0.
The criteria from Section 2 may obviously be rewritten as follows.
Lemma 8. Let A be a nonnegative n× n-matrix and Q = Q(A) its corresponding
quiver. Then:
(a) A is completely reducible if and only if Q has at least two components (i.e. Q is
not connected).
(b) A is irreducible if and only if any two points of Q lie on a common cycle.
Lemma 9. Let A be a nonnegative n× n-matrix and Q = Q(A) its corresponding
quiver. Then:
(a) A is imprimitive if and only if there exists a family (J0, . . . , Jm−1) of nonempty
sets with m  2 and n = J0 ∪˙ · · · ∪˙ Jm−1 such that the following holds:
If W1(i, j) /= ∅ then there is an s ∈ {0, . . . , m− 1} such that i ∈ Js and j ∈
Js+1 mod m.
(b) A is imprimitive if and only if there exists a family (J0, . . . , Jm−1) of nonempty
sets with m  2 and n = J0 ∪˙ · · · ∪˙ Jm−1 such that the following holds:
Let i ∈ Js and j ∈ Js′ for some s, s′ ∈ {0, . . . , m− 1}. Furthermore, suppose
that Wr (i, j) /= ∅ for some r  0. Then s′ ≡ s + r mod m.
From this we immediately obtain:
Corollary 10. Suppose A is an imprimitive nonnegative matrix with corresponding
cyclic partition (J0, . . . , Jm−1). Let Q = Q(A) be the corresponding quiver and
W its path category. If x and y are two points of Q that are equivalent w.r.t. the
equivalence relation ∼w then x and y belong to the same set Ji for some i.
Vice versa, we have:
Proposition 11. Let A be an irreducible imprimitive matrix with corresponding cy-
clic partition (J0, . . . , Jm−1) of maximal length m, i.e. m is the index of primitivity
for A. Let Q = Q(A) be the corresponding quiver andW its path category. If x and
y are two points of Q that belong to the same set Ji for some i then they are equivalent
w.r.t. the equivalence relation ∼w.
Proof. Since A is irreducible, every point of Q lies on a cycle. In view of Lemma 9,
the length of every cyclic partition has to be a divisor of the length of any cycle in Q.
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On the other hand, given any common divisor t of all the numbers that occur as the
length of a cycle in Q, we can construct a cyclic partition of length t. This shows that
the index m of primitivity for the matrix A is the greatest common divisor of all the
numbers that occur as the length of a cycle in Q. Furthermore, note that m does occur
as the length of a conjunction w0 in Q. (This means to realize a constructive variant
of the Euclidean algorithm; for details see [2].) Hence, for any conjunction w from x
to y with x and y from the same set Ji for some i, its length l(w) is a multiple of m.
Choose w such that it has a common point with w0. Then we may easily construct
a conjunction from x to y which has length 0, i.e. x and y are equivalent w.r.t. the
equivalence relation ∼w. 
7. Proof of Theorem 3
We have now prepared all the tools we need for the proof of Theorem 3.
The basis of our algorithm is the sequence of quivers from Theorem 7. Note the
following remarks (for details cf. [2]).
Remark 12
(i) The sequence in Theorem 7 may be refined in such a way that we factor out
in a single step only the equivalence relation ∼s or only the equivalence rela-
tion ∼e.
(ii) It does not matter in which order the factoring is done.
(iii) If the chain becomes stationary after finitely many steps it will do so when
Q(∞) is reached. This happens in particular if Q is the quiver of a ma-
trix (since it is finite then, i.e. there are only finitely many vertices and
arrows).
(iv) Each component of Q(∞) is a chain or a cycle.
In particular, as stated in Remark 12(ii) we may at first perform only factoring
out the equivalence relation ∼s . But that is precisely what is done in step 1 of the
algorithm on the level of the underlying matrix.
Then in step 2 we factor out equivalence relation ∼e. Hence the matrix M2 corre-
sponds to the quiver Q(∞).
Finally, step 3 eliminates all the components of Q(∞) which are chains. So if the
quiver Q(∞) consists of chains only then the matrix M3 is empty. Otherwise, M3
comprises all the components of Q(∞) which are cycles. Hence in this case, M3 is a
permutation matrix. This shows claim (a) of Theorem 3.
Parts (b) and (c) follow immediately if we recall from Corollary 10 and Proposi-
tion 11 that for the components of a quiver the sets of a cyclic partition of maximal
length are precisely the equivalence classes w.r.t. the equivalence relation ∼w. These
however are the points of the quiver Q(∞).
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8. Modifications of the algorithm
Let us finally point out some remarks and modifications of the algorithm which
arise from the proof and considerations therein.
(i) Let us stress again that the algorithm does respect components of the quiver
in steps 1 and 2; hence complete reducibility is preserved up to that stage and
may easily be read off from the matrix M2. However, reducibility in general
may already be lost at this point of the algorithm.
(ii) If it is of interest only whether the original matrix M is primitive or not then the
following stop condition may be used:
As soon as any matrix occurring in the course of the algorithm has a nonzero
diagonal entry then this matrix and with it matrix M is primitive.
(iii) The steps in 1 and 2 commute.
(iv) This algorithm may be used to obtain a cyclic partition of maximal period.
In order to do so it is enough to remember the indices j0, . . . , jr which are
identified (or, formally, proceed as in the proof of Theorem 7).
(v) Numerically, the procedure may be simplified by passing over to a Boolean
0–1-matrix at the beginning (with the corresponding rules for addition). This
again is a sign for the fact that primitivity of an matrix only depends on the
information whether an entry is zero or not.
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