In this paper, we present some sharp upper bounds on the deviations of the mean residual lifetime of progressive type II right censored order statistics from the mean residual lifetime, m(t) = E(X t ) = E(X − t|X > t), for arbitrary t > 0. We also describe the distributional forms for which the bounds are attained. The obtained bounds are numerically evaluated and compared with other classical rough ones.
Introduction
The scheme of progressive type II censored sampling is an important scheme in lifetesting experiments. The experimenter can remove units from a life test at various stages during the experiments, possibly resulting in a saving of cost and of time (see Sen 1986) .
Suppose N units are randomly placed on a life test; at the first failure time of one of the units, a number of R 1 surviving units is randomly withdrawn from the test; at the second failure time, R 2 surviving units are selected at random and taken out of the experiment, and so on; finally, at the time of the n th failure, the remaining R n = N − R 1 − . . . − R n−1 − n objects are removed. This type of schemes is applied in clinical trials. In the context of life-testing, suppose that XR 1:n ≤ . . . ≤ XR n:n are the lifetimes of the completely observed units to fail, and thatR = (R 1 , . . . , R n ) represents the number of units withdrawn at these failure times. The model of ordinary order statistics is contained in the above set-up by choosingR = (0, . . . , 0)(that is n = N) as censoring scheme, where no withdrawals are made. The type II censored order statistics are obtained by setting R 1 = . . . = R n−1 = 0 and R n = N − n. For more details on progressive censoring, one can refer to Balakrishnan and Aggarwala (2000) and references therein.
Let X be a lifetime variable with cumulative distribution function (cdf ) F, probability density function (pdf ) f and finite first and second moments. Further, let t = F −1 (p) > 0 http://www.jsdajournal.com/content/1/1/21 (0 ≤ p < 1) be the 100pth percentile of F. The mean and variance of the residual lifetime (MRL) r.v. X t are defined as
The mean residual lifetime m(t) is of interest in many fields such as reliability, survival analysis, actuarial studies, etc. It plays an important role in studying the conditional tail measure of the lifetime data. In fact, m(t) can be considered as the conditional tail measure given that an object did not fail in (0, t) . In actuarial studies, the insurer might ignore the losses below the deductible t > 0 since they do not result in insurance payment (insurer might not be aware of the losses below t). That is, the mean excess loss function or MRL function m(t) does arise naturally. It is well-known that the MRL function m(t) characterizes the distribution function F uniquely (see, for example, Kotz and Shanbhag (1980) ). Indeed, when X is non-negative, then for t > 0 we have
In the spirit of order statistics, Li and Chen (2004) have discussed the aging properties of the residual life length of m-out-of-n system with independent (not necessarily identical) components given that (n − m)th failure has occurred at time t > 0. The aging properties of the parallel system have been studied by Abouammoh and El-Neweihi (1986) . Poursaeed and Nematollahi (2008) have studied the mean past and mean residual life functions of the components of parallel system under double monitoring. Recently, Hashemi et al. (2010) have studied some properties of the residual lifetime of progressively type II right censored order statistics (PCOSs). For comprehensive review and applications of the mean residual function, we refer, for example, to Guess and Proschan (1988) , Bairamov et al. (2002) , Asadi and Bayramoglu (2005) and Asadi and Bayramoglu (2006) .
In fact, there are two concepts for the MRL of PCOSs appeared in the literature. The first one represents the average of remaining waiting time after a certain time t > 0, to the failure of the s th item from progressively type II censored sample. Precisely,
Another related concept of the MRL of PCOSs (Hashemi et al. (2010) ) can be defined as follows. Under the condition that exactly r items, have failed at or before time t, the MRL of the sth failure time, for 0 ≤ r < s ≤ n ≤ N, is
It should be noticed here that these definitions of MRL are different from the ordinary definition of m(t). The bounds for the moments of order statistics appeared frequently in the literature in the last two decades. Arnold (1985) and Rychlik (1993) presented more general sharp bounds for the maximum and arbitrary combination of order statistics, respectively, of possibly dependent samples. Raqab (2003) developed p-norm bounds for the moments of PCOSs, measured in scale units generated by absolute moments of the parent distribution of a single observation. Recently, Raqab and Rychlik (2011) developed sharp bounds for the MRL of a m-out-of-n system using the greatest convex minorant http://www.jsdajournal.com/content/1/1/21 approximation combined with the Cauchy-Schwarz inequality. Balakrishnan et al. (2001) applied several methods to derive different bounds for means and variances of PCOSs.
In this paper, we establish sharp bounds for the deviations of the MRL MR s,n (t) of PCOSs from the MRL m(t) of X for fixed t > 0. The so obtained bounds here are derived based on L 2 -projection approach combined with the Cauchy-Schwarz inequality. These bounds can be considered as optimal estimates of the residual lifetime of PCOSs. Our work is quite general in nature as the bounds expressed in terms of m(t) and σ (t) units and the bounds are valid for all parent distribution functions F such that F −1 (t) = p, 0 < p < 1. Evaluations of the resulting bounds for various choices schemes are also presented and compared with other classical ones.
Bounds for MRL of PCOSs
Let X 1 , · · · , X n be the iid random variables (r.v.'s) with cdf F, pdf f , and finite first and second moments. Assume that t = F −1 (p) (0 ≤ p < 1) is the 100pth percentile of F. Now, consider the deviation of the MRL of PCOSs from the MRL function of the parent r.v. X 1 as
where fR r:n:N and FR r:n:N are the pdf and cdf of the rth PCOS from standard uniform distribution over unit interval [0, 1] of the forms: 
The following lemma describes the Moriguti's inequality obtained by projecting the integrable function h onto the convex cone of non-decreasing functions in
Lemma 2 (Projection of fR s:n:N (u)). For either
such that for
and every non-decreasing function w ∈ L 1 p, 1 , du , we have
with the equality iff
∇ Proof. The result of the above lemma is specifically based on a combination of the statement of Lemma 1 with Moriguti (1953) 
Differentiating the function FR s:n:N , we complete the proof. In fact, the deviation MR s,n,N (t) − m(t) in (3) can be evaluated using the inequalities of the integral of the product of two proportional functions. The Moriguti projection method (see Moriguti (1953) ) can be used effectively in developing improved bounds http://www.jsdajournal.com/content/1/1/21 of the statistical functional over general families of distributions. Applying the CauchySchwarz inequality to (3), we have for either
Generally, the right hand side of (8) is not monotonic and then the bound BR 0 (s, n, N; p) is not attainable. By (3), (6), and the Cauchy-Schwarz inequality, we get
with
The latter inequality in Eq. (9) becomes equality iff
Note that for p < u s,n,N , the right-hand side is nonnegative and nondecreasing as desired. From (7), the former inequality of (9) becomes equality iff the right-hand side of Eq. (11) is a constant on (u s,n,N , 1). The moment condition s, n, N; p) . Plugging it in Eq. (11) and using the fact that
we readily form the cdf that attains the bound in (10). The nonnegativity jump at t leads to the additional condition given below in (13). Thus we have proven the following theorem.
Theorem 1. For a parent distribution F with finite mean μ, variance σ 2 and either
where BR 1 (s, n, N; p) 
where F 0 is an arbitrary continuous function with F 0 (t) = p, and s, n, N; p) . (p, u s,n,N ) , then the right-hand side of (13) is positive. The arbitrary distribution function F 0 with F 0 (t) = p defined on the left tail can be assumed in all other distributions attaining the bounds for the MRL function of PCOSs. In a consequence of that, the distribution function F is not absolutely continuous function. However, it can be approximated by sequences of absolutely continuous functions attaining the bound asymptotically.
∇
Let us consider the extreme progressive type II censored order statistics (i) (s = n, γ n = 1) (ii) s = 1 (iii) 1 < s < n or (s = n ≥ 2, γ n > 1) with p ≥ u s,n,N . In the former case, it is easily checked that FR n:n:N (u) = (1 − u) −1 fR n−1:n:N (u) ≥ 0, and then the antiderivative FR s:n:N (u) of fR s:n:N (u) is convex on [0, 1]. Therefore, the projection of fR s:n:N (u) is the function itself. Arguments similar to those in the above lines provide the corresponding bound and the distribution function for which the bound is attained. For the second case, the pdf is decreasing and its anti-derivative is concave for (p, 1). Therefore, the GCM for the latter two cases amounts to the linear function
and then the projection of fR s:n:N (u) is just constant. This turns out that the right-hand side of the 2 nd inequality amounts to 0. In this case, Moriguti's method does not lead to an improved bound and the equality becomes equality iff F −1 (u) − t − m(t) is constant on (p, 1). Combining this with the moment condition and the fact that F(t) = p, we immediately obtain the distribution function attaining the bound. The so obtained bounds for the extreme cases and their respective marginal distributions are summarized in two subsequent theorems. http://www.jsdajournal.com/content/1/1/21
Theorem 2. For γ n = 1, the bound on MR n,n,N (t) − m(t) /σ (t) is
Under Condition (13) with (s = n, γ n = 1), the bound is attained in the limit by continuous distribution functions converging to the following cdf
where F 0 is an arbitrary continuous function with F 0 (t) = p, and
then the bound on MR s,n,N (t) − m(t) /σ (t) is 0, which is attained in the limit by continuous distribution function converging to the cdf of the form
F(x) = ⎧ ⎪ ⎨ ⎪ ⎩ F 0 (x), if x < t, p, if t ≤ x < t + m(t), 1, if x ≥ t + m(t).(16)
∇
Now we use the integrand maximization-based approach to derive another bound (Papadatos 1997) . This bound depends only m(t) and then the previous assumption of finiteness of the second moment can be removed here.
The MRL of PCOSs can be rewritten as
The function to be maximized in (17) represents the slopes of the straight lines joining the points of the graph of FR s:n:N at u and 1. It increases on (0, u s,n,N ) and then http://www.jsdajournal.com/content/1/1/21 decreases on (u s,n,N , 1) with a maximal value at u = u s,n,N . In the spirit of these lines, we have
with p ≥ u s,n,N .
Plugging the extreme values into (17), we readily establish the new bound. For either (1 < s < n) or (s = n ≥ 2, γ n > 1) with p < u s,n,N , the inequality becomes equality if
That is, we have two jumps (u s,n,N −p) and (1−u s,n,N ) at t and some point η > t, respectively. Using the moment condition, the value of η is found to be
If either (1 < s < n) with p ≥ u s,n,N or (s = n ≥ 2, γ n > 1) with p ≥ u s,n,N or s = 1, the bounds here are the same as the ones in Theorem 3. So the attainability conditions in Theorem 3 are applied here. For (s = n, γ n = 1), we should take the distribution that have values F(x) close to 1 if x > t and F(x) < 1. We may assume F(x) = 1 − ϑ for {x : p < F(x) < 1}. The moment condition implies that the distribution function has the jump from 1 − ϑ to 1 at η = t + 1−p ϑ m(t). The bounds obtained as well as the marginal distributions attaining these bounds are described in Theorem 4 below.
Theorem 4. For any continuous parent distribution F having a finite mean μ, we have for every point t > 0 from the support of F,
The bounds are attained in the limit by continuous distribution functions converging to the following distribution functions. If 1 < s < n and p < u s,n,N , the limiting distribution is of the form
If (s = n, γ n = 1), then the bound is attained in limit by continuous approximations of the family of distribution functions
as ϑ tends to 0. Finally, if either s = 1 or (1 < s < n) with p ≥ u s,n,N or (s = n ≥ 2, γ n > 1) with p ≥ u s,n,N , then the limiting distribution is (16).
∇ 3 Numerical experiments and discussion
In this section, we have conducted a numerical study to evaluate the resulting bounds on the MRL of the PCOSs M R s,n,N (t) − m(t) /σ (t). The bounds are evaluated for s = 3, 5, n = 5 and N = 10, 20 with different censoring schemes and p = 0, 0.1, 0.2, 0.3. Clearly, large values of p need not to be considered here since if p is getting large (p ≥ u s,n,N ), the bounds are reduced to the trivial minimal values.
The numbers ε s,n,N 's and u s,n,N 's can be obtained by solving (4) and (5). The solutions of (4) and (5) are determined numerically by means of the Newton-Raphson method. The solutions are plugged in (10) and (18) and obtain the final results. For the extreme cases, the bounds do not depend on u s,n,N 's and their evaluations can be performed directly. The results are presented in Tables 1 and 2 . In Table 1 , we compare the bounds BR 1 (s, n, N; p) scheme, as p increases, the bounds decrease in p, and become zero if p ≥ u s,n,n . It is not surprising to observe that while we can't see a regular behavior for BR 0 (s, n, N; p) , the Moriguti's bound increases when s increases. Table 2 presents numerical values of bounds BR 2 (n, n, N; p) of Theorem 4. The bounds of PCOSs here are represented in the scale units m(t). The values of the bounds take the maximized values when p = 0 and then decrease to the minimum value when p gets large. It is observed that the large bound occurs when (s = n, γ n = 1).
It is of interest to point out that the two estimates of the MRL of PCOSs M R s,n,N (t) presented in Tables 1 and 2 are quite different. For comparison purposes, we have to rewrite both bounds as follows:
The former bound competes the latter one iff
This means that the mean-variance bound BR 11 (s, n, N; p) compares well with respect to BR 22 (s, n, N; p) when the residual mean m(t) is large with respect to the residual standard deviation. Let illustrate that via a specific example. We calculate bounds BR 11 (s, n, N; p) and BR 22 (s, n, N; p) in the cases (m(t) = 0.5, σ (t) = 1) and (m(t) = 3, σ (t) = 0.25). In the first case, we obtain BR 11 (3, 5, 10; 0.1) = 0.6235 > BR 22 (3, 5, 10; 0.1) = 0.5189, whereas for the latter case, we have BR 11 (3, 5, 10; 0.1) = 3.0309 < BR 22 (3, 5, 10; 0.1) = 3.1133. It assures the superiority of Moriguti projection method over maximization-based method http://www.jsdajournal.com/content/1/1/21 [Papadatos (1997) ] when m(t) is large with respect to σ (t). The result is reversed when m(t) tends to be small when compared to σ (t).
Concluding remarks
In this paper, we have developed the maximized evaluations of the MRL function of PCOSs of order statistics, measured in location and scale units of the residual life random variable X t = (X − t|X > t) and expressed in terms of percentile points t = F −1 (p), 0 < p < 1. The projection based approach as well as the maximum functional based approach method are used to obtain two different bounds. It is shown that the mean-variance bound derived based on the projection method competes well when compared with the ordinary bounds obtained via Cauchy-Schwarz inequality. For comparing the two so obtained bounds, we recommend choosing the mean-variance bound if we can assume that the mean residual life is large with respect to the residual variance.
Similar results can be done for the second concept of the MRL of PCOSs, M * R s,n (t) = E XR s:n:N − t|XR r:n:N ≤ t < XR r+1:n:N . Specifically, the bounds for M * R s,n (t) are identical to the optimal bounds for the unconditional expectation E XS s−r:n−r:γ r+1 , whereS = (R r+1 , . . . , R n ) (see, Lemma 2.1, Hashemi et al. (2010) ). Accordingly, the optimal bounds for M * R s,n (t) will be free of the parameter p (0 < p < 1). Therefore, the results for the alternative concept of MRL of PCOSs M * R s,n (t) are similar to those of progressive type II censored order statistics established in Raqab (2003) . While the bounds do not depend on p, the probability distributions characterized via these bounds are described in terms of p, m(t), and σ (t).
