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Moments of Generalized Cauchy Random Matrices and
continuous-Hahn Polynomials
THEODOROS ASSIOTIS, BENJAMIN BEDERT, MUSTAFA ALPER GUNES AND ARUN SOOR
Abstract
In this paper we prove that, after an appropriate rescaling, the sum of moments
E
(s)
N
(
Tr
(
|H|2k+2 + |H|2k
))
of an N × N Hermitian matrix H sampled according to the
generalized Cauchy (also known as Hua-Pickrell) ensemble with parameter s > 0 is
a continuous-Hahn polynomial in the variable k. This completes the picture of the
investigation that began in [5] where analogous results were obtained for the other
three classical ensembles of random matrices, the Gaussian, the Laguerre and Jacobi.
Our strategy of proof is somewhat different from the one in [5] due to the fact that
the generalized Cauchy is the only classical ensemble which has a finite number of
integer moments. Our arguments also apply, with straightforward modifications, to
the other three cases studied in [5] as well. We finally obtain a differential equation
for the one-point density function of the eigenvalue distribution of this ensemble and
establish the large N asymptotics of the moments.
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1 Introduction
The study of moments of traces of powers of random matrices has a long history, with
many diverse connections including representation theory, enumerative combinatorics
and C∗-algebras, see for example [6], [14], [4], [13]. Recently a novel connection be-
tween moments of random matrices and hypergeometric orthogonal polynomials was
discovered in [5]. The results of [5] informally read as follows: in the setting of three of
the classical Hermitian unitarily invariant ensembles, the Gaussian (GUE), the Laguerre
(LUE) and Jacobi (JUE), if one looks at moments of traces of powers of the matrices as
functions of the exponents then these are essentially, up to some factor, hypergeometric
orthogonal polynomials from the Askey scheme [16] .
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The goal of this paper is to prove an analogous result for the fourth, and final1,
classical random matrix ensemble, the generalized Cauchy (also known as Hua-Pickrell
ensemble), thus completing the picture. The reader is referred to the following small
sample [7], [15], [20], [19], [3], [18], [10], [9], [22] of the vast literature for more details on
this ensemble. The generalized Cauchy ensemble is rather exceptional in that it is the
only one out of the four that has only a finite number of integer moments. This led us to
take a somewhat different approach to prove our results compared to the one in [5].
More precisely, two different proofs are given in [5]. The first one involves analytic
continuation from the expressions for integermoments usingCarlson’s Theorem. Clearly,
this is not applicable to our case. The second proof in [5] makes use of properties of the
Mellin transform of the Wronskians of wavefunctions of the corresponding weight to
obtain a three term recurrence for the moments. In our case the weight depends on
the size N of the matrices involved and thus these wavefunctions come from different
orthogonality weight families when we vary the matrix size N. This introduces certain
complications in obtaining a closed recurrence, which despite significant efforts we were
not able to resolve.
Thus, we were forced to find a somewhat different strategy of proof, which we will
outline below after the statement of our main result Theorem 1.1. We note that, each step
in this slightly more involved proof can be adapted, with straightforward modifications,
to the cases of the GUE, LUE and JUE.
We now turn to the definitions of the generalized Cauchy ensemble and of the
continuous-Hahn polynomials. These will allow us to state our main result precisely.
Generalized Cauchy Ensemble. LetH(N) denote the the linear space ofN×N complex
Hermitian matrices. We define, for a parameter s ∈ R, s > − 12 , the generalized Cauchy
probability measure on H(N) as follows:
1
F(s,N)
· det
((
1 + X2
)−s−N) × dX, (1)
where dX is the Lebesgue measure on H(N) and F(s,N) is given explicitly by:
F(s,N) =
N∏
j=1
π jΓ(2s + j)
22s+2 j−2Γ(s + j)2
. (2)
Using the Cayley transform
X 7→ U = i − X
i + X
∈ U(N), (3)
we can transform thismeasure to the following probabilitymeasure on the group ofN×N
unitary matrices U(N):
1
G(s,N)
· det
(
(1 +U)2s
)
× dU, (4)
where dU denotes the Haar probability measure on U(N) and:
G(s,N) =
1
N!
N∏
j=1
Γ(2s + j)Γ( j + 1)
Γ(s + j)2
. (5)
1See for example [7, Section 5.4.3] for more details on structural properties of the classical ensembles.
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Continuous-Hahn Polynomials. We use the standard definition of hypergeometric
functions:
pFq
[
a1, . . . , ap
b1, . . . , bq
; z
]
=
∞∑
k=0
(a1)k . . . (ap)k
(b1)k . . . (bq)k
zk
k!
, (6)
where (x)k =
Γ(x+k)
Γ(x) . We then define the continuous-Hahn polynomials as:
Sn(x; a, b, c, d) = i
n (a + c)n(a + d)n
n!
3F2
[−n, n + a + b + c + d − 1, a + ix
a + c, a + d
; 1
]
. (7)
Whenℜ(a, b, c, d) > 0, a¯ = c and b¯ = d these polynomials are orthogonal on Rwith respect
to the weight Γ(a + ix)Γ(b + ix)Γ(c − ix)Γ(d − ix) (see [16, 9.4]).
We can now state the main result of this paper.
Theorem 1.1. Let s ∈ R and s > 0. Let H ∈ H(N) and define the sum of moments
Q(k; s,N) = E
(s)
N
(
Tr
(
|H|2k+2 + |H|2k
))
(8)
whereE
(s)
N
denotes expectationwith respect to the generalized Cauchymeasure (1) so thatQ(k; s,N)
exists when − 12 <ℜ (k) < s − 12 . Then if we let k = ix − 1, we have that:
Q(k; s,N) =
Γ
(
k + 12
)
Γ
(
s − k − 12
)
Γ
(
s + 32
)
Γ
(
−s − 12
) √
π
i1−N
2
Γ
(
1
2
− s −N
)
s(2s +N) × SN−1
(
x; 1,
1
2
+ s, 1,
1
2
+ s
)
,
(9)
where Sn(x; a, b, c, d) denotes the continuous-Hahn polynomial with parameters a, b, c, d and n.
In particular,
Q(k;s,N)
Γ(k+ 12 )Γ(s−k− 12 )
can be extended to an analytic function in C that is invariant up to
a change of sign under reflection k → −k − 2, with all complex zeros lying on the vertical line
ℜ(k) = −1.
The strategy of proof of Theorem 1.1 goes as follows. It is relatively straightforward
to show first that after suitable rescaling Q(k; s,N) is indeed a polynomial in k of degree
N − 1. Then, as a first step towards identifying this polynomial we obtain a difference
equation satisfied by the rescaled version of Q(k; s,N). This is done by adapting amethod
due to Ledoux from [17]. Here, we initially need to restrict to s > 3 because we require
a certain number of moments in order to apply Ledoux’s method (this restriction is
removed at the very end of the proof by an analytic continuation argument). We then
show that this particular difference equation identifies polynomial solutions up to a
multiplicative constant (in fact, analogous statements can be proven for the Gaussian,
Laguerre and Jacobi ensembles studied in [5]). Finally, by putting everything together
we obtain Theorem 1.1.
Organisation of the paper. The rest of this paper is organised as follows: In Section
2, we introduce the pseudo-Jacobi polynomials and related differential identities. Then,
in Section 3, we establish the difference equation satisfied by Q(k; s,N) after rescaling.
In Section 4, we prove that the difference equation obtained in Section 3 determines a
polynomial uniquely up to multiplication by a constant and complete the proof of our
main result. In Section 5, we obtain a differential equation for the one-point density
function of the generalized Cauchy ensemble. Finally, in Section 6 we discuss the large-N
asymptotics of the moments.
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2 The pseudo-Jacobi Ensemble
The measure in (1) can be defined more generally for s ∈ C withℜs > − 12 as follows (this
generalization is due to Neretin in [19]):
1
F˜(s,N)
· det
(
(1 + iX)−s−N
)
det
(
(1 − iX)−s−N
)
× dX (10)
where dX is the Lebesgue measure on H(N) and
F˜(s,N) =
N∏
j=1
π jΓ(2ℜ(s) + j)
22ℜ(s)+2 j−2Γ(s + j)Γ
(
s + j
) . (11)
We continue to denote the expectations with respect to this measure by E
(s)
N
. The eigen-
value density for this ensemble is given by the following probabilitymeasure onRN/S(N)
where S(N) is the N-th symmetric group; which gives rise to a determinantal point pro-
cess on R with N points (see [3]):
1
T(s,N)
·
∏
1≤l<k≤N
(xk − xl)2
N∏
j=1
(
1 + x2j
)−ℜ(s)−N
e2ℑ(s) tan
−1(x j)dx j (12)
where the normalisation constant T(s,N) can be computed explicitly as:
T(s,N) = πN2−N(N+2ℜs−1) ·
N−1∏
j=0
j!Γ(2ℜs +N − j)
Γ(s +N − j)Γ(s +N − j) (13)
(see [8]). We note that this is a finite orthogonal polynomial ensemble called the ”pseudo-
Jacobi Ensemble” (see [24]) corresponding to the weight
φ
(s)
N
(x) =
(
1 + x2
)−N−ℜ(s) · e2ℑ(s) tan−1(x).
We let p
(s,N)
0
, p
(s,N)
1
, . . . denote the monic orthogonal polynomials associated to the weight
function φ(s)
N
(x) on Rwherem-th pseudo-Jacobi polynomial p(s,N)m exists ifm <ℜ(s)+N− 12
and is given explicitly by(see [3, 1]):
p
(s,N)
m (x) := (x − i)m 2F1
[ −m, s +N −m
2ℜ(s) + 2N − 2m;
2
1 + ix
]
. (14)
We also note that the eigenvalue density corresponding to the measure in (4) is given by
the following probability measure on TN/S(N) where T denotes the unit circle, which
gives rise to a determinantal point process on T with N points :
1
Y(s,N)
·
∏
1≤l<k≤N
|eiθl − eiθk |2
N∏
j=1
(
1 + eiθ j
)s¯ (
1 + e−iθ j
)s
dθ j, θ j ∈ [0, 2π) (15)
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where:
Y(s,N) = N!(2π)N
N∏
j=1
Γ(2ℜ(s) + j)Γ( j + 1)
Γ(s + j)Γ(s + j)
. (16)
We now define the one-point density function ρ
(s)
N
(x) corresponding to (12) as:
ρ
(s)
N
(x) = E
(s)
N

N∑
j=1
δ(x − x j)
 (17)
where δ is the Dirac δ function. By a standard argument from Random Matrix Theory,
(see [5, 1] for example) ρ
(s)
N
(x) is given explicitly by:
ρ
(s)
N
(x) = φ
(s)
N
(x)
N−1∑
j=0
(
p
(s,N)
j
)2
(x)
‖p(s,N)
j
‖2
.
Hence, by the Christoffel-Darboux formula, the one-point density function is given as
follows:
ρ
(s)
N
(x) =
[
p
(s,N)
N−1
(
p
(s,N)
N
)′ − p(s,N)
N
(
p
(s,N)
N−1
)′]
(x)φ
(s)
N
(x) · γ2N−1,s, (18)
where (see [3, 1]):
γ2N−1,s =
1∥∥∥p(s,N)
N−1
∥∥∥2 =
22ℜ(s)
π
Γ
[
2ℜ (s) +N + 1, s + 1, s + 1
N, 2ℜ (s) + 1, 2ℜ (s) + 2
]
;
here, and in the remainder of the paper, we are using Γ
[
a1, a2, . . .
b1, b2, . . .
]
to denote
Γ(a1)Γ(a2)···
Γ(b1)Γ(b2)··· .
From (18) we get that:
d
dx
 ρ
(s)
N
(x)
γ2
N−1,sφ
(s)
N
(x)
 =
d
2p
(s,N)
N
dx2
p
(s,N)
N−1
 (x) −
p(s,N)N d
2p
(s,N)
N−1
dx2
 (x). (19)
We also know from [3] that the polynomial p
(s,N)
m satifies the differential equation:
−
(
1 + x2
) (
p
(s,N)
m
)′′
+ 2(−ℑ (s) + (ℜ (s) +N − 1) x)
(
p
(s,N)
m
)′
+m (m + 1 − 2ℜ(s) − 2N)p(s,N)m = 0.
Substituting this differential equation into (19), we get:
d
dx
 ρ
(s)
N
(x)
γ2
N−1,sφ
(s)
N
(x)
 = −2 (ℑ (s) + (1 −N −ℜ (s)) x)1 + x2
 ρ
(s)
N
(x)
γ2
N−1,sφ
(s)
N
(x)
 − 2ℜ (s)
[
p
(s,N)
N
p
(s,N)
N−1
]
(x)
(1 + x2)
.
Hence, we get the equation:
d
dx
((
1 + x2
)
ρ
(s)
N
(x)
)
= −2ℜ(s)γ2N−1,sφ(s)N (x)p(s,N)N (x)p(s,N)N−1 (x). (20)
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3 The difference equation for the moments
In this section we obtain a three-term recurrence for Q(k; s,N) as defined in (8). This is
one of the main steps towards proving the representation in terms of continuous-Hahn
polynomials.
LetH be anN×NHermitianmatrix and consider the following moments with respect
to the generalized Cauchy ensemble as given in (1) with parameters s,N:
Q(k; s,N) ≔ E(s)
N
(
Tr
(
|H|2k+2 + |H|2k
))
=
∫
R
|x|2k
(
1 + x2
)
ρ
(s)
N
(x) dx, (21)
where we obtain the second equality by definition of the one-point density function in
(17).
Then, when s ∈ Rwith s > 0, on the strip − 12 <ℜ(k) < s− 12 ; using integration by parts
and equation (20), we get that:
Q(k; s,N) = 4sγ2N−1,s
∫
R+
x2k+1
2k + 1
p
(s,N)
N
(x)p
(s,N)
N−1 (x)φ
(s)
N
(x) dx, (22)
where p
(s,N)
N
and p
(s,N)
N−1 are the polynomials that come from the pseudo-Jacobi ensemble
with parameters s,N.
Our strategy is to use a method due to Ledoux from [17], and obtain a recurrence
relation for the following function of t ∈ R:
a(t) = a(t; s,N) =
∫
R+
xtp
(s,N)
N
(x)p
(s,N)
N−1 (x)φ
(s)
N
(x) dx. (23)
We first note that we can apply the method of [17, Corollary 3.2] to our case in order
to obtain a difference equation for a(t) of the form:
f1(t)a(t)+ f2(t)a(t − 1) + f3(t)a(t − 2) + f4(t)a(t − 3) + f5(t)a(t − 4) = 0 (24)
whenever ∫ ∞
0
xt+2p
(s,N)
N
(x)p
(s,N)
N−1 (x)φ
(s)
N
(x) dx < ∞ (25)
and t > 3, see the proof of [17, Proposition 3.1] for more details. Hence, using
a(2k + 1) =
1
4sγ2
N−1,s
· (2k + 1)Q(k; s,N),
which can be seen by equations (22) and (23), we can obtain a difference equation as in
equation (26) below whenever2 s > 3.
To apply Ledoux’s method [17], we first need to determine some constants and func-
tions appearing in the statements of Proposition 3.1 and Corollary 3.2 of [17], correspond-
ing to the following differential operator:
L
(
f
)
=
(
1 + x2
)
f ′′ +
(
α + 2βx
)
f ′.
2For our purposes, we need the difference equation in (26) to hold on an interval of real numbers, which is
possible when a recurrence of the form (24) can be obtained for t > 4, which implies that s > 3 is needed.
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This operator can also be thought of as the generator of a one-dimensional diffusion
process which plays a key role in [1], [2]. From here on, we will write:
α = 2ℑ(s), β = 1 −ℜ(s) −N.
As recalled in the previous section, we know from [3] that the polynomials p
(s,N)
N
and p
(s,N)
N−1
are actually eigenfunctions of −L with positive eigenvalues:
(−L)
(
p(s,N)
N
)
= −N (N + 2β − 1) p(s,N)
N
, (−L)
(
p(s,N)
N−1
)
= −(N − 1) (N + 2β − 2) p(s,N)
N−1 .
We call these eigenvalues τ
p
(s,N)
N
and τ
p
(s,N)
N−1
respectively. For the differential operator L, the
so-called carr-du-champ operator, see [17], is given by:
Γ
(
f , g
)
=
1
2
(L
(
f g
) − gL ( f ) − fL (g)) = (1 + x2) f ′g′.
Hence, the functions A(x) and B(x) occurring in displays (13) and (14) of [17] are given in
our case by
(−L) (x) = A (x) = − (α + 2βx) ,
B (x) =
(
1 + x2
)
,
where B(x) is defined to be the function such that:
Γ
(
x, f
)
Γ
(
x, g
)
= B(x)Γ
(
f , g
)
.
Now, to find the remaining functions and constants, we use the ODE for the pseudo-
Jacobi polynomials (and the 3rd order ODE obtained by differentiating the original ODE)
to obtain:
(−L)
(
Γ
(
x, p
(s,N)
N
))
(x) = (1 + x2)p
(s,N)
N
′
(x)(2β− 2 −N(N + 2β − 1)) − 2x(N(N + 2β − 1))p(s,N)
N
(x),
(−L)
(
Γ
(
x, p
(s,N)
N−1
))
(x) = (1 + x2)p
(s,N)
N−1
′
(x)(2β− 2 − (N − 1)(N + 2β − 2))
− 2x((N − 1)(N + 2β − 2))p(s,N)
N−1 (x).
Hence, we can determine the following quantities appearing in display (15) of [17]:
d
p(s,N)
N
= 2β − 2 −N(N + 2β − 1) = 2β − 2 + τpN (s,N) ,
D
p(s,N)
N
(x) = −2x(N(N + 2β − 1)) = 2xτ
p(s,N)
N
,
d
p(s,N)
N−1
= 2β − 2 − (N − 1)(N + 2β − 2) = 2β − 2 + τ
p(s,N)
N−1
,
D
p
(s,N)
N−1
(x) = −2x(N − 1)(N + 2β − 2) = 2xτ
p
(s,N)
N−1
,
so that we have:
(−L)
(
Γ
(
x, p(s,N)
N
))
(x) = d
p(s,N)
N
Γ
(
x, p(s,N)
N
)
+D
p(s,N)
N
(x)p(s,N)
N
(x),
(−L)
(
Γ
(
x, p
(s,N)
N−1
))
(x) = d
p
(s,N)
N−1
Γ
(
x, p
(s,N)
N−1
)
+D
p
(s,N)
N−1
(x)p
(s,N)
N−1 (x).
Now, we are ready to prove our first proposition.
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Proposition 3.1. Let s ∈ R and s > 3, then, when k ∈
(
1
2 , s − 52
)
, the sum of moments of
generalized CauchymatricesQ(k; s,N) as defined in (21) satisfies the following difference equation
R(k)Q(k + 1; s,N) + T(k)Q(k; s,N)+ S(k)Q(k − 1; s,N) = 0 (26)
with coefficients
R(k) = (2k + 4)(4s2 − (2k + 3)2),
T(k) = −2(2k + 1)
(
2N(N + 2s) + (2k + 2)2
)
,
S(k) = −(2k + 1)2k(2k − 1),
and initial conditions given by
Q(0; s,N) =
2sN(2s +N)
(2s − 1)(2s + 1) ,
Q(1; s,N) =
2sN(2s +N)
(2s − 1)(2s + 1)
2Ns +N2 + 2
(2s + 3)(2s − 3) = Q(0; s,N) ·
2Ns +N2 + 2
(2s + 3)(2s − 3) .
Proof. We apply Corollary 3.2 of [17] with θ(x) = xt, eigenfunctions p = p
(s,N)
N
, q = p
(s,N)
N−1
of −L and the other quantities determined above and hence obtain a recurrence relation
for a(t) of the form (24). We note that f2 and f4 vanish so that, similarly to the GUE and
LUE cases considered in [17], this reduces to a three-term recurrence. Using equations
(22) and (23) we now get
a(2k + 1) =
1
4sγ2
N−1,s
· (2k + 1)Q(k; s,N).
Substituting t = 2k + 3 into the recurrence for a(t) gives the desired recurrence. The
initial conditions Q(0; s,N) and Q(1; s,N) are obtained by simply computing a(1) and a(3)
by using the 3-term recurrence formula for the monic pseudo-Jacobi polynomials and
orthogonality.

Remark 3.2. Note that, this method works for s ∈ C withℜ(s) > 3 as well and it produces the
following recurrence for a(k):
C1(k)a(k) + C2(k)a(k − 1) + C3(k)a(k − 2) + C4(k)a(k − 4) = 0 (27)
where
C1(k) = 4ℜ (s)2 (k + 1)(k − 1) − 6k(k − 1)2 − k(k − 1)(k − 2)(k − 3),
C2(k) = 4ℑ (s) (−ℜ (s) −N)k(2k − 1),
C3(k) = k(k − 1)
[
−2(k − 1)2 + 4ℑ (s)2 + 4N(−N − 2ℜ (s))
]
,
C4(k) = −k(k − 1)(k − 2)(k − 3).
Hence we can deduce from this a recurrence for integer moments for complex values of s. Define
for an integer m with 0 ≤ m < 2s − 1 the following sum of moments 3
Q˜(m; s,N) = E
(s)
N
(
Tr
(
Hm+2N +H
m
N
))
. (28)
3When s is complex the weight function is no longer symmetric around x = 0 so that to apply Ledoux’s
method we consider powers of the matrices themselves without the absolute values.
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Then integrating by parts in a similar way as equation (22) gives
Q˜(m; s,N) = 2ℜ(s)γ2N−1,s ·
1
m + 1
[
a(m + 1; s,N) + (−1)ma(m + 1; s,N)] (29)
where s denotes the complex conjugate of s. Hence, noting that the coefficient C1, C3 and C4 are
invariant under s↔ s whereas C2 changes sign, we immediately deduce the following recurrence
for Q˜(m; s,N)
D1(m)Q˜(m; s,N)+D2(m)Q˜(m−1; s,N)+D3(m)Q˜(m−2; s,N)+D4(m)Q˜(m−4; s,N) = 0 (30)
where
D1(m) = (m + 2)(4ℜ (s)2 − (m + 1)2),
D2(m) = 4ℑ (s) (−ℜ (s) −N)(2m + 1),
D3(m) = (m − 1)
[
−2m2 + 4ℑ (s)2 + 4N(−N − 2ℜ (s))
]
,
D4(m) = −(m − 1)(m − 2)(m− 3).
Finally, onemay note that equation (30) reduces to (26) by taking s real and substitutingm = 2k+2.
Corollary 3.3. Let s ∈ R and s > 0, and for k in the strip − 12 <ℜ(k) < s − 12 define
J(k; s,N) =
Q(k; s,N)
Γ
(
k + 12
)
Γ
(
s − k − 12
) .
Then when s > 3, J(k; s,N) satisfies the following difference equation for k ∈
(
1
2 , s − 52
)
:
(2k + 4)(2s + 2k + 3)J(k + 1; s,N) + 2k(2k + 1 − 2s)J(k − 1; s,N)
= 2
(
2N(N + 2s) + (2k + 2)2
)
J(k; s,N). (31)
Proof. Immediate using equation (26). 
4 Proof of the main result
We begin with the following lemma.
Lemma 4.1. Let s ∈ R and s > 3, then for k ∈
(
− 12 , s − 12
)
, J(k; s,N) is a polynomial in k of degree
N − 1.
Proof. Wenote thatwhen theparameter s ∈ Rwehavep(s,N)
N
(−x)p(s,N)
N−1 (−x) = −p(s,N)N (x)p(s,N)N−1 (x)
so that p(s,N)
N
p(s,N)
N−1 is a polynomial with terms of odd degree only. We can then compute
for an odd integer l
∫
R+
x2k+1+l
(1 + x2)s+N
dx =
Γ
(
k + 1 + l2
)
Γ
(
s +N − k − 1 − l2
)
2Γ (s +N)
(32)
as in equation (18) on page 953 in [21]. Plugging this integral back into the expression for
J(k; s,N), we see that J(k; s,N) is a linear combination of polynomials of degree N − 1 in
the variable k and hence a polynomial of degree N − 1 itself. 
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Nextwewill see that polynomial solutions to (31) are in fact uniquelydeterminedup to
multiplication by a constant, which allows us to deduce Theorem 1.1 by simply matching
up two such solutions using a constant4. Note that the following result is not unique to
the generalized Cauchy ensemble. As already mentioned in the introduction, one can
use analogous arguments to show that the difference equations satisfied by appropriately
rescaledmoments of theGaussian andLaguerre ensembles, and anappropriately rescaled
difference ofmoments for the Jacobi ensemble (these are given explicitly in [5]), also admit
unique polynomial solutions up to multiplication by a constant.
Lemma 4.2. Let s > 0. Let I = (r1, r2) ⊂ R be an interval, with r2 − r1 > 2. Consider a
non-empty interval I∗ ⊂ (r1 + 1, r2 − 1) and suppose that the function f is a polynomial of degree
N − 1 5 on I and moreover satisfies the following difference equation ∀x ∈ I∗:
(2x + 4)(2s + 2x + 3) f (x + 1) + 2x(2x + 1 − 2s) f (x − 1)
= 2
(
2N(N + 2s) + (2x + 2)2
)
f (x). (33)
Then, f is uniquely determined on I∗ up to multiplication by a constant.
Proof. Assume that for a = (aN−1, . . . , a0) we have
f (x) = aN−1xN−1 + . . . + a1x + a0, ∀x ∈ I.
Substituting this into the difference equation (33) and collecting terms, we get an equation
of the form:
bN+1x
N+1
+ . . . + b1x + b0 = 0, ∀x ∈ I∗.
Since this equation holds on an interval, it implies that bi = 0 for all i and hence we
obtain a system of N + 2 linear equations for a. A simple computation reveals that the
contribution to bi from a j is zero for j < i and the contribution to bi from ai is:
4i(i − 1) + (8s + 12)i − 4N(N + 2s) + 8s + 4.
In particular, when s > 0, the contribution to bi from ai is zero if and only if i = N − 1.
Hence, we have a vector equation of the form:
Aa = 0
where A is an (N+ 2)×Nmatrix with first 3 rows zero, and for i > 3, αi,i−2 , 0 and αi j = 0
for j > i − 2,
A =

0 0 0 . . . 0
0 0 0 . . . 0
0 0 0 . . . 0
α4,1 α4,2 0 . . . 0
α5,1 α5,2 α5,3 . . . 0
...
. . .
...
αN+2,1 . . . αN+2,N

. (34)
4In fact, it is possible to circumvent the use of Lemma 4.2 by fixing N, taking s large enough with respect to
N and arguing differently. Then, the N-dependent restriction on s can be removed by analytic continuation at
the end. Nevertheless, we believe that both the statement, in particular because it applies uniformly in N, and
proof of Lemma 4.2 are of independent interest and so we present it here.
5If we instead fix the parameter N in the difference equation (33) but let d be the degree of the polynomial
f , the same argument shows that there does not exist a non-trivial polynomial solution of (33) with degree
d , N − 1.
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In particular, the null space of A has dimension 1 and f is uniquely determined on I∗ up
to multiplication by a constant.

We are finally in a position to prove our main result.
Proof of Theorem 1.1. From our definitions of Q(k; s,N) and J(k; s,N), this is equivalent to
proving that for s ∈ R, s > 0 and − 12 <ℜ (k) < s − 12 we have:
J(k; s,N) =
i1−N
Γ
(
s + 32
)
Γ
(
−s − 12
)
2
√
π
Γ
(
1
2
− s −N
)
s(2s +N) × SN−1
(
x; 1,
1
2
+ s, 1,
1
2
+ s
)
.
(35)
For fixed s > 3, the result follows immediately on the interval k ∈
(
1
2 , s − 52
)
by noting
that the given continuous-Hahn polynomial satisfies the difference equation (33) on this
interval(see [16]), upon computing the initial condition and combining Lemmas 4.1 and
4.2. Since J(k; s,N) and right hand-side of (35) are two functions that are analytic in the
strip − 12 <ℜ (k) < s − 12 and they agree on a set which has a limit point in this strip, they
agree on the whole strip so that the analytic extension of J(k; s,N) to the whole of C is also
this polynomial.
We now fix k ∈ C such thatℜ(k)+ 12 > 0 and remove the restriction s > 3 to extend the
result to the full range s >ℜ(k) + 12 > 0. We begin by noting that from the definition (14)
of the Pseudo-Jacobi polynomials, that for fixed x,m and N, the function s 7→ p(s,N)m (x) has
an analytic continuation to
{
s ∈ C :ℜ(s) > − 12
}
, given by6:
s 7→ (x − i)m 2F1
[−m, s +N −m
2s + 2N − 2m ;
2
1 + ix
]
.
Similarly the functions s 7→ ddxp(s,N)m (x), s 7→ φ(s)N (x) and s 7→ γ2N−1,s can be analytically con-
tinued to
{
s ∈ C :ℜ(s) > − 12
}
. Thus, via an application of Fubini’s theorem and Morera’s
theorem, we see from the formula (22), that the function s 7→ Q(k; s,N)7, and thus also
J(k; s,N), can be analytically continued to
{
s ∈ C :ℜ(s) >ℜ(k) + 12
}
. Note that the right
hand side of (35) is analytic as a function of s, for ℜ(s) > − 12 , and by the above result
agrees with J(k; s,N) forℜ(s) > max
(
ℜ(k) + 12 , 3
)
. Hence using the analytic continuation
of J(k; s,N) we see that the equality (35) holds for all s >ℜ(k) + 12 > 0.
Since the polynomials Sn form a family of orthogonal polynomials on a positive
weight along the real axis, its zeros are all real (see [5]) so that all complex zeros are in
the form k = ix − 1 with x ∈ R. For the reflection property we simply use the property
of continuous-Hahn polynomials Sn that for any a, b > 0 (see [5, Theorem 6.6] for more
details on this):
Sn(−x; a, b, a, b) = (−1)nSn(x; a, b, a, b). (36)

6Note that, this is not the same as the pseudo-Jacobi polynomial with complex parameter, which is not
holomorphic in s.
7This can also be seen by applying Morera’s and Fubini’s theorems directly to the N-dimensional integral
that represents Q(k; s,N).
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Remark 4.3. Using the hypergeometric definition of continuous-Hahn polynomials in (7) and
the fact that for l < n,
(a + b)n(a + c)n
(a + b)l(a + c)l
= (a + b + l)n−l(a + c + l)n−l,
we can see that for fixed k ∈ C with ℜ(k) > − 12 ;
Q(k;s,N)Γ(s+ 32 )Γ(−s− 12 )
Γ(s−k− 12 )Γ( 12−s−N)
is not only analytic but is
also a polynomial in the parameter s for s >ℜ(k) + 12 .
We close this section with the following result on certain moments of the circular
ensemble (4).
Corollary 4.4. Let s > 0 and denote by eiθ1 , . . . , eiθN the eigenvalues of a random unitary matrix
U ∈ U(N) distributed according to the measure in (4). Define
T(k; s,N) = E˜
(s)
N

N∑
j=1
∣∣∣∣∣∣tan
(
θ j
2
)∣∣∣∣∣∣
2k
sec2
(
θ j
2
) , (37)
where E˜
(s)
N
denotes the expectation with respect to the measure in (4), so that T(k; s,N) exists for
− 12 <ℜ (k) < s − 12 . Then, we have that:
T(k; s,N) =
Γ
(
k + 12
)
Γ
(
s − k − 12
)
Γ
(
s + 32
)
Γ
(
−s − 12
) √
π
i1−N
2
Γ
(
1
2
− s −N
)
s(2s +N) × SN−1
(
x; 1,
1
2
+ s, 1,
1
2
+ s
)
,
(38)
where k = ix − 1 and Sn(x; a, b, c, d) denotes the continuous-Hahn polynomial with parameters
a, b, c, d and n. In particular,
T(k;s,N)
Γ(k+ 12 )Γ(s−k− 12 )
extends to an analytic function in C that is invariant
up to a change of sign under reflection k → −k − 2, with all complex zeros lying on the vertical
lineℜ(k) = −1.
Proof. Note that:
Q(k; s,N) = E
(s)
N
(
Tr
(
|H|2k+2 + |H|2k
))
= E
(s)
N

N∑
j=1
∣∣∣λ j∣∣∣2k (1 + λ j2)

= E˜
(s)
N

N∑
j=1
∣∣∣∣∣∣tan
(
θ j
2
)∣∣∣∣∣∣
2k
sec2
(
θ j
2
) ,
whereλ1, . . . , λN denote the eigenvalues ofH and the last equality is obtained by applying
the inverse Cayley transform. Now the result is immediate using Theorem 1.1. 
5 A differential equation for the one point density
In this section we obtain a third order ordinary differential equation (ODE) for the one-
point density function ρ
(s)
N
(x). Such ODEs have been used to prove optimal rates of
convergence towards a limit density, see [12]. An analogous ODE was obtained for the
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GUE, LUE and JUE cases in [5, 6] by using the difference equations for moments8. We
use a similar approach here.
We define the Mellin Transform of f (x) by:
[M f ] (z) = ∫
R+
xz−1 f (x)dx, (39)
and note that if the integral converges on a strip D of the complex plane we have the
following properties, see for example [25]:[
M f (m)
]
(z) = (−1)m(z −m)m [M f ] (z −m), for z −m ∈ D, (40)[M (xm f )] (z) = [M f ] (z +m), for z +m ∈ D. (41)
Proposition 5.1. Let s > − 12 . Then, the one point density function ρ(s)N (x), satisfies the third
order differential equation Dρ
(s)
N
(x) = 0 where D is the differential operator given by:
(Dy)(x) = (1 + x2)3y′′′(x) + 8x(1 + x2)2y′′(x)
+ 2(1 + x2)(3 + 2N(N + 2s) + (7 − 2s2)x2)y′(x)
+ 4x(1+ s2 + 2N(N + 2s) + (1 − s2)x2)y(x). (42)
Proof. We note that for s > 3, from definition of Q(k; s,N):
Q(k; s,N) = 2
([
Mρ(s)
N
]
(2k + 3) +
[
Mρ(s)
N
]
(2k + 1)
)
.
Hence, letting z = 2k + 2, by (26) we get that:
(z + 2)(4s2 − (z + 1)2)
([
Mρ(s)
N
]
(z + 3) +
[
Mρ(s)
N
]
(z + 1)
)
−2(z − 1)
(
2N(N + 2s) + z2
) ([
Mρ(s)
N
]
(z + 1) +
[
Mρ(s)
N
]
(z − 1)
)
−(z − 1)(z − 2)(z − 3)
([
Mρ(s)
N
]
(z − 1) +
[
Mρ(s)
N
]
(z − 3)
)
= 0.
Taking the inverse Mellin transform of both sides and by applying the properties of the
Mellin transform discussed above, we get the desired result for s > 3. Using the fact
that the functions s 7→ dk
dxk
p
(s,N)
N
(x), for fixed x,N and k, have analytic continuations to{
s ∈ C :ℜ(s) > − 12
}
, as discussed in the proof of Theorem 1.1, we see that the function
s 7→ dk
dxk
ρ
(s)
N
(x) may also be analytically continued to this set for k ∈ {0, 1, 2, 3} and thus we
can extend the result to s > − 12 . 
6 The large N limit of the moments
In this sectionwe compute the large-N limit of themoments. Wemakeuse of the following
result on the scaled limit of the correlation functions due to Borodin and Olshanski (see
[3, §2]):
8In the case of the GUE and LUE these ODEs were first obtained by Go¨tze and Tikhomirov in [12].
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Theorem 6.1 (Borodin & Olshanski). Let ρ
(s)
N
be the one-point density function defined as in
(18). Define the scaled one-point density ρ(s)
N
(x) := Nρ(s)
N
(Nx). Then, the scaled limit ρ(s)∞ (x) :=
lim
N→∞
ρ
(s)
N
(x) is given by:
ρ
(s)
∞ (x) =
1
2π
Γ
[
s + 1, s + 1
2s + 1, 2s + 2
]
W[Q(s)(x),P(s)(x)],
for x > 0, s > 1/2 and the convergence is uniform on compact subsets of (0,∞). HereW[ f (x), g(x)]
denotes the Wronkskian of two functions f (x), g(x) and P(s)(x),Q(s)(x) are given by:
P(s)(x) = 22s−1/2Γ(s + 1/2) · x−1/2Js−1/2(1/x), (43)
Q(s)(x) = 22s+1/2Γ(s + 3/2) · x−1/2Js+1/2(1/x),
where Jν denotes the Bessel function with parameter ν.
The main result of this section is the following:
Theorem 6.2. Let Q(k; s,N) be defined as in (21). If s > 12 and k ∈ [0, s − 1/2), then
lim
N→∞
Q(k; s,N)
N2k+2
=
sΓ(k + 12 )Γ(− 12 − k + s)
2
√
πΓ(k + 2)Γ(k + 32 + s)
.
The theorem abovewill follow as a corollary of the following two propositions, which
are of independent interest:
Proposition 6.3 (Interchange of limit). If s > 12 and 1 < y < 2s + 1 then
lim
N→∞
1
2Ny
E
(s)
N
(Tr |H|y) = lim
N→∞
∫ ∞
0
xyρ
(s)
N
(x)dx =
∫ ∞
0
xyρ
(s)
∞ (x)dx. (44)
Moreover, if s > 12 and 0 < y < 2s + 1 then:
lim
N→∞
1
Ny+2
E
(s)
N
(Tr |H|y) = 0. (45)
Proposition 6.4 (Explicit calculation of integral). If s > 12 and 1 < y < 2s + 1 then∫ ∞
0
xyρ
(s)
∞ (x)dx =
sΓ(
y−1
2 )Γ(
1−y
2 + s)
4
√
πΓ(
y
2 + 1)Γ(
1+y
2 + s)
. (46)
Proof of Theorem 6.2 assuming Propositions 6.3 and 6.4. Recall the definition:
Q(k; s,N) = E(s)
N
(
Tr
(
|H|2k+2 + |H|2k
))
.
It follows immediately from Proposition 6.3 that:
lim
N→∞
Q(k; s,N)
N2k+2
= lim
N→∞
1
N2k+2
E
(s)
N
(
Tr |H|2k+2
)
= 2
∫ ∞
0
x2k+2ρ
(s)
∞ (x)dx.
The result is now immediate from the formula (46). 
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Proof of proposition 6.3. Note the estimates, for x > 1, c > b > 0 and m ∈ {0, . . . ,N}:∣∣∣∣∣∣2F1
[
m −N b
c
;
2
1 + iNx
]∣∣∣∣∣∣ ≤
∞∑
k=0
(b)k
k!(c)k
· 2
k
xk
≤ e2,
where 2F1 denotes the Gauss hypergeometric function defined as in (6). Hence using the
definition of the pseudo-Jacobi polynomials p
(s,N)
m (x) as given in (14), we get that for s > 0,
x > 1,
|W(p(s,N)
N
(Nx), p
(s,N)
N−1 (Nx))φ(Nx)|
.
{
|Nx − i|−2 +N|Nx − i|−3 + |Nx − i|−2 + (N − 1)|Nx− i|−3
}
· |Nx − i|−2s
. N−2s−2 · x−2s−2.
where we use here (and in the remainder of this proof) the notation . to denote an
inequality up to an implicit constant which is dependent only on s and y at worst. As
Γ(2s +N + 1)/Γ(N) ∼ N2s+1 we get that:
ρ
(s)
N
(x) . x−2s−2.
Therefore, when s > 12 (y − 1), by dominated convergence theorem we conclude
lim
N→∞
∫ ∞
1
ρ
(s)
N
(x) · xydx =
∫ ∞
1
ρ
(s)
∞ (x) · xydx.
As ρ
(s)
N
converges uniformly on compact subsets of (0,∞), we get that for any ǫ > 0,
lim
N→∞
∫ ∞
ǫ
ρ
(s)
N
(x) · xydx =
∫ ∞
ǫ
ρ
(s)
∞ (x) · xydx.
Therefore it will be sufficient to prove that
sup
N≥1
∫ ǫ
0
ρ
(s)
N
(x) · xydx . ǫy−1 , whenever y > 1,
lim
N→∞
1
N2
∫ ǫ
0
ρ(s)
N
(x) · xydx = 0 , whenever y ∈ [0, 1].
(47)
Adapting a method due to Y. Qiu from [22], we transform the random point configu-
ration associated to the generalized Cauchy ensemble onto the unit circle, via the Cayley
transform x 7→ eiθ = (i− x)/(i+ x) (recall (15)). Arguing analogously to [22, §2.2.1, §2.2.2],
we can rewrite the integral in (47):∫ ǫ
0
ρ
(s)
N
(x) · xydx = 1
Ny
∫ 2 arctan(Nǫ)
0
(tanθ/2)yρ˜
(s)
N
(θ)dθ (48)
where ρ˜
(s)
N
(θ) is the one-point density function on [0, 2π) given by
ρ˜
(s)
N
(θ) = λ(s)(eiθ)
N−1∑
n=0
|q(s)n (eiθ)|2. (49)
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Here λ(s)(eiθ) is proportional to |1 + eiθ|2s and scaled so that λ(s)(eiθ) dθ2π is a probability
measure on (0, 2π), and
(
q
(s)
n
)
n≥1 is the system of polynomials with deg q
(s)
n = n, orthonor-
mal with respect to the inner product 〈 f , g〉 =
∫ 2π
0
f (eiθ)g(eiθ)λ(s)(eiθ) dθ2π . By [11], (see also
[22, §2.2.4]), there exists the following estimate for q(s)n (eiθ):
λ(s)(eiθ) · |q(s)n (eiθ)|2 .
(
1 +
1
(n + 2)|1+ eiθ |
)−2s
.
Hence, as in [22, §2.2.4] by the formula (49) we obtain the estimate
ρ˜
(s)
N
(θ) . N,
uniformly in θ, whenever s > 0. Combining this estimate with the equality (48) we obtain
the following chain of estimates:∫ ǫ
0
ρ(s)
N
(x) · xydx . 1
Ny−1
∫ 2 arctan(Nǫ)
0
| tan(θ/2)|ydθ = 2
∫ ǫ
0
xy
N−2 + x2
dx.
Note that, we can estimate:
2
∫ ǫ
0
xy
N−2 + x2
≤

2
y−1ǫ
y−1, if y > 1,
2ǫyN arctan(Nǫ) ≤ πNǫy, if y ∈ [0, 1].
Thus the conditions from (47) are established, and this completes the proof of Proposition
6.3. 
Proof of proposition 6.4. We now explicitly calculate the integral
∫ ∞
0
xyρ
(s)
∞ (x)dx. By prop-
erties of the Wronskian, we get:
ρ
(s)
∞ (x) =
1
2π
Γ
[
s + 1, s + 1, s + 1/2, s + 3/2
2s + 1, 2s + 2
]
· 2
4s
x
·W[Js+1/2(1/x), Js−1/2(1/x)].
Note that, by Legendre’s duplication formula, we have:
1
2π
Γ
[
s + 1, s + 1, s + 1/2, s + 3/2
2s + 1, 2s + 2
]
· 24s = 1
4
.
Expanding the Wronksian and making the change of variables x 7→ 1/x, we get that
∫ ∞
0
ρ
(s)
∞ (x) · xydx = 14
∫ ∞
0
x1−y ·
[
J′s+1/2(x)Js−1/2(x) − Js+1/2(x)J′s−1/2(x)
]
dx
=
1
8
∫ ∞
0
x1−y
[
Js+1/2(x)
2
+ Js−1/2(x)2 − Js+3/2(x)Js−1/2(x) − Js−3/2(x)Js+1/2(x)
]
dx,
where in the last line we used the identity J′ν(x) =
1
2 (Jν−1(x) − Jν+1(x)). We now apply the
following identity valid forℜ(µ + ν + 1) >ℜ(λ) > 0 (see [23, p.403]):
∫ ∞
0
Jµ(x)Jν(x)
xλ
dx = 2−λ·Γ
[
λ, 12µ +
1
2ν − 12λ + 12
1
2λ +
1
2ν − 12µ + 12 , 12λ + 12µ + 12ν + 12 , 12λ + 12µ − 12ν + 12
]
.
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Therefore we get that
∫ ∞
0
ρ
(s)
∞ (x) · xydx =
(
1
2
)y+2
· Γ(y − 1) ·
{
Γ(s − 12 y + 32 )
Γ( 12 y)
2Γ(
y+1
2 + s)
+
Γ(s − 12 y + 12 )
Γ( 12 y)
2Γ(
y−1
2 + s)
− Γ(s −
1
2 y +
3
2 )
Γ(
y
2 − 1)Γ(
y+1
2 + s)Γ(
y
2 + 1)
− Γ(s −
1
2 y +
1
2 )
Γ(
y
2 − 1)Γ(
y−1
2 + s)Γ(
y
2 + 1)
}
=
sΓ(
y−1
2 )Γ(
1−y
2 + s)
4
√
πΓ(
y
2 + 1)Γ(
1+y
2 + s)
,
where the last line is obtained by applying gamma function identities. This completes
the proof of Proposition 6.4. 
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