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Introduction
The Large Hadron Collider (LHC) is a particle accelerator designed as a high energy, high intensity
proton-proton collider. The study of the diboson production at LHC provides an important test
of the electroweak interaction structure at high energies. The goal of this thesis is to measure the
diboson pp→WW +WZ production cross section in the semileptonic decay channel using the
data collected by the ATLAS detector at LHC at a center-of-mass energy
√
s = 8 TeV.
Beside providing an important test of the Standard Model structure the diboson measurement
also stands as a mean to detect new physics signals that could be unravelled through the
measurement of an anomalous Triple Gauge Coupling. The study of the WW and WZ processes
is also important for the searches of new physics or Higgs physics where the WW/WZ diboson
production may stand as irreducible backgrounds.
In the semileptonic decay channel a W decays into a lepton ` = e, µ and a neutrino and the other
boson (W or Z) decays into hadrons. This final state is typically reconstructed by one lepton,
large missing transverse energy, and two separate jets produced from the hadronically decayed
boson. At sufficiently high transverse momentum, the decay products of the hadronically decaying
boson become too close to each other and it is difficult to resolve them as two separate jets. This
thesis focuses on events where the hadronically decaying boson has high transverse momentum
and is reconstructed as a single jet with a large cone. The properties of the substructure of such
a jet are used to enhance the discrimination between signal jets, having a two prong structure,
and background jets. This is the first time the diboson production cross-section is measured in
the boosted regime using experimental techniques based on the large cone jets.
The final measurement of the WW/WZ cross section is the result of a joint effort among the
components of the “WW/WZ → `νjj Analysis Team”. In the following paragraph I depict
the structure of the thesis highlighting my personal contribution to the analysis. During the
preparation of this thesis work I benefited of the suggestions of my supervisor and of the Analysis
Team members, with whom I have been constantly in contact through frequent meetings.
The structure of the thesis is as follows: in Chapter 1 I give an overview of the theoretical
framework and I summarise the recent results of massive diboson cross section measurements
obtained using the ATLAS and CMS detectors. In Chapter 2 I illustrate the ATLAS experimental
apparatus. In Chapter 3 I give a description of the reconstruction of the particle objects.
Chapter 4 is focused on the description of the event selection of the candidate WW/WZ → `ν`qq′
events. Candidate events are required to have exactly one lepton, large missing transverse energy
and a single jet. The first tasks during my Master’s thesis work has been to implement the
event selection and to validate it. I have also studied the jet reconstruction techniques and the
substructure variables, arriving to the implementation in my code and in a new event selection.
Once obtained the full selection, I have measured the WW +WZ signal yield by performing a
binned maximum-likelihood fit to the jet mass distribution of the data using templates based
on Monte Carlo simulations. In Chapter 5 I summarise how I obtained the final Monte Carlo
templates and how they are used in the fit to extract the production cross section.
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The main background processes in the boosted regime are W+jet, and tt¯ and single top production.
I have developed two selections as close as possible to the signal selection to define two control
regions, each one enriched of one of the two main background processes. The definition of these
control regions is described in Chapter 6. These regions allow to understand the level of agreement
between data and simulated events. I dedicated a particular study to optimize the selection
cuts to reduce the top background and I describe it in Chapter 7. The sources of systematic
uncertainties that affect the measurement of the WW/WZ → `ν`J production cross section are
discussed in Chapter 8. I have personally prepared the templates of most of the systematic
uncertainties that are relevant for this analysis. In Chapter 9 the preliminary results on the
cross-section measurement and on the limit on the anomalous triple gauge couplings are described.
I personally performed the fit procedure to extract the signal cross-section.
Chapter 1
Theoretical overview
After a general overview of the theoretical framework, this chapter focuses on the massive vector
diboson production cross section and on the triple gauge boson couplings in the Standard Model.
An overview of the most recent results on the massive diboson measurements obtained using
the ATLAS detector is presented. The most recent results on the measurement of the WW/WZ
cross-section in the semileptonic channel obtained using the ATLAS and CMS detectors are
presented, together with a summary on how this measurement is being repeated at a center of
mass energy of 8 TeV in ATLAS. The last part of the chapter introduces the anomalous triple
gauge couplings with an overview of the available results.
1.1 The Standard Model
The description of the elementary particles and of their interactions is currently based on a
relativistic quantum field theory, the Standard Model (SM) of particles Physics [1]. The Standard
Model describes the strong, weak and electromagnetic interactions in terms of elementary fermions
(leptons and quarks) exchanging vector bosons, which are the mediator of the forces. The known
elementary particles are 12 spin-1 bosons, mediators of strong, weak and electromagnetic forces, 12
spin-1/2 fermions plus their corresponding antiparticles and one spin-0 boson, the Higgs boson [2].
Among the fermions, there are the leptons: the neutrinos (νe, νµ, ντ ) which interact only weakly
and the charged leptons (e−, µ−, τ−) which can interact weakly and electromagnetically. The
remaining fermions are called quarks (u, d, s, c, t, b) and can interact strongly, weakly and
electromagnetically. In addition to charge, spin and mass, quarks are identified by an additional
characteristic number called colour. Because of confinement, in nature only uncoloured particles
are observed, therefore quarks combine together in hadrons where their colour charge is neutralised.
Eight bosons, the gluons, are the mediators of the strong interaction, three bosons, W−,W+ and
Z mediate the weak force and one boson, the photon (γ), mediates the electromagnetic force.
The Higgs boson (H) provides the mechanism by which all other particles acquire mass. It was
discovered by the ATLAS and CMS experiments at the Large Hadron Collider in 2012 and it is
the only fundamental spin-0 particle discovered to date. The properties of the Standard Model
particles are summarised in Figure 1.1.
The Standard Model is a relativistic quantum field theory built from the principles of gauge
invariance. The gauge symmetry group on which the Standard Model is based is obtained as the
direct product of three groups SU(3)C⊗SU(2)F ⊗U(1)Y . The SU(3)C group invariance describes
the strong interactions among quarks, which is mediated by eight boson fields corresponding to
the gluons. The local symmetry under SU(2)L ⊗ U(1)Y transformations generates four gauge
3
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Figure 1.1: The Standard Model elementary particles with some of their properties listed. Shaded loops
indicate which bosons (red) couple to which fermions (purple and green) [3].
fields responsible for the electroweak interaction. The physics fields corresponding to the γ, Z,
W± bosons are linear combinations of these gauge fields. Defining W aµ with a = 1, 2, 3 the gauge
fields of the SU(2)L group, Bµ that of the U(1)Y group, W
±
µ and Zµ the fields associated to the
weak physics bosons and Aµ the field representing the photon; the relationships between gauge
fields and physics fields are reported in Equations 1.1 and 1.2:(
Zµ
Aµ
)
=
(
cosθW −sinθW
sinθW cosθW
)(
W 3µ
Bµ
)
(1.1)
W±µ =
1√
2
(W 1µ ±W 2µ) (1.2)
where θW is the weak mixing angle or Weinberg angle and sin
2θW = 0.23126± 0.00005 [2].
1.2 Diboson production at LHC
The study of the diboson production at LHC provides an important test of the behaviour of
electroweak interactions at high energies. The vector boson self-couplings are fundamental
predictions of the Standard Model theory. Any theory predicting physics beyond the Standard
Model, while maintaining the Standard Model as a low-energy limit, may introduce deviations in
the gauge couplings at some high energy scale. Precise measurements of the triple gauge couplings
provide stringent tests of the Standard Model, and therefore could unveil hints of new physics in
the bosonic sector. Further details about the triple gauge couplings and their anomalous triple
gauge couplings extension are given in Section 1.4. An additional important reason to study the
diboson production is that they constitute irreducible background in Exotic and Higgs searches.
The goal of this thesis is to study the WW and WZ production at high energy in the semileptonic
decay channel. As mentioned above, this channel allows to measure the triple gauge couplings
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and is an important background to the Higgs channel H →WW ∗ [4] and to the searches of new
massive particles decaying in WW or WZ final states [5].
The leading order Feynman graphs for the WW/WZ production by two parton interactions are
represented in Figure 1.2. The red dot indicates the triple gauge coupling vertex.
(a) (b)
(c)
Figure 1.2: Leading order Feynman diagrams for diboson production at the LHC. In the t-channel (a) and
the u-channel (b) production, the bosons are emitted by the interacting quark-antiquark together with the
exchanging of a quark; the s-channel (c) is instead the annihilation of the interacting couple of quarks into
a boson. The red dot indicates the triple gauge coupling vertex.
The WW and WZ production cross-section depends strongly on the center-of-mass energy of the
proton-proton system. Figure 1.3 shows the cross sections in proton-proton collisions for various
diboson and single boson production processes as a function of the centre-of-mass energy of the
proton-proton system. The WW and WZ can be produced if the center-of-mass energy of the
two partons is equal or larger than the sum of the masses of the two bosons.
The partons which constitute the proton are classified in valence quarks, gluons and sea quarks.
The fraction of proton momentum carried by these partons is described by the parton distribution
functions (PDFs). The PDFs gives the probability of finding a specific parton in the proton
carrying a fraction x of the proton momentum. At high center-of-mass energies, partons with
low momentum fraction can produce the WW/WZ, so the probability of the two interacting
partons to produce the diboson increases, as shown in Figure 1.3. The same Figure also highlight
the asymmetry in the production cross sections of the W+Z and the W−Z processes. This
asymmetry is due to the asymmetry in the proton-proton initial state: the W+Z production
is favoured because the initial state contains only u and d valence quarks; antiquarks are only
present as sea contributions and the PDFs of sea quarks are softer than those of valence quarks.
The mean lifetime of W and Z bosons is 10−25s, so they are not detected directly but through
their decay products. The W boson may decay in a charged lepton (l) and its neutrino (νl) or in
two quarks q′q, the Z boson may decay into two charged leptons (ll¯), two neutrinos (νlν¯l) or two
quarks (qq¯). The decay products of WW and WZ are the combination of the two single decays.
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Figure 1.3: Next to leading order boson production in proton-proton collisions obtained using the parton-
level program MCFM [6]. The decay branching ratios of the W and Z bosons into one species of leptons
are included [7].
The final states can therefore be classified in three categories:
 the pure hadronic decay channels: these channels are characterized by two bosons decaying
in four quarks whose hadronisation typically produces four jets. It is the final state with
the highest branching ratio (45.4% in WW and 47.1% in WZ) but it is very challenging to
disentangle the small signal from the huge multi-jet QCD background largely produced at
hadron colliders;
 the pure leptonic decay channels: in these cases the two bosons decay in four particles
among charged leptons and neutrinos. These final states have a small branching ratios
(10.7% in WW and 9.7% in WZ) but a very clear signature, in particular in channels with
at least two leptons that allow to highly reject the background processes;
 the semileptonic channels: these channels are those in which a boson decays in hadrons and
the other one in leptons and neutrinos. The decay with a W boson decaying leptonically
W → `ν` and the other boson decaying hadronically W/Z → qq has a branching ratio equal
to 44.1% in WW and 22.5% in WZ. The signature given by the leptonic W decay (a lepton
and missing transverse energy produced by neutrino) allows to remove most of the multi-jet
QCD background. Nevertheless a large irreducible background remains: the W production
in association with jets.
The W+W− and W±Z production cross sections in the pure leptonic decay channel have been
measured by ATLAS using the data collected at
√
s = 8 TeV [8, 9]. Both analyses have also
put limits on the anomalous triple gauge boson couplings parameters, these limits are shown in
Section 1.4.
In the W+W− analysis candidates W+W− → l′ν′lν events are selected by requiring exactly two
leptons and large missing transverse energy. The leptons should be oppositely charged and have
high transverse momentum. Three decay channels have been studied: WW → eνeν, WW → eνµν
and WW → µνµν. The comparison between the predicted and measured production cross sections
for these three decay channels is shown in Figure 1.4a.
The measured fiducial cross sections for the three final states are higher than the predictions.
However, the difference is smaller using generators that take into account higher-order effects.
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(a) (b)
Figure 1.4: (a) Comparison of the measured WW fiducial cross sections with various theoretical predictions
in each of the three final states. The measured and predicted fiducial cross sections are normalised to the
respective measured values. Theoretical predictions are indicated as black markers with grey error bands,
while the central value of the measured cross sections is indicated by a blue line with red lines showing
the statistical uncertainty and blue bands for the total uncertainty including statistical and systematic
uncertainties [8].
(b) Comparison of the measured WZ fiducial cross sections with the theoretical prediction in each of the
four final states and for their combination. The inner and outer error bars on the data points represent
the statistical and total uncertainties, respectively. The shaded orange band represents the uncertainty
associated with the SM prediction [9].
The combined production cross section is found to be 71.1± 1.1(stat)+5.7−5.0(syst)± 1.4(lumi) pb
to be compared with the next-to-next to leading order (NNLO) Standard Model prediction of
63.2+1.6−1.4(scale)± 1.2(PDF ) pb. The measured combined production cross section is therefore
around 1.4σ higher than the SM prediction. The dominant systematic uncertainties in the
combined measurement are the uncertainties due to the jet energy scale (∼ 4%), the W+jets
background modeling (∼ 3%) and the luminosity (∼ 2%).
Candidates W±Z → l′νll events are selected by requiring exactly three charged leptons. Events
must have at least one pair of leptons of the same flavour and opposite charge, with an invariant
mass that is consistent with the Z boson mass. Four decay channels have been studied: W±Z →
eνee, W±Z → µνee, W±Z → eνµµ and W±Z → µνµµ. The comparison between the predicted
and measured production cross sections is shown in Figure 1.4b. The measured cross section
is larger than the quoted SM prediction. However, NNLO prediction could enhance the SM
prediction compared to the next-to-leading order (NLO) calculation. The combined measured
cross section in the fiducial region is 35.1± 0.9(stat)± 0.8(sys)± 0.8(lumi) fb, to be compared
to the Standard Model expectation of 30.0± 2.1 fb. The dominant systematic uncertainties in
the combined measurement are the uncertainties due to the muon and electron identification
efficiencies (respectively ∼ 1.4% and ∼ 1%) and events with misidentified leptons (∼ 1.3%).
Another important channel for the massive diboson production is the ZZ, since it is the channel
with the highest purity. The most recent ATLAS measurement is obtained with proton-proton
collisions at
√
s = 13 TeV in the fully leptonic channel ZZ → lll′l′ [10]. Events are selected by
requiring exactly four leptons forming two pairs of leptons of the same flavour and oppositely
charged. This requirements allow to highly reject the background. The production cross section
has been measured in three channels: ZZ → 4e, ZZ → 2e2µ and ZZ → 4µ. The comparison
between the predicted and measured production cross sections for these three decay channels is
shown in Figure 1.5.
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Figure 1.5: Comparison between measured fiducial cross sections and predictions. The measured and
predicted fiducial cross sections are normalised to the respective predicted values. Measured values are
indicated as black dots with error bars indicating the total uncertainty and grey error bands indicating the
statistical uncertainty. The central value of the predicted cross section is indicated by a blue line [10].
All the fiducial cross sections agree well with SM predictions. The main source of uncertainty for
these
√
s = 13 TeV measurements is the statistical uncertainty, therefore the measurements will
be repeated soon at the same center-of-mass energy using higher statistics.
The aim of this thesis is the measurement of WW/WZ cross-section through the semileptonic
decay channel WW/WZ → `ν`qq′ with l = e, µ. The jet energy resolution both at ATLAS
and CMS does not allow to separate the W and Z hadronically decayed resonances in the mass
distribution, as it will be shown in Chapter 5. Therefore, in the semileptonic channel, it is
only possible to measure the sum of WW and WZ cross-sections. A summary of the recent
WW/WZ cross section measurements in the semileptonic decay channel with the ATLAS and
CMS experiments is given in Section 1.3.
1.3 Recent results on the WW/WZ diboson cross-section
in the semileptonic channel
A measurement of the WW + WZ cross section in the semileptonic decay channel has been
performed with the ATLAS and CMS detectors, with the data collected at a center-of-mass energy
of
√
s = 7 TeV [11, 12]. In these analyses the WW/WZ → `ν`jj semileptonic decays are identified
by requiring one high-transverse momentum lepton (electron or muon), missing transverse energy,
and two jets. The combined WW + WZ cross section has been measured by ATLAS with a
significance of 3.4σ and has been found to be 68 ± 7(stat.) ± 19(syst.) pb, in agreement with
the Standard Model expectation of 61.1 ± 2.2 pb. The main systematic uncertainties are the
W/Z+jets background rate and shape modelling and the jet energy resolution. The distributions
of the dijet invariant mass (mjj), shown in Figure 1.6, is used to evaluate the signal cross-section
using a template fit method that will be described in detail in Chapter 5.
The mjj signal spectrum peaks in the same region where the W/Z+jets background peaks. This
feature of the dijet spectrum restricts the distinguishing power of the fit in this region. This
problem is being overcome in the following analysis, as mentioned later in this section. The
combined WW +WZ cross section measured by CMS has been found to be 68.9± 8.7(stat.)±
9.7(syst.)± 1.5(lum.) pb, consistent as well with the Standard Model expectation of 65.6± 2.2
pb. The distributions of the dijet invariant mass, used to measure the cross section, is shown in
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(a) (b)
Figure 1.6: (a) Distribution of the dijet invariant mass after the likelihood fit in the
√
s = 7 TeV analysis.
The error bars represent statistical uncertainties. The hatched band shows the systematic uncertainty on
the fitted signal plus background.
(b) Distribution of the background-subtracted data. The error bars represent the statistical error on the
data. The superimposed histogram shows the fitted signal and the hatched band shows the systematic
uncertainty on the background [11].
Figure 1.7.
In this analysis the mjj signal spectrum peaks at slightly lower masses with respect to the
W/Z+jets background process peak.
Both ATLAS and CMS analyses also exploit this channel to place limits on the anomalous triple
gauge couplings parameters as discussed in Section 1.4.
A new analysis aiming at the WW/WZ cross section measurement in the semileptonic channel
is currently being developed by ATLAS using the data collected at a center-of-mass energy of√
s = 8 TeV. This data sample is about a factor three larger than the one collected at
√
s = 7
TeV. At sufficiently high transverse momentum, the hadronic decay products of W/Z → qq′
become sufficiently close to each other and the showers produced by the two quarks coalesce in
the detector. For this reason, in the analysis at
√
s = 8 TeV, two different final states are being
looked at:
 a resolved-jet selection, where the hadronically decaying boson W/Z → qq′ is reconstructed
as two small-radius jets (like in the 7 TeV `ν`jj analysis);
 a large-radius jet selection, where the hadronically decaying boson W/Z → qq′ is recon-
structed as a single large-radius jet.
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(a) (b)
Figure 1.7: (a) Distribution of the dijet invariant mass in data. The relative contributions of the known
SM processes are determined using an unbinned maximum-likelihood fit. The normalization of the diboson
WW+WZ contribution is a free parameter. The normalizations of the background components are allowed
to vary within Gaussian constraints around their central values.
(b) The dijet invariant mass after subtraction of all components except the electroweak WW+WZ processes.
The error bars represent the statistical uncertainties and the hatched bands represent the systematic
uncertainties [12].
The distinguishing power of the resolved-jet selection at
√
s = 8 TeV has improved with respect
to the
√
s = 7 TeV analyses. In fact, it has been shown that it is possible to shift the peak of the
W/Z+jets background by requiring a cut on the transverse momentum of the dijet system. The
shift obtained in the dijet invariant mass is shown in Figure 1.8.
This procedure has not been applied for the
√
s = 7 TeV analysis because the simulations available
for the 7 TeV data showed a large mismodelling of the boson transverse momentum.
The resolved-jet selection analysis mentioned above is effective when the hadronically decaying
vector bosons have a relatively low transverse momentum. This thesis focuses on the cross
section measurement with the large-radius jet selection, which has never been done before for the
WW/WZ process. For this kind of selection the substructure of the large-radius jet is used to
enhance the signal with respect to the background, as it will be illustrated in detail in Chapter 3.
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Figure 1.8: Distributions of the dijet invariant mass after the likelihood fit in the
√
s = 8 TeV analysis.
The error bars represent statistical uncertainties, and the stacked histograms are the simulated signal and
background contributions. The normalisations and shapes of the histograms are obtained from the best fit
to the data, after being allowed to vary within their systematic uncertainties. The lower panel displays
the ratio the (data - fitted background) and the background. The hatched band shows the systematic
uncertainty on the fitted signal plus background.
1.4 Triple Gauge Couplings
An important test of Standard Model is the measurement of the triple gauge boson couplings
(TGC) which are the coupling constants associated with the interaction vertex among three
vectorial bosons. The term that describes the boson propagation and the interaction in the
Standard Model Lagrangian is:
−1
4
F aµνF
aµν − 1
4
BµνB
µν
where Bµν = ∂µBν − ∂νBµ and F aµν = ∂µW aν − ∂νW aµ − gabcW bµW cν . g is the coupling constant,
abc is the Levi-Civita symbol, W aµ with a =1, 2, 3 are the fields of SU(2)L and Bµ is the gauge
fields of the U(1)Y group already mentioned in Equations 1.1 and 1.2. The term g
abcW bµW
c
ν is a
consequence of non-Abelianity of SU(2)L group, and gives the interaction terms among three
or four boson fields. Written in terms of physics fields, the part of Standard Model Lagrangian
which is responsible for the interactions between three bosons fields is:
LWWV = −igWWV [(W+µνW−µ −W+µW−µν)V ν +W−ν W+µ V µν ]
with V = Z or γ. Given the electron charge e, the W mass and the Weinberg angle θW , the
Standard Model makes precise predictions of TGC couplings. The charged TGC vertices, WWZ
and WWγ, have coupling values gWWZ = −ecotθW and gWWγ = −e respectively.
One of the methods to describe possible SM extensions involving modifications of the WWV
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vertices in a model-independent way is through the effective Lagrangian formalism. The general
effective Lagrangian for the WWV vertex is:
LWWV =
− igWWγ [gγ1 (W+µνW−µ −W+µW−µν)Aν + gγW−ν W+µ Aµν +
λγ
M2W
W+νµ W
−ρ
ν A
µ
ρ ]
− igWWZ [gZ1 (W+µνW−µ −W+µW−µν)Zν + kZW−ν W+µ Zµν +
λZ
M2W
W+νµ W
−ρ
ν Z
µ
ρ ]
This parametrisation conserves the charge conjugation and parity symmetries. gV1 , kV , and λV
are parameters that in the SM have the values of gV1 = 1, kV = 1, and λV = 0. Deviations
from the SM are then expressed in terms of the anomalous triple gauge coupling (aTGC) pa-
rameters λV , ∆g
V
1 ≡ gV1 − 1, and ∆kV ≡ kX − 1. Generally, ∆gγ1 is taken to be zero because
of Electromagnetic (EM) gauge invariance, so that there are 5 aTGC parameters: λZ , ∆kZ ,
∆gZ1 , λγ , and ∆kγ . This is the so-called LEP parametrization [2, 13]. In order to further
reduce the number of aTGC parameters, a number of different simplifying constraints are often in-
troduced. One common simplification used in this work is the so-called “LEP constraint,” given by:
∆kZ = ∆g
Z
1 −∆kγ tan2 θW
λZ = λγ
where θW is the Weinberg angle. The LEP model has 2 constraints, which leaves 5− 2 = 3 free
parameters, which are chosen to be λ(= λZ = λγ), ∆kγ , and ∆g
Z
1 .
The presence of aTGCs would lead to an enhancement in the cross section at high value of the
center of mass energy. The effects of the aTGCs is therefore more pronounced in distributions
with a large dependency on the center of mass energy. The quantity typically chosen to put
limits on the aTGC parameters are the boson transverse momentum or the invariant mass of the
diboson system. Figure 1.9 shows the limits on aTGC WWγ and WWZ couplings measured
up to now. The plots include results from ATLAS, CMS, LEP and D0 experiments. Both the
ATLAS and CMS analyses give competitive limits on all the parameters shown. No discrepancies
from the SM expectations have been found up to now.
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Figure 1.9: Limits on charged aTGC WWγ and WWZ couplings are presented. The plots include results
from LHC (ATLAS and CMS), Tevatron (D0), and LEP analyses [14]. The limits puts by the ATLAS
WW and WZ leptonic analysis at
√
s = 8 TeV are highlighted by a blue and green box, respectively. The
ATLAS and CMS results for the WW/WZ semileptonic analyses at
√
7 TeV are highlighted by a red box.
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Chapter 2
The experimental apparatus
In this chapter the experimental apparatus is described. In the first part the Large Hadron Collider
is briefly introduced. In the second part the structure of the ATLAS experiment is illustrated.
2.1 LHC
The Large Hadron Collider (LHC [15]) is a particle accelerator located at CERN, near Geneva,
Switzerland. It has been designed as a high energy, high intensity collider for hadrons, namely
for proton-proton, lead-lead and proton-lead collisions. It is installed in an underground ring and
it has a circumference of 27 km.
The accelerator complex at CERN is a succession of machines that accelerate particles to
increasingly higher energies [16]. Each machine boosts the energy of a beam of particles, before
injecting the beam into the next machine in the sequence. LHC is the last element in this chain.
Two particle beams travel in the ring in opposite directions, in separate beam pipes, before they
are collided. There are four locations where the beams cross (interaction points) and collisions
occur. At each of these locations there is a large detector experiment (Figure 2.1).
Figure 2.1: Schematic LHC layout, four experiments are installed in correspondence of four collision points:
ATLAS, CMS, LHCb and ALICE [17].
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The ATLAS (A Toroidal LHC ApparatuS) [18] and CMS (Compact Muon Solenoid) [19] detectors
are two multi-purpose detectors; LHCb (Large Hadron Collider beauty) [20] is a specialized
detector designed for studying bottom quark physics; and the ALICE (A Large Ion Collider
Experiment) detector [21] is designed for studying heavy ion collisions.
LHC is designed to collide proton beams with a center-of-mass energy of 14 TeV, and an
instantaneous luminosity of 10−34cm−2s−1. This thesis is based on proton-proton collision data
collected by the ATLAS experiment in 2012 when the center-of-mass energy was
√
s = 8 TeV.
Protons at LHC are accelerated in bunches of up to 1011 protons which will be referred as bunches.
Collisions between bunches occur every 50 ns (upgraded to 25 ns in 2016). The luminosity L of a
proton-proton collider can be expressed as
L = µnbfr
σinel
where µ is the average number of inelastic interactions per bunch crossing, nb is the number
of colliding bunch pairs, fr is the machine revolution frequency, and σinel is the proton-proton
inelastic cross-section (73 mb for the 8 TeV collisions). An accurate measurement of the
delivered luminosity is crucial, as for cross-section measurements of Standard Model processes
the uncertainty on the delivered luminosity is often one of the dominant systematic uncertainties.
In ATLAS the delivered luminosity is monitored by measuring the observed interaction rate per
crossing µvis independently with a variety of detectors and using several different algorithms [22].
The luminosity can then be written as
L = µvisnbfr
σvis
where σvis = σinel is the total inelastic cross-section multiplied by the efficiency  of a particular
detector and algorithm.
The integrated luminosity is the integral of luminosity with respect to time. During 2012 an
integrated luminosity of 23.3 fb−1 was delivered by the LHC, of which ATLAS recorded 21.7 fb−1.
The integrated luminosity of good quality data is 20.3±0.6 fb−1. Figure 2.2a shows the cumulative
luminosity versus time for the 2012 data taking period.
The high instantaneous luminosity achieved at LHC has the side effect of producing multiple
proton interactions per bunch crossing. The mean number of interactions per crossing for 2012
is shown in Figure 2.2b. Particles produced in multiple interactions, either coincident with the
event of interest or in adjacent bunch crossings, are referred to as pile-up. Pile-up events that
occur simultaneously with the interaction of interest, are indicated as “in-time” pile-up. Pile-up
events that occur before or after the interaction of interest, but within the detector integration
time; are so-called “out-of-time” pile-up. The out-of-time pile-up effect is largely determined by
the response function of the detector. One of the requirements of the ATLAS detector is high
granularity, needed to handle the particle fluxes and to reduce the influence of pile-up events.
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Figure 2.2: (a) Cumulative luminosity versus time delivered by LHC (green), recorded by ATLAS (yellow),
and certified to be good quality data (blue) during stable beams and for proton-proton collisions at 8 TeV
center-of-mass energy in 2012 [23].
(b) Luminosity-weighted distribution of the mean number of interactions per crossing for 2012. The mean
number of interactions per crossing corresponds to the mean of the Poisson distribution of the number of
interactions per crossing for each bunch [23].
2.2 The ATLAS detector
The ATLAS detector [18] is a general-purpose particle detector. It has an approximately cylindrical
geometry which consists of several sub-detectors surrounding the interaction point, and covering
almost the full solid angle.
The dimensions of the detector are 25 m in height and 44 m in length. Figure 2.3 shows the
ATLAS detector, as well as the main sub-detectors. All the ATLAS sub-detectors are separated in
two sections with reference to the cylindrical geometry: a central part, called the barrel and two
sections, named the end caps, placed at the bases of the cylinder. A summary of the performance
goals of the ATLAS detector is shown in Table 2.1 together with the η range covered by the
trigger.
Detector component Required resolution η coverage η coverage
measurement trigger
Tracking σpT /pT = 0.05%pT ⊕ 1% ±2.5
EM calorimetry σE/E = 10%E ⊕ 0.7% ±3.2 ±2.5
Hadronic calorimetry
barrel and end-cap σE/E = 50%E ⊕ 5% ±3.2 ±3.2
forward σE/E = 100%E ⊕ 10% 3.1 < |η| < 4.9 3.1 < |η| < 4.9
Muon spectrometer σpT /pT = 10% at pT = 1 TeV ±2.7 ±2.4
Table 2.1: General performance goals of the ATLAS detector. Note that, for high-pT muons, the muon-
spectrometer performance is independent of the inner-detector system. E and pT are expressed in GeV [18].
2.2.1 Coordinate system
The nominal interaction point is defined as the origin of the coordinate system, while the beam
direction defines the z-axis, and the x-y plane is transverse to the beam direction. The positive
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Figure 2.3: Cut-away view of the ATLAS detector and its main sub-detectors [18].
x-axis is defined as pointing from the interaction point to the center of the LHC ring and the
positive y-axis is defined as pointing upwards. The azimuthal angle φ is measured around the
beam axis, and the polar angle θ is the angle from the beam axis.
The rapidity of a particle is defined as y = 12 ln(
E+pz
E−pz ). This quantity is additive under boost
along the pz direction, hence distributions in rapidity are invariant. The pseudorapidity is defined
as
η = −ln[tan(θ/2)]
and it approximates the rapidity y when it is possible to neglect the mass of the particle with
respect to the energy. The pseudorapidity is more widely used because it is experimentally easier
to measure it instead of the rapidity.
Often in this work the angular distance between two objects i and j will be used. It is defined as
∆Rij =
√
(ηi − ηj)2 + (φi − φj)2
Since the longitudinal momentum of the colliding partons is not known a priori in proton-proton
collisions, and the detector acceptance does not allow to reconstruct the momentum component
along the beam pipe, transverse observables are defined in the x-y plane, such as transverse
momentum, pT and missing transverse energy, E
miss
T .
2.2.2 Magnetic system
One of the key features of the ATLAS detector is the unique hybrid superconducting magnet
system. It is an arrangement of a central solenoid surrounded by a system of three large toroids,
one barrel and two end-caps; measuring 26 m in length and 22 m in diameter. A sketch of the
ATLAS magnet system is shown in Figure 2.4.
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Figure 2.4: Sketch of the ATLAS magnet system: the central solenoid (blue), the barrel toroid (red) and
the end-cap toroids (green) [24].
The central superconducting solenoid provides the magnetic field for particle bending in the inner
detector and extends over a length of 5.3 m with a diameter of 2.5 m. It provides a 2 T axial
magnetic field for the inner detector. The three superconducting toroids provide the magnetic
field for the muon detectors. The toroids are arranged with an eight-fold azimuthal symmetry
around the calorimeters. The main reason for using toroids for muon bending is to have the best
possible measuring acceptance at high rapidity. The large barrel toroid provides magnetic bending
over the range |η| < 1.4. End-cap magnets are smaller than the barrel magnet and are inserted
into both ends of the barrel toroid, they provide magnetic bending over the range 1.6 < |η| < 2.7.
Over 1.4 < |η| < 1.6, usually referred to as the transition region, magnetic deflection is provided
by a combination of barrel and end-cap fields. This magnet configuration provides a field which
is mostly orthogonal to the muon trajectories, while minimizing the degradation of resolution due
to multiple scattering.
The barrel toroid provides 1.5 to 5.5 Tm of bending power in the range 0 < |η| < 1.4, and the
end-cap toroids 1 to 7.5 Tm in the region 1.6 < |η| < 2.7. The bending power is lower in the
transition regions where the two magnets overlap.
2.2.3 The Inner Detector
The ATLAS Inner Detector tracker (ID) is designed to provide few high precision measurements
close to the interaction point and a large number of lower precision measurements in the outer
volume. The whole ID is immersed in a 2 T magnetic field, generated by the central solenoid,
that provides the tracks bending (Section 2.2.2). The precise measurement of the trajectory and
the high magnetic field allow to reach a high resolution on the measurement of the transverse
momentum of charged particles with pT as low as 500 MeV. Moreover the position of the vertices
(from the hard scattering interaction and from the in time pile-up events) are reconstructed with
high spatial resolution. The ID consists of three tracking devices: the Pixel detector (PIXEL), the
silicon microstrip tracker (Semi-Conductor Tracker SCT) and the Transition Radiation Tracker
(TRT). A schematic of the ATLAS Inner Detector is shown in Figure 2.5.
To better match the topology of the tracks emerging from the proton-proton collisions the three
devices are separated into a barrel and two end-caps sections, measuring particles laying at
|η| < 1.2 and 1.2 . |η| ≤ 2.5, respectively. In the barrel region, the sensors are arranged in
concentric cylinders around the beam axis while in the end-cap regions they are located on disks
perpendicular to the beam axis [18].
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Figure 2.5: Cut-away view of the ATLAS inner detector [18].
The innermost part of the ID is the Pixel detector. It is placed immediately around the beam
pipe and up to ∼ 15 cm. It is made up of silicon pixels to obtain high precision measurements in
the region close to the interaction point. The pixel detector is made up of three barrel layers
and three disks per side. Each track typically crosses three pixel layers. The innermost layer is
the most important since it provides the most important measurement for the impact parameter
determination. It is placed close to the interaction region, at a radius of ∼ 5 cm, to observe
secondary vertices, necessary for the tagging of τ -leptons and b-jets.
The trajectories in the intermediate region (radii from 30 to 60 cm) are measured by the SCT. The
SCT provides excellent space resolution over a large area. It consists of eight coaxial cylindrical
layers of silicon microstrip detectors in the barrel region and two end-caps, each having nine disk
layers. It takes two SCT modules to form one stereo strip (the angle between them being 40
mrad), allowing the measurement of both φ and z. Eight strip layers (four space points) are
crossed by each track.
The Transition Radiation Tracker is placed at outer radii (60 to 100 cm). The TRT is designed
to provide continuous tracking to enhance the pattern recognition and improve the momentum
resolution over |η| < 2.0 and electron identification complementary to that of the calorimeter. It
is made up of a large number of small diameter (44 mm) drift tubes (straws) which provide good
space resolution in the track bending plane and greatly contribute to pattern recognition. Each
track typically produces about 36 hits in the TRT. In the barrel region, the straws are parallel to
the beam axis while in the end-cap regions, the straws are arranged radially in wheels. Electron
identification capability is added by employing Xenon gas to detect transition radiation photons
created in a radiator between the straws. Diagrams of the ID barrel and of the end-caps of the
ID are shown in Figure 2.6a and 2.6b.
The combination of precision trackers at small radii with the TRT at a larger radius gives very
robust pattern recognition and high precision in both R− φ and z coordinates. The straw hits at
the outer radius contribute significantly to the momentum measurement, since the lower precision
per point compared to the silicon is compensated by the large number of measurements and by
the longer measured track length.
2.2. THE ATLAS DETECTOR 21
(a)
(b)
Figure 2.6: (a) ID barrel diagram: the beam-pipe, the three cylindrical silicon Pixel layers, the four
cylindrical layers of barrel silicon micro-strip modules (SCT) and 72 straw layers in the barrel TRT modules
within their support structure.
(b) ID end-cap diagram: the three silicon-pixel disks, the nine disks of the end-cap SCT and the forty
planes of TRT wheels [18].
A summary of the performances of the tracking system is shown in Table 2.1.
2.2.4 The Calorimeter System
The ATLAS calorimeter system is divided into two sections: the electromagnetic (EM) calorimeter
and the hadronic calorimeter. The EM section must provide a good measurement and containment
of the electromagnetic showers. The hadronic showers are instead measured by the ensemble of
the EM and hadronic sections. A schematic layout of the ATLAS calorimeter system is shown in
Figure 2.7.
The EM section is constituted by a High granularity Liquid-Argon (LAr) electromagnetic sampling
calorimeter, with excellent performance in terms of energy and position resolution, and covers
the pseudorapidity range |η| < 3.2. The hadronic calorimetry in the range |η| < 1.7 is provided
by a scintillator-tile calorimeter (TileCal). In the end-caps (|η| > 1.5), LAr technology is also
used for the hadronic calorimeters. The LAr forward calorimeters provide both electromagnetic
and hadronic energy measurements, and extend the pseudorapidity coverage to |η| = 4.9. Over
the η region matched to the ID, the fine granularity of the electromagnetic calorimeter is ideally
suited for precision measurements of electrons and photons. The coarser granularity of the rest of
the calorimeter is sufficient to satisfy the physics requirements for jet reconstruction and EmissT
measurements. The EM calorimeter, the Hadronic calorimeter and the forward calorimeter will
be further discussed in the next sections.
Calorimeter depth is an important feature as calorimeters must provide a good containment
for electromagnetic and hadronic showers. The total thickness of the EM calorimeter is about
22 radiation lengths (X0) in the barrel and about 24X0 in the end-caps. The approximate 9.7
interaction lengths (λ) of active calorimeter in the barrel (10λ in the end-caps) are adequate to
provide good containment for high-energy jets. Together with the large η-coverage, this thickness
ensure a good EmissT measurement.
A summary of the performance goals of the EM and hadronic calorimeters are given in Table 2.1.
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Figure 2.7: Cut-away view of the ATLAS calorimeter system [18].
Electromagnetic Calorimeter
The LAr electromagnetic calorimeter is located closer to the beam axis with respect to the
hadronic calorimeter, and is divided into a barrel part and two end-cap components. The barrel
calorimeter consists of two identical half-barrels, separated by a small gap at z = 0.
The EM calorimeter is a lead-LAr detector with accordion-shaped electrodes and lead absorber
plates over its full coverage. It is segmented into layers to observe the longitudinal development of
the showers and determine their direction. Over the region devoted to precision physics (|η| < 2.5,
corresponding to the ID coverage), it is segmented into three sections in depth, while in the higher
η region (2.5 < |η| < 3.2) it is segmented into two sections. The first layer consists of fine-grained
strips segmented in the η-direction with a coarser granularity in φ. The second layer collects the
largest fraction of the energy of the electromagnetic shower, and the third layer collects only the
tail of the electromagnetic shower and is therefore less segmented in η. In the region of |η| < 1.8,
a presampler detector is used to correct for the energy lost by electrons and photons upstream of
the calorimeter.
Tile Calorimeter and LAr hadronic end-cap calorimeter
TileCal is the central hadronic calorimeter. It is placed directly outside the EM calorimeter
envelope, and is divided in a barrel section that covers the region |η| < 1.0, and two extended
barrels that cover the range 0.8 < |η| < 1.7. It is a sampling calorimeter using steel as the
absorber and scintillating tiles as the active material.
The Hadronic End-cap Calorimeter (HEC) is a sampling calorimeter and consists of two indepen-
dent wheels per end-cap, located directly behind the end-cap electromagnetic calorimeter. Each
wheel is divided into two segments in depth, for a total of four layers per end-cap. The wheels
are built from parallel copper plates, interleaved with LAr gaps, providing the active medium.
2.2. THE ATLAS DETECTOR 23
Forward Calorimeter
The Forward Calorimeter (FCal) consists of three modules in each end-cap: the first, made of
copper, is optimised for electromagnetic measurements, while the other two, made of tungsten,
measure predominantly the energy of hadronic interactions. The Lar constitutes the sensitive
medium.
2.2.5 Muon system
The muon system is based on the magnetic deflection of muon tracks in the large superconducting
toroid magnets, instrumented with a hybrid system of tracking chambers that provides fast
information for trigger implementation and high precision measurement for high resolution
tracking. A schematic view of the muon system is shown in Figure 2.8.
Figure 2.8: Cut-away view of the ATLAS muon system [18].
Since most muons pass the ID and the calorimeters without decaying or being absorbed, they
can be measured in the outer part of the detector. The muon spectrometer is therefore placed
around the calorimeter. The toroid system, described in Section 2.2.2, generates strong bending
power in a large volume within a light and open structure. Multiple-scattering effects are thereby
minimised, and excellent muon momentum resolution is achieved by three layers of high precision
tracking chambers.
In the barrel region, tracks are measured in chambers arranged in three cylindrical layers around
the beam axis; at radii of approximately 5 m, 7.5 m, and 10 m. In the end-cap regions, the
chambers form four large wheels and are installed in planes perpendicular to the beam, located
at distances of |z| ' 7.4 m, 10.8 m, 14 m, and 21.5 m from the interaction point.
Over most of the η-range, a precision measurement of the track coordinates in the principal
bending direction of the magnetic field is provided by Monitored Drift Tubes. These chambers
consist of three to eight layers of drift tubes. They cover the pseudorapidity range |η| < 2.7,
except in the innermost end-cap layer where their coverage is limited to |η| < 2.0. At large
pseudorapidities, 2 < |η| < 2.7, Cathode Strip Chambers (CSC’s) are used in the innermost
tracking layer due to their higher rate capability and time resolution. The CSC’s are multiwire
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proportional chambers with cathode planes segmented into strips in orthogonal directions.
The trigger system covers the pseudorapidity range |η| < 2.4. Resistive Plate Chambers are used
in the barrel and Thin Gap Chambers in the end-cap regions.
The performances of the muon system are summarized in Table 2.1.
2.2.6 Trigger
The ATLAS Trigger and Data AcQuisition system (TDAQ) is built to select and store the
physically interesting events. The proton-proton interaction rate at LHC is approximately 1 GHz,
while the event data recording, based on technology and resource limitations, is limited to about
200 Hz. This requires an overall rejection factor of 5× 106 against minimum-bias processes while
maintaining maximum efficiency for the physically interesting events. The TDAQ system perform
this selection using three consecutive trigger levels. Each trigger level refines the decisions made
at the previous level and, where necessary, applies an additional selection. A flowchart of the
ATLAS TDAQ system is shown in Figure 2.9.
Figure 2.9: Block diagram of the TDAQ system [25].
The Level-1 (L1) trigger system uses information from the calorimeters and muon detectors to
make a decision on whether or not to continue processing an event, reducing the data rate to
approximately 75 kHz. The decision is made in less than 2.5 µs. The subsequent two levels,
collectively known as the high-level trigger, are the Level-2 (L2) trigger and the event filter. They
provide the reduction to a final data-taking rate of approximately 200 Hz.
The L1 trigger signatures include high transverse-momentum muons, photons, electrons, jets, and
τ -leptons decaying into hadrons, as well as large missing and total transverse energy. Results
from the L1 muon and calorimeter triggers are processed by the central trigger processor, which
implements a trigger “menu” made up of combinations of trigger selections. Events passing the
L1 trigger selection are transferred to the next stages of the detector-specific electronics and
subsequently to the data acquisition. In each event, the L1 trigger also defines one or more
Regions-of-Interest (RoI) that are the geographical coordinates in η and φ, of those regions
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within the detector where the L1 trigger has identified interesting features. The RoI data
include information on the type of feature identified and the criteria passed. This information is
subsequently used by the high-level trigger.
The L2 selection is seeded by the RoI information provided by the L1 trigger. L2 selections use,
at full granularity and precision, all the available detector data within the RoI (approximately 2%
of the total event data). The L2 menus are designed to reduce the trigger rate to approximately
3.5 kHz, with an event processing time of about 40 ms.
The final stage of the event selection is carried out by the event filter, which reduces the event
rate to roughly 200 Hz. Its selections are implemented using oﬄine analysis procedures within an
average event processing time of the order of four seconds.
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Chapter 3
Object reconstruction
In this chapter, the focus is on the methods to reconstruct the characteristics of the physical
objects (electrons, muons, jets and missing transverse energy) from the detector signals. The
described procedures are applied to both simulated events and data samples. Particular emphasis
is given to the reconstruction of the large-radius jets since this is the main characteristics of the
final state in this analysis.
3.1 Electron reconstruction
In the central region of the ATLAS detector (|η| < 2.47), electrons are reconstructed as energy
deposits (clusters) in the EM calorimeter associated to a well-reconstructed ID track originating
from a vertex located in the beam interaction region [26].
To reconstruct the electromagnetic clusters, the EM calorimeter is divided into a grid of Nη×Nφ =
200× 256 towers of size ∆η ×∆φ = 0.025× 0.025, corresponding to the granularity of the EM
calorimeter middle layer. A sketch of the different layers of the EM calorimeter is shown in
Figure 3.1.
Figure 3.1: Sketch of an EM barrel module. The cell granularity for the different layers is shown [18].
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The tower energy is obtained by summing the cell energies of all the longitudinal layers (the front,
middle and back EM calorimeter layers and, for |η| < 1.8, also the presampler detector). The
energy of cells spanning several towers is distributed uniformly among the participating elements.
In order to reconstruct the EM clusters, seed clusters of longitudinal towers with total cluster
transverse energy above 2.5 GeV are searched for, using a sliding-window algorithm [27]. This
algorithm is based on the clustering of calorimeter cells within rectangles of size 3× 5 towers in
the η − φ space. A duplicate removal algorithm is applied on close-by seed clusters. The clusters
associated with electron candidates must satisfy a set of identification criteria, requiring their
longitudinal and transverse profiles to be consistent with those expected for EM showers induced
by electrons.
Three reference sets of cut-based selections, labelled Loose, Medium and Tight, have been
defined to identify electrons [28]. These three selections have an increasing background rejection
power. Medium identified electrons are a subset of the Loose selection and the Tight identified
electrons are a subset of the Medium selection. The selections are tightened by considering more
variables and by using more stringent cuts. A brief description of the electron selections is:
 Loose: simple shower-shape cuts and very loose matching cuts between the reconstructed
track and the calorimeter cluster;
 Medium: tightened requirements on the discriminating variables used in the Loose selection
together with a loose selection on the transverse impact parameter and on the number of
track hits in the TRT. Moreover a track hit in the innermost layer of the pixel detector is
requested to discriminate against photon conversions;
 Tight: a selection is added on the ratio between the candidate electron energy and the
matched track momentum; stricter requirements on the discriminating variables and TRT
information with respect to those applied in the Medium selection are used; a veto is also
applied on reconstructed photon conversion vertexes associated with the cluster.
In this analysis we have mostly used the Tight selection criteria.
3.2 Electron performances
It is very important to measure on data the identification and reconstruction efficiencies, and
to verify with simulated events that these efficiencies are correctly reproduced. In order to do
this, a clean and unbiased sample of electrons is needed. This sample is obtained by applying
the so-called tag-and-probe method on Z → ee and J/ψ → ee events [28]. In both cases events
are required to contain one well identified electron (tag) and a second candidate electron passing
only very loose criteria (probe). The probe electron is used to measure the efficiencies. The
tag-and-probe pair must satisfy the requirements on the reconstructed invariant mass. Additional
selection criteria on the event properties are applied to select well reconstructed events: only events
passing data-quality criteria, in particular concerning the inner detector and the calorimeters, are
considered. Furthermore, at least one reconstructed primary vertex with at least three tracks
should be present in the event. In order to avoid biasing the selected probe sample, all valid
combinations of electron pairs in the event are considered, an electron can be the tag in one
pair and the probe in another one. The efficiency is defined as the fraction of probe electrons
passing the tested criterion. In the following the methods to measure the identification and the
reconstruction efficiencies are described.
The so-called identification efficiencies are the efficiencies of the identification criteria (Loose,
Medium, Tight) introduced in Section 3.1. They are determined in data and in the simulated
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samples selecting the sub-sample of tag electrons that are associated with tracks having at least 1
hit in the pixel detector and at least 7 hits in the pixel or SCT detectors (track quality). The
efficiencies are calculated as the ratios of the number of electrons passing a certain identification
criteria (numerator) to the number of tag electrons with a matching track passing the track
quality requirements (denominator).
The reconstruction efficiency is defined as the ratio of the number of electrons reconstructed
as a cluster matched to a track passing the track quality criteria (numerator) to the number of
clusters with or without a matching track (denominator).
Measured reconstruction efficiency are shown as a function of the electron η and ET respectively
in Figure 3.2a and 3.2b for the 2011 and 2012 datasets.
(a) (b)
Figure 3.2: Measured reconstruction efficiencies as a function of ET integrated over the full pseudorapidity
range (a) and as a function of η for 15 GeV< ET < 50 GeV (b) for the 2011 (triangles) and the 2012
(circles) datasets [28].
With respect to 2011, in 2012 a new track reconstruction algorithm and improved track-cluster
matching were introduced. As a result, the overall electron reconstruction efficiency is increased
by roughly 5%. The overall electron reconstruction efficiency, averaged over η, is about 97%
for electrons with ET = 15 GeV and reaches about 99% at ET = 50 GeV. For electrons with
ET > 15 GeV, the efficiency varies from 99% at low η to 96% at high η. The uncertainty on the
reconstruction efficiency is below 0.5% for ET > 25 GeV, and between around 0.5− 1.5% at lower
transverse energy.
The measured combined reconstruction and identification efficiencies are shown as a function of
the electron η and ET respectively in Figure 3.3a and 3.3b for the various identification criteria.
The accuracy with which the Monte Carlo (MC) simulation models the electron efficiency plays an
important role in cross-section measurements, therefore the MC samples need to be corrected to
reproduce the measured data efficiencies as closely as possible. This is achieved by a multiplicative
correction factor defined as the ratio of the efficiency measured in data to that measured in the
simulation. The measured data-to-MC efficiency ratios are applied scale factors in analyses. These
data-to-MC correction factors are usually close to unity. Deviations stem from the mismodelling
of tracking properties or shower shapes in the calorimeters. Deviations larger than a couple of
percent from unity occur only for low ET or high η regions.
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(a) (b)
Figure 3.3: Measured combined reconstruction and identification efficiency for the various selections as a
function of ET (a) and η (b) for electrons. The selections described in Section 3.1 are the Loose (yellow
circles), Medium (pink triangles) and Tight (green triangles) selections [28].
3.3 Muon reconstruction
Muons are identified and reconstructed using the information from the muon spectrometer (MS)
and from the inner detector (ID) and, to a lesser extent, from the calorimeter [29].
Muon identification is performed according to several reconstruction criteria (leading to different
muon “types”), according to the available information from the ID, the MS, and the calorimeter.
Muons used in this analysis are so-called Combined muons. Combined muons candidates have
the highest muon purity. For these muons, track reconstruction is performed independently in the
ID and MS, and a combined track is formed from the successful combination of a MS track with
an ID track. The successful combination is given by a good position and momentum matching.
The following quality requirements are applied to the ID tracks used:
 at least 1 Pixel hit;
 at least 5 SCT hits;
 at most 2 active Pixel or SCT sensors traversed by the track but without hits;
 in the region of full TRT acceptance, 0.1 < |η| < 1.9, at least 9 TRT hits.
The above requirements are dropped in the region |η| > 2.5 (not covered by the ID).
3.4 Muon performances
The availability of two independent detectors to reconstruct the muons (the ID and the MS)
enables a precise determination of the muon reconstruction efficiency in the region |η| < 2.5. The
efficiency is obtained using the tag-and-probe method described in Section 3.2 for the electrons.
Combined muons are used as tag, while the probe depends on the measured efficiency. The total
reconstruction efficiency of Combined muons is given by:
(Combined) = (Combined|ID) · (ID)
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where (ID) is the probability that a muon is reconstructed as an ID track, and (Combined|ID)
is the conditional probability that a muon reconstructed in the ID is also reconstructed using the
MS as a Combined muon. The efficiency (Combined|ID) is measured using Calorimeter-Tagged
muons as probes. Calorimeter-Tagged muons are ID tracks associated with an energy deposit
in the calorimeter compatible with a minimum ionising particle. The quantity (ID) cannot be
measured directly and is replaced by (ID|MS) to give the tag-and-probe approximation:
(Combined) ' (Combined|ID) · (ID|MS)
where (ID|MS) is the conditional probability that a muon reconstructed by the MS is also
reconstructed in the ID, and is measured using MS tracks as probes.
Figure 3.4: Muon reconstruction efficiency as a function of η measured in Z → µµ events for muons with
pT > 10 GeV and different muon reconstruction types. Combined muons are drown in red for the Monte
Carlo simulation and in black for the Data. The bottom panel shows the ratio between the measured
and predicted efficiencies. The error bars on the ratios are the combination of statistical and systematic
uncertainties [29].
Figure 3.4 shows the muon reconstruction efficiency (Combined) as a function of η as measured
from Z → µµ events. The combination of all the muon reconstruction types gives a uniform
muon reconstruction efficiency of about 99% over most the detector regions. The reconstruction
of tracks in the spectrometer is affected by acceptance losses mainly in two regions: at η ' 0,
where the MS is only partially equipped with muon chambers in order to provide space for the
services for the ID and the calorimeters, and in the region (1.1 < η < 1.3) between the barrel and
the positive η end-cap, where there are regions in φ with only one layer of chambers traversed by
muons in the MS, due to the fact that some of the chambers of that region were not yet installed
during the 2012 data taking.
The level of agreement of the measured efficiency, Data, with the efficiency measured with the
same method in MC, MC, is expressed as the ratio between these two numbers, called efficiency
scale factor:
Efficiency scale factor =
Data
MC
Possible biases introduced by the tag-and-probe approximation and other systematic effects on
the efficiency measurement, which appear both in data and in MC, cancel in the scale factors.
The efficiencies measured in experimental and simulated data are in good agreement, in general
well within 1%.
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3.5 Jet reconstruction
Jets are the experimental manifestation of partons. Because of confinement quarks and gluons can
not be observed directly but they are observed through the sprays of particles that emerge from
their hadronisation. These particles interact with the calorimeters producing energy “showers”.
Jets are therefore groups of topologically related energy deposits in the calorimeters. Incoming
particles usually deposit their energy in many calorimeter cells [30]. The cluster algorithm,
named topological cluster algorithm, is designed to group cells deposit belonging to the same
particle forming three-dimensional clusters. The cluster energy is calculated as the sum of the
cell energies and calibrated to account for the energy deposited outside the cluster and in dead
material [31]. Jets are reconstructed by applying the jet clustering algorithm to the ensemble of
reconstructed clusters. A further calibration is then applied to the reconstructed jets. Details
about the topological clustering and the jet clustering algorithms are given in the following.
The topological clustering algorithm starts with a so-called seed cell, having a signal to
noise ratio ςcell = Ecell/σnoise,cell > 4. The cells neighbouring a seed and satisfying ςcell =
Ecell/σnoise,cell > 2 are collected into the cluster, and their neighbours are collected into the cluster
as well. If a particular neighbour is a seed cell passing the threshold ςcell = Ecell/σnoise,cell > 4,
the two clusters are merged. If a neighbouring cell is attached to two different clusters and its
signal significance is ςcell = Ecell/σnoise,cell > 2, the two clusters are merged. After the initial
clusters are formed, they are analysed for local signal maxima by a splitting algorithm, and split
between those maxima if any are found. The cluster splitting algorithm can find cells which are
neighbours to two or more signal maxima. In this case, the cell is shared between the two maxima
with the highest-energy. The cluster variables which are relevant for the jet definition are: the
direction with respect to the interaction point and the sum of the energy in its cells. From these
variable, a 0 mass four-vector is associated to each single cluster, the so-called topological cluster.
The topological clustering algorithm is very efficient at suppressing noise. Noise in the calorimeters
comes from two main sources: the readout electronics and the pile-up noise. The pile-up noise
arises both from in-time pile-up and from out-of-time pile-up, because the response time of the
calorimeters is longer than the interval between bunch crossings.
Topological clusters (topo-clusters) are used as inputs to reconstruct both jets and missing
transverse energy. The topo-cluster energies are initially reconstructed at the electromagnetic scale,
which correctly measures the energy deposited in the calorimeter through the electromagnetic
showers. A second topo-cluster collection is built by calibrating the calorimeter cells such that
also the response of the calorimeters to hadrons is correctly reconstructed. This calibration is
called Local Cell Weighting calibration (LCW). The LCW method first classifies topo-clusters as
either hadronic or electromagnetic, primarily based on the measured energy density and on the
longitudinal shower depth. Energy corrections are derived according to this classification based
on charged and neutral pion response as obtained from Monte Carlo simulation.
The jet clustering algorithms take the topo-clusters as inputs to reconstruct the jets. Two kinds
of jet clustering algorithms have been used in this work:
 kt algorithm;
 anti-kt algorithm.
The jets are reconstructed with the anti-kt jet algorithm [32] while the kt algorithm is used to
reconstruct the subjets contained in the large-radius jets, as described in Section 3.6.
To apply the anti-kt jet clustering algorithm two distances need to be introduced: the distance
dij between the topo-clusters i and j and diB between the topo-cluster i and the beam (B):
dij = min(
1
p2Ti
,
1
p2Tj
) · ∆Rij
R2
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diB =
1
p2Ti
where ∆R2ij = (yi − yj)2 + (φi − φj)2; pTi , yi, φi and are the transverse momentum, rapidity,
azimuth of particle i and R is the distance parameter.
The clustering proceeds by identifying the smallest of the distances among dij and diB , and if it
is a dij the topo-clusters i and j are recombined, whereas if it is diB i is classified as a jet and is
removed from the list of constituents. The distances are recalculated and the procedure repeated
until no topo-clusters are left.
The d1i = min(
1
p2T1
, 1
p2Ti
) · ∆R21iR2 between a hard particle 1 and a soft particle i is exclusively
determined by the transverse momentum of the hard particle and the ∆R1i separation. The dij
between similarly separated soft particles will instead be much larger. Therefore soft particles
will tend to cluster with hard ones long before they cluster among themselves. If a hard particle
has no hard neighbours within a distance 2R, then it will simply accumulate all the soft particles
within a circle of radius R, resulting in a perfectly conical jet. The key feature of this algorithm is
that the soft particles do not modify the shape of the jet, while hard particles do; this means that
the jet boundaries are resilient with respect to soft radiation, but flexible with respect to hard
radiation. In this analysis two kind of jets are reconstructed with the anti-kt algorithm: small-R
jets with distance parameter R = 0.4 and large-radius (large-R) jets with distance parameter
R = 1.0.
The kt algorithm proceeds as the anti-kt algorithm but distances are defined as:
dij = min(p
2
Ti, p
2
Tj) ·
∆Rij
R2
diB = p
2
Ti
this algorithm is used to reconstruct subjets within jets, as described in Section 3.6.
Reconstructed jets are calibrated using the multi-step procedure described below. Firstly, the
direction of the jet is adjusted in such a way that it points back to the hard-scatter vertex instead
of the detector center. Secondly, the pile-up dependence of the calorimeter response to jets is
reduced by subtracting the expected pile-up contribution, defined as the expected energy density
of soft contributions multiplied by the jet area. Any remaining pile-up dependence is removed
by residual corrections parametrized as a function of the number of primary vertexes (NPV),
and the expected average number of interactions 〈µ〉. Third, a Monte Carlo (MC) derived η-
and energy-dependent calibration is applied that relates the reconstructed energy to the true jet
energy.
3.6 Boosted jet grooming
The high collision energies at the LHC can result in the production of particles with transverse
momenta, pT , much larger than their mass. Such particles are boosted: their decay products are
highly collimated, and for fully hadronic decays they can be reconstructed as a single hadronic
jet. A rule of thumb is 2M/pT ∼ R: twice the jet mass divided by the pT is roughly equal to the
maximum opening angle of the two decay products [33].
In this analysis one boosted W or Z boson decaying hadronically is selected for each event.
The reconstruction algorithm used for the boosted boson is the anti-kt algorithm described in
Section 3.5 with a distance parameter R = 1.0.
A so-called grooming algorithm is then applied to the resulting jet, in order to remove contributions
from pile-up and to reveal the hard substructure by removing the soft component of the radiation.
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Various grooming algorithms have been developed in the last years, and the one used in this
analysis is the so-called trimming algorithm [34]. The inputs to the trimming are the topo-clusters
composing the jet. The trimming algorithm consists of two steps. Firstly smaller “subjets” are
reconstructed using the kt algorithm described in Section 3.5, with a distance parameter Rsub.
Secondly the reconstructed subjets are removed if they carry less than a fraction fcut of the
original, ungroomed, jet pT . This procedure is illustrated in Figure 3.5.
Figure 3.5: Diagram depicting the jet trimming algorithm. The inputs for the trimming are the topo-clusters
(left). Smaller subjets are then reconstructed using the kt algorithm with a distance parameter Rsub
(center). The subjets are then removed if they carry less than a fraction fcut of the original, ungroomed,
jet pT (right) [35].
The trimming algorithm uses the kt algorithm rather than the anti-kt algorithm to reconstruct
the subjets, because subjets formed by the kt algorithm tend to better share the energy between
subjets. The anti-kt algorithm clusters radiation from hardest to softest while the kt algorithm
clusters from softest to hardest. I.e. if the dominant final state radiation deposition in a jet
cannot be contained within a single subjet, the anti-kt algorithm will tend to create imbalanced
subjets by allocating most of the energy to one subjet. In this way the weaker subjet is more
likely to to have a pT fraction smaller than fcut and therefore it is more likely to be discarded.
The kt algorithm is more likely to yield a equitable distribution of energy between the subjets
making them less likely to be discarded by the trimming procedure.
In the trimming algorithm configuration used for this work Rsub = 0.2 and fcut = 0.05. An
extensive study has analysed a large number of grooming algorithms and configurations, and it has
been shown that this specific grooming algorithm configuration is particularly suitable to remove
the pile-up dependence from the jet energy and mass scale [33]. This study has been performed
using simulated multi-jet samples and a simulation of the hypothetical process W ′ →WZ → qqll.
Figure 3.6 shows the correlation between the average jet mass and the number of primary vertices
before and after the trimming algorithm is applied. The significant correlation between the
average ungroomed jet mass and the number of reconstructed primary vertices is absent for
trimmed jets in both signal and background. Jet grooming also helps distinguish W/Z-jets from
QCD multi-jets by improving the mass resolution.
The systematic uncertainties on the large-R jet mass MJ and pT are evaluated with data using
track-jets [35]. A track-jet is a jet reconstructed with the same procedure described above, but
using the tracks as inputs to the jet clustering algorithm in place of the topo-clusters. The use
of track-jets suppress the impact of pile-up effects by requiring the tracks to point to the hard-
scattering vertex. The inner detector and the calorimeter have largely uncorrelated instrumental
systematic effects, and so a comparison of variables such as jet mass and energy between the
two systems allows a separation of physics (correlated) and detector (uncorrelated) effects. It
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Figure 3.6: The average jet mass as a function of the number of reconstructed primary vertices for W-jet
signal and multi-jet background, before and after grooming using anti-kt, R = 1.0 trimmed with fcut = 0.05
and Rsub = 0.2 [33].
is therefore possible to evaluate the jet mass systematic uncertainty, and also to estimate the
pile-up energy contribution to jets. The first step consists in an η − φ matching between the
calorimeter and the track-jets. For each associated jet the mass ratio is calculated as:
rmtrack-jet =
mcalo-jet
mtrack-jet
where mcalo-jet and mtrack-jet are the masses of the calorimeter and track-jets respectively. This
procedure is applied both to the data and to the Monte Carlo samples, therefore obtaining
rm,datatrack-jet and r
m,MC
track-jet. The second step is computing the ratio between these two ratios:
Rmtrack-jet =
rm,datatrack-jet
rm,MCtrack-jet
The relative systematic uncertainty is estimated as the weighted average absolute deviation of
the double ratio, Rmtrack-jet, from unity. The statistical uncertainty is used as the weight:
δMC =
∑
bins wbin(R
M − 1)∑
bins wbin
The large-R jet pT systematic uncertainty is evaluated using the same procedure described for the
mass. The total jet mass and pT scale uncertainty for jets with R = 1.0 trimmed with fcut = 0.05
and Rsub = 0.3 are shown in Figure 3.7 as a function of the jet pT for jets with |η| = 0 and
M/pT = 0.2. The mass scale uncertainty can vary between ∼ 4% and ∼ 6% depending on the pT ,
η and M/pT of the jet. The pT scale uncertainty varies between ∼ 2% and ∼ 4%. The systematic
uncertainties on the large-R jet mass and pT have been used to obtain the uncertainty on the
measured signal yields, as described in Chapter 8.
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Figure 3.7: Summary of the trimmed jet mass (a) and pT (b) scale fractional systematic uncertainties, as
a function of jet pT . Uncertainties are calculated as a function of pT , η and mass/pT [36].
3.7 Boosted jet substructure
In order to improve the selection of the large-R jet generated by an hadronic W/Z decay, the
trimmed jet substructure is used. Substructure variables are a set of jet properties that are
designed to uncover the hard substructure within jets. QCD jets are generally one-pronged and
they are dominated by soft and collinear emissions, while jets formed by boosted W/Z bosons are
two-pronged. The goal of the boosted boson tagging is to define observables which distinguish
those jets whose substructure is consistent with a two-prong jet from jets whose substructure is
consistent with a one prong QCD jet. The substructure variable exploited in this analysis uses the
relative positions and momenta of the jet constituents with respect to each other. The definition
of this variable and the theoretical motivation behind it is the aim of the rest of this paragraph.
The one-point, two-point and three-point correlation functions for a jet J are given by:
ECF1(β) =
∑
i∈J
pTi = pTJ
ECF2(β) =
∑
i<j∈J
pTipTj(∆Rij)
β
ECF3(β) =
∑
i<j<k∈J
pTipTjpTk(∆Rij∆Rik∆Rjk)
β
where the sum is performed over the constituents i of the jet, pTi is the transverse momentum of a
constituent and ∆Rij is the angular separation between the constituents i and j. The parameter
β allows to give a lower or larger weight to the angular separation of the jet constituents. The
(n + 1)-point correlation functions are sensitive to n-prong substructure: for a system with n
constituents ECF (n+1)(β) should be significantly smaller than ECFn(β) [37]. Therefore, since
W/Z boson decays have a two-prong structure, ECF3 is expected to be significantly smaller then
ECF2.
An abbreviated and dimensionless form of these definitions can be written as :
eβ2 =
ECF2(β)
ECF1(β)2
=
1
p2TJ
∑
i<j∈J
pTipTj∆R
β
ij
eβ3 =
ECF3(β)
ECF1(β)3
=
1
p3TJ
∑
i<j<k∈J
pTipTjpTk(∆Rij∆Rjk∆Rki)
β
(3.1)
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These variables are the so-called energy correlation functions. The energy correlation functions
are defined such that en → 0 in any of the soft (small pTi/pTJ ) or collinear (small ∆Rij) limits of
a configuration of n constituents. In the following text the two and three-point energy correlation
functions, eβ2 and e
β
3 , will be studied, defining a two-dimensional phase space. Two distinct
regions of this phase space will be found, corresponding to jets with one or two hard prongs. As
previously mentioned QCD jets exist dominantly in the former region while boosted W/Z bosons
exist dominantly in the latter. In order to find these two phase spaces, eβ2 and e
β
3 are written as a
functions of powers of pTi of the constituents with respect to the jet pTJ , (pTi/pTJ )
a, and of the
relative positions of the i, j constituents ∆Rbij [38].
The first step is defining soft and collinear emissions, which dominate QCD jets. A constituent s
produced by a soft emission is defined as one for which:
zs ≡ pTs
pTJ
 1 ∆Rsj ∼ 1
where s is the soft constituent, j is any other constituent in the jet and Rsj ∼ 1 means that ∆Rsj
is equally distributed at all angular distances. Similarly, a collinear emission, c, is defined as
having a pT fraction:
pTc
pTJ
∼ 1
but with an angle to other constituents which depends on whether they are also collinear or soft:
∆Rcc  1, ∆Rcs ∼ 1. Here, ∆Rcc is the angle between two collinear constituents, while ∆Rcs is
the angle between a soft constituent and a collinear constituent. Soft emissions also implicitly
include radiation that is simultaneously both soft and collinear.
If one considers performing a measurement of eβ2 on a jet and further requiring e
(β)
2  1, from
the definition of eβ2 (equation 3.1) a measurement of e
β
2  1 forces all jet constituents to either
have small pTi or small ∆Rij . In other words, the observable is dominated by soft and collinear
emissions. There are three possible configurations that contribute to eβ2 in this case: soft-soft
correlations, soft-collinear correlations, and collinear-collinear correlations. Therefore, eβ2 can be
expressed as:
eβ2 ∼
1
p2TJ
∑
s
pTspTs∆R
β
ss +
1
p2TJ
∑
s
pTcpTs∆R
β
cs +
1
p2TJ
∑
c
pTcpTc∆R
β
cc
To determine the dominant contributions to eβ2 , contributions that are parametrically smaller are
neglected. Firstly the first term is ignored because pTs  pTc. Since ∆Rcs ∼ 1, ∆Rcs = 1 in
the second term. Also, pTc ∼ pTJ and so pTc is replaced with pTJ in the second and third terms.
Making these substitutions, eβ2 becomes:
eβ2 ∼
∑
s
zs +
∑
c
∆Rβcc (3.2)
Equation 3.2 discloses the dominant structure of a jet for which eβ2  1. In equation 3.2 a
summation over the soft or collinear constituents is explicitly written. From now on the explicit
summation will be dropped for simplicity.
The phase space for the variables eβ2 and e
β
3 is composed of jets which are unresolved by the
measurement, dominantly from the QCD background, and shown schematically in Figure 3.8a,
and jets with a resolved two-prong structure, as from boosted W/Z decays, shown schematically
in Figure 3.8b.
The next step requires to define the region of phase space dominated by one-prong jets. A jet with
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(a) (b)
Figure 3.8: (a) one-prong jet, dominated by collinear (blue) and soft (green) radiation. The angular size of
the collinear radiation is ∆Rcc and the pT fraction of the soft radiation is zs.
(b) two-prong jet resolved into two subjets, dominated by collinear (blue), soft (green), and collinear-soft
(orange) radiation. The subjets are separated by an angle ∆R12 [38].
a single hard core of radiation, as in Figure 3.8a, is dominated by soft radiation with characteristic
pT fraction zs  1, and collinear radiation with a characteristic angular size ∆Rcc  1. All
other scales are order-1 numbers that are assumed equal to 1. With these assumptions, it is
possible to determine the scaling of the contributions to eβ2 and e
β
3 from collections of soft and
collinear constituents. The scalings are given in Table 3.1 for contributions from three collinear
constituents (CCC), two collinear and one soft constituent (CCS), one collinear and two soft
constituents (CSS), and three soft constituents (SSS).
Table 3.1: Scaling of the contributions of one-prong jets to eβ2 and e
β
3 from the different possible configura-
tions of soft (S) and collinear (C) radiation.
Modes eβ2 e
β
3
CCC ∆Rβcc ∆R
3β
cc
CCS ∆Rβcc + zs zs∆R
β
cc
CSS zs + z
2
s z
2
s
SSS z2s z
3
s
Dropping the contributions that are power-suppressed, the two and three-point energy correlation
functions measured on one-prong jets scale like:
eβ2 ∼ zs + ∆Rβcc
eβ3 ∼ z2s + ∆R3βcc + ∆Rβcczs
To go further, the relative size of zs and ∆Rcc must be determined. There are two possibilities,
depending on the region of phase space identified by the measurement: either zs makes a dominant
contribution to eβ2 , or its contribution is power suppressed with respect to Rcc. If zs gives the
dominant contribution to eβ2 this immediately implies that e
β
3 ∼ (eβ2 )2. If instead zs gives a
subleading contribution compared to ∆Rcc in e
β
2 , then e
β
3 ∼ (eβ2 )3. Therefore one-prong jets
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mainly populate the region of phase space defined by (eβ2 )
3 . eβ3 . (e
β
2 )
2. Of particular interest
for the design of discriminating observables is the fact that this region of phase space has a lower
boundary. This region is shown in blue in Figure 3.9a.
(a) (b)
Figure 3.9: (a) Phase space defined by the measurement of the energy correlation functions eβ2 and e
β
3 .
The phase space is divided into one and two-prong regions with a boundary corresponding to the curve
eβ3 ∼ (eβ2 )3 [38].
(b) Contours of constant D2 in the phase space defined by e
β
2 , e
β
3 . The one and two-prong regions of phase
space are labelled, with their boundary corresponding to the curve eβ3 ∼ (eβ2 )3 [38].
The last step is considering the case in which the measurement of eβ2 and e
β
3 resolves two
constituents within the jet, as for W and Z bosons. Figure 3.8b shows a jet with two prongs, each
of which carry O(1) of the jet pT and are separated by an angle ∆R12 < 1. Each of the prong
has collinear emissions at a characteristic angle ∆Rcc  ∆R12. There is in general global soft
radiation at large angles with respect to the prong with characteristic pT fraction zs  1. Finally
there is “collinear-soft” radiation with characteristic angle ∆R12 from the subjets, and with pT
fraction zcs.
For two-prong jets the value of eβ2 is set by the hard splitting. This means
eβ2 ∼ ∆R12
with all other contributions suppressed.
For eβ3 the leading contributions must arise from correlations between the two hard subjets with
either the global soft, collinear or collinear-soft modes. The scaling of these different contributions
to eβ3 is given in Table 3.2, from which the scaling of the three point energy correlation function
for two-pronged jets is find to be
eβ3 ∼ ∆Rβ12zs + ∆R2β12 ∆Rβcc + ∆R3β12 zcs
Assuming that the jet only has two hard subjets zcs  1. Assuming that the three contributions
to e3 all scale equally the result is:
(eβ2 )
3 ∼ ∆R3β12  ∆R3β12 zcs ∼ eβ3
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Table 3.2: Scaling of the contributions from global soft (S), collinear (C), and collinear-soft (Cs) radiation
correlated with the two hard subjets (denoted by C1 and C2) in two-prong jets to e
β
3 from the different
possible configurations.
Modes eβ3
C1C1S ∆R
β
12zs
C1C2C ∆R
2β
12 ∆R
β
cc
C1C2CS ∆R
3β
12 zsc
which defines the two-prong jet region of phase space as that for which e3  (e2)3. Finally, the
one and two-prong jets prevalently populate the phase space regions where:
one-prong jet: (eβ2 )
3 . eβ3 . (e
β
2 )
2
two-prong jet: 0 < eβ3  (eβ2 )3
shown in Figure 3.9a. Because the boundary between the background-rich and signal-rich regions
is eβ3 ∼ (eβ2 )3, this suggests that the optimal observable for discriminating boosted W/Z bosons
from QCD jets is
Dβ2 =
eβ3
(eβ2 )
3
Signal jets will be characterized by a small value of Dβ2 , while background jets will predominantly
have large Dβ2 . Contours of constant D
β
2 lie entirely in the signal or background region, as is
shown schematically in Figure 3.9b.
The argument followed in this section to find an optimal tagging observable gives a theoretical
motivation to the tagging variable, however it is made using a large number of approximation
and do not take into account all the experimental effects. Therefore at reconstructed level the
red regions in Figure 3.9a only indicates a region of phase space which is richer in W/Z boosted
bosons with respect to the blue region.
Over recent years a large number of techniques and substructure variables have been proposed
as effective methods for tagging hadronically decaying boosted particles. Many of these tagging
variables have been tested on Monte Carlo simulations to study their power of discriminating
signal from background. The variable used in this thesis is Dβ=12 associated with a trimming
algorithm with Rsubjet = 0.2 and fcut = 0.05 as it has been shown to be a particularly good
variables for tagging W-jets [33].
3.8 b-Jet identification
The b-jet identification is exploited to study the top background events. The top quark decays
predominantly in Wb, therefore identifying b-Jets in association with a large-R jet, produced
from the W hadronic decay, allows to enrich the selected event sample with top events.
The lifetime-based b-tagging algorithms takes advantage of the relatively long lifetime of hadrons
containing a b-quark, of the order of 1.5 ps (cτ ' 450µm). A b-hadron with pT = 50 GeV will
have a significant mean flight path length (` = βγcτ), travelling on average about 5 mm in the
transverse direction before decaying. This leads to topologies with at least one vertex displaced
from the point where the hard-scatter collision occurred.
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Several algorithms to identify b-jets have been developed [39] [40]. They range from relatively
simple algorithms based on the point of closest approach of the tracks to the primary vertex
(IP3D) and secondary vertices (SV1) to the more refined JetFitter algorithm, which exploits the
topology of weak b and c-hadron decays, and searches for a common line connecting the primary
vertex to beauty and charm decay vertices. The most discriminating variables resulting from
these algorithms are combined in artificial neural networks. The MV1 algorithm, used in this
work, employs an artificial neural network based on IP3D, SV1 and JetFitter. It is trained with
b-jets as signal and light-flavour jets as background, and computes a tag weight for each jet [41].
3.9 Missing transverse energy
In a hadron collider event the missing transverse momentum is defined as the momentum
imbalance in the plane transverse to the beam axis. Such an imbalance may signal the presence
of undetectable particles, such as neutrinos. Since the total transverse momentum is conserved,
in absence of neutrinos (or other non interacting particles), the pT of the detectable particles has
to balance, therefore the EmissT , within the resolution, should be 0. In events with one neutrino,
the EmissT points in the direction of the neutrino transverse momentum. The vector momentum
imbalance in the transverse plane is obtained from the negative vector sum of the momenta of all
particles detected [42].
An important requirement on the measurement of EmissT is maximizing the detector coverage and
reducing the effect of finite detector resolution, the presence of dead regions and different sources
of noise, as well as cosmic-ray and beam-halo muons crossing the detector, that can produce fake
EmissT .
The EmissT definition used in this analysis is obtained by summing all the identified particles with
the appropriate calibration. Muon energy loss and soft calorimeter cells not included in identified
objects are also considered in the EmissT estimation.
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Chapter 4
Event selection
This chapter describes how candidates WW/WZ → `ν`J are selected. In the first part of the
chapter a description of the Data and Monte Carlo generated samples is given. Then the focus is
posed on the criteria used for the object identification. The selected objects are then used in the
event selection, described in the last section of the chapter.
4.1 General picture
The analysis described in this work aims at measuring the WW and WZ diboson production
cross section using the semileptonic channel signature for the final state: WW/WZ → `ν`qq′
with ` = e, µ. This analysis focuses on the boosted kinematic region where the hadronically
decaying boson is produced with high pT and is therefore reconstructed in a single large-R jet.
The candidate WW/WZ → `ν`J events are required to have exactly one electron or muon, large
missing transverse energy and exactly one large-R jet as detailed below.
4.2 Data samples
The data used for this analysis were recorded when all ATLAS sub-detectors were operating under
nominal and controlled conditions, and they are required to satisfy good data quality criteria.
The subset of the data sample satisfying data quality conditions is defined as Good Run Lists, and
contains bunch of events grouped in the shortest possible time range that allows measurement of
the luminosity, the so-called luminosity blocks. In case of detector failures, data can be rejected
from the boundaries of the first and last affected luminosity blocks. The luminosity block interval
should therefore be as small as possible to avoid unnecessary data loss. On the other hand, each
luminosity block should contain a sufficient amount of data, such that the uncertainty of the
measured luminosity is limited by systematic effects and not by the available statistics within the
block interval. For ATLAS this interval is of the order of minutes [18]. The Good Run Lists is
divided in periods, each designed to contain a coherent detector and trigger set-up. Using the
Good Run Lists, the total integrated luminosity of the sample corresponds to 20.28 fb−1 with an
uncertainty of 2.8%.
Since different analyses can have different requirements on the detector data quality, different
Good Run Lists are prepared and made available to the analysis groups. For this work the
common Good Run Lists of the ATLAS Electroweak analyses is used.
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4.3 Monte Carlo samples
The generation of Monte Carlo datasets is a complex process, with several steps that involve
complicated calculations and modeling. The following describes the general steps for generating
MC samples:
1. Matrix Element: Calculate the matrix element for each process to some order in QCD
and QED. This step calculates the physics signal of interest from the partons of a proton
proton collision (using the PDF’s, introduced in Section 1.2). Monte Carlo generators
typically calculate the processes up to leading order (LO) or next-to-leading order (NLO).
For processes where the cross-section at higher orders is non-negligible, a constant factor
called the k-factor, obtained from parton level calculations, is applied to the expected
cross-section of the MC sample, to include the neglected orders.
2. Parton Shower: The partons from the hard interaction are coloured and radiate gluons as
they evolve. This process is described by a parton showering program, motivated by QCD
theory. This stage does not depend on the physics process that generated the initial quarks.
3. Hadronisation: The constituents of the parton showers hadronise to form colourless hadrons,
and create particles that are ultimately measured in the detector. The hadronisation process
is described by phenomenological models.
4. Underlying Event: The Monte Carlo must also handle the generation of the underlying
event, which is due to the non-hard scattered partons of the original interacting protons.
The protons collide as colourless objects, then the hard-scattered partons remove colour,
therefore the remnants of the proton are coloured and the interaction between these coloured
states needs to be described. The underlying event is the least understood part in the
interaction process and is therefore modelled with a phenomenological model controlled by
various parameters that are tuned with data.
5. Detector Simulation: The particles emerging from the interactions propagate through the
detecting medium and interact with it. These interactions are simulated using GEANT4 [43].
This package simulates the passage of particles through matter, using a combination of
calculable cross-sections of particles with matter and models based on experimental data.
6. Reconstruction: For each particle the signals in the various detectors are calculated and the
program output produce a data format completely equivalent to the real data so that the
reconstruction program can be executed on real or simulated data with exactly the same
procedures.
7. Pile-up: As a final step, the contribution to the event due to pile-up is added to each event
by overlaying to the generated signals a number of real events. The number of pile-up events
(µ defined in Section 2.1) to be overlaid is chosen with a wide distribution in order to cover
the range of pile-up events expected in the data. Events at analysis level are reweighed to
reproduce the µ distribution observed in data. The closer the simulated µ distribution is to
the data distribution the smaller the loss of simulated events is.
The steps described above are indicative of the general procedure, various of the described steps
may be implemented with more than one technique. It should be noted also that not all simulated
samples include the complete set of steps. Details about the simulated samples used in this work
for the signal (WW/WZ) and background processes are given below. The background processes
are estimated using both simulated data and control samples from data.
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4.3.1 Signal processes
The nominal WW and WZ signal samples are qq¯ →WW/WZ events generated with MC@NLO
at NLO [44]. Initial parton momenta are modelled with the CT10 parton distribution functions
(PDFs) [45]. The parton showering, hadronisation and underlying event are modelled with Herwig
and Jimmy [46, 47]. Samples are generated for both the Standard Model and for the aTGC
configurations. These samples can be used to obtain the signal prediction for any arbitrary set of
the aTGC values.
Events produced by MC@NLO contain on-shell W and Z bosons, that are subsequently decayed
by Herwig. In this generator the natural width of the massive boson and the spin correlation
effects are neglected. This approximation is not optimal, however the choice of MC@NLO as
nominal dataset for the signal is the best compromise among all other existing generators of this
process at NLO level since it allows easy evaluation of the aTGC limit.
For studies of systematic uncertainties, additional diboson events for WW , WZ/γ∗ have been
generated with the Sherpa and Powheg generators, both using the CT10 PDFs [48, 49, 50]. The
Sherpa samples model the diboson production at LO. Since Sherpa also performs the decay of
the massive bosons, natural width and spin correlation effects are correctly taken into account.
The Powheg samples describe WW and WZ/γ∗ at NLO and they are interfaced with Pythia8 for
the parton shower [51]. The decay of the massive boson is performed directly in Powheg, taking
into account the natural width and spin correlation effects.
4.3.2 W+jets and Z+jets processes
The W produced in association with jets (W+jets) is the largest background process in this
analysis. W+jets events pass the selection when the W decays leptonically and the jets are
reconstructed as a single large-R jet. The Z produced in association with jets (Z+jets) also
contributes when one of the two leptons from the leptonic Z decay is not detected or is misidentified
giving a large missing transverse energy, however with a much lower rate with respect to W+jets.
The W+jets and Z+jets processes are modelled with Sherpa, using the CT10 PDF set. The
leptonic boson decays that are considered are: W → eν, µν, τν and Z → ee, µµ, ττ . The samples
are generated in slices of the true pT (V ) (V = W,Z), in order to accumulate a high enough
statistics also at high-pT . The following pT -slices are used:
 70 < pT (V ) < 140 GeV (only for Z+jets);
 140 < pT (V ) < 280 GeV;
 280 < pT (V ) < 500 GeV;
 pT (V ) > 500 GeV.
To cover the low-pT region, inclusive pT (V ) samples are used, with a pT (V ) < 70 GeV cut applied
at truth particle level in order to remove overlap with the pT -slice samples (pT (V ) < 140 GeV for
W+jets). Truth particles are the MC generated particles before applying the detector simulation
process mentioned in Section 4.3 [52].
In order to study the systematic uncertainty on the jet modelling, additional W+jets samples are
considered that were generated with the ALPGEN event generator interfaced with Pythia for
hadronisation [53].
4.3.3 tt¯ and single top processes
The top quark t decays almost completely in bW, hence the tt¯ very often produces a couple of W
bosons and a couple of b-jets. The tt¯ sample is generated using Powheg NLO generator with the
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CT10 PDF set assuming a top quark mass of 172.5 GeV.
The three main modes of single top-quark production are:
 t-channel, the exchange of a W boson between a light quark and a heavy quark [54];
 s-channel, via a virtual W boson [55];
 Wt, the production of a top quark in association with a W boson [56].
Samples of single top quark backgrounds corresponding to the t-channel, the s-channel and Wt
production mechanisms are generated with Powheg using the CT10 PDF set.
The tt¯ and single top processes are summed and treated as a single background that will be called
“top background”.
4.4 Object identification
The criteria described in this section are used to define the objects that are used for the event
selection, described in Section 4.6. Great part of the criteria necessary for the object identification
are the same for all the ATLAS Electroweak analyses. These criteria, used as well in this work,
have been therefore studied on data control samples and unified by the ATLAS Electroweak
group.
4.4.1 Electron identification
Electron candidates are defined as clusters of energy deposited in the electromagnetic calorimeter
associated to a track reconstructed in the inner detector (Section 3.1). They are required to
satisfy the Medium identification criteria and to have transverse energy pT > 15 GeV.
Candidates must lie within the ID acceptance (|η| < 2.47), excluding the overlap region between
the barrel and end-cap electromagnetic calorimeter (crack region, 1.37 < |η| < 1.52). The η from
the calorimeter cluster is used for this cut.
For each electron all the cells of the cluster are analysed and, if any important problem is found,
the electron is removed. This selection is the so-called Object Quality selection.
The candidate electron track is also required to be consistent with originating from the primary
vertex by requiring that:
 the impact parameter along the beam direction: |z0 · sin(θtrack)| < 0.5 mm;
 the transverse impact parameter significance: |d0/σd0,track| < 5.
Two selections of electrons have been used for this analysis: signal electrons and “veto” electrons.
Signal electrons are the candidate electrons used for the selection. Only events with one signal
electron are accepted. The “veto” electrons are selected with looser cuts and are used to suppress
the Z and tt¯ backgrounds. Signal electrons are a subset of “veto” electrons, only events with
exactly one “veto” electron (the signal electron) are accepted. Both selections are required to
satisfy the criteria listed above.
Signal electrons are also required to satisfy the Tight identification criteria and to have transverse
energy pT > 30 GeV. Furthermore, the signal electrons are required to be isolated by applying
the following calorimeter and tracking criteria:

ptCone30
pT
=
∑
∆R<0.3(p
track
T )
pT
< 0.14;
 etCone30pT
=
∑
∆R<0.3(E
cells
T )
pT
< 0.07.
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where ptCone30 (etCone30) is defined as the sum of the transverse momentum (transverse energy)
of the tracks (calorimeter clusters) within a cone of size ∆R = 0.3 around the electron direction,
excluding the electron.
The looser isolation criteria applied to “veto” electrons is:

ptCone20
pT
=
∑
∆R<0.2(p
track
T )
pT
< 0.1
4.4.2 Muon identification
Muon candidates must satisfy pT > 15 GeV and |η| < 2.4. They are reconstructed using
the Combined reconstruction algorithm described in Section 3.2. The track is required to be
consistent with originating from the primary vertex by requiring that:
 the impact parameter along the beam direction: |z0 · sin(θtrack)| < 0.5 mm;
 transverse impact parameter significance: |d0/σd0,track| < 3.
As for electrons also for muons there are two selections: a signal selection and a “veto” selection.
Signal muon candidates must satisfy pT > 30 GeV and the following isolation requirements:

ptcone30
pT
=
∑
∆R<0.3(p
track
T )
pT
< 0.07;
 etCone30pT
=
∑
∆R<0.3(E
cells
T )
pT
< 0.07.
The looser isolation criteria applied to “veto” muons is:

ptcone20
pT
=
∑
∆R<0.2(p
track
T )
pT
< 0.1.
4.4.3 Jet identification
Jets are reconstructed from topological clusters using the anti-kt algorithm. As already mentioned
in Section 3.5 two kinds of jet collection are used in this analysis:
 Large-R jets are reconstructed with the anti-kt algorithm using R = 1.0 and are groomed
using the trimming algorithm described in Section 3.6 with parameters fcut = 0.05 and
Rsubjet = 0.2. These jets are used to select high-pT W and Z decaying hadronically.
 Small-R jets are reconstructed using the anti-kt algorithm using R = 0.4. Small-R jets are
used to reduce the top background by vetoing on small-R jets not overlapping with the
large-R jet.
Small-R jets are selected requiring pT >25 GeV and |η| < 2.5. The |η| cut correspond to the η
range covered by the ID. Only central jets are used since they have lower systematic uncertainties
and they are less affected by pile-up. To reduce the effect of pile-up interactions a variable base
on the tracks associated to the jets is used, the so-called Jet Vertex Fraction (JVF). Tracks are
defined as associated to the jet if they fall in the jet cone. The JVF is defined as the ratio of the
sum of the pT of the tracks associated to the jet and to the primary vertex to the sum of the
pT of all the tracks associated to the jet. To reduce the contribution of jets produced by pile-up
interactions, jets with pT < 50 GeV and |η| < 2.4 are rejected if the absolute value of the JVF is
lower than 0.5 (i.e. they do not satisfy |JV F | ≥ 0.5) [57].
Large-R jets are selected by requiring pT >250 GeV and |η| < 2.0. Only large-R jets with
|η| < 2.0 are used in order to use the track information to compute the systematic uncertainties
(Section 3.6). A lower bound on the large-R jet mass MJ < 50 GeV has been applied; such cut
allows to remove the region where large-R jets are not correctly calibrated.
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4.5 Overlap removal
The “overlap removal” procedure consists in removing one over two objects that are within a
certain distance ∆R. This procedure is performed for two different reasons. The first is the
removal of objects that are overlapping due to a double counting of objects by the reconstruction
algorithms. In this case only one of the two objects is an actual object while the other one is an
artefact of the reconstruction mechanism. For example an electron also appears as a jet since it
loose most of its energy in the calorimeter. It is necessary to remove this kind of jets in order to
keep into the “jet list” only the jets compatible with being produced by the hadronically decaying
boson. The second reason is that leptons can arise from the semileptonic decay of b or c quarks
inside a jet. Leptons lying close to a jet are therefore discarded because they are less likely a
product of the W → `ν` decay.
The overlap removal criteria used in this analysis are:
 electron-muon overlap removal: electrons are removed if they share the same inner detector
track as muons. In this case the track has much likely been produced by the muon;
 electron-small-R jet overlap removal: small-R jets are removed if they are within ∆R < 0.2
from a selected electron, in this case the object is interpreted as an electron. If the selected
electron lays within 0.2 < ∆R < 0.4 from a small-R jet, the electron is rejected, as it could
be the product of the semileptonic decay of a b or c quark inside the jet;
 muon-small-R jet overlap removal: muons are removed if the closest jet is within ∆R < 0.4.
In this way, events where the selected muon originates from a heavy flavour decay are
rejected;
 electron-large-R jet overlap removal: large-R jets are removed if they are within ∆R < 1.0,
the object is interpreted as an electron;
 large-R-small-R jets overlap removal: small-R jets are removed if they are within ∆R < 1.0.
Some of the high pT W/Z bosons decaying hadronically are reconstructed both as a single
large-R jet and as one ore more small-R jets. In this work only bosons reconstructed as
large-R jets are used and therefore the small-R jets laying within large-R jets cone are
discarded.
4.6 Event Selection
4.6.1 Pre-selection cuts and trigger
In order to remove non-collision backgrounds, the primary vertex, defined as the one with the
largest sum of track p2T , is required to have at least three associated tracks.
Events are rejected if they contain a small-R jet with pT > 20 GeV flagged as a badly reconstructed
jet since this can indicate instrumental problems that might affect the estimation of the missing
transverse energy.
Events are requested to fulfil the lowest unprescaled single lepton triggers. The trigger efficiency
as a function of pT depends on the requirements of each trigger. The OR of two triggers is used
in this work in order to have a high efficiency over a large pT range:
 electron channel: e24vhi medium1 OR e60 medium1:
1. the e24vhi medium1 trigger requires an electron candidate with ET > 24 GeV and
satisfying the Medium identification and a requirement
∑
∆R<0.2 p
track
T /ET < 0.1.
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It is seeded by a level-1 trigger that allows at most 1 GeV energy deposited in the
hadronic calorimeter behind the electron candidate’s electromagnetic cluster;
2. the e60 medium1 trigger requires an electron candidate with ET > 60 GeV satisfying
the Medium identification, with no isolation requirement.
 muon channel: mu24i tight OR mu36 tight [58]:
1. the mu24i tight trigger requires one or more Combined muon with pT > 24 GeV and∑
∆R<0.2 p
track
T /pT < 0.12;
2. the mu36 tight trigger requires one or more Combined muon with pT > 36 GeV, with
no isolation requirement.
Furthermore the selected lepton must be matched to a trigger object fulfilling the respective event
trigger selection criteria.
4.6.2 WW/WZ → `ν`J selection
The leptonically decaying W is reconstructed requiring exactly one electron or muon passing the
object selection described in Section 4.4. Events with a second lepton passing looser selection
criteria (“veto” lepton selection) are discarded to reduce the background from Z → l+l− events.
The presence of a neutrino from a W boson decay results in a large value of the missing transverse
energy that is required to be EmissT > 50 GeV, this selection largely reduce the multi-jet
background, bringing it to a negligible level.
The W/Z boson decaying hadronically is selected requiring exactly one large-R jet passing the
jet object selection. Events with small-R jets outside the large-R jet cone are discarded in order
to reduce the tt¯ background as described in detail in Chapter 7. Finally a cut is applied on the
large-R jet substructure variable Dβ=12 < 1.2 as shown in Section 6.5.
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Chapter 5
Analysis Overview
The signal cross-section is measured using a likelihood fit of the large-R jet mass. The fit is done
using templates obtained from simulated events. The analysis methods to obtain the templates
for signal and background processes and to measure the signal cross-section are described in this
chapter.
5.1 Overview
As already mentioned, the goal of this thesis is to measure the fiducial production cross section of
the WW/WZ → `ν`qq′ process. This analysis focuses on events where the W or Z boson decaying
hadronically is produced with a boost such that the decay products are reconstructed in a single
large-R jet. Candidate WW/WZ → `ν`qq′ events are selected as described in Section 4.6.
The level of agreement between real and simulated data is studied at this level using control regions
designed to be enriched of the two main background processes: W+jets and top production. The
control regions are also used to estimate preliminary correction factors to the normalizations of
these background processes that in this boosted regime result underestimated by the theoretical
predictions. The definition of the control regions and the validations studies are discussed in
Sections 6.2 and 6.3.
After applying the correction factors to the top and W+jets backgrounds, a study is performed
to optimize the background rejection. Events containing a top (for single top or tt¯ production)
are particularly important to control because, since they may contain a W boson decayed to jets,
they produce a peak in the large-R jet mass distribution right under the signal peak. For this
reason a study has been carried out to evaluate the best selection to veto top events. This study
is presented in Chapter 7.
After having applied the full selection, the mass distribution of the large-R jets, representing
the candidate decay products of the hadronically decaying boson, is obtained from all the
selected events. The measured WW+WZ signal yield (NWV ) is obtained by performing a binned
maximum-likelihood fit to the large-R jet mass distribution of data using templates based on
Monte Carlo simulations. This variable is found to be the single most powerful variable which
allows to discriminate between the signal and the background processes. The fit is performed on
events in a mass range much larger than the range where the signal peaks, allowing the nearly
signal-free MJ side band regions to constrain the rate of the W+jets events, which is the largest
background process. A common scale factor for W+jets and Z+jets is allowed to freely float
in the fit. The systematic shape and normalization uncertainties are included in the fit using
nuisance parameters as described in Section 5.3.
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Because of the finite large-R jet mass resolution, there is considerable overlap between the
invariant mass distributions of WW → `ν`qq′ and WZ → `ν`qq¯ decays as shown in Figure 5.1.
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Figure 5.1: Large-R jet mass templates for WW (red) and WZ (blue) after all analysis cuts, normalized to
unit area.
Given the expected uncertainties in this measurement, and the relatively small contribution from
the WZ process (about 20% of the total signal yield), no attempt is made to distinguish between
the WW and WZ contributions in this analysis. Instead, the signal yield is obtained under the
assumption that the ratio of the WW and WZ cross sections is equal to the SM prediction.
Finally, the fiducial cross section is extracted. The fiducial phase space is defined to be as close
as possible to the phase space defined by the reconstructed event selection and its definition is
discussed in Section 5.2. The fiducial cross-section (σfid) measurements is obtained as:
σfid =
NWV
L ·Dfid (5.1)
where L is the integrated luminosity and Dfid is the factor that corrects for the difference between
the number of WV → `ν`qq′ events produced in the fiducial phase space and the number of
reconstructed events passing the event selection. This definition also allows to correct for the
signal events which fulfil the final reconstruction level event selection, but do not originate from
truth WV → `ν`qq′ events. In this analysis no attempt is made to extrapolate the fiducial cross
section to the total cross section.
5.2 Fiducial volume definition
The fiducial phase space is defined for Monte Carlo events by applying, to the particle-level
objects, a selection as close as possible to the analysis selection described in Section 4.6. The
fiducial phase space definition begins by requiring that there is a WV event, where V decays
hadronically, and W → `ν`, with l = e, µ. There must be a true-lepton (electron or muon) in the
event with pT > 30 GeV and |η| < 2.47. The lepton pT is obtained by summing together the
lepton transverse momentum and the transverse momenta of all photons within ∆R = 0.1 of the
selected lepton and not produced by hadron decays. The fiducial volume definition requires a
hadronically-decaying W or Z boson and one anti-kt R = 1.0 particle-level jet
1. In order to avoid
1Particle-level jets are reconstructed from particles with a mean decay length cτ > 10 mm using the anti-kt
algorithm with radius parameter R = 1.0 (R = 0.4 for the extra jets used for veto).
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a strong dependence of the fiducial volume on the jet substructure that is poorly reproduced at
truth level, both the grooming algorithm and the Dβ=12 cut have not been applied. The small-R
jets, used for veto, must lie within |η| < 2.5 and have pT > 25 GeV. Small-R jets that lie within
∆R = 0.2 of a selected lepton are discarded. Then, leptons that are within ∆R = 0.4 of a
remaining jet are rejected. Events containing more than one selected lepton are rejected. If the
selected lepton is an electron, large-R jets overlapping with the electron are discarded from the
jet list. Small-R jets that lie within ∆R = 1.0 of a selected large-R jet are not considered. The
event is selected if it contains at this level only one large-R jet and no small-R jets are left. Truth
EmissT is computed considering all non-interacting particles and is required to satisfy E
miss
T > 50
GeV.
5.3 Templates and binned maximum likelihood fit
The signal event yield in the fiducial-volume is determined from a maximum-likelihood fit to
the large-R jet mass distribution MJ of data. The template fit method takes advantage of the
difference between the shapes of the MJ distributions of the various processes to separate the
signal from the large underlying background. The MJ templates, normalised to unit area, for the
various processes contributing to the total expected mass distributions, are shown in Figure 5.2.
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Figure 5.2: MJ templates for candidates hadronically decayed bosons. All templates are normalised to
unit area.
The vast majority of W/Z+jets (V+jets) background is from W+jets, with Z+jets only constituting
about 2%. Since both backgrounds have similar physics and are modelled with the same generator
(Sherpa), they are summed and treated as a single background. The single-t and tt¯ backgrounds
are summed as well. It has been proven that keeping two separate templates for these backgrounds
does not improve the fit sensitivity, the two are therefore summed together and treated as a single
background.
Systematic uncertainties (described in Chapter 8) on the signal and background normalisation, as
well as on the MJ shape, are included by introducing nuisance parameters (α) into the fit. The
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likelihood function (L) is expressed as:
L(µ, α) =
∏
b
Poisson(nb|(νbkgb + µνsigb )(~α)) ·
∏
p
fp(αp)
where µ is the parameter of interest extracted from the fit and is a multiplicative factor applied to
the signal normalisation; nb is the number of data events in bin b; ν
bkg
b and ν
sig
b are the numbers
of expected events for background and signal processes respectively in bin b; and fp are Gaussian
constraints on the nuisance parameters αp . The expected number of signal events ν
sig
b contains
contributions from both the WW and WZ processes. The measured signal yield, NWVmeasured is
obtained from the product of the fitted µ value and the expected number of signal events as:
NWVmeasured = µ ·
∑
b
νsigb
The fitted µ is so-called “signal strength” and is equal to:
µ =
NWVmeasured
NWVexpected
such that µ = 0 corresponds to the background-only hypothesis and µ = 1 corresponds to the
nominal signal+background hypothesis. In the formulation of the likelihood a special treatment
is reserved for the V+jets template; whereas the normalisation of the other background templates
is treated as a nuisance parameter, the V+jets templates normalisation is implemented through a
normalisation factor without constraining term (similar to the signal treatment):
(νbkgb + µν
sig
b )(~α) = (NFV+jetsν
V+jets
b + ν
otherbkg
b + µν
sig
b )(~α)
where NFV+jets is the V + jets normalisation factor. Since this process represents by far the
largest background and could be precisely measured by large statistics of the lower and upper
region of the discriminant distribution, the choice of the unconstrained parameter is performed in
order to avoid any bias originating from prior assumption on the Monte Carlo normalisation.
The fit procedure described above has been performed keeping the electron and muon channels
separate, but fitting them simultaneously. The inputs of the fit are therefore the MJ templates
separated in electron and muon channels, but there is only one likelihood function that take
account of both channels. The fit is performed using a single “signal strength” parameter, and
almost all systematics are kept completely correlated between the electron and muon channels,
meaning that there is only one nuisance parameter for each systematic uncertainty. During the
studies of the W+jets and the top control regions it has been noticed that the preliminary scaling
factors found are different in the electron and muon channels. In order to take account of these
differences the W+jets normalisation factors and the top cross section nuisance parameters are
kept separate between the electron and muon channels in the fit. There are therefore two V+jets
normalisation factors NFeleV+jets and NF
muon
V+jets and two nuisance parameters for the top cross
section. The nuisance parameters corresponding to the lepton identification and reconstruction
uncertainties are kept separated as well.
5.4 Dfid definition and calculation
The diboson fiducial cross sections are extracted from NWV using equation 5.1. The factor Dfid
accounts for the fact that two processes, WW → `ν`qq′ and WZ → `ν`qq′, contribute to the
signal yield with different cross sections, acceptances and correction factors. It is defined as:
Dfid = f
WW · CWW + (1− fWW ) · CWZ
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where CWV is the “efficiency” for reconstructing WV (i.e. the correction factor to go from
the truth-level fiducial phase space to the reconstruction-level selection). The CWV factors are
obtained using simulated signal samples and are defined as:
CWV =
NWV [reco, selected]
NWV [WV → `ν`qq, in fiducial]
where V = W,Z, NWV [reco, selected] is the number of events fulfilling the analysis selection
at detector-level, and NWV [WV → `ν`qq, in fiducial] is the number of events with the diboson
system decaying semileptonically that fulfil the (truth-level) fiducial volume selection. In the
context of the fiducial selection, only `ν`qq events with ` = e, µ are considered, since those are
targeted by the reconstruction-level event selection. The factor fWW represents the ratio of the
WW to the WW + WZ fiducial cross sections:
fWW =
1
1 +
σWZBRWZ`ν`qq
AWZ
σWWBRWW`ν`qq
AWW
where AWV is the acceptance, defined as:
AWV =
NWV [WV → `ν`qq, in fiducial]
NWV [WV → `ν`qq]
The WW and WZ processes are not separated by this analysis, so fWW is obtained assuming
that the ratio between the cross section for the WW and WZ processes is equal to 2.47 that is
the SM value calculated with MC@NLO. Dfid and C
WV factors are shown in Chapter 9.
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Chapter 6
Background and Signal prediction
In this chapter the final event selection is discussed. The level of agreement between data and
simulated events is assessed comparing the kinematic distributions of the selected events at various
level of the selection. The main background processes that contribute to the bulk of the selected
events are W+jet and top production. The level of description given for these processes by the
simulation is also verified with two validation samples, obtained selecting events with criteria
slightly modified with respect to the nominal selection that allow to enrich the samples of W+jet
or top processes.
6.1 Comparison between data and Monte Carlo simula-
tions
As discussed in Section 5.3 the extraction of the diboson cross-section is obtained using a template
likelihood fit to the data distribution of the MJ . When this fit is done a full set of systematic
uncertainties is considered to take into account, for each process, uncertainties that could affect
the shape or the normalization of the large-R jet mass. Before going through this detailed fit
however it is important to understand the level of agreement between the data and the simulated
events for all kinematic variables of interest. This section describes the checks done at various
level of the selection and the method to obtain the preliminary nominal templates to feed the fit.
The large-R jet mass and pT distributions obtained for events selected with the criteria described
in Section 4.6 are shown in Figure 6.1 for data (black crosses) and simulated events (stacked
histograms). The largest background process is the W+jet production (green histogram). The
normalizations of simulated events are obtained by using the nominal process cross-sections, the
MC efficiencies and the nominal integrated luminosity. The lower panels in Figure 6.1 show the
ratio between data and MC as a function of the the jet mass and jet pT .
In order to have a preliminary evaluation of the level of description of the single background
processes two control samples are defined for W+jet and top processes. This is done defining
selection criteria such that the contribution of the studied background is enhanced while preserving
as much as possible the kinematics of the nominal selection.
For both the top and the W+jets backgrounds two control regions have been studied. The
comparison of data and simulated events in these control regions allow to assess if particular
problems are observed with one or the other background processes. The main discrepancy observed
is connected with the normalization factors. Very similar discrepancies have also been observed
by other analysis selecting events in the boosted region [59] [60]. One of the two control regions
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Figure 6.1: Distribution of the large-R jet mass (a) and pT (b) for data (black crosses) and simulated events
(histogram) for the nominal selection excluding the Dβ=12 cut. For the simulated events the contributions of
the different processes is shown in a stacked histogram. The bottom panels show for each distribution the
data to simulated events ratio and the error bars show the statistical uncertainties of data and simulated
events.
has then been used to obtain a scaling factor to adjust the normalization, and the alternative
selection (validation region) has been used to validate this scaling factor.
6.2 Top control region
The top quark decays almost completely in bW, hence it is possible to enhance the top process
requiring to have at least one b-jet outside the large-R jet. The b-tagging algorithm (described in
Section 3.8) is used to test whether the jet is consistent with being originated from a b-quark
or not. The top control region is defined using the b-tagging. The selection is the same as the
nominal selection excluding the Dβ=12 cut and the veto on small-R jet. Instead events are required
to have at least one of the small-R jets not overlapping with the large-R jet tagged as a b-jet.
The b-tagging cut used is defined to select b-jet with around 70% efficiency1. The distribution of
the tagging variable for the small-R jets is shown in Figure 6.2. This selection efficiently enhances
the top background as shown in Figure 6.3, where the large-R jet pT distribution is shown both
for the electron and muon channels.
The purity of this selection is ∼ 92% as shown in Table 6.1, where the number of events for all the
contributions are listed. The pT distributions shown in Figure 6.3 are used to evaluate the scaling
Events %
Data 13366
Top 14325 92.0
W+jets 1105 7.1
Z+jets 79 0.5
Signal 62 0.4
Table 6.1: Events in the top control region for all
the processes considered in the analysis and for
data.
Events %
Data 3124
Top 2725 70
W+jets 1103 28
Z+jets 49 1
Signal 27 1
Table 6.2: Events in the top validation region for
all the processes considered in the analysis and
for data.
1The cut used to select the b-jets is MV1> 0.7068
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Figure 6.2: Distribution of the MV1 tagging variable for the small-R jets for data (black crosses) and
simulated events (histogram). For the simulated events the contributions of the different processes is shown
in a stacked histogram. The bottom panels show for each distribution the data to simulated events ratio
and the error bars show the statistical uncertainties of data and simulated events.
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Figure 6.3: Distribution of the large-R jet pT for electron channel (a) and muon channel (b) for data
(black crosses) and simulated events (histogram) in the top control region. For the simulated events the
contributions of the different processes is shown in a stacked histogram. The bottom panels show for each
distribution the data to simulated events ratio and the error bars show the statistical uncertainties of data
and simulated events.
factors for the top normalisation. This is done by subtracting to the data all other simulated
contributions (signal, W+jets, Z+jets). The resulting distribution is compared to the simulated
top distribution. The ratio of the two are then fitted with a constant function to extract a scale
factor to be applied to the top background. This procedure is followed separately for the electron
and muon channels, the fitted distribution are shown in Figure 6.4a and 6.4b. The resulting scale
factors are shown in Table 6.3.
The large-R jet mass distributions before and after the top background rescaling are shown in
Figures 6.5a and 6.5b.
In order to check the agreement between data and Monte Carlo, many kinematic distributions are
plotted using the top control region after having applied the top scaling factors. The distributions
of the large-R jet pT and of D
β=1
2 are shown in Figure 6.6.
An alternative way to define a top control region without using the b-tagging is to apply cuts on
distributions where the top and W+jets shapes are very different. Assuming that the top decays
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Figure 6.4: Large-R jet pT in the top control region, pT {[data − (signal + Wjets + Zjets)]/top}, for the
electron (a) and muon (b) channels.
Electron channel Muon channel
0.83±0.01 0.81±0.01
Table 6.3: Scaling factors for the top background
derived in the top control region
Electron channel Muon channel
0.72±0.03 0.56±0.03
Table 6.4: Scaling factors for the top background
derived in the validation region
in Wb→ qq′b and that the W is reconstructed as a single large-R jet then the b quark can be
reconstructed as a small-R jet laying close to the large-R jet. The invariant mass of the large-R
jet plus the closest small-R jet external to the large-R jet (MJb) for these events is peaked at
the top mass. The distribution of this invariant mass is shown in Figure 6.7a for the nominal
selection excluding the Dβ=12 cut and the veto on small-R jets. The cut applied to enhance the
top contribution is 130 < MJb < 200 GeV. For the plot shown in Figure 6.7a and for the following
plots in this section the scale factors derived for W+jets and top background processes have been
applied.
Another distribution used to enhance the top background is the number of jets outside the large-R
jet cone, shown in Figure 6.7b. To enhance the top contribution at least 3 extra jets are required.
The large-R jet mass distribution in the top validation region (130 < MJb < 200 GeV + ≥ 3 extra
jets) before and after having applied the top scaling factors is shown in Figure 6.8a and 6.8b,
respectively. The level of agreement improves after having applied the scaling factors but it is still
not perfect because the W+jets contribution is not negligible. The purity of this top selection is
in fact only ∼ 70% as shown in Table 6.2, where the number of events for all the contributions
is listed. The top control region (b-tagging) not only has a higher purity (Table 6.1) but also
around 4 times the statistics available in the validation region (Table 6.2).
The top scaling factors have also been derived in the top validation region using the same
procedure described for the control region. The results are shown in Table 6.4. The scaling factors
derived in this validation region are not compatible with the ones derived in the control region,
likely because of the W+jets contribution.
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Figure 6.5: Distribution of the large-R jet mass before (a) and after (b) the scaling for data (black crosses)
and simulated events (histogram) in the top control region. For the simulated events the contributions of
the different processes is shown in a stacked histogram. The bottom panels show for each distribution the
data to simulated events ratio and the error bars show the statistical uncertainties of data and simulated
events.
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Figure 6.6: Distribution of the large-R jet pT (a) and D
β=1
2 (b) for data (black crosses) and simulated
events (histogram) in the top control region with applied scaling factors. For the simulated events the
contributions of the different processes is shown in a stacked histogram. The bottom panels show for each
distribution the data to simulated events ratio and the error bars show the statistical uncertainties of data
and simulated events.
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Figure 6.7: Distribution of MJb (a) and of the number of small-R extra jets (b) for data (black crosses) and
simulated events (histogram) for the nominal selection excluding the Dβ=12 cut and the veto on small-R
extra jets with applied scaling factors. For the simulated events the contributions of the different processes
is shown in a stacked histogram. The bottom panels show for each distribution the data to simulated
events ratio and the error bars show the statistical uncertainties of data and simulated events.
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Figure 6.8: Distribution of the large-R jet mass before (a) and after (b) having applied the top scaling
factors for data (black crosses) and simulated events (histogram) in the top validation region. For the
simulated events the contributions of the different processes is shown in a stacked histogram. The bottom
panels show for each distribution the data to simulated events ratio and the error bars show the statistical
uncertainties of data and simulated events.
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6.3 W+jets control region
The W+jets contribution is already prevalent in the standard selection excluding the Dβ=12 cut,
as it has been shown in Figure 6.1a. Then, in order to obtain a sample of events predominantly
constituted by W+jets, it is possible to use the nominal selection excluding events having the
large-R jet mass lower than 60 GeV or greater than 100 GeV. The number of selected events
from the various processes using this selection is listed in Table 6.5. The purity of the selection is
∼ 83%.
Events %
Data 3828
W+jets 3616.3 83.4
Top 578.8 13.4
Signal 78.6 1.8
Z+jets 61.7 1.4
Table 6.5: Events in the W+jets control region
for all the processes considered in the analysis and
for data.
Events %
Data 1955
W+jets 2100.0 98.0
Top 1.8 0.1
Signal 45.6 2.1
Z+jets -3.6 -0.2
Table 6.6: Events in the W+jets validation region
for all the processes considered in the analysis and
for data.
The pT distribution of the large-R jet for the selected events is shown in Figure 6.9a. The small
contribution of the top process to the selected events is normalized including the top scaling
factor described in the previous section.
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Figure 6.9: Distribution of the large-R jet pT for data (black crosses) and simulated events (histogram) in
the W+jets control region without (a) and with (b) applied scaling factors. For the simulated events the
contributions of the different processes is shown in a stacked histogram. The bottom panels show for each
distribution the data to simulated events ratio and the error bars show the statistical uncertainties of data
and simulated events.
At this point the same procedure followed for the top background in Section 6.2 is applied. The pT
distributions of the muon and electron channels are used to reweight the Monte Carlo simulation.
This is done by subtracting to the data all other simulated contributions (signal, top, Z+jets).
The ratio of the data subtracted distribution to the W+jets distribution is fitted with a constant
function to evaluate the scaling factor. This is done separately for the electron and muon channels
(Figure 6.10a and 6.10b). The resulting scaling factors are listed in Table 6.7 and the large-R jet
pT distribution after the reweighting is shown in Figure 6.9b.
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Figure 6.10: Large-R jet pT in the W+jets control region, pT {[data− (signal + top + Zjets)]/Wjets}, for
the electron (a) and muon (b) channels.
Electron channel Muon channel
0.89 ± 0.02 0.82 ±0.03
Table 6.7: Scale factors for the W+jets back-
ground derived in the W+jets control region.
Electron channel Muon channel
0.96±0.06 0.79±0.06
Table 6.8: Scale factors for the W+jets back-
ground derived using the charge subtracted vali-
dation region.
6.4 Charge subtracted plots
At the LHC, W+jets production is mainly initiated by quark-quark interactions. As a consequence,
the rate of W++jets is larger than that of W−+jets because there are more valence u quarks than
d quarks in the proton. The charge-asymmetry of the W production can be exploited to produce
a sample of events mainly constituted by W+jet process. The idea is to study the difference
between the number of events with positive and negative leptons:
∆N = N+ −N−
as a function of the kinematic variables.
The benefit of calculating this charge-difference is that most processes (like tt¯, Z+jet, WW) are
expected to contribute equally to the amount of positive and negative leptons; only W+jets,
single top, and WZ processes are charge asymmetric. Thus, the charge-difference is a quantity
that is very much dominated by the W+jets production.
Figure 6.11 shows the comparison between data and the Monte Carlo predictions for the charge-
difference, as a function of MJ without and with the application of the W+jets scaling factors,
obtained with the side-band control region described in Section 6.3.
The charge-difference validation region provides therefore a cross-check for the W+jets scaling
factors. The events from the various contribution in this validation region are listed in Table 6.6.
The purity of this validation region is ∼ 98%, it is then much higher than the purity obtained
for the side-band control region, but the statistic is lower. In order to check the W+jets scaling
factors the same procedure followed in Section 6.3 has been applied in the W+jets validation
region. The results of the fit are shown in Table 6.8 and are compatible with the results of
Table 6.7.
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Figure 6.11: Distribution of the large-R jet mass using the charge-difference for data (black crosses) and
simulated events (histogram) before (a) and after (b) having applied the W+jets scaling factors. For the
simulated events the contributions of the different processes is shown in a stacked histogram. The bottom
panels show for each distribution the data to simulated events ratio and the error bars show the statistical
uncertainties of data and simulated events.
6.5 Kinematic distributions with W+jet and top scaling
factors
The level of agreement between data and simulated events for the nominal selection, including
the scaling factors for the W+jet and top processes is shown in Figure 6.12 for the large-R jet
mass, pT , η and φ. The lepton pT , η and φ distributions are shown in Figure 6.13. The level of
agreement obtained including the two scaling factors is very good for all the scrutinized variables.
In Figure 6.14a the Dβ=12 distribution is shown. This variable, described in Section 3.7, allows to
reduce the W+jets background contribution using the large-R jet substructure. In order to choose
the optimal value for the cut the template for the Dβ=12 of the various background processes are
shown in Figure 6.14b.
The value chosen is Dβ=12 < 1.2. This allows to keep around 57% of the signal, 37% of the
W+jets background and 59% of the top background. The top background process is not expected
to be suppressed, because in many cases the large-R jet is really produced by a hadronic W decay.
The number of events before and after the cut Dβ=12 < 1.2 is shown in Table 6.9.
Table 6.9: Number of events before and after the Dβ=12 cut and in the region 60 < MJ < 100 GeV
no Dβ=12 cut no D
β=1
2 cut D
β=1
2 < 1.2 60 < MJ < 100 GeV
60 < MJ < 100 GeV AND D
β=1
2 < 1.2
Data 7315 3487 2983 1192
Signal 372.6 294.1 214.7 176.8
W+jets 6036.2 2918.0 2247.9 852.7
Z+jets 121.9 60.2 49.4 19.4
Top 881.3 302.6 516.3 192.1
In Figure 6.15 the distribution of large-R jet mass, pT , η and φ are shown after the D
β=1
2 cut.
After this cut the signal is clearly visible in the mass distribution.
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Figure 6.12: Distribution of the large-R jet mass (a), pT (b), η (c) and φ (d) for data (black crosses) and
simulated events (histogram) for the nominal selection excluding the Dβ=12 cut. For the simulated events
the contributions of the different processes is shown in a stacked histogram. The bottom panels show for
each distribution the data to simulated events ratio and the error bars show the statistical uncertainties of
data and simulated events.
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Figure 6.13: Distribution of the lepton pT (a), η (b) and φ (c) for data (black crosses) and simulated events
(histogram) for the nominal selection excluding the Dβ=12 cut. For the simulated events the contributions of
the different processes is shown in a stacked histogram. The bottom panels show for each distribution the
data to simulated events ratio and the error bars show the statistical uncertainties of data and simulated
events.
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Figure 6.14: (a) Distribution of the Dβ=12 for data (black crosses) and simulated events (histogram) for
the nominal selection excluding the Dβ=12 cut. For the simulated events the contributions of the different
processes is shown in a stacked histogram. The bottom panels show for each distribution the data to
simulated events ratio and the error bars show the statistical uncertainties of data and simulated events.
(b) Shapes of the Dβ=12 distributions for the signal (blue), W+jets background (green) and top background
processes(yellow).
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Figure 6.15: Distribution of the large-R jet mass (a), pT (b), η (c) and φ (d) for data (black crosses) and
simulated events (histogram) for the nominal selection. For the simulated events the contributions of the
different processes is shown in a stacked histogram. The bottom panels show for each distribution the data
to simulated events ratio and the error bars show the statistical uncertainties of data and simulated events.
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Chapter 7
Top background rejection
In this chapter various selections are studied in order to optimise the top background process
rejection. The shapes of several variables are studied for the top, W+jets and signal processes.
The efficiencies of several cuts and combined cuts are studied.
7.1 Introduction
The rejection of the top background process is particularly important because the distribution
of the large-R jet mass for the top process peaks right under the signal peak. The top quark
main decay is t → Wb, therefore a large part of the top selected events contain a W decaying
hadronically that contributes to the peak in the large-R mass distribution. A plot of the large-R
jet mass distribution before applying a veto on the small-R jets is shown in Figure 7.1.
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Figure 7.1: Distribution of the large-R jet mass for data (black crosses) and simulated events (histogram)
for the nominal selection excluding the small-R jet veto and the Dβ=12 cut. For the simulated events the
contributions of the different processes is shown in a stacked histogram. The bottom panels show for each
distribution the data to simulated events ratio and the error bars show the statistical uncertainties of data
and simulated events.
Several studies have been done in order to optimise the top background rejection. In all these
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studies the W+jets and top scale factors derived in Chapter 6 have been applied.
7.2 Discriminating variables
The variables studied to reject the top background process are:
 the number of small-R jets not overlapping the large-R jet;
 the invariant mass of the large-R jet and the closest small-R jet not overlapping to the
large-R jet (MJj);
 the number of b-tagged small-R jets not overlapping the large-R jet;
 the angular distance ∆RJj between the large-R jet and the closest small-R jet;
 the angular distance ∆Rlj between the lepton and the closest small-R jet;
 events containing b-tagged small-R jets not overlapping with the large-R jet.
The shapes of these variables for events with 60 < MJ < 100 GeV, normalised to 1, are shown in
Figure 7.2 for signal and background. For all these variables the top and signal shapes are very
different whereas the signal and the W+jets shapes are similar.
The invariant mass of the large-R jet and the closest small-R jet MJj for the top background is
peaked at ∼ 175 GeV as expected (Figure 7.2a). The number of small-R jets not overlapping
the large-R jet is much lower for the signal then for the top process (Figure 7.2b).
The preliminary investigation of selection criteria to reject the top background has studied the
following selections:
1. exactly 0 small-R jets not overlapping the large-R jet cone;
2. exactly 0 small-R jets not overlapping the large-R jet OR 1 small-R jet giving invariant
mass (MJj) with the large-R jet MJj > 200 GeV;
3. exactly 0 small-R jets not overlapping the large-R jet OR 1 small-R jet lying at an angular
distance (∆RJj) from the large-R jet ∆RJj > 1.8;
4. exactly 0 small-R jets not overlapping the large-R jet OR 1 small-R jet lying at an angular
distance (∆Rlj) from the lepton ∆Rlj > 1.4;
5. exactly 0 OR 1 OR 2 small-R jets not overlapping the large-R jet;
6. exactly 0 b-tagged small-R jets not overlapping the large-R jet (b-jet veto).
The efficiencies for the top, signal and W+jet processes and the ratio between the signal and top
efficiencies for events with 80 < MJ < 100 GeV are listed in Table 7.1 for all the selection criteria
listed. The selection criteria that gives the highest ratio between the signal and top efficiencies is
vetoing on any small-R jet not overlapping with the large-R jet.
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Table 7.1: Efficiency of the top rejection in the region 60 < MJ < 100 GeV for several cuts
Cut applied Top W+jets Signal
Signal
Top
1. no extra jets 4.2% 28.2% 40.5% 9.5
2. MJj > 200 GeV 63.0% 85.5% 89.7% 1.4
3. ∆RJj > 1.8 87.9% 91.7% 71.7% 1.2
4. ∆Rlj > 1.4 27.5% 64.9% 73.1% 2.7
5. Number of small-R jets ≤ 2 58.6% 83.1% 90.1% 1.5
6. b−tag veto 31.2% 94.5% 95.0% 3.0
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Figure 7.2: Distributions of the variables used for the top background rejection studies in the region
60 < MJ < 100 GeV. MJj (a), number of small-R jets not overlapping with the large-R jet (b), ∆RJj (c),
∆Rlj (d) and events with b-tagged extra jets (e). All the distributions are normalised to 1. Top backgroud
(black), W+jets background (blue) and signal (red).
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7.3 Combined cuts
To further investigate the selection criteria to reject the top background, some of the cuts discussed
in Section 7.2 have been studied in conjunction with additional cuts as discussed below. The two
cuts that have been considered to be associated to additional cuts are the b-jet veto and the MJj
cut (MJj > 200 GeV). For both cuts the signal efficiency is about 90%.
The shapes of the studied variables after having applied the b-tag veto are shown in Figure 7.3.
The bias given by the b-jet veto models the top distributions toward the signal shapes. For
example in Figure 7.2b the number of events with no extra jet for the top background is ∼ 4%
whereas in Figure 7.3b it is inclreased up to ∼ 13%.
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Figure 7.3: Distributions of the variables used for the top background rejection studies in the region
60 < MJ < 100 GeV after having applied the b-veto. MJj (a), number of small-R jets not overlapping
with the large-R jet (b), ∆RJj (c) and ∆Rlj (d). All the distributions are normalised to 1. Top backgroud
(black), W+jets background (blue) and signal (red).
The shapes of the studied variables after having applied the MJj > 200 GeV cut are shown in
Figure 7.4. Here again after the cut the top shapes and the signal shapes are closer. This is
especially clear in Figure 7.4b where the variable ∆RJj has lost any discriminating power.
The results of some attempts of combining two cuts are shown in Table 7.2. The veto on small-R
jets is reported as well for comparison. From the results shown in Table 7.2 it is clear that cutting
on two variables does increase the top rejection, but again none of these combinations allows a
rejection as good as the one observed for the veto on small-R jets.
In conclusion the cut chosen for the top background rejection is the veto on small-R jets where
for a signal reduction of a factor of about 2.5 the top background is reduced by a factor 24.
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Figure 7.4: Distributions of the variables used for the top background rejection studies in the region
60 < MJ < 100 GeV after having applied the cut MJj >200 GeV. Number of small-R jets not overlapping
with the large-R jet (a), ∆RJj (b) and ∆Rlj (c). All the distributions are normalised to 1. Top backgroud
(black), W+jets background (blue) and signal (red).
Table 7.2: Efficiency of the top rejection in the region 60 < MJ < 100 GeV for several combined cuts
Cut applied Top W+jets Signal
Signal
Top
1. no extra jets 4.2% 28.2% 40.5% 9.5
7. b−tag veto+MJj > 200 GeV 22.1% 81.0% 86.3% 3.7
8. b−tag veto+∆RJj > 1.8 21.1% 75.8% 81.7% 3.9
9. b−tag veto + number of extra jet ≤ 1 14.1% 69.8% 59.5% 5.0
10. MJj > 200 GeV +∆Rlj > 1.4 17.4% 56.4% 67.1% 3.9
11. MJj > 200 GeV + number of extra jet≤ 1 24.9% 56.9% 67.8% 2.7
12. MJj > 200 GeV + number of extra jet≤ 2 41.6% 73.9% 83.1% 2.0
Chapter 8
Systematic uncertainties
In this chapter the sources of systematic uncertainties that affect the measurement of the
WW/WZ → `ν`J production cross section are described. The results are used as input for
the fit, described in Chapter 9.
As mentioned in Chapter 5 the fiducial cross-section is obtained as:
σfid =
NWV
L ·Dfid
The total systematic uncertainty on the fiducial cross section is obtained by summing in quadrature
the uncertainties on the measured signal yield, on the factor Dfid, and on the integrated luminosity.
To estimate the systematic uncertainty on the measured signal yield, alternative mass templates
are obtained by varying the prediction conditions according to the systematic effect that is
considered. These alternative templates are then used in extracting the measured yield by
including nuisance parameters with Gaussian constraints in the maximum-likelihood fit, as
mentioned in Chapter 5. The nuisance parameters describe the estimated rate or shape variations
of the templates for the various processes. For the case of the V+jets background the systematic
uncertainties only affects the shape of the template since a floating normalisation factor is used.
Since the Monte Carlo samples have limited statistics, the histograms used in the fit are subject
to statistical fluctuations. This is accounted for in the fit using one nuisance parameter for each
bin.
In the following a description of the systematic uncertainties is given grouping them by sources
that affect the physics objects (Section 8.2), the background modelling (Section 8.3) and the
signal modelling (Section 8.4). The first section in this chapter (Section 8.1) is dedicated instead
to the general strategy to obtain the templates.
As described in Chapter 5 the fit procedure is performed doing a simultaneous fit of the electron
and muon channels. All nuisance parameters are kept completely correlated between the electron
and muon channel except for the uncertainties on the top and V+jet normalization and on
the lepton reconstruction and identification that are completely uncorrelated between the two
channels. The V+jet normalizations for the electron and muon channels are treated in a special
way and left completely free to float. Systematic uncertainties are therefore calculated separately
for the electron and the muon channels. For simplicity in the following the systematic plots are
shown for the sum of electron and muon channels. Separated plots are shown in Appendix A.
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8.1 General strategy to obtain the templates
For each uncertainty source affecting the mass distribution, the parameter which describes the
uncertainty is varied within one standard deviation in both directions. In the following, the
variations corresponding to +1σ are defined as up variations, and those corresponding to −1σ are
defined as down variations. The obtained distributions are said to be shifted (up or down), with
respect to the non-shifted distributions, which are named nominal. For example, the effect of the
large-R jet pT systematic uncertainty on the MJ is estimated by repeating the whole analysis
keeping everything unvaried but the large-R jet pT which is moved up by 1σ. In this way the up
variation of the MJ template is produced for each sample. The same procedure is applied moving
the jet pT by −1σ to produce the down variation.
One important ingredient is represented by the smoothing of the shape variations due to systematic
uncertainties; the smoothing allows to reduce the impact of statistical fluctuations due to limited
MC statistics. This is done in a two-step approach:
1. Averaging of up and down variations and symmetrising one-sided uncertainties;
2. Smoothing of the varied templates.
This procedure is done separately for all systematic variations and all samples. As an example,
Figure 8.1 shows the smoothing effect for one systematic variation.
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Figure 8.1: Relative effect of the Dβ=12 nuisance parameter on the signal template.The left plot shows the
systematic effect without any smoothing applied, the middle plot after averaging the up/down variations
(and compared to the unsmoothed distributions) and the right plot shows the result after the smoothing
procedure (solid line) compared to the distributions after averaging (dashed line).
While introducing a further layer of arbitrariness, the smoothing is necessary to stabilize the fit
result and avoid over constraints of systematic uncertainties. When the smoothing is applied,
each plot showing the effect of the systematic will contain the original distribution in dashed
line and the final smoothed distribution in solid line. In addition these plots show the statistical
uncertainty of the nominal template as reference as a yellow band around zero.
When a systematic is one sided a symmetrising procedure is applied. The available variation is
used for the +σ variation, and the −σ variation is defined by
(nominal)− (+σ − nominal) = 2 · nominal− (+σ)
8.2 Systematic uncertainties on physics objects
Systematic uncertainties affecting electron, muon and jet measurements have been considered.
Systematic uncertainties affecting the large-R jet measurements are the largest. Systematic
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uncertainties affecting the small-R jet have a small effect, and mainly for the top background, as
these jets are only used to implement the jet veto. The complete list of the considered systematic
uncertainties is given in the following.
 Large-R jet: the following uncertainties are considered for the large-R jets and are propagated
through the analysis to assess their effects on the template:
– pT of the Jet;
– Mass of the Jet.
The mass and pT systematic uncertainties are estimated as described in Section 3.6. The
systematic uncertainties are propagated through the analysis to assess their effects on the
templates. The pT and mass systematic uncertainties, together with the D
β=1
2 systematic,
are the ones that have the larger effect on the shape and normalisation of the templates.
They are shown in Figure 8.2.
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Figure 8.2: Relative variations of the templates with respect to the nominal template, for upward and
downward variations of the large-R jet mass (upper row) and pT (lower row). The relative variations are
shown for the signal (a)(d), top (b)(e) and W/Z+jets (c)(f) templates. The statistical uncertainty of the
nominal template is shown as a yellow band around zero. The solid line is the result of the smoothing and
averaging procedure. The normalisation effect of the up and down variations are indicated on the plots as
UP and DOWN.
 The effect of the Dβ=12 systematic uncertainty on the mass template is shown in Figure 8.3.
The Dβ=12 systematic uncertainty is evaluated using the double-ratio method described for
the mass in Section 3.6.
 Muon and electron: the lepton systematics have been proved to be very small (. 1%) and
roughly constant by the analysis performed on the resolved-jet selection (briefly mentioned
in Section 1.3). A 1% normalisation uncertainty has been therefore used both for the
electron and the muon channel.
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Figure 8.3: Relative variations of the templates with respect to the nominal template, for upward and
downward variations of Dβ=12 . The relative variations are shown for the signal (a), top (b) and W/Z+jets
(c) templates. The statistical uncertainty of the nominal template is shown as a yellow band around zero.
The solid line is the result of the smoothing and averaging procedure. The normalisation effect of the up
and down variations are indicated on the plots as UP and DOWN.
 Small-R jet energy measurement: as for the large-R jets, systematic uncertainties on the jet
energy scale are propagated through the analysis to assess their effects on the templates.
The jet energy variations are also propagated to the EmissT . The jet energy scale (JES)
uncertainty evaluation includes uncertainties due to many sources such as the calorimeter
energy scale, dead material description, cluster reconstruction, hadronisation, underlying
event and pile-up modelling [61]. JES is divided in 14 components. They have a very small
effect because small-R jets are only used to implement the jet veto. The effect given by one
of the components on the mass template is shown in Figure 8.4.
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Figure 8.4: Relative variations of the templates with respect to the nominal template, for upward and
downward variations of JES EFF1. The relative variations are shown for the signal (a), top (b) and
W/Z+jets (c) templates. The statistical uncertainty of the nominal template is shown as a yellow band
around zero. The solid line is the result of the smoothing and averaging procedure. The normalisation
effect of the up and down variations are indicated on the plots as UP and DOWN.
 Small-R jet resolution: jet energy resolution (JER) uncertainty takes into account the
difference between the measurement of the resolution on data and simulated events. The
JER variation is also propagated to the EmissT . The same as in the case of the JES
uncertainty, the JER uncertainty affects both template shape and normalization. Since the
JER variation is only one-sided, it is symmetrised. The JER plots are shown in Figure 8.5.
 Jet Vertex Fraction uncertainty: the jet vertex fraction (JVF) allows for the identification
of jets originating from the hard scatter, (as opposed to those from pile-up) by defining a
discriminant which measures the probability that a jet originated from a particular vertex
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(b) tt¯+single t
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Figure 8.5: Relative variations of the templates with respect to the nominal template, for upward and
downward variations of JER. The relative variations are shown for the signal (a), top (b) and W/Z+jets
(c) templates. The statistical uncertainty of the nominal template is shown as a yellow band around zero.
The solid line is the result of the smoothing and averaging procedure. The normalisation effect of the up
and down variations are indicated on the plots as UP and DOWN.
(Chapter 4). Three working points are provided (nominal, up variation and down variation)
and the analysis is repeated for the nominal, up and down JVF cut. The difference with
respect to the nominal correspond to the systematic uncertainty associated to the use of
JVF.
8.3 Backgrounds normalization and modelling uncertain-
ties
W/Z+jets
Modelling uncertainties for the W+jets and Z+jets templates cover the variation of Monte Carlo
generator parameters and comparison among other generators.
 Generator comparison: the nominal MC used to describe the V+jet process is Sherpa,
alternative V+jet samples are generated with Alpgen interfaced to both Pythia and Herwig
for the parton shower. Systematic uncertainties on the parton shower are obtained comparing
the Alpgen+Pythia and Alpgen+Herwig distributions, while an additional uncertainty
consider the residual difference between the Sherpa sample and the Alpgen+Pythia sample.
The generator comparison plots are shown in Figure 8.6.
 Uncertainties for the nominal generator: the nominal generator used to simulate the V+jet
processes is Sherpa. The parameters of Sherpa that mostly affect the mass template are
those connected to the factorisation and renormalisation scales and that one controlling
the scale matrix element to parton shower matching (CKKW). Alternative samples are
generated at truth level (without the full simulation chain) varying these parameters to
assess the effect on the mass template [62] [63]. Variations of the nominal generator are
shown in Figure 8.7.
tt¯ + single t
The uncertainty on the tt¯ normalisation is obtained from the most precise tt¯ theoretical cross
section calculation presently available [64], and it amounts to 6%. For the single-top processes a
conservative value of 10% is used. This uncertainty is kept uncorrelated between the electron and
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Figure 8.6: Relative effect of the generator uncertainties on the W+jets template. The statistical uncertainty
of the nominal template is shown as a yellow band around zero. The solid line is the result of the smoothing
and averaging procedure. The normalisation effect of the up and down variations are indicated on the
plots as UP and DOWN.
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(b) Renormalisation scale
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Figure 8.7: Relative effect of the scale systematic uncertainties on the W+jets template. The relative
variations are shown for the factorisation scale (a), renormalisation scale (b) and CKKW matching scale
(c) templates. The statistical uncertainty of the nominal template is shown as a yellow band around zero.
The solid line is the result of the smoothing and averaging procedure. The normalisation effect of the up
and down variations are indicated on the plots as UP and DOWN.
muon channel to account for the differences noticed in the scale factors of the top background
(Section 6.2). Uncertainties on tt¯ and single top cross section are considered as completely
uncorrelated in the fit by using independent nuisance parameters in the fit. Uncertainties on the
tt¯ include:
 parton shower uncertainty: comparison between the nominal sample generated with
Powheg+Pythia and an alternative sample generated with Powheg + Herwig, shown
in Figure 8.8a;
 matrix element NLO uncertainty: comparison between the Powheg + Herwig and a sample
generated with MC@NLO showered with Herwig, shown in Figure 8.8b;
 Initial State Radiation (ISR) and Final State Radiation (FSR) uncertainties: two samples
generated with varied amount of ISR/FSR are compared. The variations are shown in
Figure 8.8c.
In the first two cases the effect of the variation is symmetrised.
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Figure 8.8: Relative effect of the modelling systematic uncertainties on the tt¯+single top templates. The
relative variations are shown for the parton shower uncertainty (a), NLO uncertainty (b) and ISR/FSR
uncertainty (c) templates. The statistical uncertainty of the nominal template is shown as a yellow band
around zero. The solid line is the result of the smoothing and averaging procedure. The normalisation
effect of the up and down variations are indicated on the plots as UP and DOWN.
8.4 Systematic uncertainties on Signal Modelling
Aside from the nominal generator MC@NLO, WW and WZ events have been also generated with
Powheg interfaced with Pythia and Sherpa. The three generators differ in both the matrix element
implementation as well as in the parton shower and hadronisation model. In addition while
MC@NLO only generates on-shell W and Z bosons in the zero width approximation, both Powheg
and Sherpa produce events where the natural width of the massive bosons is correctly taken into
account. Comparison have shown that large shape differences are present between the nominal
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Figure 8.9: Relative effect generator uncertainties on signal templates. The relative variations are shown
for MC@NLO VS Sherpa and Powheg VS Sherpa templates. The statistical uncertainty of the nominal
template is shown as a yellow band around zero. The solid line is the result of the smoothing and averaging
procedure. The normalisation effect of the up and down variations are indicated on the plots as UP and
DOWN.
template and both Powheg or Sherpa templates, while the shape differences between the latter
are reduced as shown in Figure 8.9. For the reasons described above two independent sources of
systematic uncertainties have been considered: the first one connected to the comparison between
MC@NLO and Sherpa and the second one connected to the comparison between Sherpa and
Powheg.
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8.5 Summary of rate systematic uncertainties
The normalisation effects of all considered systematic uncertainties on the different samples is
summarised in Table 8.1. For the W/Z+jets processes these numbers are not used since the
templates for those processes have a freely floating normalization factor. For the signal the
normalization uncertainties are not used in the fit, since the fit is measuring the signal yield.
Instead, the way that signal and W/Z+jets systematic uncertainties affect the fiducial cross-section
measurement is through the mass shape.
Table 8.1: Effect of systematic uncertainties on the normalizations of each sample. The W/Z+jets
normalization is freely floating in the final cross-section fit, so its normalization uncertainty is not directly
relevant.
sample WW+WZ W+jets tt¯+single t
stat. 3.0 % 0.5 % 1.7 %
D2B1 -7.1 % / 7.1 % -10.2 % / 10.2 % -9.0 % / 9.0 %
JER -1.0 % / 1.0 % -2.2 % / 2.2 % -1.7 % / 1.7 %
JES AF2NC 0.1 % / -0.1 % 0.5 % / -0.5 % 0.6 % / -0.6 %
JES EFF1 -0.6 % / 0.6 % -1.2 % / 1.2 % -3.9 % / 3.9 %
JES EFF2 0.3 % / -0.3 % 0.9 % / -0.9 % 1.4 % / -1.4 %
JES EFF3 0.1 % / -0.1 % -0.5 % / 0.5 % -0.6 % / 0.6 %
JES EFF4 0.1 % / -0.1 % 0.4 % / -0.4 % 0.6 % / -0.6 %
JES EFF5 0.2 % / -0.2 % 0.5 % / -0.5 % 0.6 % / -0.6 %
JES EFF6 0.2 % / -0.2 % -0.2 % / 0.2 % -0.1 % / 0.1 %
JES ETAModel 0.1 % / -0.1 % -0.5 % / 0.5 % -1.0 % / 1.0 %
JES ETAStat -0.2 % / 0.2 % -0.6 % / 0.6 % -0.9 % / 0.9 %
JES OFFMU 0.4 % / -0.4 % 0.3 % / -0.3 % 0.4 % / -0.4 %
JES OFFPT 0.1 % / -0.1 % 0.4 % / -0.4 % 0.3 % / -0.3 %
JES PUPT -0.1 % / 0.1 % 0.3 % / -0.3 % 0.3 % / -0.3 %
JES PURHO -0.7 % / 0.7 % -1.0 % / 1.0 % -2.8 % / 2.8 %
JES SinglePart 0.1 % / -0.1 % 0.4 % / -0.4 % 0.6 % / -0.6 %
JMSU -0.9 % / 0.9 % -0.3 % / 0.3 % -3.9 % / 3.9 %
JPTSU 14.2 % / -14.2 % 14.3 % / -14.3 % 15.9 % / -15.9 %
JVF 0.2 % / -0.2 % 0.5 % / -0.5 % 1.0 % / -1.0 %
Vj Generator – -1.4 % / 1.4 % –
Vj SC ckkw – -1.4 % / 5.6 % –
Vj SC fac – 19.5 % / -19.5 % –
Vj SC ren – -35.8 % / 35.7 % –
sig VSsherpa 0.2 % / -0.2 % – –
sig powVSsher 0.0 % / 0.0 % – –
tt Generator – – 21.7 % / -21.7 %
tt ISR – – -8.4 % / 8.4 %
tt PartonShower – – -12.5 % / 12.5 %
total sys 16.2 % 44.6 % 32.9 %
Chapter 9
Results
In this section the final large-R jet mass templates are used to extract the WW/WZ cross-section,
using a likelihood fit as described in Chapter 5. The parameter of interest extracted from the fit
is µ that represents the measured to nominal cross-section ratio. The systematic uncertainties
on the normalization of the background and on the shape of the signal and background processes
are included in the fit using nuisance parameters. The last part of the chapter is dedicated to the
expected results on the anomalous triple gauge couplings.
9.1 Expected performance
As mentioned in Chapter 5 the number of signal events has been obtained by simultaneously
fitting Monte Carlo simulated events to the large-R jet mass distribution in the electron and
muon channels. The templates for the electron and muon channels are shown in Figure 9.1.
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Figure 9.1: MJ templates for candidates hadronically decayed bosons in the electron channel (a) and
muon channel (b). The signal is shown in red, the top background in blue and the W+jets and Z+jets
background are summed and shown in green. All templates are normalised to unit area.
Table 9.1 summarizes the event yields in the final signal region for all the processes considered in
the analysis together with a comparison with data. The uncertainties shown are statistical only.
The expected precision on the measurement of the signal strength (µ defined in Section 5.3) is
estimated by performing a fit to the “Asimov dataset”. The Asimov dataset is constructed to be
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electron muon
WW+WZ 108 ±5 100 ±4
W/Z+jets 1157 ±8 923 ±7
tt¯+single t 273 ±7 203 ±6
Expected 1538 ±11 1226 ±10
Observed 1562 ±41 1209 ±36
Table 9.1: Event yields for all the processes con-
sidered in the analysis and for data. Uncertainties
are statical only.
exactly equal to the standard model expectation for signal plus background, with all the nuisance
parameters at their nominal values. From the fit to the Asimov dataset the expected uncertainty
on the signal strength is found to be 41%. Figure 9.2 shows the central value and the uncertainty
of each nuisance parameter after the fit to the Asimov dataset. θ0 indicates the initial value of
the nuisance parameter and θˆ the value obtained from the best fit. The variable shown on the x
axis in Figure 9.2 is (θˆ − θ0)/∆θ.
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Figure 9.2: Constraints on systematic uncertainties from fit to Asimov dataset split up in uncertainties
from detector uncertainties (a) and background modelling (b). The normalization factors on the V+jets
templates (labelled SF V+jets) are not nuisance parameters in the fit, so the expected values are 1. The
normalization factors are shown for demonstration purpose only.
Being the Asimov dataset constructed to be equal to the SM expectations, the pre-fit and post-fit
value of all nuisance parameters are expected to be equal. The error bars indicate the confidence
interval of 1σ extracted by taking the value of the nuisance parameter corresponding to the
likelihood value L(θ) = − 12 . The large-R jet systematics, the Dβ=12 and the V+jets generator
systematic uncertainties are slightly constrained, demonstrating that the data distributions are
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not consistent with the range of variation that is used as input for the particular nuisance
parameter. In other words, the data has power to constraint the systematic uncertainty related
to the particular nuisance parameter.
The electron and muon normalization factors on the V+jets templates are shown as well in
Figure 9.2 even if they are not nuisance parameters. They are shown for demonstrating purpose
only and their expected value is one.
9.2 Alternative selections
The event selection that has been mentioned in Chapter 4 is the one I have personally worked
on. All the studies I did that have been presented in this thesis up to this point have been
performed using this selection. During the writing of this thesis the analysis group found a way to
further optimize the event selection. This optimisation has been done by evaluating the expected
uncertainty on µ with the Asimov fit, as described for the nominal selection in Section 9.1. These
studies have been carried out by including all the rate systematic uncertainties and all the sources
of systematics uncertainties related to the large-R jet measurement, which have been shown to be
the largest sources of uncertainties. I have not personally studied these optimisations, but since I
took care of implementing the fit procedure, I have obtained the results to estimate the expected
uncertainty on µ and all the results on the measured µ. I have therefore decided to briefly report
here about the difference between the nominal and optimized selection and to report the final
results on the optimized selection that is the one that will be finalized for publication.
The two differences introduced in the alternative selections with respect to the nominal selection
are:
 the loosening of the cut on the large-R jet pT ;
 the strengthening of the veto on the small-R extra jets.
The goal of trying to lower the cut on the large-R jet pT is to gain sensitivity by increasing
the statistics. The veto on the small-R extra jets is instead strengthened to improve the top
background rejection, which is particularly important as the top MJ distribution has a peak
under the signal peak (Chapter 7). In the nominal selection (mentioned in Chapter 4) events are
excluded if there are one or more small-R jets lying outside the large-R jet cone. These small-R
jets are required to have |η| < 2.5. This cut is applied because jets within |η| < 2.5 have smaller
systematic uncertainties. However systematic uncertainties on the small-R jets have been shown
to be very small compared with, for example, the large-R jet uncertainties. Therefore in order to
improve the top background rejection the alternative selections studied have no |η| cut applied
on the small-R jets. The scenarios that have been studied are the following:
 Nominal selection: pT > 250 GeV, |ηextra jet| < 2.4 limited jet veto;
 Test case 1: pT > 250 GeV, extended jet veto;
 Test case 2: pT > 225 GeV, extended jet veto;
 New selection: pT > 200 GeV, extended jet veto.
The expected uncertainties have been evaluated for these selections by a fit to the Asimov dataset.
A limited set of systematics have been included in these fit, namely the JES on the small-R jets,
the large-R jet uncertainties (pT and MJ ) and the D
β=1
2 uncertainty. The expected uncertainties
on the signal strength are shown in Table 9.2
The selection with the lowest expected uncertainty is the one with the lower cut on the pT of the
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Selection studied large-R jet pT cut on small-R jet |η| expected σµ
Nominal selection pT > 250 GeV |ηextra jet| < 2.4 0.289%
Test case 1 pT > 250 GeV no |η| cut 0.290%
Test case 2 pT > 225 GeV no |η| cut 0.264%
New selection pT > 200 GeV no |η| cut 0.258%
Table 9.2: Summary of the differences between the nominal selection and the three alternative selection
studied. The expected uncertainty on the signal strength is reported as well and is extracted from the fit
to Asimov dataset, including a limited set of systematic uncertainties as described in the text.
large-R jet. This is the selection used in the rest of the chapter to perform the fit and to set limits
on aTGC parameters, and it will be referred as “new selection”. No studies with a pT cut lower
than 200 GeV are done because the systematic uncertainties for large-R jets are not available
for these pT values. Attempting to lower the pT cut would request a lot of additional work to
recompute the systematic uncertainties on the large-R jet pT , mass and on D
β=1
2 . Anyway in
case this analysis is repeated using the data collected at
√
s = 13 GeV it would be interesting to
study the large-R jet systematic uncertainties at lower pT . It should anyway be reminded that
the large-R jet selection presented in this thesis has been studied in parallel with a resolved-jet
selection (hadronically decaying boson reconstructed by two small-R jets), therefore lowering the
cut on the large-R jet pT would also increase the number of events contemporary reconstructed
by both selections. As the overlap between the two topologies becomes larger the optimization
study should be done considering both selections at the same time.
The event yields for the new selection are shown in Table 9.3. The uncertainties are statistical
only both for data and simulated events. The total number of events and the number of signal
events increase of around a factor two for the new selection with respect to the nominal selection.
electron muon
WW+WZ 218 ±6 196 ±6
W+jets 2200 ±14 1883 ±12
tt¯+single t 502 ±9 383 ±8
Expected 2920 ±18 2462 ±16
Observed 3022 ±56 2430 ±50
Table 9.3: Event yields for all the processes considered in the analysis and for data for the new selection.
Uncertainties are statical only.
The MJ distribution for the new selection before and after the D
β=1
2 cut is shown in Figure 9.3.
The procedure described in Chapter 6 for the nominal selection to evaluate the top and W+jets
scaling factors has been applied to the new selection as well.
The fit to the Asimov dataset including all the systematics is repeated for the new selection. The
expected uncertainty on the signal strength, including the complete set of systematic uncertainties,
is found to be 36% for the new selection, showing therefore a significant improvement with respect
to the expected uncertainty for the nominal selection, which is 41%.
Figure 9.4 shows the uncertainty of each nuisance parameter after the fit to the Asimov data. The
normalisation factors on the V+jets templates for the electron and muon channels are also shown
in Figure 9.4. The uncertainties on the V+jets normalisation factors decreased with respect to
the nominal selection (Figure 9.2), thanks to the higher statistics.
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Figure 9.3: Distribution of the large-R jet mass for the new selection (a) and for the new selection excluding
the Dβ=12 cut (b). For the simulated events the contributions of the different processes is shown in a
stacked histogram. The bottom panels show for each distribution the data to simulated events ratio and
the error bars show the statistical uncertainties of data and simulated events.
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Figure 9.4: Constraints on systematic uncertainties from fit to Asimov dataset split up in uncertainties from
detector uncertainties (a) and background modelling (b), for the new selection. The normalization factors
on the V+jets templates (labelled SF V+jets) are not nuisance parameters in the fit, so the expected
values are 1. The normalization factors are shown for demonstration purpose only.
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9.3 Fit to data
Figures 9.5a and 9.5b show the large-R jet mass distributions with the comparison between data
and Monte Carlo prediction before the fit is performed, for the electron and muon channels
respectively. Full statistic and systematic uncertainties are shown.
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Figure 9.5: Distribution of the large-R jet mass distributions after the fit is performed, for the electron (a)
and the muon (b) channels. The blue hatched bands represents the statistical and systematic uncertainties.
The lower panel displays the difference between the data and sum of all the MC simulated processes,
divided by the MC simulated processes. The error bars on the data represent the statistical uncertainty.
Figures 9.6a and 9.6b show the large-R jet mass distributions for the electron and muon channels
after the fit is performed. The uncertainties shown take into account the best-fit values for all
the nuisance parameters. The systematic uncertainties affecting the MJ distributions after the fit
are lower with respect to the systematic uncertainties before the fit, as expected.
The fit to data yields a signal strength of µ = 0.83 ± 0.38, compatible with the expected SM
result within 1σ. This signal strength is used to extract the number of measured events, which is
NWVmeasured = 344± 157.
Figure 9.7 shows the central value and the uncertainty of each nuisance parameter after the fit
to the new selection data. All the nuisance parameters are compatible with the nominal value
within 1σ.
To evaluate the relative importance of the different sources of systematic uncertainties a ranking-
procedure is implemented. In this procedure, the impact on the µ of a value is estimated. Several
fits to data are performed where, for each fit, one nuisance parameter is kept constant at a value
of ±1σ and the fit is carried out again. Figure 9.8 shows the resulting ranking plot. The higher a
nuisance parameter lays in the ranking plot the larger the impact on the µ uncertainty is. The
plot shown in Figure 9.8 contains two types of information: the effect on µ given by a particular
nuisance parameter and the after fit nuisance parameter pulls. The pulls are represented as solid
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Figure 9.6: Distribution of the large-R jet mass distributions and after the fit is performed, for the
electron (a) and the muon (b) channels. The blue hatched bands represents the statistical and systematic
uncertainties. The post fit distributions is obtained by shifting all templates according to the best-fit values
of all nuisance parameters and normalization factors. The lower panel displays the difference between the
data and sum of the background processes, divided by the background. The red histogram displays the
fitted signal divided by the sum of the background. The error bars on the data represent the statistical
uncertainty.
circles and refer to the bottom x-axis (exactly as in Figure 9.7). The yellow and green bands are
related to the ranking and their scale refers to the x-axis represented on the upper side of the
plot. They indicate the µ variation due to each nuisance parameter, calculated as the difference
between the µˆ extracted from the best fit value and the µ(θ = ±σ) extracted from the fit when
the nuisance parameter θ is fixed at ±σ (∆µ = µˆ− µ(θ = ±σ)). The yellow band indicates the
variation of µ due to θ = +1σ and the green band the variation of µ due to θ = −1σ. Both
are pre-fit constraints, that is the ranking evaluation using nominal values and error bars. Post
fit constraints are shown by blue-hatched and red-hatched bands, for θ = +1σ and θ = +1σ
variations respectively.
The highest ranking nuisance parameter is the systematic uncertainty on the large-R jet pT .
The following three highest ranking nuisance parameters are: uncertainties due to the tt¯ mod-
elling variation (tt Generator) and those due to the signal shape modelling (sig VSsherpa and
sig powVSsherpa).
The Dfid and C
WV factors, described in Chapter 5, are necessary to extract the fiducial cross
section. These factors have been calculated for the new selection and are shown in Table 9.4.
The CWW and CWZ factors are equal to one when the number of events selected by the recon-
structed selection is equal to the number of events selected in the fiducial volume. The CWW
and CWW factors in this analysis are small compared for example to the same numbers in the
resolved-jet selection (CWV ∼ 0.9). This is due to the fact that in the fiducial phase space
of the large-R jet selection no grooming algorithm has been applied to the large-R jets and
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Figure 9.7: Constraints on systematic uncertainties from fit to data split up in uncertainties from detector
uncertainties (a) and background modelling (b). The normalization factors on the V+jets template (labelled
SF V+jets) are not nuisance parameters in the fit, so the expected values are 1. The normalization factors
are shown for demonstration purpose only.
no Dβ=12 cut has been applied. The A
WW and AWZ factors indicate the percentage of signal
events included in the fiducial phase space, which is found to be ∼ 3 both for WW and WZ.
Systematic uncertainties are evaluated re-computing the AWV , CWV , fWW and Dfid factors
for each systematic variation. Systematic uncertainties are then not evaluated separately for
AWV , CWV and fWW factors: the quoted uncertainties for these factors are statistical only.
The full systematic uncertainty on Dfid should take into account the differences between the
Dfid calculated with different signal generators, the systematic uncertainties on physics objects
and the uncertainties given by the PDFs. The systematic uncertainties quoted in Table 9.4 are
preliminary and only take into account the systematic uncertainties on physics objects.
Using the number of signal events extracted from the fit NmeasWV , and the calculated Dfid factor,
the fiducial cross section is extracted using the equation described in Chapter 5:
σfid =
NWV
L ·Dfid
The preliminary value of the measured fiducial cross section is σfid = 48±22 fb, the uncertainty on
the fiducial cross section is obtained by summing in quadrature the uncertainties on the measured
signal yield NWV , on the factor Dfid, and on the integrated luminosity, all the uncertainties are
treated as completely uncorrelated. The measured fiducial cross section is compatible with the
expected fiducial cross section σtheo = 57± 4 fb. Though the WW/WZ peak is clearly visible
on the mass invariant plot; the uncertainty on the measurement is quite large compared to the
uncertainty obtained by the previous ATLAS WW/WZ measurement, mentioned in Chapter 1.
This is however the first time that a diboson cross section is measured the using the large-R jets
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Dfid 0.355± 0.02(stat)± 0.051(syst)
CWW 0.36± 0.05(stat)
CWZ 0.35± 0.02(stat)
fWW 0.82± 0.06(stat)
AWW 0.0031± 0.0001(stat)
AWZ 0.0032± 0.0002(stat)
Table 9.4: Dfid factor and the terms used for its computation.
and the substructure techniques. These techniques have allowed to reach regions of the phase
space never studied before by the resolved-jet selections.
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Figure 9.8: Ranking of the systematic uncertainties for the fit to data (new selection). Solid-yellow
(blue-hatched) bands refer to the pre-fit (post-fit) impact on µ when the nuisance parameter is shifted up
by one sigma. Solid-green (red-hatched) bands refer to the pre-fit (post-fit) impact on µ when the nuisance
parameter is shifted down by one sigma. Fitted nuisance parameter values are shown as points with error
bars. Note that “VJets norm ele” end “VJets norm muon” are unconstrained nuisance parameters, so they
are defined differently than the other nuisance parameters, and their nominal value is 1 instead of 0.
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9.4 Anomalous Triple Gauge Couplings
Anomalous triple gauge couplings have been introduced in Chapter 1. As mentioned the effects
of the aTGC is expected to be more pronounced at high energies. The large-R jet selection is
therefore crucial to put limits on the aTGC parameters. In fact the large-R jet selection allows
to recover events lost by the resolved-jet selection. In these events the decay products of the
hadronically decaying boson are not reconstructed in two separate small-R jets because the
hadronically decaying boson has high pT . Any anomalous effect on the triple gauge couplings is
expected to be more evident as the boson pT is larger, therefore the possibility to populate the
tails of the pT distribution allows to increase the sensitivity to aTGC. The event selection for the
aTGC studies follows the same selection criteria as the cross section measurement, except for
an additional requirement on the large-R jet mass 60 < MJ < 100 GeV, applied to enhance the
signal.
Since aTGC’s enhance the diboson cross sections at high boson pT , limits on aTGCs are determined
by fitting the large-R jet pT . The aTGC limits are calculated by fitting with a binned maximum-
likelihood to the large-R jet pT spectrum. The total pT spectra expected after the analysis
selection in the hypothesis of the SM signal (black dots), or of a signal with an aTGC of λ = 0.05
(white filled histogram), are shown in Figure 9.9 for the sum of the electron and muon channels.
Figure 9.9: Expected pTJ distribution for the sum of the muon and electron channels. The points represent
the Asimov data. The white-filled histogram shows the expected signal in the presence of an aTGC of
λ = 0.05. The lower panel displays the data over MC ratio. The blue line represent the signal in the
presence of an aTGC of λ = 0.05.
The preliminary expected aTGC limits have been calculated by fitting the Asimov dataset and are
expected to improve by around a factor 2 the limits set by the WV → `ν`jj analysis performed
in ATLAS at
√
s = 7 TeV.
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Conclusions
The measurement of the WW/WZ → `ν`qq′ production cross section performed in a new
kinematic regime that exploits highly boosted bosons has been presented. The measurement has
been obtained using a data sample of proton-proton collisions occurring at
√
s = 8 TeV collected
by the ATLAS experiment and corresponding to an integrated luminosity of 20.3 ± 0.6 fb−1.
The highly boosted hadronically decayed boson is reconstructed as a single large-R jet and
substructure techniques have been used to enhance the discrimination between signal jets, having
a two prong structure, and background jets. This is the first time that the diboson measurement
is performed using large-R jets and the substructure techniques.
The agreement between the data and the simulated events in suitable selected control regions
has allowed to study and develop a strategy to correct for rate mismodelling of the two main
background processes. The event selection has been optimised to reduce the top background.
The number of signal events has been obtained by simultaneously fitting Monte Carlo simulated
events to the large-R jet mass distribution in the electron and muon channels using a binned
maximum likelihood fit. This method takes into account the differences among the shapes of the
large-R jet mass distributions for the various processes to separate the signal from the background.
Normalization and shape systematic uncertainties have been considered in the fit through the
use of nuisance parameters. The measured fiducial cross section is σfid = 48 ± 22 fb, and the
expected Standard Model value is σtheo = 57± 4 fb. The measured cross section is compatible
with the expected cross section even if within a large experimental uncertainty. This selection is
also used to set limits on the anomalous Triple Gauge Couplings parameters. The studies on the
aTGC limits are ongoing and are expected to improve by around a factor two the present aTGC
limits.
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Appendix A
Systematic uncertainties
In this appendix the systematic uncertainty plots for the electron and muon channels are shown.
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Figure A.1: Relative variations of the templates with respect to the nominal template, for upward and
downward variations of the large-R jet mass, in the electron (left) and muon (right) channels. The relative
variations are shown for the signal (a)(b), top (c)(d) and W/Z+jets (e)(f) templates. The statistical
uncertainty of the nominal template is shown as a yellow band around zero. The solid line is the result
of the smoothing and averaging procedure. The normalisation effect of the up and down variations are
indicated on the plots as UP and DOWN.
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Figure A.2: Relative variations of the templates with respect to the nominal template, for upward and
downward variations of the large-R jet pT , in the electron (left) and muon (right) channels. The relative
variations are shown for the signal (a)(b), top (c)(d) and W/Z+jets (e)(f) templates. The statistical
uncertainty of the nominal template is shown as a yellow band around zero. The solid line is the result
of the smoothing and averaging procedure. The normalisation effect of the up and down variations are
indicated on the plots as UP and DOWN.
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Figure A.3: Relative variations of the templates with respect to the nominal template, for upward and
downward variations of the Dβ=12 , in the electron (left) and muon (right) channels. The relative variations
are shown for the signal (a)(b), top (c)(d) and W/Z+jets (e)(f) templates. The statistical uncertainty of
the nominal template is shown as a yellow band around zero. The solid line is the result of the smoothing
and averaging procedure. The normalisation effect of the up and down variations are indicated on the
plots as UP and DOWN.
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Figure A.4: Relative variations of the templates with respect to the nominal template, for upward and
downward variations of the JES EFF1, in the electron (left) and muon (right) channels. The relative
variations are shown for the signal (a)(b), top (c)(d) and W/Z+jets (e)(f) templates. The statistical
uncertainty of the nominal template is shown as a yellow band around zero. The solid line is the result
of the smoothing and averaging procedure. The normalisation effect of the up and down variations are
indicated on the plots as UP and DOWN.
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Figure A.5: Relative variations of the templates with respect to the nominal template, for upward and
downward variations of the JER, in the electron (left) and muon (right) channels. The relative variations
are shown for the signal (a)(b), top (c)(d) and W/Z+jets (e)(f) templates. The statistical uncertainty of
the nominal template is shown as a yellow band around zero. The solid line is the result of the smoothing
and averaging procedure. The normalisation effect of the up and down variations are indicated on the
plots as UP and DOWN.
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Figure A.6: Relative effect of the generator uncertainties on the W+jets template for the electron (left)
and muon (right) channels. The parton shower systematics is obtained comparing the Alpgen+Pythia and
Alpgen+Herwig simulations. The statistical uncertainty of the nominal template is shown as a yellow band
around zero. The solid line is the result of the smoothing and averaging procedure. The normalisation
effect of the up and down variations are indicated on the plots as UP and DOWN.
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Figure A.7: Relative effect of the generator uncertainties on the W+jets template for the electron (left)
and muon (right) channels. Results of the comparison between Sherpa and Alpgen+Pythia simulations.
The statistical uncertainty of the nominal template is shown as a yellow band around zero. The solid
line is the result of the smoothing and averaging procedure. The normalisation effect of the up and down
variations are indicated on the plots as UP and DOWN.
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(d) Muon channel
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(e) Electron channel
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Figure A.8: Relative effect of the scale systematic uncertainties on the W+jets template. The relative
variations are shown for the factorisation scale (top), renormalisation scale (middle) and CKKW matching
scale (bottom) templates for the electron (left) and muon (right) channels. Results of the comparison
between Sherpa and Alpgen+Pythia simulations. The statistical uncertainty of the nominal template is
shown as a yellow band around zero. The solid line is the result of the smoothing and averaging procedure.
The normalisation effect of the up and down variations are indicated on the plots as UP and DOWN.
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