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Chapter 1
Introduction
This study deals with robust control of flexible mechanical systems which are categorized
into two classes of systems. One class includes mechanical systems having flexible structure
or parts themselves such as a crane system, a robotic manipulator with flexible joints and/or
a base. The other one includes mechanical systems which have no flexible structure nor part
but handle flexible objects such as a fish-picking robot and a liquid container system.
Regardless of the classes, the typical control problems of such flexible mechanical sys-
tems can be stated as ”to achieve the required motion control with suppressing oscillation
due to its flexibility”. In a variety of fields, those kinds of control problems have been tack-
led by a lot of researchers in recent years, for instance, liquid container transfer control [1]
[2], adaptive control of a planar gantry crane system [3], tip position control of a two-link
flexible robot manipulator [4], and so forth [5], [6], [7], [8], [9], [10]. However, the pro-
posed approach of control design in this study [11, 12] is completely different from the other
ones. More specifically, the approach can be systematically utilized for a variety of flexible
systems, although the other studies target on the individual systems. Therefore, one of the
characteristic advantages of our proposed method is a wide range of its availability to flexible
mechanical systems.
The proposed controller consists of PD control andH1 control schemes. Combination of
PD control and H1 control is effectively applied to achieve the sensitivity function shaping
strategy so that the sensitivity functions have desirable frequency-domain properties, which
is the key notion of the control design methodology we propose. As an illustrative example,
we consider a motion control problem of a manipulator having an oscillatory component and
also whose base is connected to the stationary base. Based on the experimental apparatus
we developed, we have conducted control design and control experiments. In addition, we
employ ¹-synthesis for the control design since the manipulator has strong nonlinearity and
furthermore considering the parametric uncertainties of the system.
The experimental results have shown that the proposed control system can achieve highly
precise position control while successfully suppressing oscillation at the flexible component.
Hence, we have confirmed the effectiveness and feasibility of the proposed control design
method.
The remainder of this thesis will be organized as follows. In Chapter 2, we introduce
generic problem setting for systematically dealing with a variety of flexible mechanical sys-
tems, and an illustrative example we mainly work on. The control design method and control
laws are presented in Chapter 3. Then, Chapter 4 introduces the experimental apparatus and
demonstrates control simulations and experiments. Finally, Section 5 gives some concluding
remarks.
2
Chapter 2
Generic Problem Setting and an
Illustrative Example
2.1 Generic Problem Setting
In this section, we introduce the generic problem setting to uniformly deal with robust control
problems of a variety of flexible mechanical systems. The proposed problem setting is rep-
resented by a cascaded mass-damper-spring system connected to a stationary base as shown
in Fig.2.1. Where m1, m2 and q1,q2 are masses and their deflections from the equilibria, d1,
d2 are damping parameters, k1,k2 denote stiffness parameters, f1, f2 denote control forces,
and ¢x denotes the parametric uncertainty of x respectively. In this model, one mass mi is
f1 f2
m1+ m1
k1+ k1
d1+ d1
q1 q2
m2+ m2
k2+ k2
d2+ d2
Fig 2.1: Schematic diagram of the generic problem setting.
to be a control object by control input fi and its measurements qi and _qi are to be available.
The other mass mj is not controlled directly, i.e., fj = 0 with no measurements of its states.
Hence, the control problem we can consider here is to achieve the desired motion control
of mi by fi with suppressing oscillation of mj under existence of the parametric uncertain-
ties.
By exchanging components of these masses, we can represent a flexible-base problem
(FBP) and a flexible-joint problem (FJP) alternatively. In the case of an FBP, m1 is regarded
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the flexible base and m2 is the link to be actuated. On the other hand, in the case of an FJP,
m2 is the link connected to the actuator m1 with the flexible joint.
Furthermore, both control problems can efficiently accommodate various flexible me-
chanical systems, for instance, a gantry crane system, a liquid container system, and a fish-
picking robot system.
2.2 Illustrative Examples
Here, we present a motion control problem of a flexible-base manipulator as an illustrative
example of an FBP. The model of the motion control problem of a flexible-base manipulator
is shown in Fig.2.2. The base is connected to the stationary base with the flexible-joint, and
the link with the rigid joint is to be actuated.
q2
q1
m2
m1
stationary base
flexible base 
with k1 and d1
link actuator
with the rigid joint
Fig 2.2: The model of a flexible-base manipulator with revoluionary joints.
The dynamical model of this system can be expressed by
M(q)Äq + ¤(q; _q) +Kq = u; (2.1)
where q = [q1; q2]T is the position vector of the base and the link, u is the control input
vector, M is the inertia matrix, ¤ is the Coriolis and centripetal, and linear damping term, K
is the stiffness matrix. More specifically,
M(q) =
·
M1 + 2R cos q2 M2 +R cos q2
M2 +R cos q2 M2
¸
(2.2)
¤(q; _q) =
· ¡(2 _q1 + _q2) _q2R sin q2 + d1 _q1
_q1
2R sin q2
¸
(2.3)
K =
·
k1 0
0 0
¸
(2.4)
u = [0; f2]
T ; (2.5)
4
where M1, M2, R denote the inertia parameters, d1, and k1 denote the damping ratio and
stiffness for the base, f2 is the input torque, respectively.
We presuppose point-to-point control of the link q2 and suppressing oscillation of the
base, then linearizing the system around q1 = _q1 = 0 yields
M(q)Äq +D(q2; _q2) _q +Kq = u; (2.6)
where
D(q2; _q2) =
·
d1 ¡ 2 _q2R sin q2 ¡ _q2R sin q2
0 0
¸
: (2.7)
Since (2.6) still has strong nonlinearity, we employ the robust control problem scheme of a
linear system with parametric uncertainties. Assuming that jq2j · ¼=2 rad and j2 _q2 sin q2j ·
3 rad/s, which are found by feedback from the control simulation results, we can rewrite
(2.6) as
MÄq+D _q+Kq = u; (2.8)
where
M =
·
M11 M12
M21 M22
¸
(2.9)
M11 = M1 +R +R±1
M12 = M21 = M2 + 0:5R + 0:5R±1
M22 = M2 (2.10)
D =
·
d1 + 3R±2 1:5R±2
0 0
¸
; (2.11)
where ±1; ±2 2 < represent the normalized parametric uncertainties, that is j±1j · 1, j±2j · 1.
Consequently, the problem is almost represented in the generic problem setting.
Besides, in order to emphasize the robust control viewpoint, we also consider a problem
where load variation arises in the same manipulator. Assuming the each parametric pertur-
bation ranges within §50 % of R, §10 % of M1, §30 % of M2, then the new plant model is
represented as
M11 = M1 + 1:5R + (0:1M1 + 1:5R)±1
M12 = M21 = M2 + 0:75R + (0:3M2 + 0:75R)±2
M22 = M2 + 0:3M2±3 (2.12)
D =
·
d1 + 4:5R±4 2:25R±4
0 0
¸
; (2.13)
where ±i 2 <(i = 1; :::; 4) with j±ij · 1 are the normalized parametric uncertainties.
In the same way, we can easily make the dynamical model for an FJP due to exchanging
components of m1 and m2.
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The parameters of the experimental apparatus are shown in Table 2.1. These parameters
are obtained by the parametric identification in [13]. Note that, they are enough to be trusted
for simulations or experiments although they are not so sensitive due to poor performance of
the interface we have used.
Table 2.1: Parameters of the system
Parameter Value Unit
M1 1:987£ 10¡3 kgm2
M2 1:457£ 10¡4 kgm2
R 9:392£ 10¡5 kgm2
d1 3:183£ 10¡4 Nms
d2 6:074£ 10¡5 Nms
k1 7:844£ 10¡2 Nm
k2 5:752£ 10¡3 Nm
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Chapter 3
Control Design
3.1 Sensitivity Function Shaping Strategy
The block diagram of the control system considered here is shown in Fig.3.1. P represents
the mechanical system presented in the previous section and is separated into Pj and Pi,
where Pj is the transfer function of the oscillatory component to fi, Pi is the actuator to
be controlled, that is, Pj denotes the flexible-base connected to the stationary base and Pi
denotes the rigid joint manipulator in Fig.2.2. C is the H1 controller to be designed, r is the
reference signal for qi, e is the tracking error respectively. Moreover, we adopt H1 control
with the proper weighting functions W1¡3 (3.4)-(3.6) so as to achieve the desired sensitivity
functions S1¡3 represented by the following equations (3.1)-(3.3).
e = S1r = (1 + PiC)
¡1r (3.1)
fi = S2r = C(1 + PiC)
¡1r (3.2)
qj = S3r = PjC(1 + PiC)
¡1r; (3.3)
W1(s) =
20
s+ 10¡4
(3.4)
W2(s) = 0:001 (3.5)
W3(s) = 200: (3.6)
where S1 denotes the tracking control performance, S2 is the control signal, S3 is related
to the capability of suppressing oscillation. W1 is constructed to gain the desirable tracking
control performance, W2 is applied to consider the control input and moreover to satisfy the
condition of the H1 control standard problem, and W3 is utilized to suppress the oscillation
of the flexible component.
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Pj
Pi
W2
C
W1
G
P
fi e
r
z1
z2
qj
qi
+
-
z3
W3
Fig 3.1: Control system structure for control design.
3.2 PD Control
We have employed inner-loop PD control as a complementary control scheme together with
H1 control. Here, we introduce PD control for the plant P in Fig. 3.1 using the illustrative
example for an FBP. In this case, Pj = P1 denotes the oscillatory base, and Pi = P2 is the
manipulator link.
The transfer functions of the original plant in the nominal case are described as following.
P1(s) = ¡ M12s
2
s2((M11M22 ¡M212)s2 +M22d1s+M22k1)
(3.7)
P2(s) =
M11s
2 + d1s+ k1
s2((M11M22 ¡M212)s2 +M22d1s+M22k1)
(3.8)
where the poles and zeros at s = 0 in (3.7) are cancelled. In the case of the minimum possible
value d1 = 0, the both functions have imaginary-axis poles.
Adding PD control to f2 with measurements of q2 and _q2, then K and D in the dynamical
models (2.4) and (2.13) are rewritten as
D =
·
d1 + 4:5R±2 2:25R±2
0 d²
¸
(3.9)
K =
·
k1 0
0 k²
¸
; (3.10)
where k², d² denote the proportional gain and the differential gain respectively. Conse-
quently, the functions (3.7) and (3.8) are changed to
P1(1 + P2(d²s+ k²))
¡1 =
np1
dp
(3.11)
P2(1 + P2(d²s+ k²))
¡1 =
np2
dp
; (3.12)
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where dp represents the common denominator polynomial of the new P1 and P2, np1 and np2
do the both numerator polynomials. By choosing appropriate d² and k², the imaginary-axis
poles will be cancelled.
The controller C can be represented as the rational function (3.13) whose pole is dc and
zero is dp, and the zero in the controller causes a pole zero cancellation with the pole in the
plant.
C =
dp
dc
(3.13)
However, the cancellation can be failed due to a variation of the model and/or its non-
linearity. Consequently, it is important to employ PD control and to compensate dp of the
original plant in (3.11)-(3.12).
3.3 H1 Control
H1 control strongly works with frequency-domain control objectives and robust control
problems [14]. For the control problems in this thesis, we employ H1 control to shape the
sensitivity functions appropriately as mentioned in the previous section. The control design
problem here is to design an output-feedback H1 controller C from qi to fi for shaping S1¡3
as desired in Fig.3.1.
3.3.1 H1 Controller Regarding Parametric Uncertainties
First, we introduceH1 control employed in this paper. we consider the block diagram shown
in Fig. 3.2. G represents a generalized plant, u is a control input, w is an external input such
as disturbance or sensor noise, and z is control error. The essence of H1 control is to min-
imize the size of Gzw, the transfer function from w to z, by the controller C in the sense of
H1 norm which is denoted by k ¢ k1. However, to obtain the optimal solution is generally
difficult. Therefore, we consider the H1 suboptimal control problem that internally stabi-
lizes the closed-loop system and obtains the controller to satisfy (3.14) for the given positive
number °.
k Gzw k1< ° (3.14)
C
u
zw
y
G
Fig 3.2: Generalized plant G and controller C
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3.3.2 Construction of the Generalized Plant Using LFT
Since the proposed approach ensures the robustness of the control performance, we employ
¹-synthesis with structured singular value ¹ instead of normal singular value.
In the case of a real system associated with fluctuating models, most of the systems have
more than one perturbations and they are scattered at multiple sites of the system. Fig. 3.3
represents the system P having two perturbations ¢1 and ¢2. These perturbations can be
transformed to one block ¢ whose components are only diagonal elements as shown in Fig.
3.4. Such a one block perturbation is called the structured uncertainty. Transforming to
the structured uncertainty, we can consider the configuration of the respective perturbative
components.
The singular value ¹ relative to the structured uncertainty is defined as (3.15). Where ¹¾
is the maximum singular value of perturbation ¢, ¹¢ is the class of diagonal complex matrix
corresponding variations.
¹¢(P ) =
1
min(¹¾(¢) : ¢ 2 ¹¢; det(I ¡ P¢) = 0) (3.15)
P
1 z2
+
2
++
+
w1 w2
z1
u y
Fig 3.3: System having two perturbations
P
1
z2
+
2
++
+
w1 w2
z1
u y
O
O
Fig 3.4: Structured uncertainty
In the case of the design applied a structured singular value ¹, the structured uncertainties
are generally represented as a transformed closed-loop system utilized the linear fractional
transformation (LFT) [15]. There are two methods of constructing the closed-loop system in
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LFT, upper LFT and lower LFT, and we utilize the former one. In Fig. 3.5, assuming ¢ and
P are the structured uncertainty and the generalized plant respectively, we can represent the
transfer function from u2 to y2, Gy2u2 by upper LFT F (¢; ¢) as defined in (3.16), as a system
organized perturbations.
y2 = Gy2u2u2
Gy2u2 = [P22 + P21¢(I ¡ P11¢)¡1P12] (3.16)
def
= F (P;¢)
P =
·
P11 P12
P21 P22
¸
Pu2
y1u1
y2
Fig 3.5: upper LFT
Using the above techniques, we will represent the system having parametric uncertainties
in this study by upper LFT. In the illustrative example in section 2.2, we have dealt with ±1¡4
as the normalized parametric uncertainties. Here, we regard the block matrix constructed of
±i as a structured uncertainty, and transform the matrix utilizing upper LFT.
In the dynamical model we have linearized, M and D with corresponding uncertainties
¢M and ¢D are represented as
M +¢M = F (©;¢M)
= ©22 + ©21¢M(I ¡ ©11¢M)¡1©12 (3.17)
©11 = 0
©12 =
2664
0:1M1 + 1:5R 0
0 0:3M2 + 0:75R
0:3M2 + 0:75R 0
0 0:3M2
3775
©21 =
·
1 1 0 0
0 0 1 1
¸
©22 =
·
M1 + 1:5R M2 + 0:75R
M2 + 0:75R M2
¸
¢M = diag [±1; ±2I2; ±3] j±ij · 1; i = 1; ¢ ¢ ¢ ; 3 (3.18)
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D +¢D = F (ª;¢D)
= ª22 +ª21¢D(I ¡ª11¢D)¡1ª12 (3.19)
ª11 = 0
ª12 =
£
4:5R 2:25R
¤
ª21 =
·
1
0
¸
ª22 =
·
d1 0
0 d2
¸
¢D = [±4] j±4j · 1: (3.20)
In order to considering the frame work of H1 control, we construct the augmented system
depicted in Fig. 3.6. Then it is required to transform (M +¢M)¡1 by upper LFT as shown
in the figure, and the equation is represented as
(M +¢M)
¡1 = F (©;¢M)¡1
= F
µ·
©011 ©
0
12
©021 ©
0
22
¸
;¢M
¶
= F
µ·
©11 ¡ ©12©¡122 ©21 ©12©¡122
¡©¡122 ©21 ©¡122
¸
;¢M
¶
: (3.21)
In Fig. 3.6, the complex variation ¢P is the fictitious uncertainty adopted to achieve the
robust control performance. The state equation of the augmented system excluding the un-
certainties is expressed by (3.22). This system with feedback by the controller C is denoted
by P^ .
(M+ M)-1
C
W2
W1
P
+
-
P
W3
K
D+ D
1
s
-
1
s
-
-
-
+
Fig 3.6: Schematic diagram of the generic problem setting.
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_q = Aq +B1w +B2u
z = C1q +D11w +D12u
y = C2q +D21w +D22u
q = [q1; q2; _q1; _q2]
T
w = [w1; w2; w3; w4; r]
T
z = [z1; z2; z3; z4; z5; e; u; q1]
T
A =
·
0 I
¡©022K ¡©022ª22
¸
B1 =
·
0 0 0
©021 ¡©022ª21 0
¸
B2 =
·
0
©022[0; 1]
T
¸
C1 =
266664
¡©012K ¡©012ª22
0 ª12
[0;¡1] 0
0 0
[1; 0] 0
377775
C2 =
£
[0;¡1] 0 ¤
D11 =
266664
©011 ¡©012ª21 0
0 ª11 0
0 0 I
0 0 0
0 0 0
377775
D12 =
266664
©012 [0; 1]
T
0
0
I
0
377775
D21 =
£
0 0 I
¤
D22 = 0; (3.22)
where zi denotes the inputs to ¢M and ¢D, wi dose the outputs from them.
Consequently, we have constructed the generalized plant by using the system in above
way. Then the final obtained ¢ is represented as
¢ = diag[±1; ±2I2; ±3; ±4;¢P ]
±i 2 R;¢P 2 C1£3; j±ij · 1; i = 1; ¢ ¢ ¢ ; 4: (3.23)
3.3.3 ¹-synthesis Machinery by D-K Iteration
For designing the controller adopted parametric uncertainties, we employ ¹-synthesis ma-
chinery [15] which is a design method to satisfy (3.24) using utructured singular value ¹.
¹¢(P^ ) < 1 (3.24)
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However, there have been no analytical techniques to obtain proper ¹, and so it is noted
the method D-K iteration to estimate the suitable ¹ from its upper and lower limit. Thus, we
preferably minify ¹ under the condition of (3.24) utilizing the controller C and the scaling
transfer matrix D(s) to be able to substituted with ¢. We employ D-K iteration, C is calcu-
lated from the given D(s) and the new D(s) is obtained from C, then continue doing that,
until (3.25) is satisfied to obtain the definitive controller.
min
C(s)
inf
D(s)
k D(s)P^ (s)D¡1(s) k1< 1 (3.25)
Furthermore, by reason that ¹-synthesis bases on H1 control, D-K iteration derive °
represented as
° =k D(s)P^ (s)D¡1(s) k1 : (3.26)
The plant we have targeted on is calculated by “D-K iteration” tool of MATLAB [16].
The results of the iteration for both control problems are shown in Table 3.1.
Table 3.1: Results of D-K iteration for the FBP and the FJP
FBP FJP
Iteration number 11 10
Controller order 49 55
° achieved 8.838 19.991
Peak ¹ value 8.857 19.992
We have obtained 49 order of the controller for the FBP, 55 order for the FJP respectively.
Since the controllers obtained through D-K iteration is subject to have comparatively large
order due to the rational functions for scaling, we employ model reduction for the controllers
based on the Hankel-norm approximation [16]. For these control problems, the order of the
obtained controllers are reduced from 49 to 7 for the FBP, from 55 to 8 for the FJP by the
model reduction.
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3.4 Reference Command Filter
We introduce the reference command filter [11, 12] in this study. Although the H1 control in
our work has superiority of the characteristics in the frequency domain, it is defective in the
realization of characteristics in the time domain such as a transient response. Therefore, we
employ the sensitivity function Prcf depicted in Fig. 3.7 to compensate the time-response
feature of the H1 controller. The reference r is input to Prcf , and Prcf outputs the new
reference yrcf which is improved a transient response. Since the delta between the output of
the system y and yrcf becomes the input to the controller C, y is subordinated to yrcf . The
transfer function of the reference command filter is represented as (3.27).
Prcf (s) =
100
s2 + 36s+ 100
(3.27)
C
yr
PPrcf
y
rcf
Fig 3.7: System with the Reference Command Filter
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Chapter 4
Control Simulations and Experiments
4.1 Experimental Apparatus
The experimental apparatus is constructed of a manipulator, a power supply and a motor
driver, PC for measurement and control, and an interface as shown in Fig. 4.1.
Power Supply 
and 
Motor Drivers
Interface
PCManipulator
Fig 4.1: Experimental system.
Link
Base
Fig 4.2: Manipulator.
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(A) Manipulator
In Fig. 4.2, the manipulator fixed on the stationary base having 2 degrees of freedom, and the
drive parts have a DC servomotor and an encoder respectively. Besides, the exchangeable
payload is connected to the forefront of the manipulator. In this section, we call the links
Base and Link in order of closeness from the stationary base. In the same manner, we call
the motors to activate the links Motor 1 and Motor 2.
Material and morality of the links are represented in Table 4.1, the specification of the
motors and the encoder are represented in Table 4.2 and Table 4.3 respectively. Where
morality of joints and screws connected the links and the motors is included in compliant
links in Table 4.1.
Table 4.1: Material and Morality of the links and the payload
Material Morality (g)
Base Aluminum 57.81
Link Aluminum 47.90
Payload Aluminum 12.39
Table 4.2: Specification of the motors
Motor 1 Motor 2
Model number (Maxon products) RE-35 A-max26
Normal power (W) 90 4.5
Nominal voltage (V) 42 12
Maximum torque (mNm) 340 17.0
Constant torque (mNm/A) 52.5 26.9
Morality (g) 340 119
Table 4.3: Specification of the encoder
Model number (Maxon products) HEDL-5540
Pulse number / rev 500
Channel number 2
Maximum frequency (kHz) 100
(B) Power Supply and Motor Drivers
The power supply represented in Fig. 4.3 is constructed of motor drivers and power supplies
for the motors and the encoders. We have applied the same type of power supplies and
motor drivers for both motors. The specification of the motor drivers is shown in Table 4.4.
The characteristics of the motor drivers are high-power and maximum output 450 [W] in
a continuous run despite its compact size and price. However, the relationship between the
input command voltage and the output is not clear in advance and so it is required to calibrate
them. In addition, due to drift of the zero point of them, it also can be required to calibrate
them blow by blow.
17
12V DC transformers 
for corresponding motors
Motor drivers
5V DC transformer 
for the encoder
Fig 4.3: Power supplies and motor drivers.
Table 4.4: Specification of the motor driver.
Model number (Tokyo-seiki Mechatronics products) Titech-Driver PC-0121-2
Rated output voltage (V) §38
Rated output current (A) §10
Maximum output voltage (V) §48
Maximum output current (A) §10
Zero point 0
Command input voltage (V) §10
Monitor voltage (V) §10
(C) PC and Interface
Table 4.5 shows the specification of PC for measurement and control, and Table 4.6 shows
the specification of the respective boards installed in the interface respectively.
Table 4.5: Specification of the PC for measurement and control
Model number (Sony products) PCG-R505F
CPU Intel Pentium3 processor
Clock 844MHz
Memory 256MB
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Table 4.6: Specification of the respective boards
DA board AD board
Model number (interface products) GPC-33636 GPC-3135
Channel number 4 4
Input range (V) Unipolar: 0»5, 0»10 Unipolar: 0»5, 0»10
Bipolar: §5,§10 Bipolar: §5,§10
Resolution (bit) 16 16
Conversion time (¹s) 5 20
Counter board
Model number (interface products) GPC-6204
Channel number 8
Multiplier 1, 2, 4
Count (bit) 24
Input method differential
(D) Measurement and Control System
The experimental system we have applied controls torque of motors base on a measured
rotation angle of the motor, and also measures the torque at the same time. Framework of the
measurement control system is depicted in Fig. 4.4. The torque command voltage is output
to the motor driver through from the PC and the DA board. Then, the motor driver outputs the
corresponding current to the motor. The torque of the motor is measured by output voltage
value of a motor current monitor in the motor driver using the torque constant. Applying the
counter board, the rotation angle is measured by pulses from the encoder. In the experiments,
we employ the resolution of the rotation angle 2000 counts per one revolution which is 500
rotations multiplied 4.
Fig 4.4: Framework of the measurement control system.
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4.2 Control Simulations and Experiments without Regard-
ing Parametric Uncertainties
In this section, we demonstrate some step-tracking control simulations and experiments us-
ing the obtained control system. Parameters of the system is shown in Table 2.1 in section
2.2.
In order to construct a flexible base or joint from the inflexible manipulator link, we
employ P control separately from the proposed approach. The natural angular frequency of
each oscillatory components is set at ! = 2¼ rad/s, that is, k1 = 7:844 £ 10¡2 Nm for an
FBP and k2 = 5:752 £ 10¡3 Nm for an FJP. Therefore, the rigid manipulator links can be
regarded as virtual flexible components.
Note that the obtained controller is a continuous system. Since the corresponding discrete
controller is required for experiments, we discretize the controller by utilizing zero-order
hold.
In addition, we deal with parametric uncertainties as time-invariant ones in considera-
tion of easiness of synthesis and less conservativeness, although rigorously speaking, those
should be regarded time-varying.
4.2.1 Flexible-base problem
The respective simulations and experiments are conducted in the following cases.
Case 1-A Step-tracking control of PD control (step reference command ¼=3 rad)
Case 1-B Step-tracking control of PD control (step reference command ¼=2 rad)
Case 2-A Step-tracking control of the proposed approach (step reference command ¼=3 rad)
Case 2-B Step-tracking control of the proposed approach (step reference comman ¼=2 rad)
The conditions are as following: the step reference command is from 0 to ¼=3 or ¼=2 rad,
q1(0) = q2(0) = 0 rad, _q1(0) = _q2(0) = 0 rad/s, the step time is 3 s, the whole time period
is 10 s, and the sampling period is 0.01 s. The resolution of the optical encoder to measure
the joint angle is 3:14 £ 10¡3 rad (0:18 deg). We chose PD gains (k²; d²) = (0:05; 0:005)
through a trial and error process.
Case 1 will be the objectives compared with simulations and experiments of the proposed
approach. Activating the apparatus by only PD control, we estimate the behavior of the
manipulator. In Case 2, we evaluate whether our approach is practically effective or not.
We also investigate two different patterns of the step reference command in the same case,
for checking the process of position control to the target value and the amplitude of arisen
vibration.
First, the simulation results of Case 1-A are shown in Fig. 4.5 and Fig. 4.6. Fig. 4.5
represents the angle of the base q1, the angle of the link q2, and Fig. 4.6 magnifies q1 and the
tracking error to the filtered reference q2 ¡ r. It is seen q1 oscillates after moving the link,
and q2 slightly moves in a chain reaction with q1. It is also seen the similar behavior in Case
1-B, Fig. 4.7 and Fig. 4.8.
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In the case of the experiments in Fig. 4.9 to 4.12, the shape of the line q1 is quite dif-
ferent from simulations. We consider the oscillation of q1 is reduced by the Coulomb force.
Although the damping factor is regarded in the simulation, it basically affects very little to
the behavior of the system unless the apparatus moves very fast. Due to this study have not
considered the Coulomb force in the dynamical model, these difference will be shown.
Here, we consider the difference of damping force between the simulations and the ex-
periments giving the example of Case 1-B. In the result of the experiment in Fig. 4.12, the
oscillation q1 completely converges at the end of the first period. We derive the maximum
angular velocity around the end of the first period in the simulation, Fig. 4.8, then obtain the
kinetic energy Efbp = 1:902 £ 10¡4 J. Calculating the mechanical work of Efbp using the
rated torque of the base, the work is equivalent to activating the base only 3£ 10¡5 degrees.
As a consequence of above results, the step tracking control of only PD control can
not achieve adequate control performance and suppressing oscillation form the results of
simulations and experiments.
The results of the proposed design method in Fig. 4.13 to 4.16 clearly show highly con-
trol performance; the required motion control with suppressing oscillation. Comparing with
the results employed only PD control, the arisen oscillation and the tracking error are much
smaller. The results of experiments represent that almost equivalent control performance
of the simulations is obtained although the trajectory of q1 has a slightly larger over shoot
around 5 to 6 s in Fig. 4.17 to 4.20.
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Fig 4.5: Control simulation for PD control. (Case 1-A)
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Fig 4.6: Fine scale version of the control simulation. (Case 1-A)
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Fig 4.7: Control simulation for PD control. (Case 1-B)
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Fig 4.8: Fine scale version of the control simulation. (Case 1-B)
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Fig 4.9: Control experiment for PD control. (Case 1-A)
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Fig 4.10: Fine scale version of the control experiment. (Case 1-A)
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Fig 4.11: Control experiment for PD control. (Case 1-B)
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Fig 4.12: Fine scale version of the control experiment. (Case 1-B)
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Fig 4.13: Control simulation for the proposed approach. (Case 2-A)
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Fig 4.14: Fine scale version of the control simulation. (Case 2-A)
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Fig 4.15: Control simulation for the proposed approach. (Case 2-B)
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Fig 4.16: Fine scale version of the control simulation. (Case 2-B)
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Fig 4.17: Control experiment for the proposed approach. (Case 2-A)
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Fig 4.18: Fine scale version of the control experiment. (Case 2-A)
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Fig 4.19: Control experiment for the proposed approach. (Case 2-B)
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Fig 4.20: Fine scale version of the control experiment. (Case 2-B)
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4.2.2 Flexible-joint problem
The simulations and experiments are conducted in the following cases.
Case 1-A Step-tracking control of PD control (step reference command ¼=6 rad)
Case 1-B Step-tracking control of PD control (step reference command ¼=3 rad)
Case 2-A Step-tracking control of the proposed approach (step reference command ¼=6 rad)
Case 2-B Step-tracking control of the proposed approach (step reference command ¼=3 rad)
The conditions are as following: the step reference command is from 0 to ¼=6 or ¼=3
rad. Where, we change the value of the step reference command from ¼=2 to ¼=3 because
the Link 1 will touch the stationary base in the case of q1 = ¼=2 rad as shown Fig. 4.2. The
initial state variables are set at q1(0) = q2(0) = 0 rad, _q1(0) = _q2(0) = 0 rad/s, the step time
is 3 s, the whole time period is 15 s, and the sampling period is 0:01 s. The resolution of the
optical encoder to measure the joint angle is also 3:14 £ 10¡3 rad (0:18 deg). We chose PD
gains (k²; d²) = (0:1; 0:02) for this control problem through a trial and error process.
The purpose of each case is the same as former control problem.
The results of simulations in Case 1, Fig. 4.21 to 4.24, show that the arisen oscillation
q2 in the link is quite large. This can be the main difficulty for an FJP by utilizing only
PD control. The results also represent that the damping force of oscillations should be larger
than an FBP one. The reason of this can be considered that the differential gain of PD control
in the base mainly reduces the oscillations in the link along with the Coulomb force, as note
before.
The results of experiments in Fig. 4.25 to 4.28 give quite similar figures to the simulations
while the reduction of the oscillations arisen at q2 will be affected by the Coulomb force more
than we have expected.
In the same way of the FBP, we consider the difference of damping force between the
simulations and the experiments taking Case 1-B for instance. It is seen the oscillation q2
stops at the half of the second period in Fig. ??. Then we derive the maximum angular
velocity around the same period in Fig. ??. The obtained kinetic energy is Efjp = 2:644 £
10¡4 J. The mechanical work of Efjp is equivalent to activating the link 3£ 10¡4 degrees.
Moreover, they show the trajectories of q2 stopping in a positive side. We regard that this
is affected by the static friction in the joint part between the base and the link. Since it also
might be considered that we have estimated the gravity terms smaller than the actual system,
it is required to reconsider the dynamical model again.
In Case 2, the results of simulations and experiments clarify sufficient control perfor-
mance in Fig. 4.29 to 4.36. The arisen oscillations in the experiments are comparatively
smaller than the simulation’s. It can be also considered the affection of the Coulomb force.
However, in the proposed approach, the term from the step time until the static state
takes much longer time than simulations. In the case that the term is too long, the apparatus
will loses the practical utility. Therefore it is required some improvements of the reference
command filter and/or weighting functions.
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Fig 4.21: Control simulation for PD control. (Case 1-A)
0 3 6 9 12 15
-0.5
-0.4
-0.3
-0.2
-0.1
0
0.1
0.2
0.3
0.4
0.5
time [s]
q
1
 
-
 
r
,
 
q 2 
[r
ad
]
q
1
 - r
q
2
    
Fig 4.22: Fine scale version of the control simulation. (Case 1-A)
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Fig 4.23: Control simulation for PD control. (Case 1-B)
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Fig 4.24: Fine scale version of the control simulation. (Case 1-B)
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Fig 4.25: Control experiment for PD control. (Case 1-A)
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Fig 4.26: Fine scale version of the control experiment. (Case 1-A)
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Fig 4.27: Control experiment for PD control. (Case 1-B)
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Fig 4.28: Fine scale version of the control experiment. (Case 1-B)
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Fig 4.29: Control simulation for the proposed approach. (Case 2-A)
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Fig 4.30: Fine scale version of the control simulation. (Case 2-A)
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Fig 4.31: Control simulation for the proposed approach. (Case 2-B)
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Fig 4.32: Fine scale version of the control simulation. (Case 2-B)
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Fig 4.33: Control experiment for the proposed approach. (Case 2-A)
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Fig 4.34: Fine scale version of the control experiment. (Case 2-A)
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Fig 4.35: Control experiment for the proposed approach. (Case 2-B)
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Fig 4.36: Fine scale version of the control experiment. (Case 2-B)
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4.3 Control Experiments Regarding Parametric Uncertain-
ties
In this section, we evaluate robust control performance of the obtained controller for the case
of considering load variations in the payload.
We change the weight of the nominal payload 12:39 g to 16:38 g for the positive variation,
to 8:1 g for the negative variation. The parameters and each parametric perturbation ranges
we calculate are shown in Table 4.7. The parameters in Table 4.7 are mostly regarded within
our assumption of parametric perturbation ranges for the proposed approach.
Table 4.7: Parameters of the system regarding parametric variation
Parameter Value Unit Range
M1po 2:059£ 10¡3 kgm2 +3.6%
M2po 1:920£ 10¡4 kgm2 +31.8%
Rpo 1:131£ 10¡4 kgm2 +20.4%
M1ne 1:924£ 10¡3 kgm2 -3.2%
M2ne 9:494£ 10¡5 kgm2 -34.8%
Rne 7:335£ 10¡5 kgm2 -21.9%
4.3.1 Flexible-base problem
The respective experiments are conducted in the following cases.
Case 1-A Control experiments for PD control with positive variation
Case 1-B Control experiments for PD control with negative variation
Case 2-A Control experiments for the proposed approach with positive variation
Case 2-B Control experiments for the proposed approach with negative variation
The conditions are as following: the step reference command is from 0 to ¼=2 rad,
q1(0) = q2(0) = 0 rad, _q1(0) = _q2(0) = 0 rad/s, the step time is 3 s, the whole time period
is 10 s, and the sampling period is 0.01 s. The resolution of the optical encoder to measure
the joint angle is 3:14£ 10¡3 rad (0:18 deg). The PD gains are the same as forenamed one,
(k²; d²) = (0:05; 0:005).
The results of experiments for PD control are shown in Fig. 4.37 to 4.40. The results
show that oscillations of q1 arise in the beginning of activating the link in both variations. In
the case of the negative variation, the trajectory of q2 pendulums until the static state. We
consider this is caused by noise of PD gain d² at the DA board. As a consequence of above
results, it is proven that utilizing only PD control is not suitable for the control problem with
parametric variations.
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In the proposed approach in Fig. 4.41 to 4.44, it is clarified that the obtained controller
has desired control performance even if the payload has some range of load variation. How-
ever, the same pattern as PD control, the torque of q2 is affected by noise caused by the gain
d², it can be required to employ a method cancelling or filtering the noise for the future.
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Fig 4.37: Control experiment for PD control with positive variation. (Case 1-A)
0 1 2 3 4 5 6 7 8 9 10
-0.1
-0.08
-0.06
-0.04
-0.02
0
0.02
0.04
0.06
0.08
0.1
time [s]
q
1
,
 
q 2
 
-
 
r
 
[r
ad
]
q
2
 - r
q
1
    
Fig 4.38: Fine scale version of the control experiment. (Case 1-A)
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Fig 4.39: Control experiment for PD control with negative variation. (Case 1-B)
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Fig 4.40: Fine scale version of the control experiment. (Case 1-B)
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Fig 4.41: Control experiment for the proposed approach with positive variation. (Case 2-A)
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Fig 4.42: Fine scale version of the control experiment. (Case 2-A)
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Fig 4.43: Control experiment for the proposed approach with negative variation. (Case 2-B)
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Fig 4.44: Fine scale version of the control experiment. (Case 2-B)
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4.3.2 Flexible-joint problem
The simulations and experiments are conducted in the following cases.
Case 1-A Control experiments for PD control with positive variation
Case 1-B Control experiments for PD control with negative variation
Case 2-A Control experiments for the proposed approach with positive variation
Case 2-B Control experiments for the proposed approach with negative variation
The conditions are as following: the step reference command is from 0 to ¼=3 rad,
q1(0) = q2(0) = 0 rad, _q1(0) = _q2(0) = 0 rad/s, the step time is 3 s, the whole time
period is 15 s, and the sampling period is 0:01 s. The resolution of the optical encoder to
measure the joint angle is also 3:14 £ 10¡3 rad (0:18 deg). We employ the same PD gains
(k²; d²) = (0:1; 0:02) as the experiments of the nominal model.
The results of PD control are represented in Fig. 4.45 to 4.48. However the transient
response of the actuator q1 is desirable, following control performance to the reference value
is poor, and also considerable oscillation q2 is arisen in the base. Therefore, it is clarified that
employing only PD control for an FJP does not have high control performance in the case of
existing load variations.
Fig. 4.49 to 4.52, the proposed approach shows quite slow tracking performance, but
completely no oscillation in both cases. As we have noted before, it is required to improve
the reference command filter and/or weighting functions.
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Fig 4.45: Control experiment for PD control with positive variation. (Case 1-A)
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Fig 4.46: Fine scale version of the control experiment. (Case 1-A)
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Fig 4.47: Control experiment for PD control with negative variation. (Case 1-B)
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Fig 4.48: Fine scale version of the control experiment. (Case 1-B)
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Fig 4.49: Control experiment for the proposed approach with positive variation. (Case 2-A)
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Fig 4.50: Fine scale version of the control experiment. (Case 2-A)
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Fig 4.51: Control experiment for the proposed approach with negative variation. (Case 2-B)
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Fig 4.52: Fine scale version of the control experiment. (Case 2-B)
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Chapter 5
Conclusions
In this thesis, we have presented experimental evaluation of a unified control approach to
robust control for flexible mechanical systems.
In chapter 2, we introduce a generic problem setting for flexible mechanical systems and
the dynamical model of a two-link manipulator. Since the model has strong nonlinearity and
we consider a load variation of the payload, we employ ¹-synthesis machinery. Chapter 3
presents the control design method, the approach is based on the generic problem setting
and the combination of PD control and H1 control. For regarding robust performance for
parametric uncertainties, we represent the plant by upper LFT then the controller is obtained
utilizing D-K iteration. Besides, we apply the reference command filter to compensate the
time-response feature of the H1 controller. Chapter 4 introduces the experimental apparatus
and demonstrates some simulations and experiments based on the experimental apparatus
we developed.
In the control simulations and experiments without regarding parametric variation in the
payload, the proposed approach gives high control performance comparing to only PD con-
trol.
Although, it is shown that the damping force of arisen oscillations between simulations
and experiments is seen to be quite different. One factor of it can be the modeling error in
linearization. Thus, it can be required to examine frequency characteristics before and after
linearization of the plant.
In the case of regarding parametric uncertainties, the proposed approach also shows the
successful suppression of oscillation and sufficient tracking performance.
Consequently, those results have proven that the proposed control design method is prac-
tically effective for robust control problems of flexible mechanical systems despite their
strong nonlinearity and parametric uncertainties.
However, in an FBP, since the actuator will pendulum when the parametric variations
become negative, it can be required to employ a method cancelling or filtering the noise.
Additionally, the results of experiments for an FJP reveal rather slow tracking performance,
the improvement of the reference command filter and/or weighting functions are also re-
quired.
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