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Abstract: Migration is a valuable life history strategy for many species because it enables individuals
to exploit spatially and temporally variable resources. Globally, the prevalence of species’ migratory
behavior is decreasing as individuals forgo migration to remain resident year-round, an effect
hypothesized to result from anthropogenic changes to landscape dynamics. Efforts to conserve and
restore migrations require an understanding of the ecological characteristics driving the behavioral
tradeoff between migration and residence. We identified migratory and resident behaviors of 42 mule
deer (Odocoileus hemionus) based on GPS locations and correlated their locations to remotely sensed
indicators of forage quality, land cover, snow cover, and human land use. The model classified mule
deer seasonal migratory and resident niches with an overall accuracy of 97.8% and cross-validated
accuracy of 81.2%. The distance to development was the most important variable in discriminating in
which environments these behaviors occur, with resident niche space most often closer to developed
areas than migratory niches. Additionally, snow cover in December was important for discriminating
summer migratory niches. This approach demonstrates the utility of niche analysis based on remotely
sensed environmental datasets and provides empirical evidence of human land use impacts on
large-scale wildlife migrations.
Keywords: random forest; migration; residence; partial migration; niche; GPS
1. Introduction
Migration, defined as repeated long-distance movements between distinct ranges, is a behavioral
strategy adapted to the spatio-temporal variability in resources [1,2]. Migration occurs when the
potential advantages of seasonal habitat shifts outweigh the trade-off associated with high energy
expenditure and increased risk of mortality. The benefits of migration include the avoidance of predators
and access to palatable, nutritious forage that is only available seasonally [3,4]. In comparison, residency,
when an individual maintains a spatially constricted home range year-round rather than making
seasonal movements, should theoretically occur when the costs of migration exceed the benefits.
In many systems, however, the relative benefit of a given strategy may vary from year to year,
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resulting in a partially migratory population where resident and migrant behaviors co-occur within a
population [5]. For example, the proportion of migratory to resident bird species in North America
and Europe increases at higher latitudes where higher seasonality in available forage makes migration
a more advantageous behavior [6,7]. Similar patterns have also been reported for moose (Alces alces)
in Norway, where populations have an increasing propensity to migrate along a latitudinal gradient,
suggesting that the likelihood of migration or residency is a product of the interannual variability of
environmental conditions [8].
Climate change, expanding anthropogenic development, increasing habitat loss, and changing
resource distributions have been associated with declines in ungulate migrations [9,10]. Consequential
to anthropogenic development, ungulate migrations have been diminishing in proportion to residence
on an annual home range [11]. Ungulate populations that remain in a spatially confined home range
face heightened human–wildlife conflicts [12,13], suffer lower nutritional conditions [14], and have been
tied to a higher prevalence of disease [15] compared to populations with a higher proportion of migrants.
As ungulate migrations continue to decline, there will likely be demographic repercussions. When
migrations are completely lost within a population, restoring the cultural knowledge of where and how
to migrate can take decades to restore [16]. Thus, managing for the habitat of migratory populations
to conserve the behavioral diversity of residents and migrants will be the most effective means to
maintain the long-term persistence of this behavior [17,18]. However, despite the ecological value of
migration, we still lack a complete understanding of the specific environmental attributes necessary to
sustain and promote migratory populations. These patterns underscore a critical knowledge gap of the
landscape-level characteristics affecting the migration–residence tradeoff. Understanding the relative
importance of natural and anthropogenic features associated with different movement strategies is
critical for species conservation as well as effective habitat management and restoration practices.
Mule deer (Odocoileus hemionus) are distributed across the intermountain western United States—an
area facing one of the fastest rates of human settlement expansion in the country [19]. Mule deer
are an important game species in North America, but their habitat is being altered or lost due to
the growth of agricultural, industrial, and transportation infrastructure [20,21]. This expanding
anthropogenic footprint is likely affecting migrations by limiting the ability of migratory mule deer to
exploit seasonal vegetation growth within their habitats [21]. Losing the facility to migrate has long
been hypothesized to scale-up to population-level consequences [22]. Indeed, management goals for
mule deer emphasize the need to identify crucial habitats, such as wintering ranges, for migratory and
resident populations [23]. Moreover, in 2017, the Utah Division of Wildlife Resources implemented
a statewide Migration Initiative with the objective of mapping migration routes for the purpose of
conserving connectivity between seasonal ranges. Furthermore, in 2018, Secretarial Order 3362 of the
United States Department of the Interior emphasized the management importance of big-game winter
ranges and migration corridors in western states [24]. As such, recognizing the environmental features
which influence where mule deer winter, summer, or remain resident will help identify crucial habitats
and potential restoration sites critical to the conservation of migratory behavior.
By integrating animal tracking and distribution modeling, we can examine the tradeoffs affecting
the prevalence of migration and residence by contrasting their ecological niches [25]. We define
the niche space as the environmental conditions that give rise to the seasonal migratory or resident
behavior of mule deer, applying the concept of niche space to study the distribution of behaviors [26].
The relative abundance of mule deer and their behavioral fidelity [27] creates a valuable opportunity to
study how environmental differences are associated with migratory and resident behavior, which will
help inform managers of both mule deer and other migratory ungulates of the specific environmental
attributes necessary to sustain and promote migratory populations. Here, we evaluate the differences
in niche space associated with migrant and resident behavior to (a) better understand the contributing
factors influencing the tradeoff of partial migration, and then (b) visually identify essential habitats for
conserving mule deer subpopulations. Our analysis can help elucidate how changes in land use may
sway the tradeoffs in either direction.
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Given the large-scale changes affecting mule deer habitats, our research relies extensively on
remote sensing as a tool to visualize, quantify, and understand how landscape-level changes are
affecting available niches for mule deer. Satellite remote sensing has been used widely to measure
many aspects of wildlife habitat quality, including vegetation productivity, water sources, snow cover,
and anthropogenic development (e.g., settlements and transportation networks) [28,29]. In addition,
when combined with GPS-tracked animal movement data, remote sensing provides an unprecedented
opportunity to study the spatial distribution of migratory and resident niches.
2. Methods
2.1. Study Area
All mule deer were collared from mountain populations in Utah. Our study area ranges from
38◦N, −112◦W to 40◦N, −110◦W (ca. 150 km by 300 km), including the Wasatch, Monroe, and Oquirrh
mountain ranges in central Utah (Figure 1). The elevation ranges from a minimum of 1292 m to a
maximum of 3607 m [30]. The landscape represents a longitudinal transition zone from the Great Basin
to the Colorado Plateau ecoregion, where higher elevation communities (>2200 m) are characterized
by mixed conifer (Picea sp., Abies sp., Pinus sp.) and aspen (Populus tremuloides) forests. Intermediate
elevations in more arid sites support piñon-juniper (Pinus edulisi, Juniperus sp.) forests or sagebrush
ecosystems (Artemisia tridentata, Purshia sp., Amelanchier sp., and Cercocarpus sp.) [31]. Growing seasons
in this ecoregion are often determined by the elevational gradient, as higher-elevation woodlands tend
to green later and faster than the lowlands. Likewise, estimates for primary productivity are greater in
high-elevation woodlands than lower elevations [32]. This region is undergoing population growth
twice the national average, with commensurate increases in land use from urban and exurban sprawl
and agriculture [33].
2.2. Animal Locations and Migratory Habitat
We analyzed the locations of 42 mule deer from three populations located in the Wasatch, Monroe,
and Oquirrh mountains, collected between 2010 and 2015 by GPS telemetry. The total number of
relocations was N = 155,823, with an average N = 3710 per individual mule deer. In the Wasatch
mountain range, 15 mule deer were captured in December 2010 and tracked until December 2012 [34].
In the Monroe range, 14 mule deer were tracked from either March 2012 or March 2013 until 2015.
For the 13 mule deer in the Oquirrh range, data collection spanned January–February 2012 and
continued until 2014. Individuals from the Monroe and the Oquirrh mountains had GPS locations
recorded at three-hour intervals, and individuals from Wasatch had eight-hour time intervals. We
minimized errors by removing the upper 5th percentile of the recorded horizontal dilution of precision
(HDOP) relocations for each individual (C. Fleming, pers com).
2.3. Classification of Movement Points
We classified individuals as either “migratory” or “resident” by visually interpreting net squared
displacement (NSD) plots, where the NSD averages the individual’s change in distance traveled
from the first collection point over time. For example, an NSD plot exhibiting multiple leveled-off
‘plateaus’ with distinct spikes in movement between the plateaus is indicative of migratory behavior,
and plots that only approach an asymptote with no distinct movements between ranges are indicative
of resident behavior (Figure 2) [8,35]. NSD plots demonstrate the timing of migration as either autumn
(September–December) or spring (February–May). For every individual, we classified all their locations
as either perennial resident, summer migratory, or winter migratory depending on the migratory status
of the individual and the timing of migration (i.e., whether the locations were after autumn or spring
migration). We removed any location data that occurred during migration and only used individuals
with at least seven months of continuous GPS fixes to ensure full coverage of at least two seasons by
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each sampled animal. We visually inspected semi-variograms of each individual mule deer to further
verify our NSD classifications of migrants and residents (See Supplementary Material Figure S1).
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range included 13 GPS-collared mule deer monitored between 2012 and 2014. The Monroe range
included 14 GPS-collared mule deer monitored between 2012 and 2015, and the Wasatch range included
15 GPS-collared mule deer monitored between 2010 and 2012.
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Figure 2. et squared displace ent of igratory and resident deer. The x-axis is the date of each
relocation fro the PS data, and the y-axis is the displace ent in kilo eters fro the first collected
point. (a) The peaks and valleys demonstrate a clear migratory pattern in the net squared displacement,
with the first migration occurrin just after January 2012. (b) The relationship demonstrates little
change from the initial relocati n, suggesting a resident movement pattern displayed by the deer.
2.4. Predictive Environmental Variables
To develop seasonal niche models, we included variables that describe forage quality, snow
cover, elevation, as well as distances to water, wetlands, agriculture, and development (Table 1).
We used 16-day composites of the normalized difference vegetation index (NDVI) [36,37], derived from
MODIS/Terra satellite imagery at 250 m spatial resolution [38], to quantify forage quality. NDVI has
been widely used as an index for ungulate forage because it measures photosynthetically active
vegetation to model gross primary productivity [36,37,39]. To minimize interannual variability, we
averaged NDVI data by month between 2010 and 2015, resulting in 12 monthly NDVI averages (Table 1).
Because previous studies have demonstrated the importance of interannual variation in phenology
to animal movement, we also calculated the monthly standard deviation between 2010 and 2015 [2]
(Table 1).
We used daily measurements of the normalized difference snow index (NDSI) [40], derived from
MODIS/Terra satellite imagery at 500 m spatial resolution [41], to quantify the extent of snow cover.
We included snow cover because it can significantly influence ungulate ecology through movement
costs and loss of forage availability [42–44]. We averaged NDSI data by month between 2010 and 2015
(Table 1).
We included elevation from the Shuttle Radar Topography Mission (SRTM) Digital Elevation
Model [30] to assess the importance of elevation for migration [45]. To include other important land
cover variables, we extracted water, wetlands, agriculture, and development from the National Land
Cover Database (NLCD 2011) [46]. The NLCD 2011 dataset is available from the Multi-Resolution
Land Characteristics Consortium and uses Landsat Thematic Mapper images to produce a 30 m spatial
resolution classification. We measured distance to NLCD-classified wetlands, water, agriculture, and
development to quantify water availability and the intensity of potential anthropogenic influence.
Although landcover classifications can include intrinsic errors, the clear spectral signals between
development, agriculture, water, and wetlands gives us confidence that these predictors are not an
artefact of erroneous classification.
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Table 1. Variables included in the random forest model. Listed are all variables used in the model, the
ecological justification for their inclusion, and previous studies demonstrating the use of such variables.
Variable Name Class of Variable Description and Data Source
NDVI
January–December Phenology
The average normalized difference vegetation index (NDVI),
calculated from MODIS Terra [36,37];
NDVIMonth=
∑2015
2010(NDVIMonth)
N
where N is the total number of NDVI MODIS Terra
observations for each of the 12 months between 2010 and 2015.
There were two NDVI observations per month across the five
years, with N = 10 for each monthly NDVI layer.
NDVI SD
January–December Phenology
Variability calculated as the monthly standard deviation in
NDVI from MODIS Terra satellite imagery [36,37]
NDVI SDMonth=
√∑2015
2010(NDVIMonth−NDVIMonth)2
N−1
where N is the total number of NDVI MODIS Terra
observations for each of the 12 months between 2010 and 2015.
There were two NDVI observations per month across the five
years, with N = 10 for each monthly NDVI layer.
NDSI
January–December Snow cover
The average normalized difference snow index (NDSI),
calculated from MODIS Terra satellite imagery [40]
NDSIMonth=
∑2015
2010(NDSIMonth)
N
where N is the total number of NDSI MODIS Terra
observations for each of the 12 months between 2010 and 2015.
There were daily NDSI observations across the five years, so
for each year there were 31 observations between
January–November, and 21 for December.
Distance to
development Land cover
The distance to the nearest edge of development was
calculated from the National Land Cover Dataset 2011 [46]
Distance to water Land cover The distance to the nearest edge of water was calculated fromthe National Land Cover Dataset 2011 [46]
Distance to
wetlands Land cover
The distance to the nearest edge of wetlands was calculated
from the National Land Cover Dataset 2011 [46]
Distance to
agriculture Land cover
The distance to the nearest edge of agriculture was calculated
from the National Land Cover Dataset 2011 [46]
Elevation Elevation Digital Elevation Model from the NASA Shuttle RadarTopography Mission [30]
2.5. Model Setup
We discriminated niche types of mule deer with a random forest classifier [47], a non-parametric
machine learning algorithm that can handle a large array of variables and can achieve higher accuracies
in modeling complex responses than many parametric models because it requires no assumptions
of the underlying distributions in the predictors or response variables. Random forest is also less
prone to overfitting than simple classification trees because of the randomization and out-of-the-bag
error estimation algorithms [48]. Additionally, random forest models rank the feature contributions
of the variables through permutations, meaning that the method is well suited for our study’s
purpose of observing the tradeoff of environmental conditions between resident and migrant behaviors.
To minimize bias from correlated predictors, we fit multiple random forest models with different values
for the mtry parameter, which designates the number of randomly selected predictors to use when
constructing each decision tree in the model (6, 10, 15, 20, 25, and 30) [49]. In the final analysis, we
selected the random forest model which allowed for 25 randomly selected predictors to build each
tree (mtry = 25), as this was the first model where the variable importance had the same five most
important variables after a fit of 3000 trees, suggesting model stabilization and minimal bias from
multicollinearity given the consistent top five variables in the ranking.
We trained the random forest classifier using the predictive variables extracted at movement
locations. The random forest model “grows” a specified number of classification trees, and each
tree provides a classification prediction based on randomized subsets of training data and predictive
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variables. The model determines the classification result by selecting the class that receives the majority
of the vote among all trees. We later used the votes of each tree in the random forest model to assess
predictions with highest certainty (see Section 2.6). To cross-validate, we reran the model, randomly
holding the GPS relocations of ten individual mule deer out of the model building step as references.
We assessed the cross-validated accuracy of the random forest model through the prediction accuracy
and kappa value, a measure of agreement in classification relative to the random assignment of classes,
with a higher kappa value suggesting a higher accuracy of the model. The variable importance and
predictive maps all used the full random forest using the entire dataset of 42 mule deer.
2.6. Prediction and Mapping Migratory/Resident Niches
To predict niche types across Utah, the full random forest model was applied to the geospatial
variables covering the extent of the state. To remove areas deer were unlikely to use, we masked
the predictive surface to include only known mule deer habitats [50]. Additionally, we removed the
predictions where the proportion of agreed classification in the random forest was less than 0.8 to
visualize where the model had the most predictive certainty.
To address potential autocorrelation in the model, we reran ten random forest models, each missing
one of the top ten most important variables from the full dataset, then compared the ‘take-one-out’
model projection with the original full model projection using the balanced accuracy (the average of
true positive rate and the true negative rate). A negative percentage change in balanced accuracy means
the prediction accuracy deteriorates with the removal of that predictor from the model, and a positive
percentage change in balanced accuracy means the prediction accuracy improves with the removal of
that predictor. All modeling and data preparation was carried out within the R system for statistical
computing [51]. Random forest models were available through the ‘randomForest’ package [52].
3. Results
Individual NSD figures allowed us to separate the dataset into 11 resident (N = 54,779 resident
GPS relocations, 35% of the relocation dataset,) and 31 migratory mule deer (N = 33,186 migratory GPS
relocations on summer range, 21.3% of the relocation dataset, and N = 67,858 GPS relocations on winter
range, 43.5% of the relocation dataset). Using the full dataset, the random forest classification had a
prediction accuracy of 97.87% and kappa value of 0.97. Rerunning the model with cross-validation,
withholding ten individuals (two residents and eight migrants) produced a prediction accuracy of
81.23% and a kappa value of 0.75. From the cross-validation, the probability that our model correctly
classified mule deer habitats was highest for the resident niche (true positive rate or sensitivity = 0.93,
true negative rate or specificity = 0.97), followed by the winter migratory niche (true positive rate = 0.87,
true negative rate = 0.77), and then the summer migratory niche (true positive rate = 0.58, true negative
rate = 0.96) (Table 2).
Table 2. Confusion matrix of cross-validation relocation data showing the number of instances that the
random forest correctly and incorrectly classified GPS data, where the reference is the actual habitat
type and the estimation column is how the model classified the location.
Actual
Resident
Habitat
Summer
Migratory Habitat
Winter Migratory
Habitat
Predicted
Resident Habitat 10,510 1 718
Summer Migratory Habitat 1 5356 1155
Winter Migratory Habitat 850 3809 12,403
The four most important variables in the random forest model were the distance to development,
followed by average snow cover in December, distance to water, and distance to agriculture (Figure 3).
These four predictors were consistently the most important variables when we tested the variable
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importance of the take-one-out random forests (Supplementary Material Figure S2). Of the ten most
important variables in the random forest, only two variables (NDSI February and NDSI December)
had a Pearson’s correlation coefficient greater than 0.7 (Supplementary Material Table S1). Collinear
predictors can bias results of variable importance in random forests [49]; however, the collinearity
between average NDSI in February and December does not affect our ability to interpret the random
forest because of the close relationship between these two predictors. The collinearity between these
predictors did not inflate the random forest’s prediction accuracy, as indicated below in the take-one-out
analysis. By observing the environmental features of the classified GPS data used to train the random
forest model, resident niche space was often closer to developed areas than either summer or winter
migratory niches (Figure 4). Summer migratory niches tended to have a higher average snow cover in
December and were further from agriculture than either resident or winter migratory niches.Remote Sens. 2018, 10, x FOR PEER REVIEW  9 of 18 
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The resident iche space was estimated to c ver 5.81% (7032 km2) of the area designated as mule
deer habitat (120,915 km2) (Figure 5). The migratory sum er niche space was e timated to c ver
36.02% of deer habitat (43,554 km2) and migratory winter niche space was e timated to c ver 58.16%
of deer habitat (70,328 km2). The total predicted niche space with highest certainty (0.8 or hig er
agreem nt i votes) covered 25.37% of deer habitat (30,674 km2), resident iche space made up 0.89%
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predictive certain y led to model predictions bei g reduced by 84.65% for resident niche space, 84.31%
for summer migratory niche space, and 69.49% for winter migratory niche space.
Individually removing each of the ten most important variables resulted in minimal differences in
prediction accuracy across predicted niches (Figure 6). Across the three predicted niches, removing the
distance to development had the greatest predictive deterioration compared to the full model, where
summer migratory niches had a −0.023% change in balanced accuracy. The random forest’s predicted
accuracy improved the most for the summer migratory niche when NDVI in November was removed
(change in balanced accuracy of 0.012%). Removing either of the collinear predictors NDSI in February
and NDSI in January had a minimal effect on prediction accuracy, suggesting that their collinearity did
not inflate prediction confidence.
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affecting available niches for resident and migratory mule deer. We combined remotely sensed 
environmental data with GPS-tracked mule deer movement data to examine spatial patterns of 
resident and migratory mule deer niches. The classification showed overall high accuracy for 
discriminating resident, winter migratory, and summer migratory niche space. 
Anthropogenic features of the landscape were the most important variables to differentiate 
winter migratory, summer migratory, and resident niche space. Residents were found closer to 
developed areas than migrants on summer or winter ranges. This relationship between developed 
areas and residence was further supported with the take-one-out analysis, where removing distance 
to development resulted in the greatest deterioration in prediction accuracy. Thus, differentiating 
between summer migratory and resident niches depended in part on the proximity of habitat to 
Figure 6. The changes in balanced accuracy with the take-one-out random forest method. After running
the initial random forest, w rer n ten random for sts, each issi g one of the ten top ranked variables
from the initial random forest, to further assess the importance of each variable. To quantify how
removing these predictors affected th prediction, from each random forest, we alcul t d the balanced
accuracy (average of the true positive rate and the true negative rate) of the confusion matrix for the
full dataset of 42 mule deer. We then calculated the percentage change in the balanced average for
each predicted niche type by omparing this with the ini ial random forest, including all variables.
A negative percentage change demonstrates worse predictive accuracy by removing the given predictor
from the model. Red points are predicted resident niches, green points are predicted summer migratory
niches, and blue points are predicted winter migratory niches.
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4. Discussion
Given the large-scale changes affecting mule deer habitats, our research relies extensively on
remote sensing as a tool to visualize, quantify, and understand how landscape-level changes are
affecting available niches for resident and migratory mule deer. We combined remotely sensed
environmental data with GPS-tracked mule deer movement data to examine spatial patterns of resident
and migratory mule deer niches. The classification showed overall high accuracy for discriminating
resident, winter migratory, and summer migratory niche space.
Anthropogenic features of the landscape were the most important variables to differentiate
winter migratory, summer migratory, and resident niche space. Residents were found closer to
developed areas than migrants on summer or winter ranges. This relationship between developed
areas and residence was further supported with the take-one-out analysis, where removing distance to
development resulted in the greatest deterioration in prediction accuracy. Thus, differentiating between
summer migratory and resident niches depended in part on the proximity of habitat to developed
areas. Two non-mutually exclusive hypotheses may explain this pattern. First, this result may be
attributed to barrier effects: key migratory routes tend to include geographic bottlenecks that can be
further narrowed by encroaching development, restricting movement [53]. Encroaching development
can effectively cutoff migration by creating impermeable barriers, which has raised concerns over the
future viability of populations that occupy habitats that are unsuitable during winter [9]. Alternatively,
ungulates may actively select for development to access preferred forage. For example, in mixed-use
landscapes, some elk (Cervus canadensis) populations have abandoned migration when near developed
or agricultural areas, where the availability of perennial forage and low predation risk may outweigh
the costs of residence [13]. Additionally, late summer forage quality can be higher in resident habitats
than summer migratory habitats for elk [54]. Moderate development can attract deer because of
year-round irrigated vegetation and agricultural crops with high caloric content, such as alfalfa [55,56].
Importantly, these hypotheses are not mutually exclusive. Distance to agriculture being selected as
one of the most important variables might suggest that mule deer habitat is being supplemented by
agriculture. Globally, the degree of wildlife movement has been decreasing as a result of increasing
development [57]. Understanding the degree to which this trend is attributable to barrier effects and/or
anthropogenic supplementation will help elucidate the mechanisms influencing the global trend of
decreasing terrestrial migrations, and therefore provide the best methods to managers interested in
conserving migrations.
Despite some overlap in space, our model was able to discriminate between three different seasonal
niches related to mule deer behavior. Migratory mule deer can overlap with residents while on winter
ranges [43]; however, in our study, there was higher misclassification in the RF model between seasonal
migratory niches, which may have been a result of the variability in seasonal niche characteristics
selected by individual migrants. Along with the variability embedded in the migratory niche data
(due to the larger sample size and larger niche area of migrants), the higher misclassification of
seasonal migratory niches may have resulted from region-specific habitat cues (e.g., spring phenology,
snowmelt, and elevational gradients) driving differences between migratory summer and winter
niches. Our classification assumed omniscience in how mule deer perceive their landscapes as well as
absolute values for niche selection across the study area; however, terrestrial migrants have a limited
extent of perception and so depend on memory cues and culture to alleviate these limitations [58].
Confined spatial perception suggests that migratory mule deer might select seasonal niches based on
relative differences in environmental gradients, rather than absolute thresholds over the landscape.
Additionally, memory cues remain poorly studied in terrestrial migrations even though mechanisms
of memory likely have an important influence on migratory niche selection [58]. Controlling for
region-specific or herd-specific differences as well as incorporating memory as a mechanism of niche
selection will likely improve the classification accuracy of future studies.
The timing of ungulate migration is often synchronized with forage maturation and snow cover,
as many migratory ungulates move from summer to winter habitats once there is a significant
Remote Sens. 2019, 11, 1980 12 of 15
accumulation of snow and move from winter to summer habitats to follow the elevational gradient of
vegetation greening [3,59,60]. Our study did not directly test hypotheses related to the synchronization
of migration initiation to environmental gradients; nonetheless, the high importance of snow cover
in December in our model highlights the significance of climatic events taking place at the onset of
autumn migration (late November and mid-December). The vegetation and snow cover condition
at the beginning of the spring migration (between March and May) had relatively lower importance
for the classification of migratory summer and winter ranges, suggesting that such environmental
gradients initiating spring migrations may be more important to the selection of migratory corridors
rather than summer and winter ranges. Future study may improve upon predicting the spatial
patterns of mule deer by incorporating alternative remotely sensed metrics for forage quality, such
as the fraction of photosynthetically active radiation absorbed (fAPAR) [61]. However, the metric of
NDVI remains ubiquitous in migration ecology because of its high predictive accuracy for ungulate
movement [3,4,39,60,62]. Attributes of how spring phenology progresses through a landscape
(measured by NDVI) can promote the persistence of terrestrial migrations (the ‘greenscape’ hypothesis)
through migration corridors [60]. Although we did not classify migratory corridors and removed
location data of mule deer on corridors, our results suggest that attributes of environmental gradients
such as spring phenology may be more important in the selection of migratory corridors rather than
migratory summer and winter ranges.
Terrestrial migrations are disappearing on a global scale [9,11], and efforts to accommodate
large-scale animal migrations require a better understanding of the environmental influences affecting
the prevalence of this behavior [10]. The results of our study produce spatially explicit information
that can be applied to managing mule deer habitats at different locations and provide insight into the
environmental mechanisms that are associated with the transition between resident and migratory
behaviors. Moreover, because random forest models provide an intuitive metric for the certainty
in predictions (from the proportion of agreed classification trees), habitat management of migratory
species can better identify crucial habitats where the model is most certain. The remote sensing we
used here to spatially identify seasonal niche locations for mule deer has value in land management
practices, providing tools to identify crucial winter ranges for migratory mule deer herds, and can
be extrapolated to where migratory mule deer might still persist. The broad-scale visualization can
additionally be used to assist in setting or adjusting hunting seasons. In Utah, mule deer hunting
permits are allocated on the basis of pre-defined management units. The number of permits issued
each year is partly determined by abundance, a variation which is strongly influenced by drought and
winter severity [23]. Identifying the timing and routes of migratory herds can potentially help improve
the accuracy of the population estimates and seasonal distributions.
5. Conclusions
We show that the remote sensing of landscape variables across a large spatial and temporal
scale can provide important insights into trade-offs between migration and residence in mule deer.
Anthropogenic development has an explanatory value in predicting resident habitats where locations
closer to development were more likely to be used by resident mule deer, while December snow
cover had more explanatory power in predicting summer migratory niches, as locations with higher
snow cover tended to be used only in the summer by migratory mule deer. Our results provide a
useful groundwork to identify seasonal niches using remotely sensed environmental data. Merging
the advances of remote sensing and landscape ecology will improve our understanding of how to
conserve migratory behavior in North America and elsewhere and provide insight into scientifically
grounded land management decisions for migratory ungulates. Wildlife management can make use
of the tools of remote sensing and landscape ecology to identify crucial seasonal habitats for highly
mobile wildlife populations.
Supplementary Materials: The following are available online at http://www.mdpi.com/2072-4292/11/17/1980/s1,
Figure S1: Semivariograms of example migratory and resident mule deer. These semivariograms were created to
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verify our visual inspection of net squared displacement plots. Panel a demonstrates a migratory mule deer, as the
semivariance fluctuates throughout. Panel b is of a resident mule deer because the semivariance levels off and
remains relatively constant, Table S1: Correlation matrix. To elucidate collinearity between the variables used
in the random forest model, we analyzed the correlation between the top ten most important variables selected
by the model. Values range between −1 and 1, demonstrating either a perfect negative or positive linear trend
between the variables. Here, the highest correlation is between NDSI December and NDSI February. Figure S2:
Variable importance of the full random forest and the take-one-out random forests, each missing one of the top ten
most important predictors. The x-axis and y-axis are the mean decrease in accuracy, so a large mean decrease in
accuracy suggests higher importance to the random forest. Across random forests, distance to development was
always the most important variable and snow cover in December the second most important variable when they
were available (i.e., not removed from the take-one-out random forest).
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