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Аннотация. В статье рассматривается моделирование случайных про-
цессов Леви — процессов, которые в настоящее время в наибольшей мере соот-
ветствуют природе эволюции движения цен финансовых активов, на языке R. В 
силу возможности прямого обращения из R к значениям акций, хранящимся 
в базе данных Oracle, моделирование процессов Леви на языке R является акту-
альной задачей. Процессы Леви используются как процессы, описывающие эво-
люцию логарифмических доходностей финансовых активов, в экспоненциальной 
модели Леви. В статье предлагаются алгоритмы моделирования некоторых 
процессов Леви, существенно сокращающие время моделирования указанных 
процессов по сравнению с ранее известными алгоритмами моделирования про-
цессов Леви.  
Abstract. The paper discusses random Levy processes simulation using the ca-
pabilities of the R language. Levy processes are processes that currently most closely 
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correspond to the nature of the evolution of stock price movements. Due to the possi-
bility of direct access from R to stock values stored in the Oracle database, modeling 
Levy processes in the R language is an urgent task. Levy processes are used as pro-
cesses describing the evolution of the logarithmic returns of financial assets in the ex-
ponential Levy model. The article proposes modeling algorithms for some Levy pro-
cesses that significantly reduce the modeling time of these processes compared to pre-
viously known Levy process modeling algorithms.  
Ключевые слова: случайные процессы Леви, язык R. 
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Проблема моделирования процесса эволюции финансовых характеристик 
(цен акций, индексов) привлекает внимание многих ученых на протяжении более 
100 лет. Первая попытка моделирования эволюции цен финансовых инструмен-
тов была предпринята Л. Башелье в 1900 году [1]. В настоящее время модели, 
построенные на основе процессов Леви, наиболее адекватно отражают процесс 
эволюции финансовых характеристик. К таким моделям относятся экспоненци-
альная модель Леви. 
Язык статистического программирования R обладает функционалом для 
моделирования базовых вероятностных распределений таких, как нормальное 
распределение, распределение Пуассона, распределение Стьюдента, экспонен-
циальное распределение и др. Моделирование распределений, на которых осно-
ваны алгоритмы моделирования процессов Леви, является актуальной задачей 
программирования на языке R. Кроме того, возможно работа напрямую из R c 
базой данных Oracle. Построение соединения, так называемого «моста», между 
языком R и базой данных Oracle, в которой хранятся данные о финансовых акти-
вах, позволяет построить прогноз динами значений этих активов. 
Процессы Леви используются как процессы, описывающие эволюцию 
логарифмических доходностей финансовых активов, в модели Леви [2]:  
)exp()exp(0 tt XrtSS = ,    (1) 
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где ( ) 0≥= ttSS — процесс цен акции, 00 >S , ( ) 0≥= ttXX  — процесс Леви, 
0>r  — процентная ставка. 
Процесс CGMY — это один из процессов Леви, который используется для 
описания эволюции логарифмических доходностей акций в модели Леви (1). 
Процесс CGMY и его свойства изучены в работе авторов Carr P., Geman H., 
Madan D. P., Yor M. [3]. Приведем определения CGMY распределения и про-
цесса CGMY.  
Определение 1. Распределение F  называется CGMY распределением 
с параметрами 0>C , G , 0>M , 2<Y , если его характеристическая функция 
имеет вид  
)))())(((exp()( YYYY GiuGMiuMYCu −++−−−Γ=φ , ∈u Ω( ,ℱ, )P , (2) 
где ∫
∞ −−=Γ
0
1)x( dzez zx  — гамма-функция, 0>x . Случайную величину ξ  
с CGMY распределением будем обозначать следующим образом: 
).,,,(~ YMGCCGMYξ  
Определение 2. Случайный процесс ( ) 0≥= ttXX  с параметрами 0>C , 0>G
, 0>M , 2<Y , заданный на вероятностном пространстве Ω( ,ℱ, )P  со значениями 
в ℝ, такой, что 0
..
0
нп
X = , называется процессом Леви, если выполнены следующие 
условия:  
1. X  имеет независимые приращения; 
2. X  имеет стационарные приращения, которые подчиняются CGMY рас-
пределению: для любых 0,0 ≥≥ ts  
sts XX −+  ),,,(~ YMGCtCGMY ; 
3. X  обладает свойством стохастической непрерывности: для любых 
0≥t  и 0>ε  
0)|(|lim =>−
→
εtsts XXP
. 
Мера Леви процесса CGMY имеет следующий вид: 
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Эффективный алгоритм моделирования процесса CGMY основан на моде-
лировании медленно растущего случайного процесса. Введем определения мед-
ленно растущего случайного распределения и медленно растущего случайного 
процесса. 
Определение 3. Распределение F  называется медленно растущим устой-
чивым распределением с параметрами 0>a , 0>b , 10 << k , если его характери-
стическая функция имеет вид: 
))2(exp()( /1 kk iubaabu −−=φ .   (4) 
Случайную величину η  с медленно растущим устойчивым распределением 
будем обозначать ).,,(~ kbaTSη  
Определение 4. Случайный процесс ( ) 0≥= ttZZ  с параметрами 0>a , 0>b ,
10 << k , заданный на вероятностном пространстве Ω( ,ℱ, )P  со значениями в ℝ, 
называется медленно растущим устойчивым процессом Леви, если выполнены 
следующие условия:  
1) 0
..
0
нп
Z = ; 
2) Z  имеет независимые и стационарные приращения; 
3) приращения Z имеют медленно растущие устойчивое распределение, 
то есть для любых 0,0 ≥≥ ts   
sts ZZ −+  ),,(~ kbatTS . 
Мера Леви медленно растущего устойчивого процесса имеет вид: 
0
/11 1
2
1
exp
)1(
2)( >
−− 




−
−Γ
= x
kkk
TS xbxk
kaxv .  (5) 
Теорема 1. [4] Пусть ( ) 0≥= ttXX – процесс CGMY с параметрами 0>C , 
0>G , 0>M , 2<Y , заданный на вероятностном пространстве Ω( ,ℱ, )P  , с мерой 
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Леви (3), а ( ) 011 ≥= ttXX  и ( ) 022 ≥= ttXX – медленно растущие устойчивые независи-
мые процессы Леви с параметрами 0>C , 0>M , 2<Y  и 0>C , 0>G , 2<Y  соот-
ветственно такие, что их меры Леви имеют вид 
011 1)( >+
−
= xY
Mx
x
Ce
xv  и 012 1)( <+
−
= xY
xG
x
Ce
xv .   (6) 
Тогда CGMY процесс CGMY ( ) 0≥= ttXX  представим как 
21
ttt XXX −= .    (7) 
Доказательство теоремы проведено в работе Кузьминой А. В., 
Труша Н. Н. [4]. 
Дисперсионный гамма процесс [2] также является процессом Леви, кото-
рый применяется для описания эволюции логарифмических доходностей акций 
в модели Леви (1). Приведем определения дисперсионного гамма распределения 
и дисперсионного гамма процесса. 
Определение 5. Случайная величина X , заданная на вероятностном про-
странстве ,(Ω ℱ ),Ρ  подчиняется дисперсионному гамма распределению с пара-
метрами ∈θ>ν>σ ,0,0  ℝ, если ее характеристическая функция имеет вид 
ν
νσνθ
θνσϕ
1
22 )2/(1
1
),,;( 





+−
=
uui
uVGX    (8) 
где )x(Γ , ∈x  ℝ+ — гамма-функция. 
Случайную величину ϑ  с дисперсионным гамма распределением с пара-
метрами ∈θ>ν>σ ,0,0  ℝ будем обозначать как ).,,(~ θνσϑ V
 
Определение 6. Случайный процесс ( ) 0≥= ttVV  с параметрами 
∈>> θνσ ,0,0  ℝ, заданный на вероятностном пространстве ,(Ω ℱ ),Ρ  со значени-
ями в ℝ такой, что 0
..
0
нп
V = , называется дисперсионными гамма процессом, если 
выполнены следующие условия: 
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1) V  имеет независимые приращения; 
2) V  имеет стационарные приращения с дисперсионным гамма распреде-
лением: для любых 0,0 ≥≥ ts   
0VVVV t
d
sst −=−+ ~ ).,/,( θνσ tttV  
3) V  обладает свойством стохастической непрерывности. 
Предлагаемый алгоритм моделирования дисперсионного гамма процесса 
основан на моделировании гамма процессов. Приведем определение гамма рас-
пределения и гамма-процесса [2]. 
Определение 7. Случайная величина X  подчинятся гамма распределению 
с параметром формы 0>a , и параметром масштаба 0>b , если ее характеристи-
ческая функция задается как 
a
X biubau
−Γ −= )/1(),;(ϕ  ∈x  ℝ, (9) 
а ∫
∞
−−=Γ
0
1)x( dzez zx , ∈x  ℝ+ — гамма-функция. Случайную величину γ , подчиняю-
щуюся гамма распределению, будем обозначать следующим образом ).,(~ baΓγ  
Определение 8. Случайный процесс ( ) 0≥= ttGG  с параметрами 0>a , 0>b , 
заданный на вероятностном пространстве ,(Ω ℱ ),Ρ  со значениями в ℝ такой, что 
0
..
0
нп
G = , называется гамма-процессом, если выполнены следующие условия: 
1) G  имеет независимые приращения; 
2) G  имеет стационарные приращения с гамма-распределением: 
0GGGG t
d
sts −=−+ ~ ),( batΓ ; 
3) G  обладает свойством стохастической непрерывности. 
Дисперсионный процесс может быть смоделирован как разность двух 
гамма-процессов. 
R — это язык программирования и свободная программная среда для ста-
тистической обработки данных и работы с графикой. Язык R содержит функции 
для моделирования некоторых законов распределения, например, нормального 
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распределения, бета-распределения, гамма-распределения, равномерного рас-
пределения, распределения Пуассона и др. Однако, функции моделирования 
CGMY распределения и CGMY процесса не представлены в языке R. Поэтому 
проблема моделирования CGMY распределения и CGMY процесса на R явля-
ется актуальной.  
В первую очередь был запрограммирован алгоритм моделирования CGMY 
процесса, предложенный в работе Poirot J. и P. Tankov [5]. Этот алгоритм моде-
лирует CGMY процесс с параметрами 0>C , 0>G , 0>M , 2<Y  используя ви-
неровский процесс и случайную замену времени положительным невозрастаю-
щим 2/Y -устойчивым процессом, который называют субординатором: 
tStt
WASX +=  , 
где ( ) 0≥= ttWW  — стандартный винеровский процесс в случайные моменты вре-
мени tS , ( ) 0≥= ttSS  — 2/Y - устойчивый процесс Леви независимый от винеров-
ского процесса,
2
MG
A
−
= . 
Предлагаемый алгоритм позволяет смоделировать процесс CGMY как раз-
ность двух медленнорастущих независимых случайных процессов и основан 
на теореме1. 
Алгоритм 1. [4] Моделирование процесса CGMY как разности медленно-
растущих независимых случайных процессов. 
1. Генерируем медленно растущий устойчивый процесс ( ) 011 ≥= ttXX с па-
раметрами 0>C , 0>M , 10 <<Y . 
2. Генерируем медленно растущий устойчивый процесс ( ) 022 ≥= ttXX с па-
раметрами 0>C , 0>G , 10 <<Y . 
3. CGMY процесс ( ) TttXX <≤= 0  с параметрами C ,G , 0>M , 10 <<Y  ге-
нерируем как 
21
ttt XXX −= . 
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Алгоритм моделирования медленно растущего устойчивого процесса при-
веден в работе Poirot J. и P. Tankov [5].  
При моделировании процесса CGMY с параметрами 10=C , 7=G , 5=M , 
20.Y = , 0001.0=ε  и временным шагом 010.t =∆  как винеровского процесса с по-
мощью случайной замены времени 2/Y -устойчивым субординатором стандарт-
ное отклонение составляет 0.0241, а при моделировании этого процесса как раз-
ности двух медленно растущих устойчивых процессов при 10000=K , 010.t =∆  
стандартное отклонение составляет 0.0238. Преимущество способа моделирова-
ния процесса CGMY как разности двух медленно растущих устойчивых процес-
сов относительно способа моделирования этого процесса как винеровского про-
цесса с помощью случайной замены времени 2/Y -устойчивым субординатором 
заключается в затрачиваемом на моделирование процесса CGMY времени. При 
моделировании процесса CGMY как разности двух медленно растущих устойчи-
вых случайных процессов затрачивается значительно меньше времени, чем при 
моделировании этого процесса как винеровского процесса с помощью случай-
ной замены времени. Например, при моделировании процесса CGMY как разно-
сти двух медленно растущих устойчивых случайных процессов ( ) TttXX <≤= 0  с па-
раметрами 10=C , 7=G , 5=M , 20.Y =  и временным шагом 010.t =∆  состоящего 
из 1000=T  значений потребуется 11 сек., а при моделировании такого же про-
цесса CGMY как винеровского процесса с помощью случайной замены времени 
2/Y -устойчивым субординатором — 302 сек. 
Язык R не содержит инструменты для моделирования дисперсионного 
гамма распределения и дисперсионного гамма процесса.  
Алгоритм моделирования дисперсионного гамма процесса как разности 
двух независимых гамма процессов представлен в работе W. Schoutens [2]. Пред-
лагаемый алгоритм моделирования основан на методе суперпозиции и позволяет 
проводить моделирование дисперсионного гамма процесса используя случайные 
величины с дисперсионными гамма распределением.  
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Алгоритм 2. [6] Моделирование дисперсионного гамма процесса 
( ) 0≥= ttVV  с параметрами σ , ν , θ , µ  с помощью случайных величин с дисперси-
онным гамма распределением.  
1. Генерируем независимые случайные величины с гамма распределе-
нием }1,{ ≥kkξ  с параметрами  используя функцию dgamma 
языка R 
)/1,/(~ ννξ tk ∆Γ , . 
2. Генерируем независимые случайные величины с гамма распределе-
нием }1,{ ≥kkη  как случайные величины с нормальным распределением 
и ,  используя функции dgamma и rnorm: 
, . 
3. Генерируем дисперсионный гамма процесс ( ) 0≥= ttVV  с параметрами σ
, ν , θ , µ  как 
, ktktk VV η+= ∆−∆ )1( , . 
Преимущество предлагаемого способа моделирования дисперсионного 
гамма процесса по алгоритму 2 заключается в отсутствии необходимости моде-
лирования каких-либо вспомогательных процессов, что позволяет существенно 
сократить время моделирования.  
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Аннотация. В статье рассматривается один из способов компрессии ин-
формации — создание облака слов, который позволяет определить наиболее об-
щие субтемы текста. Даются сервисы, позволяющие составлять облако слов, 
сам метод компрессии сравнивается с другим методом сжатия научной инфор-
мации — составлением аннотации. Определяется, что облако, в отличие от ан-
нотации, представляет информацию более обобщенную, в визуальной форме, 
