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Abstract 
Scheduling is becoming much more important in every industry. At the same time, scheduling problems have been the subject of 
continuous research since the early days of operations research. However, the standard resource constraint scheduling problem 
(RCSP) usually does not cover all the characteristics of real world problems.  
In this work, we present an Event Based Mixed Integer Linear Problem (MILP) formulation for a Multimode Resource 
Constraint Problem (MRCSP) of direct application for some industries, as aerospace final assembly lines. Taking as a starting 
point one of the last MILP formulations for standard RCSP, its contribution is to provide a formulation which covers the 
multimode case and more general temporal constraints than the ones usually referred to in the literature. 
This publication focuses on the computational results, their relevance and their impact for a future extension to solving real world 
instances. 
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1. Introduction 
Over the last years, the continuous changes on every industry have forced enterprises to explore new 
manufacturing methods. To do so, the aerospace industry has included the lean techniques into its production 
systems. In terms of Boeing, in a Lean production system the right resources and the right tools must be applied to 
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achieve three key Lean principles: Takt Paced Production, One Piece Flow and Pull Production [1]. Scheduling and 
line balancing have revealed as two main enablers for Lean implementation. 
Aerospace final assembly lines consist on different platforms or stations. Each platform has a fixed team of 
workers with different skills. Firstly, the work tasks are distributed among the different platforms. Afterwards, the 
work tasks from each platform must be scheduled in order to complete them within the required cycle time and 
using the minimum number of operators.  
This platform scheduling has the structure of a Time Constrained Scheduling Problem (TCSP): a project 
scheduling where a deadline must be met and the objective is to use as few resources as possible. This problem has 
been very little dealt with in the literature. Although Möhring introduced it in 1984 [2], only two recent references 
have been found: [3] and [4]. However, it is a special case of the Resource Constrained Scheduling Problem 
(RCSP), which was defined by Brucker [5] as the allocation of scarce resources to dependent activities over time. It 
is a NP Hard optimization problem and is actually one of the most intractable classical problems. 
There have been a wide range of studies on both heuristic and metaheuristic methods for solving RCSPs, as well 
as different MILP models [6-9]. Recently, Koné [10] proposed the use of Event Based Formulations for the RCSP. 
He provided a benchmark of different methods and concluded that they not only outperformed the previous MILP 
models but also some specific heuristics for some instances. 
Following Koné’s results, an Event Based Formulation has been chosen to model the scheduling of an aircraft 
final assembly line platform. The model has been used to solve small instances that have a similar structure to real 
ones. Those computational results can be now used to improve the model performance or to find hybrid techniques 
that can deal with real instances. Although the mathematical model has been subject to a separate communication 
[11], the novelty of this work is the in depth discussion about the instance generation and the computational results.  
The structure of the document is as follows: Sections 2 and 3 are dedicated to the research methodology and the 
problem characterization. Section 4 provides an overview of the model formulation. Section 5 is dedicated to the 
instances used for the experimentation and Section 6 discusses the computational results. Final conclusions are 
included in Section 7.   
2. Research Methodology 
This work has been developed under the framework of Operations Research (OR). This is, as defined by 
Lawrence et al [12], "The discipline that adapts the scientific approach for problem solving to executive decision 
making in order to accomplish the goal of "doing the best you can with what you’ve got".  
Therefore, throughout the research the main phases have been those for an OR project [13]: 
x Formulating the problem: At this stage, statements of objectives, constraints on solutions, appropriate 
assumptions, descriptions of processes, data requirements, alternatives for action and metrics for measuring 
progress have been introduced. 
x Constructing a mathematical model to represent the system under study: The kind of formulation to be used has 
been chosen and the model constructed.  
x Solving the model: it has been solved by means of exact mixed integer linear programming. To do so, the models 
have been implemented in AIMMS and solved with CPLEX. 
x Testing the model and the solution derived from it: A series of experiments have been carried out with sample 
instances in order to proof the goodness of the solutions and the model’s performance. 
x Establishing controls over solution: Conclusions have been driven from the experimentation as for key instance 
features and their influence on the solution time, as well as future improvement opportunities. 
3. Problem Classification 
The RCSP is a combinatorial optimization problem, defined by a 6-tuple (ǡ ǡ ǡ ǡ ǡ ), where   is a set of 
activities,  a vector of processing times per activity,  the set of temporal constraints,  the set of resources,  the 
resource capacity vector and  the demand matrix (resource consumption per activity) [14]. The objective is to 
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identify a feasible schedule, which assigns a start /completion time (Ȁ) to each activity as well as a resource 
allocation, taking into account the temporal constraints and minimizing the total project lead time. 
Until 1999, there was not a common notation for RCSP. Brucker [15] proposed a notation based on the extension 
of the α| β| γ generalized scheme for the machine scheduling literature. In this notation, α refers to the resource 
environment, β to the activity characteristics and γ to the objective function. According to it, the scheduling of tasks 
within an aeronautical platform is classified as MPSm, σ, r | temp | min (max r_k (S,t)): 
α = MPSm, σ, r. This stands for a multimode resource constraint project where each activity can be processed in 
several alternative modes and therefore exists a set of renewable resources available for each time period during the 
project execution: m being the resources, σ the units of each resource available and r  the maximum number of units 
of the resources demanded by an activity. For this particular problem, the activities are the work tasks assigned to 
each platform. The renewable resources are the number of operators (each of them belonging to a particular skill) 
and the space on the working areas, as platforms are divided into smaller areas where a limited number of operators 
can work simultaneously. As well as this, each mode for an activity defines a combination of operator skills, number 
of operators and durations. All the operators assigned to an activity must be from the same skill and the range of 
possible numbers of allocated operators per tasks is independent of the chosen skill. 
β = temp. Among the temporal constrains, there are precedence constraints (task w’ cannot start until task w has 
been completed), non-parallel constraints (tasks w and w’ cannot be in progress at the same time, but there is no 
precedence relation between them), and maximal time lags between tasks (task w’ must start within a maximal time 
after w has been completed). The maximal time lag, if it exists, will be set to zero for all the pairs of activities. All 
the temporal constraints are independent from the mode in which a task is executed. 
γ= min (max r_k (S,t)). The objective function is to minimize the resource investment.  The total lead time is 
fixed by the assembly line cycle time. Therefore, the objective function is to minimize the labor cost of the 
assembly. The operators, once assigned to a platform stay working on it for all the cycle time and thus minimizing 
the labor cost is equivalent to minimizing the maximum number of operators needed throughout the cycle time. 
4. Model Formulation 
Different MILP formulations have been proposed to solve the RCPSP. The first ones were Discrete time 
formulations, proposed by Pritsker et al. [16]. Afterwards, Continuous time formulations were proposed by Alvarez-
Valdés and Tamarit (Forbidden sets formulations, [17]) and Artigues et al. (Flow-based continuous time 
formulations, [18]).  
More recently, Event Based formulations were developed by Koné et al. in 2011 [10] from a model introduced by 
Zapata et al. [19]. They compared different methods (including MILP exact methods and a heuristic) and concluded 
that Event Based formulations outperformed the previous MILP models and performed even better than the heuristic 
in some cases. 
Therefore the Start/End Event Based Formulation (SEE) has been used as a starting point for an extended 
formulation that copes with the multimode problem and the additional maximal separating time and non-parallel 
constraints.  The resulting formulation uses four sets: O stands for the operator profiles, W for the work Tasks, A for 
the Working Areas and E for the events. The model parameters are defined in Table 1. 
Due to the new characteristics of the model, the original SEE variables ୵ୣ and ୵ୣ were replaced with variables 
୵ୣ୭୬ and ୵ୣ୭୬, to be set to 1 if task  starts or ends on event , using  operators of profile . As well as this, 
non-negative variables ୭ୣכ  were defined to represent the amount of resource  needed immediately after event and 
non-negative variables ୟୣכ  to represent the number of operators working on area  immediately after event Ǥ A 
binary variable Ƚ୵୵ᇱ is defined for tasks with non-parallel constraints (ǡᇱ א ୵୵ᇱ ൌ ͳ ൏ Ԣሻ 
set to 1 if  ends before Ԣ starts and 0 vice versa. A continuous variable ୵୧ ൒ Ͳdefines the starting time of a 
task. This will be used for maximal time lag constraints, and defined׊ǡᇱ א  σ ୵୵ᇱ ൅୵ᇱ ୵ᇱ୵ ൐
Ͳ. 
A continuous variable ୵୧ ൒ Ͳdefines the starting time of a task. This will be used for maximal time lag 
constraints, and therefore are only defined׊ǡᇱ א  σ ୵୵ᇱ ൅୵ᇱ ୵ᇱ୵ ൐ Ͳ. 
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The continuous non-negative variable ̴represents the time of event , and the free variable ୭୭୮ is used for 
the total number of operators of profile  needed. 
The objective function can be written as Ǥሺσ ୭୭୮୭ ). On all, the model contains 21 sets of constraints. Some 
correspond with the multimode extension of the original SEE model: they define the starting time of each event, 
their order and general precedence constraints. On top of this, additional constraints have been added to assure one 
task is done in only one mode (eq. 1 and 2) and to include maximal / minimal time lags (eq. 3-5) and non-parallel 
constraints (eq 6).  
σ ݔ௪௘௢௡ ൌ σ ݕ௪௘௢௡௘௢௘௢ ׊ݓ א ܹǡ ܯܫܰ௪௢௣ ൑ ݊ ൑  ܯܣܺ௪௢௣  (1) 
σ ݔ௪௘௢௡ ൌ σ ݕ௪௘௢௡௘௡௘௡ ׊ݓ א ܹǡ ݋ א ܱȀ ைܲ௪ ൌ ͳ (2) 
ݐ௪௜ ൒ ݐ௘ െ ܯሺͳ െ σ ݔ௪௘௢௡௢௡ ሻ׊݁ א ܧǡ ׊ݓȀσ ܯܶܮ௪௪ᇱ ൅௪ᇱ ܯܶܮ௪ᇱ௪> 0  (3) 
ݐ௪௜ ൒ ൅ܯሺͳ െ σ ݔ௪௘௢௡௢௡ ሻ׊݁ א ܧǡ ׊ݓȀσ ܯܶܮ௪௪ᇲ ൅௪ᇲ ܯܶܮ௪ᇲ௪ ൐ Ͳ   (4) 
ݐ௪ᇱ௜ െ ݐ௪௜ െσ ܩ௡௪ܦܷܴ௪ݔ௪௘௢௡௘௢௡ ൑ Ͳǡ ׊ݓǡݓᇱȀܯܶܮ௪௪ᇱ ൌ ͳ   (5) 
σ ݁ݕ௪௘௢௡ െσ ݁ݔ௪ᇱ௘௢௡௘௢௡௘௢௡ ൑ ܯሺͳ െ ߙ௪௪ᇲሻ׊ݓǡ ݓᇱȀܱܰܰ ௪ܲ௪ᇱ ൌ ͳ  (6) 
The complete formulation can be consulted in [11]. 
Table 1. Parameters 
Parameter Definition 
୵ Total amount of working hours for task  א , if assigned only to one operator 

୬୵ Reduction coefficient to the work task ’s makespan when it is done by  
operators,  א ǡ୵୭୮ ൏  ൏ ୵୭୮ 
୭୵ 1 if task  א  can be done by operators with profile  א , 0 otherwise 
୵୭୮ Maximum number of operators that can work on task  
୵୭୮ Minimum number of operators that can work on task  
୵୵ᇱ 1 if the precedence graph includes a precedence relationship between work tasks 
 and Ԣ, ,Ԣ א  
୵୵ᇱ 1 if the precedence graph includes a non-parallel constraint between  work tasks 
 and ’: ,Ԣ א  and  ൏ Ԣ. 
୵୵ᇱ 1 if  the precedence graph includes a maximal time lag constraint between  ’ 
and  , ,Ԣ א   ( ୛୛ᇱ ൑ ୛୛ᇱ) 
ୟ୵ 1 if work task  is done on area , 0 otherwise 
ୟ  Maximum number of operators that can work on area ,  א  
 Lead time 
 Big enough number 
5. Instances 
MILP formulations for scheduling problems are usually tested in the literature using a known set of instances: the 
PSPLIB library [20]. It contains different problem sets for various types of resource constrained project scheduling 
problems as well as optimal and heuristic solutions. However, the standard PSPLIB instances are not valid for the 
structure of the aerospace final assembly platform scheduling problem.  
In consequence, it has been of special interest to generate a set of instances with the correct structure. During the 
generation the following characteristics of real instances have been taken into account:  
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Instances are non-cumulative. This means that the number of precedence constraints is low. Most of the tasks 
have only one direct predecessor.  
Most of the precedence constraints are general precedence constraints. The ratio of non-parallel and maximal 
time lag constraints is low. 
Most of the tasks can only be done by one operator profile. There are usually no more than four operator profiles 
per platform. 
The set of numbers of operators that can execute a task is limited. Usually, it has no more than three values. 
In a first step, four different sets of 8 task instances were used. Sets 3 and 4 were also extended in order to create 
instances of up to 11 tasks. 
Table 4 contains the main instance characteristics. The first column is the set identification, followed by the 
number of tasks. Afterwards, there is information about the number of general precedence constraints, maximal time 
lag constraints and non-parallel constraints. As for the operator profiles, there are two different profiles per instance. 
Column 7 gives information on the number of tasks that can be done by more than one operator profile and column 
8 the number of tasks that can be done by several numbers of operators. Finally, columns 9 and 10 include the 
number of areas defined for the platform and the total number of possible operation modes. 
The whole data instances can be found in [21]. 
Table 2. Instance Characteristics 
1 2 3 4 5 6 7 8 9 10 







Set1 8 6 1 1 2 1 2 2 12 
Set2 8 8 1 1 2 1 5 2 16 
Set3 8 7 1 1 2 2 5 2 17 
Set4 8 7 1 1 2 1 5 2 16 
Set3-Ext 11 10 1 1 2 2 6 2 22 
Set4- Ext 11 10 1 1 2 1 5 2 19 
 
6. Computational Results 
The computational results were obtained using CPLEX12.4 solver. The tests were carried out on an Intel-Core i7-
2630QM processor with 2GHz and 4 GB RAM, running Windows 7. 
All instances were solved up to optimality, taking times from seconds to fifteen minutes. Each instance has been 
solved using different numbers of events and also for a range of platform cycle times.  
From those results, it can be concluded that the number of events has a major impact on the solution time. That 
time grew more than linearly (almost exponentially) with the number of events, even when solving the same set of 
instances. Figure 1 represents the solving time of one data set for one cycle time using different number of events: 
for example, the blue line SET1-8-11.5 is the instance Set1, with 8 tasks and solved for a cycle time of 11,5 days.  
Defining fewer events has also a high impact on the first lower bound, which is tighter (Figure 2). This means 
that the first calculated solutions provide us with better information about the minimum number of operators that 
will be required. The information of those bounds can be of relevance for big instances, where even if the optimal 
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Fig. 1. Evolution of the solution time with different number of events 
 
 
Fig. 2. Evolution of the first lower bound with different number of events 
 
  
It is also important to remark that, because of the problem formulation, there is always an optimal solution with 
no more than a number of events equal to the number of tasks plus one. However, all the tested instances had an 
optimal solution with fewer events than that minimum number. At the same time, defining fewer events than needed 
would lead to non-optimal solutions. Henceforth, being able to predict the minimum number of events needed for 
the optimal solution of an instance would be an important contribution for the model’s performance.  
For each of the eight-task instances, different cycle times were tested. On average, the solution time also grew as 
the objective cycle time got closer to the critical path, see Table 5. Moreover, most of the instances require more 
solution time with the same number of events when new tasks are added. Withal, some were solved faster with more 
tasks. Table 6 contains an example of instances being solved for different number of tasks. The data in italics are the 
non-expected ones. For these two behaviors, it can be concluded that in some cases the structure of the problem is 
more important than the number of tasks itself.  
Table 3. Sample solving time for different cycle times 
Instance LT=31.5 LT=33 LT=34.75 LT=41 
Set2_8 Tasks 10.2s 6,65s 1,79s 0.83s 
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Table 4. Sample solving time for different number of tasks 
Instance 8 Tasks 9 Tasks 10 Tasks 11 Tasks 
Set3_8 Events 34.4 s 4.87s 4.56s 16.21s 
Set3_9 Events 121.98s 27.5s 46.11s 66.94s 
Set3_10 Events 776.76s 100.5s 69.78s 586.13s 
Set4_8 Events 6.85s 9.83s 7.38s 28.2s 
Set4_9 Events 36.58s 38.02s 107.41s 149.5s 
Set4_10 Events 193.25s 285.26s 269.79s 473.54s 
 
The complete computational results can be consulted in [11]. 
7. Conclusions 
This work provides a new MILP formulation for a real case of scheduling within an aerospace final assembly line 
platform. To start with, small instances have been solved in order to identify the main factors that affect the model’s 
performance. It is a first insight on the problem and has provided directions for a further research. In order to extend 
it to bigger instances it is necessary to make a focus on the use of pre-processing to calculate the needed number of 
events. 
As well as this, the solution times have been different for each set of instances, although they had the same task 
dimension. A more detailed characterization of aerospace final assembly line platform real instances is required in 
order to improve the formulation and develop pre-processing techniques suitable for both the formulation and the 
data sets. 
Finally, it must be noted that, even if exact methods may not be able to solve to optimality real instances, they 
can be used combined with other techniques (heuristics, metaheuristics) to improve the current solutions. Moreover, 
they can also be used for the validation of the existing heuristics used in the industry.  
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