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Abstract
Multivariate volatility modeling and forecasting are crucial in financial economics. This
paper develops a copula-based approach to model and forecast realized volatility matrices.
The proposed copula-based time series models can capture the hidden dependence structure
of realized volatility matrices. Also, this approach can automatically guarantee the positive
definiteness of the forecasts through either Cholesky decomposition or matrix logarithm trans-
formation. In this paper we consider both multivariate and bivariate copulas; the types of
copulas include Student’s t, Clayton and Gumbel copulas. In an empirical application, we find
that for one-day ahead volatility matrix forecasting, these copula-based models can achieve
significant performance both in terms of statistical precision as well as creating economically
mean-variance efficient portfolio. Among the copulas we considered, the multivariate-t copula
performs better in statistical precision, while bivariate-t copula has better economical perfor-
mance.
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1 Introduction
Volatility estimation and forecast for financial market have significant importance in the fields
such as portfolio allocation, risk management and asset pricing, etc. With the high-frequency
data available, different approaches of nonparametric estimations of the volatility become very
popular. The estimators of univariate integrated volatility include two-scale (Zhang et al., 2005)
and multi-scale estimators (Zhang et al., 2006), realized kernel volatility (Barndorff-Nielsen et al.,
2008) and pre-averaging approach (Jacod et al., 2009; Christensen et al., 2010). Also, Barndorff-
Nielsen and Shephard (2004) implemented the estimation of volatility matrix for the multivariate
case. Other volatility matrix estimators, such as realized co-range (Bannouh et al., 2009), realized
kernel volatility matrix (Barndorff-Nielsen et al., 2011), multi-scale realized covariance (Zhang,
2011) are also becoming increasingly popular.
With the estimation of volatility available, different time series models can be applied to the se-
ries of realized volatilities. For the univariate case, the fractionally integrated ARMA (ARFIMA)
(Andersen et al., 2003) and the heterogeneous autoregressive (HAR) model (Corsi, 2009) perform
very well in empirical applications, both of which can capture the long-memory dependence in
realized volatility while retain parsimony. For the multivariate case, problem rises of how to guar-
antee positive-definite forecasts of a realized volatility matrix. The multivariate modeling approach
includes the Wishart Autoregressive (WAR) (Gouriéroux et al., 2009) and Conditional Autoregres-
sive Wishart (CAW) (Golosnoy et al., 2012). Vector ARFIMA (VARFIMA) (Chiriac and Voev,
2011) is another approach which is based on the Cholesky decomposition of the realized volatility
matrix. Bauer and Vorkink (2011) transformed the realized covariance matrix using matrix loga-
rithm function and then modeled the dynamics of log-volatility matrix with a latent factor model.
Both Cholesky decomposition and matrix logarithm transformation are commonly used tools
to ensure the positive definiteness of the realized volatility matrix. However, the existing mod-
els based on these methods overlook the nonlinear correlation and dependence structure such as
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asymmetry and tail dependence between the elements, which are partly caused by the nature of
the transformation. For example, each element of Cholesky factors depends in a nonlinear way
on the corresponding realized volatility and all Cholesky elements from previous row. Among the
models to capture dependence structure, copula is one of the popular methods that can model the
dependence characteristics of nonlinear time series. Ibragimov and Lentzas (2008) showed that
Clayton copula-based time series models can exhibit long memory properties.
Therefore, copula is potentially a good method to model the realized volatility. Sokolinskiy
and van Dijk (2011) proposed an approach based on bivariate copula to model the volatility in the
univariate case. See also Simard et al. (2015). For the multivariate case, Brechmann et al. (2016)
proposed a dynamic framework for modeling and forecasting realized covariance matrices using
vine copulas. This vine-copula approach is still based on bivariate copulas to connect residuals
of the univariate models for each element of the Cholesky factors. In this paper, we propose a
multivariate copula-based approach for modeling and forecasting the realized volatility matrix,
which can be considered as an extension of the bivariate copula approach.
Our proposed approach can be generally described as follows. We first decompose the realized
volatility matrices into Cholesky factors, and then utilize two methods to construct the multivariate
copula: (1) we decompose the joint distribution of current Cholesky factors and their first lags
into their marginal distributions and a multivariate copula function; (2) we decompose the joint
distribution of the single element of current Cholesky factors and the first lags of the whole current
Cholesky factors into their marginal distributions and a multivariate copula function. In addition,
in order to compare the performance, we apply bivariate copulas to model each component of the
Cholesky factors and also propose a copula-HAR combined model according to the dependency
structure of empirical data. Same copula models are also applied to the log volatilities, another
way to guarantee the positive-definiteness of the volatility matrix. To evaluate the performance
of our model in practice, we compare the one-day ahead realized volatility matrix forecasts. We
find that the multivariate copula-based approach can achieve statistical significance while bivariate
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copula-based approach can achieve economic significance.
The rest of the paper is structured as follows. In section 2 we introduce the realized volatility
matrix and describe the details of our modeling and forecasting procedures. Section 3 presents the
out-of-sample empirical results of our models both in terms of statistical precision and economical
performance. Section 4 concludes the whole paper.
2 Modeling and Forecasting Realized Volatility Matrix
2.1 Realized Volatility Matrix
Suppose that S(t) = (S1(t), . . . , Sp(t))T represents the prices of p financial assets, which can be
stated as follows:
d log S(t) = µtdt+ σ
T
t dBt,
where µt is a p−dimensional drift vector, Bt is a p−dimensional standard Brownian motion and
σt is a p × p matrix. Empirical results indicate that high-frequency data are suffered from mi-
crostructure noise (Zhang et al., 2005). It is common to assume the observed log prices Y(t) are
contaminated by the microstructure noise, i.e.,
Y(t) = logS(t) + (t),
where (t) is i.i.d noise around the true prices and independent of log S(t).
Let γ(t) = σTt σt be the spot volatility matrix of log S(t). We are interested in the daily
integrated volatility matrix, which is defined as follows: for day t,
Γt = (Γij)1≤i,j≤p (t) =
∫ t
t−1
γ(s)ds =
∫ t
t−1
σTs σsds.
The integrated volatility matrix can be estimated with consistency using realized volatility based
on high-frequency intra-day prices. Suppose we divide each trading day into M intra-day periods,
we define different time points as 0 = τ0 < τ1 < τ2 < . . . < τM = 1, then the j-th intra-day return
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for the t-th day can be calculated as
Yj,t = Y((t− 1) + τj)−Y((t− 1) + τj−1), j = 1, . . . ,M.
When the sampling frequency is not super high, Barndorff-Nielsen and Shephard (2004) defined
the realized covariation matrix which is a consistent estimator of Γt as
Γ̂t =
M∑
j=1
Yj,tY
′
j,t. (1)
The realized covariance matrix are symmetric by construction and for p < M , positive definite
almost surely. It can be further modified by reducing the microstructure noise (Zhang et al., 2005,
2006; Jacod et al., 2009), taking nonsynchronicity (Hayashi et al., 2005; Voev and Lunde, 2007;
Barndorff-Nielsen et al., 2011) and jumps (Christensen et al., 2010; Boudt et al., 2012) into ac-
count. In this paper, the realized volatility matrices are constructed by sampling from subgrids
and taking the average, which is referred as the one-scale estimator in Zhang et al. (2005). This
estimator is more robust than Eq. (1) to the market microstructure noise, and the non-synchronicity
is mild under the chosen frequency (Chiriac and Voev, 2011). One can also apply other integrated
volatility estimator to our proposed methods stated below.
2.2 Modeling and Forecasting Realized Volatility Matrix Using Copula
Appendix A.1 includes an introduction about copula theory. In this section, our primary goal
is to build the dependence structure between consecutive observations of the integrated volatility
matrix. The copula-based models have a conventional assumption that Γt is a Markov process
(Sokolinskiy and van Dijk, 2011; Simard et al., 2015). Thus we focus on the joint distribution of
Γt−1 and Γt.
To guarantee the positive definiteness of the volatility matrix forecasts, we consider two meth-
ods. The first method is to apply Cholesky decomposition to Γ̂t, that is, there exists a matrix Pt
such that PTt Pt = Γ̂t. Let Xt = vech(Pt) which consists of the upper triangular components of
Pt, then Xt is a m×1 vector where m = n(n+1)2 and n is the number of assets. Instead of applying
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copula models to Γ̂t, we will model Xt. Another way to guarantee the positive definiteness is
through matrix logarithm transformation. We employ this method and model the dynamics of the
so-called log volatilities. Specifically, let At = logm(Γ̂t), then At is a real, symmetric matrix, and
the matrix exponential transformation performs a power series expansion, which will result in a
real, semi-positive definite matrix Γ̂t, that is,
Γ̂t = expm(At) =
∞∑
s=0
(
1
s!
)
Ast . (2)
Denote at = vech(At), we will also apply the copula models to the log-volatility series at.
To construct copulas to model Xt process, we propose the following four methods1.
Multivariate Copula Approach 1. Fit a 2m-dimensional multivariate copula C on (Xt−1,Xt),
by using which we can directly forecast Xt+1. This approach allows us to model and forecast the
entire matrix Pt by just using one multivariate copula.
Multivariate Copula Approach 2. Fit a (m+1)-dimensional multivariate copulaC on (Xt−1, Xj,t)
which allows us to get a directly forecast of Xj,t+1. By repeating this procedure for j = 1, . . . ,m,
we can get a forecast for Xt+1. This approach can model and forecast each element of the matrix
Pt individually.
Bivariate Copula Approach. Fit a bivariate copula C on (Xj,t−1, Xj,t). By repeating this pro-
cedure for j = 1, . . . ,m, we can get a forecast for Xt+1. This approach use less information from
day t− 1, and simply decompose Xt as m univariate time series.
Copula-HAR Approach. Copula-based realized volatility model may outperform HAR (Sokolin-
skiy and van Dijk, 2011). Empirical findings suggest correlations between the variances are higher
1We only mention in details the methods for Xt to demonstrate the idea. One can apply the exact same procedure
to the log-volatilities at.
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than between the covariances in financial market. Therefore for the Cholesky decomposition ma-
trix Pt, we propose a combined approach: model the diagonal part with bivariate copulas, while
model the covariances with HAR, and then obtain the forecast for Xt+1.
The modeling and forecasting procedure of using bivariate copulas can be found in Sokolinskiy
and van Dijk (2011). For the multivariate case, without loss of generality, here we only present
the procedure for the multivariate copula approach 1. This modeling process is developed from
Rémillard et al. (2012) and Simard et al. (2015). Assume that X is Markovian, and (Xt−1,Xt) has
continuous marginal distribution F and joint distribution H. Let copula Q(u) = C(u,1), where 1
is a m-dimensional unit vector and q represents its density, and Ut = F(Xt), then by Eq. (5) in
Appendix A.1, the conditional copula of Xt given Xt−1 is
CUt|Ut−1(ut|ut−1) =
∂1 . . . ∂mCUt−1,Ut(ut−1,ut)
qUt−1(ut−1)
. (3)
This modeling process requires the estimation of the marginal distribution of Xt. To avoid the
misspecification, we estimate this marginal distribution F nonparametrically by using the empirical
distribution function. Specifically, the estimate is defined as F̂ = (F̂1, . . . , F̂m), and
F̂j(x) =
1
T + 1
T∑
t=1
I(Xj,t ≤ x), x ∈ R, j ∈ 1, . . . ,m, (4)
where T denotes the sample size.
With the above modeling process, we can continue the forecasting procedure as follows. Sup-
pose we have observations X1, . . . ,XT and set XT = y, then the one-day ahead forecast of XT+1
can be obtained by
1. Fit copula CUt,Ut−1(ut,ut−1) on the values of (Xt−1,Xt), with t = 2, . . . , T . Calculate the
conditional copula CUt|Ut−1(ut|ut−1) of Xt given Xt−1 by Eq. (3) and (4).
2. Set u = F̂(y), simulate B realizations of the v(i) = F̂(XT+1) from the fitted conditional
copula Cv|u(v|u), i = 1, 2, .., B.
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3. Use the inverse empirical distribution to transform each of the B realizations into values of
X̂T+1, i.e. X̂
(i)
T+1 = F̂
−1(v(i)), i = 1, . . . , B.
4. X̂T+1 = 1B
∑B
i=1 X̂
(i)
T+1. Denote this forecast as X̂T+1|T .
Then a positive-definite realized volatility matrix forecast Γ˜T+1|T can be obtained by
Γ˜T+1|T = P̂TT+1|T P̂T+1|T , vech
(
P̂T+1|T
)
= X̂T+1|T .
We can apply the same procedure to forecast aT+1, and obtain Γ˜T+1|T by matrix exponential trans-
formation of âT+1|T using Eq. (2).
2.3 Models for Comparison
To evaluate the performance of our copula-based models, we employ the following three popular
models as benchmarks.
Heterogeneous Autoregressive (HAR) Model (Corsi, 2009). The HAR model suggested an
AR-type model with the feature of considering volatilities averaged over different time horizons.
Specifically, the series of each Cholesky element Xj,t can be modeled as
Xj,t = β0 + βdXj,t−1 + βwX
(w)
j,t−1 + βmX
(m)
j,t−1 + t,j,
where X(w)j,t−1 =
1
5
∑4
l=0Xj,t−1−l, X
(m)
j,t−1 =
1
22
∑21
l=0Xj,t−1−l, and t,j is i.i.d Gaussian with mean 0
and variance σ2. The coefficients can be easily estimated by OLS.
Vector ARFIMA (VARFIMA) Model (Chiriac and Voev, 2011). A VARFIMA(1, d, 1) model
will be used later in our empirical study as one of the benchmarks. It has the form
(1− φL)D(L)(Xt − c) = (1− θL)t, t ∼ N(0,Σ),
where c is an m× 1 vector of constraints and D(L) = (1− L)dIm, φ and θ are scalars and L is a
lag operator with L ·Xt = Xt−1. This equation with restrictions on the AR, MA and fractionally
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integration operators can keep the estimation parsimonious. To fit this VARFIMA model, we use an
extended version of approximate maximum likelihood approach proposed by Beran (1995). This
estimation can effectively minimizes the residual sum of squares by avoiding the estimation of the
m×m matrix Σ. In practice the mean vector c is set to be the sample mean of Xt. Forecasts can
be obtained by the VMA(∞) and VAR(∞) representations (Chiriac and Voev, 2011; Lütkepohl,
2005).
Dynamic Conditional Correlation (DCC) Model (Engle, 2002). If we let rt be a n× 1 vector
of log daily returns with n being the number of assets, then process rt can be written as rt =
E(rt|Ft−1)+εt, with εt = H1/2t zt,E(zt) = 0, and Cov(zt) = In. Ht is the volatility matrix we are
interested in. If the conditional mean of daily return is assumed to be constant i.e. E(rt|Ft−1) = µ,
the DCC-GARCH can estimate the models on the demeaned series of daily returns. Specifically,
the model is defined as
Ht = DtRtDt, Dt = diag(d
1/2
11,t, . . . , d
1/2
nn,t),
where dii,t = ωi + αiε2i,t−1 + βidii,t−1, ωi, αi, βi > 0, and αi + βi < 1. So dii,t is a GARCH(1,1)
process for i = 1, . . . , n. The dynamic correlation matrix is expressed as
Rt = (diag(Qt))−1/2Qt(diag(Qt))−1/2,
where Qt = (1 − θ1 − θ2)Q + θ1ut−1u′t−1 + θ2Qt−1, ut = (ut,1, . . . , ut,n) with ut,i = εi,t√dii,t and
Q is the unconditional covariance of ut. In terms of implementation of estimating and forecasting
procedure of DCC-GARCH, we use the rmgarch package in R.
3 Empirical Study
In this section, we will present an empirical application of our copula-based approaches for mod-
eling and forecasting the realized volatility matrix. Models are fitted on the Cholesky factors Xt
and log-volatilities at. We consider the following copula models:
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• Multivariate copula-based models
– Multivariate Student’s t copula (T-1) fit on (Xt−1,Xt)
– Multivariate Student’s t copula (T-2) fit on (Xt−1, Xj,t), j = 1, . . . ,m
– Multivariate Clayton copula (CL-1) fit on (Xt−1,Xt)
– Multivariate Clayton copula (CL-2) fit on (Xt−1, Xj,t), j = 1, . . . ,m
• Bivariate copula-based models
– Bivariate Student’s t copula (Entry-T) fit on (Xj,t−1, Xj,t), j = 1, . . . ,m
– Bivariate Gumbel copula (Entry-GB) fit on (Xj,t−1, Xj,t), j = 1, . . . ,m
– Bivariate Clayton copula (Entry-CL) fit on (Xj,t−1, Xj,t), j = 1, . . . ,m
• Bivariate copulas combined with HAR
– Student’s t copula with HAR (T-HAR)
– Gumbel copula with HAR (Gb-HAR)
– Clayton copula with HAR (Cl-HAR)
3.1 Data
The data we use is obtained from Journal of Applied Econometrics Data Archive, and consists of
tick-by-tick bid and ask quotes on stocks from NYSE. It contains the intra-day prices from 9:30
until 16:00 for the period January 1, 2000 to July 30, 2008 (T = 2156 trading days) of six highly
liquid stocks: American Express Inc. (AXP), Citigroup (C), General Electric (GE), Home Depot
Inc. (HD), International Business Machines (IBM) and JPMorgan Chase &Co. (JPM).
For each day, 78 intraday returns can be obtained by sampling every 5 minutes. By Eq. (1),
realized volatility matrix can be constructed by using these 5-minute returns. The estimator is fur-
ther refined by a subsampling procedure by constructing 30 equal-spaced subgrids and computing
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the realized volatility matrix on each subgrid and taking the average. This estimator can help to
reduce the effects from microstructure noise and non-synchronicity. We build models on both the
Cholesky decomposition factors Xt and log-volatilities at, whose summary statistics can be found
in tables 4 and 5 in the Appendix A.2. The Cholesky factors exhibit the same characteristics as the
realized volatility matrix elements, i.e., right skewed and leptokurtic. Also, the estimated Hurst
Exponents in the tables indicate the long memory of the decomposed series.
With T = 2156, we assess the performance of different models from an out-of-sample fore-
casting perspective. We choose a moving window of 1508 days (i.e., 6 years), with the first moving
window from January 1, 2000 to December 31, 2005. All models are re-estimated for each day
in the moving windows and the corresponding one-day ahead forecast of realized volatility matrix
are calculated.
3.2 Performance Evaluation
To evaluate the precision of statistical forecasting, we employ the root mean squared error (RMSE)
criterion based on the Frobenius norm of matrix. Denote Γ˜t+1|t is the realized volatility forecast,
and Γ̂t+1|t is the real realized volatility, then we have
et+1,t = Γ˜t+1|t − Γ̂t+1|t,
RMSE =
1
T
T∑
t=1
√√√√ n∑
i=1
∑
j≥i
e2t+1,ti,j .
To assess the economic value of volatility forecasts, we evaluate the portfolio optimization
strategy proposed by Markowitz (1952). For a risk-averse investor with suitable utility function
(for example second-degree polynomial or logarithmic), the portfolio optimization is equivalent to
find the asset weights which minimizes the portfolio volatility σ̂t for a given expected return µp.
The optimal portfolio is given by solving the following quadratic problem
argminωt+1|tσ
p
t+1|t = argminωt+1|tω
′
t+1|tΓ˜t+1|tωt+1|t,
s.t. ω′t+1|tEt(rt:t+1) = µp and ω
′
t+1|t` = 1,ω
′
t+1|t ≥ 0,
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where ωt+1|t is the n× 1 vector of portfolio weights chosen at t for the period from t to t+ 1, ` is
an n × 1 vector of ones, and rt:t+1 is the ex-post portfolio return. By repeating this optimization
for several levels of daily returns, we can compute different rpt+1|t = ω
′
t+1|trt:t+1 and σ̂
p
t+1|t =√
ω′t+1|tΓ̂t+1|tωt+1|t. Then by averaging the minimal portfolio variance over all t, we obtain ex-
post efficient frontiers for every forecasting model.
More specifically, for a particular expected return µp, we will find the point (r
p
t+1|t, σ̂
p
t+1|t),
which is corresponding to the global minimum variance portfolio (GMVP). This optimization
problem can be solved for different levels of µp, thus given us an efficient frontier for each fore-
casting model. The efficient frontiers represent the best mean-variance trade-off portfolio that can
be achieved by using the forecasts of different models. We also calculate the ideal efficient frontier
by using the “oracle” forecast, i.e., Γ˜t+1|t = Γ̂t+1|t.
In addition, we apply the Model Confidence Set (MCS) methodology (Hansen et al., 2011) to
further evaluate the models. MCS is a set of models which contains the best model given a level
of confidence. To obtain MCS, we start with the full set of candidate modelsM0 = {1, ..,m0},
where m0 is the total number of models. For all models in the set, a loss differential between
models will be computed based upon a loss function L, i.e., for t = 1, 2, . . . , T and model i and j,
dij,t = Lit−Ljt. We conduct the hypothesis H0 : E[dij] = 0 for all i, j ∈M, and the test statistic
is a range statistic which can be calculated as
TR,k = maxi,j∈M |tij| = maxi,j∈M dij√
v̂ar(dij)
, dij =
1
T
T∑
t=1
dij,
where v̂ar(dij) is obtained from a block-bootstrap procedure. If H0 is rejected at a given signifi-
cance level α, the worst model is then removed from the set. This procedure will be repeated until
no model to be removed from the set. This MCS method allows us to compare models without
benchmarks.
In our evaluation of statistical precision, we will use the Stein Loss function (James and Stein,
1961) defined as L(Yt, Ŷt) = tr(ŶtY−1t )− ln|ŶtY−1t | −N , which is also called as multivariate
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quasi likelihood (MVQLIKE). According to Laurent et al. (2013), Stein Loss is consistent in the
sense that (1) it can preserve the true ranking of the covariance models and (2) it punishes more
heavily on underpredictions. For economic comparison, we will use MCS to select the set of
models which contains the one with the smallest standard deviation at 5% confidence level.
3.3 Out-of-Sample Forecasting Results – Statistical Evaluation
We first report the out-of-sample forecasting RMSEs for 648 days in table 1, from which we
can find that HAR has the smallest RMSE among all models then followed by VARMIFA , T-
HAR, Gb-HAR and two multivariate-t copulas models. Under 5% level of confidence, HAR,
VARFIMA and T-1, T-2 all belong to the MCS by using Stein loss function. This indicates that
the multivariate copula-based models can obtain statistical significance. This conclusion holds
for both Cholesky factors and log-volatilities. In addition we notice that the matrix logarithm
transformation in general will give a higher RMSE than the Cholesky decomposition method. This
is potentially caused by the procedure of retransformation forecasts of Γ̂t, which will be naturally
biased by Jensen’s inequality.
We then focus on the bivariate copula combined with HAR modeling approach. The Cholesky
matrix is labeled as below (the log-volatility matrix is labeled in the same way):
Pt =

1 2 4 7 11 16
3 5 8 12 17
6 9 13 18
10 14 19
15 20
21

To check the correlation patterns, we compute the rank correlation coefficient for the (Xt−1,Xt)
and (at−1, at). The correlation matrices are shown in the figure 1 below.
There exists a clear higher dependence between the diagonal entries of Cholesky factors and
log-volatility matrices (i.e., nodes 1, 3, 6, 10, 15, and 21), which is visualized by the corresponding
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Table 1: RMSEs of out-of-sample forecast for 648 days (window size = 1508 days). The bold
RMSEs represent models in the 5% MCS.
Model Cholesky Factor Log Volatility
DCC-GARCH 5.0918 5.0918
Benchmark HAR 3.9263 4.0251
VARFIMA 3.9799 4.0611
T-1 4.1959 4.3062
Multivariate T-2 4.1871 4.3047
Models CL-1 6.2199 5.9004
CL-2 6.3734 5.8714
Bivariate Entry-T 4.4006 4.8001
Models Entry-GB 4.3316 4.5117
Entry-CL 5.5547 5.7369
Bivariate T-HAR 4.0812 4.3943
+ HAR Gb-HAR 4.1044 4.3318
Cl-HAR 4.3716 5.2523
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Figure 1: Heatmaps of the rank correlations.
cells being darker. This pattern supports the phenomenon that correlations between the variances
are larger than those between the covariances. Compared with the original bivariate copula models,
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the RMSEs of the HAR combined models are reduced due to the HAR component. Among these
three combined models, the T-HAR model outperforms the other two for Cholesky factors, which
suggests that an equal positive tail dependence structure for the diagonal part of Cholesky factors
may help to obtain accurate forecasts. For the log-volatility, the Gb-HAR has the smallest RMSE,
which suggests that a positive upper tail dependence structure for the diagonal part of log-volatility
matrix may be helpful for getting more precise forecasts.
3.4 Out-of-Sample Forecasting Results – Economic Evaluation
Table 2 contains the average of the realized conditional standard deviation of the global minimum
variance portfolio (GMVP). We use the MCS methodology to select the set of models which con-
tains the model with the smallest standard deviation at the 5% confidence level.
Table 2: Annualized conditional standard deviation of the GMVP (window size = 1508 days). The
bold SDs represent models in the 5% MCS.
Model Cholesky Factor Log Volatility
DCC-GARCH 13.0286 13.0286
Benchmark HAR 12.5694 12.5715
VARFIMA 12.6646 12.6679
T-1 12.7400 12.7387
Multivariate T-2 12.7430 12.7409
Models CL-1 13.3386 13.2607
CL-2 13.3153 13.2156
Bivariate Entry-T 12.8568 12.8721
Models Entry-GB 12.7939 12.8142
Entry-CL 13.1412 13.0997
Bivariate T-HAR 12.6816 12.7359
+ HAR Gb-HAR 12.6610 12.7120
Cl-HAR 12.7535 12.8408
For the 13 models we discussed in the paper, the economic evaluation results are very similar
to the model forecast RMSEs, that is, HAR, VARFIMA, T-HAR, Gb-HAR, T-1 and T-2 models
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are the ones with the smallest standard deviations for both Cholesky factors and log-volatilities.
Under the Cholesky decomposition method, HAR, T-HAR and Gb-HAR models belong to the 5%
MCS, while only HAR and VARFIMA are selected to the 5% MCS by using the matrix logarithm
transformation.
We further look at the efficient frontiers of the models, with the results of the Cholesky factors
and log-volatilities given in figures 2 and 3 (in Appendix A.2), respectively. Obviously, the oracle
forecast leads to the best mean-variance trade-off. Among the 13 models we discussed, the bench-
marks HAR and VARFIMA have the best efficient frontiers, T-1, T-2, T-HAR, Gb-HAR are the
second best models, Cl-HAR, Entry-GB and Entry-T are the third best, while DCC, Entry-Cl, and
Cl-1, Cl-2 have the worst performance.
Figure 2: Portfolio efficient frontiers using Cholesky factors. The results of oracle and three bench-
marks are included in all four graphs for a better comparison.
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Economic evaluation is indeed a different criteria than RMSE that can help us to evaluate the
copula models. Under different evaluation criterion, the copula-based forecasting models can al-
ways achieve certain significance results, such as the T-HAR and Gb-HAR models for the Cholesky
factors.
3.5 Discussion: about Moving Window Size
In order to test the sensitivity of the moving window size, we repeat our analysis by using a different
moving window of 1000 days, with the results summarized in table 3. In this case, the data are
split into an in-sample with 1000 days and out-of-sample with 1156 days.
Table 3: Evaluation results for moving window = 1000 days. The bold numbers represent models
in the 5% MCS.
Cholesky Factor Log Volatility
Model RMSE SD RMSE SD
DCC-GARCH 3.5230 11.7414 3.5230 11.7414
Benchmark HAR 2.7610 11.2001 2.7944 11.1958
VARFIMA 2.8323 11.2640 2.8656 11.2818
T-1 3.0498 11.3232 3.1317 11.3165
Multivariate T-2 3.0445 11.3212 3.1276 11.3162
Models CL-1 3.9394 11.7775 4.3776 11.7746
CL-2 3.8782 11.7505 4.3138 11.7359
Bivariate Entry-T 3.4691 11.4196 3.6533 11.4369
Models Entry-GB 3.1938 11.3623 3.3014 11.3722
Entry-CL 4.3699 11.7238 4.3162 11.7475
Bivariate T-HAR 3.1273 11.4003 3.3756 11.3418
+ HAR Gb-HAR 2.9641 11.3455 3.1334 11.3069
Cl-HAR 3.6025 11.6182 4.0880 11.5243
By reducing the moving window size to 1000 days, there is an overall decrease of the RMSEs
and standard deviations of GMVP. This is potentially because that we now have a larger portion
of good forecasting results in the out-of-sample forecasting period. When the dates are away from
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year 2008, the market has a good economic condition, and thus the volatilities are stable and have
relative small values. As a result, the corresponding forecasting errors will be smaller. Other than
that, table 3 shows a similar pattern as the results with moving window size = 1508 days.
4 Conclusion
In this paper, we proposed a copula-based approach to model the dynamics of realized volatility
matrices, and forecast their future values. The models can explicitly capture the hidden dependence
structure of the realized volatility matrix. To guarantee the positive definiteness of the volatility ma-
trix forecasts, the volatility matrices are decomposed into Cholesky factors or transformed through
matrix logarithm. After the decomposition/transformation, they are further modeled by different
multivariate and bivariate copulas.
In an empirical application, we evaluated the forecasting results not only in terms of statistical
comparison, but also in terms of improving the performance of mean-variance efficient portfolios.
Our copula-based models can be selected in the model confidence sets and thus achieve the sig-
nificance. In addition, we compared the results under different window sizes. Although the exact
numbers may differ, the patterns among models keep the same for different window sizes.
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A Appendix
A.1 The Copula Theory
In this appendix we introduce some basic knowledge about copulas, where more details can be
found in Nelsen (2007).
Definition 1. C:[0, 1]d → [0, 1] is a d-dimensional copula if C is a joint distribution function of a
d-dimensional random vector on the domain [0, 1]d with uniform margins.
More specifically, consider a random vector (X1, X2, . . . , Xd), if the marginal distribution
Fi(x) = P (Xi ≤ x) is continuous, then the random vector (U1, . . . , Ud) = (F1(X1), . . . , Fd(Xd))
is uniformly distributed. The copula of (X1, X2, . . . , Xd) is then defined as the joint cumulative
distribution function of (U1, U2, . . . , Ud). For any u = (u1, . . . , ud) ∈ [0, 1]d,
C(u1, u2, . . . , ud) = P (U1 ≤ u1, U2 ≤ u2, . . . , Ud ≤ ud).
Sklar’s theorem provides the theoretical foundation for most statistics applications of copulas.
Theorem 1. (Sklar’s Theorem, 1959) LetH be a d-dimensional distribution function with margins
F1,. . . ,Fd. Then there exists a d-dimensional copula C such that for all (x1, . . . , xd) ∈ Rd,
H(x1, . . . , xd) = C(F1(x1), . . . , Fd(xd)).
Followed by the Sklar’s Theorem, assuming the marginal density fj of Fj exists for each j =
1, . . . , d, then the joint density of (X1, . . . , Xd) is given by
h(x1, . . . , xd) = c((F1(x1), . . . , Fd(xd))
d∏
j=1
fj(xj),
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where c(·) = ∂dC(·)
∂u1...∂ud
is the density of copula function C. Let d = d1 + d2, then the conditional
density of (Xd1+d2 , Xd1+d2−1, . . . , Xd1+1) given (X1, . . . , Xd1) is given by
h(xd1+d2 , xd1+d2−1, . . . , xd1+1|x1, . . . , xd1) =
d∏
j=d1+1
fj(xj)
c(F1(x1), . . . , Fd(xd))
c(F1(x1), . . . , Fd1(xd1))
.
This representation shows that we can separate the dependence structure from the marginal distri-
bution. By choosing different copulas, we imply different dependence structure for the volatility.
While there exists a wide range of bivariate parametric copulas available to choose (Nelsen,
2007), the types of multivariate copulas are limited. For bivariate case, we have elliptical copulas
including Gaussian and Student’s t copulas, and Archimedean copulas such as Clayton, Gumbel
copulas. The multivariate extensions commonly used in practice are Student’s t and Clayton cop-
ula. Different bivariate copulas can be compared by different tail dependence structures. Gaussian
copula is tail independent while Student’s t has symmetric lower and upper tail dependence. Clay-
ton copula has zero upper tail dependence and positive lower tail dependence while Gumbel copula
has zero lower tail dependence and positive upper tail dependence.
We now introduce conditional copula, which is crucial for our modeling and forecasting pro-
cedure (Patton, 2006). Suppose X is a d1-dimensional random vector with marginal distribution
H1 = (F1, . . . , Fd1) and set U = H1(X) = (F1(X1), . . . , Fd1(Xd1)); Y is a d2-dimensional
random vector with marginal distribution H2 = (Fd1+1, . . . , Fd1+d2); denote V = H2(Y) =
(Fd1+1(Y1), . . . , Fd1+d2(Yd2)), and the joint distribution of (X,Y) as H with density h. The con-
ditional distribution of Y|X can be obtained as follows:
FY|X(y|x) = CV|U(v|u) := ∂
d1CU,V(u,v)
∂U1 · · · ∂Ud1
=
∂u1 · · · ∂ud1CU,V(u,v)
cU(u)
, (5)
with density cV|U(v|u) = cU,V(u,v)cU(u) and cU is the density of the copulaCU(u) = CU,V(u, 1, . . . , 1).
23
A.2 Supplementary Tables and Figures
Table 4: Descriptive statistics of Cholesky elements.
Cholesky Fac-
tors
Mean Max Min Std Skewness Kurtosis Hurst-
Exponent
AXP 1.5894 7.5884 0.2708 0.9576 1.4610 6.3760 0.9196
C 1.4091 8.6886 0.3222 0.8231 1.8194 9.7476 0.9171
GE 1.1729 5.6248 0.3192 0.6114 1.4868 6.3342 0.9510
HD 1.4582 5.7538 0.3795 0.6721 1.5699 6.6878 0.9117
IBM 1.1227 4.7383 0.2382 0.5991 1.7808 6.9016 0.9356
JPM 1.3213 9.0164 0.2990 0.7740 2.1136 13.5257 0.9268
AXP-C 0.7121 7.6275 -0.2129 0.6640 2.8298 16.7133 0.8470
AXP-GE 0.5220 3.9912 -0.5047 0.4307 2.1730 11.4125 0.8754
AXP-HD 0.5468 3.7090 -0.7045 0.4632 2.0120 9.4415 0.8264
AXP-IBM 0.4480 3.0881 -0.4310 0.3454 1.9625 9.9524 0.8410
AXP-JPM 0.7151 8.1623 -0.2910 0.6558 2.8841 18.5482 0.8472
C-GE 0.3664 2.6837 -0.2848 0.2956 1.9918 9.6918 0.8654
C-HD 0.3569 2.3988 -0.3769 0.2986 1.7698 8.7879 0.8175
C-IBM 0.3129 4.6760 -1.2171 0.2713 3.4193 39.3578 0.8545
C-JPM 0.5823 5.7675 -0.1875 0.4329 2.2633 15.5025 0.8771
GE-HD 0.2846 2.7585 -0.5343 0.2603 1.6882 10.2956 0.8057
GE-IBM 0.2575 2.1344 -0.4326 0.2191 1.8205 10.2040 0.8417
GE-JPM 0.2184 2.2185 -0.3567 0.2245 1.8627 10.2029 0.8378
HD-IBM 0.1523 1.7051 -0.4824 0.1657 1.3610 10.5253 0.8273
HD-JPM 0.1364 1.1899 -0.9082 0.1846 0.6269 6.6289 0.8181
IBM-JPM 0.1352 1.3738 -0.8742 0.1887 1.2512 8.4828 0.8275
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Table 5: Descriptive statistics of log-volatility elements.
Log-volatilites Mean Max Min Std Skewness Kurtosis Hurst-
Exponent
AXP 0.3215 3.6330 -2.7222 1.1299 0.1337 2.1925 0.9571
C 0.2953 4.3465 -2.2802 1.0702 0.3306 2.3614 0.9489
GE 0.0925 3.5218 -2.3590 0.9597 0.3032 2.4299 0.9633
HD 0.6486 3.6313 -2.0131 0.8420 0.3451 2.7710 0.9260
IBM 0.0997 3.5094 -2.2060 0.9130 0.5709 2.9327 0.9426
JPM 0.4682 4.8485 -2.3544 1.0694 0.2532 2.4217 0.9494
AXP-C 0.3021 0.9408 -0.3468 0.1582 0.2619 3.3190 0.8446
AXP-GE 0.2407 0.6685 -0.2366 0.1361 -0.0770 3.0622 0.8529
AXP-HD 0.2048 0.7330 -0.3392 0.1349 0.0387 3.0808 0.8358
AXP-IBM 0.2094 0.6211 -0.3406 0.1297 -0.1845 3.2712 0.8596
AXP-JPM 0.2894 0.9937 -0.1551 0.1625 0.5539 3.6991 0.8909
C-GE 0.2744 0.7124 -0.2412 0.1403 -0.0165 2.8976 0.8506
C-HD 0.2161 0.6557 -0.2541 0.1317 0.0665 3.0002 0.8517
C-IBM 0.2295 0.7953 -0.2831 0.1286 -0.0383 3.1668 0.8652
C-JPM 0.4195 1.1256 -0.1061 0.1804 0.5048 3.4976 0.8794
GE-HD 0.2247 0.6646 -0.2719 0.1340 -0.0911 3.1321 0.8264
GE-IBM 0.2582 0.6679 -0.1928 0.1377 -0.0557 2.7872 0.8412
GE-JPM 0.2333 0.6316 -0.3160 0.1302 0.0182 2.9692 0.8063
HD-IBM 0.2074 0.6481 -0.3070 0.1298 -0.0838 3.1797 0.8543
HD-JPM 0.2024 0.7488 -0.3180 0.1336 0.0473 3.2501 0.8601
IBM-JPM 0.2094 0.6172 -0.3279 0.1281 0.0070 3.0698 0.8051
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Figure 3: Portfolio efficient frontiers using logarithm transformation. The results of oracle and
three benchmarks are included in all four graphs for a better comparison.
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