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กิตติพงศ์  ชมบุญ : เทคนิคการจ าแนกประเภทข้อมูลส่วนน้อยบนข้อมูลไม่สมดุลด้วย
วิธีการแบ่งข้อมูล (CLASSIFICATION TECHNIQUE FOR MINORITY CLASS ON 
IMBALANCED DATASET WITH DATA PARTITIONING METHOD)  
อาจารย์ที่ปรึกษา : รองศาสตราจารย์ ดร.กิตติศักดิ์  เกิดประสพ, 98 หน้า 
 
การจ าแนกประเภทข้อมูลโดยใช้ข้อมูลที่ไม่สมดุลนั้นเป็นปัญหาส าคัญในการท าเหมือง
ข้อมูลที่น่าสนใจเน่ืองจากการท าเหมืองข้อมูลด้วยข้อมูลที่ไม่สมดุลซึ่งมีข้อมูลคลาสส่วนใหญ่ และ
คลาสส่วนน้อยอยู่ปะปนกันนั้น ข้อมูลส่วนใหญ่จะมีคุณสมบัติบางประการที่บดบังคุณสมบัติของ
ข้อมูลส่วนน้อย ท าให้การจ าแนกประเภทข้อมูลส่วนน้อยนั้นไม่สามารถจ าแนกได้อย่างมี
ประสิทธิภาพ ยกตัวอย่างเช่นข้อมูลไม่สมดุลของผลวินิจฉัยผู้ป่วยที่เป็นโรคมะเร็ง โดยมีข้อมูลส่วน
ใหญ่เป็นข้อมูลผู้ป่วยปกติ และมีข้อมูลส่วนน้อยที่เป็นโรคมะเร็ง ซึ่งเมื่อท าการจ าแนกประเภท
ข้อมูลด้วยวิธีการจ าแนกประเภทข้อมูลแบบปกติที่ให้ความส าคัญกับข้อมูลทุกคลาสเท่าเทียมกันนั้น
จะท าให้ประสิทธิภาพในการจ าแนกประเภทข้อมูลผู้ป่วยที่เป็นโรคมะเร็งซึ่งเป็นข้อมูลส่วนน้อยนั้น




มีประสิทธิภาพดีเท่าที่ควร ด้วยวิธีการแบ่งข้อมูล โดยในงานวิจัยนี้จะแบ่งข้อมูลออกเป็น 2 ส่วน
ได้แก่ ส่วนที่มีการซ้อนทับกัน และส่วนที่ไม่มีการซ้อนทับกัน โดยในแต่ละข้อมูลนั้นจะมีโมเดลใน
การจ าแนกประเภทข้อมูล 2 โมเดล การท านายคลาสของข้อมูลใหม่จะใช้ทั้งสองโมเดลประกอบกัน
เพื่อเพิ่มประสิทธิภาพในการจ าแนกข้อมูลส่วนน้อยให้มีความถูกต้องสูงขึ้น ผลที่ได้จากการวิจัยคือ
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DATA PARTITIONING / IMBALANCED DATA/ DATA MINING 
 
 Classification using imbalanced dataset is a challenging problem in the data 
mining research area. The difficulty is due to the fact that the number of data 
instances in the minority class is much less than the number of instances in the 
majority class. The majority data can over-shadow the minority data and make the 
classification performance of the minority class unacceptable. For instance, the 
imbalance between non-cancer patients and patients with breast cancer. The minority 
of breast cancer records in the majority group of non-cancer patients can absent when 
classifying with traditional techniques. This thesis, therefore, proposes a partitioning 
technique to handle the imbalanced dataset problem. 
 This research solves the imbalanced dataset problem by partitioning data into 
two groups: overlap and non-overlap data. Each partition has its own classification 
model. To predict the future event, both classifiers are used in order to improve the 
minority class prediction. The experimental results show that partitioning technique 
based on Euclidean distance measure when applied to the SVM with linear kernel 
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1.1 ควำมส ำคญัและทีม่ำของปัญหำกำรวจิัย 
 ปัจจุบันได้มีการค้นคว้า วิจัย และพัฒนาเทคโนโลยีคอมพิวเตอร์ให้ก้าวหน้าขึ้นเป็นอย่าง
มาก ท าให้เทคโนโลยีคอมพิวเตอร์มีประสิทธิภาพสูง และท าให้การจัดเก็บข้อมูลสามารถท าได้อย่าง
มีประสิทธิภาพ ส่งผลให้ในปัจจุบันได้มีการเก็บข้อมูลต่าง ๆ ไว้ในรูปแบบอิเล็กทรอนิกส์เป็น
จ านวนมากท าให้การวิเคราะห์ข้อมูลแบบเก่า ซึ่งใช้เพียงมนุษย์เป็นผู้วิเคราะห์ข้อมูลทั้งหมดนั้น
สามารถท าได้ยาก การท าเหมืองข้อมูล (Data Mining) จึงได้ถูกพัฒนาขึ้นโดยใช้ เทคโนโลยี
คอมพิวเตอรแ์ละปัญญาประดิษฐ์เป็นตัวช่วยในการวิเคราะห์ข้อมูล ท าให้การวิเคราะห์ข้อมูลจ านวน
มาก ๆ สามารถท าได้สะดวก รวดเร็ว และมีความแม่นย าในการวิเคราะห์ข้อมูลที่เพิ่มขึ้น โดยการท า
เหมืองข้อมูลนั้นเป็นการวิเคราะห์ข้อมูลโดยใช้หลักการทางสถิติ จึงท าให้ในปัจจุบันการท าเหมือง
ข้อมูลเป็นงานที่ส าคัญและน่าสนใจ 
 การท าเหมืองข้อมูลที่นิยมใช้ในงานด้านอุตสาหกรรมและวิทยาศาสตร์ คือการจ าแนก
ประเภทข้อมูล (Data Classification) โดยจะท าการวิเคราะห์ข้อมูลที่มีอยู่แล้วเพื่อให้ได้แบบรูปของ
ข้อมูล (Pattern) โมเดลจ าแนกประเภทข้อมูล (Classification Model) หรือกฎการจ าแนกประเภท
ข้อมูล (Classification Rules) เพื่อใช้ในการพยากรณ์ประเภทของข้อมูลในอนาคต หรือข้อมูลที่ยัง
ไม่ได้จ าแนกประเภท ส าหรับเทคนิคที่นิยมใช้ในการจ าแนกประเภทข้อมูลนั้นมีหลายเทคนิค เช่น 
เทคนิคนาอีฟเบย์ (Naïve Bayes) ซึ่งเทคนิคนี้เป็นการจ าแนกข้อมูลโดยใช้หลักการพื้นฐานทางด้าน
สถิติในการจ าแนกประเภทข้อมูล หรือการใช้เทคนิคต้นไม้ตัดสินใจ (Decision Tree) ซึ่งเป็นการ
จ าลองรูปแบบของต้นไม้แต่มีรูปแบบกลับหัวกันคือ จะมีรากของต้นไม้ (Root Node) ขึ้นมาก่อนซึ่ง
จะหมายถึง แอตทริบิวต์ของข้อมูล และแยกโหนดออกไปเป็นล าดับชั้น ลักษณะคล้ายต้นไม้กลับหัว 
โดยที่โหนดใบ (Leaf Node) ซึ่งเป็นโหนดระดับล่างสุดนั้นจะเป็นโหนดที่ตัดสินชนิดของข้อมูลที่มี
ลักณะตามเส้นทางจากโหนดรากจนถึงโหนดใบนั้น ๆ  
ในการตัดสินใจเลือกเทคนิคการจ าแนกประเภทข้อมูลชนิดต่าง ๆ นั้นส่วนมากจะดูจาก












ที่สมดุล (Balanced Data) ก็จะให้ผลที่ดีกว่าใช้กับชุดข้อมูลที่ไม่สมดุล (Imbalanced Data) ซึ่งข้อมูล
ที่สมดุลนั้นจะมีลักษณะมีจ านวนข้อมูลในแต่ละคลาสที่ใกล้เคียงกัน แต่ข้อมูลที่ไม่สมดุลนั้นจะเป็น
ชุดข้อมูลที่มีจ านวนข้อมูลในแต่ละคลาสแตกต่างกัน ยกตัวอย่างเช่น ชุดข้อมูลการผลิตสินค้า ที่เป็น




บางกรณีของข้อมูลส่วนน้อยเป็นข้อมูลที่ส าคัญ ท าให้ผู้วิเคราะห์ต้องการเพิ่มความสามารถในการ
จ าแนกกลุ่มข้อมูลที่มีอยู่น้อยให้มีประสิทธิภาพสูง 
ลักษณะของข้อมูลที่ไม่สมดุลนั้นจ านวนข้อมูลในแต่ละคลาสเป้าหมายจะมีจ านวนที่
แตกต่ างกันมาก  (Chawla et al., 2002; Chawla et al., 2004; He and Garcia, 2009; Jo and Japkowicz, 
2004; Wang and Japkowicz, 2010) เช่น ชุดข้อมูลหนึ่งมีจ ำนวนข้อมูลทั้งหมด 100 ข้อมูลโดยมี 2 
คลำสได้แก่คลำส A มีข้อมูล 85 ข้อมูล และคลำส B มีข้อมูล 15 ข้อมูล เรำจะเรียกคลำส A ซึ่งมี
ขนำดใหญ่ว่ำ คลำสส่วนมำก (Majority Class) และข้อมูลในคลำส B ซึ่งเป็นคลำสที่เล็กกว่ำจะ
เรียกว่ำ คลำสส่วนน้อย (Minority Class) และเมื่อเรำน ำข้อมูลที่มีลักษณะข้อมูลที่ไม่สมดุลไปท ำ
กำรจ ำแนกประเภทข้อมูลด้วยอัลกอริทึมพื้นฐำนแล้ว จะท ำให้ประสิทธิภำพในกำรจ ำแนกคลำส
ส่วนน้อยมีประสิทธิภำพต่ ำ ยกตัวอย่ำงดังรูปที่ 1.1 ที่ใช้อัลกอริทึม k-NN โดยก ำหนด k เท่ำกับ 5 จะ
เห็นได้ว่ำข้อมูลที่สมดุลนั้นจะให้ค่ำควำมถูกต้องในกำรจ ำแนกของทั้งสองคลำสมีค่ำใกล้เคียงกัน
(รูปที่ 1.1(ก)) ส่วนข้อมูลที่ไม่สมดุลนั้น (รูปที่ 1.1(ข)) ข้อมูลในคลำสส่วนมำก จะมีอิทธิพลในกำร
จ ำแนกสูงกว่ำข้อมูลในคลำสส่วนน้อย เนื่องจำกปริมำณข้อมูลที่ต่ ำกว่ำมำกท ำให้ค่ำควำมถูกต้องใน
กำรจ ำแนกของคลำสส่วนน้อยลดลงจำก 95% ในรูปที่ 1.1(ก) เหลือเพียง 35% ดังในรูปที่ 1.1(ข) 
จากปัญหาของการจ าแนกคลาสส่วนน้อยที่ให้ค่าความแม่นหรือความถูกต้องต่ าในข้อมูล
ที่ไม่สมดุลนั้นท าให้มีนักวิจัยจ านวนมากท าการค้นคว้าและเสนอแนวคิดต่าง ๆ ที่จะแก้ไขปัญหา
การจ าแนกข้อมูลที่ไม่สมดุล โดยให้ความส าคัญกับประสิทธิภาพในการจ าแนกคลาสส่วนน้อย ให้มี
ประสิทธิภาพที่ดีขึ้น ซึ่งงานวิจัยส่วนใหญ่ได้เสนอแนวคิดบนพื้นฐานของการใช้เทคนิคการสุ่มซ้ า 
(Resampling) เช่นในงานวิจัยของ Estabrooks and Japkowicz (2001) ได้ใช้เทคนิคการสุ่มเพิ่มและ
การสุ่มลดร่วมกัน หลังจากนั้นจึงใช้อัลกอริทึ่มต่าง ๆ ในการจ าแนกเพื่อทดสอบประสิทธิภาพใน
การจ าแนกข้อมูล แต่ก็ไม่สามารถสรุปได้ว่าการสุ่มเพิ่มหรือการสุ่มลดวิธีไหนจะให้ประสิทธิภาพ
ในการจ าแนกที่ดีกว่ากัน นอกจากนั้นแล้วในงานวิจัยของ Alhammady and Ramamohanarao (2004) 











 A B <- Predicted 
A 224 24 Acc( 90% ) 
B 13 239 Acc( 95% ) 
 
ก) ข้อมูลสมดุล (คลาส A มี 248 ข้อมูล  
คลาส B มี 252 ข้อมูล) 
 A B <- Predicted 
A 432 6 Acc( 99% ) 
B 40 22 Acc( 35% ) 
 
ข) ข้อมูลไม่สมดุล (คลาส A มี 438 ข้อมูล 
คลาส B มี 62 ข้อมูล) 
 
รูปที่ 1.1 เปรียบเทียบประสิทธิภาพในการจ าแนกข้อมูลสมดุลและข้อมูลไม่สมดุล 
 
น าเสนออัลกอริทึมใหม่ชื่อว่า Emerging Pattern and Decision Tree (EPDT) ซึ่งเป็นเทคนิคในการ
เลือกคุณสมบัติของข้อมูลโดยวิเคราะห์จาก Growth Rates ในงานวิจัยของ Kotsiantis et al. (2006) 
ได้รวบรวมเทคนคิและวิธีการต่าง ๆ ในการจัดการเกี่ยวกับข้อมูลที่ไม่สมดุลได้แก่เทคนิคของ Fan et 
al. (1999) ซึ่งได้เสนอการถ่วงค่าน้ าหนักในการท านายผิด ซึ่งเป็นการก าหนดค่าน้ าหนักในการ
ท านายข้อมูลส่วนน้อยให้มีความส าคัญมากขึ้นกับอัลกอริทึม Adaboost ส่วนงานวัยจัยของ 
Japkowicz and Stephen (2002) ได้เสนอเทคนิคการเรียนรู้แบบมีค่าใช้จ่าย (Cost-Sensitive) ซึ่งได้
เปรียบเทียบกับเทคนิคการสุ่มเพิ่มหรือการสุ่มลดโดยงานวิจัยนี้สามารถสรุปได้ว่าเทคนิคการเรียนรู้
แบบมีค่าใช้จ่ายมีประสิทธิภาพในการจ าแนกที่ดีกว่าการสุ่มเพิ่มหรือการสุ่มลด และในงานวิจัยของ 
Weiss and Provost (2003) เสนอวิธีการจัดการกับข้อมูลที่ไม่สมดุลด้วยการคัดเลือกข้อมูลฝึกสอนที่
เหมาะสมโดยใช้อัลกอริทึม Progressive-Sampling ซึ่งเป็นอัลกอริทึมที่อาศัยพื้นฐานของค่าความ
สันพันธ์ของข้อมูลเป็นตัวช่วยในการเลือกชุดข้อมูลฝึกสอน  ส่วนงานวิจัยของ Kotsiantis and 
Pintelas (2003) ได้เสนอวิธีการเพิ่มประสิทธิภาพในการจ าแนกข้อมูลไม่สมดุลด้วยวิธีการโหวต 
เพื่อท านายคลาสของข้อมูลใหม่โดยใช้อัลกอริทึม 3 อัลกอริทึมได้แก่ Naïve Bayes, C4.5, 5NN  และ
ในงานวิจัยของ Barandela et al. (2003) ได้เสนอเทคนิคการก าหนดค่าน้ าหนักของระยะทางของ
อัลกอริทึม k-NN เพื่อใช้ในการปรับค่าระยะทางที่เหมาะสมส าหรับอัลกอริทึม k-NN เพื่อให้มี
ประสิทธิภาพในการจ าแนกข้อมูลไม่สมดุลที่มีประสิทธิภาพ งานวิจัยของ Estabrooks et al. (2004) 











(Text Classification) โดยท ำกำรวิเครำะห์จำกมำตรวัด Precision และ Recall เพื่อใช้ในกำรบอก
ประสิทธิภำพในกำรจ ำแนกข้อมูล  งานวิจัยของ Zheng et al. (2004) ได้เสนอการคัดเลือกฟีเจอร์ 
(Feature Selection) ซึ่งเป็นการคัดเลือกฟีเจอร์ที่มีการกระจายของข้อมูลคลาส Positive และ 
Negative อย่างชัดเจนเพื่อจ าแนกข้อมูลที่ไม่สมดุล ในงานวิจัยของ Wu et al. (2007) ได้เสนอวิธีการ
สร้างข้อมูลเป็นกลุ่มย่อย ๆ ด้วยวิธีการจัดกลุ่มข้อมูลเพื่อท าให้ข้อมูลเกิดความสมดุลด้วยเทคนิค  
Classification using local clustering (COG) ซึ่งได้ใช้อัลกอริทึม SVM ในการจ าแนกข้อมูล ต่อมา
งานวิจัยของ He and Ghodsi (2010) ได้ใช้เทคนิคการสุ่มลด (Undersampling) เพื่อลดจ านวนคลาส
ส่วนมาก ร่วมกับการใช้อัลกอริทึมซัพพอร์ตเวกเตอร์แมชชีน (Support Vector Machine)  เพื่อ
จ าแนกคลาสส่วนน้อย และในงานวิจัยของ Seiffert et al. (2010) ไดเ้สนอวิธีการปรับปรุงข้อมูลด้วย
เทคนิค RUSBoost ซึ่งเป็นการปรับปรุงข้อมูลด้วยวิธีการสุ่มลดและได้น าไปใช้กับอัลกอริทึม C4.5, 
Naïve Bayes, RIPPER โดยผลที่มีความแม่นย าในการจ าแนกมากกว่า SMOTEBoost ต่อมาใน
งานวิจัยของ Yang et al., (2012) ได้เสนอวิธีการจัดการกับข้อมูลที่ไม่สมดุลด้วยการคัดเลือก
คุณสมบัติของข้อมูลซึ่งได้เสนอเทคนิค Uncorrelated Discriminant Analysis (UDA) ซึ่งจะเป็นการ
คัดเลือกคุณสมบัติที่มีค่าความสัมพันธ์กันน้อยและเมื่อเลือกคุณสมบัติที่มีความสัมพันธ์กันน้อยแล้ว
จะท าให้ระยะห่างของจุดกึ่งกลางระหว่างคลาสมากที่สุด งานวิจัยของ Antonelli et al. (2014) นั้นได้
ใช้วิธีการทาง Fuzzy ในการจ าแนกประเภทข้อมูลกับข้อมูลที่ไม่สมดุลโดยที่เสนอให้ใช้ Fuzzy rule-
based classifiers (FRBC) เป็นอัลกอริทึมในการจ าแนกประเภทข้อมูลที่ไม่สมดุล งานวิจัยของ Li et 
al. (2014) ได้ท าการจ าแนกประเภทข้อมูลที่ไม่สมดุลด้วยวิธีการถ่วงน้ าหนักด้วยเทคนิค Extreme 
learning machine (ELM) แล้วท าการ Boosting  และได้ท าการเปรียบเทียบกับวิธี Adaboost ผล
ปรากฏว่าวิธีที่น าเสนอให้ผลลัพธ์ที่ดีกว่า  และงานวิจัยของ Cateni  et al. (2014) ได้ใช้เทคนิคกำร
สุ่มเพิ่ม (Oversampling) เพื่อเพิ่มคลำสส่วนน้อยให้มีจ ำนวนใกล้เคียงกับคลำสส่วนมำก และใช้
วิธีกำรสุ่มลดในกำรลดจ ำนวนคลำสส่วนมำกให้มีจ ำนวนใกล้เคียงกับจ ำนวนในคลำสส่วนน้อย โดย
ใช้ทั้งสองเทคนิคร่วมกันในกำรพัฒนำเทคนิคกำรจ ำแนก งำนวิจัยของ Vluymans et al. (2015) ได้
น ำวิธีกำรของ Fuzzy มำช่วยในกำรจ ำแนกประเภทข้อมูลไม่สมดุลโดยกำรใช้ Fuzzy มำช่วยในกำร
ถ่วงน้ ำหนักในแต่ละคลำสเพื่อเพิ่มควำมแม่นย ำในกำรจ ำแนกประเภทข้อมูล งำนวิจัยของ Piyanoot 
et al. (2015) ได้ใช้เทคนิคการแบ่งข้อมูลที่ซ้อนทับกัน และใช้อัลกอริทึม RBF, RBFN, DBSCAN 














ระยะห่าง Euclidean Distance และทดสอบเปรียบเทียบประสิทธิภาพในการจ าแนกข้อมูลด้วยค่า
ความแม่นในการจ าแนก (Classification Accuracy) และการวัดประสิทธิภาพในการจ าแนกข้อมูล
แบบอื่น ๆ ได้แก่ TP Rate, G-Means, F-Measure, Accuracy, TN Rate 
1.2 วตัถุประสงค์ของกำรวจิัย 
 1. เพื่อศึกษาและพัฒนาเทคนิคการจ าแนกข้อมูลไม่สมดุลให้มีความแม่นย าเพิ่มขึ้น 
2. เพื่อเปรียบเทียบประสิทธิภาพในการจ าแนกข้อมูลไม่สมดุลระหว่างเทคนิคที่พัฒนาขึ้น
กับเทคนิคที่ใช้อยู่ในปัจจุบัน 
 3. เพื่อเพิ่มประสิทธิภาพในการจ าแนกข้อมูลในคลาสที่สนใจให้สามารถจ าแนกได้ดี 
1.3 ขอบเขตของกำรวจิัย 
1. ข้อมูลที่ใช้จ าเป็นต้องเป็นข้อมูลตัวเลขเท่านั้น (ยกเว้นแอตทริบิวต์คลาสที่เป็นค่า
ข้อความ หรือ Nominal) 
 2. ข้อมูลที่ใช้จ าเป็นต้องมีคลาสเป้าหมาย 2 คลาสเท่านั้น 
3. การเปรียบเทียบประสิทธิภาพจะใช้เกณฑ์ความถูกต้องหรือความแม่นของการจ าแนก
ข้อมูล 
4. ข้อมูลที่ใช้ในงานวิจัยนี้ เป็นข้อมูลจริงที่น ามาจาก UCI Machine Learning Repository 
(http://archive.ics.uci.edu/ml/) แ ล ะ  Knowledge Extraction based on Evolutionary 
Learning (http://www.keel.es/) 
1.4 ประโยชน์ทีจ่ะได้รับ 

















เกี่ยวข้อง ซึ่งมีรายละเอียดเกี่ยวกับ  การจ าแนกประเภทข้อมูล  วิธีการจ าแนกประเภทด้วย
อัลกอริทึมซัพพอร์ตเวกเตอร์แมชชีน การวัดระยะห่างระหว่างข้อมูลเพื่อตรวจสอบการซ้อนทับกัน
ของข้อมูลต่างคลาส เกณฑ์ที่ใช้ในการวัดประสิทธิภาพการจ าแนก และงานวิจัยที่เกี่ยวข้อง 
 
2.1 การจ าแนกประเภทข้อมูล 
 การจ าแนกประ เภทข้อมูล  (Chawla, 2005; Manevitz and Yousef, 2007; Pratik and 
Upasna, 2013) เป็นการท าเหมืองข้อมูลประเภทหนึ่งซึ่งนิยมใช้ในงานด้านอุตสาหกรรมและ
วิทยาศาสตร์ ซึ่งการจ าแนกประเภทข้อมูลคือกระบวนการสร้างโมเดลจ าแนกประเภทข้อมูลจาก
ข้อมูลที่มีอยู่ เพื่อใช้ในการจ าแนกประเภทของข้อมูลในอนาคต ยกตัวอย่างเช่น การใช้ข้อมูลการ
วินิจฉัยโรคมะเร็งเต้านม เพื่อสร้างโมเดลจ าแนกประเภทผู้ที่เข้าตรวจโรคมะเร็งเต้านมว่าเป็นมะเร็ง 
หรือไม่เป็นมะเร็ง ซึ่งในการสร้างโมเดลจ าแนกประเภทข้อมูลจ าเป็นต้องมีเป้าหมายในการสร้างซึ่ง
เรียกว่า “คลาส” (Class) จากตัวอย่างที่กล่าวมาข้างต้นคลาสของข้อมูลการวินิจฉัยโรคมะเร็งเต้านม
นั้นมี 2 คลาส คือ “เป็นโรคมะเร็งเต้านม” และ “ไม่เป็นโรคมะเร็งเต้านม” ปัจจัยส าคัญที่สุดของการ
สร้างโมเดลจ าแนกประเภทข้อมูลนั้นคือ ข้อมูลที่ใช้ในการสร้างโมเดลจ าแนกประเภทข้อมูล ซึ่ง
ข้อมูลที่น ามาใช้ต้องมีปริมาณที่มากพอส าหรับการสร้างโมเดลจ าแนกประเภทข้อมูล กล่าวคือข้อมูล
ที่น ามาใช้ในการจ าแนกจะต้องมีคลาสที่แน่นอนและข้อมูลในแต่ละคลาสมีจ านวนไม่น้อยเกินไป 
ยกตัวอย่างจากข้อมูลในตารางที่ 2.1 ซึ่งเป็นข้อมูลของดอกไอริสชนิดต่าง ๆ โดยในข้อมูลชุดข้อมูล
ประกอบด้วยข้อมูลทั้งหมด 16 ข้อมูล  (https://archive.ics.uci.edu/ml/datasets.html) มีจ านวน
ลักษณะประจ าหรือแอตทริบิวต์  (Attribute)  ทั้ งหมด 5  แอตทริบิวต์ได้แก่  Sepal.Length, 
Sepal.Width, Petal.Length, Petal.Width และ Species โดยมีแอตทริบิวต์ Species เป็นคลาสเป้าหมาย
ซึ่งมีทั้งหมด 2 คลาสได้แก่ setosa และ versicolor โดยข้อมูลดอกไอริสชนิดต่าง ๆ นั้นเป็นข้อมูลที่
สมบรูณ์เนื่องจากเป็นข้อมูลที่ไม่มีข้อมูลในแอตทริบิวต์ใดเลยที่ขาดหายไป (Missing Value) 












ตารางที่ 2.1 แสดงข้อมูลดอกไอริสสายพันธ์ setosa และ versicolor 
Sepal.Length Sepal.Width Petal.Length Petal.Width Species 
5.1 3.5 1.4 0.2 setosa 
4.9 3 1.4 0.2 setosa 
4.7 3.2 1.3 0.2 setosa 
4.6 3.1 1.5 0.2 setosa 
5 3.6 1.4 0.2 setosa 
5.4 3.9 1.7 0.4 setosa 
4.6 3.4 1.4 0.3 setosa 
5 3.4 1.5 0.2 setosa 
7 3.2 4.7 1.4 versicolor 
6.4 3.2 4.5 1.5 versicolor 
6.9 3.1 4.9 1.5 versicolor 
5.5 2.3 4 1.3 versicolor 
6.5 2.8 4.6 1.5 versicolor 
5.7 2.8 4.5 1.3 versicolor 
6.3 3.3 4.7 1.6 versicolor 
4.9 2.4 3.3 1 versicolor 
 
 การจ าแนกประเภทข้อมูลเกิดขึ้นจากการหาความสัมพันธ์จากข้อมูลในชุดข้อมูลขนาด
ใหญ่ ซึ่งขั้นตอนและกระบวนการต่าง ๆ ของการสร้างโมเดลจ าแนกประเภทข้อมูลแสดงในรูปที่ 
2.1 โดยสามารถอธิบายขั้นตอนและกระบวนการต่าง ๆ ได้ดังต่อไปนี้  
ขั้นตอนแรกคือการเตรียมข้อมูล (Preparing Data) ในขั้นตอนนี้เป็นการเตรียมข้อมูลให้
พร้อมใช้งานส าหรับการจ าแนกประเภทพข้อมูลเนื่องจาก ข้อมูลดิบที่ได้มาอาจมีข้อมูลเกินความ
จ าเป็นหรือไม่เกี่ยวข้องในการจ าแนกประเภท ตัวอย่างเช่น จากข้อมูลในตารางที่  2.1 ถ้าหากมี         
แอตทริบิวต์วันที่เก็บข้อมูลเพิ่มเข้ามา ซึ่งข้อมูลวันที่เก็บข้อมูลไม่จ าเป็นต่อการจ าแนกประเภทดอก
ไอริส ถ้าหากน าข้อมูลวันที่เก็บข้อมูลมาใช้ในการจ าแนกประเภทอาจจะท าให้ประสิทธิภาพในการ
จ าแนกต่ ากว่าที่ควรจะเป็น และในขั้นตอนการเตรียมข้อมูลนี้ยังรวมถึงวิธีจัดการเกี่ยวกับข้อมูลที่














รูปที่ 2.1 แสดงกระบวนการจ าแนกประเภทข้อมูล 
 
ขั้นตอนที่สองคือการแบ่งข้อมูล (Partitioning Data) ในขั้นตอนการแบ่งข้อมูลนี้จะเป็น
การแบ่งข้อมูลออกเป็น 2 ส่วนคือส่วนข้อมูลที่ใช้ในการฝึกสอน (Training Set) และข้อมูลส าหรับ
ทดสอบประสิทธิภาพ (Test Set) ซึ่งในการแบ่งข้อมูลส าหรับฝึกสอนและข้อมูลส าหรับทดสอบ
ประสิทธิภาพโดยทั่วไปแล้วจะท าการแบ่งข้อมูลให้ชุดข้อมูลที่ใช้ในการฝึกสอนมีปริมาณมากกว่า
ข้อมูลที่ใช้ส าหรับทดสอบประสิทธิภาพ ข้อมูลที่ใช้ในการฝึกสอนเป็นข้อมูลที่ใช้เป็นอินพุตส าหรับ
อัลกอริทึมในการเรียนรู้เพื่อสร้างโมเดลจ าแนกประเภทข้อมูล ส่วนข้อมูลส าหรับทดสอบ
ประสิทธิภาพคือชุดข้อมูลที่เตรียมไว้เพื่อทดสอบประสิทธิภาพของโมเดลจ าแนกประเภทข้อมูลที่






Training Set Test Set 
Preparing Data 
Learning Model Evaluation 











ตารางที่ 2.2 Train Data, Test Data ของข้อมูลไอริส 
Partition Sepal.Length Sepal.Width Petal.Length Petal.Width Species 
Train 
Data 
5.1 3.5 1.4 0.2 setosa 
4.9 3 1.4 0.2 setosa 
4.7 3.2 1.3 0.2 setosa 
4.6 3.1 1.5 0.2 setosa 
5 3.6 1.4 0.2 setosa 
7 3.2 4.7 1.4 versicolor 
6.4 3.2 4.5 1.5 versicolor 
6.9 3.1 4.9 1.5 versicolor 
5.5 2.3 4 1.3 versicolor 
6.5 2.8 4.6 1.5 versicolor 
Test 
Data 
5.4 3.9 1.7 0.4 setosa 
4.6 3.4 1.4 0.3 setosa 
5 3.4 1.5 0.2 setosa 
5.7 2.8 4.5 1.3 versicolor 
6.3 3.3 4.7 1.6 versicolor 
4.9 2.4 3.3 1 versicolor 
 
 ขั้นตอนที่สามคือการเรียนรู้ (Learning) จากข้อมูลฝึกสอนเพื่อสร้างโมเดลจ าแนกประเภท
ข้อมูล ในขั้นตอนนี้จะเป็นการเรียนรู้แบบรูปและสร้างโมเดลจ าแนกประเภทข้อมูลด้วยอัลกอริทึม
ต่าง ๆ ยกตัวอย่างเช่น Decision Tree, Support Vector Machine, Naïve Bayes เป็นต้น ซึ่งอัลกอริทึม
เหล่านี้จะท าหน้าที่สร้างโมเดลจ าแนกประเภทข้อมูลด้วยวิธีการที่แตกต่างกันเพื่อจ าแนกประเภท
ของข้อมูลให้ได้แม่นย าที่สุด  
 ขั้นตอนที่สี่คือการตรวจสอบประสิทธิภาพของโมเดล (Model Evaluation) ในขั้นตอนนี้
จะเป็นการทดสอบประสิทธิภาพของโมเดลจ าแนกประเภทข้อมูลที่ได้จากชุดข้อมูลฝึกสอนและ
อัลกอริทึมต่าง ๆ เพื่อสรุปประสิทธิภาพในการจ าแนกกับชุดข้อมูลทดสอบและช่วยในการตัดสินใจ
เลือกใช้โมเดลจ าแนกประเภทข้อมูลส าหรับข้อมูลในอนาคต จากข้อมูลฝึกสอนและข้อมูลทดสอบ
ในตารางที่ 2.2 เมื่อท าการเรียนรู้ชุดด้วยข้อมูลฝึกสอนและใช้ชุดข้อมูลทดสอบในการทดสอบ











การจ าแนกประเภทข้อมูลดังแสดงในรูปที่ 2.3 จะเห็นได้ว่าอัลกอริทึม Support Vector Machine ให้
ประสิทธิภาพการจ าแนกที่มีความแม่นสูง ในงานวิจัยนี้จึงเลือกใช้ Support Vector Machine เป็น
อัลกอริทึมส าหรับจ าแนกข้อมูลเนื่องจากมีการสร้างไฮเปอร์เพลนขึ้นมาจึงท าให้มีความยืดหยุ่นใน









setosa 3 0 
versicolor 3 0 






setosa 3 0 
versicolor 0 3 
Accuracy (6/6) = 100% 
 




setosa 3 0 
versicolor 0 3 


















สร้างไฮเปอร์เพลน (Hyperplane) ให้อยู่ตรงกลางระหว่างทั้งสองข้อมูลมากที่สุด ซึ่งไฮเปอร์เพลนนี้
จะมีขอบทั้งสองหรือเรียกว่ามาร์จิน (Margin) ที่มีขนาดเท่ากันและมีความกว้างมากที่สุดเท่าที่
เป็นไปได้ หลังจากนั้นได้พัฒนาที่จะไม่ใช้เส้นตรงเพียงอย่างเดียวในการแบ่งข้อมูลเนื่องจากอาจจะ
ไม่เหมาะสมกับข้อมูลชนิดต่าง ๆ จึงได้เกิดเป็นเคอร์เนล (Kernel) ต่าง ๆ ที่ใช้ในการแบ่งข้อมูล 
 ซัพพอร์ตเวกเตอร์แมชชีน (Cortes and Vapnik, 1995; Farquad and Bose, 2012; Guyon et 
al, 2002; He and Ghodsi, 2010; Tomar and Agarwal, 2015) อย่างง่ายจะเป็นการใช้เส้นตรงในการ
แบ่งข้อมูลแสดงในรูปที่ 2.3 จะเป็นการแบ่งข้อมูลทั้งสองกลุ่มคือกลุ่มที่เป็น + และกลุ่มที่เป็น – 
ออกจากกันโดยใช้สมการเส้นตรงจะเห็นได้ว่าในรูปนั้นจะมีเส้น 2 เส้นที่แบ่งกลุ่มข้อมูลทั้งสอง
















อาศัยหลักการของเส้นตรงก่อนคือ ax + by = c ซึ่งเมื่อเปลี่ยนเป็นไฮเปอร์เพลนแล้วจะได้ดังสมการ
ที่ (2-1) โดยก าหนดให้ข้อมูลทั้งหมดคือ 𝐷 =  {(𝑥𝑖, 𝑦𝑖)}𝑖=1𝑛  ซึ่งมีจ านวนข้อมูลทั้งหมด n จ านวน 
และมีคลาสของข้อมูลทั้งหมด 2 คลาสคือ 𝑦𝑖  ∈ {+1, −1}  ซึ่งก็คือคลาส +1 และคลาส -1 โดยถ้า
หากข้อมูลใด ๆ ที่อยู่บนระนาบเดียวกันกับไฮเปอร์เพลนจะมีค่าดังสมการที่ (2-2) 
 
ℎ(𝑥) =  𝑤𝑇𝑥 + 𝑏 (2-1) 
 
โดยที่ h(x) คือ ไฮเปอร์เพลน 
w คือเวกเตอร์ถ่วงน้ าหนัก 
x คือข้อมูลใน D 
b คือค่าไบแอส (Bias) 
 
ℎ(𝑥) =  𝑤𝑇𝑥 + 𝑏 = 0  (2-2) 
 
โดยไฮเปอร์เพลน h(x) (Jayadeva et al, 2007) นั้นจะท าการแบ่งข้อมูลทั้งสองคลาสออก
จากกัน โดยที่มี w เป็นเวกเตอร์ที่ตั้งฉากกับระนาบของไฮเปอร์เพลน ซึ่งเป็นตัวก าหนดทิศทางและ
ความเอียงของไฮเปอร์เพลน ส่วน x นั้นเป็นข้อมูลในชุดข้อมูลมีลักษณะเป็นเวกเตอร์ และเมื่อ yi มี
ค่าเป็น +1 จะท าให้ h(x) มีค่ามากกว่าหรือเท่ากับ 1 ส่วนถ้าหาก yi มีค่าเป็น -1 จะท าให้ h(x) มีค่า
น้อยกว่าหรือเท่ากับ –1 แสดงดังรูปที่ 2.4 โดยสามารถเขียนเป็นสมการได้ดังสมการที่ (2-3) ซึ่งเมื่อ
น าค่า yi คูณเข้าไปแล้วจะท าให้เกิดเป็นสมการที่ (2-4) ส าหรับทุก ๆ ค่าของ yi  
 
 𝑤𝑇𝑥 + 𝑏 ≥ 1, 𝑤ℎ𝑒𝑛 𝑦𝑖 = +1 

















รูปที่ 2.4 แสดงสมการไฮเปอร์เพลนและมาร์จิน 
 ดังนั้นระยะที่ตั้งฉากระหว่างไฮเปอร์เพลน (H0) และมาร์จินของข้อมูลในคลาส + (H1) 






 ดังนั้นระยะห่างระหว่าง H1 
























 ในการจ าแนกข้อมูลโดยการใช้ซัพพอร์ตเวกเตอร์แมชชีนนั้นจ าเป็นที่ต้องให้ระยะห่าง
ของไฮเปอร์เพลนกับมาร์จินมีค่ามากที่สุดเพื่อความแม่นย าในการจ าแนกนั้นสามารถค านวณค่า
ระยะห่างของมาร์จินกับไฮเปอร์เพลนได้จาก 1
‖𝑤‖
 ซึ่งจะท าให้ได้ค่ามากที่สุดนั้นจ าเป็นที่ ‖𝑤‖ 
จะต้องมีค่าน้อยที่สุดแสดงเงื่อนไขนี้ได้ดังสมการที่ (2-5) และ (2-6) 




Linear Constraints:  𝑦𝑖(𝑤𝑇𝑥 + 𝑏) ≥ 1, ∀𝑥𝑖 ∈ 𝐷 (2-6) 
ในการแก้ปัญหาการหาค่าน้อยที่สุดจะใช้เทคนิค Lagrange Multipliers ในการแก้ปัญหา
คือน าค่า α𝑖  คูณเข้าไปในสมการ ซึ่งอยู่ภายใต้เงื่อนไของ Karush-Kuhn-Tucker (KKT) แสดงได้ดัง
สมการที่ (2-7) 
α𝑖(𝑦𝑖(𝑤𝑇𝑥 + 𝑏) − 1) = 0 
𝑎𝑛𝑑 α𝑖 ≥ 0  
(2-7) 
 ในการหาค่า w และ b นั้นจะต้องค านวณค่า α𝑖  โดยที่ i = 1, 2, 3 , …, n หลังจากนั้นเรา
สามารถหาค่า w และ b ได้แต่อยู่ภายใต้เงื่อนไขของ KTT ซึ่งสามารถแปลงรูปได้ดังสมการที่ (2-8) 
α𝑖(𝑦𝑖(𝑤𝑇𝑥 + 𝑏) − 1) = 0 (2-8) 
 จากการพิจารณาพารามิเตอร์ในสมการที่ (8) สามารถเกิดเหตุการณ์ขึ้นได้ 2 กรณีคือ 
1. α𝑖  มีค่าเป็น 0 
2. 𝑦𝑖(𝑤𝑇𝑥 + 𝑏) − 1 = 0 หรือหมายถึง 𝑦𝑖(𝑤𝑇𝑥 + 𝑏) = 1 
ซึ่งถ้าหากผลลัพธ์ที่ได้คือ α𝑖  มีค่ามากกว่า 0 ก็จะเป็นดังกรณีที่ 2 แสดงว่าข้อมูลตัวนั้นจะ
เป็นข้อมูลซัพพอร์ตเวกเตอร์ แต่ถ้าหาก 𝑦𝑖(𝑤𝑇𝑥 + 𝑏) > 1 ก็แสดงว่าจะเป็นกรณีที่ 1 คือข้อมูลนั้น
จะไม่เป็นซัพพอร์ตเวกเตอร์ ดังนั้นเราสามารถค านวณ w จากค่าซัพพอร์ตเวกเตอร์ได้ดังสมการที่ 
(2-9) 




 ดังนั้นในการหาค่าของ w นั้นจ าเป็นที่ α𝑖  จะต้องมีค่ามากกว่า 0 ดังนั้นเราสามารถแก้











  α𝑖(𝑦𝑖(𝑤𝑇𝑥 + 𝑏) − 1) = 0 
  𝑦𝑖(𝑤𝑇𝑥 + 𝑏) = 1 
  𝑏𝑖 =
1
𝑦𝑖
− 𝑤𝑇𝑥 =  𝑦𝑖 − 𝑤
𝑇𝑥  
 เมือ่ได้ค่า bi แต่ละตัวเรียบร้อยแล้วท าการหาค่าเฉลี่ยของค่า bi จะได้ดังสมการที่ (2-10) 
𝑏 = 𝑎𝑣𝑔𝛼>0{𝑏𝑖} (2-10) 
 เทคนิคของอัลกอริทึมซัพพอร์ตเวกเตอร์แมชชีนคือการหาข้อมูลซัพพอร์ตเวกเตอร์และท า
การสร้างไฮเปอร์เพลนที่สามารถแบ่งข้อมูลแต่ละประเภทออกจากกันได้โดยมีมาร์จินกว้างที่สุด
เท่าที่เป็นไปได้ โดยในการจ าแนกสามารถจ าแนกข้อมูลที่อยู่ใน D ได้ดังสมการที่ (2-11) 
?̂? = 𝑠𝑖𝑔𝑛(ℎ(𝑧)) = 𝑠𝑖𝑔𝑛(𝑤𝑇𝑧 + 𝑏) (2-11) 
 โดย ?̂? คือคลาสที่ท านายเป็น +1 หรือ -1 เท่านั้น 




Margin) ขึ้นมาเพื่อเพิ่มความยืดหยุ่นของไฮเปอร์เพลนซึ่งแสดงในรูปที่ 2.6 ซึ่งจะเห็นได้ว่าไฮเปอร์
เพลน h(x) นั้นอนุญาตให้ข้อมูล + สามารถอยู่ฝั่งด้านข้อมูล – ได้และข้อมูล – ก็อยู่ด้าน + ได้ด้วย
เช่นเดียวกัน 
 ซึ่งเทคนิคซอฟต์มาจินนั้นจะท าการเพิ่มค่า Slack Variable เข้าไปเพื่อให้ซัพพอร์ตเวกเตอร์
แมชชีนมีความยืดหยุ่นขึ้น โดยไฮเปอร์เพลนนั้นสามารถหาได้จากสมการที่ (2-4) และเทคนิคซอฟต์
มาจินนั้นจะเพิ่มค่า Slack Variable เข้าไปในสมการที่ (2-4) ได้ดังสมการที่ (2-12) 
𝑦𝑖(𝑤
𝑇𝑥 + 𝑏) ≥ 1 −  𝜉𝑖  (2-12) 
 โดยก าหนดให้ 𝜉𝑖คือค่า Slack Variable และเมื่อ 𝜉𝑖 > 0 จะท าให้เกิดขึ้นได้ทั้งหมด 3 กรณี
ดังต่อไปนี้ 
 1. 𝜉𝑖 = 0 หมายความว่าข้อมูลที่ไม่ได้อยู่ในมาร์จินและอยู่ถูกฝั่ง 
 2. 0 < 𝜉𝑖 < 1 หมายความว่าข้อมูลนั้นอยู่ภายในมาร์จินและอยู่ถูกฝั่ง 













รูปที่ 2.6 แสดงเทคนิคซอฟต์มาจิน 
 
 เมื่อท าการเพิ่มค่า Slack Variable แล้วในการจ าแนกประเภทของข้อมูลจะสามารถแสดง
ได้ดังสมการที่ (2-13) และ (2-14) 
Objective Function:  𝑚𝑖𝑛𝑤,𝑏,𝜉𝑖 {
‖𝑤‖2
2




𝑖=1 } (2-13) 
Linear Constraints:  𝑦𝑖(𝑤𝑇𝑥 + 𝑏) ≥ 1 − 𝜉𝑖 , ∀𝑥𝑖 ∈ 𝐷 
𝜉
𝑖
> 0 ∀𝑥𝑖 ∈ 𝐷 
(2-14) 
 โดยที่ค่า C และ k คือค่าที่บ่งบอกถึงการจ าแนกผิดประเภทซึ่งค่า C จะบ่งบอกถึงจ านวน
ข้อมูลที่อนุโลมให้ท านายผิดได้ ยกตัวอย่างเช่นถ้าหากค่า C = 2 ก็คืออนุโลมให้ท านายผิดได้ 2 
ข้อมูลซึ่งถ้าหากค่า C เป็นค่ามาก ๆ แล้วจะส่งผลกระทบกับการจ าแนกข้อมูลได้ ส่วนค่า k นั้นจะ
สามารถก าหนดได้เพียง 2 ค่าเท่านั้นคือให้ค่า k มีค่าเป็น 1 หรือ 2 เท่านั้นถ้าหากก าหนดค่า k ให้มีค่า
เท่ากับ 1 จะหมายความว่าให้หาผลรวมที่น้อยที่สุดของ Slack Variable ถ้าหากก าหนดค่า k ให้มีค่า















การพัฒนาเคอร์เนล (Kernel) หรือฟังก์ชันแก่น (Chistianini and Shawe-Taylor, 2000; Muller et al, 
2001; Scholkopf et al, 1999) ที่ใช้กับอัลกอริทึมซัพพอร์ตเวกเตอร์แมชชีนขึ้น ซึ่งเคอร์เนลต่าง ๆ 
นั้นจะเป็นการใช้สมการต่าง ๆ เพื่อก าหนดไฮเปอร์เพลนในรูปแบบอ่ืน ๆ ที่ไม่ใช่เส้นตรง 
ยกตัวอย่างเช่นเส้นโค้ง (Polynomial) ซึ่งเคอร์เนลที่นิยมใช้ในการจ าแนกข้อมูลต่าง ๆ แสดงใน
ตารางที่ 2.3 
 
ตารางที่ 2.3 เคอร์เนลฟังก์ชันส าหรับซัพพอร์ตเวกเตอร์แมชชีน 
Kernel Inner Product Kernel 
Linear 𝑥𝑇𝑥𝑖  
Polynomial (𝑥𝑇𝑥𝑖 + 𝑛)𝑑  
Radial-basis function exp(−𝛾‖𝑥 − 𝑥𝑖‖2) , 𝛾 > 0 
Two layer perceptron tanh (𝛽0𝑥𝑇𝑥𝑖 + 𝛽1) 
 
 ถ้าหากน าข้อมูลจากข้อมูลในตารางที่ 2.2 มาท าการสร้างโมเดลในการจ าแนกด้วย
อัลกอริทึมซัพพอร์ตเวกเตอร์แมชชีนจะได้ดังรูปที่ 2.7 ซึ่งในรูปในแนวแกน X คือค่า Sepal.Length 
ส่วนในแนวแกน Y คือค่า Sepal.Width และมีไฮเปอร์เพลนซึ่งก็คือเส้นสีด าที่เป็นเส้นที่ใช้ในการ
จ าแนกข้อมูลซึ่งหาได้จากการใช้ซัพพอร์ตเวกเตอร์ โดยในที่นี้จะมีข้อมูลซัพพอร์ตเวกเตอร์ 3 ข้อมูล
โดยเป็นข้อมูลของคลาส setosa จ านวน 1 ข้อมูลและข้อมูลคลาส versicolor จ านวน 2 ข้อมูล ซึ่ง
ข้อมูลที่เป็นซัพพอร์ตเวกเตอร์คือข้อมูลในภาพที่มีวงกลมล้อมรอบ  โดยข้อมูลคลาส setosa นั้นจะ
แทนด้วยสัญลักษณ์ + ซึ่งถ้าหากเป็น + สีแดงคือข้อมูลฝึกสอนและ + สีม่วงคือข้อมูลทดสอบ
ส่วนข้อมูลคลาส versicolor จะแทนด้วยสัญลักษณ์ * ซึ่งถ้าหากเป็น * สีเขียวคือข้อมูลฝึกสอนและ * 
สีฟ้าคือข้อมูลทดสอบ จากไฮเปอเพลนที่สร้างขึ้นนั้นสามารถจ าแนกข้อมูลทดสอบได้ถูกต้อง
จ านวน 6 ข้อมูลจากข้อมูลทดสอบทั้งหมด 6 ข้อมูล ซึ่งหมายถึงประสิทธิภาพในการจ าแนกประเภท
ของข้อมูลดอกไอริสจากตารางที่ 2.2 นั้นมีค่าความถูกต้อง (6/6) 100% 
 อัลกอริทึมซัพพอร์ตเวกเตอร์แมชชีนนั้นเป็นอัลกอริทึมที่นิยมใช้ในการจ าแนกประเภท
ของข้อมูลและมีงานวิจัยต่าง ๆ ที่ท าการศึกษาเกี่ยวกับอัลกอริทึมซัพพอร์ตเวกเตอร์แมชชีน เช่น 
งานวิจัยของ Kong et al. (2015) นั้นท าการศึกษาเกี่ยวกับการเพิ่มประสิทธิภาพความรวดเร็วในการ
จ าแนกของอัลกอริทึมซัพพอร์ตเวกเตอร์แมชชีน ด้วยเทคนิคการคัดเลือกฟีเจอร์เพื่อลดจ านวนข้อมูล













รูปที่ 2.7 แสดงการจ าแนกข้อมูลด้วยอัลกอริทึมซัพพอร์ตเวกเตอร์แมชชีน 
 
พัฒนาอัลกอริทึมใหม่ชื่อว่า Twin Bounded Support Vector Machine (TBSVM) โดยอาศัยพื้นฐาน
จากอัลกอริทึมซัพพอร์ตเวกเตอร์แมชชีน โดยอัลกอริทึม TBSM นี้จะใช้วิธีการหาไฮเปอร์เพลนด้วย
เทคนิค Successive over-relaxation (SOR) ซึ่งท าให้สามารถท าการสร้างไฮเปอร์เพลนได้รวดเร็ว
กว่าการใช้ซัพพอร์ตเวกเตอร์แมชชีนแบบปกติ และงานวิจัยของ Peng and Xu (2012) เสนอให้ใช้
การวัดระยะทางแบบ Mahalanobis ในการวัดระยะห่างระหว่างคลาสเพื่อสร้างไฮเปอร์เพลนโดยที่
อัลกอริทึมซัพพอร์ตเวกเตอร์แมชชีนที่ใช้เทคนิคนี้จะท าให้สามารถท างานได้รวดเร็วกว่าปกติ  
งานวิจัยของ Batuwita and Palade (2010) ได้ใช้วิธีการสุ่มเพิ่มกับข้อมูลไม่สมดุลเพื่อใช้กับ
อัลกอริทึม SVM ได้อย่างมีประสิทธิภาพโดยการลดข้อมูล 75% จากข้อมูลทั้งหมดแล้วน าข้อมูลนั้น
















จะใช้การวัดระยะห่างด้วยวิธีแบบ Euclidean และแบบ Hausdorff 
การค านวณหาระยะห่างระหว่างข้อมูลด้วย Euclidean Distance (Lee et al., 2014) เป็นการ
ค านวณระยะห่างแบบทั่วไปซึ่งเป็นการค านวณระยะห่างแบบกระจัดที่จะไม่มีค่าติดลบซึ่งสามารถ
ค านวณได้จากสมการที่ (2-15) โดยก าหนดให้ข้อมูลมีมิติของข้อมูลทั้งหมด n มิติ และต้องการหา
ระยะห่างระหว่างข้อมูล 2 ข้อมูล  คือ p = (p1, p2, …, pn) และ q = (q1, q2, …, qn) 
𝐷𝑖𝑠𝑡(𝑝, 𝑞) =  𝐷𝑖𝑠𝑡(𝑞, 𝑝) 
𝐷𝑖𝑠𝑡(𝑝, 𝑞) =  √(𝑝1 − 𝑞1)2 + (𝑝2 − 𝑞2)2+. . . +(𝑝𝑛 − 𝑞𝑛)2 









 การหาระยะห่างระหว่างข้อมูลแบบ Euclidean Distance ด้วยตัวอย่างข้อมูล A, B, C, D, E, 
F แสดงดังตารางที่ 2.4 ซึ่งเป็นการหาระยะห่างระหว่างคู่ของข้อมูลทั้งหมดโดยใช้สมการที่ (15) 
 
ตารางที่ 2.4 ตัวอย่างการหาระยะห่างระหว่างข้อมูลแบบ Euclidean 
ข้อมูล A(3,8,4) B(6,1,4) C(8,0,9) D(4,3,9) E(2,1,5) F(3,4,5) 
A(3,8,4) 0.00 7.62 2.24 5.92 3.16 8.60 
B(6,1,4) 7.62 0.00 8.31 2.24 5.66 9.90 
C(8,0,9) 2.24 8.31 0.00 6.48 3.61 10.34 
D(4,3,9) 5.92 2.24 6.48 0.00 4.58 8.77 
E(2,1,5) 3.16 5.66 3.61 4.58 0.00 10.30 













การค านวณระยะห่างแบบ Hausdorff Distance (Fischer et al., 2015) นั้นจะอาศัยหลักการ
หาระยะห่างแบบ Euclidean Distance เป็นพื้นฐานในการวัดระยะห่างโดยมีการปรับปรุงเพิ่มเติมให้
การวัดระยะห่างแบบ Hausdorff Distance นั้นจะเป็นการวัดระยะเพื่อหาระยะห่างที่มากที่สุดของ
กลุ่มข้อมูล 2 กลุ่มโดยเมื่อหาเรียบร้อยแล้วจะมีค่าเพียงค่าเดียว ซึ่งวิธีการหาระยะห่างแบบนี้สามารถ
อธิบายได้ด้วยสมการที่ (2-16) 
ℎ(𝐴, 𝐵) =  max (𝑚𝑎𝑥𝑎∈𝐴𝑚𝑖𝑛𝑏∈𝐵𝑑𝑖𝑠𝑡(𝑎, 𝑏), 𝑚𝑎𝑥𝑏∈𝐵𝑚𝑖𝑛𝑎∈𝐴𝑑𝑖𝑠𝑡(𝑎, 𝑏)) (2-16) 
 การอธิบายขั้นตอนการค านวณระยะทางด้วย Hausdorff Distance จะใช้ข้อมูลในตารางที่ 
2.5 ในการแสดงตัวอย่างซึ่งมีข้อมูล 2 กลุ่มคือ A และ B โดยสามารถแสดงเป็นรูปภาพได้ดังรูปที่ 
2.8 ซึ่งข้อมูลกลุ่ม A จะแสดงด้วยวงกลม และข้อมูลกลุ่ม B จะแสดงด้วยสี่เหลี่ยม 
ตารางที่ 2.5 แสดงข้อมูลตัวอย่างในการค านวณ Hausdorff Distance 
A B 
X Y X Y 
1 4 4 1 
1 5 4 2 
2 5 5 1 
















กลุ่ม A และกลุ่ม B ซึ่งจะเป็นการหาระยะห่างแบบ Euclidean ระหว่างข้อมูลทุก ๆ คู่ของข้อมูล
ระยะห่างที่ค านวณได้แสดงในตารางที่ 2.6 
ตารางที่ 2.6 แสดงระยะห่างระหว่างข้อมูลทั้งหมด 
B 
A 
(4,1) (4,2) (5,1) (5,2) 
(1,4) 4.24 3.61 5.00 4.47 
(1,5) 5.00 4.24 5.66 5.00 
(2,5) 4.47 3.61 5.00 4.24 
(3,4) 3.16 2.24 3.61 2.83 
 ขั้นตอนต่อไปจะเป็นการหาค่า 𝑚𝑎𝑥𝑎∈𝐴𝑚𝑖𝑛𝑏∈𝐵𝑑𝑖𝑠𝑡(𝑎, 𝑏) ซึ่งจะแสดงในตารางที่ 2.7 
ซึ่งมีค่าเท่ากับ 4.24 ส่วนค่า 𝑚𝑎𝑥𝑏∈𝐵𝑚𝑖𝑛𝑎∈𝐴𝑑𝑖𝑠𝑡(𝑎, 𝑏) แสดงในตารางที่ 2.8 มีค่าเท่ากับ 3.61
สามารถแสดงได้ดังรูปที่ 2.7  
ตารางที่ 2.7 แสดงระยะห่างระหว่างข้อมูล A และ B ได้ Hausdorff distance = 4.24 
B 
A 
(4,1) (4,2) (5,1) (5,2) 
(1,4) 4.24 3.61 5.00 4.47 
(1,5) 5.00 4.24 5.66 5.00 
(2,5) 4.47 3.61 5.00 4.24 
(3,4) 3.16 2.24 3.61 2.83 
ตารางที่ 2.8 แสดงระยะห่างระหว่างข้อมูล B และ A ได้ Hausdorff distance = 3.61 
B 
A 
(4,1) (4,2) (5,1) (5,2) 
(1,4) 4.24 3.61 5.00 4.47 
(1,5) 5.00 4.24 5.66 5.00 
(2,5) 4.47 3.61 5.00 4.24 













รูปที่ 2.9 แสดงระยะทางของ Hausdorff Distance : h(A,B) = 4.24 และ h(B,A) = 3.61 
 
 ดังนั้นจากรูปที่ 2.9 สามารถสรุปได้ว่า h(A,B) นั้นมีค่าเท่ากับ 4.24 โดยที่เป็นระยะห่าง
ระหว่างกลุ่ม A ที่ข้อมูลมีค่าเท่ากับ (1,5) กับข้อมูลกลุ่ม B ที่มีค่าเท่ากับ (4,2) ในขณะที่ h(B,A) มีค่า

















2.4 เกณฑ์ทีใ่ช้ในการวดัประสิทธิภาพการจ าแนก 
 เกณฑ์ที่ใช้ในการวัดประสิทธิภาพในการจ าแนกประเภทข้อมูลได้มาจากการเปรียบเทียบ
คลาสที่ได้จากการท านายมาเปรียบเทียบกับคลาสที่แท้จริงของข้อมูลโดยแสดงผลที่เป็นไปได้จาก
การท านายในลักษณะของเมตริกซ์ดังตารางที่ 2.8 
 




Positive TP FN 
Negative FP TN 
 
 จากตารางที่  2 .8 ซึ่ง เป็นตารางที่ เป็นพื้นฐานในการค านวณแบบต่าง ๆ เพื่อวัด
ประสิทธิภาพในการจ าแนกประเภทของข้อมูลซึ่งมีรายละเอียดดังต่อไปนี้ 
 TP คือ จ านวนข้อมูลที่ท านายถูกว่าเป็นคลาส Positive ยกตัวอย่างเช่น ท านายว่าวันพรุ่งนี้
ฝนจะตก แล้วผลปรากฏว่าพรุ่งนี้ฝนตก 
 FN คือ จ านวนข้อมูลที่ท านายผิดว่าเป็นคลาส Negative ยกตัวอย่างเช่น ท านายว่าวันพรุ่งนี้
ฝนจะไม่ตก แล้วผลปรากฏว่าพรุ่งนี้ฝนตก 
 FP คือ จ านวนข้อมูลที่ท านายผิดว่าเป็นคลาส Positive ยกตัวอย่างเช่น ท านายว่าวันพรุ่งนี้
ฝนจะตก แล้วผลปรากฏว่าพรุ่งนี้ฝนไม่ตก 
 TN คือ จ านวนข้อมูลที่ท านายถูกว่าเป็นคลาส Negative ยกตัวอย่างเช่น ท านายว่าวัน
พรุ่งนี้ฝนจะไม่ตก แล้วผลปรากฏว่าพรุ่งนี้ฝนไม่ตก 
 
 ค่าความแม่นในการจ าแนกประเภทข้อมูล (Accuracy) ซึ่งเป็นความถูกต้องโดยรวมของ
ทุกคลาสนั้นสามารถค านวณได้จากสมการที่ (2-17)  
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃 + 𝑇𝑁














 ค่าความแม่นในการจ าแนกประเภทข้อมูลของคลาส Positive นั้นสามารถค านวณได้จาก
สมการที่ (2-18) 




 ค่าความแม่นในการจ าแนกประเภทข้อมูลของคลาส Negative นั้นสามารถค านวณได้จาก
สมการที่ (2-19) 




 ค่าความแม่นเฉลี่ยในการจ าแนกประเภทข้อมูลของคลาส Positive และ Negative นั้น
สามารถหาได้จากสมการ (2-20) 
𝐺 − 𝑀𝑒𝑎𝑛𝑠 =  √𝑇𝑃𝑅 • 𝑇𝑁𝑅 (2-20) 
 ค่าความแม่นเฉลี่ยในการจ าแนกประเภทข้อมูลของคลาส Positive ซึ่งเป็นการหาค่าเฉลี่ย
ระหว่าง TPR กับค่า Precision ซึ่งสามารถหาได้จากสมการที่ (2-21)  




𝐹 − 𝑀𝑒𝑎𝑠𝑢𝑟𝑒 =  
2 • 𝑇𝑃𝑅 • 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
𝑇𝑃𝑅 + 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
 (2-21) 
 ค่าความไม่สมดุลของข้อมูล (Imbalanced Ratio) สามารถหาได้จากจ านวนข้อมูลส่วนมาก
หารด้วยจ านวนข้อมูลส่วนน้อย ซึ่งแสดงดังสมการที่ (2-22) 




 ค่าความซ้อนทับกันของข้อมูล (Overlaped Ratio) สามารถหาได้จากค่าเฉลี่ยของการ
ซ้อนทับของแต่ละแอตทริบิวต์ ก าหนดให้มีจ านวนแอตทริบิวต์เท่ากับ n แสดงได้ดังสมการ (2-23) 




















โดยมีนักวิจัยได้น าเสนอเทคนิคและวิธีการต่าง ๆ ในการจ าแนกประเภทข้อมูลไม่สมดุลได้อย่างมี
ประสิทธิภาพ ซึ่งงานวิจัยที่ผู้วิจัยได้ศึกษานั้นผู้วิจัยสามารถสรุปงานวิจัยเหล่านั้นได้ดังต่อไปนี้ 
 He and Ghodsi (2010) ได้ท าการศึกษาและวิจัยเกี่ยวกับการจ าแนกประเภทข้อมูลที่ไม่
สมดุลโดยใช้อัลกอริทึมซัพพอร์ตเวกเตอร์แมชชีนร่วมกับวิธีการสุ่มเพิ่มและวิธีการสุ่มลด เพื่อใช้ใน
การปรับปรุงข้อมูลที่ไม่สมดุล แล้วจึงท าการจ าแนกประเภทข้อมูล ซึ่งข้อมูลที่ใช้ในงานวิจัยนี้ได้
น ามาจากแหล่งข้อมูลมาตรฐาน UCI โดยใช้ข้อมูลทั้งหมด 5 ข้อมูลซึ่งผลสรุปของงานวิจัยนั้น
สามารถสรุปได้ว่าเทคนิคที่งานวิจัยนี้น าเสนอสามารถจ าแนกประเภทข้อมูลที่ไม่สมดุลได้ดี แต่ใน
งานวิจัยนี้ไม่ได้แสดงถึงความแม่นในการจ าแนกคลาสส่วนน้อย 
 Yong (2012) ศึกษาและวิจัยเกี่ยวกับการจ าแนกประเภทข้อมูลที่ไม่สมดุลโดยมุ่งเน้นไปที่
การเพิ่มประสิทธิภาพการจ าแนกข้อมูลคลาสส่วนน้อย โดยงานวิจัยนี้ได้ใช้เทคนิคการจัดกลุ่มข้อมูล
คลาสน้อยด้วยวิธี K-Means แล้วท าการสุ่มเพิ่มด้วยเทคนิค Genetic Algorithm ซึ่งเป็นการสร้าง
ข้อมูลคลาสส่วนน้อยใหม่ ให้มีขนาดใกล้เคียงกับข้อมูลในคลาสส่วนมาก หลังจากนั้นใช้อัลกอริทึม 
k-NN (k-Nearest Neighbors) และซัพพอร์ตเวกเตอร์แมชชีนในการจ าแนกข้อมูล ซึ่งข้อมูลที่ใช้ใน
งานวิจัยนี้ใช้ข้อมูลทั้งหมด 4 ชุดข้อมูลโดยน าข้อมูลทั้งหมดมาจากฐานข้อมูล UCI เกณฑ์ในการวัด
ประสิทธิภาพในงานวิจัยนี้ใช้เป็นค่าเฉลี่ยของ Accuracy ทั้งหมด 10 คร้ัง ซึ่งสามารถสรุปผลการวิจัย
นี้ได้ว่า เทคนิคที่น าเสนอสามารถเพิ่มประสิทธิภาพในการจ าแนกข้อมูลไม่สมดุลได้ดีขึ้นเมื่อ
เปรียบเทียบกับการจ าแนกแบบปกติ งานวิจัยนี้มุ่งเน้นเฉพาะความแม่นในการจ าแนกข้อมูลเท่านั้น
ไม่ได้ให้ความส าคัญกับความแม่นในการจ าแนกคลาสส่วนน้อย 
 Cateni et al. (2014) ได้น าเสนอเทคนิคในการจ าแนกประเภทข้อมูลที่ไม่สมดุลและมี
คลาสจ านวน 2 คลาส โดยได้เสนอเทคนิคที่ใช้วิธีการสุ่มเพิ่มและวิธีการสุ่มลดให้ท างานร่วมกัน 
แล้วท าการใช้อัลกอริทึมในการจ าแนกทั้งหมด 4 ชนิดด้วยกันคือ ซัพพอร์ตเวกเตอร์แมชชีน ต้นไม้
ตัดสินใจ (Decision Tree) Self-Organizing Map และ Bayesian Classifiers โดยได้ใช้ข้อมูลทั้งหมด 
2 แบบคือ ข้อมูลที่สังเคราะห์ขึ้นเอง และข้อมูลจริงจากฐานข้อมูล UCI ทีมวิจัยนี้ได้ใช้วิธีแบ่งข้อมูล
ฝึกสอนและข้อมูลทดสอบโดยมีอัตราส่วนของข้อมูลทั้ง 2 คลาสที่ใกล้เคียงกัน โดยแบ่งข้อมูล 75% 
เป็นข้อมูลฝึกสอน ส่วนอีก 25% เป็นข้อมูลทดสอบ ผลสรุปของงานวิจัยนี้สามารถสรุปได้ว่าวิธีที่













 Datta and Das (2015) ได้เสนอเทคนิคใหม่เพื่อจ าแนกประเภทข้อมูลในข้อมูลที่ไม่สมดุล 
โดยเรียกเทคนิคใหม่นี้ว่า  Near-Bayesian Support Vector Machine (NBSVM) ซึ่งเป็นเทคนิคที่
พัฒนาอัลกอริทึมซัพพอร์ตเวกเตอร์แมชชีนให้สามารสร้างไฮเปอร์เพลนที่สามารแบ่งข้อมูลที่ไม่
สมดุลได้ดีกว่าอัลกอริทึมซัพพอร์ตเวกเตอร์แมชชีนแบบปกติ ข้อมูลที่ใช้ในงานวิจัยมีทั้งหมด 15 
ข้อมูลซึ่งได้น ามาจากฐานข้อมูลทั้งหมด 3 ฐานข้อมูลได้แก่ UCI, IDA และ Statlog โดยใช้เกณฑ์ใน
การประเมินประสิทธิภาพของการจ าแนกคือ Accuracy, G-Means ด้วยวิธีการทดสอบแบบ 10 Fold 
Cross Validation ผลสรุปของงานวิจัยนี้สามารถสรุปได้ว่าเทคนิคที่งานวิจัยนี้น าเสนอสามารถ
จ าแนกประเภทข้อมูลที่ไม่สมดุลได้อย่างมีประสิทธิภาพ แต่ยังขาดการเปรียบเทียบความแม่นใน
การจ าแนกคลาสส่วนน้อย ซึ่งถ้ามีการเปรียบเทียบความแม่นในการจ าแนกคลาสส่วนน้อยจะท าให้
งานวิจัยนี้น่าสนใจมากขึน้ 
  Zhang and Li (2014) ศึกษาและวิจัยเกี่ยวกับการจ าแนกประเภทข้อมูลที่ไม่สมดุลโดย
อาศัยเทคนิคการสุ่มเพิ่ม ซึ่งทีมวิจัยนี้ได้เสนอเทคนิคใหม่ในการสุ่มเพิ่มคือ Random Walk Over-
Sampling (RWO-Sampling) ในการสุ่มเพิ่มนี้จะท าการเพิ่มข้อมูลในคลาสส่วนน้อยให้มีจ านวน
ใกล้เคียงกับคลาสส่วนมาก โดยจะไม่มีผลกระทบหรือการเปลี่ยนแปลงโครงสร้างของข้อมูลส่วน
น้อย กล่าวคือข้อมูลที่สุ่มเพิ่มจะไม่ท าให้ค่าเฉลี่ย และค่าเบี่ยงเบนมาตรฐานของข้อมูลคลาสส่วน
น้อยต่างไปจากเดิม โดยข้อมูลที่ใช้ในงานวิจัยน ามาจากฐานข้อมูล UCI และใช้ข้อมูลทั้งหมด 21 ชุด
ข้อมูล และใช้อัลกอริทึมในการจ าแนก 3 ชนิดได้แก่ ต้นไม้ตัดสินใจ ซัพพอร์ตเวกเตอร์แมชชีน และ
นาอีฟเบย์  ด้วยการใช้ เทคนิคการทดสอบแบบ 10  Fold Cross Validation ในการประเมิน
ประสิทธิภาพของการจ าแนกประเภทข้อมูล ซึ่งโดยสรุปแล้วเทคนิคที่งานวิจัยนี้น าเสนอสามารถ
เพิ่มประสิทธิภาพในการจ าแนกข้อมูลที่ไม่สมดุลได้ดี 
 Gao et al. (2014) เสนอเทคนิคใหม่ในการจ าแนกประเภพข้อมูลที่ไม่สมดุลเทคนิคใหม่นี้
มีชื่อว่า PDFOS ซึ่งใช้แนวคิดของการสุ่มข้อมูลในคลาสส่วนน้อยเพิ่มขึ้น โดยอาศัยหลักการการ
ประมาณค่าความหนาแน่นของข้อมูลส่วนน้อยเป็นหลัก จากนั้นจะเป็นการปรับสมดุลของข้อมูลที่
ไม่สมดุล เพื่อให้การจ าแนกประเภทข้อมูลสามารถท างานได้อย่างมีประสิทธิภาพ ซึ่งข้อมูลที่ใช้ใน
งานวิจัยนี้มีทั้งหมด 6 ชุดข้อมูลโดยน าข้อมูลมาจากฐานข้อมูล UCI โดยมีการเปรียบเทียบ
ประสิทธิภาพในการจ าแนกด้วยวิธี ทดสอบแบบ cross-validations โดยใช้ เกณฑ์ในการวัด
ประสิทธิภาพได้แก่  G-Means, F-Measures โดยสรุปแล้วเทคนนิคที่งานวิจัยนี้น า เสนอนั้นมี













 Piyanoot et al. (2015) ศึกษาเกี่ยวกับเทคนิคการจ าแนกข้อมูลที่ไม่สมดุลโดยเสนอเทคนิค
ในการแบ่งข้อมูลที่ไม่สมดุลออกเป็น 3 ส่วนย่อย ๆ ได้แก่ ข้อมูลที่ไม่ซ้อนทับกัน (Non-Overlapped) 
ข้อมูลที่ซ้อนทับ (Overlapped) และขอบของข้อมูลที่ซ้อนทับ (Borderline) แนวคิดของงานวิจัยนี้จะ
เป็นการน าส่วนย่อยในแต่ละส่วนไปสร้างโมเดลในการจ าแนกกล่าวคือมี 3 โมเดลโดยในแต่ละส่วน
นั้นจะใช้อัลกอริทึมในการจ าแนกที่แตกต่างกัน โดยในงานวิจัยนี้ได้ใช้ข้อมูลที่สังเคราะห์ขึ้นเอง
และข้อมูลที่น ามาจากฐานข้อมูลมาตรฐาน KEEL และ UCI ซึ่งมีชุดข้อมูลที่น ามาทดสอบทั้งหมด 
21 ชุดข้อมูลเป็นข้อมูลสังเคราะห์ 13 ชุดข้อมูลและเป็นชุดข้อมูลจากฐานข้อมูลมาตรฐาน 8 ชุด
ข้อมูล ซึ่งใช้เกณฑ์ในการวัดประสิทธิภาพคือ TP rate, F-Measure, G-Means โดยสรุปแล้วเทคนิคที่
งานวิจัยนี้น าเสนอในการจ าแนกข้อมูลที่ไม่สมดุลมีประสิทธิภาพในการจ าแนกที่ดีส าหรับข้อมูล
สังเคราะห์ แต่เมื่อใช้ชุดข้อมูลจริงจากฐานข้อมูลกลับมีประสิทธิภาพต่ ากว่าการใช้ข้อมูลสังเคราะห์ 
 แนวคิดของวิทยานิพนธ์ฉบับนี้ใช้หลักการพื้นฐานเหมือนงานวิจัยของ Piyanoot et al. 




















ก ข ค ง จ ฉ ช ฌ* 
อัลกอริทึมที่เก่ียวข้อง         
Support Vector Machine         
Decision Tree        
DBSCAN        
RBF        
RBFN        
Genetic Algorithm         
K-Means         
Naïve Bayes         
KNN         
เสนออัลกอริทึมใหม่         
เทคนิคที่ใช้จัดการกับข้อมูล         
Over-Sampling         
Under-Sampling         
แบ่งข้อมูล 3 ส่วนด้วยเทคนิค Hausdorff         
แบ่งข้อมูล 2 ส่วนด้วยเทคนิค Euclidean        
มาตรวัดท่ีใช้วัดประสิทธิภาพของโมเดล         
Accuracy         
F-Measure         
G-Means         
TP Rate         
TN Rate         
วัตถุประสงค์ของการวิจัย         
เพื่อทดสอบประสิทธิภาพของโมเดล         
เพื่อทดสอบความถูกต้อง         
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คลาสส่วนน้อยที่มักจะจ าแนกได้ยาก โดยขอบเขตของการวิจัยจะใช้ข้อมูลประเภทตัวเลข และมี
คลาสเป้าหมายจ านวน 2 คลาส ซึ่งในบทนี้จะกล่าวถึงรายละเอียดวิธีการด าเนินการวิจัย และขั้นตอน
ต่าง ๆ ในงานวิจัย 
3.1  กรอบแนวคดิของกำรวจิัย 
 แนวคิดของงานวิจัยนี้เกิดจากการสังเกตลักษณะข้อมูลซึ่งโดยทั่วไปแล้วข้อมูลที่มีคลาส
เป้าหมาย 2 คลาสจะมีลักษณะของข้อมูลแสดงตัวอย่างดังรูปที่ 3.1 ซึ่งโดยทั่วไปแล้วข้อมูลจะเป็น
ข้อมูลที่ไม่สมดุล จากรูปที่ 3.1 คลาส A คือข้อมูลวงกลม และคลาส B คือจุดสีด า ซึ่งจะเห็นได้ว่าจะ
มีคลาสส่วนน้อย (A) และคลาสส่วนใหญ่ (B) โดยในรูปที่ 3.1 (ก) นั้นถ้าหากข้อมูลไม่มีการซ้อนทับ
กันของข้อมูลจะท าให้การจ าแนกนั้นมีประสิทธิภาพสูง ในทางกลับกันในรูปที่ 3.1 (ข) นั้นมีการ
ซ้อนทับกันของข้อมูลจึงท าให้ประสิทธิภาพในการจ าแนกข้อมูลต่ าลง ซึ่งคุณสมบัติของคลาสส่วน
ใหญ่นั้นจะบดบังคุณสมบัติของคลาสส่วนน้อยท าให้เกิดการจ าแนกผิดพลาด ดังนั้นผู้วิจัยจึงได้
ออกแบบกรอบแนวคิดของการวิจัยโดยแบ่งข้อมูลออกเป็นส่วนย่อยแสดงดังรูปที่ 3.2  
 
รูปที่ 3.1 แสดงตัวอย่างข้อมูลไม่สมดุล (ก) และ (ข) ที่มีคลาสซ้อนทับกัน
ก) ข้อมูลไม่สมดุลและคลาสไม่ซ้อนทับ ข) ข้อมูลไม่สมดุลและคลาสซ้อนทับ 
















รูปที่ 3.2 กรอบแนวคิดและขั้นตอนในการด าเนินการวิจัย 
 
 จากรูปที่ 3.2 แสดงรายละเอียดของกรอบแนวคิดและขั้นตอนในการด าเนินการวิจัย ซึ่ง 




Train / Test Splitting 
Overlapping Data Partitioning 









Overlapping Data Partitioning 
Train Data Test Data 
Non-Overlap Data Overlap Data Non-Overlap Data Overlap Data 
Overlap Model 
Non-Overlap Model 
















 3.1.1 ข้อมูลตัวอย่ำง (Data) 
ข้อมูลที่ใช้ในงานวิจัยจ าเป็นต้องเป็นข้อมูลตัวเลข เนื่องจากในขั้นตอนการแบ่ง
ข้อมูลออกเป็น 2 ส่วนคือข้อมูลส่วนที่มีการซ้อนทับ และข้อมูลที่ไม่มีการซ้อนทับกันนั้นมีขั้นตอน
การหาระยะห่างระหว่างข้อมูล และข้อมูลที่น ามาใช้จ าเป็นที่จะต้องเป็นข้อมูลที่ไม่มีข้อมูลสูญหาย 
หรือ Missing Value เพราะว่าข้อมูลดังกล่าวจะไม่สามารถหาระยะห่างระหว่างข้อมูลได้จ าเป็นต้อง
ท าการเตรียมข้อมูล (Pre-Processing) ให้เรียบร้อยก่อนน าข้อมูลมาใช้งาน โดยในตารางที่ 3.1 แสดง
ตัวอย่างข้อมูลที่พร้อมใช้งาน ซึ่งประกอบด้วยข้อมูลจ านวน  14 แถวและมี 4 แอตทริบิวต์คือ Id, X, 
Y และ Class ซึ่งมีคลาสเป้าหมาย 2 คลาสซึ่งอยู่ในแอตทริบิวต์ Class คือคลาส A และ B ในการใช้
งานข้อมูลจะไม่น าแอตทริบิต์ id มาใช้งานเนื่องจากเป็นแอตทริบิวต์ในการบอกหมายเลขข้อมูล
เท่านั้น จากข้อมูลในตารางที่ 3.1 สามารถแสดงเป็นรูปภาพชุดข้อมูลที่แสดงในรูปที่ 3.3 
 
ตารางที่ 3.1 แสดงข้อมูลตัวอย่าง 
Id X Y Class 
1 0 5 A 
2 4 5 A 
3 5 8 A 
4 2 3 A 
5 6 6 A 
6 8 5 A 
7 7 6 A 
8 5 5 B 
9 7 4 B 
10 11 7 B 
11 8 2 B 
12 9 5 B 
13 13 5 B 













รูปที่ 3.3 แสดงข้อมูลตัวอย่าง 
 
 จากรูปที่ 3.3 แสดงข้อมูลตัวอย่างจากตาราง 3.1 โดยมีรายละเอียดคือจุดกลมสีน้ าเงินคือ
ข้อมูลคลาส A และจุดกล่องสี่เหลี่ยมสีแดงคือข้อมูลคลาส B และตัวเลขก ากับในแต่ละจุดคือ Id ของ
ข้อมูลนั้น ๆ 
 
 3.1.2 กำรแยกข้อมูลฝึกสอนและข้อมูลทดสอบ (Train/Test Splitting) 
ในส่วนของขั้นตอนการแบ่งข้อมูลนั้นในงานวิจัยนี้จะท าการแบ่งข้อมูลออกเป็น 2 
ส่วนโดยวิธีการสุ่ม ซึ่งทั้ง 2 ส่วนที่แบ่งออกมาได้แก่ส่วนของข้อมูลฝึกสอน (Training Set) และ
ส่วนข้อมูลทดสอบ (Test Set) โดยจะใช้อัตราส่วนข้อมูลฝึกสอน 70% และข้อมูลทดสอบ 30% จาก
จ านวนข้อมูลทั้งหมด เมื่อใช้ข้อมูลตัวอย่างจากตารางที่ 3.1 ในการแบ่งข้อมูลแล้วจะได้ชุดข้อมูล















ตารางที่ 3.2 แสดงชุดข้อมูลฝึกสอน 
Id X Y Class 
1 0 5 A 
2 4 5 A 
3 5 8 A 
5 6 6 A 
6 8 5 A 
8 5 5 B 
9 7 4 B 
11 8 2 B 
12 9 5 B 

















ตารางที่ 3.3 แสดงชุดข้อมูลทดสอบ 
Id X Y Class 
4 2 3 A 
7 7 6 A 
10 11 7 B 




รูปที่ 3.5 แสดงชุดข้อมูลทดสอบ 
 
3.2  กำรแบ่งข้อมูลทีซ้่อนทบักนั (Overlapping Data Partitioning) 
 ในขั้นตอนการแบ่งข้อมูลที่ซ้อนทับกันและข้อมูลที่ไม่ซ้อนทับกันนั้นในงานวิจัยนี้ ใช้
เทคนิคการวัดระยะทางในการแบ่งข้อมูล ซึ่งใช้ 2 เทคนิคในการวัดระยะทางคือ Euclidean Distance 
และ Hausdorff Distance ซึ่งจะแสดงตัวอย่างการแบ่งข้อมูลทั้ง 2 เทคนิคโดยใช้ชุดข้อมูลฝึกสอน












3.2.1 กำรแบ่งข้อมูลทีซ้่อนทบักนัด้วยเทคนิค Euclidean Distance  
จากขั้นตอนวิธีการในรูปที่ 3.6 อันดับแรกท าการหาจุดกึ่งกลางข้อมูลในแต่ละคลาส
ซึ่งหาได้โดยการหาค่าเฉลี่ยในแต่ละแอตทริบิวต์ในกรณีที่เป็นคลาส A หาค่าเฉลี่ยแอตทริบิวต์ X 
คือ (0+4+5+6+8)/5 = 4.6 และค่าเฉลี่ยแอตทริบิวต์ Y คือ (5+5+6+8+5)/5 = 5.8 และคลาส B หา
ค่าเฉลี่ยแอตทริบิวต์ X คือ (5+7+8+9+13)/5 = 8.4 และค่าเฉลี่ยแอตทริบิวต์ Y คือ (5+4+2+5+5)/5 = 
4.2 ซึ่งแสดงรายละเอียดในตารางที่ 3.4  
 
รูปที่ 3.6 ขั้นตอนการแบ่งข้อมูลที่ซ้อนทับกัน 
ตารางที่ 3.4 แสดงจุดศูนย์กลางของชุดข้อมูลฝึกสอน 
X` Y` Class 
4.6 5.8 A 
8.4 4.2 B 
  
เมื่อได้จุดกึ่งกลางข้อมูลเรียบร้อยแล้วขั้นตอนต่อไปเป็นการค านวณระยะทางด้วยเทคนิค 
Euclidean Distance ซึ่งเมื่อค านวณแล้วจะได้ดังตารางที่ 3.5 ซึ่งค่า Din คือระยะห่างระหว่างข้อมูลใน
คลาสกับจุดกึ่งกลางคลาส ส่วน Dout คือระยะห่างระหว่างข้อมูลในคลาสกับจุดกึ่งกลางคลาสอ่ืน 
จากข้อมูลในตารางที่ 3.5 ค่า Din3 มีค่าเท่ากับ 3.79 ซึ่งสามารถแบ่งข้อมูลได้ดังรูปที่ 3.7 โดยในตาราง
ที่ 3.6 จะแสดงข้อมูลที่ซ้อนทับกัน และตารางที่ 3.7 จะแสดงข้อมูลที่ไม่ซ้อนทับกัน 
กำรแบ่งข้อมูลทีซ้่อนทบักนัด้วยเทคนิค Euclidean Distance 
ข้อมูลเข้ำ : ข้อมูลฝึกสอน 
ผลลพัธ์ : ข้อมูลที่มีการซ้อนทับ และ ข้อมูลที่ไม่มีการซ้อนทับ 
วธีิกำร :  
1. ท าการหาจุดกึ่งกลางข้อมูลในแต่ละคลาสโดยการหาค่าเฉลี่ยในแต่ละแอตทริบิวต์ 
2. ค านวณหาระยะห่างที่มากที่สุดระหว่างจุดกึ่งกลางในแต่ละคลาส (Din) กับข้อมูลใน
คลาสนั้น ๆ 
3. ก าหนดให้ Din3 เท่ากับค่าควอร์ไทล์ที่ 3 ของค่า Din 
4. ค านวณระระห่างระหว่างจุดกึ่งกลางคลาส กับข้อมูลคลาสอ่ืน  (Dout) ถ้าหากค่า
ระยะห่าง  Dout มีค่าน้อยกว่าหรือเท่ากับ Din3 จะถือว่าข้อมูลนั้นเป็นข้อมูลที่มีการ











ตารางที่ 3.5 แสดงการหาระยะห่างด้วยเทคนิค Euclidean Distance ด้วยข้อมูลฝึกสอน 
Id X Y X` Y`  Din Dout Class 
1 0 5 4.6 5.8 4.67 8.44 A 
2 4 5 4.6 5.8 1.00 4.47 A 
3 5 8 4.6 5.8 2.24 5.10 A 
5 6 6 4.6 5.8 1.41 3.00 A 
6 8 5 4.6 5.8 3.49 0.89 A 
8 5 5 8.4 4.2 3.49 0.89 B 
9 7 4 8.4 4.2 1.41 3.00 B 
11 8 2 8.4 4.2 2.24 5.10 B 
12 9 5 8.4 4.2 1.00 4.47 B 
















ตารางที่ 3.6 แสดงข้อมูลฝึกสอนที่ซ้อนทับกัน 
Id X Y Class 
5 6 6 A 
6 8 5 A 
8 5 5 B 
9 7 4 B 
 
ตารางที่ 3.7 แสดงข้อมูลฝึกสอนที่ไม่ซ้อนทับกัน 
Id X Y Class 
1 0 5 A 
2 4 5 A 
3 5 8 A 
11 8 2 B 
12 9 5 B 
13 13 5 B 
 
 หลังจากที่แบ่งการซ้อนทับกันของข้อมูลด้วยชุดข้อมูลฝึกสอนเรียบร้อยแล้ว น าค่า Din3 ซึ่ง
มีค่าเท่ากับ 3.79 และน าค่า X`, Y` มาใช้ในการแบ่งข้อมูลที่ซ้อนทับกันของข้อมูลทดสอบแสดงดัง
ตารางที่ 3.8 และรูปที่ 3.8 ส่วนในตารางที่ 3.9 แสดงชุดข้อมูลทดสอบที่ซ้อนทับกัน และในตารางที่ 
3.10 แสดงชุดข้อมูลทดสอบที่ไม่ซ้อนทับกัน 
 
ตารางที่ 3.8 แสดงการหาระยะห่างด้วยเทคนิค Euclidean Distance ด้วยข้อมูลทดสอบ 
Id X Y X` Y` Din3 Dout Class 
4 2 3 4.6 5.8 3.79 6.51 A 
7 7 6 4.6 5.8 3.79 2.28 A 
10 11 7 8.4 4.2 3.79 6.51 B 















รูปที่ 3.8 แสดงการหาข้อมูลที่ซ้อนทับและไม่ซ้อนทับกันด้วยข้อมูลทดสอบ 
 
ตารางที่ 3.9 ชุดข้อมูลทดสอบที่มีการซ้อนทับกัน 
Id X Y Class 
7 7 6 A 
14 6 4 B 
 
ตารางที่ 3.10 ชุดข้อมูลทดสอบที่ไม่มีการซ้อนทับกัน 
Id X Y Class 
4 2 3 A 
















3.2.2 กำรแบ่งข้อมูลทีซ้่อนทบักนัด้วยเทคนิค Hausdorff Distance 
ในการแบ่งข้อมูลที่ซ้อนทับด้วยเทคนิค Hausdorff Distance ใช้ชุดข้อมูลฝึกสอนจาก
ตารางที่ 3.2 และชุดข้อมูลทดสอบในตาราง 3.3  ซึ่งการแบ่งข้อมูลที่ซัอนทับกันด้วยเทคนิค 




รูปที่ 3.9 แสดงการแบ่งข้อมูลที่ซ้อนทับกันด้วยเทคนิค Hausdorff Distance 
 
 
กำรแบ่งข้อมูลทีซ้่อนทบักนัด้วยเทคนิค Hausdorff Distance 
ข้อมูลเข้ำ : ข้อมูลฝึกสอน 
ผลลพัธ์ : ข้อมูลที่มีการซ้อนทับ และ ข้อมูลที่ไม่มีการซ้อนทับ 
วธีิกำร :  
1. หาระยะห่างระหว่างข้อมูลทุกข้อมูลในคลาสที่หนึ่ง (P) กับข้อมูลทุกข้อมูลในคลาส
ที่สอง (N) 
2. หาระยะห่างที่น้อยที่สุดในแต่ละข้อมูลของคลาส  P ทุกข้อมูลในคลาส  N โดย
ก าหนดให้เป็นค่า Pmin 
3. หาค่าที่มากที่สุดของค่า Pmin โดยก าหนดให้เป็นค่า  dPmax ซึ่งจะได้จุดข้อมูลในคลาส 
P ที่มีระยะห่างที่มากที่สุดกับข้อมูลคลาส N ซึ่งก าหนดให้ข้อมูลนั้นคือ Ppoint 
4. หาระยะห่างที่น้อยที่สุดในแต่ละข้อมูลของคลาส  N กับทุกข้อมูลในคลาส P โดย
ก าหนดให้เป็นค่า Nmin 
5. หาค่าที่มากที่สุดของค่า Nmin โดยก าหนดให้เป็นค่า  dNmax ซึ่งจะได้จุดข้อมูลในคลาส 
N ที่มีระยะห่างที่มากที่สุดกับข้อมูลคลาส P ซึ่งก าหนดให้ข้อมูลนั้นคือ Npoint 
6. หาระยะห่างระหว่างข้อมูลทุกข้อมูลกับ Ppoint ถ้าหากมีค่าน้อยกว่าค่า dPmax จะถือว่า
เป็นข้อมูลที่ไม่ซ้อนทับ ถ้าหากมีค่ามากกว่าหรือเท่ากับค่า dPmax จะถือว่าเป็นข้อมูล
ซ้อนทับ 
7. หาระยะห่างระหว่างข้อมูลทุกข้อมูลกับ Npoint ถ้าหากมีค่าน้อยกว่าค่า dNmax จะถือว่า












 อันดับแรกท าการหาระยะห่างระหว่างข้อมูลคลาสแรก (P) และข้อมูลคลาสที่สอง (N) ซึ่ง
จะเป็นการค านวณระยะห่างของข้อมูล P ทีละข้อมูลเพื่อหาระยะห่างกับข้อมูลทุกข้อมูลในคลาส N 
โดยท าเช่นเดียวกันนี้ให้ครบทุกข้อมูลในคลาส P ซึ่งจะได้ระยะห่างระหว่างข้อมูลทุกข้อมูลของทั้ง
สองคลาสซึ่งแสดงได้ดังตารางที่ 3.11 
 
ตารางที่ 3.11 แสดงระยะห่างระหว่างข้อมูลระหว่างคลาส A และ B 
B(Id) 
A(Id) 
8 9 11 12 13 
1 5.00 7.07 8.54 9.00 13.00 
2 1.00 3.16 5.00 5.00 9.00 
3 3.00 4.47 6.71 5.00 8.54 
5 1.41 2.24 4.47 3.16 7.07 
6 3.00 1.41 3.00 1.00 5.00 
 
 เมื่อได้ระยะห่างระหว่างข้อมูลของทั้งสองคลาสเรียบร้อยแล้วต่อไปเป็นการหาค่า Pmin ซึ่ง
สามารถหาได้จากตารางที่ 3.11 โดยสามารถแสดงได้ดังตารางที่ 3.12 ซึ่งมีทั้งหมด 6 ค่าแล้วท าการ
หาค่า Pmax ซึ่งเป็นค่าที่มากที่สุดของค่า Pmin ซึ่งในที่นี้คือ 5.00 โดยมีข้อมูลที่มี id เท่ากับ 1 เป็น Ppoint 
 ต่อไปเป็นการหาค่า Nmin ซึ่งท าเช่นเดียวกันกับการหาค่า Pmin เพียงแต่เปลี่ยนคลาสเท่านั้น 
ซึ่งแสดงได้ดังตารางที่ 3.13 ซึ่งมีทั้งหมด 6 ค่าแล้วท าการหาค่า Nmax ซึ่งมีค่าเท่ากับ 5.00 โดยมีข้อมูล
ที่มี Id เท่ากับ 13 เป็น Npoint 
 
ตารางที่ 3.12 แสดงค่า Pmin  
B(Id) 
A(Id) 
8 9 11 12 13 
1 5.00 7.07 8.54 9.00 13.00 
2 1.00 3.16 5.00 5.00 9.00 
3 3.00 4.47 6.71 5.00 8.54 
5 1.41 2.24 4.47 3.16 7.07 












ตารางที่ 3.13 แสดงค่า Nmin  
B(Id) 
A(Id) 
8 9 11 12 13 
1 5.00 7.07 8.54 9.00 13.00 
2 1.00 3.16 5.00 5.00 9.00 
3 3.00 4.47 6.71 5.00 8.54 
5 1.41 2.24 4.47 3.16 7.07 
6 3.00 1.41 3.00 1.00 5.00 
 
 เมื่อท าการหาค่าที่ต้องการได้ครบแล้วต่อไปเป็นการหาข้อมูลที่ซ้อนทับและไม่ซ้อนทับ
โดยการหาระยะทางของข้อมูลทั้งหมดกับข้อมูล Ppoint และข้อมูล Npoint แล้วท าการหาค่าที่น้อยกว่า
ค่า dPmax และ dNmax ซึ่งมีค่าเท่ากับ 5.00 แสดงในตารางที่ 3.14 แสดงข้อมูลซ้อนทับและไม่ซ้อนทับ
ได้ดังรูปที่ 3.9 
 
ตารางที่ 3.14 แสดงข้อมูลที่ซ้อนทับและข้อมูลที่ไม่ซ้อนทับ 
Id 1 2 3 5 6 8 9 11 12 13 
1 0.00 4.00 5.83 6.08 8.00 5.00 7.07 8.54 9.00 13.00 
13 13.00 9.00 8.54 7.07 5.00 8.00 6.08 5.83 4.00 0.00 
 
 จากรูปที่ 3.10 ซึ่งแสดงข้อมูลที่ซ้อนทับและไม่ซ้อนทับกันโดยข้อมูลที่ซ้อนทับกันนั้น
เป็นข้อมูลที่อยู่นอกวงกลมทั้งสองซึ่งได้แก่ข้อมูล Id = 3,5,6,8,9,11 และข้อมูลที่ไม่ซ้อนทับกัน
ได้แก่ข้อมูล Id = 1,2,12,13 
 จากรูปที่ 3.11 แสดงข้อมูลที่ซ้อนทับและไม่ซ้อนทับบนข้อมูลทดสอบ ปรากฏว่ามีข้อมูล





























ใช้มาตรวัดระยะทาง 3 มาตรวัดได้แก่ Euclidean, City Block และ Mahalanobis  
 
 3.3.1 มำตรวดัระยะทำงแบบ Euclidean 
มาตรวัดระยะทางแบบ Euclidean เป็นมาตรวัดระยะทางที่วัดระยะทางระหว่างจุด 2 
จุดโดยระยะทางที่ได้จะเป็นระยะทางที่สั้นที่สุด โดยการค านวนแสดงดังสมการ (3-1) 
 





 โดยที่ D1 คือระยะทางที่ได้จากมาตรวัดระยะทางแบบ Euclidean 
 x คือ เวกเตอร์ของจุดที่ 1 ( x = (x1 ,x2 … , xn) ) 
 y คือ เวกเตอร์ของจุดที่ 2 ( y = (y1 ,y2 … , yn) ) 
 n คือ จ านวนมิติของข้อมูล 
 
 3.3.2 มำตรวดัระยะทำงแบบ City Block 
มาตรวัดระยะทางแบบ City Block เป็นมาตรวัดระยะทางที่วัดระยะทางระหว่าง 2 
จุด โดยระยะทางที่ได้จะเป็นระยะทางที่ได้จากการจ าลองการเดินทางในเมืองจากจุดที่ 1 ไปจุดที่ 2 
ว่าต้องใช้ระยะทางทั้งหมดกี่ Block ซึ่งสามารถหาระยะทางได้จากสมการ (3-2) 
 





โดยที่ D2 คือระยะทางที่ได้จากมาตรวัดระยะทางแบบ City Block 
 x คือ เวกเตอร์ของจุดที่ 1 ( x = (x1 ,x2 … , xn) ) 
 y คือ เวกเตอร์ของจุดที่ 2 ( y = (y1 ,y2 … , yn) ) 











 3.3.3 มำตรวดัระยะทำงแบบ Mahalanobis 
มาตรวัดระยะทางแบบ Mahalanobis เป็นมาตรวัดระยะทางที่วัดระยะทางระหว่าง 2 
จุด โดยระยะทางที่ได้จะเป็นระยะทางรวมที่ได้จากการเฉลี่ยระยะทางในแต่ละมิติของข้อมูล
สามารถค านวนได้จากสมการ (3-3) 
  







โดยที่ D3 คือระยะทางที่ได้จากมาตรวัดระยะทางแบบ Mahalanobis 
 x คือ เวกเตอร์ของจุดที่ 1 ( x = (x1 ,x2 … , xn) ) 
 y คือ เวกเตอร์ของจุดที่ 2 ( y = (y1 ,y2 … , yn) ) 
 n คือ จ านวนมิติของข้อมูล 

















3.4.1 กำรเรียนรู้โมเดลในกำรจ ำแนก (Learning) 
ส าหรับขั้นตอนนี้จะเป็นการใช้อัลกอริทึมส าหรับจ าแนกประเภทข้อมูลซึ่ งใน
งานวิจัยนี้ได้เลือกใช้อัลกอริทึมซัพพอร์ตเวกเตอร์แมชชีนในการสร้างโมเดลในการจ าแนกประเภท
ข้อมูลซึ่งในขั้นตอนนี้จะได้โมเดลในการจ าแนกข้อมูล 2 โมเดลด้วยกันโดยเกิดจากการใช้ชุดข้อมูล
ฝึกสอนที่มีการซ้อนทับกันของข้อมูล และชุดข้อมูลฝึกสอนที่ไม่มีการซ้อนทับกันของข้อมูล 
 
 3.4.2 กำรทดสอบประสิทธิภำพของโมเดล (Model Evaluation) 
ในขั้นตอนนี้จะเป็นการทดสอบประสิทธิภาพของโมเดลในการจ าแนกประเภท
ข้อมูล 2 โมเดลที่ได้จากชุดข้อมูลฝึกสอน 2 ชุดคือชุดข้อมูลฝึกสอนที่มีการซ้อนทับกันของข้อมูล 
และชุดข้อมูลที่ไม่มีการซ้อนทับกันของข้อมูล ซึ่งการทดสอบประสิทธิภาพก็ใช้ชุดข้อมูล 2 ชุด
ข้อมูลในการทดสอบประสิทธิภาพในการจ าแนกเช่นเดียวกัน คือชุดทดสอบที่มีการซ้อนทับกันของ
ข้อมูล และชุดทดสอบที่ไม่มีการซ้อนทับกันของข้อมูล ซึ่งจะวัดประสิทธิภาพโดยการใช้ความ
แม่นย าในการจ าแนก (Accuracy) เป็นตัวชี้วัดประสิทธิภาพ 
จากตัวอย่างข้อมูลที่ใช้อธิบายในช่วงต้นของบทที่ 3 เมื่อน าข้อมูลฝึกสอนและข้อมูล
ทดสอบท าการวัดประสิทธิภาพในการจ าแนกข้อมูลด้วยอัลกอริทึมซัพพอร์ตเวกเตอร์แมชชีนจะได้
ประสิทธิภาพแสดงดังรูปที่ 3.12 จะเห็นได้ว่าถ้าหากท าการสร้างโมเดลด้วยข้อมูลฝึกสอนโดยไม่มี
การแบ่งข้อมูลซ้อนทับและไม่ซ้อนทับกันนั้นจะท าให้ได้ประสิทธิภาพในการจ าแนกที่ต่ ากว่าการ














รูปที่ 3.12 แสดงประสิทธิภาพการจ าแนกของข้อมูลตัวอย่าง 
 
 3.4.3 กำรพยำกรณ์ข้อมูลในอนำคต 
ส าหรับการจ าแนกประเภทข้อมูลในอนาคตนั้น จะต้องมีโมเดลในการจ าแนก
ประเภทของข้อมูลประเภทนั้น ๆ ซึ่งได้จากการใช้ข้อมูลประเภทดังกล่าวในการฝึกสอนเพื่อที่จะได้
โมเดลในการจ าแนกประเภทข้อมูล หลังจากนั้น จึงน าข้อมูลในอนาคตที่เป็นข้อมูลประเภทเดียวกัน
มาใช้กับโมเดลที่ได้สร้างไว้แล้ว ซึ่งเทคนิคการจ าแนกประเภทข้อมูลในงานวิจัยนี้จะท าการแบ่ง
ข้อมูลออกเป็น 2 ส่วนคือ ข้อมูลที่ซ้อนทับกัน และข้อมูลที่ไม่ซ้อนทับกัน เพื่อใช้กับโมเดลจ าแนก
ประเภทข้อมูล 2 โมเดลได้แก่ โมเดลส าหรับข้อมูลที่ซ้อนทับกัน และโมเดลส าหรับข้อมูลที่ไม่






A 1 1 
B 1 1 
Accuracy (2/4) = 50% 
 
SVM (Euclidean) 
 Overlap Non-Overlap 
Predict 
Actual 
A B A B 
A 1 0 1 0 
B 0 1 0 1 
Accuracy 100% 100% 
Total (4/4) = 100% 
 
ก) ไม่มีการแบ่งข้อมูล 
ข) แบ่งข้อมูลด้วยวิธี Euclidean ข) แบ่งข้อมูลด้วยวิธี Hausdorff 
SVM (Hausdorff) 
 Overlap Non-Overlap 
Predict 
Actual 
A B A B 
A 1 0 1 0 
B 0 1 0 1 
Accuracy 100% 100% 












3.5  เคร่ืองมอืทีใ่ช้ในกำรวจิัย 
 เคร่ืองมือที่ใช้ในการพัฒนางานวิจัยนี้ ประกอบด้วย 
  1) เคร่ืองคอมพิวเตอร์ส าหรับพัฒนา มีรายละเอียดดังนี้ 
 หน่วยประมวลผลกลาง : AMD FX 8320 
 หน่วยความจ าส ารอง : 120GB 
 หน่วยความจ าหลัก : 8GB 
2) ระบบปฏิบัติการและโปรแกรมประยุกต์ส าหรับการพัฒนา ประกอบด้วย 
 ระบบปฏิบัติการ : Windows 7 Ultimate Service Pack 1 64bits 












 เนื้อหาในส่วนของบทที่ 4 นี้จะเป็นการทดสอบและอภิปรายผลของการใช้เทคนิคการ
จ าแนกประเภทข้อมูลส่วนน้อยบนข้อมูลที่ไม่สมดุลด้วยวิธีการแบ่งข้อมูล ซึ่งในการแบ่งข้อมูลนั้น
จะท าการแบ่งข้อมูลออกเป็น 2 ส่วนคือ ส่วนที่ข้อมูลซ้อนทับกัน และส่วนที่ข้อมูลไม่ซ้อนทับกัน 
เพื่อใช้ข้อมูลทั้งสองส่วนในการสร้างโมเดลในการจ าแนกข้อมูลโดยจะได้โมเดลในการจ าแนก
ข้อมูล 2 โมเดลเช่นเดียวกัน ส าหรับเนื้อหาในบทนี้จะประกอบด้วยการเตรียมข้อมูลส าหรับการ
ทดสอบ การออกแบบวิธีการทดสอบ ผลการทดสอบประสิทธิภาพ และอภิปรายผล 
4.1 การเตรียมข้อมูลส าหรับการทดสอบ 
 ส าหรับข้อมูลที่ใช้ในงานวิจัยของวิทยานิพนธ์ฉบับนี้เพื่อวัดความแม่นในการจ าแนก
ข้อมูลส่วนน้อยจากข้อมูลส่วนใหญ่ จะใช้ข้อมูลที่มี 2 คลาส และข้อมูลทุกชุดข้อมูลที่ใช้จะเป็น
ข้อมูลตัวเลขทั้งหมด ซึ่งชุดข้อมูลที่ใช้ในงานวิทยานิพนธ์นี้จะใช้ข้อมูล 2 ชนิดได้แก่ ชุดข้อมูล
สังเคราะห์ และชุดข้อมูลจริงจากแหล่งข้อมูลมาตรฐาน โดยมีรายละเอียดดังต่อไปนี้ 
 4.1.1 ชุดข้อมูลสังเคราะห์จากโปรแกรม 
 ข้อมูลสังเคราะห์ที่ใช้ในงานวิทยานิพนธ์ฉบับนี้จะเป็นข้อมูลที่ได้จากการสังเคราะห์
ด้วยโปรกรม MATLAB2013b ซึ่งจะสังเคราะห์ชุดข้อมูลตัวเลขโดยมีคุณลักษณะ (Attributes) 3 
คุณลักษณะและมีคลาสเป้าหมาย 2 คลาสเท่านั้น ซึ่งจะมีการก าหนดกระจายตัวของข้อมูล การ
ซ้อนทับของข้อมูล และจ านวนข้อมูลในแต่ละคลาสเป้าหมาย โดยรายละเอียดของข้อมูลสังเคราะห์















ค่าความแปรปรวน จ านวนตัวอย่าง 
IR OR 
Majority Minority Majority Minority Total 
D1 [10 10 10; 
11 12 12] 
[2 0 0; 
0 2 0; 
0 0 2] 
[0.5 0 0; 
0 0.5 0; 
0 0 0.5] 
868 132 1000 6.58 39.99 
D2 [10 10 10; 
11 12 12] 
[2 0 0; 
0 2 0; 
0 0 2] 
[1 0 0; 
0 1 0; 
0 0 1] 
868 132 1000 6.58 51.32 
D3 [10 10 10; 
11 12 12] 
[2 0 0; 
0 2 0; 
0 0 2] 
[2 0 0; 
0 2 0; 
0 0 2] 
868 132 1000 6.58 65.97 
 
 
ก) ชุดข้อมูล D1 
 












ข) ชุดข้อมูล D2 
 
ค) ชุดข้อมูล D3 
 
รูปที่ 4.1 แสดงคุณลักษณะของชุดข้อมูงสังเคราะห์จากโปรแกรม D1 ถึง D3 (ต่อ) 
 
 4.1.2 ชุดข้อมูลจากแหล่งข้อมูลมาตรฐาน 
 ข้อมูลจริงที่ใช้ในงานวิทยานิพนธ์ฉบับนี้เป็นข้อมูลจริงที่ได้มาจากแหล่งข้อมูล
มาตรฐาน Keel Repository (http://www.keel.es/datasets.php) ซึ่งได้น ำข้อมูลมำใช้ทั้งหมดจ ำนวน 7 
















Majority Minority Total 
Haberman 3 225 81 306 2.78 89.86 
Liver 6 200 145 345 1.38 65.27 
Pima 8 500 268 768 1.87 85.03 
Page-Blocks 10 444 28 472 15.86 49.65 
Vehicle1 18 629 217 846 2.90 69.96 
Vehicle3 18 634 212 846 2.99 71.69 
German 24 700 300 1000 2.33 98.45 
 
4.2 การออกแบบวธิีทดสอบ 
 ในการออกแบบวิธีทดสอบส าหรับเทคนิคการจ าแนกประเภทข้อมูลส่วนน้อยบนข้อมูลที่
ไม่สมดุลด้วยวิธีการแบ่งข้อมูลนั้นสามารถท าได้โดยน าข้อมูลไม่สมดุลแบ่ง 70% เป็นชุดข้อมูล
ฝึกสอนและ 30% เป็นข้อมูลทดสอบ หลังจากนั้นท าการหารูปแบบการแบ่งข้อมูลฝึกสอนออกเป็น 
2 ส่วนคือข้อมูลที่ซ้อนทับ และข้อมูลที่ไม่ซ้อนทับ ด้วยการแบ่งข้อมูลที่ซ้อนทับกันด้วยเทคนิค 
Euclidean Distance เมื่อได้ข้อมูลที่ซ้อนทับ และข้อมูลที่ไม่ซ้อนทับเรียบร้อยแล้วจึงท าการสร้าง
โมเดลในการจ าแนกข้อมูลจากข้อมูลทั้งสองส่วนด้วยอัลกอริทึม SVM ซึ่งจะได้ 2 โมเดลในการ
จ าแนกนั่นคือ โมเดลในการจ าแนกข้อมูลที่ซ้อนทับ และโมเดลในการจ าแนกข้อมูลที่ไม่ซ้อนทับ 
ซึ่งในการทดสอบความแม่นในการจ าแนกข้อมูล จะใช้รูปแบบในการแบ่งข้อมูลจากข้อมูลฝึกสอน
มาแบ่งข้อมูลทดสอบออกเป็น 2 ชุดคือ ชุดข้อมูลทดสอบข้อมูลที่ซ้อนทับ และข้อมูลทดสอบข้อมูล
ที่ไม่ซ้อนทับเพื่อทดสอบความแม่นในการจ าแนกข้อมูลทั้ง 2 โมเดลสามารถแสดงภาพรวมการ




















รูปที่ 4.2 การออกแบบวิธีการทดสอบประสิทธิภาพในการจ าแนก 
 
 จากรูปที่ 4.2 ในการวัดความแม่นในการจ าแนกจะใช้มาตรวัดทั้งหมด 5 มาตรวัดได้แก่ 
Accuracy, TP Rate, TN Rate, F*(F-Measure), G*(G-Means) ซึ่ งมาตรวัดทั้ ง  5 มาตรวัดจะเป็น




Train / Test Splitting 
Overlapping Data Partitioning 









Overlapping Data Partitioning 
Train Data (70%) Test Data (30%) 
Non-Overlap Data Overlap Data Non-Overlap Data Overlap Data 
Overlap Model 
Non-Overlap Model 

















 4.2.1 การทดสอบประสิทธิภาพ 
การทดสอบประสิทธิภาพในการจ าแนกประเภทข้อมูล  ในงานวิจัยนี้สนใจ
ประสิทธิภาพในการจ าแนกประเภทข้อมูลส่วนน้อย จึงได้ก าหนดให้ Positive หมายถึงคลาสของ
ข้อมูลส่วนน้อย และ Negative คือคลาสของข้อมูลส่วนมาก ดังนั้น TP Rate คือ ประสิทธิภาพใน
การจ าแนกข้อมูลส่วนน้อย และ TN Rate คือ ประสิทธิภาพในการจ าแนกข้อมูลส่วนมาก จากรูปที่ 
4.3 ซึ่งเป็น Confusion Matrix ที่เป็นตัวอย่างในการค านวนประสิทธิภาพของโมเดลโดยสามารถ
ค านวนได้ดังต่อไปนี้ 
TP Rate สูตรในการค านวนคือ TP / (TP+FN) แทนค่าแล้วจะได้ 68/(68+22) ซึ่งมีค่า
เท่ากับ 0.7556 หรือ 75.56% แสดงว่าโมเดลนี้มีประสิทธิภาพในการจ าแนกข้อมูลส่วนน้อย 75.56%  
TN Rate สูตรในการค านวนคือ TN / (TN+FP) เมื่อแทนค่าแล้วจะได้ 148/(148+62) 
ซึ่งมีค่าเท่ากับ 0.7047 หรือ 70.47% แสดงว่าโมเดลนี้มีประสิทธิภาพในการจ าแนกข้อมูลส่วนมาก 
70.47%  
G* สูตรในการค านวนคือ  √𝑇𝑃 𝑅𝑎𝑡𝑒 • 𝑇𝑁 𝑅𝑎𝑡𝑒 เมื่ อแทนค่ าแล้ วจะได้  
√0.7556 • 0.7047 ซึ่งมีค่าเท่ากับ 0.7297 หรือ 72.97% นั่นหมายความว่าโมเดลนี้มีความแม่น
เฉลี่ยในการจ าแนกข้อมูลส่วนน้อยและข้อมูลส่วนมากเท่ากับ 72.97% 
F* สูตรในการค านวนคือ (2  * TP Rate * Precision) / (TP Rate + Precision) เมื่อ
แทนค่าแล้วจะได้ (2 * 0.7556 * 0.5230) / (0.7556 + 0.5230) ซึ่งมีค่าเท่ากับ 0.6181 หรือ 61.81% 
นั้นหมายความว่าโมเดลนี้ความแม่นเฉลี่ยในการจ าแนกข้อมูลส่วนน้อยเท่ากับ 61.81%  
Accuracy สูตรในการค านวนคือ (TP+TN) / (TP+TN+FN+FP) เมื่อแทนค่าแล้วจะ
ได้ (68+148) / (68+148+22+62) มีค่าเท่ากับ 0.72 หรือ 72% แสดงว่าโมเดลนี้มีความแม่นในการ
จ าแนกประเภทข้อมูลเท่ากับ 72% 
 




Positive 68 (TP) 22 (FN) 














 จากการออกแบบวิธีทดสอบประสิทธิภาพ ซึ่งในงานวิจัยในวิทยานิพนธ์ฉบับนี้ ได้ใช้ชุด
ข้อมูลตัวเลขทั้งหมด 10 ชุดข้อมูล โดยเป็นข้อมูลที่ได้จากการสังเคราะห์จ านวน 3 ชุดข้อมูลและ
ข้อมูลจริงที่น ามาจากฐานข้อมูลมาตรฐานจ านวน 7 ชุดข้อมูล ซึ่งจะใช้มาตรวัดในการวัดระยะห่าง
ทั้งหมด 3 มาตรวัดได้แก่ Euclidean, City Block และ Mahalanobis เมื่อใช้ข้อมูลทดสอบในการแบ่ง
ข้อมูลเป็นชุดข้อมูลที่ซ้อนทับและชุดข้อมูลที่ไม่ซ้อนทับด้วยการวัดระยะแบบ Euclidean จะ
สามารถแสดงได้ดังตารางที่ 4.3 ส่วนการวัดระยะห่างแบบ City Block จะสามารถแสดงได้ดังตาราง




ตารางที่ 4.3 แสดงข้อมูลทดสอบที่ได้จากการแบ่งด้วยการวัดระยะแบบ Euclidean  
ชุดข้อมูล 
Ovelap Non-Overlap Total 
Maj Min Total Maj Min Total Maj Min 
D1 14 12 26 246 28 274 260 40 
D2 36 12 48 224 28 252 260 40 
D3 72 9 81 188 31 219 260 40 
Haberman 48 17 65 19 7 26 67 24 
Liver 46 35 81 14 8 22 60 33 
Pima 122 33 155 28 47 75 150 80 
Page-Blocks 31 3 34 102 5 107 133 8 
Vehicle1 124 41 165 65 24 89 189 65 
Vehicle3 140 36 176 50 28 78 190 64 
















ตารางที่ 4.4 แสดงข้อมูลทดสอบที่ได้จากการแบ่งด้วยการวัดระยะแบบ City Block  
ชุดข้อมูล 
Ovelap Non-Overlap Total 
Maj Min Total Maj Min Total Maj Min 
D1 19 12 31 241 28 269 260 40 
D2 33 14 47 227 26 253 260 40 
D3 80 12 92 180 28 208 260 40 
Haberman 50 17 67 17 7 24 67 24 
Liver 48 35 73 12 8 20 60 43 
Pima 119 30 149 31 50 81 150 80 
Page-Blocks 26 3 29 107 5 112 133 8 
Vehicle1 125 42 167 64 23 87 189 65 
Vehicle3 134 37 171 56 27 83 190 64 
German 156 59 215 54 31 85 210 90 
 
ตารางที่ 4.5 แสดงข้อมูลทดสอบที่ได้จากการแบ่งด้วยการวัดระยะแบบ Mahalanobis  
ชุดข้อมูล 
Ovelap Non-Overlap Total 
Maj Min Total Maj Min Total Maj Min 
D1 20 2 22 240 38 278 260 40 
D2 62 2 64 198 38 236 260 40 
D3 63 8 71 197 32 229 260 40 
Haberman 49 17 66 18 7 25 67 24 
Liver 48 26 74 12 17 29 60 43 
Pima 68 40 108 82 40 122 150 80 
Page-Blocks NA NA NA NA NA NA NA NA 
Vehicle1 126 13 139 63 52 115 189 65 
Vehicle3 121 6 127 69 58 127 190 64 












 หลังจากนั้นได้ท าการวัดประสิทธิภาพในการจ าแนกประเภทข้อมูลด้วยอัลกอริทึม SVM 
ซึ่งใช้ kernel ทั้งหมด 3 kernel ได้แก่ Linear, Polynomial, Radial Basis Function (RBF) โดยจะใช้
มาตรวัดทั้งหมด 5 มาตรวัดได้แก่ TP Rate, G*, F*, Accuracy, TN Rate ซึ่งจะแสดงประสิทธิภาพ
ในการจ าแนกประเภทข้อมูลดังตารางที่ 4.6 – 4.10 
 
ตารางที่ 4.6 แสดงค่า TP Rate ที่ได้จากชุดข้อมูลทดสอบ 
ชุดข้อมูล 
Euclidean CityBlock Mahalanobis 
Linear Poly RBF Linear Poly RBF Linear Poly RBF 
D1 92.50 87.50 95.00 90.00 95.00 85.00 100 100 100 
D2 87.50 80.00 82.50 80.00 82.50 80.00 97.50 97.50 95.00 
D3 87.50 82.50 87.50 85.00 72.50 85.00 87.50 82.50 87.50 
Haberman 66.67 50.00 62.50 45.83 50.00 58.33 54.17 50.00 58.33 
Liver 74.42 58.14 48.84 69.77 65.21 55.81 74.42 55.81 65.12 
Pima 81.25 55.00 61.25 77.50 60.00 67.50 80.00 56.25 76.25 
Page-Blocks 100 100 62.50 100 100 62.5 NA NA NA 
Vehicle1 86.15 69.23 56.92 84.62 67.69 53.85 83.08 78.46 67.69 
Vehicle3 92.19 71.88 56.25 93.75 70.31 56.25 85.94 81.25 76.56 























ตารางที่ 4.7 แสดงค่า G* ที่ได้จากชุดข้อมูลทดสอบ 
ชุดข้อมูล 
Euclidean CityBlock Mahalanobis 
Linear Poly RBF Linear Poly RBF Linear Poly RBF 
D1 92.60 90.06 94.61 91.15 94.61 90.41 88.58 99.03 99.42 
D2 88.36 86.82 87.27 86.82 88.17 86.11 90.62 92.87 91.67 
D3 85.85 85.80 88.74 86.34 80.78 86.52 87.02 87.08 89.12 
Haberman 70.53 58.59 66.21 61.34 58.59 63.97 66.68 54.64 60.47 
Liver 69.55 59.88 60.52 68.20 63.37 65.41 71.31 58.67 89.88 
Pima 75.77 64.65 70.00 72.24 67.53 72.25 81.65 67.92 79.39 
Page-Blocks 97.72 98.87 79.06 97.72 99.25 79.06 NA NA NA 
Vehicle1 82.41 77.74 70.71 83.03 77.80 70.21 78.45 85.23 80.29 
Vehicle3 87.28 78.77 70.31 87.17 79.32 70.31 78.14 84.51 84.69 
German 70.31 63.47 23.51 68.88 62.99 10.54 66.9 60.55 10.52 
 
ตารางที่ 4.8 แสดงค่า F* ที่ได้จากชุดข้อมูลทดสอบ 
ชุดข้อมูล 
Euclidean CityBlock Mahalanobis 
Linear Poly RBF Linear Poly RBF Linear Poly RBF 
D1 77.08 74.47 81.72 75.00 81.72 80.95 58.82 94.12 96.39 
D2 67.96 73.56 70.97 73.56 75.00 70.33 65.00 71.56 70.37 
D3 60.34 65.35 69.31 64.15 61.05 64.76 63.64 70.21 70.71 
Haberman 56.14 42.11 50.85 46.81 42.11 48.28 53.06 38.01 44.44 
Liver 66.67 54.95 53.16 64.52 59.57 59.26 68.09 53.33 65.12 
Pima 68.78 55.00 61.64 64.92 58.54 64.29 75.74 59.21 73.05 
Page-Blocks 72.73 84.21 76.92 72.73 88.89 76.92 NA NA NA 
Vehicle1 69.57 67.16 59.20 70.97 68.22 60.34 64.29 78.46 74.58 
Vehicle3 75.64 67.65 58.54 75.00 69.77 58.54 63.22 74.82 78.40 













ตารางที่ 4.9 แสดงค่า Accuracy ที่ได้จากชุดข้อมูลทดสอบ 
ชุดข้อมูล 
Euclidean CityBlock Mahalanobis 
Linear Poly RBF Linear Poly RBF Linear Poly RBF 
D1 92.67 92.00 94.33 92.00 94.33 94.67 81.33 98.33 99.00 
D2 89.00 92.33 91.00 92.33 92.67 91.00 86.00 89.67 89.33 
D3 84.67 88.33 89.67 87.33 87.67 87.67 86.67 90.67 90.33 
Haberman 72.53 63.74 68.13 72.53 63.74 67.03 74.73 57.14 61.54 
Liver 68.93 60.19 64.08 67.96 63.11 67.96 70.87 59.22 70.87 
Pima 74.35 68.70 73.48 70.87 70.43 73.91 82.17 73.04 80.43 
Page-Blocks 95.74 97.87 97.87 95.74 98.58 97.87 NA NA NA 
Vehicle1 80.71 82.68 79.92 82.28 83.86 81.89 76.38 88.98 88.19 
Vehicle3 85.04 82.68 79.92 84.25 84.65 79.92 74.80 86.22 89.37 
German 70.00 69.67 71.33 69.33 69.67 70.33 67.00 70.00 70.00 
 
ตารางที่ 4.10 แสดงค่า TN Rate ที่ได้จากชุดข้อมูลทดสอบ 
ชุดข้อมูล 
Euclidean CityBlock Mahalanobis 
Linear Poly RBF Linear Poly RBF Linear Poly RBF 
D1 92.69 92.69 94.23 92.31 94.23 96.15 78.46 98.08 98.85 
D2 89.23 94.23 92.31 94.23 94.23 92.69 84.23 88.46 88.46 
D3 84.23 59.23 90.00 87.69 90.00 88.08 86.54 91.92 90.77 
Haberman 74.63 68.66 70.15 82.09 68.66 70.15 82.09 59.70 62.69 
Liver 65.00 61.67 75.00 66.67 61.67 76.67 68.33 61.67 75.00 
Pima 70.67 76.00 80.00 67.33 76.00 77.33 83.33 82.00 82.67 
Page-Blocks 95.47 97.74 100 95.49 98.5 100 NA NA NA 
Vehicle1 78.84 87.30 87.83 81.48 89.42 91.53 74.07 92.59 95.24 
Vehicle3 82.63 86.32 87.89 81.05 89.47 87.89 71.05 87.89 93.68 












 เมื่อได้ประสิทธิภาพในการจ าแนกประเภทข้อมูล เรียบร้อยแล้วได้น าผลลัพธ์ไป
เปรียบเทียบกับงานวิจัย Piyanoot et al. (2015) ซึ่งจะเปรียบเทียบประสิทธิภำพในกำรจ ำแนกข้อมูล
ด้วย 3 มำตรวัดได้แก่ TP Rate, G* และ F* เนื่องจำกค่ำ TN Rate และ Accuracy ในงำนวิจัยที่ใช้ใน
กำรเปรียบเทียบไม่ได้ระบุไว้จึงใช้เพียง 3 มำตรวัดดังกล่ำว โดยจะใช้ประสิทธิภำพของกำรจ ำแนก
ประเภทข้อมูลด้วยกำรวัดแบบ Euclidean โดยใช้อัลกอริทึม SVM kernel คือ Linear kernel ซึ่งให้
ผลลัพธ์ดีที่สุด ซึ่งสำมำรถแสดงได้ดังตำรำงที่ 4.11-4.13 และรูปที่ 4.4-4.6 
 
ตำรำงที่ 4.11 แสดงกำรเปรียบเทียบประสิทธิภำพกำรจ ำแนกประเภทข้อมูล 
ชุดข้อมูล 
SVM (linear) Piyanoot et al. (2015) วิทยานิพนธ์ฉบับนี้ 
TPR G* F* TPR G* F* TPR G* F* 
Haberman 33.33 55.09 42.11 54.32 71.03 62.41 66.67 70.53 56.14 
Liver 53.49 61.19 54.76 65.52 68.68 64.19 74.42 69.55 66.67 
Pima 57.5 69.5 61.33 59.06 71.12 63.58 81.25 75.77 68.78 
Page-Blocks 87.5 91.41 66.67 59.19 71.86 58.90 100 97.72 72.73 
Vehicle1 78.46 74.03 58.96 47.57 65.06 53.09 86.15 82.41 69.57 
Vehicle3 84.38 77.71 62.79 45.38 62.56 48.73 92.19 87.28 75.64 
German 66.67 66.19 54.05 54.32 67.26 57.42 71.11 70.31 58.72 
 
ตำรำงที่ 4.12 แสดงกำรเปรียบเทียบประสิทธิภำพกำรจ ำแนกประเภทข้อมูลด้วยวิธีสุ่มข้อมูล 
ชุดข้อมูล 
Random Undersampling Random Oversampling วิทยานิพนธ์ฉบับนี้ 
TPR G* F* TPR G* F* TPR G* F* 
Haberman 38.27 58.35 49.21 65.36 78.29 75.48 66.67 70.53 56.14 
Liver 6.21 24.60 11.32 11.45 40.43 27.66 74.42 69.55 66.67 
Pima 54.85 70.65 63.91 52.99 68.99 61.61 81.25 75.77 68.78 
Page-Blocks 50.00 70.71 66.67 94.75 97.23 97.14 100 97.72 72.73 
Vehicle1 18.43 42.73 30.42 10.14 31.72 18.03 86.15 82.41 69.57 
Vehicle3 8.49 28.98 15.49 5.66 23.72 10.53 92.19 87.28 75.64 












ตารางที่ 4.13 แสดงค่าเฉลี่ยของแต่ละมาตรวัดของชุดข้อมูลจริง 
มาตรวัด 
Euclidean CityBlock Mahalanobis 
Linear Poly RBF Linear Poly RBF Linear Poly RBF 
TP Rate 81.68 65.21 50.55 77.04 66.33 50.76 74.05 61.22 57.51 
G* 79.08 71.71 62.90 76.94 72.69 61.68 73.86 68.59 67.54 
F* 66.89 60.27 52.96 64.57 62.48 52.83 63.20 58.58 56.29 
Accuracy 78.19 75.08 76.39 77.57 76.29 76.99 74.33 72.43 76.73 
TN Rate 76.68 79.26 85.77 77.73 80.19 86.22 74.34 77.39 84.80 
 
จากตารางที่ 4.13 TP Rate คือ ความแม่นย าในการจ าแนกประเภทข้อมูลส่วนน้อย, TN 
































































 จากผลการทดสอบประสิทธิภาพการจ าแนกประเภทข้อมูลที่แสดงข้างต้น ซึ่งเป็นการ
ทดสอบประสิทธิภาพในการจ าแนกข้อมูลทั้งหมด 10 ชุดข้อมูล โดยแบ่งเป็นชุดข้อมูลสังเคราะห์
จ านวน 3 ชุดข้อมูล และข้อมูลจริงจากฐานข้อมูลมาตรฐานจ านวน 7 ชุดข้อมูล ซึ่งในงานวิจัยนี้จะ
มุ่งเน้นในการจ าแนกข้อมูลส่วนน้อยให้ถูกต้องมากที่สุด โดยที่จ าแนกข้อมูลส่วนมากได้อย่างมี
ประสิทธิภาพเช่นเดียวกัน จากผลการทดสอบสามารถสรุปได้ดังต่อไปนี้ 
 
 4.4.1 อภิปรายผลชุดข้อมูลสังเคราะห์ 
 ชุดข้อมูลสังเคราะห์ทั้ง 3 ชุดที่สังเคราะห์ขึ้นมานั้นมีจุดกึ่งกลางของแต่ละคลาสที่
ต าแหน่งเดียวกันแต่แตกต่างกันที่การกระจายตัวของข้อมูลส่วนน้อยเท่านั้น ซึ่งท าให้การซ้อนทับ 
(OR) ไม่เท่ากันโดยที่ชุดข้อมูล D1, D2 และ D3 มีค่าซ้อนทับเท่ากับ 39.99, 51.32 และ 65.97 
ตามล าดับ จากผลการทดสอบประสิทธิภาพในการจ าแนกประเภทข้อมูลจากตารางที่ 4.6 นั้นท าให้
ทราบว่า ชุดข้อมูลที่มีการซ้อนทับกันของข้อมูลที่มีค่าน้อย จะสามารถจ าแนกประเภทข้อมูลได้
แม่นย ากว่าชุดข้อมูลที่มีการซ้อนทับกันของข้อมูลที่มีค่ามาก และส าหรับชุดข้อมูลสังเคราะห์การวัด
ระยะแบบ Mahalanobis และ SVM RBF kernel ให้ผลลัพธ์ในการจ าแนกข้อมูลดีที่สุด 
 
4.4.2 อภิปรายผลชุดข้อมูลจากฐานข้อมูลมาตรฐาน 
 ชุดข้อมูลที่น าข้อมูลมาจากฐานข้อมูลมาตรฐานนั้นเป็นข้อมูลตัวเลขทั้งหมด โดยใน
งานวิจัยนี้ได้น าข้อมูลจากฐานข้อมูลมาตรฐานมาทั้งหมดจ านวน 7 ข้อมูล ได้แก่ Haberman, Liver, 
Pima, Page-Blocks, Vehicle1, Vehicle3 และ German ซึ่งชุดข้อมูลแต่ละชุดข้อมูลมีรายละเอียด
แสดงดังตารางที่ 4.2 และได้ท าการแบ่งข้อมูลด้วยการวัดระยะ 3 แบบคือ Euclidean, City Block 
และ Mahalanobis โดยแสดงรายละเอียดดังตารางที่ 4.3 - 4.5 ซึ่งข้อมูล Page-Blocks ในการวัด
ระยะทางแบบ Mahalanobis นั้นไม่สามารถท าได้เนื่องจากจ านวนข้อมูลส่วนน้อยในชุดข้อมูล
ทดสอบมีจ านวน 8 ข้อมูล ซึ่งมีจ านวนน้อยกว่าคุณสมบัติ (Attributes)ของชุดข้อมูลซึ่งมี  10 
คุณสมบัติ ท าให้ไม่สามารถหาระยะห่างระหว่างข้อมูลของชุดข้อมูล Page-Blocks ได้ 
 จากผลการทดสอบ TP Rate จากตารางที่ 4.6 ซึ่งเป็นค่าที่บ่งบอกถึงประสิทธิภาพใน
การจ าแนกประเภทข้อมูลส่วนน้อย นั้นสามารถสรุปได้ว่าการแบ่งข้อมูลด้วยการวัดระยะแบบ 
Euclidean นั้นให้ประสิทธิภาพในการจ าแนกประเภทพข้อมูลส่วนน้อยได้ดีที่สุด  โดยใช้ SVM 
Linear kernel ในการจ าแนกประเภทข้อมูล ซึ่งชุดข้อมูลที่สามารถจ าแนกประเภทข้อมูลได้ดีที่สุด











ข้อมูลได้ต่ าที่สุดคือ Haberman โดยมีค่า TP Rate เท่ากับ 66.67% ซึ่งเมื่อเทียบกับงานวิจัยที่น ามา
เปรียบเทียบในตารางที่ 4.11 แล้วจะเห็นได้ว่าค่า TP Rate ที่ได้จากงานวิจัยของวิทยานิพนธ์ฉบับนี้มี
ค่าสูงกว่างานวิจัยที่น ามาเปรียบเทียบทุกชุดข้อมูล 
 จากผลการทดสอบ G* จากตารางที่ 4.7 ซึ่งเป็นค่าความแม่นเฉลี่ยของการจ าแนก
ประเภทข้อมูลส่วนน้อยและข้อมูลส่วนมาก สามารถสรุปได้ว่าการใช้การวัดระยะแบบ Euclidean 
และใช้ SVM Linear kernel ในการจ าแนกประเภทข้อมูลนั้นให้ผลลัพธ์ดีที่สุดโดยจากตารางที่ 4.13 
มีค่าเฉลี่ยของค่า G* ของชุดข้อมูลจริงทั้งหมด 7 ชุดข้อมูลมีค่าเท่ากับ 79.08% โดยเมื่อเปรียบเทียบ
กับงานวิจัยที่น ามาเปรียบเทียบในตารางที่ 4.11 แล้วจะเห็นได้ว่าค่า G* ที่ได้จากงานวิจัยของ
วิทยานิพนธ์ฉบับนี้มีค่าสูงกว่างานวิจัยที่น ามาเปรียบเทียบทุกชุดข้อมูล 
 จากผลการทดสอบ F* จากตารางที่ 4.8 ซึ่งเป็นค่าความแม่นเฉลี่ยของการจ าแนก
ประเภทข้อมูลส่วนน้อย โดยสามารถสรุปได้ว่าการใช้การวัดระยะห่างแบบ Euclidean และใช้ SVM 
Linear kernel ในการจ าแนกประเภทข้อมูลให้ผลลัพธ์ที่ดีที่สุด ซึ่งจากตารางที่ 4.13 ค่าเฉลี่ยของค่า 
F* ของข้อมูลจริงทั้ง 7 ชุดข้อมูลมีค่าเท่ากับ 66.89% เมื่อน าค่า F* มาเปรียบเทียบกับงานวิจัยที่น ามา
เปรียบเทียบในตารางที่ 4.11 แล้วจะเห็นได้ว่าค่า F* ที่ได้จากงานวิจัยของวิทยานิพนธ์ฉบับนี้มีค่าสูง
กว่างานวิจัยที่น ามาเปรียบเทียบเกือบทุกชุดข้อมูล ยกเว้นชุดข้อมูล Haberman เท่านั้น 
 จากผลการทดสอบค่า Accuracy จากตารางที่ 4.9 ซึ่งเป็นค่าความแม่นในการจ าแนก
ประเภทข้อมูลโดยรวมของแต่ละชุดข้อมูล นั้นสามารถสรุปได้ว่าการใช้วิธีวัดระยะห่างแบบ 
Euclidean และใช้ SVM Linear kernel ในการจ าแนกประเภทข้อมูลให้ผลลัพธ์ที่ดีที่สุดโดยมีค่าเฉลี่ย
ของข้อมูลจริงทั้ง 7 ชุดข้อมูลเท่ากับ 78.19% ดังแสดงในตารางที่  4.13 ซึ่งในงานวิจัยที่น ามา
เปรียบเทียบไม่ได้ระบุค่า Accuracy ไว้จึงไม่สามารถน าไปเปรียบเทียบได้ 
 จากผลการทดสอบค่า TN Rate จากตารางที่ 4.10 ซึ่งเป็นค่าความแม่นในการจ าแนก
ประเภทข้อมูลส่วนมาก สามารถสรุปจากตารางที่ 4.13 ได้ว่าวิธีวัดระยะห่างแบบ Cityblock และใช้ 
SVM RBF kernel นั้นให้ผลลัพธ์ที่ดีที่สุดคือมีค่าเฉลี่ยของค่า TN Rate ของชุดข้อมูลจริงทั้ง 7 ชุด
ข้อมูลมีค่าเท่ากับ 86.22% ซึ่งในงานวิจัยที่น ามาเปรียบเทียบไม่ได้ระบุค่า TN Rate จึงไม่สามารถท า
การเปรียบเทียบความแตกต่างได้ 
 จากผลการเปรียบเทียบในตารางที่  4.11 ซึ่งเป็นการเปรียบเทียบประสิทธิภาพของ
งานวิจัยนี้กับการใช้ SVM Linear kernel จ าแนกประเภทข้อมูลโดยไม่มีการแบ่งข้อมูลส่วนย่อย และ












 จากผลการเปรียบเทียบในตารางที่ 4.12 ซึ่งเป็นการเปรียบเทียบประสิทธิภาพของ
งานวิจัยนี้และเทคนิคการสุ่มเพิ่ม (Random Oversampling) และเทคนิคการสุ่มลด (Random 
Undersampling) โดยน าผลมาจากงานวิจัยของ Piyanoot et al. (2015) จะสามารสรุปได้ว่าวิธีการที่
งานวิจัยนี้น าเสนอมานั้นส่วนมากแล้วให้ประสิทธิภาพในการจ าแนกข้อมูลที่ดีกว่าเทคนิคการสุ่ม 
 จากผลการทดสอบค่าความแม่นย าในการจ าแนกประเภทข้อมูลด้วยมาตรวัด 5 
มาตรวัดที่กล่าวมาข้างต้นสามารถสรุปได้ว่าการใช้วิธีการแบ่งข้อมูลด้วยวิธีการวัดระยะแบบ 
Euclidean โดยใช้ SVM Linear kernel เป็นวิธีการที่ดีที่สุดในการจ าแนกประเภทข้อมูลส่วนน้อยบน
ข้อมูลที่ไม่สมดุล ซึ่งการใช้การวัดระยะแบบ Euclidean ในการแบ่งข้อมูลนั้นเป็นวิธีที่แบ่งข้อมูลที่
ซ้อนทับ และไม่ซ้อนทับ ออกจากกันได้ดีที่สุด เนื่องจาก เมื่อท าการแบ่งข้อมูลที่ซ้อนทับ และไม่
ซ้อนทับ แล้วน าข้อมูลไปสร้างโมเดลเพื่อทดสอบประสิทธิภาพในการจ าแนกแล้วให้ผลลัพธ์ที่ดี
ที่สุด ดังนั้นสิ่งที่ท าให้งานวิจัยนี้มีประสิทธิภาพในการจ าแนกที่ดีนั้นมาจากการแบ่งข้อมูลที่ซ้อนทับ 
และข้อมูลที่ไม่ซ้อนทับ ออกจากกันได้อย่างมีประสิทธิภาพ จึงท าให้โมเดลที่ได้มีประสิทธิภาพที่ดี
ตามไปด้วย โดยวิธีการแบ่งข้อมูลด้วยการวัดระยะแบบ Euclidean จะท าให้การแบ่งข้อมูลที่ซ้อนทับ 
และข้อมูลที่ไม่ซ้อนทับที่ใกล้เคียงกับความจริงมากที่สุด และเมื่อน ามาใช้กับ SVM Linear kernel 
ซึ่งเป็นอัลกอริทึมในการจ าแนกประเภทข้อมูลที่ใช้สมการเชิงเส้นเป็นพื้นฐานในการจ าแนก
ประเภทข้อมูลด้วยแล้วท าให้ประสิทธิภาพที่ได้ดีกว่าการใช้ SVM kernel อ่ืน ๆ และ 
 เมื่อเปรียบเทียบกับงานวิจัยของ Piyanoot et al. (2015) แล้วสิ่งที่แตกต่ำงกันคือใน
งำนวิจัยของ Piyanoot นั้นจะเป็นกำรใช้วิธีกำรแบ่งข้อมูลด้วยกำรวัดระยะแบบ Hausdorff และแบ่ง
ข้อมูลออกเป็น 3 ส่วนคือ ส่วนที่ซ้อนทับ ส่วนขอบ และส่วนที่ไม่ซ้อนทับ และใช้อัลกอริทึมในกำร
จ ำแนกข้อมูลในแต่ละส่วนที่แตกต่ำงกัน แต่ในงำนวิจัยนี้จะใช้กำรแบ่งข้อมูลด้วยกำรวัดระยะแบบ 
Euclidean และแบ่งข้อมูลออกเป็น 2 ส่วนคือ ส่วนที่ซ้อนทับ และส่วนที่ไม่ซ้อนทับ  และใช้
อัลกอริทึมในกำรจ ำแนกเพียงอัลกอริทึมเดียวคือ SVM Linear kernel โดยสิ่งที่ท ำให้ประสิทธิภำพ
ในกำรจ ำแนกที่แตกต่ำงกันคือกำรใช้กำรแบ่งข้อมูลด้วยกำรวัดระยะแบบ Hausdorff นั้นจะไม่ได้
ข้อมูลที่ซ้อนทับกันที่ใกล้เคียงควำมเป็นจริง โดยจะมีข้อมูลที่ไม่ซ้อนทับกันบำงส่วนเข้ำไปปะปน
กับข้อมูลที่ซ้อนทับกันท ำให้ประสิทธิภำพในกำรจ ำแนกที่ได้ไม่ดีเท่ำที่ควร ซึ่งในงำนวิจัยนี้ใช้กำร
แบ่งข้อมูลด้วยกำรวัดระยะแบบ Euclidean จะท ำให้กำรแบ่งข้อมูลที่ซ้อนทับ และข้อมูลที่ไม่















ความรู้ใหม่ได้จากการท าเหมืองข้อมูล เพื่อน าความรู้ใหม่ไปใช้ประโยชน์ในด้านต่าง ๆ เช่น การท า
เหมืองข้อมูลกับข้อมูลสภาพอากาศ เพื่อพยากรณ์สภาพอากาศในอนาคต หรือ การท าเหมืองข้อมูล
กับข้อมูลการซื้อสินค้า เพื่อจัดโปรโมชั่นสินค้า หรือการสั่งส ารองสินค้าเพื่อที่สินค้าจะไม่ขาดตลาด 
เป็นต้น ซึ่งในปัจจุบันข้อมูลที่จัดเก็บบางข้อมูลจะเป็นข้อมูลที่ไม่สมดุล คือมีข้อมูลบางชนิดมี
จ านวนมาก และข้อมูลอีกชนิดมีจ านวนน้อย ยกตัวอย่างเช่น ข้อมูลการผลิตชิ้นส่วนรถยนต์ซึ่งข้อมูล
ของชิ้นส่วนที่ปกติจะมีจ านวนมากกว่าข้อมูลของชิ้นส่วนที่ผิดปกติหรือเสียหาย ซึ่งข้อมูลชนิดนี้คือ
ข้อมูลไม่สมดุล โดยในปัจจุบันการท าเหมืองข้อมูลโดยใช้ข้อมูลไม่สมดุลนั้นสามารถท าได้ยาก
เนื่องจาก คุณสมบัติของข้อมูลส่วนใหญ่จะบดบังคุณสมบัติของข้อมูลส่วนน้อย ซึ่งท าให้การท า
เหมืองข้อมูลด้วยการจ าแนกประเภทข้อมูลนั้นมีประสิทธิภาพในการจ าแนกข้อมูลส่วนน้อยต่ า ซึ่ง
ได้มีการแก้ไขปัญหานี้ด้วยวิธีการต่าง ๆ เช่น การลดข้อมูลส่วนมากโดยให้มีจ านวนข้อมูลใกล้เคียง
กับข้อมูลส่วนน้อย หรือจะเป็นการเพิ่มข้อมูลส่วนน้อยให้มีปริมาณข้อมูลใกล้เคียงกับข้อมูล
ส่วนมาก หรืออาจจะใช้ทั้งสองวิธีทั้งวิธีการเพิ่มข้อมูลส่วนน้อย และการลดข้อมูลส่วนมาก โดยให้
มีปริมาณที่ใกล้เคียงกัน ซึ่งงานวิจัยในบางงานก็จะมุ่งเน้นไปที่การพัฒนาอัลกอริทึมในการจ าแนก
ข้อมูลโดยมีการปรับค่าน้ าหนักเพื่อเพิ่มประสิทธิภาพในการจ าแนกข้อมูลส่วนน้อยให้เพิ่มขึ้น  โดย
การใช้วิธีดังกล่าวก็สามารถเพิ่มประสิทธิภาพในการจ าแนกข้อมูลส่วนน้อยได้ แต่ยังไม่ดีเท่าที่ควร 
ดังนั้นวัตถุประสงค์ของงานวิจัยของวิทยานิพนธ์ฉบับนี้คือการเพิ่มประสิทธิภาพในการ
จ าแนกข้อมูลส่วนน้อย และท าการเปรียบเทียบประสิทธิภาพในการจ าแนกกับงานวิจัยอ่ืน โดย
วิธีการที่น าเสนอในวิทยานิพนธ์ฉบับนี้คือ เทคนิคการจ าแนกประเภทข้อมูลบนข้อมูลไม่สมดุลด้วย
วิธีการแบ่งข้อมูล โดยวิธีการแบ่งข้อมูลที่ใช้ในงานวิจัยนี้จะแบ่งข้อมูลออกเป็น 2 กลุ่มคือ กลุ่ม
ข้อมูลที่ไม่ซ้อนทับกัน และกลุ่มข้อมูลที่ซ้อนทับกัน ซึ่งในการแบ่งข้อมูลนั้นจะใช้การวัดระยะ 3 
แบบคือ Euclidean, City Block และ Mahalanobis โดยข้อมูลทั้งสองกลุ่มจะถูกน าไปสร้างเป็น
โมเดลในการจ าแนกข้อมูลด้วยอัลกอริทึมซัพพอร์ตเวกเตอร์แมชชีน (SVM) ซึ่งจะใช้ kernel 
ทั้งหมด 3 kernel ได้แก่ Linear, Polynomial และ Radial Basis Function (RBF) โดยในแต่ละชุด











กัน และโมเดลส าหรับจ าแนกประเภทข้อมูลที่ไม่ซ้อนทับกัน ซึ่งในการทดสอบประสิทธิภาพด้วย
ข้อมูลทดสอบก็จะท าการแบ่งข้อมูลออกเป็น 2 กลุ่มข้อมูลเช่นกัน โดยจะใช้รูปแบบในการแบ่ง
ข้อมูลที่ได้จากการแบ่งข้อมูลฝึกสอน หลังจากนั้นจึงใช้ข้อมูลทั้งสองกลุ่มทดสอบประสิทธิภาพของ
โมเดลในการจ าแนก ซึ่งประสิทธิภาพในการจ าแนกประเภทข้อมูลแต่ละชุดข้อมูลที่น ามาทดสอบ
นั้นจะเป็นประสิทธิภาพโดยรวมจากโมเดลจ าแนกประเภทข้อมูลทั้งสองโมเดล 
5.1 สรุปผลการวจิัย 
 จากผลการทดสอบประสิทธิภาพในการจ าแนกข้อมูลที่แสดงในบทที่ 4 นั้นซึ่งได้ใช้ข้อมูล
ไม่สมดุล 2 ชนิดคือชุดข้อมูลสังเคราะห์จ านวน 3 ชุดข้อมูลและชุดข้อมูลจริงที่น ามาจากฐานข้อมูล
มาตรฐานจ านวน 7 ชุดข้อมูลสามารถสรุปได้ดังต่อไปนี้ 
 1.  จากผลการทดสอบประสิทธิภาพการจ าแนกข้อมูลสังเคราะห์ซึ่งแต่ละชุดข้อมูลมีการ
กระจายตัวของข้อมูลส่วนน้อยที่แตกต่างกัน โดยสามารถสรุปได้ว่าถ้าหากชุดข้อมูลที่มีการกระจาย
มากจะท าให้เกิดการซ้อนทับของข้อมูลที่มากขึ้นด้วยท าให้ประสิทธิภาพในการจ าแนกประเภท
ข้อมูลส่วนน้อยนั้นมีความแม่นย าในการจ าแนกต่ า กว่าชุดข้อมูลที่มีการซ้อนทับกันของข้อมูลที่
น้อยกว่า ซึ่งวิธีการวัดระยะห่างที่ท าให้มีประสิทธิภาพในการจ าแนกข้อมูลส่วนน้อยที่ดีที่สุดคือวิธี
วัดระยะห่างแบบ Mahalanobis ซึ่งใช้ SVM RBF kernel ในการจ าแนกประเภทข้อมูล 
 2. จากผลการทดสอบประสิทธิภาพในการจ าแนกข้อมูลจริงจากข้อมูลมาตรฐานจ านวน 
7 ชุดข้อมูลนั้นสามารถสรุปได้ว่า วิธีการแบ่งข้อมูลนั้นสามารถช่วยเพิ่มประสิทธิภาพในการจ าแนก
ประเภทข้อมูลส่วนน้อยได้อย่างมีประสิทธิภาพ โดยจากการเปรียบเทียบประสิทธิภาพในการ
จ าแนกกับงานวิจัยของ Piyanoot และคณะ (2015) ผลปรากฏว่าค่า TP Rate, G-Means และค่า F-
Measure นั้นทุกชุดข้อมูลให้ประสิทธิภาพในการจ าแนกข้อมูลส่วนน้อยที่มากกว่า มีเพียงค่า F-
Measure ของชุดข้อมูล Haberman เท่านั้นที่มีค่าน้อยกว่างานวิจัยที่น ามาเปรียบเทียบ ซึ่งข้อมูล 
Haberman นั้นมีค่าความซ้อนทับของข้อมูล  (OR) เท่ ากับ 89.86% และมีจ านวนคุณสมบัติ  
(Attribute) เท่ากับ 3 คุณสมบัติ เมื่อท าการจ าแนกประเภทข้อมูลส่วนน้อยแล้วได้ค่า TP Rate เท่ากับ 
66.67% ส่วนข้อมูล German นั้นมีค่าความซ้อนทับของข้อมูลเท่ากับ 98.45% และมีจ านวน
คุณสมบัติเท่ากับ 24 คุณสมบัติ โดยเมื่อท าการจ าแนกประเภทข้อมูลมีค่า TP Rate เท่ากับ 71.11% 
ซึ่งอาจจะเกิดจากข้อมูล Haberman นั้นมีค่าการซ้อนทับกันที่มากและยังมีค่าคุณสมบัติของข้อมูลที่












ที่น้อยจะท าให้ประสิทธิภาพในการจ าแนกประเภทข้อมูลที่ต่ ากว่า ชุดข้อมูลที่มีค่าความซ้อนทับที่
น้อย และจ านวนคุณสมบัติที่มาก 




การวัดระยะทางแบบ Euclidean และสมการเชิงเส้นในการจ าแนกประเภทข้อมูลซึ่งก็คือ SVM 
Linear kernel ในการจ าแนกประเภทข้อมูล ท าให้สามารถเพิ่มประสิทธิภาพในการจ าแนกประเภท
ข้อมูลได้ และการแบ่งข้อมูลซ้อนทับ และข้อมูลไม่ซ้อนทับให้ผลดีกว่าการไม่แบ่งข้อมูลซึ่งผล









เพิ่มประสิทธิภาพในการจ าแนกประเภทข้อมูลได้ดียิ่งขึ้น ส่วนการน าเทคนิคการจ าแนกประเภท
ข้อมูลส่วนน้อยบนข้อมูลไม่สมดุลด้วยวิธีการแบ่งข้อมูลไปใช้ประโยชน์นั้นสามารถน าไปใช้ในการ
จ าแนกข้อมูลที่ต้องการโดยที่สิ่งที่สินใจจะจ าแนกนั้นมีจ านวนข้อมูลน้อยเมื่อเทียบกับข้อมูลทั้งหมด 
ยกตัวอย่างเช่น การจ าแนกผลิตภัณฑ์ที่เสียหายจากการผลิต ออกจากข้อมูลการผลิต ซึ่งข้อมูลการ
ผลิตข้อมูลส่วนมากจะเป็นข้อมูลผลิตภัณฑ์ที่มีคุณภาพดี และมีผลิตภัณฑ์ที่เสียหายเป็นข้อมูลส่วน
น้อย แต่สนใจที่จะจ าแนกผลิตภัณฑ์ที่เสียหายเพื่อน าไปปรับปรุงกระบวนการผลิต โดยปัญหาใน
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function [Xtr, Xts, ytr, yts] = imbalanced( X, y, MulVal) 
 close all; 
clc; 
%% ท ำกำรแบ่งข้อมูล train 70% test 30% 
[ Xtr, Xts, ytr, yts ] = TrainTestSplit( X, y, 0.7); 
%% ท ำกำรจ ำแนกประเภทข้อมูลด้วยวิธีวัดแบบต่ำง ๆ 
DistMethod = ['euclidean']; 
overlap( Xtr, Xts, ytr, yts, DistMethod, 1); 
DistMethod = [cityblock]; 
overlap( Xtr, Xts, ytr, yts, DistMethod, 1); 
DistMethod = ['mahalanobis']; 
overlap( Xtr, Xts, ytr, yts, DistMethod, 1); 
end 
 
function [ Xtr, Xts, ytr, yts ] = TrainTestSplit( X, y, TrainPercen) 
%% ก ำหนดคลำสเป้ำหมำย 
Class = unique(y); 
yClassA = strcmp(y,Class(1)); 
yClassB = strcmp(y,Class(2)); 
disp(['Instances == ',num2str(size(X,1))]); 
disp(['NumClass == ',num2str(size(Class,1))]); 
disp(['Class : ',char(Class(1)),' have ',num2str(sum(yClassA))]); 
disp(['Class : ',char(Class(2)),' have ',num2str(sum(yClassB))]); 
XcA = X(yClassA,:); 
XcB = X(yClassB,:); 
ycA = y(yClassA); 














%% แบ่งข้อมูล train และ test ของคลำสที่ 1 
indA = randperm(length(ycA)); 
splA = round(length(ycA)*TrainPercen); 
lenA = length(ycA); 
XtrA = XcA(indA(1:splA), :); 
XtsA = XcA(indA(splA+1:lenA), :); 
ytrA = ycA(indA(1:splA)); 
ytsA = ycA(indA(splA+1:lenA)); 
  
%% แบ่งข้อมูล train และ test ของคลำสที่ 2 
indB = randperm(length(ycB)); 
splB = round(length(ycB)*TrainPercen); 
lenB = length(ycB); 
XtrB = XcB(indB(1:splB), :); 
XtsB = XcB(indB(splB+1:lenB), :); 
ytrB = ycB(indB(1:splB)); 
ytsB = ycB(indB(splB+1:lenB)); 
  
%% รวมข้อมูลทั้งสองคลำสเป็นชุดข้อมูล Train และ Test 
Xtr = [XtrA; XtrB]; 
Xts = [XtsA; XtsB]; 
ytr = [ytrA; ytrB]; 
yts = [ytsA; ytsB]; 
  
disp(['Train : ',num2str(size(Xtr,1)),' ',char(Class(1)),':',num2str(size(XtrA,1)),' | 
',char(Class(2)),':',num2str(size(XtrB,1))]); 















function [  ] = overlapV1( Xtr, Xts, ytr, yts, DistMethod, MulVal) 
disp(['Distance Method == ',DistMethod]); 
disp(['MulVal == ', num2str(MulVal)]); 
%% ก ำหนดคลำสในฟังก์ชัน 
Class = unique(ytr); 
yClassA = strcmp(ytr,Class(1)); 
yClassB = strcmp(ytr,Class(2)); 
yClassAts = strcmp(yts,Class(1)); 
yClassBts = strcmp(yts,Class(2)); 
  
%% ก ำหนดข้อมูล Train 
XcA = Xtr(yClassA,:); 
XcB = Xtr(yClassB,:); 
ycA = ytr(yClassA); 
ycB = ytr(yClassB); 
  
%% ก ำหนดข้อมูล Test 
XcAts = Xts(yClassAts,:); 
XcBts = Xts(yClassBts,:); 
ycAts = yts(yClassAts); 
ycBts = yts(yClassBts); 
 
%% ค ำนวนข้อมูลที่ซ้อนทับและข้อมูลที่ไม่ซ้อนทับบนข้อมูล Train  
%% ค ำนวนกำรซ้อนทับในคลำส B 
pointXtrA = mean(XcA); 
calDistA = quantile(sort(pdist2(XcA,pointXtrA,DistMethod)),0.75); 
DistA = calDistA*MulVal; 
DistBonA = pdist2(XcB,pointXtrA,DistMethod); 
indPureB = DistBonA > DistA; 











yPureB = ycB(indPureB,:); 
XOverB = XcB(~indPureB,:); 
yOverB = ycB(~indPureB,:); 
  
%% ค ำนวนกำรซ้อนทับในคลำส A  
pointXtrB = mean(XcB); 
calDistB = quantile(sort(pdist2(XcB,pointXtrB,DistMethod)),0.75); 
DistB = calDistB*MulVal; 
DistAonB = pdist2(XcA,pointXtrB,DistMethod); 
indPureA = DistAonB > DistB; 
XPureA = XcA(indPureA,:); 
yPureA = ycA(indPureA,:); 
XOverA = XcA(~indPureA,:); 
yOverA = ycA(~indPureA,:); 
  
%% ข้อมูลที่ซ้อนทับกันและไม่ซ้อนทับกันของทั้งสองคลำสของข้อมูล Train 
XPureTr = [XPureA; XPureB]; 
XOverTr = [XOverA; XOverB]; 
yPureTr = [yPureA; yPureB]; 
yOverTr = [yOverA; yOverB]; 
  
%% ค ำนวนข้อมูลที่ซ้อนทับและข้อมูลที่ไม่ซ้อนทับบนข้อมูล Test 
%% ค ำนวนกำรซ้อนทับในคลำส B 
DistBonAts = pdist2(XcBts,pointXtrA,DistMethod); 
indPureBts = DistBonAts > DistA; 
XPureBts = XcBts(indPureBts,:); 
yPureBts = ycBts(indPureBts,:); 
XOverBts = XcBts(~indPureBts,:); 












%% ค ำนวนกำรซ้อนทับในคลำส A  
DistAonBts = pdist2(XcAts,pointXtrB,DistMethod); 
indPureAts = DistAonBts > DistB; 
XPureAts = XcAts(indPureAts,:); 
yPureAts = ycAts(indPureAts,:); 
XOverAts = XcAts(~indPureAts,:); 
yOverAts = ycAts(~indPureAts,:); 
  
%% ข้อมูลที่ซ้อนทับกันและไม่ซ้อนทับกันของทั้งสองคลำสของข้อมูล Test 
XPureTs = [XPureAts; XPureBts]; 
XOverTs = [XOverAts; XOverBts]; 
yPureTs = [yPureAts; yPureBts]; 
yOverTs = [yOverAts; yOverBts]; 
  
%% ท ำกำรสร้ำงโมเดลและแสดงผลลัพธ์ 
nCa = sum(yClassA); 
nCb = sum(yClassB); 
if (nCa < nCb) choseC = 1; else choseC = 2; end; 























function [] = printResult( XPure, XOver, yPure, yOver, XPure1, XOver1, yPure1, yOver1, 
choseC ) 
mi = statset('MaxIter',500000); 
 
%% สร้ำงโมเดลด้วย SVM Linear Kernel 
disp ('############ Linear ############'); 
disp ('------------ Over ------------'); 
 
%% สร้ำงโมเดลด้วยข้อมูลที่ซ้อนทับกัน 
cl = svmtrain(XOver,yOver,'Kernel_Function', 'linear','option',mi); 
predict = svmclassify(cl,XOver); 
predict = svmclassify(cl,XOver1); 
cfmts = confusionmat(yOver1,predict); 
tmp1 = cfmts; 
tst = cfmts(1,1)+cfmts(2,2); 
tsf = cfmts(1,2)+cfmts(2,1); 
accts = tst/(tst+tsf); 
disp ('Test Metric'); 
disp ([num2str(cfmts)]); 
disp (['Test accuracy = ',num2str(tst),' or ',num2str(round(accts*10000)/100),'%']); 
disp (['TP Rate Class 1 = ',num2str(cfmts(1,1)),' or 
',num2str(round((cfmts(1,1)/(cfmts(1,1)+cfmts(1,2)))*10000)/100),'%']); 
disp (['TP Rate Class 2 = ',num2str(cfmts(2,2)),' or 
',num2str(round((cfmts(2,2)/(cfmts(2,1)+cfmts(2,2)))*10000)/100),'%']); 
disp (' '); 
%% สร้ำงโมเดลด้วยข้อมูลที่ไม่ซ้อนทับกัน 
disp ('------------ Pure ------------'); 
if (length(unique(yPure))>1 && ~isempty(yPure1)) 











    predict = svmclassify(cl,XPure); 
    predict = svmclassify(cl,XPure1); 
    if (length(unique(yPure1))>1) 
        cfmts = confusionmat(yPure1,predict); 
        tmp1 = tmp1 + cfmts; 
        tst = cfmts(1,1)+cfmts(2,2); 
        tsf = cfmts(1,2)+cfmts(2,1); 
        accts = tst/(tst+tsf); 
        disp ('Test Metric'); 
        disp ([num2str(cfmts)]); 
        disp (['Test accuracy = ',num2str(tst),' or ',num2str(round(accts*10000)/100),'%']); 
        disp (' '); 
        disp ('$$$$$ Summary $$$$$'); 
        disp ([num2str(tmp1)]); 
        if (choseC == 1)     
        disp (['TP Rate Class 1 = ',num2str(tmp1(1,1)),' or 
',num2str(round((tmp1(1,1)/(tmp1(1,1)+tmp1(1,2)))*10000)/100),'%']); 
        else 
        disp (['TP Rate Class 2 = ',num2str(tmp1(2,2)),' or 
',num2str(round((tmp1(2,2)/(tmp1(2,1)+tmp1(2,2)))*10000)/100),'%']); 
        end 
        Measure(tmp1,choseC); 
        disp (' '); 
    else 
        accts = sum(strcmp(yPure1,predict))/length(yPure1); 
        disp (['Test accuracy = ',num2str(tst),' or ',num2str(round(accts*10000)/100),'%']); 
    end 
else 
    if isempty(yPure1) 











    else 
        disp(['Acc Class',unique(yPure),' = ',[num2str(sum(strcmp(unique(yPure),yPure1))),' from 
',num2str(length(yPure1))]]);  
    end 
    Measure(tmp1,choseC); 
end 
 
%% สร้ำงโมเดลด้วย SVM Polynimial Kernel 
disp ('############ Polynomial ############'); 
 
%% สร้ำงโมเดลด้วยข้อมูลที่ซ้อนทับกัน 
disp ('------------ Over ------------'); 
cl = svmtrain(XOver,yOver,'Kernel_Function', 'polynomial','option',mm); 
predict = svmclassify(cl,XOver); 
predict = svmclassify(cl,XOver1); 
cfmts = confusionmat(yOver1,predict); 
tmp1 = cfmts; 
tst = cfmts(1,1)+cfmts(2,2); 
tsf = cfmts(1,2)+cfmts(2,1); 
accts = tst/(tst+tsf); 
disp ('Test Metric'); 
disp ([num2str(cfmts)]); 
disp (['Test accuracy = ',num2str(tst),' or ',num2str(round(accts*10000)/100),'%']); 
disp (['TP Rate Class 1 = ',num2str(cfmts(1,1)),' or 
',num2str(round((cfmts(1,1)/(cfmts(1,1)+cfmts(1,2)))*10000)/100),'%']); 
disp (['TP Rate Class 2 = ',num2str(cfmts(2,2)),' or 
',num2str(round((cfmts(2,2)/(cfmts(2,1)+cfmts(2,2)))*10000)/100),'%']); 














disp ('------------ Pure ------------'); 
if (length(unique(yPure))>1 && ~isempty(yPure1)) 
    cl = svmtrain(XPure,yPure,'Kernel_Function', 'polynomial','option',mm); 
    predict = svmclassify(cl,XPure); 
    predict = svmclassify(cl,XPure1); 
    if (length(unique(yPure1))>1) 
        cfmts = confusionmat(yPure1,predict); 
        tmp1 = tmp1 + cfmts; 
        tst = cfmts(1,1)+cfmts(2,2); 
        tsf = cfmts(1,2)+cfmts(2,1); 
        accts = tst/(tst+tsf); 
        disp ('Test Metric'); 
        disp ([num2str(cfmts)]); 
        disp (['Test accuracy = ',num2str(tst),' or ',num2str(round(accts*10000)/100),'%']); 
        disp (' '); 
        disp ('$$$$$ Summary $$$$$'); 
        disp ([num2str(tmp1)]); 
        if (choseC == 1) 
        disp (['TP Rate Class 1 = ',num2str(tmp1(1,1)),' or 
',num2str(round((tmp1(1,1)/(tmp1(1,1)+tmp1(1,2)))*10000)/100),'%']); 
        else 
        disp (['TP Rate Class 2 = ',num2str(tmp1(2,2)),' or 
',num2str(round((tmp1(2,2)/(tmp1(2,1)+tmp1(2,2)))*10000)/100),'%']); 
        end 
        Measure(tmp1,choseC); 
        disp (' '); 
    else 
        accts = sum(strcmp(yPure1,predict))/length(yPure1); 











    end 
else 
    if isempty(yPure1) 
        disp('Null Pure test'); 
    else 
        disp(['Acc Class',unique(yPure),' = ',[num2str(sum(strcmp(unique(yPure),yPure1))),' from 
',num2str(length(yPure1))]]);  
    end 
    Measure(tmp1,choseC); 
End 
 
%% สร้ำงโมเดลด้วย SVM Radial Basis Function Kernel 
disp ('############ RBF ############'); 
 
%% สร้ำงโมเดลด้วยข้อมูลที่ซ้อนทับกัน 
disp ('------------ Over ------------'); 
cl = svmtrain(XOver,yOver,'Kernel_Function', 'rbf'); 
predict = svmclassify(cl,XOver); 
predict = svmclassify(cl,XOver1); 
cfmts = confusionmat(yOver1,predict); 
tmp1 = cfmts; 
tst = cfmts(1,1)+cfmts(2,2); 
tsf = cfmts(1,2)+cfmts(2,1); 
accts = tst/(tst+tsf); 
disp ('Test Metric'); 
disp ([num2str(cfmts)]); 
disp (['Test accuracy = ',num2str(tst),' or ',num2str(round(accts*10000)/100),'%']); 
disp (['TP Rate Class 1 = ',num2str(cfmts(1,1)),' or 
',num2str(round((cfmts(1,1)/(cfmts(1,1)+cfmts(1,2)))*10000)/100),'%']); 












disp (' '); 
 
%% สร้ำงโมเดลด้วยข้อมูลที่ไม่ซ้อนทับกัน 
disp ('------------ Pure ------------'); 
if (length(unique(yPure))>1 && ~isempty(yPure1)) 
    cl = svmtrain(XPure,yPure,'Kernel_Function', 'rbf'); 
    predict = svmclassify(cl,XPure); 
    predict = svmclassify(cl,XPure1); 
    if (length(unique(yPure1))>1) 
        cfmts = confusionmat(yPure1,predict); 
        tmp1 = tmp1 + cfmts; 
        tst = cfmts(1,1)+cfmts(2,2); 
        tsf = cfmts(1,2)+cfmts(2,1); 
        accts = tst/(tst+tsf); 
        disp ('Test Metric'); 
        disp ([num2str(cfmts)]); 
        disp (['Test accuracy = ',num2str(tst),' or ',num2str(round(accts*10000)/100),'%']); 
        disp (' '); 
        disp ('$$$$$ Summary $$$$$'); 
        disp ([num2str(tmp1)]); 
        if (choseC == 1) 
        disp (['TP Rate Class 1 = ',num2str(tmp1(1,1)),' or 
',num2str(round((tmp1(1,1)/(tmp1(1,1)+tmp1(1,2)))*10000)/100),'%']); 
        else 
        disp (['TP Rate Class 2 = ',num2str(tmp1(2,2)),' or 
',num2str(round((tmp1(2,2)/(tmp1(2,1)+tmp1(2,2)))*10000)/100),'%']); 
        end 
        Measure(tmp1,choseC); 











    else 
        accts = sum(strcmp(yPure1,predict))/length(yPure1); 
        disp (['Test accuracy = ',num2str(tst),' or ',num2str(round(accts*10000)/100),'%']); 
    end 
else 
    if isempty(yPure1) 
        disp('Null Pure test'); 
    else 
        disp(['Acc Class',unique(yPure),' = ',[num2str(sum(strcmp(unique(yPure),yPure1))),' from 
',num2str(length(yPure1))]]);  
    end 
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 นายกิตติพงศ์  ชมบุญ เกิดเมื่อวันที่ 6 กันยายน พ.ศ. 2532 ที่อ าเภอบัวเชด จังหวัดสุรินทร์
เร่ิมเข้าศึกษาระดับชั้นอนุบาล 1 ถึงชั้นประถมศึกษาปีที่  5 ที่โรงเรียนบ้านสวาท อ าเภอบัวเชด 
จังหวัดสุรินทร์ หลังจากนั้นได้ย้ายไปศึกษาต่อในระดับชั้นประถมศึกษาปีที่ 6 ที่โรงเรียนเมือง 
อ าเภอเมือง จังหวัดสุรินทร์ จากนั้นได้เข้าศึกษาต่อในระดับมัธยมศึกษาตอนต้นและตอนปลาย ที่
โรงเรียนสุรวิทยาคาร อ าเภอเมือง จังหวัดสุรินทร์ ในปีการศึกษา 2551 ได้เข้าศึกษาต่อในระดับ
ปริญญาตรีในสาขาวิชาวิศวกรรมคอมพิวเตอร์  ที่มหาวิทยาลัยเทคโนโลยีสุรนารี และส าเร็จ
การศึกษาในปีการศึกษา 2554 ภายหลังจากส าเร็จการศึกษาในระดับปริญญาตรี ได้เข้าศึกษาและ
ส าเร็จการศึกษาระดับปริญญาโท สาขาวิชาวิศวกรรมคอมพิวเตอร์ มหาวิทยาลัยเทคโนโลยีสุรนารี
ในปีการศึกษา 2555 หลังจากนั้นได้เข้าศึกษาระดับปริญญาเอก สาขาวิชาวิศวกรรมคอมพิวเตอร์ 
มหาวิทยาลัยเทคโนโลยีสุรนารีในปีการศึกษา 2556 
 ในระหว่างการศึกษาได้รับความอนุเคราะห์อย่างดีจากอาจารย์ที่ปรึกษาและอาจารย์ประจ า
วิชา Database Systems และได้รับความไว้วางใจให้เป็นผู้ช่วยสอนปฏิบัติการในรายวิชา Database 
Systems และ Knowledge Discovery and Data Mining หลังจากนั้นได้ รับการตีพิ มพ์ เผยแพ ร่
บทความวิจัยซึ่งรายละเอียดสามารถดูได้ที่ภาคผนวก ข 
 
 
 
 
 
 
 
 
 
