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Abstract
Abstract— In traditional method to blindly extract in-
teresting source signals sequentially, the second-order or
higher-order statistics of signals are often utilized. However,
for impulsive sources, both of the second-order and higher-
order statistics may degenerate. Therefore, it is necessary
to exploit new method for the blind extraction of impulsive
sources. Based on the best compression-reconstruction prin-
ciple, a novel model is proposed in this work, together with
the corresponding algorithm. The proposed method can be
used for blind extraction of sources which are distributed
from alpha stable process. Simulations are given to illustrate
availability and robustness of our algorithm.
1. Introduction
Blind source separation (BSS) and blind source extraction
(BSE) are widely applied in data mining, speech signal and
image recognition, biomedical signal analysis such as EEG,
MEG and so on, especially for sparse signals [1,6,14,15].
The conventional method for blind extraction is based on
central limit theorem, utilizing the non-Gaussian features of
the source signals, including second-order statistics (SOS)
[2,7], and higher-order statistics (HOS) [4,5,12,13]. Yuan-
qing Li analyzed different mixing method of the sources and
extracted signals from singularly mixed sources completely
[1,3]. However, for physical processes with sudden and short
endurance high impulsive in real world, such as underwater
acoustic, low-frequency atmospheric and so on [11], their
SOS and HOS are degenerate, and it will fail to use methods
above. For such signals with heavy tails, recently, alpha
stable distribution process model is used via generalized
central limit theorem. Based on minimum dispersion (MD)
criterion, Sahmoudi solved the blind source separation (BSS)
model mixed by impulsive alpha-stable sources [8], however,
the separating quality decreased with the increase of the
number of the sources, yet the algorithm could not be used
to extract source signals. Zha introduced the BSS problem
under the noise with alpha stable distribution process, and
it was changed into a nonlinear programming problem with
constraints, which needed much computational complexity.
In some scenarios, the observations are mixed by a large
number of source signals, only some of which are interesting
to us, and methods above are not suitable. In order to extract
useful source signals, a new model and the corresponding
algorithm are proposed in this work.
The typical BSS model with m sources and n observations
is as following:
X(t) = AS(t) (1)
Y (t) = WX(t) (2)
where X(t) are observations S(t) are source signals, A is
some unknown n×m matrix with real coefſcients and W
is the separating matrix, Y (t) are estimations of the sources,
t = 1, · · · , N and N is the number of the samples.
The paper is organized as follows: alpha stable distribution
process model is introduced in Section 2, together with
the basic assumptions. In Section 3, the new model and
the corresponding algorithm are described in detail. The
experimental results are shown in Section 4. Finally, a
conclusion is given in Section 5.
2. Alpha Stable Distribution Process Model
Alpha stable process arises as limiting processes of sum
of independent, identically distributed random variables via
the generalized central limit theorem, it has no close-form
probability density function (PDF), and its characteristics
function is described as follows:
φ(u) = exp{jau− γ |u|α [1 + jβsgn(u)w(u, α)]} (3)
where α ∈ (0, 2], γ ≥ 0, β ∈ [−1, 1], a ∈ R, α, γ, β, a
are characteristic exponent, dispersion parameter, symmetry
parameter, location parameter respectively. And
w(u, α) =
{
tan(πα/2), α = 1
(2/π) log |u| , α = 1 (4)
If β = 0, the corresponding distribution is called symmet-
rical alpha stable (SαS) process. The following ſgure shows
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probability density function (PDF) of SαS with different
alpha parameters (see Fig. 1), together with the heavy tails
(see Fig. 2)
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Fig. 1 PDF of SαS with unit dispersion and different
alpha parameters
2 3 4 5 6
0
0.05
0.1
0.15
0.2
x
f(x
)
α=0.5
α=1.0
α=2.0
Fig. 2 Tails of SαS with different alpha parameters
Before introducing new model, we make the following
assumptions ſrstly:
Basic assumptions:
1) Source signals distribute from SαS with a = 0;
2) Sources are with different α exponent;
3) n ≥ m in the BSS model.
There are several properties based on the assumptions
above [10]:
Property 1: If s ∼ SαS(γ), and α = 2, then
lim
t→∞ t
αP (|s| > t) = γCα (5)
where Cα is a constant only concerned with α;
From this property, source signalshas ſnite p-order mo-
ment if and only if p ∈ (0, α).
Property 2: if s ∼ SαS(γ), α ∈ (0, 2), then its p-order
statistic is:
E |s|p = C(p, α)γ(p/α) (6)
where p ∈ (0, α), E(·) is expectation operator, and C(p, α)
is a constant only concerned with p, α.
Property 3: if s ∼ SαS(γ), then characteristic exponent α
and dispersion parameter γ can be estimated by the method
log |SαS| as following:{
E(Y ) = 1α log γ + Ce(
1
α − 1)
V ar(Y ) = π
2
6 (
1
α2 +
1
2 )
(7)
where E(·), V ar(·) are expectation and variance operators
respectively, Y = log |s|, Ce = 0.57721 · · · is Euler
constant.
3. The algorithm of blind extraction
Before showing the model and algorithm, a lemma is
given as following:
Lemma 1: Let X = AS be a stable process data matrix,
then normalized covariance matrix of X is:
Γx =
XXT
N · Trace(XXT /N) (8)
and Γx converges asymptotically to the ſnite matrix [8]:{
lim
N→∞
Γx = ADAT
D = diag(d1, · · · , dm)
(9)
where di = lim
N→∞
Δi∑m
j=1
Δj‖aj‖22
, aj is column of A, Δi =
xix
T
i /N .
For observation X , calculates Γx via equation (8) and let
Γx = UΩ2UT , B = Ω−1UTZ = BX , then B is standard
whitening matrix and Z is the corresponding whitened signal
[9]. The traditional algorithm based on SOS is used for BSS
via maximizing the output power, that is:{
max : E{|yi|2} = E{
∣∣V Ti Z∣∣2}
s.t. V Ti Vi = 1, V
T
i Vj = 0, i = j
(10)
As there is inſnite SOS for alpha stable process, equation
(10) does not work any longer. In stead, the following model
is utilized [9]:{
max : E{ 1p |yi|p}, p ∈ (0, α)
s.t. V Ti Vi = 1, V
T
i Vj = 0, i = j
(11)
where yi = V Ti Z, Z is the whitened signal.
As solving the problem with constraints above is quite
time-consuming, a simpler model is proposed in this paper
as following:
min : J(V1) = E{
∥∥Z − V1V T1 Z∥∥pp}, p ∈ (0, α) (12)
The steepest descend method is used to calculate the
function above, so as to extract the ſrst eigenvector with
the largest eigenvalue and the corresponding source signals,
after that, the rest eigenvectors and estimates of the sources
are obtained via cascade neural network, and the algorithm
to extract all of the source signals is:
1) Whiten observations via equation (8), and let whitened
signals be Z;
2) Calculates V1, Y1:
let Z1 = Z and minimize the function J(V1) =
E{∥∥Z1 − V1V T1 Z1∥∥pp}, p ∈ (0, α), then Y1 = V T1 Z1 is the
ſrst one of the extracted source signals;
3) Calculates Vi(i = 2, 3, · · ·):
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for i = 2, 3, · · ·
let Zi = Zi−1 − Vi−1Yi−1, and minimize the function
J(Vi) = E{
∥∥Zi − ViV Ti Zi∥∥pp}, p ∈ (0, α), then Yi = V Ti Zi
is the rest extracted source signals;
end
4. Experimental Results
In this experiment, three signals distribute from SαS with
α = [1.33, 1.49, 1.98] respectively are utilized (see Fig. 3)
and the mixing matrix is:
A =
⎡
⎣ 0.6449 0.3420 0.53410.8180 0.2897 0.7271
0.6602 0.3412 0.3093
⎤
⎦ (13)
The following performing indices are used to evaluate the
proposed algorithm.
1) Fractional signal noise ratio (FSNR):
FSNR = 10 log
E |s|q
E |Δ|q = 10 log
‖s‖qq
‖Δ‖qq
(14)
where Δ = y− s, s is a source signal and y is the extracted
signal corresponding to s. The index q is often selected such
that the qth moment exists (the index q in (15) also follows
this rule). As the third source is extracted in this paper, we
can set q = α3 = 1.98 .
2) The covariation coefſcient (CC) of source signal and
extracted signal is:
CC =
E(ys<q−1>)
E(|s|q) (15)
where s<q−1> = |s|q−1 sgn(s).
3) The relative error (RE) of alpha exponents of source
signal and the corresponding extracted signal is:
RE =
|αy − αs|
αs
(16)
where α is calculated via (7).
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Fig. 3 Three source signals
For the sake of saving the length of the paper, only the
ſrst extracted signal will be analyzed. The indices FSNR,
CC, RE of the proposed algorithm with different p are
shown in Table 1 and Fig. 5 shows the the corresponding
convergence of the cost function (where the values is divided
by its maximum for better visual comparison). Fig. 4 shows
the ſrst signal extracted by our algorithm with p = 8/7.
Intuitively, it is corresponding to the third source signal.
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Fig. 4 The ſrst signal extracted by our algorithm
Table 1. FSNR(dB), CC, and RE with different p
p FSNR CC RE
p = 2/3 6.1087 0.9077 0.0672
p = 8/7 37.3517 0.9999 0.0157
p = 4/3 36.3552 0.9999 0.0142
p = 2 -2.0498 0.7264 0.1456
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Fig. 5 Values of the cost function during extracting the
ſrst signals with different p
From Table 1 and Fig. 5, we can see that our algorithm
works well when p < α(α = 1.98), and a smaller value of
p corresponds to a better precision, but a slower speed. It
fails for p = 2, that is to say the method based on SOS can
not be used to extract signals with alpha stable distribution.
5. Conclusions
In this paper, a new model is proposed to extract impulsive
sources distributed from alpha stable process, together with
the corresponding algorithm. As the existed methods based
on SOS or HOS can not work for impulsive sources, it is a
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useful substitute for blind extraction in this scenario. How-
ever, algorithms for solving BSS and BSE with impulsive
sources are not stable for p < 1 because the corresponding
programming problem is not convex and it fails for p > α
[8], so that how to choose the parameter p without knowing
the characteristic exponent α is still an open question for us
to research.
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