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THE COEFFICIENT-CHOOSING GAME
WILLIAM GASARCH, LAWRENCE C. WASHINGTON, AND SAM ZBARSKY
Abstract. Let D be an integral domain. Two players, Nora and Wanda,
alternately choose coefficients from D for a polynomial of degree d. When
they are done, if the polynomial has a root in the field of fractions of D, then
Wanda wins. If not, then Nora wins. We determine, for many D, who wins
this game.
1. Introduction
Wanda and Nora are choosing the coefficients of a polynomial
a3x
3 + a2x
2 + a1x+ a0
of degree 3 with integer coefficients. Wanda wants the final polynomial to have a
rational root, and Nora wants the polynomial to have no rational roots. Wanda
starts by choosing a2 = −12. Nora responds with a3 = 7. Wanda then chooses
a0 = 4 (she is not allowed to choose a0 = 0). It remains for Nora to choose a1 so
that
7x3 − 12x2 + a1x+ 4
has no rational root. Fortunately, Nora knows the Rational Root Theorem, which
implies that if she chooses a1 to be an integer then the only possible rational roots
of the polynomial are
±1/7, ±2/7, ±4/7, ±1, ±2, ±4.
By choosing a1 = 10000, she avoids these roots and thereby wins the game.
This is a simple case of the Coefficient-Choosing Game. In the following, we
describe the game and give winning strategies, depending on what ring is allowed for
the coefficients of the polynomial. We start with the simple example of subrings of
the rationals, which relies on unique factorization and the Rational Root Theorem.
When we try to extend the proofs to coefficients lying in finite extensions of Q,
we need to use some algebraic number theory to handle the possibility of non-
unique factorization. But we also meet a deep result from transcendental number
theory concerning the S-unit equation, which is an important tool in Diophantine
equations.
Section 7 treats the caseD = R and Section 9 considers the caseD is a finite field,
where an unexpected special case arises in degree 3 that is related to permutation
polynomials.
2. The Game
The parameters of the game are an integral domain D and a degree d ≥ 2 (the
case d = 1 is trivial). Either Wanda (“wants root”) or Nora (“no root”) is chosen
to be player I, and the other becomes player II. Here are the rules:
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(1) Player I goes first.
(2) Players I and II alternately choose coefficients from D for a polynomial of
degree d. The coefficients are not chosen in any pre-determined order.
(3) They must choose ad 6= 0 and a0 6= 0 (in order to avoid trivial situations).
(4) If the final polynomial has a root in the field of fractions of D, then Wanda
wins, otherwise Nora wins.
We assume both players play perfectly. The statement Player I (II) wins means
that Player I (II) has a strategy that wins no matter what the other player does.
To get a feel for the game, the reader might want to try playing the final move
in the following situations, both as Nora and as Wanda:
(1) D = Q and a0 remains yet to be chosen:
1
6
x3 + 24x2 − 1
4
x+ a0.
(2) D = R and a1 remains to be chosen: 5x
4 − 6x3 − 3x2 + a1x+ 10.
(3) D = R and a1 remains to be chosen: x
3 + 3x2 + a1x− 5.
(4) D = Z[
√
2] and a1 remains to be chosen: x
3+(
√
2−3)x2+a1x−4(1+
√
2).
All of these can be won by Wanda if she is the one playing. If Nora plays, the
first two examples can easily be won by her after some numerical experimentation.
The third example is a win for Wanda, no matter what Nora plays. However, the
last example might not be as easy. The ring Z[
√
2] has unique factorization, which
helps, but it has infinitely many units, which causes problems with arguments that
need a number to have finitely many divisors. This is why we will use more powerful
machinery in Section 5 to prove there is a choice of a1 for which Nora wins. We
show how to find a1 in Section 6.
It may seem that the last player has the advantage, and this is often the case.
In Sections 4 and 5, we show that if D = Z or D = Q, or if D is any subring of a
finite extension of Q, then the last player wins. In Sections 7, 8, and 9, we find the
exact win conditions for the reals, algebraically closed fields, and finite fields.
3. A Useful Observation
The following lemma means that we can concentrate most of our efforts on the
situation where Nora makes the last play.
Lemma 1. If Wanda makes the last play, then she wins.
Proof. If Wanda plays last then, before making the last move, she is looking at a
polynomial of the form
g(x) + aix
i
and wants to choose ai such that the polynomial has a root. She sets ai = −g(1).
Then 1 is a root. Therefore, she wins, unless i = 0 or d and g(1) = 0, in which case
she would break the rule that ada0 6= 0.
In the case i = 0, since g(x) has only finitely many zeros, she wants to choose
r ∈ D with g(r) 6= 0 and then choose a0 = −g(r). If the cardinality of D is larger
than the degree of g, namely d, then this is certainly possible.
If i = d, let f1(x) = x
df(1/x) = a0x
d + · · ·+ ad be the reversed polynomial. If
the cardinality of D is larger than d then it is possible to choose ad 6= 0 such that
f1 has no zeros, by what we have just proved. Since ada0 6= 0, we see that f has
no zeros if and only if f1 has no zeros.
Therefore, we are reduced to considering finite fields Fq with q ≤ d.
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If d ≥ 4, Wanda can arrange that either she or Nora chooses ad and a0 before
the final play. Then, when Wanda chooses the final coefficient, the problem with
ada0 6= 0 does not arise, so she wins.
If d = 3, then Nora is Player I. When Nora chooses a0 or a3, then Wanda chooses
the other, setting a0 = a3. When Nora chooses a1 or a2, Wanda chooses the other,
setting a1 = a2. The final polynomial has −1 as a root.
If d = 2, we have to consider only the case D = F2 (since q ≤ d is all that
remains). Wanda is Player I and she chooses a1 = 0. After Nora chooses a0 = 1 or
a2 = 1, Wanda chooses the other. Then 1 is a root, so Wanda wins. 
Note that the situation with finite fields required the additional argument: In
the finite field with p elements (where p is prime), there is no way for Wanda to
choose a0 6= 0 so that xp − x + a0 has a root in this field. We’ll say more about
finite fields in Section 9.
4. Subrings of Q
The following result is an extension of the ideas hinted at in the Introduction.
Theorem 2. If Z ⊆ D ⊆ Q, the last player wins.
Proof. If Wanda goes last then she wins, by Lemma 1.
The following result shows that Nora wins if she plays last.
Proposition 3. Let d ≥ 2 and fix i with 0 ≤ i ≤ d. Choose aj ∈ Q for j 6= i subject
to the constraints a0 6= 0 and ad 6= 0. Then there exists an integer 0 6= ai ∈ Z such
that the polynomial f(x) = adx
d + ad−1x
d−1 + · · ·+ a1x+ a0 has no rational roots.
Proof. Recall the Rational Root Theorem: Let R be a UFD and let f(x) = adx
d +
ad−1x
d−1 + · · ·+ a1x + a0 ∈ R[x] with a0ad 6= 0. If r is in the field of fractions of
R and is a root of f , then the numerator of r divides a0 and the denominator of r
divides ad.
We multiply all the coefficients of f(x) by some non-zero integer N to clear
denominators. Therefore, we can assume that all of the coefficients aj are integers,
and we need to find a suitable integer ai with N | ai. Then we can divide by N
and obtain the result.
Assume first that i 6= 0, d. The Rational Root Theorem (for R = Z) implies
that there is a finite set S of possibilities for rational roots of f(x), where S is
independent of the choice of the integer ai. Write f(x) = g(x) + aix
i. Let M =
Max(|g(s)|) and let m = min(|s|), where s runs through the elements of S. Then
m 6= 0, because a0 6= 0. If |ai| > M/mi, then f(s) 6= 0 for s ∈ S, so f has no
rational roots. Therefore, we can choose ai to be any multiple of N satisfying this
inequality and obtain the desired coefficient.
Now suppose that i = 0. We then have f(x) = xh(x) + a0, with 0 6= a0 ∈ NZ
still to be chosen, and where h(x) ∈ Z[x] has already been determined. If we were
asking only for integer roots x, things would be easy: we could take a0 to be N
times a suitable prime p ∤ N . This could not be factored as −xh(x) except possibly
for finitely many choices of x, namely those where ±x or ±h(x) is a divisor of N .
But the proposition allows x to be rational, so we need to strengthen the argument.
We choose a0 = Np, where p ∤ N is a prime to be specified later and N was used
above to clear denominators. The Rational Root Theorem implies that a rational
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root r of f(x) has the form x1/ad, where x1 is an integer. Rewrite f(r) = 0 as
xd1 + ad−1x
d−1
1 + ad−2adx
d−2
1 · · ·+ ad−2d a1x1 = −ad−1d Np.
This may be written as
x1h1(x1) = −ad−1d Np,
where h1 ∈ Z[x]. Therefore, either h1(x1) or x1 is a (positive or negative) divisor of
ad−1d N . This shows that there a finite set of possibilities for x1, independent of the
choice of p. Choose a0 = pN not equal to any possible value of −x1h1(x1)/ad−1d .
Then the resulting polynomial f(x) has no rational roots.
Finally, suppose i = d, so all coefficients have been chosen except for the leading
coefficient. Let
f1(x) = x
df(1/x) = ad + ad−1x+ · · ·+ a0xd
be the reversed polynomial. By what we just did, we can find 0 6= ad ∈ NZ so
that f1(x) has no rational roots. Since we have a0ad 6= 0, the roots of f and f1 are
non-zero, so f(x) also has no rational roots.
This completes the proof of Proposition 3. 
This also finishes the proof of Theorem 2. 
Remark. The key to the proof of Proposition 3 is that a non-zero integer has only
a finite number of divisors. The proof can be extended to any UFD with a finite
number of units and infinitely many irreducibles.
5. D is a Subring of a Finite Extension of Q
What happens when Z is replaced, for example, by the ring of algebraic integers
in a finite extension of Q? The results of the preceding section can be generalized
to this situation. We prove the following theorem.
Theorem 4. Let D be a subring of a finite extension of Q. Whoever plays last
wins.
Proof. If Wanda goes last then, by Lemma 1, Wanda wins.
If Nora plays last, she wins by the following result.
Theorem 5. Let K be a finite extension of Q. Let d ≥ 2 and fix i with 0 ≤ i ≤ d.
Choose aj ∈ K for j 6= i subject to the constraints a0 6= 0 and ad 6= 0. Then there
exists an integer 0 6= ai ∈ Z such that the polynomial f(x) = adxd + ad−1xd−1 +
· · ·+ a1x+ a0 has no roots in K.
Proof. The general proof requires some ideas from algebraic number theory. In
order not to have these obscure the main structure of the proof, we first give the
proof for K = Q and then indicate what needs to be modified for the general case.
Of course, Proposition 3 already has the result for K = Q, but the new ideas are
easier to present in this case.
Definition 6. Let S be a finite set of primes of Z. Define the S-units to be
US =
{
u
a
b
| a, b are products of primes in S and u is a unit of Z
}
.
If S is empty, we take US to be the set of units in Z, namely {±1}. Note that if S
is non-empty, then US is infinite.
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Lemma 7. Suppose R is a UFD and K is the field of fractions of R. Let f(x) =
adx
d+ · · ·+a0 ∈ K[x] with ada0 6= 0 and with ai ∈ R for some i 6= 0, d. Then there
is a finite set {y1, . . . , ym} in K that depends only on {aj | j 6= i} (that is, the set
is independent of the choice of ai ∈ R) such that if z ∈ K is a root of f(x), then
z/yj is a unit of R for some j.
Proof. Let A be a common denominator of the aj for j 6= i. Then Af(x) ∈ R[x].
If f(r/s) = 0 with r, s ∈ R and gcd(r, s) = 1, then the Rational Root Theorem
says that r | Aa0 and s | Aad. Up to multiplication by units of R, there are only
finitely many divisors of Aa0 and only finitely many divisors of Aad. Therefore, up
to multiplication by units of R, there are only finitely many possibilities for r/s. 
Let N be a nonzero integer. Define Z[1/N ] to be the set of rational numbers
that can be expressed as polynomials in 1/N with coefficients in Z. These are the
rational numbers that can be written as (possibly non-reduced) fractions a/Nn for
some integers a and n.
Lemma 8. Let S be the set of primes dividing N . The units of the ring Z[1/N ]
are the S-units US.
Proof. Let u ∈ US . Then the factorization of u contains only primes from S.
Some of these primes might occur in the factorization with negative exponents, but
there is a power of N , say Nm, such that the prime factorization of Nmu has only
nonnegative exponents. This means that Nmu ∈ Z, so u ∈ Z[1/N ].
Since u ∈ US, there exists v ∈ US such that uv = 1, and the same argument
shows that v ∈ Z[1/N ]. Therefore, the inverse of u is in Z[1/N ], so u is a unit of
Z[1/N ].
Conversely, suppose u is a unit of Z[1/N ]. Then there exists v ∈ Z[1/N ]
with uv = 1. There exist m,n such that Nmu ∈ Z and Nnv ∈ Z. We have
(Nmu)(Nnv) = Nm+n, and the right side is a product of primes from S. Since
the numbers on the left are integers, their factorizations also contain only primes
from S. Since Nm and Nmu have prime factors only from S, the same is true for
u. Therefore, u ∈ US. 
We now need to introduce a powerful tool from transcendence theory, the S-unit
equation. It is used, for example, to show that there are only finitely many integer
solutions to certain Diophantine equations. See [5].
Let’s start with an example. Let U2,3 be the set of rational numbers of the form
±2a3b, where a, b are integers. It is possible to have a sum of three elements of U2,3
equal to 1. Two such relations are
3
2
+
−1
3
+
−1
6
= 1 and 3 + (−1) + (−1) = 1
(there are a few more). Are there infinitely many such relations? In this form, the
answer is Yes:
3n + (−3n) + 1 = 1
for all n ∈ Z. But this seems like cheating. We are using a zero subsum to obtain
the relations. The S-unit Theorem says that if we do not allow zero subsums, then
there are only finitely many relations. The following is Theorem 3 of [4] for the
case K = Q.
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Theorem 9. Let a1, . . . , an ∈ Q×. Suppose that S has cardinality s. Then the
equation
a1u1 + · · ·+ anun = 1
with ui, . . . , un ∈ US with∑
i∈I
aiui 6= 0 for each non-empty subset I ⊆ {1, . . . , n}
has at most (235n2)n
3s solutions.
For the example of S = {2, 3} above, the theorem says that there are only finitely
many relations such as 3
2
+ −1
3
+ −1
6
= 1. The rest must be the “cheats” such as
3n + (−3n) + 1 = 1 with zero subsums.
If 0 6= a0 ∈ K, we can apply the theorem to equations of the form
a1u1 + · · ·+ anun = −a0.
Simply divide by −a0 to obtain the form in the theorem. (We use −a0 to agree
with later equations.)
Proof of Theorem 5.
We start with the case where i 6= 0, d. Write
f(x) = adx
d + · · ·+ a0,
where we will pick ai ∈ Z later. Let I0 = {j | j 6= i, 1 ≤ j ≤ d, aj 6= 0}.
Looking forward to the case where Q is replaced by K, we choose an integer
N > 1 and work with the ring Z[1/N ], which is a UFD (its primes are the primes
that do not divide N).
From Lemma 7, there is a finite set {y1, . . . , ym} in Q such that if z ∈ Q is
a root of f(x), then z/yj is a unit of Z[1/N ] for some j. Choose an integer M
whose factorization into primes includes all primes that occur in the factorizations
of y1, . . . , ym, and such that M is a multiple of N . Then the units of Z[1/N ] are
contained in the units of Z[1/M ], so the set {y1, . . . , ym} still has the property from
Lemma 7. But y1, . . . , ym, 1/y1, . . . , 1/ym are in Z[1/M ], so we have proved that
every root z of f(x) is in US , where S is the set of primes dividing M .
Let
SOLN = {r ∈ Q× | (∃nr ≥ 0)[rg(r) +Nnrri = −a0]}.
Then SOLN ⊆ US .
If r ∈ SOLN, then there is a unique corresponding nr (because N > 1). Let
~ur = (r
d, . . . , ri+1, Nnrri, ri−1, . . . , r),
and let ur,j = r
j if j 6= i and ur,i = Nnrri. For each r ∈ SOLN,
(1)
∑
j∈I0
ajur,j + 1 · ur,i = −a0.
Suppose that SOLN is infinite. As r varies through infinitely many values, so
do all the entries of ~ur, except possibly for the entry N
nrri. Since 0 6= ad ∈ I0,
Equation (1) yields infinitely many relations. Theorem 9 implies that, for each r
outside of a finite set, there is a subsum of Equation (1) that is 0. Since there are
only finitely many subsets of I0, there is a subset ∅ 6= I ⊂ I0 such that either∑
j∈I
ajur,j = 0 for infinitely many r
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or ∑
j∈I
ajuj,r + 1 ·Nnrri = 0 for infinitely many r.
The first possibility is impossible, because the nonzero polynomial
∑
j∈I
ajX
j
cannot have infinitely many zeros. Subtracting the second possibility from Equation
(1) implies that ∑
j 6∈I
ajX
j = −a0
has infinitely many solutions. Since a0 6= 0, this is a non-trivial polynomial relation,
so we again have a contradiction.
Therefore, SOLN is finite. Each r has a unique nr. Let n be greater than the
largest nr. Then ai = N
n yields a polynomial with no roots in Q. This completes
the case i 6= 0, d.
Now suppose that i = d. We take ad = N
n for some yet-to-be-determined n.
Then ad is a unit of Z[1/N ], so it does not affect divisibility, and the proof of Lemma
7 yields a set {y1, . . . , ym} as before. The proof now proceeds as previously. If we
suppose that there are infinitely many distinct relations as r varies, then we obtain
a contradiction and deduce that SOLN is finite.
However, there is the possibility that the infinitely many r ∈ SOLN yield only
finitely many relations in Equation (1). If this happens, then ad−1 = ad−2 = · · · =
a1 = 0, since the corresponding components of ~ur take on infinitely many values
as r runs through infinitely many elements of SOLN. Therefore, the polynomial
is f(x) = adx
d + a0, with a0 fixed and ad to be determined. Since K is a finite
extension of Q, there are infinitely many primes p such that xd − p has no roots in
K (any p that does not ramify in K/Q suffices). Choose ad = −Nkdad+10 p, where
k is chosen large enough to make ad ∈ Z. Then
−f(x)/a0 = p(Nka0x)d − 1,
which has no roots in K.
Finally, suppose i = 0. Let f1(x) = x
df(1/x) = a0x
d + · · ·+ ad be the reversed
polynomial. Since a0ad 6= 0, f has a zero in K if and only if f1 has a zero in K. The
above shows that there exists a0 6= 0 such that f1 has no roots in K, as desired.
This completes the proof when K = Q.
The General Case
We now indicate what needs to be done when K is a finite extension of Q. Let
A be the ring of algebraic integers in K. The following key step allows us to use
UFD’s during the rest of the proof.
Lemma 10. Let K be a finite extension of Q and let A be the ring of algebraic
integers in K. There exists 0 6= N ∈ Z such that A[1/N ] is a UFD.
Proof. If J is an ideal of A[1/N ], then there is an ideal I of A such that IA[1/N ] = J
(this is a standard fact about localization of rings).
The classical result on the finiteness of the class number of A says that there is
a set {I1, . . . , Ih} of ideals of A with the following property: If I is a nonzero ideal
of A, then there are nonzero r, s ∈ A and i ≤ h such that rI = sIi.
8 WILLIAM GASARCH, LAWRENCE C. WASHINGTON, AND SAM ZBARSKY
Choose 0 6= N ∈ I1 ∩ I2 ∩ · · · ∩ Ih (such integers exist; for example, the index of
this intersection of ideals in A). Let J be a nonzero ideal of A[1/N ], and choose I
so that IA[1/N ] = J . Let r, s ∈ A and i ≤ h be such that rI = sIi. Then
rJ = rIA[1/N ] = sIiA[1/N ] = sA[1/N ].
The last equality is because N ∈ Ii, so 1 = N · (1/N) ∈ IiA[1/N ], which means
IiA[1/N ] = A[1/N ]. Therefore, rJ is a principal ideal of A[1/N ], which implies that
J is principal (this last deduction requires a little machinery, for example Dedekind
domains).
Since J was an arbitrary ideal of A[1/N ], we have proved that A[1/N ] is a PID,
therefore a UFD. 
If S is a finite set of prime ideals of A, define US to be the nonzero elements
u ∈ K such that the prime ideal factorization of the fractional ideal of A generated
by u contains only primes from S. If 0 6= N ∈ Z and S is the set of prime ideals of
A dividing N , then the units of A[1/N ] are exactly US .
The rest of the proof is the same as before, including Theorem 9, with Z replaced
by A and Q replaced by K.
This completes the proof of Theorem 5. 
This also completes the proof of Theorem 4. 
6. Does the polynomial have a root?
The proof of Theorem 4 shows that there exists a win for the last player. If the
last player is Wanda, she finds the desired coefficient easily (see Lemma 1). But
suppose the last player is Nora. Two questions arise:
(1) How does Nora find the coefficient?
(2) Once she finds it, how does she verify that there are no roots in the field?
The cases i = 0 and i = d can be treated by slight variations of what we do in
this section, so we restrict to i 6= 0, d. The proof of Theorem 5 shows that (when
i 6= 0, d) there are only finitely many n such that ai = Nn yields a polynomial
with a root. Therefore, Nora can try ai = N
n for n = 1, 2, 3, . . . until she finds the
desired polynomial. In fact, Theorem 9 implies a bound on how many n will not
yield the desired polynomial, hence a bound on how far Nora needs to look.
But now, suppose Nora has found what she believes is a good coefficient. How
does she verify that there are no roots in the field? Even more important, how does
she prove to Wanda that there are no roots in the field?
The book [1, Section 3.6.2] shows how to answer this question. Let K = Q(θ)
be an extension of Q of degree n, and let σ1, . . . , σn be the embeddings of K into
C (these are essentially the Galois group if K/Q is Galois). If A(x) ∈ K[x], let
N(A(x)) =
n∏
i=1
σi(A(x)),
where σi(A(x)) denotes σi applied to the coefficients ofA(x). ThenN(A(x)) ∈ Q[x].
If A(x) is squarefree, there is an explicit finite set of rational numbers k such that
N(A(x − kθ)) is squarefree when k is a rational number not in this set (see [1,
Lemma 3.6.2]).
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Theorem 11. ([1, Lemma 3.6.3]) Assume that both A(x) ∈ K[x] and N(A(x)) ∈
Q[x] are squarefree. Let N(A(x)) =
∏
j Nj(x) be the factorization of N(A(x)) into
irreducibles in Q[x]. Then
A(x) =
∏
j
gcd(A(x), Nj(x))
is the factorization of A(x) into irreducibles in K[x].
The theorem allows us to determine whether A(x) has a linear factor in K[x],
which happens if and only if A(x) has a root in K.
If a polynomial A(x) is not squarefree, we can eventually reduce to the squarefree
situation by writing
A(x) = gcd(A,A′)× (A(x)/ gcd(A,A′)) ,
where A′ is the derivative, and treating each factor separately. If N(A(x)) is not
squarefree, we can translate by a suitable kθ, apply the theorem, and then translate
back.
Let’s consider an example. Start with the polynomial
f(x) = x3 + (
√
2− 3)x2 + a1x− 4(1 +
√
2).
Nora wants to choose a1 so that f(x) has no roots in Q(
√
2).
She first tries a1 = 2 and computes the product of the Galois conjugates of f :
N(f(x))
=
(
x3 + (
√
2− 3)x2 + 2x− 4(1 +
√
2)
)(
x3 + (
√
2− 3)x2 + 2x− 4(1 +
√
2)
)
= x6 − 6x5 + 11x4 − 20x3 + 44x2 − 16x− 16
= (x2 − 2x− 1)(x4 − 4x3 + 4x2 − 16x+ 16).
Computing gcd(f(x), x2 − 2x − 1) by the Euclidean algorithm yields the linear
polynomial (1 + 2
√
2)(x− 1−√2). This means that 1 +√2 is a root in Q(√2).
When she tries a1 = 4, she computes a new N(f(x)), obtaining
N(f((x)) = (x− 2)2(x4 − 2x3 + 3x2 − 12x− 4).
The squared factor corresponds to the fact that x = 2 is a root of f(x), but let’s
ignore this and try to obtain a squarefree N(f(x)) in order to use the theorem.
Compute
f1(x) = f(x−
√
2) = x3 − (3 + 2
√
2)x2 + 6(1 +
√
2)x− (10 + 8
√
2).
Then
N(f1(x)) = (x
2 − 4x+ 2)(x4 − 2x3 + 3x2 + 8x− 14).
We have
gcd(f1(x), x
2 − 4x+ 2) = (8 − 2
√
2)(x− 2−
√
2).
Therefore, f(2) = f1(2 +
√
2) = 0, so f(x) has a zero.
Now Nora tries a1 = 8. The new N(f(x)) is
x6 − 6x5 + 23x4 − 56x3 + 104x2 − 64x− 16,
which is irreducible in Q[x]. We have
gcd(N(f(x)), f(x)) = f(x).
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Therefore, f(x) does not have a linear factor in K[x]. Nora chooses a1 = 8 and
wins.
7. D = R
Although one might suspect that the case of D = R is easy, it turns out to be
interesting and it uses a strategy that encompasses more than the last turn.
Theorem 12. Let D = R.
(1) If d = 2, Player I wins.
(2) If d 6= 2, then Wanda wins.
Proof. If d is odd, then Wanda always wins because odd degree polynomials always
have real roots.
Suppose d = 2. If Player I is Wanda, she is also the last player, so she wins. If
Player I is Nora, then Nora starts by choosing a1 = 0. Wanda then chooses a0 or
a2 and Nora finally chooses a0 = a2 and wins.
Henceforth, assume that d ≥ 4 is even. If Nora chooses either a0 or ad, then
Wanda chooses the other of these and arranges that a0 and ad have opposite signs.
Then the polynomial takes opposite signs for x = 0 and for large positive x, so
Wanda wins. Therefore, Nora’s only hope is to avoid a0 and ad and try to force
Wanda to choose one of them before Nora does.
The number of coefficients to be chosen is d+1, which is odd. If Wanda is Player
I, she also is the last player, so she wins by Lemma 1. If Nora is Player I, then she
is also the last to play, so she has some hope. But Wanda does the following after
Nora makes the first choice (which is not a0 or ad, by the above). On Wanda’s
first play, she chooses ad > 0. Nora must respond by choosing a0 > 0. Otherwise,
Wanda will choose a0 < 0 and win the game, as described above. They are now in
the situation where coefficients ad, a0, and aj , for some j 6= 0, d, have been chosen
and it is Wanda’s turn to choose.
Wanda’s strategy is, until her last move, to set some coefficient of even degree
equal to 0. Since d ≥ 4 and d is even, before Wanda’s last move there are two
coefficients left to set. Because of the strategy Wanda uses, it is impossible for
both coefficients left to be of even degree. There are two cases.
Case a: Of the last two coefficients, one is of even degree and one is of odd degree.
Let the entire polynomial be
f(x) = g(x) + a2ix
2i + a2j+1x
2j+1
where a2i and a2j+1 have not been determined yet. It will not matter whether
2i < 2j + 1 or 2i > 2j + 1. Note that, since a0 was already set, 2i, 2j + 1 ≥ 1.
Wanda sets a2i to a value −A that we will determine later. Nora will respond
by setting a2j+1 to a value B. Wanda picks A so that, no matter what B Nora
picks, there will be a root.
Since limx→∞ f(x) =∞, we need show only that there is some value x such that
f(x) ≤ 0.
Note that
f(1) = g(1)−A+B.
Hence Nora needs to make
g(1)−A+B > 0, B > −g(1) +A.
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Note also that
f(−1) = g(−1)−A−B.
Hence Nora needs to make
g(−1)−A−B > 0, B < g(−1)−A.
Putting these together, Nora needs to pick a B such that
−g(1) +A < B < g(−1)−A.
If Wanda can find an A such that
g(−1)−A < −g(1) +A
then Nora cannot pick a winning B. Hence Wanda’s winning move is to pick any
A with
A >
g(1) + g(−1)
2
.
Case b: The last two coefficients are both of odd degree. Let g(x) be the part of
the polynomial that is already set. Let the entire polynomial be
f(x) = g(x) + a2i+1x
2i+1 + a2j+1x
2j+1,
where a2i+1 and a2j+1 have not been determined yet. We assume that i > j. Note
that 2i+ 1, 2j + 1 ≥ 1.
Wanda plays by setting a2i+1 to a value A, which she picks so that, no matter
what B Nora picks, there will be a root.
Since limx→∞ f(x) =∞, we need show only that there is some value x such that
f(x) ≤ 0. Note that
f(1) = g(1) +A+B.
Hence Nora needs to make
g(1) +A+B > 0,
B > −g(1)−A.
Note also that
f(−2) = g(−2)− 22i+1A− 22j+1B.
Hence Nora needs to make
g(−2)− 22i+1A− 22j+1B > 0
22j+1B < g(−2)− 22i+1A.
Putting these together, Nora needs to pick a B such that
−g(1)−A < B < g(−2)2−2j−1 − 22i−2jA.
If Wanda can find an A such that
g(−2)2−2j−1 − 22i−2jA < −g(1)−A
then Nora cannot pick a winning B. Hence Wanda’s winning move is to pick any
A with
A(22i−2j − 1) > g(1) + g(−2)2−2j−1.

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8. D an Algebraically Closed Field
The case D = C, or any other algebraically closed field, is of course trivial.
Theorem 13. Suppose D is an algebraically closed field. Then Wanda wins.
Proof. The polynomial will be nonconstant of degree ≥ 1, so it has a root since D
is algebraically closed. 
9. D a Finite Field
The case where D = Fq, the finite field with q elements, brings in some new
ideas.
Theorem 14. Let D = Fq.
(1) If d ≥ 4 or d = 2, then whoever plays last wins.
(2) If d = 3 and the characteristic of Fq is 3, then Wanda wins.
(3) If d = 3 and the characteristic of Fq is not 3, then the last player wins.
Proof. If Wanda goes last, she wins, by Lemma 1.
Henceforth, assume Nora goes last. On the last turn, Nora wants to choose the
remaining coefficient ai so that the polynomial has no roots Fq.
Suppose d ≥ 4. Then Nora can arrange that either she or Wanda chooses values
for ad and a0 before the last turn. So we may assume that i 6= 0, d. Since a0 6= 0,
we cannot have 0 as a root. For each b ∈ F×q , there is exactly one value of ai for
which b is a root. As b runs through F×q , Nora eliminates at most q − 1 possible
values of ai, so she can pick some ai so that each b ∈ F×q is not a root. The resulting
polynomial then has no roots.
When d = 2, Nora starts by choosing a1 = 1. If Wanda chooses a2 6= 0, then both
0 and −1/a2 are roots of a2x2 + x. Therefore, the image of the map x 7→ a2x2 + x
from Fq to Fq has at most q − 2 nonzero elements. This means that there is a
−a0 6= 0 not in the image. This choice of a0 makes f(x) have no roots. Nora wins.
If, instead, Wanda chooses a0 6= 0 on her first play, then Nora must choose a2 such
that a2x
2 + x + a0 has no roots. Each of the q − 2 values of x 6= 0,−a0 eliminates
one value of a2, so at least one nonzero a2 remains. Since x = 0 and x = −a0 are
not roots of the resulting polynomial, there are no roots, and Nora wins.
We now need a quick interlude on permutation polynomials. A polynomial g(x) ∈
Fq[x] is called a permutation polynomial if the map x 7→ g(x) gives a permutation
of Fq. Dickson [3] classified all permutation polynomials of degree at most 5. We
need only the result for degree 3:
The only permutation polynomials of degree 3 are of the form
g(x) = a3h(x+ b) + c,
where a3, b, c ∈ Fq with a3 6= 0 and h(x) is one of the following:
(1) x3, with q 6≡ 1 (mod 3).
(2) x3 − ax, with q ≡ 0 (mod 3) and a not a square in Fq.
Note that the first case can be written as
g(x) = a3(x
3 + 3bx2 + 3b2x) + a3b
3 + c.
Therefore, if g(x) is a permutation polynomial of degree 3, and the characteristic
is not 3, then the coefficients of x2 and x are either both zero or both nonzero.
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We can now treat the case d = 3. If the remaining coefficient is ai with i 6= 0, 3,
then the earlier argument for d ≥ 4 shows that Nora wins. Therefore, it remains to
consider the cases where i = 0 and i = 3.
Write f(x) = g(x) + a0, where g is a polynomial with g(0) = 0 and a0 is to be
determined. If every choice of a0 yields a polynomial f(x) with a root in Fq, then
g(x) gives a surjective map from Fq to Fq, so g(x) is a permutation polynomial.
Suppose that the characteristic of Fq is 3. Wanda chooses a2 = 0, so Nora must
choose a coefficient of a3x
3 + a1x+ a0.
If Nora chooses a1 = 0, then Wanda chooses a3 = 1 and each choice of a0 yields
a root. If Nora chooses a1 6= 0, then Wanda chooses a3 so that −a1/a3 is not a
square in Fq. Then a3x
3+a1x is a permutation polynomial, so Nora cannot choose
a good a0 and she loses. Therefore, Nora should not choose a1 on her first turn.
If Nora chooses a3 6= 0, then Wanda chooses a1 = 0, thus yielding the permu-
tation polynomial a3x
3 for g(x). Thus Nora cannot choose a good a0, hence she
loses.
If Nora chooses a0 6= 0, then Wanda chooses a1 = 0 and again Nora loses.
Therefore, when d = 3 and the characteristic is 3, Nora loses.
Finally, assume that d = 3 and the characteristic of Fq is not 3. If Wanda chooses
one of a0, a3, then Nora chooses the other and the argument at the beginning of the
proof shows that Nora wins. Therefore, Wanda must choose a1 or a2. Nora then
chooses the other of a1 and a2 and arranges that exactly one of a1 and a2 is 0. If
Wanda then chooses a3, the resulting g(x) cannot be a permutation polynomial, so
Nora can win. If, instead, Wanda chooses a0 on her second term, then Nora must
choose a3. Let f1(x) = x
3f(1/x) be the reversed polynomial. Since a0a3 6= 0, we
see that f1 has no zeros if and only if f has no zeros. Because exactly one of a1
and a2 is 0, the polynomial a0x
3+a1x
2+a2x cannot be a permutation polynomial.
Therefore, it is possible to choose a3 6= 0 such that f1 has no zeros. Therefore, f
has no zeros and Nora wins.
This completes the proof of Theorem 14. 
10. Open Problems
1. We would like to see an elementary proof of Theorem 4.
2. The bound (235n2)n
3s in Theorem 9 applies to a very general situation. Can it
be substantially improved in the special situation in which the theorem is applied
in the proof of Theorem 4?
2. There are two variants of the game that we leave as open fields of study.
(1) Let D be a ring rather than an integral domain. For example, what happens
if D = Zn where n is not prime?
(2) The parameters include two domains D1 and D2 where D1, D2 are both
subsets of the same larger domain. The players pick coefficients from D1;
however, the root can be in D2.
A particularly interesting case of (D1, D2) is the following. Let D1 = Q and
let D2 be the compositum of all Galois extensions of Q with solvable Galois group.
Hence we are asking if one of the players can force the polynomial to have a solution
in radicals. For 1 ≤ d ≤ 4, Wanda wins because of the quadratic, cubic, and quartic
formulas. We would like to know what happens when d ≥ 5. These could be called
Galois Games; however, that name has already been taken by a game involving
bad duelists [2].
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