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Abstract
In this paper we introduce a notion of multilinear localization operators. By reinterpreting these oper-
ators as multilinear Kohn–Nirenberg pseudodifferential operators, we give sufficient conditions for their
boundedness on products of modulation spaces. Moreover, we prove that these conditions are also neces-
sary for the boundedness of the operators. Finally, as application, we construct various examples of bounded
multilinear pseudodifferential operators.
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1. Introduction
Let the translation and modulation operators be respectively defined by
Txf (t) = f (t − x) and Mωf (t) = e2πiωtf (t), (1)
where f is a function on Rd , x,ω, t ∈ Rd , and ωt = ω · t is the scalar product on Rd . For a fixed
nonzero g ∈ S(Rd) (the Schwartz class), the short-time Fourier transform (STFT) of f ∈ S ′(Rd)
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Vgf (x,ω) = 〈f,MωTxg〉 =
∫
Rd
f (t)g(t − x) e−2πiωt dt, (2)
where the brackets 〈f,g〉 denote the extension to S ′(Rd) × S(Rd) of the inner product 〈f,g〉 =∫
f (t)g(t) dt on L2(Rd). The localization operator Aϕ1,ϕ2a with symbol a ∈ S ′(R2d) and win-
dows ϕ1, ϕ2 ∈ S(Rd) is the mapping initially defined from S(Rd)× S(Rd) into S ′(Rd) by
Aϕ1,ϕ2a f (t) =
∫
R2d
a(x,ω)Vϕ1f (x,ω)MωTxϕ2(t) dx dω. (3)
Localization operators have been studied in numbers of contexts, see [3,5,11,15,18] and the ref-
erences therein. A special case of localization operator occurs when ϕ1(t) = ϕ2(t) = e−πt2 , in
which case Aa = Aϕ1,ϕ2a is the classical anti-Wick operator and the mapping a → Aϕ1,ϕ2a is in-
terpreted as a quantization rule [3]. Moreover, localization operators were first introduced in
time-frequency analysis by Daubechies [7] to localize signals in the time-frequency plane and to
extract their time-frequency features.
A basic question about these operators is to find “minimal” conditions on the symbol a that
guarantee the boundedness of Aϕ1,ϕ2a on L2 and on other Banach spaces such as the potential
spaces or the modulation spaces. If the windows belong to suitable modulation spaces, it has
been recently shown that the optimal results as far as boundedness of the operators is concerned,
are obtained in the context of time-frequency analysis [5,6]. Additionally, some sharp results
were obtained in [14] when rougher windows but more regular symbols are used. We refer to
[5,15,18] and the references therein for samples of works which use time-frequency analysis
techniques in the study of localization operators. The boundedness is usually achieved by rewrit-
ing the localization operator in terms of a pseudodifferential operator: the Weyl transform. More
precisely, recall that for any functions f,g ∈ S(Rd), the cross-Wigner distribution of f and g is
defined as
W(f,g)(x,ω) =
∫
Rd
f
(
x + t
2
)
g
(
x − t
2
)
e−2πiωt dt.
Then, Aϕ1,ϕ2a = La∗W(ϕ2,ϕ1), where La∗W(ϕ2,ϕ1) is the Weyl transform with symbol σ = a ∗
W(ϕ2, ϕ1). More specifically, for f,g ∈ S(Rd) we have
〈La∗W(ϕ2,ϕ1)f, g〉 =
〈
a ∗W(ϕ2, ϕ1),W(g,f )
〉
, (4)
see [5,11]. In this setting, it is natural to study the boundedness properties of Aϕ1,ϕ2a in the realm
of modulation spaces (to be defined later) which are often “the right setting” for the study of
pseudodifferential operators [12,13]. In particular, assuming that the symbol of the localization
operator satisfies some “weak” time-frequency concentration conditions, i.e., a belongs to the
largest modulation spaces M∞(R2d), and provided that the windows ϕ1, ϕ2 are regular enough,
it is shown in [5,18] that the symbol a ∗ W(ϕ2, ϕ1) of the corresponding Weyl transform is
in the modulation space M∞,1(R2d). Hence boundedness result of Aϕ1,ϕ2a follows from that
of La∗W(ϕ2,ϕ1) [12,13].
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to write it in the Weyl form, but in any suitable pseudodifferential form. Here we are interested
in the Kohn–Nirenberg form of a pseudodifferential operator, informally given by
Tσf (x) =
∫
Rd
σ (x,ω)fˆ (ω)e2πixω dω, f ∈ S(Rd), (5)
where σ is a measurable function, or even a tempered distribution on R2d .
If we define the rotation operator U acting on a function F on R2d by
UF(x,ω) = F(ω,−x), ∀(x,ω) ∈ R2d, (6)
then we shall show the identity (Proposition 2.1)
Aϕ1,ϕ2a = Tσ , (7)
with the Kohn–Nirenberg symbol σ given by
σ = a ∗ UF(Vϕ1ϕ2), (8)
and where Ff (ω) = fˆ (ω) = ∫ f (t)e−2πitω dt stands for the Fourier transform. We notice that
relation (7) expresses a localization operator in terms of pseudodifferential operator by using the
STFT of the windows ϕ1, ϕ2, instead of their cross-Wigner distribution as in (4). An important
property of the modulation spaces is that they are invariant under the operator which transforms
a Kohn–Nirenberg symbol to a Weyl symbol [16], see also [13, Lemma 2.1]. Consequently,
the relation given by (8) cannot be used to improve the boundedness results obtained in [5]
using (4). However, it turns out to be very useful when one handles Kohn–Nirenberg instead of
Weyl operators. Moreover, it is the starting point to multilinear pseudodifferential operators, see
[1,2] and references therein.
In this paper, we introduce a notion of multilinear localization operator, that not only gen-
eralizes the linear case, but also yields a subclass of multilinear pseudodifferential operators.
Intuitively, one can think of localizing m-fold products of functions. For the sake of clarity, we
first restrict our attention to the bilinear case.
Bilinear localization operators. In this paper, we are interested in boundedness for multilinear
localization operators. Such operators are defined in the bilinear case as follows:
Definition 1.1. Let f1, f2 ∈ S(Rd) and 
f = (f1, f2). Given a symbol a ∈ S ′(R4d) and window
functions ϕi ∈ S(Rd), with i = 1, . . . ,4, the bilinear localization operator Aa is given by
Aa
( 
f )(x) = ∫
R4d
a(z, ζ )Vϕ1f1(z1, ζ1)Vϕ2f2(z2, ζ2)Mζ1Tz1ϕ3(x)Mζ2Tz2ϕ4(x) dz dζ, (9)
where x ∈ Rd .
Notice that if the symbol a ∈ S ′(R4d) then the corresponding operator Aa maps S(Rd) ×
S(Rd) into S ′(Rd). Moreover, if a(z, ζ ) ≡ 1 then (9) reduces to a familiar reproducing formula
for the STFT.
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troduce the following time-frequency representation. For ϕ3, ϕ4 ∈ S(Rd) \ {0}, z = (z1, z2),
ζ = (ζ1, ζ2) ∈ R2d , we define Vϕ3,ϕ4 by
Vϕ3,ϕ4g(z, ζ ) =
∫
Rd
g(t)Mζ1Tz1ϕ3(t)Mζ2Tz2ϕ4(t) dt, g ∈ S
(
R
d
)
. (10)
Thus, for 
f = (f1, f2) ∈ S × S and g ∈ S , the weak definition of (9) is given by〈
Aa
( 
f ), g〉= 〈a,Vϕ1⊗ϕ2(f1 ⊗ f2)Vϕ3,ϕ4g〉. (11)
One of our goals in this paper is to understand the boundedness properties of the bilinear
localization operators (and their multilinear analogue) on products of modulations spaces. To
this end, we will need the representation of these operators as bilinear (or, in general, as multi-
linear) pseudodifferential operators. This will allow us to use known results on boundedness of
multilinear pseudodifferential operators on products of modulation spaces [1,2] to obtain bound-
edness results of these multilinear localization operators. Moreover, our boundedness results are
proved to be almost optimal in the sense that the sufficient conditions for such boundedness are
also necessary conditions. As a byproduct of the boundedness properties, we construct a class of
symbols for (bounded) multilinear pseudodifferential operators starting from a multilinear local-
ization operator. We point out that our results provide a simple way to construct such symbols
starting from “almost” any tempered distribution (the symbol of the associated localization op-
erator), by a simple convolution with a function in a suitable modulation space (Propositions 4.2
and 4.3).
Our paper is organized as follows. In Section 2 the time-frequency tools used in our frame-
work are reviewed. The connection between localization and Kohn–Nirenberg operators (7) is
proved. The definition of the multilinear localization operators is given together with its connec-
tion with multilinear pseudodifferential operators. In Section 3 we define the modulation spaces
and present some of their basic properties. Moreover, we give in the same section a seemingly
unrelated but important characterization of certain modulation spaces (Propositions 3.3, 3.4). In
Section 4 we state and prove our results on sufficient and necessary conditions for the bound-
edness of the multilinear localization operator on products of modulation spaces (Theorems 4.5
and 4.8, respectively). Finally, Section 5 is devoted to present specific examples of symbols that
yield bounded multilinear pseudodifferential operators on products of modulation spaces.
2. Multilinear localization operators
We first list some crucial properties of the STFT [12, Chapter 3].
Lemma 2.1. Let f,g ∈ L2(Rd), then we have
(i) (STFT of the Fourier transform)
Vgf (x,ω) = e−2πixωVgˆfˆ (ω,−x). (12)
(ii) (Fourier transform of the STFT)
F(Vgf )(ω,x) = e2πixωf (−x)gˆ(ω). (13)
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need to compute the STFT of a STFT. This is done in the following result [5, Lemma 2.2].
Lemma 2.2. Fix a nonzero γ ∈ S(Rd) and let f,g ∈ S(Rd). Set Ψ = Vγ γ ∈ S(R2d). Then the
STFT of Vgf with respect to the window Ψ is given by
VΨ (Vgf )(z, ζ ) = e−2πiz2ζ2Vγ g(−z1 − ζ2, ζ1)Vγ f (−ζ2, z2 + ζ1), (14)
where z = (z1, z2) ∈ R2d and ζ = (ζ1, ζ2) ∈ R2d .
A linear localization operator can be rewritten as a Kohn–Nirenberg pseudodifferential oper-
ator. More precisely, we have:
Proposition 2.1 (Connection between Kohn–Nirenberg and localization operators). If a ∈
S ′(R2d), ϕ1, ϕ2 ∈ S(Rd), then Aϕ1,ϕ2a is the Kohn–Nirenberg operator Tσ , given by (5), where
the Kohn–Nirenberg symbol σ is given by (8).
Proof. Let ϕ1, ϕ2 ∈ S(Rd), a ∈ S(R2d), then the integral defining Aϕ1,ϕ2a in (3) is absolutely
convergent.
We first use (12) in (3) and we get
Aϕ1,ϕ2a f (t) =
∫
R2d
a(x,ω)Vϕ1f (x,ω)MωTxϕ2(t) dx dω
=
∫
R2d
a(x,ω)e−2πixω
( ∫
Rd
fˆ (y)e2πixy ϕˆ1(y −ω)dy
)
e2πiωtϕ2(t − x)dx dω
=
∫
Rd
fˆ (y)
( ∫
R2d
a(x,ω)e2πi[(t−x)ω+xy]
)
ϕˆ1(y −ω)ϕ2(t − x)dx dωdy.
Changing variables in the last equation and using (13) yield
Aϕ1,ϕ2a f (t) =
∫
Rd
fˆ (y)e2πity
( ∫
R2d
a(t − u,y − v)e−2πiuvϕˆ1(v)ϕ2(u) dudv
)
dy
=
∫
Rd
fˆ (y)e2πity
( ∫
R2d
a(t − u,y − v)F(Vϕ1ϕ2)(v,−u)dudv
)
dy
=
∫
Rd
fˆ (y)e2πity
(
a ∗ UF(Vϕ1ϕ2)
)
(t, y) dy,
where U is the rotation defined in (6). Using a standard approximation argument, we then obtain
the equivalence of the operators for all a ∈ S ′(R2d). 
Without any further work—just some extra notations—it is straightforward to generalize
the above approach to define a multilinear localization operator, and relate it to a multilinear
pseudodifferential operator. Thus we are led to make the following definition. Fix m ∈ N. For
every symbol a ∈ S ′(R2md) and windows ϕi , i = 1, . . . ,2m, in the Schwartz class S(Rd), we
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tensor products of the m analysis and m synthesis windows, i.e.,
φ1(t1, . . . , tm) := ϕ1(t1) · · ·ϕm(tm) (15)
and
φ2(t1, . . . , tm) := ϕm+1(t1) · · ·ϕ2m(tm). (16)
Let R be the trace mapping that assigns to each function defined on Rmd a function defined
on Rd by the following formula:
R : F → F |{t1=t2=···=tm}, t = (t1, . . . , tm) ∈ Rmd. (17)
Definition 2.2. The multilinear localization operator Aa with symbol a ∈ S ′(R2md) and windows
ϕj ∈ S(Rd), j = 1, . . . ,2m, is the multilinear mapping defined on the m-fold product of S(Rd)
into S ′(Rd) by
Aa
( 
f )(x) := ∫
R2md
a(z, ζ )V⊗m
j=1 ϕj
(
m⊗
j=1
fj
)
(z, ζ )
m∏
j=1
Mζj Tzj ϕm+j (x) dζ dz
=
∫
R2md
a(z, ζ )Vφ1
(
m⊗
j=1
fj
)
(z, ζ )RMζTzφ2(x) dζ dz, (18)
where (z, ζ ) ∈ Rmd × Rmd , x ∈ Rd , and 
f = (f1, . . . , fm) ∈ S(Rd)× · · · × S(Rd).
If m = 1 we are back to the linear localization operator Aϕ1,ϕ2a , whereas the case m = 2 gives
the bilinear localization operator introduced in (9).
Analogously, the weak definition (11), for an arbitrary m ∈ N, is now given by
〈
Aa
( 
f ), g〉=
〈
a,
m∏
j=1
(Vϕj fj )V(ϕl)2ml=m+1g
〉
=
〈
a,Vφ1
(
m⊗
j=1
fj
)
Vφ2g
〉
, (19)
where
Vφ2g(z, ζ ) =
∫
Rd
g(t)RMζTzφ2(t) dt, (z, ζ ) ∈ R4md. (20)
We aim at studying the boundedness of Aa on products of modulation spaces by rewriting
it as a multilinear pseudodifferential operator Tσ with symbol σ as pointed out earlier for the
bilinear case. In the general case we have:
Proposition 2.3. Let a ∈ S ′(R2md) and ϕj ∈ S(Rd), j = 1, . . . ,2m. Then the multilinear local-
ization operator Aa is the multilinear pseudodifferential operator Tσ defined on 
f = (fj )mj=1 ∈
S(Rd)× · · · × S(Rd) by
Aa
( 
f )(x) = Tσ ( 
f )(x) :=
∫
md
σ (x, ξ)
m∏
j=1
fˆj (ξj )e
2πix
∑m
j=1 ξj dξ, (21)R
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σ(x, ξ) = a ∗Φ(R(x), ξ) (22)
with x ∈ Rd , ξ ∈ Rmd . Moreover, the function Φ is given by
Φ(z, ξ) =
m∏
j=1
UF(Vϕj ϕj+m)(zj , ξj ), z = (z1, . . . , zm), ξ = (ξ1, . . . , ξm) ∈ Rmd. (23)
Proof. It is carried out by the same arguments as in Proposition 2.1. 
3. Modulation spaces
Given 1 p,q ∞, and a fixed, nonzero window function g ∈ S(Rd), the modulation space
Mp,q = Mp,q(Rd) introduced by Feichtinger in [8], is the space of all distributions f ∈ S ′(Rd)
for which the following norm is finite:
‖f ‖Mp,q =
( ∫
Rd
( ∫
Rd
∣∣Vgf (x, y)∣∣p dx
)q/p
dy
)1/q
= ‖Vgf ‖Lp,q ,
with the usual modifications if p and/or q are infinite. When p = q , we write Mp for Mp,p . Note
that for p = q = 2, M2 = L2.
Remark 3.1. The definition of modulation spaces is independent of the choice of the window g
in the sense of equivalent norms. It is important to note that the Schwartz class S(Rd) is dense in
Mp,q for 1 p,q < ∞. One can also show that the dual of Mp,q is Mp′,q ′ , where 1 p,q < ∞
and 1/p + 1/p′ = 1/q + 1/q ′ = 1.
We refer to [12] and the references therein for more details on modulation spaces.
We recall the convolution property for modulation spaces [5, Proposition 2.4] (see also [18]),
that will be used in the proof of one of our main results. The notation A B means A cB for
a suitable constant c > 0.
Proposition 3.2. Let 1 p,q, r, s, t ∞. If
1
p
+ 1
q
− 1 = 1
r
and
1
t
+ 1
t ′
= 1,
then
Mp,st
(
R
d
) ∗Mq,st ′(Rd) ↪→ Mr,s(Rd) (24)
with norm inequality ‖f ∗ h‖Mr,s  ‖f ‖Mp,st ‖h‖Mq,st ′ .
We next present an interesting STFT-norm estimate, involving the modulation spaces and their
image under Fourier transform: the Wiener amalgam spaces. For sake of completeness we define
the Wiener amalgam spaces, and we refer to [9] for more details.
Let FLp denote the image of Lp under the Fourier transform, i.e.,
FLp(Rd)= {f ∈ S ′(Rd), such that ∃h ∈ Lp with hˆ = f }
equipped with the norm ‖f ‖FLp = ‖h‖p , with hˆ = f.
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on Rd . The Wiener amalgam space W(FLp,Lq) is the space of all functions or tempered distri-
butions for which the norm
‖f ‖W(FLp,Lq) =
( ∫
Rd
( ∫
Rd
∣∣Vgf (x, y)∣∣p dy
)q/p
dx
)1/q
(25)
is finite. It can be shown that different choices of g ∈ D generate the same space and yield
equivalent norms. Note that for p = q , W(FLp,Lq) = Mp.
Recall that A  B means c−1A B  cA, for some c 1.
Proposition 3.3. Let g be a nonzero function in D(Rd) and 1  p,q  ∞. Then f ∈
W(FLp,Lq)(Rd) if and only if Vgf ∈ Mp,q(R2d) with
‖Vgf ‖Mp,q  ‖g‖Mp,q‖f ‖W(FLp,Lq). (26)
Proof. Let f ∈ W(FLp,Lq), and g ∈ D(Rd). We estimate the Mp,q -norm of Vgf using (14)
as follows:
‖Vgf ‖Mp,q

( ∫
R2d
( ∫
R2d
∣∣VΨ (Vgf )(z, ζ )∣∣p dz
)q/p
dζ
)1/q
=
( ∫
R2d
( ∫
R2d
∣∣Vγ g(−z1 − ζ2, ζ1)∣∣p∣∣Vγ f (−ζ2, z2 + ζ1)∣∣p dz1 dz2
)q/p
dζ1 dζ2
)1/q
=
( ∫
R2d
( ∫
R2d
∣∣Vγ g(w1, u1)∣∣p dw1
)q/p
du1
)1/q
×
( ∫
R2d
( ∫
R2d
∣∣Vγ f (u2,w2)∣∣p dw2
)q/p
du2
)1/q
 ‖g‖Mp,q‖f ‖W(FLp,Lq).
Thus the proof is completed. 
It is straightforward from [18, Theorem 4.1] to infer the following characterization of Mp(Rd)
via STFT, 1 p ∞:
Proposition 3.4. Let g ∈ M1 and 1 p ∞ be given. Then f ∈ Mp(Rd) if and only if Vgf ∈
Mp(R2d) with
‖Vgf ‖Mp  ‖g‖Mp‖f ‖Mp. (27)
We observe that, for p = 1, this yields a refinement of [12, Proposition 12.1.2]. A similar
characterization involving the cross-Wigner distribution is contained in [5, Proposition 2.5]. See
also [9] for similar results.
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Sufficient conditions for boundedness. The tools from the previous sections enable us to obtain
boundedness properties for multilinear localization operators. As pointed out earlier, this result
will be achieved by passing to the associated multilinear pseudodifferential operators, and using
the following result [1, Theorem 3.1].
Theorem 4.1. If σ ∈ M∞,1(R(m+1)d ), then the m-linear pseudodifferential operator Tσ defined
by (21) extends to a bounded operator from Mp1,q1(Rd) × · · · × Mpm,qm(Rd) into Mp0,q0(Rd),
when
1
p1
+ · · · + 1
pm
= 1
p0
,
1
q1
+ · · · + 1
qm
= m− 1 + 1
q0
,
1 pj , qj ∞, j = 0, . . . ,m. (28)
Moreover, we have the following norm estimate, for some C > 0 independent of σ :
‖Tσ‖ C‖σ‖M∞,1 . (29)
The next proposition gives the continuity of the mapping from the localization symbol a to
the related Kohn–Nirenberg symbol σ .
Proposition 4.2. Let a ∈ M∞(R2md), ϕj ∈ M1(Rd), j = 1, . . . ,2m. Then:
(i) Φ ∈ M1(R2md), where Φ is the function defined in (23).
(ii) The symbol σ(x, ξ) = a ∗ Φ(R(x), ξ) (see (22)), is in M∞,1(R(m+1)d ), with the following
norm estimate:
‖σ‖M∞,1(R(m+1)d )  C‖a‖M∞(R2md)
2m∏
j=1
‖ϕj‖M1(Rd ).
Proof. (i) Relation (27), for p = 1, guarantees Vϕj ϕj+m ∈ M1(R2d), for every j = 1, . . . ,m.
The result is then consequence of the continuity of the mappings U and F on the space M1.
(ii) We have a ∗Φ ∈ M∞,1(R2md), when a ∈ M∞(R2md) and Φ ∈ M1(R2md), by the convo-
lution relations (24). Next, let i be the mapping defined by
i(x, ξ) = (R(x), ξ), x ∈ Rd, ξ ∈ Rmd.
It is shown in [17, Proposition 2.12] (and implicitly presented in [4]) that i is a continuous map
from M∞,1(R2md) to M∞,1(R(m+1)d ), so the proof is completed. 
Similarly, one can show the following result whose details are left to the interested reader.
Proposition 4.3. Let a ∈ Mp(R2md), ϕj ∈ Mp′(Rd), j = 1, . . . ,2m, and 1 p ∞. Then:
(i) Φ ∈ Mp′(R2md).
(ii) σ(x, ξ) ∈ M∞,1(R(m+1)d ), with
‖σ‖M∞,1(R(m+1)d )  C ‖a‖Mp(R2md)
2m∏
j=1
‖ϕj‖Mp′ (Rd ).
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Proposition 4.2 is the key ingredient to prove our first main result.
Theorem 4.5. Let m ∈ N, a symbol a ∈ M∞(R2md), and window functions ϕj ∈ M1(Rd), j =
1, . . . ,2m, be given. Then the m-linear localization operator Aa defined by (18) extends to a
bounded operator from Mp1,q1(Rd) × · · · × Mpm,qm(Rd) into Mp0,q0(Rd), where the indices
relation is given in (28). Moreover, we have the following norm estimate
‖Aa‖ C‖a‖M∞(R2md)
2m∏
i=1
‖ϕi‖M1(Rd ). (30)
Proof. By (21) it suffices to prove that the multilinear pseudodifferential operator Tσ = Aa is
bounded under the hypothesis of the theorem, where the symbol σ is related to a by (22). By
Proposition 4.2, a ∈ M∞(R2md) implies that σ ∈ M∞,1(R(m+1)d ). The result now follows from
Theorem 4.1. 
Similarly, if instead of using Proposition 4.2, we use Proposition 4.3 we obtain:
Theorem 4.6. The same result stated in Theorem 4.5 is obtained under the following assump-
tions: a ∈ Mp(R2md), ϕj ∈ Mp′(Rd), j = 1, . . . ,2m, and 1 p ∞.
Additionally, using [2, Theorem 1] and the same techniques as above give:
Theorem 4.7. Let m ∈ N and 1  p ∞ be given. Consider a symbol a ∈ Mp,∞(R2md), and
window functions ϕj ∈ M1(Rd), j = 1, . . . ,2m. Then the m-linear localization operator Aa
defined by (18) extends to a bounded operator from Mp1,q1(Rd) × · · · × Mpm,qm(Rd) into
Mp0,q0(Rd), when
1
p
+ 1
p1
+ · · · + 1
pm
= 1
p0
,
m
p
+ 1
q1
+ · · · + 1
qm
= m− 1 + 1
q0
,
and 1 pj , qj ∞, for j = 0, . . . ,m, with norm estimate analogous to (30).
Necessary conditions for boundedness. Here we give a (almost) converse of Theorem 4.5. This
guarantees the optimality of the choice of modulation spaces in the framework of multilinear
localization operators as is the case in the linear setting [6]. First, we need the following pre-
liminary result. Recall that for ϕj ∈ S(Rd), j = 1, . . . ,2m, φ1 and φ2 are given respectively
by (15), (16).
Lemma 4.1. Let fl, g ∈ S(Rd), for l = 1, . . . ,m, and consider the analysis, synthesis window
functions φ1, φ2. Then the function Ψ on Rmd × Rmd , given by
Ψ (z, ζ ) :=
(
Vφ1
(
m⊗
l=1
fl
)
Vφ2g
)
(z, ζ ), (31)
belongs to S(R2md).
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on Rd , then Vgf ∈ S(R2d) if and only if f,g ∈ S(Rd); second, the trace operatorR is continuous
on S . 
Theorem 4.8. Let m ∈ N, and a ∈ S ′(R2md) be given. Assume that:
(i) the m-linear localization operator Aa is a bounded operator from Mp1,q1(Rd) × · · · ×
Mpm,qm(Rd) into Mp0,q0(Rd), where the indices relation is given by (28);
(ii) Aa satisfies the following norm estimate
‖Aa‖C(a)
2m∏
i=1
‖ϕi‖M1(Rd ), ∀ϕi ∈ S
(
R
d
)
, i = 1, . . . ,2m, (32)
where the positive constant C(a) depends only on the symbol a.
Then, the symbol a belongs necessarily to M∞(R2md).
Proof. We need to compute the time-frequency shifts of the function Ψ defined in (31). Since
Ψ can be written as a product of
⊗m
j=1 Vϕj fj and Vφ2g, we easily obtain
MuTv(Ψ ) =
m∏
j=1
V(M−u1j Tu2j M−v2j T−v1j ϕj )
(M−u1j Tu2j fj )VM−v2T−v1φ2g. (33)
Next, to verify that a ∈ S ′(R2md) is in M∞(R2md), we consider the window function Ψ of the
previous step and we show that VΨ a is in L∞(R4md). We use assumption (32), the weak defin-
ition of Aa and (33) to conclude the proof. More precisely, if we denote by Aa the multilinear
localization operator with analysis windows M−u1j Tu2j M−v2j T−v1j ϕj , and synthesis windows
M−v2j T−v1j ϕj+m, j = 1, . . . ,m, we get∣∣VΨ a(v,u)∣∣= ∣∣〈a,MuTvΨ 〉∣∣
=
∣∣∣∣∣
〈
a,
m∏
j=1
V(M−u1j Tu2j M−v2j T−v1j ϕj )
(M−u1j Tu2j fj )VM−v2T−v1φ2g
〉∣∣∣∣∣
= ∣∣〈Aa 
f ,g〉∣∣
 C(a)
m∏
j=1
‖M−u1j Tu2j M−v2j T−v1j ϕj‖M1(Rd ) ‖M−v2j T−v1j ϕj+m‖M1(Rd )
× ‖M−u1j Tu2j fj‖Mpj ,qj ‖g‖Mp′0,q′0

2m∏
j=1
‖ϕj‖M1
m∏
j=1
‖fj‖Mpj ,qj ‖g‖Mp′0,q′0 < ∞,
which completes the proof. 
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In this section we use the results of the previous sections to construct various examples of
symbols of bounded multilinear localization operators. Equivalently, these are examples of mul-
tilinear pseudodifferential operators with symbols in the modulation space M∞,1. In particular,
our examples illustrate the results on multilinear pseudodifferential operators obtained in [1,2].
For the sake of simplicity, we provide examples for the bilinear case, and when the dimension
d = 1. The multilinear, higher-dimensional case is dealt with similarly.
Constructing symbols in M∞,1(R3) requires: first, to choose suitable windows ϕi , i =
1, . . . , d , and to compute the function Φ defined in (23); second, to find symbols a on R4 that,
when convolved with Φ , yield the Kohn–Nirenberg symbols σ in (22).
Construction of Φ . Interesting examples of nonsmooth Kohn–Nirenberg symbols σ forbid the
use of smooth windows (such as the Gaussian or any function in S) on the localization side.
Thus, we look for windows ϕi ∈ M1(R) (with minimal smoothness) such that by Proposition 4.2
we obtain Φ ∈ M1(R4).
(i) Let A > 0 and for every i = 1, . . . ,4, choose ϕi(t) = ϕ(t) = e−A|t |. Its Fourier transform
is given by ϕˆ(ω) = 2A/(A2 + 4πω2). Using the Fourier transform of the STFT in (13), we
construct a first example of window Φ = Φ1:
Φ1(x, y,u, v) = UF(Vϕϕ)(x,u)UF(Vϕϕ)(y, v)
= U
(
e2πixue−A|x| 2A
A2 + 4πu2
)
U
(
e2πiyve−A|y| 2A
A2 + 4πv2
)
= e−2πi(xu+yv)e−A(|u|+|v|) 4A
2
(A2 + 4πx2)(A2 + 4πy2) . (34)
(ii) Let A > 0 and for every i = 1, . . . ,4, we set ϕi(t) = ϕ(t) = Ate−A|t |h(t), where h is the
step function defined by h(t) = 0, if t < 0 and h(t) = 1, if t  0. An easy computation shows:
ϕˆ(ω) = A/(A+ 2πiω)2. This yield another example of Φ:
Φ2(x, y,u, v) = A4uve−2πi(xu+yv) e
A(u+v)
(A2 + 4πx)2(A2 + 4πy)2 (h⊗ h)(−u,−v). (35)
(iii) Note that rougher windows can be considered as well. For instance, take A > 0 and for
every i = 1, . . . ,4, set ϕi(t) = ϕ(t) = e−A|t |h(t), where h is the step function defined above.
Then ϕ /∈ M1 (ϕ is not even continuous). Nevertheless, ϕ ∈ L2 = M2 and its Fourier transform
is given by ϕˆ(ω) = 1/(A+ 2πiω). In this case, by Proposition 4.3, we obtain Φ3 ∈ M2(R4) =
L2(R4), where
Φ3(x, y,u, v) = e−2πi(xu+yv) e
A(u+v)
(A− 2πix)(A − 2πiy) (h⊗ h)(−u,−v). (36)
Of course, a host of other examples of functions Φ can be obtained by playing with different
windows ϕi , instead of assuming that all the windows are equal.
Construction of the Kohn–Nirenberg symbols σ . For any (ck) ∈ ∞, it is easy to show (or
see [10]) that measures of the form a = a1 =∑k∈Z4 ckδk belong to M∞(R4). By Proposition 4.2,
the Kohn–Nirenberg symbol σ ∈ M∞,1(R3), provided that Φ ∈ M1(R4) and a1 ∈ M∞(R4).
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σ1(x,u, v) =
( ∑
k∈Z4
ckδk ∗Φ1
)
(x, x,u, v)
= 4A2
∑
(k1,k2,k3,k4)∈Z4
c(k1,k2,k3,k4)
[
T(k1,k2,k3,k4)e
−2πi(xu+yv)]∣∣
y=x
× T(k3,k4)e
−A(|u|+|v|)
[T(k1,k2)((A2 + 4πx2)(A2 + 4πy2))]|y=x
.
(ii) Similarly, a second example σ2(x,u, v) is obtained by convolving the measure a1 with Φ2:
σ2(x,u, v) =
( ∑
k∈Z4
ckδk ∗Φ2
)
(x, x,u, v)
= A4
∑
(k1,k2,k3,k4)∈Z4
c(k1,k2,k3,k4)(u− k3)(v− k4)(h⊗h)(−u+ k3,−v+k4)
× [T(k1,k2,k3,k4)e
−2πi(xu+yv)]|y=xT(k3,k4)eA(u+v)
[T(k1,k2)((A2 + 4πx)2(A2 + 4πy)2)]|y=x
.
(iii) One can apply the same arguments as before, starting from any other symbol a in M∞. For
instance, take a = χE , for some (measurable) bounded subset of R4.
(iv) Smoother examples of functions a can be used, e.g.,
a2(x1, x2, x3, x4) =
4∏
k=1
1
1 + x2k
, a3(x1, x2, x3, x4) =
4∏
k=1
1
Ak + 2πixk .
Both examples define functions aj ∈ L2(R4), which can be convolved with any function
Φ ∈ L2(R4), e.g., the function Φ3 computed in (36). Then Proposition 4.3 gives symbols
σ ∈ M∞,1(R3).
Acknowledgments
The authors thank H. Feichtinger and K. Gröchenig for very helpful discussions on the topic and are extremely grate-
ful to the referee for having provided new references and many useful suggestions. This work was developed while both
authors were visiting the Erwin Schrödinger Institute in Vienna whose support, hospitality and great working conditions
are gratefully acknowledged.
References
[1] A. Bényi, K. Gröchenig, C. Heil, K. Okoudjou, Modulation spaces and a class of bounded multilinear pseudodiffer-
ential operators, J. Operator Theory 54 (2005) 389–401.
[2] A. Bényi, K.A. Okoudjou, Modulation space estimates for multilinear pseudodifferential operators, Studia
Math. 172 (2) (2006) 169–180.
[3] F.A. Berezin, Wick and anti-Wick symbols of operators, Mat. Sb. (N.S.) 86 (128) (1971) 578–610.
[4] A. Boulkhemair, Remarks on a Wiener type pseudodifferential algebra and Fourier integral operators, Math. Res.
Lett. 4 (1997) 53–67.
[5] E. Cordero, K. Gröchenig, Time-frequency analysis of localization operators, J. Funct. Anal. 205 (1) (2003) 107–
131.
[6] E. Cordero, K. Gröchenig, Necessary conditions for Schatten class localization operators, Proc. Amer. Math.
Soc. 133 (2005) 3573–3579.
1116 E. Cordero, K.A. Okoudjou / J. Math. Anal. Appl. 325 (2007) 1103–1116[7] I. Daubechies, Time-frequency localization operators: A geometric phase space approach, IEEE Trans. Inform.
Theory 34 (4) (1988) 605–612.
[8] H.G. Feichtinger, Modulation spaces on locally Abelian groups, Technical report, University of Vienna, 1983, up-
dated version appeared in: R. Radha, M. Krishna, S. Thangavelu (Eds.), Proc. of Internat. Conf. on Wavelets and
Applications, New Delhi Allied Publishers, Chennai, India, 2003, pp. 99–140.
[9] H.G. Feichtinger, Generalized amalgams, with applications to Fourier transform, Canad. J. Math. 42 (3) (1990)
395–409.
[10] H.G. Feichtinger, K. Nowak, A first survey of Gabor multipliers, in: H.G. Feichtinger, T. Strohmer (Eds.), Advances
in Gabor Analysis, Birkhäuser, Boston, 2002.
[11] G.B. Folland, Harmonic analysis in phase space, Ann. of Math. Stud. 122 (1989).
[12] K. Gröchenig, Foundations of Time-Frequency Analysis, Birkhäuser, Boston, 2001.
[13] K. Gröchenig, C. Heil, Modulation spaces and pseudodifferential operators, Integral Equations Operator The-
ory 34 (4) (1999) 439–457.
[14] Z. Hee, M.W. Wong, Localization operators associated to square integrable group representations, Panamer.
Math. J. 6 (1996) 93–104.
[15] J. Ramanathan, P. Topiwala, Time-frequency localization via the Weyl correspondence, SIAM J. Math. Anal. 24 (5)
(1993) 1378–1393.
[16] J. Sjöstrand, An algebra of pseudodifferential operators, Math. Res. Lett. 1 (2) (1994) 185–192.
[17] J. Toft, Subalgebras to a Wiener type algebra of pseudodifferential operators, Ann. Inst. Fourier (Grenoble) 51 (5)
(2001) 1347–1383.
[18] J. Toft, Continuity properties for modulation spaces, with applications to pseudodifferential calculus. I, J. Funct.
Anal. 207 (2) (2004) 399–429.
[19] H. Triebel, Modulation spaces on the Euclidean n-space, Z. Anal. Anwendungen 2 (5) (1983) 443–457.
