Abstract. One of the most mysterious aspects of Saito's theory of Hodge modules are the Hodge and weight filtrations that accompany the pushforward of a Hodge module under an open embedding. In this paper we consider the open embedding in a product of complementary Grassmannians given by pairs of transverse subspaces. The push-forward of the structure sheaf under this open embedding is an important Hodge module from the viewpoint of geometric representation theory and homological knot invariants.
1. Introduction 1.1. Mixed Hodge modules and their associated graded. The theory of mixed Hodge modules was developed by Saito as a D-module analog of the theory of weights for ℓ-adic sheaves. Let X be a smooth proper algebraic variety. A mixed Hodge module M on X gives rise to filtered D X -module G(M ) and thus to a O T * X -module gr (G(M ) ).
The most non-trivial aspect of Saito's theory concerns push-forward of mixed Hodge modules along non-proper maps. For example, suppose that j : U ֒→ X is the inclusion of an open subset and consider the mixed Hodge module push-forward j * O U . This results in a subtle filtered structure on j * O U which reflects the singularities of the complement X \ U . More precisely, j * O U has a simple description if the complement is simple normal crossing. For more complicated complements on has to blow up along X \ U to obtain a simple normal crossing complement and then compute the proper pushforward of j * O U . In general this is quite difficult to do in practice. For a more general discussion see, for instance, [Sc] .
In this paper we compute gr(G(j * O U )) for a natural open embedding j that shows up in geometric representation theory and has connections to other areas, including higher representation theory and homological knot invariants. More specifically, we take X = G(k, N ) × G(N − k, N ) the product of two complimentary Grassmannians and take U to be the locus of pairs of subspaces which intersect trivially. Our main result (Theorem 8.4 and Corollary 9.5) identifies gr(G(j * O U )) as the pushforward of a line bundle of a certain locally closed subset of T * X. We also show that the resulting weight filtration on gr(G(j * O U )) is a natural filtration from the coherent sheaves viewpoint, related to the different components of T * G(k, N ) × gl N T * G(N − k, N ). This computation is quite indirect and uses the theory of categorical sl 2 actions.
1.2. sl 2 -actions involving Grassmannians. Consider the quantum group U q (sl 2 ) with its usual generators E, F, K. Going back to work of Beilinson-Lusztig-MacPherson [BLM] , there is a geometric incarnation of U q (sl 2 ) involving Grassmannians G(k, N ) over a finite field with q 2 elements. In this setup, E acts on a subspace W to produce the formal sum of all hyperplanes of W and F acts of W to produce the formal sum of all subspaces in which W sits as a hyperplane. This defines a representation of U q (sl 2 ) on the vector space ⊕ N k=0 C [G(k, N ) ]. Using Grothendieck's faisceaux-fonctions correspondence, there is a natural categorification of this construction. Consider the categories D c (G(k, N ) ) (now using Grassmannians over C) of constructible sheaves. The natural incidence correspondence C(k, N ) ⊂ G(k, N ) × G(k − 1, N ) can be used to define a functor E : D c (G(k, N ) ) → D c (G(k − 1, N )) and a similar functor F in the opposite direction. It is not difficult to prove that these functors satisfy the defining relations of U q (sl 2 ). This idea seems to have been known to experts for some time and first appeared in the literature in the work of Zheng (see Theorem 3.3.6 of [Z1] ). By the Riemann-Hilbert correspondence this gives a categorical sl 2 action on D-modules on Grassmannians.
Cotangent bundles to Grassmannians and filtered D-modules.
On the other hand, in [CKL1] , we constructed a categorical sl 2 -action on the categories of coherent sheaves on cotangent bundles to Grassmannians. In other words, we defined kernels E ∈ D(O T * G(k,N )×T * G(k−1,N ) ) and F ∈ D(O T * G(k−1,N )×T * G(k,N ) ) using the conormal bundle of C(k, N ) and proved that they induce a categorical sl 2 -action.
After learning about our work, Roman Bezrukavnikov suggested to us (back in 2008) that we should be able to relate our construction from [CKL1] with Zheng's construction using the machinery of filtered D-modules and Saito's theory of mixed Hodge modules. This is one of the things we carry out in this paper.
More precisely, we work with sheaves of D X,h -modules on smooth varieties X, where D X,h is the Rees algebra of differential operators on X. This is a sheaf of algebras over C [h] and can be specialized at h = 0 to obtain π * O T * X , the push-forward of the structure sheaf of the cotangent bundle. This gives us an "associated graded" functor gr : D X,h -mod → O T * X -mod. We study some general properties of this functor in section 3 and in the context of kernels in section 4. In section 5, we review some results from the theory of mixed Hodge modules.
Working with Hodge modules is useful because we have results, such as the base change theorem, which do not hold for D h -modules. On the other hand, non-flat pullback (and in particular the tensor product) of Hodge modules is not compatible with the functor G from Hodge modules to D h -modules. In particular, this means that the kernel formalism for Hodge modules is not compatible with G. For this reason we need to consider both Hodge modules and D h -modules in this paper.
In section 6 we define a categorical sl 2 -action on the category of D h -modules on products of Grassmannians. The kernels for this action are the D h -module versions of Zheng's construction (after applying the Riemann-Hilbert correspondence). In section 7 we prove that taking the associated graded of this action recovers our action from [CKL1] (up to conjugating by some line bundles).
1.4. The associated graded of the equivalence. One of the main applications of categorical sl 2 actions (and the reason we studied them in [CKL1] ) is that they can be used to construct equivalences. More precisely, given a categorical sl 2 -action on some categories D(λ), λ ∈ Z we obtain an equivalence of categories T : D(λ) → D(−λ), which categorifies the quantum Weyl group element of U q (sl 2 ). T is defined as the iterated cone of the "Rickard complex"
If one applies this construction to the categorical sl 2 actions discussed above we obtain equivalences
Remarkably, both these equivalences have simpler and more explicit descriptions. On the D-module side the equivalence T is given by the kernel
is the open locus discussed above, namely pairs (V, V ′ ) with V ∩ V ′ = 0, and j is its embedding. This result first appeared (without proof) in [CR] . In the current paper we give a proof and extend the result to the context of D h -modules (see Theorem 8.4). In particular, we show that G(j * O U ) is the D h -module kernel that induces T and that the associated weight filtration on G(j * O U ) is the same as the natural one coming from the Rickard complex defining T. This result is related to a similar result (in the context of ℓ-adic sheaves) due to WebsterWilliamson [WW] .
In [C1] we studied the kernel for T ′ in the category of coherent sheaves. We proved that it concides with the (underived) push-
Thus, as a consequence of our results, we prove that there is an isomorphism gr( (Corollary 9.5 ). This is a purely geometric result, which (as far as we know) can only be deduced using this machinery of categorical sl 2 -actions.
1.5. Generalizations. There are two possible directions for generalizing this work. In one direction, which will hopefully appear in a future paper [CDK] , we replace sl 2 by any simplylaced simple Lie algebra g and replace T * G(k, N ) with the corresponding Nakajima quiver varieties. In [CKL2] we defined a categorical g-action using coherent sheaves on these quiver varieties. On the other hand, Webster [W] (building on Zheng [Z2] ), defined a categorical g-action on a quotient category of the category of equivariant D-modules on an affine space related to the quiver. The results of his paper can be generalized by working with equivariant D h modules. Again, one can relate the two constructions using the associated graded functor. In this setting, the equivalences T and T ′ are replaced by braid group actions [CK3] (of type g).
On the other hand, we can try to replace G(k, N ) by any arbitrary co-minuscule flag variety G/P . In this context we do not expect categorical actions of any Lie algebra. However, we do expect similar equivalences
where G/Q denotes the opposite flag variety. We expect that T, T ′ are both given by natural complexes and by an "open push-forward" description, similar to the case of G(k, N ). In section 10 we propose some precise conjectures along these lines. These equivalences for cominuscule flag varieties are of particular interest to us since they fit into our program for constructing knot homologies [CK2] (that program has only been completed in type A).
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2. Categorical sl 2 actions 2.1. Notation. In this paper we work over the complex numbers C. Let [n] = q n−1 + q n−3 + · · · + q 1−n and
. By a graded category we will mean a category equipped with an auto-equivalence 1 . A graded additive C-linear 2-category is a category enriched over graded additive C-linear categories, that is a 2-category K such that the Hom categories Hom K (A, B) between objects A and B are graded additive C-linear categories (with finite-dimensional Hom spaces) and the composition maps Hom K (A, B) × Hom K (B, C) → Hom K (A, C) are graded additive C-linear functors.
Given a 1-morphism A in an additive 2-category K and a Laurent polynomial f = f a q a ∈ N[q, q −1 ] we write ⊕ f A for the direct sum over a ∈ Z, of f a copies of A a . In particular, if f = [n], then we write ⊕ [n] A to denote the direct sum ⊕ n−1 k=0 A n − 1 − 2k . An additive category is said to be idempotent complete when every idempotent 1-morphism splits. We say that the additive 2-category K is idempotent complete when the Hom categories Hom K (A, B) are idempotent complete for any pair of objects A, B in K, so that all idempotent 2-morphisms split.
If A is an abelian category, then we write D(A) for the bounded derived category of A.
Categorical actions.
A categorical sl 2 action with target K consists of the following data.
(i) A graded, additive, C-linear, idempotent complete 2-category K (the grading shift is denoted · ). (ii) For each λ ∈ Z an object λ ∈ K. We write K(λ, λ ′ ) = Hom K (λ, λ ′ ) for the resulting Hom categories. (iii) 1-morphisms E(λ) ∈ K(λ − 1, λ + 1) and F(λ) : K(λ + 1, λ − 1) for λ ∈ Z. For convenience we will sometimes omit the λ when its value is irrelevant.
(iv) 2-morphisms
On this data we impose the following conditions. (i) The objects λ ∈ K are zero for λ ≫ 0 and λ ≪ 0 ("integrability").
(ii) We have isomorphisms
Id λ ∈ K(λ, λ).
(iv) The Xs and T s satisfy the nil affine Hecke relations:
is zero if i < 0 and one-dimensional if i = 0. Moreover, the space of 2-morphisms between any two 1-morphisms is finite dimensional.
Remark 2.1. A categorical sl 2 action is the same thing as a 2-functor from Rouquier's 2-category [R] to K and by [CL] this is also the same as a 2-functor from Lauda's 2-category [Ld] to K.
Remark 2.2. Typically, the 2-category K is the 2-category of (C-linear, additive, graded) categories where the 1-morphisms are functors and the 2-morphisms are natural transformations. In this paper, K will be a 2-category of kernels where the 1-morphisms are kernels and the 2-morhisms are morphisms between kernels.
The action of the affine nilHecke algebra gives us a direct sum decomposition
for some new 1-morphisms E (r) (λ) ∈ K(λ − r, λ + r) (and similarly we get F (r) (λ) ∈ K(λ + r, λ − r). In most geometric examples (including this paper) these E (r) are quite natural and interesting in themselves.
3. D X,h -modules and the associated graded functor 3.1. Notation. In this section we assume our varieties are smooth, quasi-projective and defined over C. For a variety X we denote by O X the structure sheaf. We write O X -mod for the category of coherent O X -modules. Similarly, we denote by D X denote the sheaf of differential operators and D X -mod for the category of coherent D X -modules. All functors will be assumed to be derived unless otherwise noted.
Usually in this paper, we consider O-modules on cotangent bundles T * X. We write O T * X -mod C × for the category of C × -equivariant coherent O T * X -modules on T * X, where C × acts by scaling the fibres with weight 2. We write {1} :
for the functor given by tensoring by the trivial line bundle carrying a C × -action of weight 1.
Recall that D X comes equipped with a filtration F 0 D X ⊂ F 1 D X ⊂ . . . by the order of differential operator. We let D X,h := Rees(D X ) = k h k F k D X be the associated Rees algebra. D X,h is a sheaf of graded algebras which contains functions O X in degree zero and vector fields and the parameter h in degree 2 subject to the relations ξ · f − f · ξ = hξ(f ) for all vector fields ξ and functions f (we choose to put the vector fields in degree 2 for convenience). We denote by D X,h -mod the category of coherent graded D X,h -modules. We write {1} for the functor of grading shift.
If (M, F ) is a D X -module with a compatible filtration then one can form the Rees module
For studying the associated graded functor from filtered D X -modules to O T * X -modules, it is more convenient to work with the Rees modules. So instead of working with filtered D X -modules we will generally work with D X,h -modules, rather than filtered D-modules.
By the definition of D X,h we have that
(where π : T * X → X is the natural projection and C 0 = C[h]/h). Therefore we have a functor
Since localization gives an equivalence π * O T * X -mod → O T * X -mod we get a functor
Note that if M ∈ D X,h -mod, then M is graded by definition and so M ⊗ C[h] C 0 will be a graded π * O T * X -module, which is the same thing as a C × -equivariant O T * X -module. Finally, note that gr(M {1}) = gr(M ){1}. Note that one also has a similar but simpler functor In this section we will explain how the functor gr commutes with pullbacks and pushforwards of D h -modules. These results first appeared in a paper by Laumon [Lm] using the language of exact categories and filtered modules. We reinterpret and reprove these results using the language of D h -modules.
3.2. Pull-back. We begin with a discussion of the pullback functor in the setting of Dmodules. We consider a map f : X → Y between smooth varieties. For a D Y -module N we have the usual coherent pullback f * N , which is then a f * D Y -module. Since f induces a natural morphism T X → f * T Y the sheaf f * N acquires an action of D X . Following [HTT, Sect. 1.3] we rewrite this functor as
where the D X action on the tensor product is induced from that on f * D Y . Then the extension to D h -modules is clear we define
where f * D Y,h is a D X,h module again by the map T X → f * T Y . This functor is left exact and cohomologically bounded. Therefore, we can define
Recall that f † is useful since it appears in the base change formula for D-modules.
To describe what happens when we specialize to h = 0 consider the following commutative diagram associated to f : X → Y .
(1)
where the second line is a Sym * T X -module via the natural map Sym * T X → f * Sym * T Y and, also in the second line and beyond, we think of
where Rf * is the usual derived pushforward of quasi-coherent O-modules and D Y ←X is the transfer bimodule, defined as 
Thus, the tensor product in (2) makes sense. Moreover, the left D Y -module structure in (2) 
is naturally a right D X,hmodule by the same consideration as above. We denote this module by D Y ←X,h . Then we define
Now we look at what happens when we specialize to h = 0. As before we use the diagram
Therefore, the result will follow if the base change map
To prove this, we note that the map π Y is affine, and therefore so is p 1 . Thus the question is reduced to to case of a morphism of affine schemes Spec(B) → Spec(A). This gives a diagram of ring morphisms
and now the result follows immediately from the fact the Sym A (T A ) is flat over A.
Corollary 3.4. For M ∈ D(D X,h -mod) and using the notation from (1) we have
where in the second and third lines we view
The result follows.
If f : X → Y is an inclusion, then we will use the notation δ X,h := f O X,h {dimX}. This is sometimes called the sheaf of "delta-functions" along X.
Proof. This follows immediately from Corollary 3.4 by observing that π −1
Tensor products. Fix a variety X as before and let
) where D X,h acts on the tensor using the Leibniz rule. Alternatively, we have M ⊗ O X,h N = ∆ * (M ⊠N ) where ∆ : X → X ×X is the diagonal inclusion and M ⊠ N is the exterior tensor product. We now explain how this tensor product commutes with the associated graded functor. Denote by ρ :
where v 1 and v 2 are covectors over p ∈ X. We also have the two natural projections
Proof. By Proposition 3.2 we have
where we use the natural maps
To see why the map π ∆ in (1) corresponds to ρ note that π ∆ is induced by T X → T (X × X)| ∆ via the diagonal map and it is easy to see that the dual of this map is ρ.
Thus we get
We will also find it useful to define the tensor product with respect to †. Namely we define
Corollary 3.7. Suppose that Y and Z are two smooth subvarieties of X which intersect
is supported in cohomological degree zero (i.e. there are no derived terms). When h = 0 this tensor product restricts to the usual tensor product of D-modules, which is exact. So it remains to show that
is supported in degree zero.
By Proposition 3.6 it suffices to show that π
) is supported in degree zero (since ρ is affine) where π 1 , π 2 are the two projections from T * X × X T * X to T * X. On the other hand (ignoring shifts), gr (O Y,h 
and likewise for gr (O Z,h ). Thus, up to tensoring by a global line bundle,
where, to get the second isomorphism, we are using the condition that Y and Z intersect transversally.
Finally, tracing through the grading [·] and {·} shifts gives the desired result.
Corollary 3.8. Suppose f : X → Y is a morphism between smooth varieties and Z ⊂ Y is smooth. If f −1 (Z) ⊂ X is smooth of the expected dimension then
,h (apply Corollary 3.7 to the graph of f and
where we used that dim(f −1 (Z)) = dim(X) − dim(Y ) + dim(Z).
Kernels and the associated graded functor
In this section we recall and develop the theory of kernels for O X and D X,h modules. 4.1. Kernels for O X -modules. First recall the formalism of kernels for O X -modules. Let X, Y be two smooth varieties. A kernel is any object P ∈ D(O X×Y -mod). It defines the associated integral (or Fourier-Mukai) transform
where π 1 and π 2 are the projections from X × Y to X and Y respectively. The left and right adjoints of Φ P are isomorphic to the functors induced by the kernels
We can also express composition of functors in terms of their kernels. If X, Y, Z are varieties and
) where * is called the convolution product. We now describe the analogous formalism for D h -modules.
Kernels for D X,h -modules. Consider again two smooth varieties X and Y and an object P ∈ D(D X×Y,h -mod). Such a kernel induces a functor Φ
The following result follows from a formal argument which is exactly the same as in the case of quasi-coherent O-modules.
4.3. The associated graded of kernels. For a kernel P ∈ D(D X×Y,h -mod) we define the "directed" associated graded by
where ι : T * Y → T * Y is the involution acting by multiplication by (−1) on the fibres and ω Y is the canonical bundle pulled back from Y via the natural projection T * X × T * Y → Y . We say "directed" because gr(P) depends on whether we think of P as an object on X × Y or Y × X.
Proposition 4.2. Let X, Y, Z be smooth varieties with
Proof. We will write
To computeĩ * 12ĩ 23 * (·) we use the following fibre product
Since the images ofĩ 12 andĩ 23 meet transversely we haveĩ * 12ĩ 23 * (·) ∼ =î 23 * î * 12 (·) and so we get
onto the first factor whileπ 23 •p 2 •î 23 is the projection
Also
To compute i * 13 q 13 * (·) we use the following fibre diagram
Since q 13 is flat we get i * 13 q 13 * (·) ∼ =q 13 * ĩ * 13 (·) and hence gr(Q * P) ∼ = (1 × ι) * π 13 * (q 13 * (ĩ * 13 q * 12 (grP) ⊗ĩ *
is equal to (1 × ι)π 12 and q 23ĩ13 = π 23 where π ij are the natural projections. Also,π 13q13 = π 13 and so we get
Proof. We sketch the proof by following [HTT, Ex. 2.6 .10]. The key is the locally free resolution
where d X := dim(X). Then proceeding as in [HTT] we find that applying R Hom D X,h (·, D X,h ) leaves us with 
The cokernel is Hom
Proof. The first assertion follows from the proof of [HTT, Thm. 2.7 .2]. The second assertion follows from the first and the previous Lemma. 4.5. Adjoint functors and associated graded. Fix smooth, proper varieties X, Y and consider a kernel P ∈ D(D X×Y,h -mod). As discussed in section 4.2 this induces a functor
The following result describes the kernels which induce the left and right adjoints of Φ P .
Proof. This follows by [G, Thm. 1.3.4] .
where ω X is the canonical bundle of X pulled back to T * X and ι acts by (−1) on the fibers of T * X.
Proof. This result follows directly from the definition of D X from (7). The only subtlety is the appearance of ι. This is because the right action of D X on ω X is by −Lieθ which means that locally
where we write d X = dim(X) and d Y = dim(Y ). Here we used Proposition 4.6 to obtain the third line and ω T * Y ∼ = O T * Y {2d Y } to obtain the second last line. This proves the first assertion. The fact that gr(P R ) ∼ = gr(P) R follows similarly.
Mixed Hodge modules
We will need some results from Saito's theory of pure and mixed Hodge modules [Sa1, Sa2] which we now recall. For any smooth variety X, Saito constructed abelian categories of polarizable pure Hodge modules of weight w, HM(X, w), and polarizable mixed Hodge modules, MHM(X). We have an exact forgetful functor to filtered D X -modules and subsequently a functor G : MHM(X) → D X,h -mod. This functor is exact because for any morphism in MHM, the associated morphism of filtered D-modules is strict with respect to the filtration. We denote by {1} : MHM(X) → MHM(X) the functor which shifts the filtration. This implies
An object M ∈ MHM(X) is equipped with an increasing filtration, denoted
Saito shows in [Sa2] that for any morphism f : X → Y there exist associated functors
The functor f * is compatible with the push-forward of D X,h -modules for proper f and is compatible with the push-forward of D X -modules for any f (the latter result follows immediately from the definitions).
Remark 5.3. The pullback f ! of mixed Hodge modules is similarly compatible with the pullback f † of D-modules (though we will not directly use this fact in the paper).
5.1. Structure theorem and decomposition theorem. An object M ∈ HM(X, w) has strict support Z ⊆ X if it has no non-zero sub or quotient object supported on proper closed subvarieties of Z. From the definition of HM(X, w), we see that every object M ∈ HM(X, w) admits a decomposition M = ⊕ Z⊆X M Z , where M Z has strict support on Z (see [Sc, section 12] ).
The following structure theorem appears in [Sa2] (see [Sc, Theorem 15 .1]).
Theorem 5.4. Let V be a variation of Hodge structure of weight w on a smooth open subset U ⊂ Z. Then V extends uniquely to a Hodge module on X of weight w + dim(Z) with strict support Z. Moreover, every Hodge module with strict support Z is obtained this way.
In particular, if we start with the constant rank 1 variation of Hodge structure on an open subset of Z of weight −dim(Z), we obtain a Hodge module on Z which we denote by IC Z,m .
We define IC Z,h = G(IC Z,m ). In the case, when Z is smooth, we will write δ Z,m for IC Z,mnote that in this case IC Z,h = δ Z,h so the notation is consistent.
Saito also proved the following decomposition theorem for projective morphisms.
Theorem 5.5. [Sa1, Section 5] If M ∈ HM(X, w) and f : X → Y is projective, then each
Proof. It suffices to show that the left hand side is indecomposable (because of Theorems 5.4 and 5.5). Suppose it is decomposable. Theorem 5.7. If i : Y → X is an inclusion of smooth varieties then the functor i * = i ! , when restricted to MHM Y (X), is the inverse to i * .
Proof. Let j : U ⊂ X denote the complement to Y . According to [Sa2] , section 4.4, we have an exact triangle for any
which implies that the natural map M → i * i * M is an isomorphism for any M ∈ MHM Y (X). Now, if we take any N in MHM(Y ), the above implies that we have an isomorphism
which means, since i * is fully faithful, that the natural map i * i * (N ) → N is an isomorphism. This proves the assertion for i * . The proof for i ! is the same but with the above exact triangle replaced by its dual
Remark 5.8. The theorem above holds for D-modules (this is Kashiwara's theorem) but does not hold for D h -modules. One reason is that (in general) the analogue of Theorem 5.1 does not hold for pullbacks (meaning that pullback does not commute with G).
Theorem 5.9. In the fiber product diagram below we have
Proof. The proof of this is the same as for D-modules (see [HTT, Sec. 1.7] ) and relies only on Kashiwara's theorem (Theorem 5.7) and the adjunction triangles for pushforwards and pullbacks.
6. The sl 2 action on D h -modules 6.1. The action. We will now define a categorical sl 2 action. Fix an integer N and define a 2-category K D with objects λ = −N, −N + 2, . . . , N − 2, N and 1-morphism categories
We have the following correspondence
where p 1 and p 2 forget V ′ and V respectively and λ = N − 2k + 1 = d k − d k−1 . These can be used to define kernels
Lemma 6.1. The left and right adjoints are given by
Proof. Using Proposition 4.5 we have
A similar argument also computes E(λ) R .
Proof of the commutation relation.
To prove the main sl 2 commutation relation we first need the following fact about small resolutions of GL N orbit closures in products of Grassmannians. This is closely related to a result of Zelevinsky [Ze] . Fix two integers k, l with
One can define a resolution π : P s → Z s where
and π forgets V ′′ .
Proposition 6.2. If k + l ≤ N then the map π : P s → Z s is a small resolution.
Proof. Since P s is an iterated bundle of Grassmannians it must be smooth. It is clear that π is one-to-one over Z s which means that π is a resolution. It remains to show that π is small. The relevant strata are the Z t ⊂ Z s for t > s. An elementary computation (based on dim(Z s ) = dim(P s ) and the description of P s as an iterated Grassmannian bundle) shows that
On the other hand, for a point (V, V ′ ) ∈ Z t , we see that π −1 (V, V ′ ) is the Grassmannian of s-dimensional subspaces of V ∩ V ′ . Since dimV ∩ V ′ = t, we see that dimπ −1 (V, V ′ ) = s(t − s). Since k + l ≤ N and t < s, we see that 2s < s + t + N − k − l and conclude that
which proves that π is small. Proposition 6.3. We have the following relations
Proof. We will prove that case λ ≥ 0 (the case λ ≤ 0 is the same). First, we have
Note that the third isomorphism follows from Corollary 3.7 and a dimension count (the tensor product in the second line is happening in the triple product which has dimension 2d k + d k−1 ). Since p 13 forgets V ′ the image p 13 (P k−1 ) is equal to
. By Proposition 6.2 the map π : P k−1 → Z k−1 is small. Subsequently, by Corollary 5.6 we get p 13 δ P k−1 ,h = IC Z k−1 ,h and thus
On the other hand, a similar argument shows
The pushforward p 13 δ P ′ ,h (which is now more difficult to calculate because the map is no longer small) is computed in Lemma 6.4. The result follows. N ) and consider the projection p 13 which forgets V ′ as in the proof of Proposition 6.3. Then
Proof. We will show the corresponding result
at the level of MHM. The result then follows by applying G and using that G commutes with proper pushforward. The decomposition theorem for Hodge modules tells us that
and the structure theorem tells us that
where N i has strict support Z k−1 and D i has strict support the diagonal G(k, N ) (these are the only possible strict supports because the whole situation is GL N equivariant and the image of p 13 is Z k−1 ). Since p 13 * is an isomorphism over Z k−1 , the structure theorem for Hodge modules shows us that N i = 0 for i = 0 and that N 0 = IC Z k−1 ,m . Thus we conclude that
where each D i has strict support along the diagonal. We will now consider the base change over the diagonal. Using the following commutative diagram
together with the base change formula we have
where the third isomorphism follows from the Hodge module analogue of Corollary 3.8 and the last isomorphism uses the fact thatp 13 •ĩ : Q → G(k, N ) is a P N −k−1 fibration and gives a constant variation of Hodge structure with fibre H * (P N −k−1 ). Note that as a Hodge structure,
Thus, we conclude that
where each D i has strict support along the diagonal. Thus we conclude that
The relation in (8) now follows.
6.3. Divided powers. It is interesting in this case to identify explicitly the divided powers E (r) and F (r) for r ∈ N. Consider the following correspondences
where λ = N − 2k + r (these generalize C(λ) from above). It turns out that
By a similar argument as in the last section we have
Since p 13 forgets V ′ we have p 13 (U ) = C r 1 +r 2 where the projection U → p 13 (U ) is a G(r 1 , r 1 + r 2 )-bundle. Thus
since, as a Hodge structure,
Thus we end up with
6.4. Action of the nil affine Hecke algebra. At the level of constructible sheaves this action is well known and relatively straight-forward to check. Via the Riemann-Hilbert correspondence one also gets an action in the context of D-modules. We would like to lift this to an action on D h -modules. First, let us explain how to lift the action of X(λ). Recall (section 14.3.3 [PS] ) that on a smooth projective complex variety equipped with a line bundle L there is a Lefschetz operator L L which acts on any object in the derived category of filtered D-modules (and hence of D h -modules). More specifically, for any D h -module M we have the operator
Now, the variety used to define E(λ), namely C(λ) = {0 ⊂ V ′ ⊂ V ⊂ C N }, has the natural line bundle V /V ′ . Thus the Lefschetz operator associated to this line bundle yields a morphism
and the resulting action on the functor E(λ) defines X(λ).
One can also define T (λ) in a similar manner. We then have to show the nil affine Hecke relations such as (X(λ + 1)I) • T (λ) − T (λ) • (IX(λ − 1)) − I = 0. Since the left hand side is zero for D-modules we know that it is equal to C[h]-torsion inside End 2 (E(λ + 1)E(λ − 1)). Unfortunately such C[h]-torsion exists so we cannot immediately conclude that the nilHecke relations hold.
It might be possible to follow the usual proof to show that the nilHecke relations hold on the nose (not just modulo C[h]-torsion). However, since this is somewhat involved, we will give an alternative proof based on [C2] . There we showed that to obtain the action of the nil affine Hecke algebra, it suffices to define θ(λ) ∈ End 2 (Id λ ) such that
induces an isomorphism between the two summands E (2) [1]{−1} on either side. In our setup we define
At the level of D-modules (or constructible sheaves) it is easy to check that L L − a · Id induces zero between the two summands (for some a ∈ C). This essentially follows from the fact that the nilHecke relations holds for constructible sheaves.
). However, in this case there is no C[h]-torsion (this is just a homological degree zero endomorphism) so we are done.
Associated graded of the sl 2 action
Consider the 2-category K O with the same objects as K D but morphism categories
where λ = N − 2k, λ ′ = N − 2k ′ as before. We have a functor
and, by Proposition 4.2, these functors combine to give an associated graded 2-functor gr :
Thus, the categorical sl 2 -action defined in the previous section with target K D gives rise to a categorical sl 2 -action with target K O . In this section, we will compute this action explicitly. We will compute gr(δ C r (λ),h ) where C r (λ) is the correspondence from section 6.3 (technically we only need the case r = 1 but it is interesting to compute this for all r). Recall that
using the usual convention that in the second case V ′ is the vector bundle on T * G(k, N ).
Proof. First we compute gr(δ C r (λ),h ). Using Corollary 3.5 we find that
is a standard exercise to calculate that
It then follows that
Thus, as a kernel inside
This agrees with what we wanted to show.
Corollary 7.2. The associated graded of the categorical sl 2 action with target K D is the action with target K O and kernels
where λ = N − 2k + r.
Remark 7.3. In [CKL1] we defined another categorical sl 2 action with target K O . The kernels which induce this action are not exactly the same as those from Corollary 7.2 but the difference is only some line bundles which can essentially be accounted for by conjugation. On the other hand, the categorical sl 2 action defined in [CK4] does agree with the one above, after restricting to the open subsets T * G(k, N ) ⊂ Y (k, N − k) and matching up the notation (cf. Appendix A.2 of [CK4] ).
The equivalence T
In this section we study the equivalence
induced by the categorical sl 2 action from section 6. For notational simplicity we assume 2k ≤ N . For s = 0, . . . , k define
From these we can define Rickard's complex Θ k −k → · · · → Θ 1 −1 → Θ 0 where the differential Θ s −s → Θ s−1 −s + 1 is given by the composition
where the first arrow uses the adjunction and the second map consists of two projections. The following result follows from [CR, CKL1] .
Theorem 8.1. The complex Θ * has a unique right convolution T := Cone(Θ * ) which induces an equivalence T :
Remark 8.2. Convolutions of complexes in a triangulated category were introduced by Orlov [O] . They are defined by an iterated cone construction. We choose to work with right convolutions, meaning that we start the iterated cones on the right.
Remark 8.3. The complex Θ * is actually the dual of the complex we usually considered in (for instance) [CKL1] . The complex in those cases is
The following is the main result in this section. , N ) is the open embedding. Moreover, the weight filtration on G(j * δ Z 0 ,m ) d k agrees with the filtration on T coming from Rickard's complex.
Remark 8.5. Here Saito's pushforward of Hodge modules is very important in the statement of the theorem. In particular, G(j * δ Z 0 ,m ) and j δ Z 0 ,h are not isomorphic as D h -modules.
By Proposition 5.2, we immediately deduce the following corollary which is used in this work of Bezrukavnikov-Losev [BL] .
8.1. Filtrations and iterated cones. The main step in proving Theorem 8.4 is showing that the associated graded pieces in the weight filtration of G(j * δ Z 0 ,m ) are the same as the terms in Rickard's complex used to define T as an iterated cone. To do this we first recall a few generalities regarding filtrations and iterated cones.
Consider an object A equipped with an increasing filtration where the expression on the right is an iterated cone. Iterated cones, also called convolutions, were introduced by Orlov [O] . The definition is quite general and applies to any complex 
8.2. The associated graded of the weight filtration. Consider the weight filtration W on j * δ Z 0 ,m and the associated graded
is a polarizable pure Hodge module of weight s. Therefore,
C 1 is isomorphic to a direct sum of IC D-modules (c.f. [PS] , Theorem 14.37). Because everything is GL N -equivariant, these must be the IC objects of GL N orbits. As all these orbits are simply connected, the only local systems arising must be trivial. Thus we obtain (12) G(
⊕fs Zs for some f s ∈ N. It remains to show that all f s = 1. Fix 0 ≤ ℓ ≤ k and pick a point x ℓ ∈ Z ℓ and let i ℓ : {x ℓ } → G(k, N ) × G(N − k, N ) denote the inclusion of this point. Using base change for D-modules and Proposition 5.2 we have
On the other hand, applying i † ℓ to both sides of (12), we obtain
where the second isomorphism follows from Lemma 8.10 (restricted to h = 1). Taking Euler characteristics gives
The upper-triangularity of this system of relations above means that there is at most one set of solutions f s . Since 
where M Zt has strict support on Z t . On the other hand, from Proposition 8.8, we know that the underlying D-module of ⊕ s gr W s (j * δ Z 0 ,m ) is a direct sum of IC objects one for each stratum. Thus if we restrict to an open subset of Z 0 , we see that M Z 0 must restrict to a constant rank 1 variation of Hodge structure (since the direct sum of the IC D-modules restricts to a trivial rank 1 flat connection). Thus M Z 0 = IC Z,m {e 0 } for some integer e 0 . We then remove this direct summand and continue. In this way, we conclude that M Zs = IC Zs,m {e s } for some integers e s .
To determine the integers e s , we just repeat the computation from the proof of Proposition 8.8 except working in the category of mixed Hodge modules. This gives us the equation Hence we see that
IC Zs,m {s} Since for each p, there is at most one summand of weight p on the right hand side, the result follows.
Proof. Recall the variety Proof. Applying similar reasoning as in the proof of Proposition 6.3 we see that
By Proposition 6.2, we know that π δ Ps,h = IC Zs,h . The result follows.
We will now complete the proof of Theorem 8.4. Recall that T is the right convolution of Θ k −k → · · · → Θ 0 . By Proposition 8.11, we can rewrite this complex (up to an overall d k ) as
By Lemma 8.12 below, we know that the differentials in this complex are unique (up to scalar). Denote U s := Z 0 ∪ Z 1 · · · ∪ Z s and let j s : Z 0 → U s be the natural inclusion (note that j k = j). We will show by induction that G(j s * δ Z 0 ,m ) is the iterated cone of a complex
The base case is trivial. By Corollary 8.9 we know that
Moreover, the weight filtration of j s * δ Z 0 ,m restricted to U s−1 agrees with the weight filtration of j (s−1) * δ Z 0 ,m . These two facts together with the induction hypothesis imply that G(j s * O Z 0 ,m ) is isomorphic to a complex of the form 
It follows that i = s and hence G(j s * δ Z 0 ,m ) is of the form (15).
Lemma 8.12. We have that
Proof. Using Proposition 8.11 we can identify IC Z i ,h with F (N −k−i) * E (k−i) (up to a shift by d k which does not depend on i and we will ignore). On the other hand, by applying adjunction and the sl 2 commutator relation repeatedly one can decompose
as a direct sum of terms of the form Hom C[h] (Id µ , Id µ [l]{i − j} a ) for various µ and a ∈ Z.
On the other hand
which, using adjunction, is (modulo C[h]-torsion) isomorphic to a direct sum of terms of the form
This proves the first assertion. The second assertion is proved similarly by using the sl 2 commutator relation to simplify the Hom space (see for instance [CKL1] ). In the end we end up with a direct sum of terms of the form Hom * C[h] (Id µ , Id µ ) where * ≤ 0 (with only one term where * = 0). The result then follows since
Remark 8.13. It is possible to show directly that j * δ Z 0 ,m is a kernel which induces an equivalence without relating it to a categorical sl 2 action. This fact is well-known to experts though we were not able to find a proof in the literature. On the other hand, this still does not immediately imply that G(j * δ Z 0 ,m ) induces an equivalence between categories of D h -modules.
Remark 8.14. Instead of j * δ Z 0 ,m we can equally well have considered j ! δ Z 0 ,m . In this case one can show that
9. Associated graded of T
In Theorem 8.4 we saw that the equivalence T is induced by
The associated graded gr(G(j * O Z 0 ,m )) can be described as the convolution of the complex gr(Θ * ) or equivalently, coming from the categorical sl 2 action defined in Corollary 7.2.
More precisely, recall from [C1] the locus inside
where V, V ′ ⊂ C N and X ∈ End(C N ). This is just the fiber product of T * G(k, N ) and T * G(N − k, N ) over their common affinization. This variety consists of k + 1 irreducible components Z s (k, N ) where s = 0, . . . , k and Z s (k, N ) is the locus where
Note that Z s is the closure of the conormal bundle to Z s .
Proposition 9.1. For each Θ s we have
where O Zs(k,N ) denotes the normalized structure sheaf.
Proof. By Proposition 4.2 we have gr(F (N −k−s) * E (k−s) ) ∼ = gr(F (N −k−s) ) * gr(E (k−s) ).
Both these terms are identified in Corollary 7.2 and they agree with the categorical sl 2 action from [CK4] . The result now follows from Proposition A.7 of [CK4] keeping in mind that Z s (k, N ) corresponds to Z k−s (k, N − k) in the notation from [CK4] .
Thus, gr(T ) is the convolution of the complex made up of gr(Θ s ) which are described in Proposition 9.1. Although this description of gr(T ) is quite useful to work with we now give another description which more closely resembles the definition of T as the pushforward j * O Z 0 ,m . It would be interesting to relate directly these two descriptions of T and gr(T ).
We begin by defining open subschemes Z o s (k, N ) ⊂ Z s (k, N ) by the condition dim(ker X) + dim(V ∩ V ′ ) ≤ N + 1.
We denote by Z o (k, N ) ⊂ Z(k, N ) the union of all Z o s (k, N ) and by f : Z o ֒→ Z their inclusion. The advantage of Z o is that it avoids the more complicated singularities of Z but is big enough that the complement Z \ Z o has codimension at least two. Proof. This result follows from Proposition A.8 of [CK4] with a minor amount of work. Proof. This follows from Theorem 8.4 and the last assertion of the previous proposition once we unpack the definitions of gr and T . In particular, L ′ (k, N ) = L(k, N ) ⊗ f * ω ∨ G(N −k,N ) which gives the expression above for L ′ (k, N ). for some divisors D s . In our case above, we are building a sheaf on Z o (k, N ) by glueing together appropriate line bundles on each Z o s (k, N ). To finish, a formal argument shows that gr(j * O U ) must be Cohen-Macaulay and, in particular, S 2 . This means that it is uniquely determined by its restriction to an open subset whose complement has codimension ≥ 2. This restriction can be identified with L(k, N ) which subsequently implies Corollary 9.5.
Generalization to cominuscule flag varieties
In this section, we outline a possible generalization of our results to cominuscule flag varieties. Other than the existence of a categorical sl 2 -action, we expect that the results of this paper generalize nicely to this setting. 10.1. Geometric setup. Let G be a simple complex algebraic group. Recall that a node i of the Dynkin diagram of G is called cominuscule if, for every positive root α, the coefficient of α i in α is at most 1. Let i be a cominuscule node and let P be the associated maximal parabolic subgroup. In this case, G/P is called a cominuscule flag variety. Let Q = P T be the opposite parabolic subgroup (i.e. g β ⊂ q iff. g −β ⊂ p). G/Q is also a cominuscule flag variety.
Denote by W the Weyl group of G and let A = {w ∈ W : w < s j w and w < ws j , for all j = i}.
Sometimes these are called biGrassmannian elements of W . A carries a partial order by restricting the Bruhat order of W . A standard result tells us that there is an order-reversing bijection between A and the set of G-orbits on G/P × G/Q. Also for any element w of A the corresponding orbit has codimension ℓ(w) . We have checked the following lemma in a case-by-case fashion. We believe that there should be a general proof.
Lemma 10.1. The set A is linearly ordered.
Let k + 1 be the cardinality of A and let Z 0 , . . . , Z k be the G orbits on G/P × G/Q, in decreasing size, so Z 0 denotes the open orbit.
Some examples.
10.2.1. Usual Grassmannians. If we take G = SL N , then we can choose any node i of the diagram and we get G/P = G(i, N ), G/Q = G(N − i, N ) and we return to our previous setup (in this case, k = min(i, N − i)).
Even dimensional quadric.
If we take G = SO 2n and i = 1, then G/P = {[x 1 , . . . , x 2n ] : x 2 1 + · · · + x 2 2n = 0} is a quadric in P 2n−1 . In this case G/Q = G/P and k = 2. Moreover, we have a simple description of the G-orbits. 10.2.3. Lagrangian Grassmannian. Assume that n is odd. If we take G = SO 2n and i = n, then G/P = OG(n, 2n) + , one connected component of the variety of Lagrangian subspaces of C 2n (with respect to the symmetric bilinear form). In this case, G/Q = OG(n, 2n) − , the other connected component. In this case k = Note that for V ∈ OG(n, 2n) + , W ∈ OG(n, 2n) − , dim(V ∩ W ) is always even.
