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I. INTRODUCTION
The experimental investigation of vector correlations in bimolecular scattering events
provides detailed dynamical information.1,2 The correlation between the initial and final
relative velocities is quantified by the differential cross section (DCS), whilst the triple vector
correlation between the initial and final relative velocities, k and k′, and the final rotational
angular momentum, j ′, is characterized by the polarization dependent differential cross
section (PDDCS).3–5 In the following work, combined with the theoretical study presented
in the accompanying paper,6 we aim to illustrate how measurements of the fully quantum
state resolved renormalized PDDCSs, defined here by the notation ρ
{k}
q± (θ) for rank k and
order q,5,6 provide valuable information about the dynamics of molecular collisions.
Inelastic scattering of NO(X) by the rare gases has emerged as a prototype for studying
interactions of open shell radicals with closed shell atoms. The unpaired electron in a π
orbital gives rise to two spin-orbit levels, both of which can be populated as the result
of a collision, leading to a breakdown in the Born-Oppenheimer approximation. Despite
this complexity, these collisions are still amenable to exact quantum mechanical scattering
calculations. Therefore, there have been many previous studies comparing experimental and
theoretical rotational energy transfer7–18 and differential cross-sections.7,19–33
The open shell nature of the NO(X) molecule also introduces the concept of parity con-
serving and parity changing transitions, depending on the initially populated Λ-doublet
level, and that populated after the collision. Most of the studies mentioned above were
performed with full Λ-doublet resolution of the final NO(X) quantum state, but without
this level of resolution of the initial state. Recently, hexapole focussing has been used to
select a unique Λ-doublet level of the NO(X) before the collision, and both the integral9,10
and DCSs20,23,24 have been measured for the inelastic scattering of NO(X) with helium and
argon. The structure of the observed DCSs was shown to have a significant dependence on
whether the parity of the NO(X) wavefunction was conserved or changed as a result of the
collision,20–25 highlighting the additional information gained from performing fully quantum
state resolved studies. For NO(X)-Ar, multiple oscillations were observed for parity conserv-
ing transitions, but only a single peak for parity changing transitions. These observations
were rationalized in terms of the semiclassical framework described by Schinke,34 and could
be attributed to interference effects between trajectories which sampled different parts of
1
the NO(X) molecule. The experimental DCSs were also shown to be in excellent agreement
with those obtained from quantum mechanical calculations.23,24 As the experimental mea-
surement of the DCSs provides a sensitive probe of the underlying potential energy surfaces
(PESs), the agreement validates both the PESs employed8 and the theoretical methods used.
The study of polarization effects in the inelastic scattering of NO(X) with the rare gases
has received considerably less attention. The collision induced alignment for NO(X) with He
has been measured by Meyer,35 and with Ne by Kim et al..36,37 In both cases, the alignment
parameters that could be extracted experimentally were shown to be in good agreement
with those from theoretical quantum mechanical calculations, and those predicted by the
(classical) kinematic apse model (see further below).38–40 The collision induced polarization
of NO(X) with argon, as considered here, has also been the subject of previous experimental
studies, with both orientation41,42 and alignment43,44 being measured. The trends in the
alignment parameters from these studies qualitatively followed those obtained theoretically,
but the quantum mechanical calculations appeared to overestimate the magnitude of the
alignment. This was attributed to inaccuracies in the short range region of the PESs of
Alexander.8 The same PESs have subsequently been used to calculate the fully Λ-doublet
state resolved DCSs, which as mentioned above are in excellent agreement with those ob-
tained experimentally.23,24
In the current paper we present new experimental results on the collision induced rota-
tional angular momentum alignment for the inelastic scattering of NO(X) by Ar. For the
first time, the alignment data are presented with full quantum state resolution for both the
initial and the final state of the NO(X). The results are compared in detail with the theo-
retical predictions presented in the accompanying paper.6 The experimental data provide a
further test of the non-adiabatic quantum mechanical calculations, and of the PESs which
they employ. The accompanying paper considers in detail the applicability of a quantum
mechanical variant of the kinematic apse model to the NO(X) + Ar system.6 We return to
a discussion of the applicability of this model to the inelastic scattering of NO(X) by Ar in
the discussion and conclusions of the present paper.
The paper is organized as follows. Firstly, in section II the experimental procedures
employed are described. This section also includes a brief description of the quantum me-
chanical (QM) scattering calculations used to simulate the experimental results, with special
emphasis on the determination of the polarization moments. In section III, the formulae
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used to determine the rotational angular momentum polarization are summarized. The data
analysis method used to extract the polarization parameters from the experimental images is
also introduced. The experimental results are presented and discussed in section IV. Section
V provides a short conclusion of the main findings of the paper. Finally, for completeness
an overview of the different approaches treating the effect of the rotational polarization on
the signal intensity for one photon transitions is provided in the Supplementary Material.45
II. METHODS
The experiments employed a hexapole electric field to select the initial state of the NO(X),
and (1+1′) resonantly enhanced multiphoton ionization (REMPI) coupled with velocity-map
ion imaging to detect the final state.20,23,24,46,47 16% nitric oxide (BOC) was seeded in Ar
at a pressure of 3 bar, and the molecular beam was produced using a General valve pulsed
at a repetition rate of 10 Hz.23,24 The skimmed NO(X) beam entered into the hexapole
electric field where the molecules having |Ω, j, ϵ⟩ = |1/2, 0.5,−1⟩ were state selected. The
proportion of the molecules in the beam in this particular state after leaving the hexapole
was better than 99%.20 The molecules then passed through a field free region so that the
beam converged in the center of the scattering chamber, where the mean NO(X) velocity
was determined to be 625 m s−1.23,24 The argon beam was also produced using a General
valve, but was pulsed on for two shots then off for two shots of the NO beam to allow
the background noise to be recorded simultaneously, minimizing any errors associated with
experimental fluctuations. The beam was passed through a 2 mm diameter skimmer before
intersecting the NO(X) beam at the center of the scattering chamber. The velocity of the
argon beam was determined to be 590 m s−1, giving rise to a center-of-mass collision energy,
Ecoll = 66 meV.
23,24
The λ = 308 nm output of a Lambda Physik XeCl excimer laser operating synchronously
at 10 Hz was passed through a beam splitter. About 90% of the beam pumped a tunable
Lambda Physik dye laser, operating around 452 nm, the output of which was frequency
doubled to wavelengths in the region of 226 nm, and tuned to the NO (A ← X) transi-
tion of interest. The probe radiation was passed through a Rochon polarizer and photo-
elastic modulator before entering the scattering chamber. For the specific experiments
described here, the final states |1/2, 6.5,−1⟩, |1/2, 7.5,+1⟩, |1/2, 7.5,−1⟩, |1/2, 8.5,−1⟩,
3
|1/2, 10.5,−1⟩, |3/2, 5.5,+1⟩, and |3/2, 9.5,+1⟩ were chosen to be recorded. For the spin-
orbit conserving collisions, the R21 REMPI branch was used to probe the ϵ
′ = −1 (f) states,
and the Q21+R11 mixed branch was used for the ϵ
′ = +1 (e) states. For the spin-orbit
changing transitions the Q22+R12 mixed branch was used. The experimental arrangement
is such that the laser propagation axis, kp, lies in the plane defined by the molecular beams
and was almost perpendicular to the initial relative velocity, k, of the collision partners (see
the left panel of Fig. 1). The photo-elastic modulator was used to switch the polarization
of the dye laser beam on every pulse of the NO beam between horizontal (H) and vertical
(V) linear polarization with respect to the plane containing the molecular beams, such that
to a good approximation the polarization vector was either parallel to the relative velocity
or perpendicular to it, out of the scattering plane.
The remaining 10% of the 308 nm laser beam was used to ionize the NO(A) radicals, which
allowed the dye laser power to be kept low to avoid saturating the transition.48 The images
reported here were recorded with at least 95% (1+1′) REMPI signal. The laser entered the
chamber perpendicular to the pump laser, again in the plane defined by the molecular beams.
The ions formed from the NO(A) molecules were detected using velocity mapped ion imaging,
and the signal recorded with a CCD camera. On average, 200,000 laser shots were used for
each transition with both the H and V images recorded simultaneously. The raw images
were background subtracted, and the normalized difference images, (V−H)/(V+H), were
subsequently determined. To avoid excessive noise in the outer regions of (V−H)/(V+H)
images, a threshold was applied by setting them to zero when the summed (V+H) image
intensity was less than a few percent of the maximum. This procedure was adopted for both
the experimental and the simulated data, described in section III B 2.
The experimental results are compared with those obtained from full non-adiabatic close-
coupled QM scattering calculations. These were carried out, as described in the accompany-
ing paper,6 using the HIBRIDON49–51 program suite on the Vsum and Vdiff CCSD(T) PESs
of Alexander.8 The resulting orbital angular momentum representation scattering matrices
were transformed to the helicity representation using the standard transformation formula.52
Once the helicity-representation scattering matrices were calculated, the vector properties
of the collision (i.e. the differential cross sections, differential reagent polarization moments,
and differential product polarization moments) were determined using the methods described
in refs. 5 and 53.
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III. DATA ANALYSIS
A. Signal intensity and polarization parameters
The data analysis performed here is based on the formalism developed by Fano and
Macek.54 However, this treatment is equivalent to others commonly employed in the liter-
ature, as discussed in detail in the Supplementary Material.45 Fano and Macek developed
a formula for the intensity of the ji → jf one-photon transition in a rotationally polarized
medium in their seminal paper in 1973.54 Their expression was originally formulated in terms























where C is a constant, S is a line strength, and h(k)(ji, jf ) is a line strength factor for the
polarization moment of order k, and is defined54
h(k)(ji, jf ) = (−1)ji−jf
ji ji k1 1 jf

/ji ji k1 1 ji
 . (2)
In terms of the Fano and Macek moments defined in Eqs. (11)-(13) of Ref. 54, the polariza-
tion parameters A
{2}det
0 ≡ Adet0 and A
{2}det




0 ≡ Odet0 ×
√
ji(ji + 1),
respectively. Therefore, the coefficient in front of the parameter A
{2}det
2+ in the above ex-
pressions differs by a factor of 1/
√
3 from that originally given by Fano and Macek, due to
the non-standard normalization they used for their alignment parameters.55 The superscript
‘det’ employed here emphasizes that these moments refer to the so-called detector (or laser)
frame in which the alignment parameters are defined. In the Fano and Macek treatment,
the principal axis of the detector frame, ζ, is parallel to the laser propagation axis, kp (see
the middle panel of Fig. 1). The polarization vector, ϵ̂, is defined in the detector frame so
that ϵ̂ = (cos β, i sin β, 0), where its major component is always parallel with the first axis,
ξ̂, of the detector frame, whereas the second axis, η̂, is chosen such that the frame is right
handed. In the case of linearly polarized light, β = 0, and thus ϵ̂ = (1, 0, 0). In the case of
right or left circularly polarized light β = ±π
4
, thus ϵ̂ = 1√
2
(1,±i, 0).
The primary frame used in this study is the scattering frame, defined in Fig. 1. However,
the intensity expression above is given in terms of detector frame polarization moments, and
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therefore the latter have to be expressed using the scattering frame polarization moments.
This can be achieved by rotation of the scattering frame quantities via the three Euler angles,
ΓV/H = (χ,Θ, φ), which describe the relative orientation of the two frames. Θ is the polar
angle of the laser propagation axis, ζ = kp, with respect to the initial relative velocity; φ
is the azimuth of the laser propagation axis in the scattering frame. Finally, χ is the third
angle which is needed to specify the relative orientation of the two frames. The angles Θ,
and φ are shown in the right panel of Fig. 1. Θ and φ are independent of the polarization,
whilst χ depends on the polarization of the light employed. The rotation formulae were
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where we have employed the Hertel-Stoll56 normalized alignment parameters, as indicated in





differ from those given in Fano and Macek,54 because of the unconventional normalization
that they employed.
Eqs. (3) can be recast in terms of either the renormalized PDDCSs or the alignment
parameters used in the present work.5,6 With the aid of Table I, and using the renormalized
PDDCSs, ρ
{k}
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,
where θ is the center-of-mass scattering angle. The ck(ji) factors appearing in these expres-
sions are required to transform those of Eq. (3), in terms of alignment parameters, into ones
in terms of renormalized PDDCSs within the Hertel-Stoll normalization, ρ
{k}
q± (θ). The appro-
priate scaling factors are c1(ji) = [ji(ji+1)]
−1/2 and c2(ji) = [(2ji+3)(2ji−1)/(ji(ji+1))]1/2.
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3,5 Once the expression for the intensity, Eq. (1), is integrated over scattering angle, θ, iden-
tical expressions hold to those of Eq. (4) for the alignment parameters, a
{k}
q± .
The intensity differences between the images acquired using horizontally or vertically
polarized light stem from the different values of ΓV/H = (χV/H,Θ, φ) linked to alternative
linear polarizations of the laser light. Specifically, for horizontal polarization of the light,
when the electric vector lies in the plane of the two molecular beams, we have to a good
approximation ΓH = (π, π/2, φ), whereas for vertically polarized light ΓV = (π/2, π/2, φ).
Chandler and coworkers used simplified versions of the above equations to retrieve the ex-
perimental renormalized PDDCSs, assuming an idealized in-plane experimental geometry,
in which φ = 0.44 In the present work, no such simplifications are introduced since every
scattering event is considered regardless of whether or not it is in-plane or out-of-plane.
B. Method of data fitting
The experimentally derived renormalized PDDCSs were obtained using a Fourier moment
fitting method.23–25,57 The Fourier moments of an appropriate basis set were fitted against
those of the experimental normalized difference image, (V−H)/(V+H). In the following
subsection we describe the simulation of the basis functions, the fitting method, and the
error analysis performed.
1. Basis sets
The detection probability, ıV/H(xn, yn), of a single scattering event with either vertical or
horizontal polarization, n, can be written as a product of three terms
ıV/H(xn, yn) = z(xn, yn)Pscat(θn)PV/H(θn; Γ
n
V/H) , (5)
where z(xn, yn) is the apparatus function for a pixel with coordinates (xn, yn) on the detector,
Pscat(θn) is the angular scattering distribution (proportional to the DCS), and PV/H(θn; Γ
n
V/H)
is the polarization dependent transition probability. The Euler angles, ΓnV/H, were deter-
mined from the relative orientation of the laser and collision frame and used to calculate
PV/H(θn; Γ
n
V/H) for a given scattering event. In the following, we discuss how a basis set
image was constructed using a batch of 2× 108 individual trajectories. For each trajectory,
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the initial velocities and the spatial and temporal coordinates were sampled as described in
detail elsewhere,24 and summarized below in section III B 2.
The polarization dependent transition probability, PV/H(θn; Γ
n
V/H), referred to in Eq. (5),
























V/H) functions contain all the geometrical information needed to calculate the
contribution of a certain ρ
{k}
q± (θn). In the case of alignment measurements, three k = 2
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Their values depend on whether the probe light is horizontally or vertically polarized, but
are independent of the scattering angle, and of the apparatus function.










q±,l al Wl(θn) , (8)
where Wl(θn) constitute a suitable, orthogonal set of functions (e.g., Legendre polynomials),
c
{k}
q±,l are the expansion coefficients, and al are a set of known l-dependent normalization
coefficients. Substituting Eq. (8) into Eq. (6) and then into Eq. (5) yields the key expression
below for the intensity corresponding to a single scattering event
ıV/H(xn, yn) = CS
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V/H) z(xn, yn)Pscat(θn) . (10)
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Note that the evaluation of the first term in Eq. (9) is that required to determine the DCS,
in the absence of polarization effects, as has been discussed elsewhere.23,24
The experimental image, IV/H(x, y), is the outcome of many individual scattering events,
and thus the basis image has to be constructed using a great number of trajectories, i.e. it
is a sum of many z(xn, yn) and g(θn; Γ
n




ıV/H(xn, yn) . (11)
The contribution of the different expansion orders can be separated due to the structure of
Eq. (9). The summed and convoluted intensity contribution of the l-th order expansion of
ρ
{k}
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n
V/H) , (12)




z(xn, yn) . (13)
Both the sum and the difference of the V and H images can be expressed with the aid of
the G
{k},V/H
q±,l (x, y) and Z(x, y) functions. Likewise, the basis function for the (V−H)/(V+H)




q± (x, y), can be constructed from
the G
{k},V/H
q±,l (x, y) and Z(x, y) functions
B
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q±,l (x, y) . (15)
Finally, it should be noted that in addition, each raw basis set image has to be convoluted
separately to account for the spatial spread of a single ‘hit’ on detector, as discussed further
in the following subsection.
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2. Simulation of the difference images and basis sets
In the following subsection we provide more details of how the experimental difference
images are simulated. The same procedures are used to simulate the basis functions, defined
in the previous subsection.
The outcome of an ‘ideal’ scattering experiment can be simulated using the theory out-
lined in the previous subsection.23,24 The term ideal refers to the hypothetical situation in
which the laser and molecular beams are perfectly aligned in the same plane, the interaction
volume is restricted to a certain point, the duration of all the interactions are infinitely short,
and the molecular beams are ideally monoenergetic. In other words, every scattering event
results in the same scattering (Newton) sphere. The simulated normalized difference images
for an ideal scattering experiment are shown in the left column of Fig. 2 for the final states,
|1/2, 8.5,−1⟩ and |3/2, 9.5,+1⟩. All the features are sharp and clearly distinguishable.
In reality, the ideal conditions described above cannot be realized in an experiment. The
molecular beams have both a spatial and temporal spread. The velocities of the collision
partners vary according to a certain finite distribution. Scattered molecules originating
from different portions of the beams or from different times will have different detection
probabilities. The influence of these effects on the experimental (V−H)/(V+H) image can
be accounted for by Monte Carlo modeling, the details of which we have discussed previously
in the context of extracting the DCSs from raw velocity-map ion images.23,24
For each trajectory the direction and magnitude of the initial velocity of the NO(X)
molecule was randomly sampled using the experimental parameters. The temporal coordi-
nate and probability of the interaction between the Ar atom and NO(X) molecule was also
calculated. Both laser beams were assumed to have Gaussian spatial intensity profiles, which
were used to calculate the probability of the (1+1′) REMPI transitions. In this manner,
an apparatus function was constructed assuming an isotropic angular distribution of the
scattered products. The probability of the A2Σ← X2Π transition due to collision induced
alignment was taken into account using Eq. (1). Since the electron cloud originating from
one ion spreads over a number of pixels of the detector, the apparatus function was also
blurred with a Gaussian spatial distribution. The full-width-at-half maximum was 2.5 pixels,
which was determined by investigating the individual experimental ion-images. The ideal
and full simulated images are compared in Fig. 2 for the |1/2, 0.5,−1⟩ → |1/2, 8.5,−1⟩ and
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|1/2, 0.5,−1⟩ → |3/2, 9.5,+1⟩ transitions. The simulations employ the CC QM renormalized
PDDCSs,6 obtained using the CCSD(T) potentials of Alexander.8
Fig. 2 demonstrates that the general features of the ideal simulations are present in the full
simulated images. However, the sudden changes in intensity observed in the ideal simulations
are somewhat washed out in the full simulation, reflecting the finite angular resolution of the
experiment. This is most apparent in the forward scattered region of the simulated image
for the |3/2, 9.5,+1⟩ final state. In the forward scattered region, the intensity in the ideal
simulation drops rapidly below zero within a range of 5◦ − 10◦, while in the full simulation
it slowly decreases to around zero, and does not take negative values. The above suggests
that an accurate modeling of the experimental data requires the use of a full Monte Carlo
simulation of the experiment. The same simulation procedures are required to generate
accurate basis functions used in the fitting of experimental data, as described in the next
subsection.
3. Iterative fitting algorithm in the Fourier space
The objective of the fitting process is to retrieve the renormalized PDDCSs from the
experimental images, i.e. to ascertain the c
{k}
q±,l expansion coefficients given in Eq. (8). One
possible way to achieve this is to maximize the overlap of the experimental and the fitted
image pixel by pixel by adjusting the expansion coefficients. This method is quite time
consuming. Fitting the Fourier moments of the basis set images against those of the experi-
mental image has proven to be a quick and robust alternative.57 Since the Fourier transform
is linear it is possible to factor out the c
{k}
q±,l coefficients from the numerator of the basis
images. The problem is that the basis functions, B
{k}
q±,l, are still non-linear in c
{k}
q±,l, because
they appear in the denominator of Eq. (14). This means that each pixel in the basis set has
to be re-calculated and the Fourier moments regenerated once any of the expansion coeffi-
cients are modified. This complicates and slows down the fitting. This can be overcome by
the iterative adjustment of the expansion coefficients outlined below.
As an initial guess, the basis images are generated using the quantum mechanical ex-
pansion coefficients. During each subsequent optimization step, the expansion coefficients
are varied in the numerator, but kept fixed in the denominator until the error function is
minimized. Then the basis images are re-generated with the optimized set of expansion co-
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efficients. This procedure is repeated until there is no further decrease in the error function.
In this case the Fourier moments of the simulated images have to be generated only prior
to each iteration, while the G
{k}
q±,l functions have to be generated only once before the first
iteration because they are independent of the renormalized PDDCSs. There is no reference
to the initial guess after the first iteration. Choosing the QM expansion coefficients to be the
initial guess only results in reducing the number of the iterations necessary for convergence
of the fits. Within the uncertainties in the measurement (see section III B 4), the outcome
of the fit was found not to depend significantly on the initial guess of coefficients, and any
arbitrary initial set of PDDCSs converges to near-identical final experimental PDDCSs.
A second difficulty with the basis function fitting method is that formally the basis
functions of the difference images, (V−H)/(V+H), depend on the DCS, Pscat(θ), according
to Eqs. (9) and (14). Whilst it would be possible to fit to the raw H and V images to
extract simultaneously the DCS and PDDCS data, it turns out that the basis functions are
essentially independent of the assumed DCS, and weighting the basis functions by the DCSs
is not required. The reason for this is that for a given pixel on the detector, with coordinates
(x, y), the DCS is almost constant, because only a small range of scattering angles contribute
to a given pixel. For this reason, the DCS terms in the numerator and denominator of Eq.
(14) very nearly cancel. This is demonstrated in Fig. 3, which shows simulated images
for the spin-orbit conserving transition to j′ = 8.5, f . The top row of the figure shows
three simulated (V−H)/(V+H) difference images, all of which use the QM PDDCS data as
input, using either the ‘ideal’ simulation (described above), a full simulation without a DCS
weighting function, and a full simulation in which the DCS is used correctly as a weighting
function in determining of the (V−H)/(V+H) difference images and basis functions. Also
shown in the second and third rows of the figure are the effects of the different basis functions
on the PDDCSs returned by the fitting procedure. Clearly, ignoring the weighting by the
DCS when generating the basis functions for the PDDCSs, Eq. (14), is seen to provide an
excellent approximation to the correctly weighted functions, and the returned PDDCSs are
in excellent agreement with the input QM ones. Even the PDDCSs returned by using the
ideal simulated basis functions provide a good qualitative modeling of the input QM data
(see the bottom left panels of Fig. 3).
The Legendre polynomials (Pl (θ)) were chosen to serve as the orthonormal bases, (i.e.
Wl(θ) ≡ Pl (θ)) with a maximum expansion order, N{k}q± = 6 (see Eq. (8), and further
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discussion in section IV B). In the experimental geometries employed, the contribution of
the ρ
{2}
1+ (θ) moment is 2-3 orders of magnitude less than those of the other two ρ
{2}
q+ (θ) terms.
For this reason, the basis images for the ρ
{2}
1+ (θ) moment were omitted from the fitting. A
genetic algorithm was used to optimize the coefficients.
4. Error analysis
In order to estimate the random errors associated with the experimental derived renor-
malized PDDCSs the following procedure has been adopted. Each normalized difference
image consists of approximately 10-12 ion images of 20,000 laser shots. Although an indi-
vidual difference image is insufficient to determine the renormalized PDDCSs, due to the
relatively poor signal-to-noise ratio, triplets or quadruplets of difference images do bear suf-
ficient intensity to retrieve the renormalized PDDCSs. Thus, for each final quantum state
studied, the mean values of the ρ
{2}
0 (θ) and ρ
{2}
2+ (θ) were obtained from fits to these subsets of
images, and the standard deviations, σ, were subsequently calculated from the distribution
of returned ρ
{2}
0 (θ) and ρ
{2}
2+ (θ) values.
The alignment data is also subject to systematic errors are these are discussed in detail
in section IV C.
IV. RESULTS AND DISCUSSION
A. The experimental difference images
The experimental difference images for a selection of the spin-orbit conserving transitions
are shown in Fig. 4, while those for two spin-orbit changing transitions are shown in Fig.
5. In each figure, the experimental difference images are shown in the left column, the fits
to the experimental data are shown in the second column, whilst full simulations of the
experimental data using the QM PDDCSs as input are shown in the third column. Apart
from the inherent noise in the experimental data, the agreement between the QM simulated
and experimental images is excellent, based on comparison of the first and third columns of
Figs. 4 and 5. Although the experimental difference images are somewhat noisier than the
simulated data, the general features observed in the simulations can be readily recognized
in the experimental results.
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The rightmost column of Figs. 4 and 5 show the sum of the experimental horizontal and
vertical ion images. These (V+H) summed images are sensitive primarily to the associated
DCSs. Note that the signal-to-noise ratios of the (V−H)/(V+H) images (second column
from the right) are poorer in regions where the intensity in the (V+H) summed images is
small. Major discrepancies between the experiment and simulation are only observed in
regions where the DCS is small. Conversely, the best signal-to-noise ratio and the sharpest
features in the difference images are found in the most intense regions of the raw summed
(V+H) images.
It has been shown previously for NO(X) + He and Ar that the DCSs belonging to the same
parity pair transitions are nearly identical.20,23 The (V+H) data shown in the 3rd and 4th
row of Fig. 4 demonstrate an example of this parity pair relationship for NO(X) + Ar. The
present difference images show additional experimental evidence for the same relationship
existing for the renormalized PDDCSs. The line strength factor, h(2)(ji, jf ), is negative for
R-branch transitions and unity for Q-branch transitions, and as a result the intensity of
the normalized difference image is inverted for the same transition when switching from
R- to Q-branch detection. The |1/2, 7.5,+1⟩ image is the negative of the |1/2, 8.5,−1⟩
up to a factor of h(2)(8.5, 9.5)/(1 − h(2)(8.5, 9.5)) ≈ 0.75 in the 3rd and 4th rows of Fig.
4. These findings imply that the second order renormalized PDDCS are nearly the same
for the parity conserving |1/2, 0.5,−1⟩ → |1/2, 7.5,+1, ⟩ and |1/2, 0.5,−1⟩ → |1/2, 8.5,−1⟩
collisions which make up a parity pair.
Qualitative alignment information about j′ can be deduced directly from the experimen-
tal normalized difference images. If the vertical transition probability is greater than the
horizontal, IV > IH, the intensity is positive. Negative intensity indicates that IV < IH,
whilst a value of zero corresponds to a case when the transition probabilities are roughly
the same. Let us consider only the R-branch of the NO A2Σ+ ← X2Π electronic transition.
In this case the transition dipole moment, µ, lies perpendicular to the molecular axis, and
is also perpendicular to j′ in the classical high-j limit. The transition probability is the
greatest if the electric vector, ϵ̂, of the laser light is aligned parallel to the transition dipole
moment, and lowest if it is aligned perpendicular. When detecting on an R-branch, positive
intensity, IV > IH, therefore implies that the transition dipole moment preferentially lies
out of the scattering plane. This suggests that j ′ lies preferentially in the scattering plane,
and the scattered NO(X) molecule thus rotates like a ‘propeller’ or ‘cartwheel’ depending
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on the direction of k′. In contrast, when IV < IH, the difference image is negative, and
the molecule preferentially rotates like a frisbee, with j ′ lying perpendicular to the collision
plane.
All of the R-branch difference images exhibit decreasing intensity as a function of the
scattering angle. The positive intensity, (IV > IH), in the forward scattered region is fol-
lowed by a region where IV ≈ IH. The sideways and backward scattered sections have
negative intensity. This means that the molecular rotation is characterized by propeller-like
behaviour in the forward scattered region, and smoothly turns into a frisbee-like motion in
the backward scattered region, where repulsive forces become dominant. By comparing the
difference images, it is noticeable that the extension as well as the average modulus of the
positive section of the difference images shrinks as j′ increases from j′ = 6.5, to j′ = 10.5.
On the other hand, the sideways and backward scattered region of the difference images
become more negative with increasing j′. Thus, the products departing towards small scat-
tering angles become less aligned with increasing j′, whilst those leaving in the opposite
direction with respect to the initial relative velocity become more strongly aligned with j ′
perpendicular to the scattering plane.
B. The fitted difference images
The experimental difference images were used to retrieve the experimental renormalized
PDDCSs, as described in section III. The whole scattering angle region was fitted except
for the |1/2, 0.5,−1⟩ → |1/2, 7.5,−1⟩ transition, where only the 0◦ – 90◦ portion of the
image was taken into account, because of the low scattering intensity outside this region.
In general, the fitted images compare very well with the experimental ones, as seen from a
comparison of the first and second columns of Figs. 4 and 5. The difference images returned
by the fitting procedure are somewhat smoother than the experimental ones, reflecting the
noise in the experimental data, and the number of moments used to fit the PDDCS data,
and are generally in excellent agreement with those obtained from full QM simulations (the
third column in Figs. 4 and 5).
As discussed in section III, the experimentally derived ρ
{k}
q± (θ) renormalized PDDCSs
were constructed in terms of Legendre polynomial series expansions (see Eq. (8)), with
the c
{k}
q± expansion coefficients obtained from the fits to the experimental difference images.
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Before presenting the derived PDDCS data, we explore how the returned PDDCSs are
influenced by the number of Legendre polynomial moments employed in the fits. The set
of basis differences images is more flexible if higher order Legendre polynomials functions
are included. The fitted PDDCS are thus expected to approximate the quantum mechanical
ones more faithfully by employing an extended set of basis images. All of the experimental
images were fitted using a sequence of larger Legendre moment basis set images ranging
from l = 2 to l = 9. The general scattering angle dependence of the QM PDDCS can be
recovered even with fits using l ≤ 5. With up to l = 5 Legendre functions, the returned
PDDCSs are similar to the theoretical ones. When the number of basis functions employed
exceeds l = 5, the goodness of fit reaches a plateau, and the experimental PDDCSs exhibit
oscillatory structure due to the high number of basis images employed. We therefore decided
to choose to truncate the basis set for the ρ
{2}
0 (θ) parameters at l = 5 so that these artifacts
are washed out, whilst the polarization information can still be reliably recovered. In general,
the experiments are less sensitive to the ρ
{2}
2+ (θ) polarization parameters, and the maximum
number of Legendre moments was restricted to l = 3.
C. Lambda-doublet resolved renormalized PDDCSs
The renormalized PDDCSs for the spin-orbit conserving and changing transitions derived
from the experimental difference images are shown in Figs. 7 and 8, respectively. The renor-
malized PDDCS data in each figure are shown along side the CC QM and experimental
DCSs (left panels) obtained previously.23,24 The experimental renormalized PDDCS results
are also compared with the results of the CC QM dynamical calculations discussed in detail
in the accompanying paper.6 The agreement between the experimental and CC QM renor-
malized PDDCS is generally very good for all of the transitions investigated. We emphasize
in particular the good agreement between the QM and experimental renormalized PDDCSs
for both the spin-orbit conserving and spin-orbit changing transitions. These results pro-
vide a particularly demanding test for both the Vsum and Vdiff PESs employed in the CC
QM dynamical calculations.6,8 Although the ρ
{2}
0 (θ) renormalized PDDCSs compare some-
what better with their QM counterparts than the ρ
{2}
2+ (θ) renormalized PDDCSs, both agree
with the QM data within the experimental error limits. It is also worth noting that the
deviation between the experimental and quantum mechanical ρ
{2}
0 (θ) renormalized PDDCS
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is somewhat more pronounced for backward scattered products, due to the relatively low
signal intensities in this region. Thus the errors in the renormalized PDDCSs are greatest
when the DCSs (shown in the left panels of Figs. 7 and 8) are smallest.
Although in general the agreement between experiment and theory is very good, some
relatively small discrepancies do remain. For example, as noted above whilst the ρ
{2}
0 (θ)
renormalized PDDCSs agree well with theory in the forward scattered region, discrepancies
with theory are observed in the backward scattered region, where the signal is generally
weakest for the states investigated. Discrepancies with theory are also more noticeable for
the ρ
{2}
2+ (θ) renormalized PDDCSs, as is discussed further below. Systematic errors in the
derived alignment parameters can originate from a number of different sources. One such
source is the partial saturation of the REMPI signal due to the use of too high a laser intensity
for the 226 nm probe radiation. Given that saturation would affect the measured alignment
over all scattering angles near equally, contrary to what is observed experimentally, and
that great care was taken to avoid saturation using low probe laser intensities, we believe
saturation is not the main source of systematic error in our measurements. Another potential
source of error is the assumption of full saturation of the ionization step of the REMPI
process, and therefore that the (1+1′) REMPI process is insensitive to the polarization of
the of the 308 nm excimer laser ionizing radiation. We believe this also to be a relatively
minor problem, which would again affect the data equally over all scattering angles. Stray
magnetic fields, including the earths magnetic field, are another potential source of error.
Stray magnetic fields act to depolarize the NO(X) scattered products, and have most effect
on those NO(X) molecules which spend the longest time in the scattering center, i.e. those
with the lowest lab velocities. Although we have taken precautions to mitigate against the
effect of stray fields, in particular by placing µ-metal shielding around the scattering region,
it is possible that they play some role in the underestimation of the ρ
{2}
0 (θ) moment in the
backward scattered region, where the lab frame velocities of the scattered NO(X) tend to
be smaller than for those in the forward scattered region. In this context, it should also
be mentioned that hyperfine coupling will also lead to some depolarization of the angular
momentum alignment, particularly for the lowest rotational levels studied (j′ = 5.5 in this
case). However, the effect of hyperfine depolarization is relatively small compared with the
statistical uncertainties,58 and would lead to around a 10% reduction in the alignment for
the lowest j′ = 5.5 state investigated here. A final potential source of error arises from
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background scattered signal, which mainly affects the forward scattered region of the raw
ion images at low ∆j. As has been discussed previously, this background arises mainly from
inelastic scattering of NO(X) within the hexapole,23,24 and is relatively unimportant for the
states probed here. Therefore, we do not believe it plays a significant role in the systematic
errors in the present experiments.
The somewhat poorer quality of the experimentally derived ρ
{2}
2+ (θ) renormalized PDDCSs
(right panels of Figs. 7 and 8) compared with the ρ
{2}
0 (θ) renormalized PDDCSs (middle
panels) can be explained as follows. If the experimental conditions were ideal, the Θ and χ
angles in Eq. (6) would take fixed values for all of the trajectories, depending only on whether
horizontal or vertical polarization was applied. In this hypothetical case, only the azimuthal
angle, φ, would vary from pixel to pixel. Based on the comparison of the simulated and
experimental images, it is a reasonable assumption that the experimental setup lies quite
close to the ideal one. For this reason, the contribution of ρ
{2}
0 (θ) is nearly constant in a
stripe perpendicular to the relative velocity (symmetry) axis of the image. The variation
of the total intensity of such a stripe along the symmetry axis is therefore important when
extracting the ρ
{2}
0 (θ) polarization moment. However, the second component of the second
order renormalized PDDCS, ρ
{2}
2+ (θ), is multiplied by a factor of cos(2φ). Thus the retrieved
value of this moment depends on the intensity distribution within a perpendicular stripe,
as well as the variation of the overall intensity along the relative velocity axis. Because
the experimental images are slightly asymmetric and have portions of low signal-to-noise,




In previous work on the Λ-doublet averaged alignment data, Chandler and coworkers
found that the ρ
{2}
0 (θ) renormalized PDDCSs were consistently less negative than the quan-
tum mechanical ones in the sideways and backwards scattered regions.44 The Λ-doublet
averaged ρ
{2}
2+ (θ) published by Chandler and coworkers
44 are less negative than the present
data, revealing less alignment for the forward scattered products, but overall they agree well
with the QM results in the backward scattered region. In general, though, the discrepan-
cies between theory and experiment observed in the present fully quantum state resolved
work are smaller than those found in the quantum state-averaged results of Chandler and
coworkers.
The present PDDCS data confirm the qualitative conclusions about the angular momen-
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tum alignment inferred from the intensity distribution of the difference images. The forward
scattered products have j′ aligned preferentially parallel to k and k′, which corresponds
to a propeller-like rotational motion.6 With increasing scattering angle, ρ
{2}
0 (θ) gradually
approaches its lower limiting value of −1
2
, indicating frisbee-like motion. The backward
scattered region is dominated by the repulsive character of the interaction potential. As a
general trend, the ρ
{2}
0 (θ) shift downwards across the entire scattering region as the degree of
the rotational excitation increases. This is consistent with the collision becoming more im-
pulsive, and the dynamics responsible for the alignment being governed mainly by classical
hard-shell interactions. This is in concordance with our previous theoretical results.6
Theoretically, the perfectly forward scattered molecules are not aligned with respect to
the x or y axes, i.e. ρ
{2}
2+ (θ = 0) = 0. This moment then rapidly decreases at small scattering
angles. However, the experimental ρ
{2}
2+ (θ) is not zero at θ = 0 for all cases due to the finite
experimental resolution. The general trend in ρ
{2}
2+ (θ) follows the QM one and, in turn,
coincides with that predicted by the apse model discussed in the accompanying paper.6 The
ρ
{2}
2+ (θ) moment reaches its minimum at small scattering angles then approaches zero when
perfectly backwards scattered.
We have shown previously that the experimental and CC QM fully quantum state resolved
DCSs are in excellent agreement within the experimental error limits.23,24 The present study
demonstrates that the corresponding experimental and CC QM renormalized k = 2 PDDCSs
agree almost to the same extent.
D. Origin of the collision induced alignment
In the accompanying paper,6 we show that impulsive forces are primarily responsible for
the collision induced rotational angular momentum alignment in the NO(X) + Ar system.
In particular, we demonstrate that the k = 2 CC QM PDDCSs and alignment parameters
can be reproduced very well using the kinematic apse model, in which the projection of j
along the kinematic apse is conserved. In the context of the present work, in which the
initial state is j = 1/2, this implies that the projection of j ′ along the apse direction is
restricted to maj′ = ±1/2. As j′ increases, the apse model therefore predicts that j ′ becomes
increasingly aligned perpendicular to the apse direction. The change in angular momentum
alignment with scattering angle, such that ρ
{2}
0 (θ) is positive in the forward scattered region
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and negative for backward scattering, was shown in the accompanying paper to primarily
reflect the transformation from the apse frame, where the impulsive alignment is imposed, to
the scattering frames, where observations are typically made. Fig. 9 illustrates schematically
this impulsive origin of the angular momentum alignment at high-j. As indicated in the
figure, appropriate averaging about the dihedral angle in the extreme forward and backward
scattered regions means that forward scattered NO(X) preferentially rotate like propellers,
while backward scattered NO(X) preferentially rotate like frisbees.
V. CONCLUSIONS
Rotational angular momentum alignment effects in the rotationally inelastic collisions
of NO(X) with Ar have been investigated by means of a hexapole state selection, velocity-
map ion imaging apparatus at a center-of-mass collision energy of 66 meV. Fully quantum
state resolved second order ρ
{2}
0 (θ) and ρ
{2}
2+ (θ) renormalized polarization dependent dif-
ferential cross sections have been extracted from the experimental normalized difference
(V-H)/(V+H) ion-images using an iterative Fourier moment fitting method. It has been
shown that the experimental alignment data, which are presented here for the first time at
the fully state-resolved level, are in excellent agreement with the exact quantum mechanical
results obtained on the CCSD(T) potential energy surface of Alexander.8 Combined with the
theoretical analysis in the preceding paper,6 it has been demonstrated experimentally that
the hard shell features of the interaction potential mainly govern the rotational alignment
of NO(X) induced by collisions with Ar.
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c1(j) = [j(j + 1)]
−1/2 , c2(j) = [(2j + 3)(2j − 1)/(j(j + 1))]1/2 .
TABLE I. The relationship between the polarization moments and alignment parameters used in
the present work and elsewhere.
*In the case of the differential polarization moments, dependent on the scattering angle θ, the a
{k}
q±
parameters in this column should be replaced by the renormalized PDDCS, ρ
{k}
q± (θ), used in this
work.
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FIG. 1. Left panel: A schematic diagram of the experimental arrangement of the laser and molec-
ular beams. The NO(X) and the Ar beams intersect each other at right angles. In the present
experiments, the arrangement is such that the propagation axis of the probe laser, kp, is nearly
perpendicular to the relative velocity of the colliding partners, k, and is coplanar with the molec-
ular beams. The excimer laser propagates in the same plane. The probe geometries ‘V’ and ‘H’
refer to the probe laser polarization vector lying either parallel to the time-of-flight axis, or in the
plane of the molecular beams, almost parallel with k, as indicated. Middle and right panels: The
angles which relate the detector and scattering frames. The Euler angle χ defines the direction of
linear polarization of the light employed (see text for details).
FIG. 2. Comparison of the ‘ideal’ and ‘full’ simulated difference (V−H)/(V+H) ion images for
the transition from the initial state |Ω, j, ϵ⟩ = |1/2, 0.5,−1⟩ to the two final states indicated. The
transitions employed are given in section II. Positive intensity is shown as yellow/red, negative
intensity as blue. See text for details. In this and subsequent figures, forward scattering corresponds
to the top left of the images, as indicated by the arrow shown in the top left panel.
FIG. 3. Top row: Simulations of the difference (V−H)/(V+H) ion images for the ∆j = 8 spin-orbit
and parity conserving transition from the initial state |1/2, 0.5,−1⟩. The simulations employ the
CC QM PDDCS data. The figure shows the results of the ‘ideal’ simulation (left column) and
the full simulation (middle column), both obtained without appropriate weighting by the DCS.
The right hand column shows the results of a full simulation, this time including the weighting by
DCS in the basis function generation. Second and third row: the ρ
{2}
0 (θ) and ρ
{2}
2+ (θ) renormalized
PDDCSs returned by fitting the full simulated images with the basis sets generated as indicated
in the three columns. See text for details.
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FIG. 4. Comparison of the difference (V−H)/(V+H) ion-images derived experimentally (left col-
umn), returned from the fits to the experimental data (second column), and from the full simulation
using the CC QM data (third column) for the spin-orbit conserving transitions from |1/2, 0.5,−1⟩
to the states shown. The color scheme for the collision induced alignment data is identical with
that of Fig. 2. The difference images are mainly sensitive to the rotational alignment and the
PDDCSs. The right column shows the corresponding experimental summed (V+H) ion-images,
which are mainly sensitive to the DCSs. Note that the ϵ′ = −1 states where probed using the
R21-branch lines, while the ϵ
′ = +1 states were probed on the overlapping Q21+R11-branch lines.
FIG. 5. As for Fig. 4, but comparing the difference (V−H)/(V+H) ion-images derived experimen-
tally (left column), returned from the fits to the experimental data (second column), and from
the full simulation using the CC QM data (third column) for the spin-orbit changing transitions
from |1/2, 0.5,−1⟩ to the states shown. The right column shows the corresponding experimental
summed (V+H) ion-images, which are mainly sensitive to the DCSs. Note that these images were
obtained using the overlapping Q22+R12-branch lines. The color scheme for the collision induced
alignment data is identical with that of Fig. 2.
FIG. 6. Comparison of the CC QM and experimental ρ
{2}
0 (θ) (upper left panel) and ρ
{2}
2+ (θ) (upper
right panel) renormalized PDDCS obtained with basis functions of increasing maximum order (l)
for the |1/2, 0.5,−1⟩ → |3/2, 5.5,+1⟩ transition. The experimental image (middle left panel), and
the corresponding fitted ion-images for the different combinations of maximum l value indicated.
The color scheme is identical with that of Fig. 2.
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FIG. 7. Comparison of the experimental (red dashed line) and CC QM (black solid line) ρ
{2}
0 (θ)
(middle column) and ρ
{2}
2+ (θ) (right column) renormalized PDDCSs for the spin-orbit conserving
transitions from |1/2, 0.5,−1⟩ to the states shown. The error bars represent 2σ. The left column
shows the DCS data obtained from the experiment (red dashed line) and from the CC QM (black
solid line) calculations, as presented previously.23,24 Note that the DCSs show most intensity in
the forward hemisphere, and hence the PDDCSs are determined most reliably in this region.





2+ (θ) (right column) renormalized PDDCSs for the spin-orbit changing transitions
from |1/2, 0.5,−1⟩ to the |Ω′, j′, ϵ′⟩ states shown. The error bars represent 2σ. The left column
shows the DCS data obtained from the experiment (red dashed line) and from the CC QM (black
solid line) calculations, as presented previously.23,24 Note that the PDDCSs are determined most
precisely in the region in which the DCSs are most intense.
FIG. 9. Schematic diagram of the origin of the collision induced angular momentum alignment.
Note that close to the forward and backward directions both in-plane and out-of-plane scattering
contribute to a given pixel, and the azimuthal angle, ϕ, must be averaged over, as indicated by the
black dashed circles.
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