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Abstract
This thesis concerns the development of an exact or fully nonlinear numerical
model capable of describing surface water waves, including the occurrence of wave
breaking, and their interaction with structures. The motivation for this work
arose, first because of an inability to model limiting and overturning waves in
directionally-spread seas and, second because of an inability to describe some of
the highly nonlinear free-surface effects which arise when steep waves interact with
surface-piercing columns. On both counts the available design tools were known
to fall well short of accurately describing these important flows. The work has
involved the development of a three-dimensional, fully nonlinear, multiple-flux
Boundary Element Method (BEM) and has compared the results of this model to
detailed laboratory observations.
Quantitative comparisons of the numerical results to both new and existing
experimental data, much of which has been gathered as part of the study, are
presented. In order to accurately simulate the physical phenomenon associated
with wave-wave and wave-structure interactions, it is necessary to formulate, store
and solve very large systems of equations. Consequently, the three-dimensional
numerical code is executed using a parallel implementation. This is not only
necessary to maximise its time efficiency, but to also allow the feasible simulation
of realistic problems involving significant directional spreads. The applications of
the model include:
(a) Solitary waves overturning on impermeable plane beach slopes.
(b) Irregular (or unsteady) waves interacting with a vertical wall.
(c) Waves interacting with submerged breakwaters and underwater caissons.
(d) Overturning irregular waves, including descriptions of their associated water
particle kinematics throughout the water column.
(e) Waves interacting with surface-piercing columns, with details of the scat-
tered waves arising.
As a result of these studies, a new wave model has been fully validated, new numer-
ical descriptions have been obtained, and improved physical insights concerning
practically important problems have been realised.
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1Introduction
With more than 70% of the Earth’s surface submerged beneath water, it comes
as no surprise that throughout history mankind has been fascinated with the seas
and oceans. In earlier years this fascination manifested itself in the form of fear
and mystery; in Greek Mythology, ocean-going voyagers would be at the mercy
of Poseidon, the God of the seas; in Norway, folk lore told of a monster named
Kraken that was capable of sinking ships; in Aztec mythology, a crocodile-fish
hybrid named Cipactli was said to be always hungry with every joint of her body
adorned with an extra mouth; and in Japanese stories, fierce winds would blow
whenever Isonade, a shark-like sea monster, appeared. Not all the mystery is bad,
however, as in Chinese mythology the deity T’ien Hou protects sailors and catches
pirates. In recent times, with advancements in scientific knowledge, the world’s
oceans are better understood; reducing the fear and unveiling some of the mystery.
However, there remain significant phenomena that are yet to be explained.
From an engineering point of view, large multinational oil companies are con-
tinually searching for more economic, yet safe, means of extracting the world’s
remaining natural resources. As deposits in the North Sea are steadily depleting
and the era of conventional hydrocarbon supplies is drawing to a close, the oil
industry is moving into deeper, more treacherous, waters. In so doing, it is em-
ploying the widespread use of floating structures. Furthermore, with the price of
crude oil at a historic high (July 2008), it is economically feasible to design and
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construct ever more ambitious platforms and vessels. However, with this comes
a need to obtain a deeper understanding of the underlying physics of wave-wave
and wave-structure interactions occurring in realistic ocean environments.
1.1 Motivation for the Research
In part, the motivation for this research arose from the observations of Sheikh
(2004), who identified new scattered waves during the interaction of steep wave-
fields with single columns in regimes that lie outside linear diffraction (D/λ <
0.2, where D is the column diameter and λ is the incident wavelength). With
analytical theories up to second-order shown to be incapable of predicting the
water surface elevation as well as the applied forces and moments in some flow
regimes (Masterton, 2007), the need for a fully nonlinear numerical model was
apparent. However, the first step in developing a numerical model capable of
predicting wave-structure interaction is to ensure that it can accurately simulate
the incident wave conditions. Furthermore, the numerical model must be capable
of accurately simulating nonlinear wave-wave interactions between the incident
and scattered wave-fields; an aspect that is traditionally not incorporated into
many solutions based upon a perturbation expansion. The present study builds
on the work of Hague (2006); initially investigating nonlinear wave-wave processes
before subsequently considering wave-structure interaction.
As far as surface water waves are concerned, regular waves have been well
understood for many years, but significant problems remain in the description of
irregular waves. Whilst first- and second-order irregular wave theories exist, it
has been shown that they inaccurately predict the exact water surface elevation
(Baldock et al., 1996) and the underlying water particle kinematics (Johannessen &
Swan, 1997). Therefore, numerical models were sought to improve the fit to experi-
mentally observed phenomena. The numerical predictions of several Fourier-based
solutions (most notably that of Bateman et al., 2001) compare very favourably
with experimental measurements. However, they assume periodicity, uniform
depth and single-valued water surfaces. The most extreme waves are, by defi-
nition, either at their breaking limit or undergoing wave breaking. As a result, the
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latter constraint (imposing single-valued water surfaces) is a significant shortcom-
ing. Traditionally, boundary integral techniques have been preferred for simulating
overturning waves, but their formulation typically requires some form of filtering,
smoothing or re-gridding of the water surface (Longuet-Higgins & Cokelet, 1976;
Grilli et al., 1989; Fochesato et al., 2005). All of these amount to smoothing,
and therefore, have the potential to remove energy at the high frequencies that
is transferred within the wave spectrum by resonant or near-resonant wave-wave
interactions (Gibson & Swan, 2007). Furthermore, in many instances, those au-
thors who have considered irregular waves, have not investigated realistic wave
spectra, such as JONSWAP, choosing instead to study laboratory-specific spec-
tra (Dommermuth et al., 1988), numerically-iterated distributions (Skyner, 1996)
or directionally-spread sea states with only one frequency component (Fochesato
et al., 2007). This highlights the need to develop a numerical model that is capable
of simulating extreme waves arising in realistic wave spectra (both frequency and
direction) without smoothing the water surface.
Focusing on wave-structure interaction, there is a growing awareness that the
most commonly implemented design methods may inaccurately predict the wave
loads. Where calculations are based on Morison’s equation, design solutions are
heavily dependent on empirical coefficients and neglect both the presence of the
structure and its influence on the wave-field. In those cases where this influ-
ence is considered, such as with large volume structures, it is common practice
to use linear panel methods. Given the highly complex transient and nonlinear
behaviour of realistic sea states, experimental investigations have found this to be
an inadequate description of the underlying physics.
Currently, laboratory model testing is perhaps the best source of reliable in-
formation concerning the behaviour of wave-structure interaction. However, these
model tests have the disadvantage of being very expensive and incredibly labo-
rious. The latter is because they are only capable of recording time histories of
the water surface elevation at specific locations, and therefore, numerous runs are
required to obtain sufficient spatial resolution.
An emerging alternative to expensive laboratory model testing is the utilisation
of nonlinear numerical programs that can simulate wave-structure interaction. The
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increasing use of nonlinear models, particularly when employed in conjunction with
physical model testing, allows a more rigorous verification of a proposed design.
1.2 Aims of the Present Study
The aim of the present study is the development, validation (by analytical and
experimental means) and application of a numerical Boundary Element Model
(BEM) that can predict both nonlinear wave-wave and wave-structure interactions
for a wide range of coastal and offshore structures. More specifically, the goals are
to:
1. Experimentally validate the ability of the multiple-flux BEM of Hague &
Swan (2009) to simulate two-dimensional overturning waves and wave-structure
interaction.
2. Reformulate the three-dimensional multiple-flux BEM of Hague (2006) to
increase its time efficiency, thereby allowing the simulation of more complex,
realistic phenomena.
3. Validate the newly formulated three-dimensional BEM by comparisons to
irregular wave theories and experimental measurements.
4. Apply the newly formulated BEM to the simulation of directionally-spread
limiting waves and wave-structure interaction.
5. Examine whether the scattered waves observed by Sheikh (2004) can be
numerically predicted using the assumption of potential flow.
1.3 Layout of the Dissertation
This dissertation is divided, in part, into a series of technical papers. All of
these papers are co-authored by Professor Chris Swan, who supervised the work.
In certain papers there has been a contribution from others, particularly in the
form of experimental data. Where this is the case, it is gratefully acknowledged.
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However, all of the analysis, interpretation and discussion have been undertaken
by the author.
Each individual paper is ordered sequentially and is referenced by its paper
number. In order to avoid unnecessary repetition, some material has been edited
from the later papers and the reader is referred to its first occurrence within
earlier papers/Chapters. Where this has been done, it has been clearly stated.
Each chapter commences with an overview of its aims and content and finishes
with a summary of the principal conclusions and achievements. The subsequent
chapters are structured as follows:
Chapter 2 continues by discussing the background material on which this
dissertation builds.
Chapter 3 describes the two-dimensional Boundary Element Method (BEM)
that was employed within the present study. Its success in terms of modelling
breaking waves is demonstrated in respect to nonlinear solitary waves overturning
on a sloping beach.
Chapter 4 presents the application of the two-dimensional BEM to the de-
scription of nonlinear waves. The numerical model is applied to limiting and
overturning irregular waves arising in realistic frequency spectra.
Chapter 5 applies the multiple-flux BEM to the description of two-dimensional
wave-structure interaction. This chapter provides examples of nonlinear regu-
lar waves interacting with submerged breakwaters and irregular waves reflecting
against a vertical wall.
In Chapter 6, the new parallel, three-dimensional, multiple-flux BEM is de-
scribed and validated.
Chapter 7 presents the application of the multiple-flux BEM to three-dimensional
wave-structure interaction. Examples include regular waves interacting with sub-
merged storage caissons and a single surface-piercing column.
Finally, Chapter 8 draws the overall conclusions of the current study and
suggests possible avenues for further research.
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1.4 Principal Achievements
The present study has:
1. Improved the two-dimensional multiple-flux Boundary Element Method (BEM)
of Hague & Swan (2009) by increasing the computational efficiency and re-
solving the boundary layer effect that is inherent to the internal kinematics
calculations.
2. Developed the first three-dimensional, parallel BEM applied to wave me-
chanics.
3. Validated and applied the two- and three-dimensional BEM to wave and
wave-structure interaction problems.
4. Provided evidence to suggest that a semi-Lagrangian frame of reference is
not appropriate for modelling limiting irregular waves and that spilling and
plunging waves are part of the same family.
5. Demonstrated that the largest crest amplitude in deep water appears during
the formation of plunging breakers. This is not the limiting wave case and
does not occur at the crest of the focused event.
6. Established that the maximum wave run-up of a highly nonlinear irregular
wave on a vertical wall can be more than three times the incident linear
amplitude sum.
7. Demonstrated that a 90% amplification of the incident wave-field can occur
due to the presence of submerged storage caissons alone.
8. Exhibited that the numerical predictions of the scattered wave-field produced
by regular waves interacting with a slender column are in good qualitative
agreement with the experimental observations of Sheikh (2004).
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The aim of this chapter is to present the background of the current analytical
solutions, design tools and numerical methods for modelling surface water waves
and wave-structure interaction. This is by no means a complete literature review,
and further more specific background information is found at the beginning of
each technical paper.
2.1 Modelling the Behaviour of Water Waves
Although, the principal analytical theory of regular waves, initially developed by
Airy (1845) and Stokes (1847), has long been understood, there have been signifi-
cant developments in recent times. In particular, advances in computer processing
power and storage have produced a new breed of predictions based on numerical
simulations. These numerical codes have, and will continue to, increase the accu-
racy of wave predictions. When coupled with experimental investigations, these
numerical simulations will undoubtedly lead to further advances in our under-
standing of the underlying physics.
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2.1.1 Analytical Solutions
Assumptions and Governing Equations
Due to the complex nature of surface gravity waves, it is extremely difficult to
accurately model their behaviour. To simplify the problem, it is necessary to make
some fundamental assumptions. The fluid is assumed to be inviscid, homogeneous
and incompressible and the flow irrotational. The latter allows a velocity potential,
φ, to be employed, which defines the velocity components (u, v, w) in the cartesian
coordinate system (x, y, z) as
u =
∂φ
∂x
, v =
∂φ
∂y
and w =
∂φ
∂z
. (2.1)
Enforcing mass conservation results in the flow being governed by Laplace’s equa-
tion
∇2φ = 0. (2.2)
Neglecting viscosity, the Navier-Stokes equations reduce to the Euler equations
∂v
∂t
+ v ·∇v = F− 1
ρ
∇p, (2.3)
where v = (u, v, w) is the velocity vector, F = (Fx, Fy, Fz) is the vector of external
forces, p is the pressure, ρ is the density of the fluid and t is time. Assuming that
gravity is the only external force and using the velocity potential defined above,
the Bernoulli equation can be recovered by integrating the Euler equations,
∂φ
∂t
+
1
2
|∇φ|2 + gz + p
ρ
= const., (2.4)
where g is the acceleration due to gravity.
Boundary Conditions
There are three main boundary conditions required to solve the governing equa-
tion. First, the Kinematic Free Surface Boundary Condition (KFSBC) requires
that the water particles at the surface remain there, or alternatively, the water
surface must be a streamline
∂η
∂t
+
∂φ
∂x
∂η
∂x
+
∂φ
∂y
∂η
∂y
− ∂φ
∂z
= 0, (2.5)
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where η(x, y, t) defines the water surface elevation and is given by
η = −1
g
(
∂φ
∂t
+
1
2
(∇φ)2
) ∣∣∣∣
z=η
. (2.6)
Second, the Dynamic Free Surface Boundary Condition (DFSBC) stipulates that
the pressure on the water surface is constant and equal to atmospheric pressure,
provided there is no overlying air flow. Applying Bernoulli’s equation gives
∂φ
∂t
+
1
2
|∇φ|2 + gz + p
ρ
= const., (2.7)
in which the Bernoulli constant is typically absorbed within the ∂φ/∂t term.
Third, impermeable (solid) surfaces require a no-flux boundary condition
∂φ
∂n
∣∣∣∣
solid
= 0, (2.8)
where n corresponds to the coordinate in the direction of the unit outward normal.
This final boundary condition is typically applied on the sea bed and (later) on
the surface of any solid body.
Regular Waves
Small Amplitude Wave Theory (SAWT) is a linear theory relevant to the descrip-
tion of regular waves. It was derived by Airy (1845), is often referred to as Airy’s
wave theory, and is applied by linearising both free surface boundary conditions
(equations (2.5) and (2.7)) allowing the water surface profile (z = η) to be given
by
η = −1
g
∂φ
∂t
∣∣∣∣
z=0
, (2.9)
where z is measured positively upwards from the Still Water Level (SWL). Solving
Laplace’s equation (2.2) using these linearised boundary conditions, the velocity
potential, φ, is defined by
φ =
aω
k
cosh (k(z + d))
sinh (kd)
sin (kx− ωt) , (2.10)
where a, ω and k are the amplitude, the angular frequency and the wave number
of the regular wave respectively, and d is the quiescent water depth. Substituting
equation (2.10) into (2.9) the water surface profile is given by
η = a cos (kx− ωt). (2.11)
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As SAWT is a linear theory, it is only valid for wave trains with amplitudes
considerably smaller than both their wavelength, λ, and the water depth (a  λ
and a d, where λ = 2pi
k
).
In order to improve the fit to the nonlinear boundary conditions, Stokes (1847)
proposed a second-order solution based on a perturbation expansion in terms of
the wave steepness, ak. Within this theory it is necessary to distinguish between
two types of waves: free waves are calculated from linear theory and satisfy the
linear dispersion equation
ω2 = gk tanh (kd), (2.12)
whilst bound waves are locked onto the free waves, and therefore, they propagate
at the linear phase velocity, c = ω/k. At second-order the bound wave frequency
is the second harmonic of the free wave (2ω), and therefore, the second-order
wave number must be twice the linear one in order to maintain the phase velocity,
c = 2ω/2k = ω/k. Consequently, bound waves do not satisfy the linear dispersion
equation (2.12). However, they account for the crest-trough asymmetry displayed
by regular waves.
Fenton (1985) extended the second-order Stokes (1847) solution to fifth-order;
producing a solution that is commonly employed in design. Furthermore, Sobey
(1989) proposed a Fourier model for regular waves that could be of any order.
Irregular Waves
Irregular waves introduce unsteady behaviour, as numerous underlying waves of
varying amplitude, frequency, direction and phase travel at different speeds inter-
fering constructively and destructively. As a result, it is not possible to define a
steady frame of reference as is the case with regular waves. Therefore, irregular
waves are both nonlinear and unsteady, and it is necessary to incorporate both of
these properties in order to accurately model their behaviour.
Linear Random Wave Theory (LRWT) is the simplest analytical solution for
irregular waves, and widely used in design calculations. It assumes that the water
surface profile and the underlying kinematics can be calculated by the linear super-
position of several wave components, each with a different amplitude, frequency,
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direction and phase. Whilst this solution models the unsteadiness of irregular
waves, it does not capture their nonlinear behaviour. In addition, LRWT as-
sumes that each individual wave component oscillates about the still water level,
neglecting the fact that waves ride over, or on top of, each other.
Consequently, the kinematics produced by LRWT are subject to high-frequency
contamination (Sobey, 1990). This occurs because the crest kinematics are eval-
uated at vertical coordinates greater than the amplitudes of the underlying wave
components. This effect is greater for the shorter wavelength components, or the
higher frequencies, as the extrapolation of an exponential (deep water) kinematic
relationship above the amplitude of the linear wave component results in hugely
overestimated kinematics. This results in the prediction of an unrealistically large
crest velocity.
In order to address this problem, several empirical stretching techniques have
been proposed; the most notable being that of Wheeler (1970), which is commonly
adopted in design. However, these solutions can underestimate the crest kinemat-
ics and, more importantly, only satisfy mass continuity in an average sense, and
therefore, cannot be recommended.
Fortunately, second-order analytical solutions also exist for irregular waves.
Longuet-Higgins & Stewart (1960) proposed a method for calculating the wave-
wave interaction arising from a short wave riding on top of a long wave, leading to
a combination of frequency-sum and frequency-difference terms. This method may
be applied to unidirectional irregular waves, by means of coupling the free waves
of the numerous components of an underlying spectrum. For directionally-spread
waves, Longuet-Higgins (1963) proposed a deep water solution, while Sharma &
Dean (1981) developed the finite depth equivalent; the latter solution explicitly
incorporating the sum of all the potential pairs within a random sea state.
2.1.2 Numerical Methods
Despite the success of analytical solutions in modelling the behaviour of irregular
waves up to second-order, this is not sufficient to accurately predict the water sur-
face profile or the underlying kinematics in steep waves. Experiments performed
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by Baldock et al. (1996) have shown that the crests of nonlinear unidirectional
focused waves can be up to 20% greater than those predicted by second-order
theory. Furthermore, in respect of extreme wave groups there is a reduction in the
trough-trough period about the focal position, with a corresponding modification
of the underlying kinematics (Johannessen & Swan, 2001). Unfortunately, due to
the complex nature of the free surface boundary conditions, analytical solutions
have not been extended beyond second-order. Consequently, the wave mechanics
community has resorted to fully nonlinear numerical methods in order to bridge
this gap.
The advantage of numerical methods lies in the fact that they can solve the
governing equations given the prescribed boundary conditions at an instant in
time. If the KFSBC (2.5) and DFSBC (2.7) are rearranged to yield
∂η
∂t
=
∂φ
∂z
− ∂φ
∂x
∂η
∂x
− ∂φ
∂y
∂η
∂y
, (2.13)
∂φ
∂t
= −gz − 1
2
[(
∂φ
∂x
)2
+
(
∂φ
∂y
)2
+
(
∂φ
∂z
)2 ]
, (2.14)
where the pressure in Bernoulli’s equation is set to zero as it is evaluated at the
water surface, the right hand sides of both boundary conditions are independent
of time. This allows the boundary conditions to be treated as ordinary differential
equations that can be integrated in time or time marched.
In recent years, several numerical methods have been employed to model the
behaviour of irregular waves. Each of them have their advantages and disadvan-
tages; the principal methods being reviewed in the following sections.
Fourier Methods
There are several examples of Fourier-based numerical methods, with varying de-
grees of success. There are two Fourier methods that are based on a measured
time history of the water surface profile at a given spatial location. The first one
is the local Fourier method proposed by Sobey (1992). With this method, the
measured time history is sub-divided into small windows, within which the wave
is assumed to be locally steady. However, in a global sense the wave is unsteady.
In each window the velocity potential is given by
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φ(x, z, t) = CEx+
J∑
j=1
Aj
cosh (jk(z + d))
cosh (jkd)
sin (j(kx− ωt)), (2.15)
where CE is a co-flowing Eulerian current, J is the number of harmonics and
Aj is the amplitude of harmonic j; the latter being found by minimising the
errors in the fully nonlinear KFSBC and DFSBC. This method certainly improves
upon the analytical theories and works well in deep water. However, it has the
disadvantage of being unable to model the difference terms that correspond to the
set-down beneath an extreme wave, as this is a global phenomena that cannot
easily be modelled locally (Smith & Swan, 2002). Furthermore, when compared
to experimental measurements (Johannessen & Swan, 1997), it overestimated the
horizontal velocities with depth below still water level.
The second one is the global double Fourier series solution proposed by Baldock
& Swan (1994), which is based upon the method of Lambrakos (1981) and con-
siders an unsteady and spatially variable wave field. The velocity potential is
described by
φ(x, z, t) =
M∑
m=1
N∑
n=1
− cosh (kn(z + d)){Amn cos (knx− ωmt)
+Bmn sin (knx− ωmt)}, (2.16)
where there are N wave numbers, M frequency components — giving a total of
2MN wave harmonics — and Anm and Bnm are constant coefficients that represent
the amplitudes of these harmonics. Once again, these amplitudes are found by
minimising the errors in the nonlinear boundary conditions. The disadvantage
of this solution are that errors occur due to the truncation of the double Fourier
series (by limiting the values of M and N), necessary for practical computational
run times. Furthermore, the maximum horizontal velocities above still water level
are underestimated (Smith & Swan, 2002).
The Fourier model of Johannessen & Swan (1997), based on the method of
Fenton & Rienecker (1980), differs from the above solutions, as it no longer requires
a measured time history of the water surface elevation. However, it does require
the definition of the initial spatial conditions; η(x) and φ(x, z = η) at some starting
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time, t0. Typically, these are defined by LRWT or second-order theory, well in
advance of the focal time when the wave field is dispersed. At this stage the
maximum water surface elevation will be small, and thus accurately described by
linear or second-order irregular wave theory. Within this solution η and φ are
given by
η = a0 +
N−1∑
n=1
{an cos (nk0x) + bn sin (nk0x)}+ aN cos (Nk0x), (2.17)
φ = A0 +
N−1∑
n=1
{
An cos (nk0x) +Bn sin (nk0x)
cosh (nk0(z + d))
sinh (nk0d)
}
+ AN cos (Nk0x)
cosh (Nk0(z + d))
sinh (Nk0d)
, (2.18)
where k0 = 2pi/λ0 is the fundamental wave number and λ0 is the length scale over
which the solution is assumed to be periodic. The unknown coefficients a0, an, bn,
aN , A0, An, Bn and AN , are functions of time only and it is necessary to determine
them at each time step.
Once the initial water surface is defined using LRWT or a second-order solu-
tion, the rearranged nonlinear boundary conditions (two-dimensional equivalents
of equations (2.13) and (2.14)) are applied and this leads to 4N simultaneous
equations with the temporal derivatives of the unknown coefficients. Since equa-
tion (2.17) defines the water surface in terms of a Fourier series, a Fast Fourier
Transform (FFT) can be performed and the unknown coefficients a0, an, bn and aN
rapidly determined. Unfortunately, the expression for the velocity potential, equa-
tion (2.18), is depth dependent, and consequently its solution cannot be obtained
via an FFT. Therefore, it is necessary to determine the A0, An, Bn and AN coeffi-
cients by solving a linear system of equations using lower-upper matrix decomposi-
tion. This is an O(N3) process, requiring the majority of the computational effort.
Although this did not pose a problem in the initial unidirectional wave calcula-
tions, and extension of the method to incorporate directionality (Johannessen &
Swan, 2003) was successful, it was restricted in terms of the bandwidth of the sea
states to which it could be applied; the latter simply arising due to resolution and
computational efficiency. As a result, this restricts the application of the method
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to modelling spectra that do not represent realistic sea states, which is a severe
constraint.
An alternative Fourier-based method was developed by Bateman et al. (2001).
This method provides a highly efficient, fully nonlinear, directional wave model
based on the Dirichlet-Neumann operator; the latter being similar to the G-
operator proposed in two-dimensions by Craig & Sulem (1993). This operates
on a similar basis to Johannessen & Swan (2003), employing an initial spatial
representation of the water surface and the velocity potential; its significant ad-
vantage, however, lies in its computational efficiency. It no longer requires the
solution of a linear system of equations, but rather the Dirichlet-Neumann opera-
tor transforms the values of the velocity potential on the water surface to its spatial
derivatives. This allows all the time dependent coefficients to be determined via
an FFT; the most important aspect of this increased efficiency being the ability
to model realistic sea states, with high resolution in both the wave number and
directional domains.
The Fourier-based methods of Bateman et al. (2001) and Johannessen & Swan
(2003) are both in very good agreement with the experimental findings of Baldock
et al. (1996) and Johannessen & Swan (2001); the former involving unidirectional
and the latter multi-directional focused waves. Johannessen & Swan (2003) used
their three-dimensional model to provide improved physical insights into the earlier
laboratory observations (Johannessen & Swan, 2001); this included the hypothesis
of a rapidly evolving free wave spectrum.
These effects were further explored by Gibson & Swan (2007), who employed
the numerical model of Bateman et al. (2001) and the Hamiltonian theory of
Zakharov (1968). Whilst the former calculates the fully nonlinear solution, it pro-
vides little physical insight into the processes involved. In contrast, the Zakharov
(1968) equation, can only be extended to a limited degree of nonlinearity (typically
fourth-order), but it identifies the contributions of all the wave-wave interactions
at individual orders. Gibson & Swan (2007) showed that the evolution of the
amplitude spectrum results in energy being shifted towards the higher frequency
components, effectively increasing the bandwidth of the wave spectrum. These
energy shifts are very local and rapid, occurring within tens of wave periods. As
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such they are in marked contrast to those identified by Hasselmann (1962) which
take place over hundreds or even thousands of wave periods. Furthermore, Gibson
& Swan (2007) demonstrated that in deep water these energy shifts are dominated
by third-order resonant interactions; the term resonant having been first proposed
by Phillips (1960).
Despite these significant developments, the main disadvantages of Fourier-
based methods lie in their need for periodic boundary conditions and single-valued
surfaces; the latter constraining the model to non-breaking waves.
Boundary Integral Equation Methods
These numerical methods consider the velocity potential, φ, and the potential flux,
∂φ/∂n, around the boundary of a computational domain. Each part of the bound-
ary has a prescribed boundary condition, defined in terms of either φ or ∂φ/∂n,
with the other being determined by employing the boundary integral equation and
solving a linear system of equations. Along with the knowledge of the spatial wa-
ter surface profile, η(x), which is itself a part of the boundary, the fully nonlinear
free surface boundary conditions can be time marched without any information
concerning φ or ∂φ/∂n within the interior of the computational domain. Con-
sequently, the boundary integral equation methods reduce the dimensionality of
the problem by one; for example a three-dimensional volume is reduced to a two-
dimensional surface. This, in theory, enables them to be much more efficient than
other numerical procedures that discretise the whole computational domain; the
Finite Difference Method (FDM) and the Finite Element Method (FEM) being
examples of the latter. However, this is not always true, as it is dependent on sev-
eral factors, including the choice of boundary integral equation and the technique
of solving the linear system of equations.
Longuet-Higgins & Cokelet (1976) were the first to apply the Boundary In-
tegral Equation to the description of surface water waves. Building upon this
important lead, several authors have made significant contributions; the models
being broadly divided into two categories. The first category involves methods
based upon the Cauchy integral formula. Typically, for reasons of computational
efficiency, a conformal mapping scheme is employed to solve the Cauchy integral
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formula. However, this restricts the model to periodic boundary conditions and a
constant water depth. For example, the conformally-mapped approach has been
very successfully applied in two-dimensions by both Vinje & Brevig (1981) and
Dold & Peregrine (1984). In contrast, Yatsuda et al. (1997) solved the Cauchy
integral formula directly. This removed the requirement of a uniform depth, and
thereby allowed them to simulate waves propagating over submerged reefs and in-
clined beach slopes. Although approaches employing the Cauchy integral formula
have been shown to be both accurate and efficient (particularly when used in a
conformally-mapped scheme), it involves calculations in the complex plane, and
cannot, therefore, be extended to three-dimensions.
The second category concerns more recent efforts that have focused on using
Green’s second identity (Grilli et al., 1989). This is located in physical space, can
be applied to three-dimensional simulations, and is not constrained by periodicity
or uniform depth (Grilli et al., 2001). Within this second category, Hague & Swan
(2009) have developed a new physical-space BEM that utilises multiple fluxes to
overcome the corner problem without the need to perform explicit smoothing,
filtering or re-gridding of any kind. This is particularly important in problems
involving significant energy shifts, the magnitude of which cannot be determined
a priori. Further consideration of this model is given in § 3.3.
Most importantly, the boundary integral equation methods are capable of mod-
elling multi-valued water surfaces, and therefore, they can simulate overturning
waves. Furthermore, the physical-space BEM is capable of modelling the interac-
tion of waves with structures in both two and three dimensions. As the aims of
the present study are to investigate both plunging breakers and nonlinear wave-
structure interactions, the physical-space BEM has been chosen as the preferred
numerical method.
However, as with all numerical methods, the physical-space BEM has its dis-
advantages. These include the inability to model changes in vorticity and the
excessive computational storage and execution time required for realistic three-
dimensional simulations. The former is on account of the assumption of potential
flow and the latter is incurred in the act of forming and storing a large, fully-
populated matrix and then solving the resulting linear system of equations. If
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N denotes the total number of nodes employed to discretise the boundary of the
computational domain, then the formation and storage of the matrix are both of
O(N2) and the direct solution of the linear system of equations, typically under-
taken by Gaussian elimination, is of O(N3). The latter can be reduced to O(N2)
using an iterative matrix solver such as GMRES (Saad & Schultz, 1986), which is
commonly employed in the literature and is utilised within the present study.
In order to obtain further efficiencies, it is necessary to reformulate the nu-
merical algorithms involved in the BEM; this may be achieved by one of three
approaches. The first approach considers the development of parallel algorithms
for the formation and solution of the large, dense matrix. As far as the author
is aware, there have been no publications of any such algorithms in the field of
wave mechanics. In the three-dimensional wave and wave-structure interaction
simulations, the present study will introduce a parallel algorithm for the formula-
tion of the large, fully-populated matrix. This method reduces the execution time
of forming the matrix to O(N2/ncomp), where ncomp is the number of computers
on which the calculations are performed; clearly if ncomp is large then the execu-
tion time will be greatly reduced. More details of this algorithm are presented in
Chapter 6.
The second approach concerns the implementation of the Fast Multipole Al-
gorithm (FMA) of Carrier et al. (1988). The FMA reduces the formation and the
storage of the matrix to O(N) by means of dividing the computational domain
into a near-field and a far-field ; the integration of the near-field nodes is per-
formed directly whilst in the far-field the contribution from the nodes is grouped
together and shifted to the near-field using multipole expansions. The FMA has
been successfully applied to the description of surface water waves by Graziani &
Landrini (1999) and Fochesato et al. (2007).
Finally, the third approach concerns a combination of the first two methods,
i.e. the FMA is executed in parallel. This will achieve an enormous reduction
in the execution time and render realistic wave and wave-structure interaction
simulations even more feasible.
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Smooth Particle Hydrodynamics
Smooth Particle Hydrodynamics (SPH) is a relatively recent numerical method
that has exhibited considerable potential for future applications. It was pioneered
by Gingold & Monaghan (1977) in the field of astrophysics and adapted for free
surface flows by Monaghan (1994). SPH is a meshless Lagrangian method that
divides the domain into parcels of fluid, known as particles. Each particle has pre-
scribed material properties, such as mass and density, and is free to move indepen-
dently under the governing Euler equations. The main advantages of SPH relative
to the Fourier-based or boundary integral equation methods include its capability
to model large deformations, complex geometries, surface break-up and rotational
processes. This allows it to simulate spilling breakers, post-breaking behaviour and
impact loading. Unfortunately, there are also several disadvantages. First, there
is no explicit enforcement of the nonlinear free surface boundary conditions, which
casts doubts over the accuracy of the predicted water surface elevation. Second,
difficulties are encountered at boundaries, which are typically represented by a se-
ries of particles that exert repulsive forces on the fluid particles (Monaghan & Kos,
1999). At the top of the water column, where the hydrostatic force is smallest, the
repulsive forces from the boundary particles lead to a peeling of the fluid particles
away from the boundary. Although this effect is local to the boundary region,
it may inaccurately predict wave run-up and wave-structure interaction. Finally,
in studies of solitary wave propagation undertaken by Vaughan et al. (2004), the
SPH method has been demonstrated to be excessively dissipative, with the height
of the wave decreasing by between 40% and 60% after propagating for 27d, where
d is the water depth.
Currently, SPH has been applied to the simulation of collapsing dams (Monaghan,
1994; Dalrymple & Rogers, 2006), sloshing processes (Doring et al., 2003; Roubtsova
& Kahawita, 2006), solitary wave run-up (Lo & Shao, 2002) and breaking (Ely
& Swan, 2007). All of these present good comparisons to experimental measure-
ments. Provided the disadvantages of SPH are minimised and further, extensive
quantitative comparisons are made, it has the potential to develop into a very
powerful numerical model, especially for wave-structure interaction.
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3Description of the Two-dimensional
Boundary Element Method
This chapter provides a brief description of the multiple-flux BEM of Hague &
Swan (2009) that has been adopted in the present two-dimensional simulations.
A full description of this model is provided by Hague (2006). Before applying
this solution the author improved the numerical program by implementing the
GMRES iterative matrix solver (Saad & Schultz, 1986), presented in Appendix A,
and by developing the calculation of the internal velocity potential field; the latter
defining the underlying water particle velocities. Furthermore, the ability of the
two-dimensional model to accurately predict overturning water surface profiles has
been validated by the author. This was achieved through detailed comparisons to
experimental measurements of solitary waves shoaling up an impermeable sloped
beach (Roos, 2008).
3.1 Governing Equations
With the fluid assumed to be incompressible and inviscid and the flow irrotational,
mass continuity is defined by Laplace’s equation and must be satisfied throughout
the fluid domain, Ω,
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∇2φ = 0, (3.1)
where φ(x, z, t) is the velocity potential, and the associated velocity field is de-
scribed by v = ∇φ. In the physical-space BEM, a fundamental solution to (3.1)
is given by Green’s function, G(r) = − 1
2pi
ln (r), where r = |r| = |xp − xq| with xp
and xq the source and evaluation points on the boundary respectively. Applying
Green’s second identity, the dimensionality is reduced by one and the boundary
integral equation results
αpφp +
∫
Γ
φ
∂G
∂n
dΓ =
∫
Γ
G
∂φ
∂n
dΓ , (3.2)
where n corresponds to the coordinate in the direction of the unit outward normal,
n, Γ defines the boundary of the domain, and αp is a function of the position of
the source on the boundary; the latter calculated using a rigid mode technique
(Becker, 1992).
3.2 Boundary Conditions
The model utilises mixed boundary conditions, consisting of Neumann conditions
(prescribed ∂φ/∂n) on the bed, left and right boundaries (Γb, Γl and Γr respec-
tively) and a Dirichlet condition (prescribed φ) on the water surface (Γs). Full
details of the computational domain and the notation employed are given on Fig-
ure 3.1. Taking each of the boundaries in turn:
(a) On the bed, Γb, a zero flux condition is imposed,
∂φ
∂n
= 0.
(b) On the right boundary, Γr, several conditions may apply depending on the
details of the simulation. These vary from a fully reflecting boundary to an
absorbing or open boundary, details of which are provided elsewhere.
(c) On the water surface, Γs, a velocity potential of φ = 0 is initially prescribed
to model still water.
(d) Finally, the left boundary, Γl, is defined as a semi-Lagrangian input bound-
ary, along which the nodes are free to move vertically, but not horizontally.
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The semi-Lagrangian input requires the prescription of the horizontal veloc-
ity from an appropriate analytical wave theory, the details of which again
vary depending on the simulation and are given later.
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Figure 3.1: Schematic of the BEM domain.
3.3 Multiple Fluxes1
With the boundary element approach derived in physical space, the corners of
the domain create particular difficulties. Indeed, they represent geometric dis-
continuities and with the boundary integral equation (equation 3.2) requiring a
smooth boundary, these discontinuities give rise to the so-called corner problem.
Traditionally, BEM-based wave models have overcome this hurdle using either the
double-node approach or discontinuous elements. The former is more commonly
applied and consists of placing two nodes in exactly the same position at the cor-
ner, each node being assigned to one direction of the unit outward normal for the
determination of the potential flux, ∂φ/∂n. The boundary integral equation is
then solved and compatibility conditions introduced to remove any discontinuities
between the overlying nodes (Grilli et al., 1989). This approach has been improved
1See Appendix B for further details.
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with the use of extended compatibility conditions (Grilli & Svendsen, 1990), but
the philosophy remains essentially the same.
In contrast, Hague & Swan (2009) introduced the multiple-flux technique of
Brebbia & Dominguez (1992) to numerical wave simulations. This method spec-
ifies only one node at a corner, but considers all of the fluxes associated with
that location; in fact, multiple-flux nodes are found at the extremities of every
element. As a result, no information is lost and the necessity to impose com-
patibility conditions a priori is removed. With the introduction of a structure
within the computational domain (for example, a submerged breakwater) several
additional geometric discontinuities are present. An accurate treatment of the
corner problem is therefore essential, not least because these additional corners lie
central to the domain, but because they also form a crucial part of the problem
to be solved. The multiple-flux BEM of Hague & Swan (2009) is employed for all
the two-dimensional simulations in the present study and its successful treatment
of the corners is believed to be fundamental to the success of the calculations.
3.4 System of Equations
In order to evaluate equation (3.2), the boundary of the fluid domain is discretised
intoM isoparametric quadratic elements, resulting inN nodes (Becker, 1992). The
discretised version of the boundary integral equation is numerically integrated by
Gaussian quadrature, resulting in a linear system of equations
HΦ = GΦn, (3.3)
where H (size N × N) and G (size N × 3M , as there are now three fluxes per
element due to the multiple-flux technique) are coefficient matrices and Φ (size
N×1) and Φn (size 3M×1) are the column vectors of all the φ and ∂φ/∂n variables
respectively. After applying the mixed boundary conditions, the unknown values
are transferred to the left-hand side by swapping the elements of the vectors Φ
and Φn, resulting in a linear system of equations
Ax = b, (3.4)
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where A is the influence matrix, x contains all the unknown variables and b is
the vector determined by the matrix-vector product of the known quantities. The
unknown vector, x, is then determined using the GMRES iterative solver (Saad
& Schultz, 1986) with a Jacobi preconditioner (Barrett et al., 1994; Trefethen &
Bau III, 1997), reducing the computational effort from O(N3) to O(kN2), where
k is the number of iterations (see Appendix A).
3.5 Semi- to Fully-Lagrangian Switching
Boundary element methods that are based in physical space are traditionally for-
mulated within a Lagrangian frame of reference (Grilli et al., 1989; Xue et al.,
2001; Fochesato et al., 2007). However, within this frame, the water surface nodes
follow the fluid, resulting in the elongation or shrinking of elements. The former
reduces the spatial resolution, whilst the latter can lead to quasi-singular inte-
grations, both of which are undesirable. For nonlinear waves, the water particle
orbits are not closed; the associated Stoke’s drift becoming considerable. Conse-
quently, the water surface nodes will tend to drift away from the input boundary,
creating a permanent reduction in the resolution. This effect is often counteracted
by re-griding, involving a movement of the nodes back towards the input bound-
ary. In contrast, if a purely semi-Lagrangian frame of reference is employed, none
of these issues arise. However, this latter frame of reference is constrained to a
single-valued surface, and therefore, it cannot simulate overturning waves.
An alternative to the purely semi- or fully-Lagrangian approaches is a scheme
that switches between the two frames of reference. With this method, the compu-
tations are commenced in a semi-Lagrangian frame of reference and are continued
until the majority of the wave envelope has entered the computational domain.
At some chosen time, tsw, based upon the steepness of the evolving wave form,
the water surface is switched from a semi- to a fully-Lagrangian frame of refer-
ence. However, the lateral boundaries maintain their semi-Lagrangian motion.
The advantages of this semi- to fully-Lagrangian switching scheme are two-fold.
First, the drift of water surface nodes away from the input boundary is greatly
reduced, if not eradicated completely, because the largest wave forms (those that
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will contribute to the breaking event) have already entered the computational
domain. This removes the need to re-grid, and all the implications this has for
unwanted filtering. Second, as the duration of the fully-Lagrangian calculations
is minimised, the clustering of nodes on the water surface is reduced. Again, this
prevents the need for re-gridding or the redistribution of the water surface nodes.
Once the computations have been switched between the two frames of reference,
the model utilises an adaptive time stepping method based on a Courant condition
with the time step, ∆t, calculated from
∆t =
|∆r|C0√
gd0
, (3.5)
where |∆r| is the shortest distance between water surface nodes, g is the accel-
eration due to gravity, d0 is the initial water depth and C0 is the initial Courant
number, expressed by
C0 =
∆t0
|∆r0|
√
gd0 , (3.6)
where |∆r0| is the initial spacing between water surface nodes and ∆t0 is the
initial time step. Values of the Courant number in the range 0.4 6 C0 6 0.6 were
determined to result in the most stable simulations.
3.6 Free Surface and Time Marching
The water surface must satisfy the fully nonlinear kinematic and dynamic free
surface boundary conditions. In a semi-Lagrangian frame of reference these are
given by
δη
δt
=
∂φ
∂z
− ∂φ
∂x
∂η
∂x
, (3.7)
δφ
δt
= −gη − 1
2
[(
∂φ
∂x
)2
+
(
∂φ
∂z
)2 ]
+
∂φ
∂z
(
∂φ
∂z
− ∂φ
∂x
∂η
∂x
)
, (3.8)
respectively, where δ/δt = ∂/∂t + w∂/∂z denotes a time derivative in the semi-
Lagrangian frame and η(x, t) is the water surface elevation. In a fully-Lagrangian
approach, these boundary conditions are expressed as
Dx
Dt
= v , (3.9)
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Dφ
Dt
= −gη + 1
2
[(
∂φ
∂x
)2
+
(
∂φ
∂z
)2]
, (3.10)
where D is the material derivative following the fluid, such that D/Dt = ∂/∂t +
u∂/∂x + w∂/∂z and x = (x, z). With the right-hand sides of equations (3.7)–
(3.10) being independent of time, they can be treated as ordinary differential
equations and time marched to obtain values of η and φ at the next time step.
This mixed Eulerian-Lagrangian time marching is undertaken using an Adams-
Bashforth-Moulton (ABM) method. The Adams-Bashforth predictor step is car-
ried out to fourth-order and the Adams-Moulton corrector step employs a fifth-
order scheme; the latter being judged appropriate because all the required in-
formation is available (without further calculations), and therefore, the greatest
accuracy is sought. However, since the ABM method requires information from
three previous time steps, it is necessary to kick-start the model by using three
steps of a fourth-order Runge-Kutta integration scheme; the latter being a single
step method.
3.7 Underlying Water Particle Velocities
This section concerns the calculation of the water particle velocities at internal
points within the fluid domain. Alongside the application of the GMRES solver,
this aspect of the two-dimensional numerical program was developed solely by the
author.
In order to calculate the underlying water particle velocities, it is first necessary
to solve for all of the unknowns around the boundary. It is then possible to
rearrange equation (3.2) to obtain an expression for the velocity potential at any
point p within the fluid domain
φp =
1
αp
∫
Γ
(
G
∂φ
∂n
− φ ∂G
∂n
)
dΓ, (3.11)
where for internal locations, the angle αp is equal to 2pi. Likewise, the velocity
vector at an internal point p, vp = ∇φp, can be expressed as
vp =
1
2pi
∫
Γ
(
Q
∂φ
∂n
− φ ∂Q
∂n
)
dΓ, (3.12)
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where
Q = − 1
2pir2
r and
∂Q
∂n
=
1
2pir2
[
2 (r ·n) r
r2
− n
]
. (3.13)
When the distance from an internal point to the boundary, r, is large compared to
the length of the closest element, L, the BEM can accurately predict the kinematic
properties. However, once this distance is reduced to the same order as the element
length, the so-called boundary layer effect occurs. This is totally unrelated to
any notion of the traditional boundary layer theory that involves the effects of
viscosity and vorticity generation. It is merely a name adopted to describe the
severe decrease in the accuracy of the solution as the boundary is approached. This
is unfortunate, as the most interesting and sought after kinematic information is
located in the vicinity of the crest or trough of a wave, which by nature of the BEM
are located on the water surface boundary. Although this effect is widely accepted
within the research community, it is often neglected in the published literature
and, with the exception of Sobey (2006), it has not been tackled head-on. 
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Figure 3.2: Schematic indicating the boundary layer effect. The shaded areas illustrate
the location in which the effect occurs. ◦ Boundary node and • Internal point.
After performing several preliminary tests on the BEM, it was ascertained that
the boundary layer effect is indeed significant when
r 6 L
2
√
2
· (3.14)
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Figure 3.2 illustrates part of a BEM computational domain with the location of
four internal points that could be used to obtain a (coarse) velocity depth profile;
the grey regions indicate the extent of the so-called boundary layers. The top
boundary has a finer spatial resolution than the bottom, as the variables on the
water surface vary much more rapidly than those of the bed. Therefore, following
equation (3.14), the boundary layer at the water surface is thinner than that of the
bed. As internal points B and C are outside of both of these boundary layers, the
normal procedure can be applied. However, internal points A and D are within
the boundary layers of elements 1 and 2 respectively. Therefore, in this region it
is necessary to find a solution to the vastly inaccurate kinematics.
Sobey (2006) compared the predictions of two different boundary integral al-
gorithms with exact theories for steady flow in an open wedge as well as deep and
shallow regular waves. The first algorithm was based on a standard BEM formula-
tion with cubic interpolation, which inaccurately predicted the velocity potential
when the internal points were close to the boundaries. The second algorithm was
based on a new formulation, which increased the resolution of the angle β (see
Figure 3.2) by an order of magnitude by means of analytically solving a system
of simultaneous ordinary differential equations. This second algorithm exhibited
excellent agreement with the exact theories. Sobey (2006) stated that the prob-
lem with the first algorithm was one of geometry. When an internal node is far
from the boundary, the value of β varies slowly and smoothly, and therefore the
kinematic predictions are accurate. In contrast, when the internal point is close to
the boundary, β changes abruptly. Consequently, in these regions it is necessary
to increase the resolution of β. This is similar to the need to increase the geomet-
ric resolution of the water surface if steep waves are to be accurately simulated.
Indeed, this phenomenon is exhibited on Figure 3.2, where the boundary layer is
thinner at the water surface, on which the nodes are more closely spaced than at
the bed, and therefore, the resolution of β is also finer.
In order to improve the kinematic predictions of the multiple-flux BEM, which
is similar to the first algorithm investigated by Sobey (2006), it was decided to
improve the resolution of β by increasing the number of Gaussian quadrature ordi-
nates. Whilst this also increases the accuracy of the numerical integration, beyond
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a certain number of ordinates the difference becomes negligible; the important ef-
fect being that the angle β varies slowly and smoothly. For internal points that are
located within the boundary layer, the number of Gaussian quadrature ordinates,
m, employed to integrate equation (3.12) can be calculated by
m = 40
⌈
L
4r
⌉
, (3.15)
where d e defines the closest integer that is larger than or equal to the real value
contained therein. Equation (3.15) was determined by means of trial and error,
and therefore, it may not be directly applicable to other BEMs that use a different
order of interpolation. For reasons of computational efficiency, the maximum
number of Gaussian quadrature ordinates is limited to 5000; any internal point
that requires more ordinates is simply discarded. For internal points that are
distant from boundaries, the number of integration ordinates was maintained at
the typical value of m = 10.
Two test cases will be presented to demonstrate the significant improvement in
the prediction of the internal velocities using the new technique described above.
Both test cases concern regular waves, and therefore they can be compared to
the 18th-order Fourier wave theory of Sobey (1989). The computational domain
employed for both cases is 10m long and 1m deep, with water surface and bed nodal
resolutions of 0.05m and 0.125m respectively. A wave number of k = 4 rad/m was
used for both regular waves. The first test case is a linear wave with an input
amplitude of a = 0.0125m giving a steepness of ak = 0.05. The second test
case is a nonlinear wave with an amplitude of a = 0.05m producing a steepness
of ak = 0.2. The simulations were commenced at t0 = 0s with a time step
of ∆t = 0.02s. In both cases, 500 internal points were evenly distributed in a
vertical line from the crest to the bed of the domain, which resulted in a resolution
of approximately 0.002m. With this resolution, the closest internal points to
the boundary require 520 and 1280 Gaussian quadrature ordinates for the water
surface and bed respectively.
Figure 3.3 illustrates the vertical profile of the horizontal velocity, u(z), calcu-
lated beneath the crest of the linear regular wave. The figure compares the pre-
dictions of the original BEM and the new technique with the 18th-order Fourier
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Figure 3.3: Vertical profile of the horizontal velocity, u(z), beneath the crest of the
linear regular wave case (ak = 0.05). (a) Complete depth profile, (b) in the vicinity of
the water surface and (c) in the vicinity of the bed. Fourier 18th-order regular
wave theory, - - • - - original BEM formulation and - - ◦ - - increased number of Gaussian
quadrature ordinates following equation (3.15).
wave theory. Figure 3.3(a) exhibits the whole velocity depth profile, while the
inset Figures 3.3(b) and (c) present an enlargement of the velocity profile in the
vicinity of the water surface and bed boundaries respectively. The figure clearly
illustrates the problems encountered when the internal points are located in the
boundary layers. As indicated by Figure 3.2, the boundary layer in Figure 3.3 is
larger at the bed than at the water surface on account of the poorer nodal reso-
lution employed on the bottom boundary, which reduces the execution time. The
unaltered BEM predicts velocities with a maximum relative error of 70%, relative
to the maximum theoretical horizontal velocity; this is clearly unacceptable. In
contrast, the new technique described above is within 0.2%. Figure 3.4 presents
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Figure 3.4: Vertical profile of the horizontal velocity, u(z), beneath the crest of the
nonlinear regular wave case (ak = 0.2). (a) Complete depth profile, (b) in the vicinity
of the water surface and (c) in the vicinity of the bed. Fourier 18th-order regular
wave theory, - - • - - original BEM formulation and - - ◦ - - increased number of Gaussian
quadrature ordinates following equation (3.15).
similar results relating to the nonlinear wave case. In this example, the original
method is even more incorrect within the boundary layers ; the maximum relative
error of the unaltered BEM being 211%, in the boundary layer at the bed. In
contrast, the new technique is shown to be within 0.5% of the 18th-order Fourier
wave theory (Sobey, 1989).
3.8 Overturning Wave Validation
This section examines the ability of the two-dimensional BEM to simulate wave
overturning. Comparisons are made to experimental measurements of overturning
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solitary waves on an impermeable beach slope; the measurements having been un-
dertaken by Roos (2008). The accurate prediction of wave overturning is essential
for the later application of the two-dimensional model, particularly in respect of
the limiting waves considered in Chapter 4.
3.8.1 Previous Work
Comparisons of BEM predictions and experimental measurements of plunging
wave breakers are rare. Indeed, the author is only aware of the work undertaken
by Yatsuda et al. (1997), Li & Raichlen (1998) and Grilli et al. (2004). Yatsuda
et al. (1997) developed a boundary integral equation method based on the Cauchy
integral formula. In contrast with the conformal mapping scheme of Dold &
Peregrine (1984), Yatsuda et al. (1997) solved the Cauchy integral formula directly,
thereby removing the need for uniform depth. This allowed them to simulate
solitary waves propagating over a submerged shelf and shoaling up an inclined
slope. In so doing, they determined that the water surface profile of a plunging
solitary wave on a submerged shelf is very similar to that observed on a sloping
beach. Comparisons of a plunging breaker are drawn for a solitary wave of relative
height H/d = 0.424 propagating over a reef of relative height h/d = 0.848; the
numerical predictions and experimental measurements of the water surface profile
appear to be in very good agreement. However, the size of the figures (reproduced
in Figure 3.5) is too small to be able to confidently identify any differences between
the numerical and experimental profiles.
Li & Raichlen (1998) compared experimental measurements of an overturning
solitary wave profile, obtained using a visualisation technique and a high-speed
camera, with the numerical predictions of Grilli et al. (1997). Two solitary waves
of relative height H/d = 0.3 and 0.45 on a slope of inclination ϑ = 3.81◦ were
considered, the results reproduced in Figure 3.6. These comparisons illustrated
two main differences: first, the numerical model predicted larger phase velocities,
and second, the simulated breaker jets were up to two times thicker than those
measured experimentally. The former was attributed to the viscous dissipation
occurring at the side walls of the experimental flume, whilst no convincing expla-
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322 T. Yusudu et aL/Coustal Engineering 29 (1997) 317-346 
point against carefully controlled experiments (Yasuda et al., 1992b,1993). The model 
used here can describe very accurately both the water surface profile and the internal 
kinematics of solitary waves up to the breaking point. However, it has not yet been 
determined how accurately the model can describe the kinematics of overturning waves 
just before the touchdown of the jet on the front face. 
Hence, in order to examine the accuracy, an experiment was conducted in a 6.5 m 
long, 1 m wide and 2 m high wave flume with a side window. A solitary wave with an 
incident wave height H, of 13.14 cm was generated using a computer-controlled piston 
wavemaker. A step-like reef model made of steel plate with a thickness of 0.5 cm was 
built on the plane bottom, 30.0 m distant from the wave paddle. The height R of the reef 
was 26.3 cm and the still water depth h, was 31.0 cm. Four capacitance wave gages 
were installed to measure the temporal water surface elevations as shown in Fig. 2. The 
gauge Pl was placed in front of the reef to measure the incident waveheight and the 
gauge P2 was fixed just above the tip of the step. The gauges P3 and P4 were located at 
distances of 0.515 m and 1.020 m, respectively, from the tip of step. The gauge P4 was 
a little bit behind the breaking point, defined as the location of the wave crest at the 
instant when an overturning jet just emerges from the crest. A high-speed video camera 
(HSV-400) with a speed of 200 frames per second was used simultaneously to record 
the profile of the overturning jet. The numerical computation was undertaken as 
mentioned above, using a solitary wave of H,/h, = 0.424 as an initial wave incident on 
the reef of R/h, = 0.848. 
Fig. 3 indicates comparisons of the water surface elevation between the computed 
results and the experimental ones at each location. The measured water surface profile at 
the location Pl completely agrees with the computed profile using the exact solution of 
the steady solitary wave with the same nondimensional wave height of H,/h, = 0.424 
and demonstrates that the incident wave is certainly a steady wave. The measured and 
computed profiles are in good agreement at the locations P2, P3 and P4, although the 
computations were stopped just before the plunging of the jet. 
35 35.5 35 35.5 
X/h1 X/h1 
36 
(a) (b) 
Fig. 4. Comparisons of the computed water surface profiles around the ejected jet with the experimental video 
records; The location of the reef face on the x-axis is X/h, = 32.0. (a) Comparison at the breaking point; (b) 
comparison at jet fall initiation. 
Figure 3.5: Spatial water surface profiles of a solitary wave of relative height H/d =
0.424 propagating over a reef of relative height h/d = 0.848. Presented by Yatsuda et al.
(1997). (Note: the original scale of the figure has been maintained).
nation was offered for the latter.
In defending their numerical model, Grilli et al. (1998) attributed the dis-
crepancies observed by Li & Raichlen (1998) to a difference in the solitary wave
generation technique. Experimentally, Li & Raichlen (1998) generated solitary
waves using a piston wave maker and the technique of Goring (1978), whereas
Grilli et al. (1997) prescribed the initial water surface profile using the exact soli-
tary wave theory of Tanaka (1986). For nonlinear solitary waves (H/d > 0.25)
the latter propagates with a permanent form, whereas the former exhibits a de-
cay in wave height and an associated oscillatory tail. In an attempt to explain
the comparisons made by Li & Raichlen (1998), Grilli et al. (1998) re-ran the
BEM calculations using a piston to generate the solitary wave of relative height
H/d = 0.45. Two sets of numerical predictions were compared: the first pro-
duced by the fully nonlinear spatial description of Tanaka (1986) and the second
generated by a piston wave maker and the technique of Goring (1978). These
results are reproduced in Figure 3.7 and show that the piston-generated solitary
wave lagged behind the solution of Tanaka (1986). This was consistent with that
found in the comparisons to the experiments and was attributed to the decay in
the wave height arising due to the linear generation technique of Goring (1978).
The implication of these results is that the decrease in the phase velocity was not
due to side-wall friction as argued by Li & Raichlen (1998). Furthermore, the
breaker jet size of the piston-generated solitary wave was also smaller than that
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Figure 3.6: Spatial water surface profiles of plunging solitary waves interacting with
a 3.81◦ beach slope that were presented by Li & Raichlen (1998). The left and right
columns consider the relative wave heights of H/d = 0.3 and 0.45 respectively. The
experimental measurements were undertaken by Li (2000) and the numerical predictions
are from the BEM of Grilli et al. (1997).
produced by the nonlinear method of Tanaka (1986). Although these results are
informative, Grilli et al. (1998) did not directly compare the numerical predictions
of their model with the experimental measurements. As a result, the extent to
which the discrepancies are minimised can only be qualitatively ascertained.
Finally, Grilli et al. (2004) investigated a beach slope of inclination ϑ = 3.81◦
subject to two solitary waves of relative height H/d = 0.135 and 0.211; the key
results presented in Figure 3.8. They compared numerical predictions and exper-
imental measurements of the overturning water surface profile and found good
agreement for the solitary wave of relative height H/d = 0.135, but poor agree-
ment for the relative height of H/d = 0.211. The experimental measurements of
the latter exhibiting significant spilling and instability of the breaker jet. However,
the numerical model continues to predict a smooth plunging breaker. The author
believes that this discrepancy can be attributed to the re-gridding process, which
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Figure 3.7: Numerical predictions of the spatial water surface profiles of a plunging
solitary wave of relative height H/d = 0.45 propagating over a 3.81◦ slope that were
presented by Grilli et al. (1998). The solitary wave was generated by a numerical
piston wave maker based on the method of Goring (1978) and - - - - the exact theory of
Tanaka (1986).
effectively smooths the free surface, especially in the region of the breaker jet, and
results in numerical predictions that are not physically realistic.
In the present study, it will be demonstrated that the multiple-flux BEM of
Hague & Swan (2009) can accurately predict the water surface profile of plung-
60
3.8 Overturning Wave Validation
30 35 40 45 50 55
−8
−7
−6
−5
x 10
−3
η 
(c
m
)
30 35 40 45 50 55 60
−12
−10
−8
−6
−4
x 10
−3
t (s)
η 
(c
m
)
x = 13.85 m
x = 14.05 m
x = 14.20 m
x = 3.20 m
x = 3.45 m
x = 3.95 m
x = 5.85 m
0.1 cm 
2.0 cm 
Fig. 6 : Solitary wave Type 7. Surface elevations measured at wave gages
S1-S6 (see Fig. 4 for definition) in the physical wave tank, prior to wave
generation, during paddle pullback, in initial water depth    m.
tion, it becomes difficult to verify how closely the numerical model can
simulate the physical experiment, unless the NWT paddle motion param-
eters were adjusted to better match incident waves at gages S1-S3, as was
done here. The paddle motion was adjusted by slightly changing values
of parameters  and .
This is even more apparent on Fig. 5, which shows the (larger) dif-
ferences between the physical and numerical paddle motions required to
match incident wave heights for type 2 solitary waves. Such large differ-
ences were required because the physical paddle motion, when specified
in the NWT, created wave heights around 80% higher in the numerical
model than in experiments.
Additional uncertainty in wave generation is also due to small
leakage occurring past each side of the physical paddle as it moves
through the generation arc. Thus, larger waves will cause more pressure
against the paddle, which will cause a greater amount of leakage past the
paddle. This is also well supported by observations.
Initial paddle pullback At the start of the physical experiments, the
paddle begins at the vertical position and, over about 20 to 50 seconds,
is slowly drawn back to its start position before the wave is generated
(see negative initial angle in Figs. 2 and 3). Fig. 6 shows that this slow
motion results in a slow (7 second period) oscillation, of about 0.3 cm
amplitude, at the wave gages located at the far end of the tank, type 7
wave, and Fig. 7 shows a similar 5 second period oscillation of up to 2
cm amplitude for the type 2 wave. By contrast, wave gages located closer
to the paddle demonstrate very little oscillation, less than 0.5 cm, in both
cases.
It should be noted that numerical simulations start at the beginning
of the paddle impulsive motion causing wave generation. To reduce
discrepancies, in the NWT, the initial water depth was approximated
to match the average depth measured in the physical tank right after
pullback of the paddle from vertical, which is smaller than the initial
depth.
Other sources of discrepanciesThe NWT calculations are based on the
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Fig. 7 : Solitary wave Type 2. Surface elevations measured at wave gages
S1-S6 (see Fig. 4 for definition) in the physical wave tank, prior to wave
generation, during paddle pullback, in initial water depth    m.
assumption of an inviscid irrotational fluid, and therefore do not include
any internal dissipation or friction losses. A reduction in wave height in
the physical tank, however, could also occur because of viscous friction
along the bottom and sidewalls. Such effects should be relatively more
significant for long waves like solitary waves, for which horizontal
particle velocities remain large down to the bottom. An initial (rough)
calculation of these effects at ESIM’s experiments, however, suggests
that only a 2% or less loss in wave kinetic energy would be caused by
friction effects, which could not account for the observed differences
in wave height. This is in agreement with similar earlier experiments,
which showed that, prior to breaking, viscous losses are negligible for
shoaling solitary waves (e.g., Grilli et al., 1994, 1997).
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Fig. 8 : Solitary wave Type 7. Comparison of breaker visualization
(——) with numerical wave profile (- - - - -), in depth    m.
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Fig. 9 : Solitary wave Type 2. Comparison of breaker visualization
(——) with numerical wave profile (- - - - -), in depth    m. Note
spilling at crest of breaker in physical model.
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tion, it becomes difficult to verify how closely the numerical model can
simulate the physical experiment, unless the NWT paddle motion param-
eters were adjusted to better match incident waves at gages S1-S3, as w s
done here. The paddle motion was adjusted by slightly changing values
of parameters  and .
This is even more apparent on Fig. 5, which shows the (larger) dif-
ferences between the physical and numerical paddle motions required to
match incident wave heights for type 2 solitary waves. Such large differ-
ences were required because the physical paddle motion, when specified
in the NWT, created wave heights around 80% higher in the numerical
model than in experiments.
Additional uncert inty in wave generation is also due to small
leakage occurring past each side of the physical paddle as it moves
through the generation arc. Thus, larger waves will c u e more pressure
against the paddle, which will cause a gr ater amount of leakage past the
paddle. This is also well supported by observations.
Initial paddle pullback At the start of the physical experiments, the
paddle begins at the vertical position and, over about 20 to 50 seconds,
is slowly drawn back to its start position before the wave is generated
(see negative initial angle in Figs. 2 and 3). Fig. 6 shows that this slow
motion results in a slow (7 second period) oscillation, of about 0.3 cm
amplitude, at the wave gages located at the far end of the tank, type 7
wave, and Fig. 7 shows a similar 5 second period oscillation of up to 2
cm amplitude for the type 2 wave. By contrast, wave gages located closer
to the paddle demonstrate very little oscillation, less than 0.5 cm, in both
cases.
It should be noted that numerical simulations start at the beginning
of the paddle impulsive motion causing wave generation. To reduce
discrepancies, in the NWT, the initial water depth was approximated
to match the average depth measured in the physical tank right after
pullback of the paddle from vertical, which is smaller than the initial
depth.
Other sources of discrepanciesThe NWT calculations are based on the
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the physical tank, however, could also occur because of viscous friction
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calculation of these effect at ESIM’s experiments, however, suggests
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(b) H/d = 0.211
Figure 3.8: Spatial water surface profiles of plunging solitary waves on a 3.81◦ beach
slope that were presented by Grilli et al. (2004). Experimental measurements and
- - - - numerical predictions.
ing solitary waves through direct comparisons of the numerical predictions with
experimental measurements; the latter undertaken by Roos (2008). As the nu-
merical and experimental wave generation methods both follow that of Goring
(1978), there is no difficulty in directly comparing the two results. Furthermore,
it is believed that the success of the model is principally due to the complete
lack of explicit smoothing/filtering, re-gridding or redistribution of the water sur-
face nodes. This eradicates any interference with the evolving water surface; its
position or shape solely dependent on the fully nonlinear free surface boundary
conditions.
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3.8.2 BEM Boundary Conditions
The model utilises mixed boundary conditions, consisting of Neumann conditions
(prescribed ∂φ/∂n) on the bed, left and right boundaries (Γb, Γl and Γr respec-
tively) and a Dirichlet boundary condition (prescribed φ) on the water surface
(Γs). Further details of the computational domain and the notation employed are
given on Figure 3.9.
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Figure 3.9: Schematic of the BEM domain appropriate to the solitary wave simulations.
Taking each of the boundaries in turn:
(a) On the bed, Γb, a zero flux condition is imposed,
∂φ
∂n
= 0.
(b) On the right boundary, Γr, a zero flux condition is imposed,
∂φ
∂n
= 0. The
angle of the slope is maintained by resolving the horizontal and vertical
velocities along the direction of the beach.
(c) On the water surface, Γs, a velocity potential of φ = 0 is initially prescribed
to model still water.
(d) Finally, on the left boundary, Γl, a semi-Lagrangian input boundary is de-
fined on which the potential flux is prescribed by the analytical velocities cor-
responding to a linear solitary wave following the solution of Goring (1978).
Along this boundary the nodes are free to move vertically, but not horizon-
tally.
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The linear solitary wave theory states that the water surface elevation, η(x, t), is
expressed by
η(x, t) = Hsech2[κ(x+ λ− ct)], (3.16)
where H is the wave height, c =
√
g(d+H), κ =
√
(3H) / (4d3) and λ = l/κ
with l = ln [(4− ) / (2√ )] and  = 0.002. This solitary wave may be generated
by a moving piston wave maker, which is typically employed in experimental
investigations. By enforcing mass continuity, Goring (1978) derived an expression
for the horizontal velocity of the piston wave maker, up(t), given by
up(t) =
cη
η + d
· (3.17)
Following Grilli (1997), equation (3.16) can be substituted into equation (3.17)
and the latter integrated with respect to time. This results in an expression for
the horizontal position of the piston wave maker, xp(t), given by
xp(t) =
H
kd
[tanh (κ (ct− xp(t)− λ)) + tanh (κλ)] . (3.18)
However, as a semi-Lagrangian input is employed in the present BEM, the input
velocity, uinput, at a fixed location, xinput, is required and is expressed by
uinput =
Hc
d
1
cosh2(κ(xinput + λ− ct)) +H/d
· (3.19)
3.8.3 Experimental Investigations
Laboratory Apparatus
The experiments were performed in a glass-walled wave flume located in the Hy-
drodynamics Laboratory in the Department of Civil & Environmental Engineer-
ing at Imperial College London. The wave flume is equipped with a piston wave
maker, which is capable of generating unidirectional waves in the frequency range
0.3Hz 6 f 6 2.5Hz. The wave flume is 25m long, 0.5m wide and has an operat-
ing water depth of d = 0.5m. The study considered an impermeable beach slope
of inclination ϑ = 5◦ that was constructed from 10mm thick perspex sheets and
supported by a metal frame. Two relative wave heights of H/d = 0.3 and 0.45
were considered; both cases developing into well defined plunging breakers. Full
details of the experimental apparatus, the method of wave generation and the flow
visualisation technique are given by Christou et al. (2009).
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3.8.4 Discussion of Results
The BEM computational domain consisted of a depth of d = 0.5m and the toe
of the slope was located 11.15m from the input boundary, Γl in Figure 3.9. A
fine spatial resolution is required to capture the plunging breaker. Therefore, the
distance between water surface nodes was 0.025m, whilst the spatial resolution on
the slope was 0.05m. The simulations began at t0 = 0s, the initial time step was
∆t0 = 0.0045s (giving an associated Courant number of C0 = 0.40) and the frame
of reference was switched from semi- to fully-Lagrangian at tsw = 6.5s. The total
number of nodes employed to discretise the computational domain was 886.
Figures 3.10 and 3.11 illustrate the numerical predictions and experimental
measurements of the spatial water surface elevation, η(x), on a 5◦ slope subject
to relative wave heights of H/d = 0.3 and 0.45 respectively. The results show
very good agreement, especially Figures 3.10(a)-(c) and 3.11(a)-(c); these have
maximum relative errors of 3% and 2% for the wave cases of H/d = 0.3 and
0.45 respectively. The explanation for the larger relative error displayed by the
H/d = 0.3 wave case is inherent to the surface visualisation technique employed
in the experimental study. This produces constant sources of error, and thus the
larger the wave, the more accurate the measurement. Figures 3.10(d) and 3.11(d)
illustrate increased deviation, with relative errors of 4.5% and 3% for the relative
wave heights of H/d = 0.3 and 0.45 respectively. The reason for this discrepancy
lies in the fact that the BEM is a few time steps away from breaking-down, and
thus the numerical instabilities are rapidly increasing, resulting in a reduction in
accuracy.
At this stage, the author would like to re-stress that no explicit smooth-
ing/filtering, re-gridding or redistribution of the water surface nodes has been
undertaken at any point during the numerical simulations. As a result, Fig-
ures 3.10 and 3.11 demonstrate the success of the semi- to fully-Lagrangian switch-
ing scheme, which achieves sufficient resolution of the water surface nodes to ac-
curately simulate the breaker jet without them clustering so close together that
quasi-singular integrations arise and prevent the formation of an overturning wave.
However, despite this success, the present model is only able to go so far in terms of
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Figure 3.10: Spatial water surface profile, η(x), of a plunging solitary wave withH/d =
0.3 on a 5◦ beach slope. BEM predictions and experimental measurements.
the evolution of the breaking jet. In particular, the computations cease well before
the evolving jet impacts on the water surface in front. The primary reason for the
break-down of the code lies in the sharp edge that occurs at the tip of the plunging
breaker. This is most clearly identified by the BEM line in Figure 3.11(d) which
(almost) represents an additional geometric discontinuity. Although the multiple-
flux method is applied at the edges of every element, a geometric discontinuity
65
Chapter 3: Description of the Two-dimensional BEM
15.8 16 16.2 16.4 16.6
−0.1
0
0.1
0.2
η(
x) 
[m
]
 (a) t = 7.241s
15.8 16 16.2 16.4 16.6
−0.1
0
0.1
0.2
η(
x) 
[m
]
 (b) t = 7.321s
15.8 16 16.2 16.4 16.6
−0.1
0
0.1
0.2
η(
x) 
[m
]
 (c) t = 7.371s
15.8 16 16.2 16.4 16.6
−0.1
0
0.1
0.2
η(
x) 
[m
]
 (d) t = 7.441s
x [m]
Figure 3.11: Spatial water surface profile, η(x), of a plunging solitary wave with
H/d = 0.45 on a 5◦ beach slope. BEM predictions and experimental
measurements.
cannot be overcome in the traditional sense on the free surface. Hague & Swan
(2009) argue that this is the case because at each node where it is applied, the
multiple-flux method requires the prescription of two boundary conditions and
will solve for a third, unknown, value. On the water surface, a Dirichlet-Dirichlet
boundary condition interface occurs, and therefore, only one velocity potential is
known, whereas two unknown potential fluxes exist. As a result, the method must
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assume that the two potential fluxes are equal. Whilst this is always valid for
non-breaking waves with smooth surfaces, it is clearly not applicable at the tip of
the evolving jet in Figure 3.11(d). If calculations are required beyond the present
point, it will be necessary to either smooth, re-grid or redistribute the nodes, or
perhaps a combination of all three. Furthermore, this will typically be required a
significant number of time steps before the appearance of the sharp edge in order
to ensure a smooth transition.
3.9 Chapter Summary
This chapter has briefly described the two-dimensional Boundary Element Method
(BEM) of Hague & Swan (2009) that will be applied and developed in the present
study. In addition, it has introduced the improvements made to the model by
the author. These include the implementation of the GMRES iterative matrix
solver (Saad & Schultz, 1986) and the calculation of the internal velocity field by
overcoming the issues involved with the so-called boundary layer effect.
This chapter has also demonstrated that the multiple-flux BEM, which un-
dertakes no explicit filtering/smoothing, re-gridding or redistribution of the nodal
points, can accurately predict the water surface profile of a plunging solitary wave
with maximum and mean relative errors of approximately 5% and 3% respectively.
Furthermore, the accurate prediction of the water surface elevation is essential to
the precise description of the underlying water particle kinematics. The impor-
tance of these results will become further apparent in the chapters that follow.
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4Two-dimensional Waves
As discussed in Chapter 2 there is a vast literature base for wave mechanics. If a
numerical model is to be believed capable of modelling wave-structure interaction,
it must prove its ability to accurately predict nonlinear wave-wave interactions.
This is essential for generating the correct incident wave conditions that will in-
teract with the structure as well as simulating the wave-wave interactions between
the incoming and scattered wave fields. By means of several examples, Hague
(2006) has already demonstrated the success of the current multiple-flux BEM at
accurately predicting nonlinear wave-wave interactions. This chapter builds upon
these examples by providing further validation of the numerical model as well as
extending the application of the BEM to investigate physically realistic sea states.
4.1 Chapter Overview
This chapter consists of two technical papers prepared for submission to interna-
tionally leading journals. These papers concern two-dimensional waves and present
the validation and application of the multiple-flux BEM, which is described in
Chapter 3.
The first paper, ‘The Practical Application of a Multiple-flux Boundary Ele-
ment Method. Part 1: Limiting Waves in Irregular Seas’, referred to as Paper 1,
concerns the generation of limiting irregular wave groups that are described by
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a realistic underlying spectrum (JONSWAP). The current multiple-flux BEM is
compared to the fully nonlinear Fourier-based solution of Bateman et al. (2001)
and an independent verification of the spectral energy shifts identified by Gibson
& Swan (2007) is undertaken. Furthermore, the paper presents the application of
the semi- to fully-Lagrangian switching scheme described in § 3.5 and highlights
the differences between the numerical predictions of limiting waves undertaken in
the two frames of reference.
The second paper, ‘The Practical Application of a Multiple-flux Boundary El-
ement Method. Part 2: Overturning Waves in Irregular Seas’, referred to as
Paper 2, builds on Paper 1, by demonstrating the capability of the multiple-flux
BEM to predict the overturning water surface profile of transient wave groups
that are described by a realistic underlying spectrum. This paper also investi-
gates whether the mechanisms governing spilling and plunging breaking waves in
deep water are similar. Furthermore, it compares the limiting water surface ele-
vation with that produced by a plunging breaker and investigates the nature and
value of the largest crest amplitude for a given irregular wave.
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Paper 1
The Practical Application of a Multiple-flux
Boundary Element Method.
Part 1: Limiting Waves in Irregular Seas
Abstract
This paper concerns the numerical description of realistic irregular surface wa-
ter waves of varying nonlinearity up to and including their limiting steepness. It
demonstrates that a multiple-flux Boundary Element Method (BEM) is capable of
accurately simulating weakly nonlinear transient wave groups; comparisons being
provided with both linear and second-order irregular wave theories. On increasing
the nonlinearity of the wave forms, up to and including their limiting steepness,
these analytic theories are shown to be inadequate. In these cases the BEM is com-
pared with the fully nonlinear Fourier-based solution of Bateman et al. (2001) and
good agreement achieved. Furthermore, in the vicinity of these extreme events the
local and rapid evolution of the wave spectrum involving the movement of energy
to the higher frequencies (Gibson & Swan, 2007) is independently reproduced by
the multiple-flux BEM. In addition, a novel semi- to fully-Lagrangian switching
scheme is introduced as a means of modelling the most extreme wave forms whilst
at the same time preventing the need for the re-griding or redistribution of the
surface boundary nodes. It is shown that this switching scheme produces identi-
cal results to a pure semi-Lagrangian approach when applied to wave groups of
moderate steepness. However, when seeking to model waves of limiting steepness,
on the threshold of wave breaking, the calculations suggest that the importance of
the wave-induced drift is such that a fully-Lagrangian solution must be adopted.
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4.2 Introduction
The purpose of this paper is to apply the fully nonlinear numerical model out-
lined in Hague & Swan (2009) to the description of highly nonlinear free surface
waves, specifically those extreme events arising due to the superposition of indi-
vidual wave components in space and time. This focusing of wave components
to produce highly nonlinear extreme wave events is believed to be responsible for
the occurrence of so-called freak or rogue waves; terms used to describe those
events that are of significantly higher amplitude or appear more often than is
statistically predicted given the sea state in which they occur. Previous work in-
vestigating wave focusing has established the importance of the local and rapid
energy transfers that arise during the evolution of a highly nonlinear wave group.
In deep water these involve the movement of energy toward the higher frequen-
cies (Baldock & Swan, 1994; Johannessen & Swan, 1997, 2001; Gibson & Swan,
2007), with resonant interactions at third-order being identified as the most likely
explanation (Gibson & Swan, 2007). It is therefore of great importance that these
higher frequencies are included in any numerical computations of wave focusing,
especially when considering the most nonlinear wave groups. Whilst significant
work in this area has been undertaken via the application of Fourier-based wave
models, particularly that of Bateman et al. (2001), there is a clear need for a
different approach if further progress is to be made. This is first due to the fact
that the Fourier representation of the free water surface must, by definition, be
a single-valued function. Given that the most extreme waves are at the point of
breaking, involving strong vertical asymmetry and possible overturning, it would
be preferable to utilise a model which is not restricted in this way. The second
disadvantage of a Fourier-based representation of highly nonlinear wave focusing
is caused by the movement of energy to the higher frequencies during the focused
event itself. Whilst it is certainly true that the wave model of Bateman et al.
(2001) is able to describe these energy transfers, it is also true that when the
model eventually breaks down (at or near the onset of wave breaking) it does so
by rapidly transferring energy to the higher frequencies. As a result, the nature
of the energy transfers the author wishes to investigate, and which is the cause of
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the unexpected extremes, becomes uncertain at the most interesting stage of its
evolution — the onset of wave breaking.
A good candidate for a numerical model capable of simulating the most nonlin-
ear focused wave groups is the Boundary Element Method (BEM). By representing
the problem as a closed boundary in physical space and considering the behaviour
of nodes around this boundary with respect to each other, there is no need for
the free surface to be single-valued. Indeed, as long as this boundary is unbro-
ken, the BEM allows the simulation of fluid flows on arbitrary bed geometry, in
non-periodic domains and past the point of wave overturning. However, whilst
BEM-based models have been developed in the past and used for studies of free
surface fluid flows, they have been limited in their application, often modelling
solitary waves or regular waves propagating into a domain. Although the BEM
has existed in its present form for over 25 years, there have been few instances of
the technique being applied to the investigation of wave focusing. Notable excep-
tions include Brandini & Grilli (2001) and Fochesato et al. (2007), but in both
cases the modelled sea states incorporate a very small range of frequencies. Indeed,
attempts to model wave spectra involving a large number of wave components of
varying frequency are rare, and those that do (Dommermuth et al., 1988) typically
employ idealised experimental spectra rather than realistic sea states.
Unfortunately, the BEM approach has historically suffered from some inherent
problems that have restricted its application, particularly in the area of wave
mechanics. For instance, sawtooth instabilities are a common feature of many
free surface simulations; their removal being achieved by re-gridding, smoothing
and/or filtering. Furthermore, being derived from a mathematical identity which
is strictly only applicable to smooth boundaries, the use of physical-space domains
including geometric discontinuities (corners) has also presented a challenge; the
difficulty arising because of the need to ensure compatibility of the solution across
each corner. In the specific case of wave focusing, it is the strongly nonlinear
wave groups which are of most interest, and therefore, this inevitably leads to
large wave motions being introduced through the input boundary. When using
a Lagrangian frame of reference for computations, as must be the case for waves
which are large enough to overturn, these large input motions result in a drift of
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nodes away from the input boundary. This leads to a loss of information and, if
not rectified, eventual break down of computations.
The present paper investigates the multiple-flux Boundary Element Method as
a viable alternative to existing models and uses it to investigate the focusing of
wave components to create free surface flows of a highly nonlinear nature, including
those events which are of limiting amplitude. The problems associated with the
BEM approach are thus addressed: multiple fluxes are used to overcome the corner
problem, an approach which has been shown to be accurate and stable with no
need for explicit smoothing or re-gridding (Hague & Swan, 2009), and a novel semi-
Lagrangian to Lagrangian switching scheme is implemented to avoid nodal drift
away from the input boundary. The model is applied to limiting wave groups and
its ability to successfully incorporate all the underlying physical characteristics,
including the energy transfers within the wave spectrum, is assessed.
4.3 Boundary Element Method (BEM)1
4.3.1 Boundary Conditions
The model utilises mixed boundary conditions, consisting of Neumann conditions
(prescribed ∂φ/∂n) on the bed, left and right boundaries (Γb, Γl and Γr respec-
tively), and a Dirichlet condition (prescribed φ) on the water surface (Γs). Further
details of the computational domain and the notation employed are given in Fig-
ure 4.1. Taking each boundary in turn:
(a) On the bed, Γb, a zero flux condition is imposed,
∂φ
∂n
= 0.
(b) On the right boundary, Γr, a combined radiation and absorption or sponge
layer is applied so as to reduce the reflection of any wave energy to a min-
imum. This is applied according to Hague & Swan (2009), building on the
work of Clement (1996), and has been shown to remove 98% of the incident
wave energy.
1This section has been significantly shortened relative to the final paper to avoid the repetition
of material already presented in Chapter 3.
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(c) On the water surface, Γs, a velocity potential of φ = 0 is initially prescribed
to model still water.
(d) Finally, the left boundary, Γl, is defined as a semi-Lagrangian input bound-
ary on which the analytical velocities corresponding to an irregular wave are
prescribed following the second-order solution of Sharma & Dean (1981).
Along this boundary the nodes are free to move vertically, but not horizon-
tally.
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Figure 4.1: Schematic of the BEM domain appropriate to the irregular wave simula-
tions. Waves are introduced into the domain by the input boundary, Γl, and are allowed
to propagate along the free surface, Γs, before being removed by the application of a
passive damping layer and radiation condition along Γr.
4.4 Discussion of Results
4.4.1 Realistic Spectrum
A realistic sea state was simulated using a JONSWAP wave spectrum
Gηη(ω) =
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, (4.1)
75
Chapter 4: Two-dimensional Waves
where Gηη(ω) is the spectral density, α = 0.0081, β = 1.25, σ = 0.07 for ω 6 ωp
and σ = 0.09 for ω > ωp ; with ω, ωp and γ defining the wave frequency, the peak
wave frequency and the peak enhancement factor respectively. For all numerical
simulations a peak wave period of Tp = 12s and a peak enhancement factor of
γ = 1 were adopted; the latter reducing the JONSWAP spectrum to the special
case of a Pierson-Moskowitz spectrum and representing a fully developed sea. The
initial amplitude spectrum, a(ω), was described by the NewWave model (Tromans
et al., 1991); the amplitudes of the individual components being proportional to
the energy spectrum such that
a(ω) = A
Gηη(ω)∑Nc
i=1Gηη(ωi)
, (4.2)
where A is the linear input amplitude sum or the linearly predicted crest elevation
and Nc is the number of frequency components employed in the spectral discreti-
sation. Using this approach, and taking due account of the distance between the
input boundary and the focus location, a focused wave event is created that in
a linear sense describes the most probable shape of a large wave having a crest
elevation equal to the sum of the input amplitudes, A.
4.4.2 Water Surface Elevation
In order to illustrate the accuracy of the multiple-flux BEM, three irregular wave
cases of increasing nonlinearity are considered. The first wave case (A1) of input
amplitude A = 1m is a linear wave group, allowing comparison to the Linear
Random Wave Theory (LRWT). The second wave case (A4) of input amplitude
A = 4m considers an irregular wave which shows departure from the LRWT but
which can be accurately modelled by the second-order solution of Sharma & Dean
(1981). Finally, the third wave case (A7.3) of input amplitude A = 7.3m concerns
a limiting wave, defined as the largest crest elevation that can exist without the
occurrence of wave breaking. The numerical BEM predictions for this final wave
case can be compared to the fully nonlinear Fourier-based model of Bateman et al.
(2001), which will hereafter be referred to as BST.
The computational domain employed within the BEM consisted of a depth of
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d = 150m and −500m 6 x 6 700m with ∆x = 2.5m; the final 200m comprising
the damping layer. The BEM computations were commenced at t0 = −180s and
the initial time step was ∆t = 0.033s resulting in a Courant number of C0 = 0.506.
A total of Nc = 121 frequency components were used to discretise the amplitude
spectrum employed by the BEM, the LRWT and the second-order solution of
Sharma & Dean (1981). The BST computational domain was again defined by
d = 150m with −5000m 6 x 6 5000m. The amplitude spectrum was discretised
by Nc = 512 wave components and the initial conditions were described by the
second-order solution of Sharma & Dean (1981). The calculations were commenced
at t0 = −600s, and a time step of ∆t = 0.05s adopted throughout.
Figures 4.2(a), (b) and (c) illustrate the time histories of the water surface
elevation, η(t), at the focal location for wave cases A1, A4 and A7.3 respectively;
while Figure 4.2(d) presents the spatial water surface profile, η(x), at the focal
time for the limiting wave case, A7.3. In each of the subplots in Figure 4.2 an
inset is included showing a close-up of the largest crest elevation, highlighting the
differences between the solutions in this key area. Figure 4.2(a) shows excellent
agreement between the multiple-flux BEM and the LRWT predictions of the water
surface profile, η(t), for wave case A1. Likewise, Figure 4.2(b) shows very good
agreement between the η(t) predicted by the BEM and the second-order solution
of Sharma & Dean (1981) for wave case A4. In this wave case, the LRWT un-
derpredicts the crest elevation by 9.1% due to the increased nonlinearity of the
wave group. In the limiting wave case, A7.3, favourable agreement between the
semi-Lagrangian BEM and the BST predictions of both η(t) and η(x) are shown
in Figures 4.2(c) and (d) respectively. The inset figures also demonstrate that,
relative to the BST result, the LRWT and the second-order solution of Sharma &
Dean (1981) underestimate the maximum crest elevation by 21.0% and 11.9% re-
spectively, whilst the semi-Lagrangian BEM and BST predictions differ by 2.2%.
This highlights the inability of the commonly applied design solutions to accu-
rately reproduce the water surface elevation associated with a realistic extreme
wave event.
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Figure 4.2: Water surface elevations at the focal event. (a) Temporal water surface
profile of the linear wave case, A = 1m, (b) temporal water surface profile of the weakly
nonlinear case, A = 4m, (c) temporal water surface profile of the strongly nonlinear
case, A = 7.3m, and (d) spatial water surface profile of the strongly nonlinear case, A =
7.3m. LRWT, second-order solution of Sharma & Dean (1981), semi-
Lagrangian BEM solution and Fourier-based solution of Bateman et al. (2001).
4.4.3 Spectral Changes
Gibson & Swan (2007) applied BST in deep water to investigate the evolution of
wave energy within the frequency domain. They determined that in the vicinity
of a nonlinear focal event there were local and rapid shifts of energy towards the
higher frequencies of the underlying spectrum. Within the present study, it was
considered important to investigate whether these energy shifts could be modelled
by the multiple-flux BEM. The reason for this is two-fold:
(i) to independently verify their existence, and to prove that they are not influ-
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Figure 4.3: Amplitude spectrum of the largest wave event relative to the input spec-
trum. (a) A = 1m, (b) A = 4m and (c) A = 7.3m. Input spectrum and
spectrum of largest wave event.
enced by the breakdown of the BST code, which reaches its computational
limit at or near the onset of wave breaking;
(ii) given the importance of these energy transfers in terms of the local wave
description, it is clear that the BEM model must be able to incorporate
these effects if it is to be considered appropriate for further study.
A Fast Fourier Transform (FFT) was performed on the spatial water surface pro-
file at the instant of the largest event for all three irregular wave cases. The
water surface elevation within the range of −500m 6 x 6 500m was chosen as
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the appropriate record. This range necessarily excludes the damping layer, since
although this region is fundamental to the success of the model, it does not rep-
resent the true characteristics of the chosen sea state; indeed, its purpose is to
damp them out. Figure 4.3 presents the amplitude spectrum of the largest wave
event relative to the input spectrum for all wave cases. In considering the data
presented in Figure 4.3 it is important to recognise that a Fourier transform of a
spatial water surface elevation, η(x), assumes that all of the wave number com-
ponents are present at all spatial locations. In practice, the energy transfers will
be highly localised, only occurring in the vicinity of the extreme wave event. As
a consequence, the data presented in Figure 4.3 provides no guidance as to the
conservation of wave energy, it merely confirms the movement of energy to the
higher frequencies.
Taken as a whole, these results confirm that the amount of energy shifted to
the higher frequency components of the amplitude spectrum increases with the
nonlinearity of the wave event.
4.4.4 Semi- to Fully-Lagrangian Switching
Figure 4.4 illustrates the numerical predictions of the water surface elevation for
wave case A1 generated in both the semi- and the fully-Lagrangian frames of ref-
erence. The Lagrangian simulations begin in a semi-Lagrangian frame and are
subsequently switched to a Lagrangian approach once the wave group envelope
has entered the numerical domain (as described in §3.5). In order to investigate
whether the numerical predictions are dependent on the switching time, tsw, be-
tween the two frames of reference, two values of tsw = −128s and −8s were inves-
tigated; the difference between these times corresponds to ten times the spectral
peak period, Tp = 2pi/ωp. Figure 4.4 shows excellent agreement between the
two frames of reference, illustrating that for a linear wave group the semi- and
fully-Lagrangian boundary conditions produce identical results. Furthermore, the
numerical predictions in the Lagrangian frame of reference are shown to be inde-
pendent of the switching time when applied to a linear wave group.
However, if one considers a strongly nonlinear wave group, the water surface
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Figure 4.4: Water surface elevations predicted by the semi- and fully-Lagrangian
frames of reference for the linear wave case, A = 1m. (a) Temporal profile, η(t), and (b)
spatial profile, η(x). Semi-Lagrangian, o switched from semi- to fully-Lagrangian
at t = −128s and M switched from semi- to fully-Lagrangian at t = −8s.
profiles predicted in the semi- and fully-Lagrangian frames of reference show con-
siderable variation. This difference is indicated in Figure 4.5. This concerns the
limiting wave case, A7.3, and contrasts the temporal evolution of the spatial water
surface elevation, η(x), predicted in the semi- and fully-Lagrangian frames of ref-
erence; the latter having been switched at tsw = −8s. Eight spatial water surface
profiles are plotted, each separated by a time interval of 0.4s and culminating in
the instant at which the maximum Lagrangian crest elevation occurs. The diver-
gence between the predicted water surface elevations is only evident in the region
of the wave crest; the fully-Lagrangian solution predicting a higher crest with a
steeper front face, which appears to be very close to spilling. These differences in
wave shape are significant, particularly in a design context. First, the increased
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Figure 4.5: Spatial water surface elevations produced by the two frames of reference for
the limiting wave case, A = 7.3m. Each spatial profile is located 0.4s apart, culminating
in the largest fully-Lagrangian surface elevation. Semi-Lagrangian and fully-
Lagrangian.
steepness of the front face will lead to a very large increase in the loads associated
with wave slamming. Second, if the increased maximum crest elevation (> 1m)
leads to the occurrence of wave-in-deck loads, the significance of any impact loads
will be further increased.
4.4.5 Limiting Wave Group
The limiting wave case, A7.3, was ascertained by running a large number of wave
groups with linear input amplitude sums in the range of 1m 6 A 6 7.8m. A
coarse interval of ∆A = 1m was used for the range 1m 6 A 6 7m; whilst a much
finer interval of ∆A = 0.1m was employed to investigate the primary region of
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interest corresponding to 7.0m < A 6 7.8m. Figure 4.6(a) presents the maximum
crest elevation, ηmax, as a function of the linear input amplitude sum, A, predicted
by the LRWT, the second-order solution of Sharma & Dean (1981) and the semi-
and fully-Lagrangian BEM frames of references; the latter having been switched
at tsw = −8s for all input amplitudes.
Figure 4.6(b) concerns the spatial location of the maximum crest elevation,
xmax. In each case, xmax = 0m for all predictions based upon the LRWT and
the second-order solution of Sharma & Dean (1981); the addition of the bound
second-order harmonics producing no change in the focal position. However, there
are important shifts in the semi- and fully-Lagrangian BEM calculations, which
reflect changes in the wave speed.
In light of these results, Figure 4.6(c) compares the semi- and fully-Lagrangian
BEM predictions of the maximum horizontal particle velocity occurring on the
water surface, umax, with the horizontal velocity of the largest crest, uc. The
latter was determined by first recording the time taken for the wave crest to prop-
agate from 15m upstream of the maximum event (x1 = xmax − 15 at t = t1) to
the location of the maximum event itself (x2 = xmax at t = t2) and calculat-
ing uc = (x2 − x1)/(t2 − t1). Again, this was undertaken in both the semi- and
fully-Lagrangian frames of reference. In both cases a distance of 15m was cho-
sen to ensure that the local velocity of the maximum crest was calculated to an
appropriate degree of accuracy; preliminary tests performed with regular waves
found that the relative error in predicting the velocity of the wave crest using
this method was significantly less than 1%. The justification for considering only
the upstream direction (x 6 xmax) lies in the fact that the fully-Lagrangian BEM
simulations of the strongly nonlinear wave groups breakdown very quickly after
the occurrence of the maximum crest elevation. This breakdown corresponds to
the onset of wave breaking, via spilling, and explains the adoption of this case as
a “limiting wave”. To ensure valid comparisons between the velocity of the max-
imum crest, this method was used for both frames of reference and for all linear
input amplitude sums2.
Taking Figure 4.6 as a whole, three different regions can be identified. The
2See Appendix C for further details
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Figure 4.6: (a) Maximum crest elevation, (b) spatial location of the maximum crest
elevation and (c) comparison of the maximum surface velocity and the velocity of the
largest crest. Linear Random Wave Theory (LRWT), second-order solution
of Sharma & Dean (1981), —•— semi-Lagrangian BEM, —	— fully-Lagrangian BEM,
—•— semi-Lagrangian BEM crest velocity and —•— Lagrangian BEM crest velocity.
first concerns the smaller values of the linear input amplitude sum, A 6 4m or
Akp 6 0.11, where kp is the wave number of the spectral peak. Within this region
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the fully nonlinear BEM predictions are in close agreement with the LRWT and the
second-order solution of Sharma & Dean (1981). This suggests that the analytic
solutions remain valid over this range of steepness. Evidence of this is provided by
both the close agreement in the predicted maximum crest elevations, Figure 4.6(a),
and its location, Figure 4.6(b); this weakly nonlinear region of Figure 4.6 re-
iterating the results presented in Figures 4.2(a) and (b). Furthermore, within
this region, the semi- and fully-Lagrangian predictions of the maximum water
surface elevation, the location of the maximum crest and the maximum surface
particle velocities shown in Figures 4.6(a), (b) and (c) respectively, are in excellent
agreement. This further substantiates the results presented in Figure 4.4.
The second region considers the input amplitude range of 4m < A 6 6m or
0.11 < Akp 6 0.17, in which there is a divergence of the fully nonlinear predictions
from the analytical solutions; evidence being provided by both an increase in
the maximum crest elevation (Figure 4.6(a)) and a shift in the location of the
maximum crest (Figure 4.6(b)). Within this region, the beginnings of a difference
in the predictions of the semi- and fully-Lagrangian frames of reference also become
apparent. This is particularly evident in the maximum surface particle velocities
illustrated in Figure 4.6(c). The likely origins of this difference lies in the non-
closed particle orbits that occur underneath a nonlinear wave group leading to
a Lagrangian drift velocity and a corresponding Eulerian return flow. Hague &
Swan (2009) have shown that within a semi-Lagrangian frame of reference, the
current multiple-flux BEM is capable of accurately modelling the Eulerian return
flow generated beneath regular waves, but that the Lagrangian drift velocity can
only be simulated within a fully-Lagrangian frame of reference; the latter being
formulated such that the nodes are not confined horizontally. It therefore follows
that the difference in the surface velocities predicted in the two frames of reference
can be attributed in large part to the drift velocity, and that this is expected to
increase with the nonlinearity of the wave event. Once a difference in the water
surface velocities is established, the surface elevations will adjust to reflect this
change and will produce further changes in the water surface velocities. As this
process continues, the two water surface elevations become divergent, accounting
for the differences shown in Figure 4.5. It is also important to note that the drift
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velocity is most significant beneath the largest wave event, as this defines the
largest fluid velocities and exhibits the most pronounced crest-trough asymmetry;
both contributing to the non-closed particle orbits. It therefore follows that the
largest difference between the two frames of reference will occur in the region of
the maximum crest, as illustrated by Figure 4.5.
The third, and final, region concerns the input amplitude range of A > 6m
or Akp > 0.17, in which the analytic solutions commonly adopted in design sig-
nificantly underestimate the fully nonlinear predictions of the maximum water
surface elevation, shown in Figure 4.6(a). Furthermore, Figure 4.6(b) illustrates
that the location of the maximum crest has also shifted significantly from the
analytically predicted focal location, xmax = 0m. Both of these effects are due
to the local and rapid transfers of energy to the higher frequencies as explained
by Gibson & Swan (2007) and shown in Figure 4.3. However, of most interest to
the present study is that this region exhibits a significant difference between the
two frames of reference. Figure 4.6(a) shows that the fully-Lagrangian approach
predicts larger maximum water surface elevations up to the limiting wave case,
A = 7.3m. Beyond this point, the semi-Lagrangian ηmax, which has risen steadily,
becomes larger, however questions need to be raised concerning the validity of
these calculations, not because the model has failed or become inaccurate, but
because the calculations have been undertaken in the wrong frame of reference.
The limiting wave amplitude is clearly defined at A = 7.3m because this pro-
duces the largest Lagrangian crest elevation and arises at a point at which the
maximum Lagrangian surface fluid velocity equals the Lagrangian predicted ve-
locity of the wave crest, as illustrated by Figures 4.2(a) and (c) respectively. Since
one of the well established breaking criteria states that the velocity of the fluid
particle at the water surface must match or exceed the velocity of the wave crest,
it is clear that this wave group is indeed at its limiting conditions, with spilling
imminent. In the Lagrangian calculations the convergence of the maximum sur-
face water particle velocity and the velocity of the wave crest occurs through a
combination of two factors: first, the particle velocity increases with the nonlin-
earity of the wave group due to both the higher crest elevation and the increase
in the drift velocity. Second, there is a steady decrease in the velocity of the crest
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relative to the LRWT and the second-order predictions (Figure 4.6(c)). The latter
occurs due to the shift of energy to the higher frequencies in the vicinity of the
extreme event; evidence of which is given in Figure 4.3. These higher frequency
components propagate slower than the lower frequencies, and as a larger amount
of energy is now present in these frequencies (relative to the initial spectrum) there
is a reduction in the overall phase velocity. Another way of interpreting these re-
sults is to argue that the nonlinear changes provoke a reduction in the effective
local wave period. Either way, these findings are in keeping with the experimental
measurements and the subsequent interpretation of Johannessen & Swan (2001,
2003).
Figure 4.6(c) also indicates that at the limiting wave amplitude of A = 7.3m
the semi-Lagrangian frame of reference predicts a maximum water particle veloc-
ity that is only 64% of the velocity of the wave crest, which is in keeping with the
work of Bateman (2000) who found a maximum of 57% for realistic broad-banded
wave groups. Consequently, in the semi-Lagrangian frame of reference the wave
case A7.3 does not correspond to a limiting wave form. With the breaking criteria
not reached at this amplitude, the semi-Lagrangian maximum water surface eleva-
tion continues to rise as the input amplitude is increased further (Figure 4.6(a)).
However, given that these waves have exceeded a breaking criteria formulated in
a Lagrangian frame of reference (the latter being the appropriate reference frame
given that the condition addresses the movement of fluid particles out of the water
surface), it must be assumed that these calculations are physically unrealistic. It
is also interesting to note that if the limiting wave case (A7.3) is described us-
ing a semi-Lagrangian BEM calculation, the maximum water particle velocity is
underestimated by some 33%; if employed in a Morison-type loading calculation
the local forces would be underestimated by more than 60%, irrespective of the
occurrence of any wave slamming. Finally, it is interesting to note that if the input
amplitude is increased above the limiting value (A > 7.3m) in a fully-Lagrangian
formulation, the maximum wave crest shifts very rapidly to the wave event that
occurs prior to the focal event. Evidence of this is provided by the rapid shift in
xmax in Figure 4.6(b). This is believed to be an important result, not least for
the prediction of nonlinear wave statistics (Gibson & Swan, 2007), and will be the
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Figure 4.7: (a) Time history of the water surface elevation, η(t), (b) particle trajectory
and (c) time history of the horizontal particle velocity on the water surface, u(t), for an
input amplitude of A = 5m. (i) Semi-Lagrangian frame of reference, (ii)
fully-Lagrangian frame of reference, (iii) fully-Lagrangian frame of reference, but
as measured at a numerical wave gauge fixed at the x-coordinate of the maximum crest
elevation and difference in the velocities predicted at the location of the numerical
wave gauge and the semi-Lagrangian frame of reference.
subject of further work.
Figure 4.7(a) presents three time histories of the water surface elevation, η(t),
for an input amplitude of A = 5m. These are numerical predictions in (i) a semi-
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Lagrangian frame of reference; (ii) a fully-Lagrangian frame of reference and (iii)
a fully-Lagrangian frame of reference, but as measured by a numerical wave gauge
fixed at the x-coordinate of the maximum crest elevation. For the same wave
case, Figure 4.7(b) shows the water particle trajectory of the surface node that
produces the maximum crest elevation in the Lagrangian frame of reference. This
particle trajectory is created by the combination of the wave-induced velocities
and the Lagrangian drift velocities. It represents the irregular wave equivalent
of the non-closed particle paths exhibited by nonlinear regular waves. Finally,
Figure 4.7(c) shows four time histories of the horizontal velocity on the water
surface. The first three correspond to (i) to (iii) stated above and the fourth is
the difference between (i) and (iii); the latter being indicative of the Lagrangian
drift velocity. The difference between the horizontal velocities predicted by (i)
and (ii) are clear, with larger velocities predicted in the Lagrangian frame of
reference around the vicinity of the focused event (−3s 6 t 6 3s). This is due
to the fully-Lagrangian surface node moving as a water particle and thus lying
higher up in the water column when compared to the semi-Lagrangian equivalent.
This is shown in Figure 4.7(a), and leads to the larger horizontal velocities. The
difference between (i) and (iii) is only apparent at the wave crest, which confirms
the difference illustrated in Figure 4.5. This highlights that the drift velocity is
only significant under the steepest part of a focused wave event.
4.5 Conclusions
The multiple-flux Boundary Element Method (BEM) of Hague & Swan (2009) has
been applied to the description of transient wave groups occurring in realistic sea
states. It has been demonstrated that for irregular waves of moderate steepness,
the BEM compares very favourably with Linear Random Wave Theory (LRWT)
and the second-order solution of Sharma & Dean (1981). However, the analytic
theories are found to underestimate the maximum water surface elevation of the
limiting wave group by up to 21%. In contrast, the semi-Lagrangian BEM pre-
dictions of the limiting water surface elevation and surface velocities are in good
agreement with the fully nonlinear Fourier-based solution of Bateman et al. (2001).
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Furthermore, the BEM has independently verified the existence of the local and
rapid spectral changes in the vicinity of the extreme event (Gibson & Swan, 2007),
which involve the transfer of energy to higher frequencies of the wave spectrum.
The present study also introduced the novel semi- to fully-Lagrangian switch-
ing scheme. This switching scheme commences computations in a semi-Lagrangian
frame of reference. This is continued until the largest wave envelope has en-
tered the computational domain, after which the simulation is switched to a fully-
Lagrangian approach. As a result, this procedure prevents the (Lagrangian) drift
of water surface nodes away from the input boundary and minimises the cluster-
ing of surface nodes at the extreme event. Both of these improvements remove
the need to re-grid or redistribute the water surface nodes during the simulations.
This is essential as the local and rapid spectral energy shifts (Gibson & Swan,
2007) cannot be predicted a priori, and therefore, any form of explicit smoothing
or filtering may remove energy that has physical origins.
For irregular waves of moderate steepness, this switching scheme is shown to
produce identical results to simulations undertaken in a semi-Lagrangian frame of
reference. However, for the limiting wave group the semi- and fully-Lagrangian
frames of reference are found to differ in two important respects. First, the fully-
Lagrangian approach predicts a water surface profile with a higher crest elevation
and a steeper front face; appearing to be very close to a spilling wave shape.
Second, the maximum fully-Lagrangian surface velocity equals the velocity of the
crest; proving that it is at the onset of wave breaking. In contrast, the maximum
semi-Lagrangian surface velocity is only 64% of the velocity of the crest, and con-
sequently, this frame of reference does not predict a limiting wave group. Clearly,
this is a shortcoming of the semi-Lagrangian frame of reference and one that has
implications for all semi-Lagrangian numerical wave models, including Bateman
et al. (2001). It is, therefore, suggested that a fully-Lagrangian approach be em-
ployed for numerical simulations of wave groups at or close to their limiting form.
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The Practical Application of a Multiple-flux
Boundary Element Method.
Part 2: Overturning Waves in Irregular Seas
Abstract
This paper concerns the numerical description of overturning waves in a unidirec-
tional irregular wave field characterised by a realistic (JONSWAP) wave spectrum.
The water surface elevations and underlying water particle velocities are predicted
by a fully nonlinear multiple-flux Boundary Element Method (BEM) without ex-
plicit smoothing, filtering or re-gridding of any kind. The present study illustrates
that spilling and plunging breakers form part of the same family of breaking waves
and are solely distinguished by the input amplitude or the incident wave energy. It
also argues that, for a given irregular wave, a limiting condition involving spilling
on the front face of the wave crest is not associated with the largest crest elevation.
Indeed, it is shown that this limit is reached during the formation of a plunging
breaker. However, once this limit is achieved, a larger input amplitude does not
increase the maximum crest elevation further.
4.6 Introduction
Whilst it is generally accepted that overturning waves lead to the highest water
particle velocities and accelerations, and hence the largest wave-induced loading,
previous studies have principally concentrated on shallow-water breakers, espe-
cially those generated by shoaling solitary waves. Whilst these are of significant
practical importance in the design of coastal and maritime structures, it is also
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important to incorporate the transient nature of real sea states and to investi-
gate the role of wave breaking in the design of offshore structures. To this end,
deep-water irregular waves must be considered.
Paper 1 demonstrated that a semi-Lagrangian frame of reference cannot accu-
rately predict the behaviour of limiting wave groups. It argued that in order to ob-
tain a realistic description of the water surface profile and the velocity distribution
generated by a limiting wave group, it was necessary to employ a fully-Lagrangian
frame of reference. This paper goes a step further by numerically investigating
deep-water, overturning irregular waves arising within a realistic frequency spec-
trum. In this case a fully-Lagrangian approach is not only desirable but absolutely
essential in order to model the multi-valued water surface. There are five principal
aims of the present study:
(i) Investigate whether unidirectional irregular waves arising within a realistic
JONSWAP frequency spectrum can form plunging breakers. As far as the
author is aware this has not previously been investigated using a fully non-
linear numerical wave model, although it has been observed experimentally
(Spentza, 2006).
(ii) Examine if spilling and plunging deep-water breakers are part of the same
family of overturning irregular waves and, if so, what distinguishes the two
types of wave breaking.
(iii) Investigate whether a limiting transient wave group, characterised by spilling
on the wave crest, represents the largest wave event occurring in real sea
states or whether larger crest elevations are associated with the formation
of plunging breakers. The NewWave approach (Tromans et al., 1991) pro-
poses that the most probable shape of a large linear wave will take the
form of a focused wave group. As a result, previous unidirectional studies
(Baldock & Swan, 1994; Baldock et al., 1996; Johannessen & Swan, 1997)
have concentrated on limiting wave groups of this type. Furthermore, nu-
merical calculations undertaken in Paper 1 also considered this type of wave
group and provided the first hint that other types of extreme waves may
be more relevant to design. If, for example, it can be shown that plunging
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breakers lead to larger maximum crest elevations, this will have important
implications for the description of the most severe wave loading, and for the
calculation of nonlinear crest statistics (Gibson & Swan, 2007).
(iv) Investigate, depending on the results of (iii), whether there is an absolute
limit to the crest elevation arising in a given sea state.
(v) Examine the extent to which the linear and second-order irregular wave the-
ories can accurately predict the extreme water particle kinematics. Whilst
these models are not expected to provide an accurate representation of a
breaking wave they are commonly used in design calculations and hence it
is important to establish whether they are conservative or not and the likely
extent of any errors.
The paper continues in § 4.7 with a brief review of the related breaking wave
literature. A summary of the BEM formulation is presented in § 4.8, while § 4.9
outlines the cases to be considered and discusses the results of the numerical
simulations. The paper concludes in § 4.10 with a brief summary of the findings,
specifically addressing points (i)–(v) above, and discusses the wider implications
of the results.
4.7 Background
Whilst there is a wealth of literature on shallow water wave breaking (Peregrine,
1983; Kamphuis, 1991; Massel, 1998), the present study will concentrate on inves-
tigations of deep-water wave breaking, particularly involving unidirectional tran-
sient wave groups since these best account for the broad bandwidth of real sea
states. More specifically, attention will be paid to irregular waves whose fre-
quency components come into phase at one point in space and time; to create
what is commonly referred to as a focused wave group.
Dommermuth et al. (1988) investigated the water surface elevation and particle
velocities of a plunging irregular wave, arising from a Tophat frequency spectrum
with constant-amplitude components. Using a numerical model based on the
Cauchy boundary integral approach of Vinje & Brevig (1981) they found good
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agreement between experimental observations and numerical predictions of both
the water surface elevation and surface velocities slightly upstream of the over-
turning wave events.
Similarly, Rapp & Melville (1990) employed focused wave groups arising from
a Tophat spectrum to undertake a comprehensive laboratory investigation of deep-
water wave breaking. They measured the water surface profile, the momentum
and energy fluxes in and out of the breaking region and the processes occurring
within the mixing and turbulent zones. The experimental observations of the
water surface elevation are of most interest to the present study. For the Tophat
spectrum investigated, they showed that a limiting wave group will occur when
the steepness is Akc ≈ 0.25, where A is the linear input amplitude sum and kc is
the central wave number of the energy spectrum. In related tests, Baldock et al.
(1996) found the limiting wave group occurred when the steepness was Akc ≈
0.24. The agreement between these wholly independent tests is perhaps rather
surprising, not least because in the latter case the irregular waves were described by
a spectrum with constant-amplitude components in the period domain as opposed
to the frequency domain; the former leading to an ω−4 distribution in the frequency
domain. Rapp & Melville (1990) went on to investigate the gradual transition
from a non-breaking wave through the incipient and spilling breaking phases, to
the final formation of a plunging breaker. If x0 is the theoretical (linear) focal
location and λc is the central wavelength, they identified the following trends
based on the wave steepness: first, when Akc ≈ 0.25 incipient breaking occurs
around x = x0+λc; second, for Akc ≈ 0.30 a single spilling breaker occurs around
x = x0; and finally, at Akc ≈ 0.39 a single plunging breaker occurs around x = x0.
In between these ranges, two or three breakers were observed roughly a wavelength
apart. In considering these results, it is interesting to note that Rapp & Melville
(1990) identified what appears to be a step change in the location of the breaking
event, with x changing by λc. A similar effect was observed in Paper 1 and will
be further considered herein.
Skyner (1996) examined a deep-water plunging wave group described by a
spectrum whose amplitude increases with increasing frequency. This is contrary
to realistic frequency spectra based on field observations that are characterised by
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a high-frequency tail; the latter involving amplitudes that reduce with increasing
frequency. Both the water surface elevation and the internal water particle kine-
matics were numerically predicted and experimentally recorded; the former cal-
culated using the boundary integral method of Dold & Peregrine (1984) and the
latter employing the Particle Image Velocimetry (PIV) technique. After shifting
the numerical water surface elevation in space and time to match the experimental
measurements, the underlying water particle kinematics were shown to agree to
within 2%. However, the success of these comparisons was strongly dependent
upon the applied empirical matching.
More recently, Kway et al. (1998) provided an experimental investigation of
the sensitivity of the water surface elevation to the underlying wave spectrum.
Three different types of wave spectra were considered: frequency components
with constant steepness, frequency components with constant amplitude and a
Pierson-Moskowitz distribution, corresponding to a special case of the JONSWAP
distribution. For the spectrum with constant-steepness components, both spilling
and plunging breaking waves were investigated. Unfortunately, for the other two
distributions, only plunging breakers were realised. However, using the spectral
parameters of the plunging wave, a spilling breaker was produced by simply reduc-
ing the input amplitude; the latter referred to as the gain by Kway et al. (1998).
This is in line with the finite-depth findings of New et al. (1985) who suggest
that spilling and plunging breakers are part of the same family of overturning
waves. Furthermore, it agrees with the results of Rapp & Melville (1990) who,
as described above, showed that by increasing the steepness, the wave gradually
transforms from incipient breaking to spilling and then to plunging.
In addition, Kway et al. (1998) also showed that prior to breaking there is an
increase in the high-frequency spectral content. This is consistent with the non-
breaking (but limiting) observations of Baldock et al. (1996) and can be explained
by the local and rapid energy shifts identified by Gibson & Swan (2007). However,
once the wave group has broken, the majority of this high-frequency energy is lost.
Quantitatively, for plunging breakers, the energy loss was estimated to be 14% to
22%, which is remarkably similar to the values of 10% to 25% quoted by Rapp &
Melville (1990) for spilling and plunging breakers. The frequency spectrum with
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constant-steepness components was found to be most stable, leading to the highest
crest elevations. This was followed by the Pierson-Moscowitz distribution and the
spectrum with constant-amplitude components.
Kway et al. (1998) also showed that the nature of the frequency spectrum con-
trols the local geometry of breaking waves, and that the input amplitude (referred
to as the gain) had a dominant influence on the energetics of breaking; the latter
concerning the gradual change from spilling to plunging breakers. However, they
concluded that it was difficult to ascertain the type of wave breaking from the
crest front steepness parameter alone, as the spectral distribution also plays an
important role.
The present paper will add to these studies by providing fully nonlinear nu-
merical calculations of overturning waves. The contribution of such calculations
will occur at three levels. First, the wave components will be consistent with
those arising in a realistically broad-banded frequency spectrum, with calcula-
tions based upon an underlying JONSWAP spectrum. Second, by incorporating
the NewWave model of Tromans et al. (1991), in which the amplitudes of the inci-
dent or input wave components are proportional to the frequency spectrum, they
will incorporate the most probable shape of large wave events; the latter having
been confirmed by comparison to field observations (Jonathan & Taylor, 1997).
Third, with the numerical calculations undertaken using the multiple-flux Bound-
ary Element Method, there is no requirement for explicit smoothing, filtering or
re-gridding of any kind. The author believes this is fundamental to the success
of the calculations, preventing the unwanted removal of energy that arises due to
the physical evolution of the wave field, notably the local and rapid energy shifts
observed by Gibson & Swan (2007), but which cannot be known a priori.
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4.8 Boundary Element Method (BEM)3
4.8.1 Boundary Conditions
The present study employed identical boundary conditions to those described in
§ 4.3.1. Furthermore, the computational domain and temporal resolution were
identical to those specified in § 4.4.2.
4.8.2 Semi- to Fully-Lagrangian Switching Scheme
Given the significance of the semi- to fully-Lagrangian switching adopted in the
present calculations, it is important to provide some additional background infor-
mation, building on that already given in § 3.5. In particular, it is important to
stress the sensitivity of the numerical predictions to the switching time. Whilst the
earlier results relating to the description of a linear wave group were independent
of the switching time (§ 4.4.4) this will not be the case in a large overturning event.
The reasons for this are two-fold. First, if the frames of reference are switched
too soon, the surface nodes cluster too close together resulting in quasi-singular
integrations. In contrast, if the frames of reference are switched too late, the sur-
face nodes remain too far apart, resulting in an insufficient spatial resolution to
accurately define the tip of the plunging breaker. Both of these occurrences are
of no concern in modelling focused linear wave groups as their associated drift is
negligible and a breaker jet does not form.
It has already been noted that the ability of the BEM to model an overturning
wave is strongly dependent on the nodal resolution in the vicinity of the breaker
jet. In the case of a highly nonlinear wave event and with the imposed absence
of re-gridding, it is impossible to predetermine the switching time necessary to
achieve the required nodal resolution. As a result, it is necessary to undertake
some preliminary numerical simulations in order to determine a suitable switching
time. However, in undertaking these simulations it is important to stress that
it is the required nodal resolution that we are seeking to achieve, and not some
3This section has been significantly shortened relative to the final paper to avoid the repetition
of material already presented in Chapter 3.
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pre-conceived notion of the overturning profile. The iteration proceeds along the
following lines. First, the given wave case is run in a pure semi-Lagrangian frame
of reference. If the wave is large enough to be on the verge of breaking, the semi-
Lagrangian water surface becomes very steep and sheds behind it an associated
high-frequency error wave. It is believed that this error wave arises because the
semi-Lagrangian free surface boundary conditions are no longer appropriate to
describe the behaviour of the water surface. Second, the wave case is ran using
the semi- to fully-Lagrangian switching scheme. Past experience has shown that a
suitable switching time of one peak period (Tp = 2pi/ωp) prior to the formation of
this high-frequency error wave is generally appropriate. If necessary, this switching
time is then iterated to achieve a sufficient nodal resolution in the vicinity of the
breaker jet.
4.9 Discussion of Results
Building on the examples presented in Paper 1, a number of extreme waves events
are generated using a JONSWAP wave spectrum with a peak period of Tp = 12s,
a peak enhancement factor of γ = 1, and a constant water depth of d = 150m.
With the corresponding peak wave number defined by kp = 0.028rad/m, the
relative water depth is kpd = 4.2, confirming that the transient wave groups
are propagating in deep water. For all the wave cases presented herein the linear
amplitude sum, A =
∑
an, is defined such that A > 8m, the computations are
commenced at t0 = −700s and switched from a semi- to a fully-Lagrangian frame
of reference at tsw = −22s; t = 0s representing the linear focal time.
4.9.1 Water Surface Elevation
Figure 4.8 concerns three irregular wave fields corresponding to linear input am-
plitudes of A = 8.1m, 8.8m and 9.1m respectively. In each case the evolution of
the water surface elevation is indicated by five spatial profiles, η(x), equally spaced
0.3s apart. In Figure 4.8(a) the final profile indicates the presence of an instability
at the tip of the wave crest. It is believed that this instability is representative of
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Figure 4.8: Spatial water surface profiles for (a) A = 8.1m, (b) A = 8.8m and (c)
A = 9.1m representing spilling, intermediate and plunging breaking waves respectively.
The wave group is propagating from left to right, with the spatial profiles spaced 0.3s
apart. (Note: in order to facilitate the comparisons all profiles have been horizontally
shifted so that the maximum crest elevation is located at x = 0m).
the onset of wave spilling. However, with the BEM based upon the potential flow
equations and with the nature of the spilling event governed by highly localised
viscous effects involving air entrainment and a rapid transition to turbulent flow,
it is clear that the BEM will not model the detailed occurrence of wave spilling. In
contrast, Figure 4.8(b) illustrates a breaking wave profile that begins the process
of overturning but then collapses, again with the development of a local instabil-
ity and probably the onset of spilling; the latter shown by the underlying grey
99
Chapter 4: Two-dimensional Waves
line, which occurs 0.001s after the final stable surface profile indicated in black.
This event appears to lie somewhere between the ‘text-book’ view of spilling and
plunging and, following New et al. (1985), it is subsequently referred to as an
intermediate breaker. Figure 4.8(c) exhibits the water surface profile of a well-
developed plunging breaker; the characteristic jet of water evolving at the wave
crest. At this stage it is important to re-iterate that no explicit filtering, smooth-
ing, re-gridding or redistribution of the surface nodes has been undertaken at any
stage during the numerical simulations. As a result, any energy redistribution will
reflect the evolution of the real physical system.
Figure 4.8 provides evidence to confirm that spilling and plunging breakers are
indeed part of the same family of overturning wave groups arising in a realistic
frequency spectrum. The only difference in the generation of the wave profiles
given in Figures 4.8(a), (b) and (c), is the magnitude of the input amplitude.
This implies that if a unidirectional spilling wave group is observed in deep water,
it will indeed be possible to form a plunging breaker simply by increasing the
input amplitude, or in the case of a real sea state, increasing the energy levels and
hence the corresponding significant wave height, Hs. This is in agreement with
the laboratory observations of Rapp & Melville (1990) based upon the simplified
Tophat wave spectra and, perhaps more importantly, with the observations of
Spentza (2006), concerning irregular waves arising within a JONSWAP spectrum.
If breaking waves are to be classified in terms of the initial or input spectrum,
the wave steepness will almost certainly be the parameter of first choice and, for a
realistic wave spectrum, is most easily defined in terms of Akp, where A is the input
amplitude sum and kp is the wave number of the spectral peak. Adopting this
definition, the steepness of the limiting wave, a single spilling breaker and a well-
developed plunging breaker are Akp = 0.204, 0.226 and 0.254 respectively. These
values are somewhat different to Akc ≈ 0.250, 0.300 and 0.390 determined by
Rapp & Melville (1990) for the irregular waves arising within a Tophat spectrum.
The explanation for this is two-fold. First, the wave spectra employed in the two
studies are very different; Kway et al. (1998) have already noted that it is difficult
to characterise wave breaking based on steepness values alone as these do not
incorporate the important role played by the spectral shape. Second, the steepness
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values are based upon two different wave numbers, kc and kp; the former based
on the central value and the latter the peak. In respect of this latter difference,
it could be argued that if kc is taken to represent an “average” wave number for
a Tophat distribution, an equivalent value for the JONSWAP spectrum might be
a weight average whereby kwa =
∑
ankn/
∑
an, where
∑
an = A. On this basis
the values corresponding to the limiting, spilling and plunging wave forms become
Akwa =
∑
ankn = 0.294, 0.326 and 0.366. These values are somewhat closer to
the laboratory observations of Rapp & Melville (1990), especially the steepnesses
for the spilling and plunging waves. The remaining differences can be attributed
to the different forms of the frequency spectra.
If As and Ap are the linear input amplitude sums required to form spilling
and plunging waves respectively, the current study defines the ratio between the
two as Ap/As = 1.124. In the present example this implies that an increase in
the input amplitude of 12.4% is required to transform a spilling breaker into a
plunging breaker. This is reasonably close to the ratio of Ap/As = 1.20 observed
experimentally by Spentza (2006) for a JONSWAP spectrum with Tp = 14s and
γ = 2.5, but differs quite significantly from the ratio of Ap/As = 1.3 for the Tophat
spectrum investigated by Rapp & Melville (1990). Again, the most probable
explanation for these differences lies in the variation of the spectral shape.
Figure 4.9 illustrates the relationship between the input amplitude sum, A, and
the maximum crest elevation, ηmax, calculated using LRWT, the second-order solu-
tion of Sharma & Dean (1981), the semi-Lagrangian BEM and the fully-Lagrangian
BEM; the latter solution having been switched from a semi- to a fully-Lagrangian
frame of reference prior to the breaking event as described in § 4.8.2. In effect,
this figure provides a continuation of Figure 4.6(a) first presented in Paper 1.
Perhaps the most striking aspect of Figure 4.9 is the continual increase in the
maximum crest elevation predicted by the BEM formulated in a semi-Lagrangian
frame of reference. This increase is linear and has a larger gradient than either
of the LRWT or second-order solutions. Whilst neither of the analytical solutions
incorporate any form of breaking threshold, it is also clear from comparisons be-
tween the semi-Lagrangian and fully-Lagrangian BEM calculations that the semi-
Lagrangian predictions are physically unrealistic. This reflects the fact that wave
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Figure 4.9: Maximum crest elevation predicted by LRWT, second-order
solution of Sharma & Dean (1981), —•— semi-Lagrangian BEM and —	— fully-
Lagrangian BEM.
breaking is fundamentally a Lagrangian process; the motion of the fluid particles
ultimately leading to a non-reversible evolution of the water surface, namely wave
overturning. This cannot be modelled on the basis of a semi-Lagrangian solution
and, as a result, physical inconsistencies arise. At this stage it is important to
note that this has implications for all semi-Lagrangian wave models, including the
fully nonlinear models based upon a Fourier series representation (Bateman et al.,
2001).
In contrast, numerical predictions undertaken in a fully-Lagrangian frame of
reference exhibit more realistic behaviour. The associated curve on Figure 4.9
102
PAPER 2: Practical Application of a BEM - Overturning Waves
increases with the input amplitude, A, until an absolute maximum crest elevation
of ηmax = 10.84m is reached for an input amplitude of A = 9.2m. With further
increases in A, the maximum crest elevation decreases. This confirms that for
a given irregular wave there is indeed an absolute limit to the maximum crest
elevation. This limit does not correspond to the first occurrence of a so-called
limiting wave involving localised spilling at the wave crest, but is associated with
the formation of a well-developed plunging breaker (Figure 4.8(c)).
If x = 0m and t = 0s correspond to the theoretical location and time at
which the focused (NewWave) crest arises, it is of interest to investigate where
and when the various types of breaking wave events occur. The limiting wave
group discussed in Paper 1 occurs at x = 0.300m and t = 0.767s. Although this
involves some downstream shifting of the focus event, which has also been observed
experimentally by Baldock et al. (1996) and Johannessen & Swan (2001), it is
essentially formed as part of the focused wave crest and is labelled (xfc, tfc). In
undertaking the present fully-Lagrangian BEM calculations it proved impossible
to generate a plunging wave breaker at the location of the focused crest. For
the data presented in Figure 4.8, the spilling breaker occurs at x = −0.646m,
and t = −1.549s and the plunging breaker at x = −0.698m and t = −1.642s.
Careful examinations of these cases confirms that both the spiller and plunger are
associated with the wave crest that occurs immediately prior to the focused crest
and is labelled (xfc−1, tfc−1). Whilst a full explanation for this remains unclear, it
is interesting to note that a focused wave crest is symmetric about its vertical axis
or is said to exhibit no horizontal asymmetry. In contrast, the wave immediately
preceding the focused crest has strong horizontal asymmetry; its leading face being
steeper (even in a linear sense) than its back face. Consequently, as the wave group
evolves and the nonlinearity begins to steepen the wave form, it may be that this
preceding wave is more disposed to evolve into an overturning or plunging breaker.
As a result, it is this wave that will produce the highest crest elevation.
Finally, in considering the water surface elevation, it is instructive to contrast
the wave profile associated with the maximum crest elevation with the linear
and second-order analytic models; the latter commonly providing the basis for
design calculations. This data is presented in Figure 4.10, with all three solutions
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Figure 4.10: Maximum spatial water surface profiles for an input amplitude of A =
9.1m as predicted using LRWT, second-order solution of Sharma & Dean
(1981) and fully-Lagrangian BEM. (Note: in order to facilitate the comparisons
the BEM prediction has been horizontally shifted so that the maximum crest elevation
is located at x = 0m).
being based upon an input amplitude of A = 9.1m. With the analytic solutions
based upon NewWave-type formulation, they exhibit no horizontal asymmetry and
are clearly very different from the fully nonlinear numerical predictions. From a
design perspective, the differences noted in Figure 4.10 are significant, but not
as important as the differences arising in the predicted water particle kinematics,
since it is the latter that result in the applied loads.
Having reached the absolute limit of the maximum water surface elevation, if
the input amplitude is increased further, spilling and plunging breakers will occur
even further upstream; typically at two wave crests prior to the focused crest,
(xfc−2, tfc−2). If breaking occurs here, energy is dissipated, and therefore, the
water surface elevation at (xfc−1, tfc−1) diminishes, resulting in the absolute limit
noted above.
4.9.2 Underlying Water Particle Velocities
Figure 4.11 illustrates the underlying water particle velocities associated with the
wave cases presented in Figure 4.8 with input amplitudes of A = 8.1m, 8.8m and
9.1m. The velocities are non-dimensionalised by the phase velocity, c = 11.9m/s,
corresponding to the motion of the largest wave crest. As with Figure 4.8 the
horizontal coordinates have been shifted so that the maximum crest elevation
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is located at x = 0m. This figure illustrates that, as expected, the underlying
water particle kinematics increase as the plunging breaker is approached. The
magnitude of the maximum velocity,
√
u2 + w2, for each of the three wave cases
(A = 8.1m, 8.8m and 9.1m) is 1.22c, 1.30c and 1.36c respectively. Adopting only
the horizontal component of the velocity field gives umax = 1.21c, 1.20c and 1.29c.
These calculations confirm that in the case of the plunging wave, the traditional
limit for wave breaking, umax > c, has indeed been passed and that on the basis of
Figure 4.11(c) a very significant volume of fluid is travelling faster than the phase
velocity.
Figure 4.12 again concerns the three wave cases in Figure 4.8 (A = 8.1m,
8.8m and 9.1m) and presents the numerical predictions of the normalised hori-
zontal and vertical velocity depth profiles, u/c and w/c; the results of the fully-
Lagrangian BEM solution being compared with the analytical predictions based
upon a Wheeler-stretched LRWT (Wheeler, 1970) and the second-order solution
of Sharma & Dean (1981) with an input amplitude of A = 9.1m. These analytic
solutions correspond to depth profiles taken beneath the focused wave events cor-
responding to x = 0m in Figure 4.10. In the case of the BEM calculations, the
positions at which depth profiles were calculated are indicated on Figure 4.11 by
the white lines; in each case these were chosen to be as close as possible to the
front face of the breaking waves.
It is clear from Figure 4.12 that both the Wheeler-stretched LRWT and the
second-order solution differ significantly from the BEM predictions. This is not
surprising given the widely different water surface elevations illustrated in Fig-
ure 4.10. However, the extent of this variation is very large, particularly if one
considers the maximum predicted values. For example, in the A = 9.1m case, the
LRWT and second-order solution underestimate the numerically predicted hor-
izontal velocities by 61.1% and 43.6% respectively. If either of these analytical
solutions are used to calculate localised wave-induced loads, they will significantly
underestimate both the applied forces and moments. Indeed, it is interesting to
note that concentrating on the region from the still water level to the wave crest,
the spilling, intermediate and plunging breakers (A = 8.1m, 8.8m and 9.1m re-
spectively) have 10.1%, 21.2% and 23.2% of the water column (or ηmax) in which
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Figure 4.11: Internal water particle velocities for (a) A = 8.1m, (b) A = 8.8m and (c)
A = 9.1m representing spilling, intermediate and plunging breaking waves. The values
of the colour bar refers to the magnitude of the velocity normalised with respect to
the phase velocity,
√
(u2 + w2)/c. The white lines indicate the location of the velocity
depth profiles shown in Figure 4.12. (Note: in order to facilitate the comparisons all
profiles have been horizontally shifted so that the maximum crest elevation is located
at x = 0m).
u > c. This is consistent with Grilli et al. (1997) who argued that a spilling breaker
is simply a mini-scale plunging breaker; it is also in agreement with the notion
that spilling and plunging breakers form part of the same family of overturning
waves.
In respect of the vertical velocity, the analytic solutions predict w/c = 0
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Figure 4.12: (a) Horizontal and (b) vertical velocity depth profiles, normalised with
respect to the phase velocity, c. A = 8.1m BEM, A = 8.8m BEM, A =
9.1m BEM, A = 9.1m Wheeler-strecthed LRWT and A = 9.1m second-
order solution of Sharma & Dean (1981). The locations of the BEM depth profiles are
indicated by the white lines in Figure 4.11 and the analytical solutions are taken beneath
the focused wave event.
throughout the water column as the wave event corresponds to the focused wave
crest. In contrast, an overturning wave is horizontally asymmetric and, more im-
portantly, requires the movement of water particles towards the breaker jet. This
necessitates both a vertical and a horizontal fluid flow. With an input amplitude
of A = 9.1m the maximum vertical velocity is 0.58c. This occurs on the front face
of the overturning wave, but at some distance below ηmax. The existence of large
vertical velocities once again raises important concerns regarding load predictions
based on simplified kinematics models.
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4.10 Conclusions
This paper has built on the findings of Paper 1 by numerically investigating deep-
water, overturning waves arising in an irregular sea. The fully nonlinear numerical
predictions are based on a multiple-flux Boundary Element Method that involves
no explicit filtering, smoothing or re-gridding. The transient wave groups arise
within a realistic JONSWAP spectrum with a peak period of Tp = 12s and a peak
enhancement factor of γ = 1; a range of linear input amplitude sums having been
considered. This study has led to five principal outcomes:
(i) It has been demonstrated that unidirectional irregular waves described by a
realistic underlying frequency spectra can form plunging breakers.
(ii) Deep-water spilling and plunging waves are shown to be part of the same
family of breaking waves; the energy in the sea state or the input amplitude
sum of the focused wave crest being the characteristic that determines the
type of wave breaking that arises.
(iii) Evidence was provided to illustrate that limiting transient wave groups, de-
fined by the onset of wave spilling, are not the largest or highest wave events
that occur in real sea states; the maximum crest elevations, ηmax, being as-
sociated with the formation of an overturning or plunging wave event. Such
events occur in the vicinity of an extreme NewWave-type wave group, but
do not evolve from the highest or steepest wave predicted within such a
group; the lack of horizontal asymmetry in the latter appearing to prevent
the evolution of an overturning wave. Indeed, the present study suggests
that it is the wave immediately preceding the focused crest that eventually
creates the plunging breaker, and is therefore, associated with ηmax.
(iv) It has been demonstrated that there is an absolute limit to the maximum
crest elevation. Once this limit is reached, any further increase in the input
amplitude produces breaking at an earlier stage; the resulting energy losses
leading to a reduction in the maximum crest elevation.
(v) Neither LRWT nor the second-order theory of Sharma & Dean (1981) are
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appropriate to the description of large breaking waves. If, as is commonly
the case, these models are employed in design calculations based upon an
appropriate Tp, H or ηmax, the present study has shown that highly inac-
curate descriptions of the associated water particle kinematics will result.
Likewise, it is commonly argued that the threshold of wave breaking occurs
when the maximum fluid velocity, umax, exceeds the local phase velocity,
c, of the wave. Following this approach it perhaps seems logical to define
umax 6 c. Unfortunately, the present calculations show that this is also
non-conservative, with values as large as umax = 1.29c.
Taken as a whole, the present study emphasises the need to adopt a fully nonlin-
ear description of a large breaking wave event, particularly in regard of accurate
kinematic predictions necessary for effective load predictions.
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4.11 Chapter Summary
This chapter consisted of two technical papers, which considered limiting and
overturning irregular waves in realistic sea states. The principal conclusions of the
present chapter are:
1. For strongly nonlinear irregular waves, the analytical theories are found to
underestimate the focused water surface elevation by up to 21%. In contrast,
the multiple-flux BEM is in good agreement with the fully nonlinear Fourier-
based model of Bateman et al. (2001).
2. The local and rapid spectral energy shifts identified by Gibson & Swan
(2007) using Bateman et al. (2001) have been independently verified by the
multiple-flux BEM.
3. As far as the limiting wave group is concerned, the semi-Lagrangian frame
of reference:
(a) underestimates the maximum water surface elevation and
(b) underestimates the maximum surface velocities.
4. In the temporal vicinity of the limiting wave event a fully-Lagrangian frame
of reference should be employed.
5. Evidence is provided to demonstrate that the semi- to fully-Lagrangian
switching scheme is preferred on account of:
(a) the pure semi-Lagrangian frame of reference exhibiting the shortcom-
ings described in 3 and
(b) the pure fully-Lagrangian approach leading to the drift of surface nodes
away from the input boundary, which imposes the need to re-grid; this
is essentially a form of smoothing and could be removing energy that
has physical origins.
6. Unidirectional irregular waves described by a realistic (JONSWAP) spec-
trum that propagate in deep water can form well-developed plunging break-
ers.
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7. In deep water, spilling and plunging breakers form part of the same family
of overturning waves that are solely distinguished by the input amplitude;
the greater the initial energy the more likely a plunging breaker will occur.
8. For a given wave group, the limiting wave does not produce the largest crest
elevation; this occurs instead during the formation of a plunging breaker.
Furthermore, this plunging breaker does not occur at the focused event, but
rather at the crest that precedes it.
9. An absolute limit to the maximum water surface elevation was identified.
This occurred during the formation of a plunging breaker and not in the
process of generating the so-called limiting wave group. Once the absolute
limit in the maximum water surface elevation is reached, raising the input
amplitude or energy does not increase the crest elevation.
10. Irregular wave theories can predict the absolute limit of the maximum water
surface elevation to within 4%. However, these analytical solutions predict
a focused wave profile as opposed to a plunging breaker. Consequently, the
underlying water particle kinematics are grossly incorrect with the horizontal
velocity at the crest of the wave being underestimated by up to 61%.
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5Two-dimensional Wave-structure
Interaction
Chapter 4 illustrated the success of the multiple-flux BEM in simulating irregular
waves up to and beyond the point of wave breaking. Whilst from a scientific point-
of-view modelling water waves is important, from an engineering perspective it is
the ability to predict the process of waves interacting with offshore, maritime and
coastal structures that is essential. Consequently, this chapter will demonstrate
the capabilities of the multiple-flux BEM to accurately simulate two-dimensional
wave-structure interaction.
5.1 Chapter Overview
This chapter is composed of two technical papers. The first is entitled The Reflec-
tion of Nonlinear Irregular Surface Water Waves and is labelled Paper 3. This
paper considers two identical transient wave groups colliding head-on and com-
pares this process with a single irregular wave interacting with a vertical wall. New
experimental measurements of the water surface elevation are compared to first-
and second-order irregular wave theories as well as to the numerical predictions
of the multiple-flux BEM. It is expected that as the nonlinearity of the incident
waves is increased, the analytical solutions become progressively incapable of ac-
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curately predicting both the wave steepness and the maximum crest elevation.
The degree to which the fully nonlinear BEM is in agreement with the laboratory
observations will be investigated.
The second paper, The Interaction of Surface Water Waves with Submerged
Breakwaters, referred to as Paper 4, concerns nonlinear regular waves interacting
with rectangular submerged breakwaters. This technical paper presents compar-
isons between new experimental measurements and numerical predictions. The
nonlinearity of the reflected and transmitted wave fields are investigated; the lat-
ter concerning the degree of harmonic generation and the length of the associated
oscillation beat or the spatial scale of the amplitude modulation.
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The Reflection of Nonlinear Irregular Surface Water
Waves
Engineering Analysis with Boundary Elements 33(5), May 2009, pp. 644–653
Abstract
This paper concerns the reflection of irregular surface water waves from an im-
permeable vertical wall and investigates the similarities between this case and
the direct, head-on collision of two identical wave groups travelling in opposite
directions. A new set of experimental measurements is presented and compared
with fully nonlinear numerical predictions based upon a multiple-flux Boundary
Element Method (BEM). Comparisons concern both the spatial and the tempo-
ral water surface elevations in the vicinity of the focused wave event; the latter
occurring at the location of the wall. Linear and second-order irregular wave
theories, commonly adopted as the basis for design solutions, are shown to sig-
nificantly underpredict both the wave steepness and the maximum crest elevation
in the vicinity of the wall. In contrast, the fully nonlinear numerical predictions
are shown to be in very good agreement with the experimental measurements;
the present results having been achieved without the need for explicit smoothing,
filtering or re-gridding.
5.2 Introduction
Building on the initial success of Longuet-Higgins & Cokelet (1976), many authors
have sought to provide accurate descriptions of surface gravity waves based upon
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either a boundary integral or a boundary element formulation. Indeed, the popu-
larity of these approaches, involving a cumulative and sustained research effort, is
demonstrated by the fact that the numerical wave tank is commonly adopted as a
test case for inter-model comparisons. Whenever such calculations are undertaken
in the physical domain, the imposition of the lateral boundaries at the upstream
and downstream ends involves the introduction of geometric discontinuities or cor-
ners. In the context of the Boundary Element Model (BEM) these discontinuities
are notoriously difficult, particularly where they involve the intersection between
the oscillating water surface and an impermeable boundary. They define what
is commonly referred to as the corner problem and provide a contribution to the
occurrence of saw-tooth instabilities; the latter limiting the application of many
BEM solutions.
In practical applications, particularly those relevant to the coastal and offshore
engineering industries, the imposition of lateral boundaries often represents a key
part of the problem to be solved. First, the boundaries themselves may represent a
critical point of interest. Examples of this include the reflection of incident waves
from a sea wall or the excitation of resonant modes within a confined harbour.
Second, boundaries are frequently introduced within a computational domain to
take advantage of symmetries and hence reduce the required computational ef-
fort. Third, even in those circumstances where the boundaries are (physically)
far removed from the key points of interest, perhaps specified by an open or ra-
diation condition, the nature of a BEM solution is such that any errors arising
at the discontinuity will not remain local to the corner area. Indeed, they will
spread outwards to “contaminate” the entire domain; their rate of spread being
significantly faster than that associated with spurious reflections.
In previous studies corner problems have been tackled using either discontin-
uous elements or double nodes; the latter being more commonly applied in the
context of wave modelling (Grilli et al., 1989, 2001). However, irrespective of which
technique is employed, descriptions of the largest most nonlinear waves, which are
also those most pertinent to engineering design, can only be achieved with signifi-
cant smoothing and filtering of the evolving water surface elevation. Furthermore,
if calculations are undertaken in a Lagrangian frame of reference with the surface
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nodes free to move both vertically and horizontally, the occurrence of significant
wave-induced drift causes additional difficulties at the input boundary. These are
associated with the stretching of some surface elements, involving a consequent
loss of accuracy and further compounding the local corner problem. Such difficul-
ties are typically overcome by re-gridding, but this implies an additional level of
filtering.
In many practical applications the smoothing, filtering and re-gridding noted
above does not detract from the success of the modelling procedure; BEM formu-
lations provide many valuable descriptions. However, recent research concerning
both the evolution of extreme waves and their interaction with structures and/or
vessels has highlighted the importance of unexpected energy transfers. For exam-
ple Johannessen & Swan (2001, 2003) and, more recently, Gibson & Swan (2007)
have shown that the evolution of freak or rogue waves may be associated with a
local and rapid broadening of the wave spectrum, involving a movement of wave
energy into the high-frequency tail. Unrelated work (Sheikh & Swan, 2005) has
also shown that when a single surface-piercing column is subject to steep incident
waves, part of the scattered or diffracted wave field is associated with a circula-
tion of fluid about the column at the instantaneous water surface and involves the
scattering of unexpected high-frequency components. These effects, which cannot
be predicted by existing diffraction solutions and involve significant force compo-
nents up to and beyond the fifth harmonic of the incident waves, are believed to
be relevant to the onset of ringing or transient structural deflections that have
adversely affected some large volume offshore structures.
In considering these effects, concerns have been raised that where solution
procedures are critically dependent upon the applied filtering, important contri-
butions may be lost; not least because the extent of the energy transfers cannot be
known a priori. With this in mind, the author has sought to provide a fully non-
linear or exact wave model, ultimately capable of describing overturning waves,
that has no explicit smoothing, filtering or re-gridding. To realise this goal, two
initial steps need to be undertaken: (i) the corner problem needs to be fully re-
solved and, (ii) the success of the model in respect of steep waves interacting with
the lateral boundary needs to be clearly demonstrated.The initial step has been
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addressed by several authors with a recent contribution by Hague & Swan (2009),
who were the first to successfully implement the multiple-flux technique of Brebbia
& Dominguez (1992) in a numerical wave tank. The second step is the subject
of the present paper and will contrast multiple-flux BEM calculations with a new
series of laboratory measurements concerning the evolution of large (and steep)
waves in an irregular wave field and their interaction with a vertical boundary.
To quantify the success of the BEM solution, comparisons will be made between
numerical predictions and experimental measurements relating to two test cases.
Both involve large individual or focused wave events arising as part of a transient
wave group in an irregular or random wave field. The related test cases are denoted
as:
(A) Wave reflections : involving the interaction between a wave group and an
impermeable vertical wall.
(B) Wave-wave interactions : involving the interactions (or head-on colli-
sion) of two wave groups travelling in opposite directions.
In undertaking numerical and experimental studies of both cases, comparisons
between (A) and (B) and between the numerical and experimental results provide
a clear opportunity to investigate the success of the model, both in terms of the
effects included and what it omits.
The paper continues in § 5.3 with a brief review of related work. A sum-
mary of the BEM formulation, concentrating on the method of multiple fluxes,
is given in § 5.4. Details of the laboratory observations are presented in § 5.5;
while § 5.6 provides comparisons between the measured data and the numerical
predictions. Section 5.7 outlines some concluding remarks and comments on the
wider implications of the results achieved.
5.3 Previous Work
Despite the practical importance of these wave cases, coupled with the inherent
modelling difficulties, earlier studies have not considered highly nonlinear waves
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arising in transient or irregular wave fields. However, several authors have consid-
ered the interaction of solitary waves with vertical walls. For example, Maxworthy
(1976) undertook an experimental study of both solitary wave reflection and soli-
tary wave-wave interaction, concluding that the maximum water surface elevation
was smaller in the former due to viscous and surface wetting effects on the vertical
wall. He also showed that the maximum run-up was more than twice the indi-
vidual solitary wave amplitude; a result that was subsequently predicted by Su &
Mirie (1980) using a third-order perturbation expansion. More recently, Cooker
et al. (1997) investigated similar interactions using the boundary integral method
outlined by Dold & Peregrine (1984) and determined that the maximum run-up
for strongly nonlinear solitary waves is greater than three times the individual
solitary wave amplitude.
Maxworthy (1976) also observed a phase shift that was independent of the
incident wave amplitude. However, using a Fourier series solution of the Euler
equations, Fenton & Rienecker (1982) demonstrated that the phase shift is spa-
tially dependent; suggesting that Maxworthy (1976) placed his wave gauges too
close to the wall. To overcome this spatial dependence, Cooker et al. (1997) pro-
posed a different means of determining the phase changes due to reflection based
upon the wall residence time, which defines the duration over which the largest
wave crest is attached to the vertical wall. Having noted that the wall residence
time decreases as the wave amplitude increases, Cooker et al. (1997) re-analysed
the original cine´ film taken by Maxworthy (1976) and showed good agreement
between the boundary integral predictions and the experimental observations.
With respect to irregular wave reflection, the main focus of earlier work has
been on the dynamic water pressure and the corresponding hydrodynamic force
exerted on vertical walls. For example, Mallayachari & Sundar (1995) undertook
an experimental study of the reflection of regular and irregular waves from an
impermeable vertical wall. In respect of the latter, they showed that the spec-
tral densities of the dynamic pressure, p(t), at depths below the Still Water Level
(SWL), agree with the linear small amplitude wave theory. However, at SWL the
peak of the spectral density of p(t) is over-estimated by up to 48%. Furthermore,
Mallayachari & Sundar (1995) calculated the coherence function for the measured
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water surface elevation, η(t), and the dynamic pressures. The coherence between
η(t) and p(t) was shown to be excellent for the majority of the frequency compo-
nents, but decreased for the low- and high-frequency ends of the input spectrum.
Whilst the present study does not investigate the dynamic water pressure, it is
clear that to confidently predict p(t) it is essential to accurately model η(t). In
the present paper it will be shown that the fully nonlinear BEM is capable of ac-
curately predicting both the temporal and spatial water surface profiles, thereby
highlighting the potential for reliable pressure predictions.
5.4 Boundary Element Method (BEM)1
5.4.1 Boundary Conditions
The model utilises mixed boundary conditions, consisting of Neumann conditions
(prescribed ∂φ/∂n) on the bed, left and right boundaries (Γb, Γl and Γr respec-
tively), and a Dirichlet condition (prescribed φ) on the water surface (Γs). Further
details of the computational domain and the notation employed are given on Fig-
ure 5.1.
Two types of computational domain are employed in the present study. The
first concerns the simulation of the wave reflection case and the second considers
the wave-wave interaction case. The difference between the two domains lies in
the boundary conditions applied at the right boundary, Γr.
Taking each boundary in turn:
(a) On the bed, Γb, a zero flux condition is imposed,
∂φ
∂n
= 0.
(b) On the right boundary, Γr, a zero flux condition is applied to model the
impermeable vertical wall present in the wave reflection domain. As far
as the wave-wave interaction domain is concerned, the right boundary is
treated as a semi-Lagrangian input in the exact same manner as the left
boundary, described in (d).
1This section has been significantly shortened relative to the final paper to avoid the repetition
of material already presented in Chapter 3.
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Figure 5.1: Schematic of the BEM domain appropriate to the wave reflection and
wave-wave interaction simulations.
(c) On the water surface, Γs, a velocity potential of φ = 0 is initially prescribed
to model still water.
(d) Finally, the left boundary, Γl, is defined as a semi-Lagrangian input bound-
ary on which the analytical velocities corresponding to an irregular wave are
prescribed following the second-order solution of Sharma & Dean (1981).
Along this boundary the nodes are free to move vertically, but not horizon-
tally.
5.5 Laboratory Apparatus and Measurement
Programme
The experimental measurements were undertaken in a glass-walled wave flume
located in the Hydrodynamics Laboratory in the Department of Civil and Envi-
ronmental Engineering at Imperial College London. The wave flume is 27m long,
0.3m wide and has an operating water depth of d = 0.7m. A numerically con-
trolled, bottom-hinged, flap-type, wave maker capable of generating and absorbing
irregular waves with frequencies in the range 0.3Hz 6 f 6 3Hz is located at each
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end of the wave flume. A schematic diagram indicating the overall layout of the
wave flume is given in Figure 5.2.
2.85m
27m
13.5m
0.7m
Gauge      
array
Control        
gauge
1m
Paddle 1 Paddle 2
Wall if 
present
Wall gauge
x
z
Figure 5.2: Schematic indicating the layout of the experimental apparatus (not to
scale).
In accordance with the discussion given in § 5.2, two experimental set-ups were
adopted. One involved the generation of irregular wave records from each end of
the wave flume, the phasing of the wave components adjusted so that in each
case a transient focused wave group arises at the mid-point of the wave flume.
These focused wave groups are characterised by the summation or constructive
interference of wave crests at one point in space (the mid-point of the wave flume)
and time, and defined in terms of their linear amplitude sum: A = ΣN˜n=1an, where
an is the amplitude of the n
th frequency component and N˜ is the total number of
components. The other set-up involved placing a vertical wall at the centre or mid-
point of the wave flume and generating the same transient focused wave group,
but in this case using only one wave paddle. The wall was rigid and impermeable,
having been constructed from 10mm thick perspex, supported on a metal frame
and sealed to the side walls and bed of the wave flume using silicon sealant. If
the wall perfectly reflects all of the incident wave energy, and if the wave motion
and wave interactions follow idealised potential theory, it is clear that the water
surface elevations, η(t), measured both on the wall and on the wave side of the
wall will correspond closely to the first set-up involving the interaction of the two
wave groups propagating in opposite directions. A schematic representation of
these two set-ups is provided in Figure 5.2.
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Throughout the experimental study, time-histories of the water surface eleva-
tion, η(t), were recorded using surface-piercing, resistance wave gauges. Previous
studies have shown that such measurements are accurate to within ±0.5mm and
cause no significant disturbance of the incident or ambient wave field. In each
experimental run, a control wave gauge was placed 2.85m from wave paddle 1
(Figure 5.2), allowing the repeatability of the incident waves to be monitored. In
both experimental set-ups, the spatial water surface profile, η(x), was measured
using an array of sixteen wave gauges; individual gauges being equally spaced
20mm apart. By positioning this array at three locations, and repeating the mea-
surements, data was recorded from 10mm to 650mm away from the mid-point
of the wave flume, which corresponds to the location of the vertical wall in the
second set-up. In all cases there was some overlap in the positioning of the wave
gauges, allowing a second check of the repeatability of the generated waves. In
addition, a single wave gauge was always located at the mid-point of the wave
flume. With the wall in place, this wave gauge was built into the wall with its
measuring surface flush with the front surface of the wall. In this way the gauge
is able to directly measure the run-up on the wall. Information concerning the
layout and location of the wave gauges is also given in Figure 5.2.
5.6 Discussion of Results
Within the present study all of the focused wave cases correspond to a simplified
(or idealised) Tophat spectrum. In such cases the underlying linear wave com-
ponents, representing both the waves generated by the wave paddles and those
introduced into the computational domain, are of equal amplitude and equally
spaced within the period domain. Wave groups of this form are convenient to
generate in a laboratory context and have been the subject of previous investiga-
tions by Baldock et al. (1996) and Johannessen & Swan (2001, 2003). Indeed, the
specific wave spectra investigated herein relate to their case B, with 28 wave com-
ponents generated within the period range 0.8s 6 Tn 6 1.2s. This corresponds to
a relatively narrow-banded wave spectrum, but one in which it has previously been
shown that the nonlinear wave-wave interactions can become very significant. As
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a result, it provides a challenging test case for the boundary element formulation.
The majority of the data presented within this section relates to three wave
groups for which the linear amplitude sum is defined by A = 12mm, 30mm and
46mm respectively. With the wave steepness defined in terms of a central wave
number, kc, these three wave groups correspond to Akc = 0.05, 0.12 and 0.19
respectively. In earlier work, Baldock et al. (1996) identified the limiting, or
breaking, condition for unidirectional wave groups based upon an identical Tophat
spectrum to be Akc ≈ 0.24. It therefore follows that in terms of the present
tests, the largest incident wave groups will be strongly nonlinear. However, when
they interact with the vertical wall, or an identical wave group travelling in the
opposite direction, the maximum crest elevation will be at least doubled leading
to a highly nonlinear event. Once again, this points to the challenging nature of
the test conditions.
If the comparisons outlined in § 5.5 are to be realised, three key criteria must
be met:
(i) The underlying linear wave components generated at each wave paddle must
be precisely controlled, both in terms of the amplitude of the components and
their absolute phase; the latter being necessary to ensure a perfectly focused
wave group. In the context of the present study, the control of the wave pad-
dles, and hence the wave generation, is essential both in terms of producing
the required wave groups and in defining the input to the BEM calculations
thereby ensuring consistent comparisons. To achieve the required control,
each wave paddle was calibrated independently using the procedures outlined
by Masterton & Swan (2008). The success of this approach is demonstrated
in Figure 5.3. This concerns the smallest (A = 12mm) linear wave group and
contrasts the measured data with the required linear target. Figures 5.3(a),
(b) and (c) present the time history of the water surface elevation, η(t), the
amplitude spectrum, a(f), and the phase angle, φ(f); where f is the wave
frequency measured in Hz. This data relates to conditions at the focal loca-
tion (x = 0m) and concerns waves generated from paddle 1 (see Figure 5.2).
Figures 5.3(d), (e) and (f) provide a similar sequence of plots relating to
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wave paddle 2. In both cases excellent agreement is achieved between the
linear target and the measured data; the maximum absolute discrepancy in
the water surface elevation being 0.52mm and 0.67mm for wave paddle 1
and 2 respectively.
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Figure 5.3: Wave generation: a comparison between linear theory and experimental
data for the linear wave case, A = 12mm; (a) and (d) time history of the water surface
elevation, η(t); (b) and (e) amplitude spectrum, a(f); (c) and (f) phase angles for wave
paddles 1 and 2 respectively. Linear Theory and ◦ experimental data.
(ii) Given the nature of the experimental study, particularly the need to under-
take repeated measurements to assemble a spatial description of the water
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surface elevation, η(x), the wave conditions must be entirely repeatable.
Figures 5.4(a) and (b) concern a wave group with A = 8mm (completed as
part of the calibration process) and contrast three consecutive runs of pad-
dle 1 and paddle 2. In both cases the wave profiles are highly repeatable;
the maximum difference between the three runs being 0.98mm and 0.40mm
respectively.
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Figure 5.4: Experimental repeatability: a comparison of three runs for the A = 8mm
wave case. (a) Wave paddle 1 and (b) wave paddle 2. Run 1, ◦ run 2 and M run
3.
(iii) To achieve consistent comparisons between the wave reflection case (with
the wall present) and the wave-wave interaction case (involving two collid-
ing wave groups), the incident waves generated by the two paddles must
be identical. Furthermore, if the BEM calculations are to be comparable,
they must also involve identical incident waves. Figure 5.5 addresses this
point, providing comparisons between the wave groups generated by paddle
1, paddle 2 and those calculated within the BEM solution. Three compar-
isons are provided relating to the three input amplitudes: (a) A = 12mm,
(b) A = 30mm and (c) A = 46mm. In the latter two cases, the nonlinear
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shift in the focal time has been removed to facilitate the comparisons. In
each case the agreement is good, with maximum discrepencies in the vicinity
of the focal time (−0.5s 6 t 6 0.5s) of the order of 0.6mm (5.1%), 1.2mm
(3.7%) and 3.7mm (6.4%) for the A = 12mm, 30mm and 46mm cases re-
spectively; the bracketed percentages defining the maximum discrepancy as
a proportion of the focused crest amplitude.
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Figure 5.5: Time-histories of the incident water surface elevation, η(t), generated by
wave paddle 1, wave paddle 2 and the BEM for the cases (a) A = 12mm, (b) A = 30mm
and (c) A = 46mm. BEM, ◦ wave paddle 1 and + wave paddle 2. (Note: all the
profiles have had their focus time shifted to t = 0s to facilitate the comparisons).
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In comparing the wave reflection and wave-wave interaction cases there is also
the additional requirement that each individual wave group should focus at the
centre of the wave flume, or at the location of the vertical wall if it is present.
In the linear wave group (A = 12mm) this follows directly from the phasing of
the wave components at the input boundary; the entire motion being governed by
linear processes. However, as the nonlinear wave groups evolve towards a focusing
event, local and rapid energy transfers, involving a movement of energy to the
higher frequencies (Gibson & Swan, 2007), lead to a change in the phase velocity
and hence a shifting in the focus position and the focal time relative to the linearly
predicted values (Baldock et al., 1996). Consequently, for the nonlinear wave cases
(A = 30mm and 46mm) the initial phasing of each wave component was adjusted
iteratively until the focus position was located at the centre of the wave flume.
This process was undertaken independently for both the laboratory wave paddles
and for the BEM calculations; the required results typically achieved after three
iterations.
With these key criteria established, two computational domains were utilised to
simulate the experimental set-ups outlined in § 5.5. The wave reflection domain
(set-up (A)) was initially defined within the region −13.0m 6 x 6 0.0m and
0.7m 6 z 6 0.0m, with ∆x = 0.05m and ∆z = 0.0125m producing 316 elements
and 632 nodes. In contrast, the wave-wave interaction domain (set-up (B)) was
initially defined within the region −13.0m 6 x 6 13.0m and −0.7m 6 z 6 0.0m
with ∆x = ∆z = 0.05m resulting in 534 elements and 1068 nodes. The simulations
were commenced at t0 = −32s with a time step of ∆t = 0.02s.
Figure 5.6 concerns a spatial description of the water surface elevation, η(x),
at several instances in time; the data describing the evolution of the wave fields
up to and including the occurrence of the largest wave crest at t = 0s. Subplots
(a), (b) and (c) address the three wave cases A = 12mm, 30mm and 46mm
respectively. In each case comparisons are made between all the available data,
including laboratory observations and numerical predictions relating to the two
set-ups: (A) the wave reflection case and (B) the wave-wave interaction case. To
quantify the agreement between these data, Table 5.1 addresses each of the six
possible intercomparisons, providing a measure of both the maximum and the rms
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Max. relative error [% of ηmax] rms relative error [% of ηmax]
A [mm] Data set BEM (B) Exp. (B) Exp. (A) BEM (B) Exp. (B) Exp. (A)
BEM (A) 0.02 4.87 10.03 0.01 2.16 3.41
12 BEM (B) - 4.87 10.04 - 2.16 3.42
Exp. (B) - - 11.74 - - 3.76
BEM (A) 0.05 5.05 7.40 0.01 2.74 3.23
30 BEM (B) - 5.05 7.38 - 2.74 3.24
Exp. (B) - - 6.52 - - 2.43
BEM (A) 0.67 7.79 10.46 0.16 3.38 4.57
46 BEM (B) - 7.79 10.62 - 3.38 4.67
Exp. (B) - - 9.32 - - 4.70
Table 5.1: Maximum and rms relative errors between the experimental measurements
(Exp.) and numerical predictions (BEM) of the spatial water surface profile, η(x),
(shown in Figure 5.6) for (A) the wave reflection case and (B) the wave-wave interaction
case.
error, both expressed as a percentage of the focused crest elevation.
To complement this data, Figure 5.7 provides a time history of the water surface
elevation, η(t), at several spatial locations. Once again, the three wave cases are
considered in parts (a), (b) and (c), and comparisons are provided between all the
available data. Based upon these results Table 5.2 provides an alternative measure
of the maximum and rms error, again expressed as a percentage of the focused
crest elevation, for each of the six intercomparisons.
Taken as a whole, the data presented in Figures 5.6 and 5.7 show remarkably
good agreement in both space and time. In some comparisons the agreement is
near-perfect, demonstrating the success of the BEM formulation and, in partic-
ular, the treatment of the corner nodes. In others, the discrepancy between the
measured and predicted data is somewhat larger. This is consistent with earlier re-
search (Maxworthy, 1976) and hints at the importance of fluid properties, notably
viscosity, not included within the BEM formulation. However, even in these cases
the discrepancy is not perhaps as large as might have been anticipated; the BEM
formulation providing an effective upper-bound for engineering design/analysis.
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Figure 5.6: Spatial water surface elevation, η(x), of the experimental measurements
and numerical predictions for (A) the wave reflection case and (B) the wave-wave in-
teraction case during the run-up process. (a) A = 12mm, (b) A = 30mm and (c)
A = 46mm wave cases. BEM set-up (A), + BEM set-up (B), · experimental set-
up (A) and ◦ experimental set-up (B). The times of the various profiles are (1) 0s, (2)
−0.117s, (3) −0.125s, (4) −0.141s, (5) −0.180s, (6) −0.203s, (7) −0.242s, (8) −0.258s,
(9) −0.305s, (10) −0.313s, (11) −0.391s, (12) −0.398s, (13) −0.406s. (Note: t = 0s is
the time at maximum run-up).
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Figure 5.7: Time-histories of the water surface elevation, η(t), of the experimental
measurements and numerical predictions for (A) the wave reflection case and (B) the
wave-wave interaction case. (a) A = 12mm, (b) A = 30mm and (c) A = 46mm wave
cases. BEM set-up (A), + BEM set-up (B), · experimental set-up (A) and
◦ experimental set-up (B). The spatial location of the various time-histories are (1)
0mm, (2) 170mm, (3) 190mm, (4) 210mm, (5) 270mm, (6) 310mm, (7) 350mm, (8)
390mm, (9) 430mm, (10) 450mm, (11) 650mm from the wall. (Note: all the profiles
have had their focus time shifted to t = 0s to facilitate the comparisons).
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Max. relative error [% of ηmax] rms relative error [% of ηmax]
A [mm] Data set BEM (B) Exp. (B) Exp. (A) BEM (B) Exp. (B) Exp. (A)
BEM (A) 0.01 8.31 10.88 0.01 5.18 5.50
12 BEM (B) - 8.32 10.88 - 5.18 5.51
Exp. (B) - - 11.45 - - 5.65
BEM (A) 0.12 5.32 8.44 0.05 3.45 5.24
30 BEM (B) - 5.35 8.48 - 3.46 5.25
Exp. (B) - - 7.80 - - 3.82
BEM (A) 0.41 9.01 11.71 0.19 4.38 7.37
46 BEM (B) - 9.03 11.58 - 4.40 7.35
Exp. (B) - - 8.12 - - 4.51
Table 5.2: Maximum and rms relative errors between the experimental measurements
(Exp.) and numerical predictions (BEM) of the time history of the water surface eleva-
tion, η(t), (shown in Figure 5.7) for (A) the wave reflection case and (B) the wave-wave
interaction case.
Taking each set of comparisons in turn, the following detailed implications can
be drawn. First, comparisons between the two boundary element solutions, one
describing the wave reflection case and the other the wave-wave interaction case,
show remarkable agreement with maximum relative errors less than 0.7%. Given
the proximity of the highest wave case (A = 46mm) to its limiting behaviour,
involving wave breaking and the inevitable break-up of the water surface (see
additional comments on nonlinearity given below), this agreement demonstrates
the success of the BEM formulation, particularly the corner treatment. In judging
these results it is also important to note that no explicit smoothing, filtering, or
re-gridding of any kind has been adopted.
Second, comparisons between the BEM results and the laboratory observations
of the wave-wave interaction case, again show very good agreement; the maximum
relative errors being comparable to the more straightforward wave cases considered
in Figure 5.5. It is interesting to note that in these comparisons the largest error
is not associated with the description of the focal event, at x = 0m and t = 0s,
but occurs at some distance from the wall after the occurrence of the largest crest.
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This is particularly noticeable in Figure 5.7(c), curve (11) for t > 0.4s. However,
the reason for this remains unclear.
The third set of comparisons concern the laboratory observations of the wave
reflection case. It is in this case that the BEM calculations show the largest
departures from the laboratory observations; the maximum relative error corre-
sponding to almost 12% of the focused crest elevation. Although this value occurs
in the largest, near-breaking wave case (A = 46mm), comparable discrepancies
also arise in the other two (smaller) wave cases. In all three examples the largest
discrepancies arise in the description of the extreme crest elevation evolving at the
wall. However, additional comparisons between the two experimental cases con-
firm that the maximum crest elevation observed at the wall is consistently lower
than that arising in the wave-wave interaction case; the latter case involving the
collision of two identical wave groups travelling in opposite directions rather than
the imposition of a vertical wall.
The explanation for this difference lies in the effect of the viscous shear stresses
arising within the boundary layer on the surface of the vertical wall. The work
done in moving the fluid against these stresses represents an additional dissipative
mechanism, limiting the rise of the maximum water surface elevation. These
stresses only develop in the presence of the wall, due to the imposition of the no-
slip condition, and are not (and cannot) be incorporated in the BEM calculations.
Hence the difference in the observed and predicted behaviour.
In terms of engineering applications, the single most important aspect of the
present tests concerns the prediction of the maximum water surface elevation
occurring at the vertical boundary or wall. In describing random or irregular
sea states, design practice commonly adopts either Linear Random Wave Theory
(LRWT) or a second-order wave model (Sharma & Dean, 1981). Indeed, there is
a widespread and misguided view amongst designers that in describing the water
surface elevation very little of practical significance arises above second-order.
Furthermore, there is also a view that reflection (from a vertical wall) is essentially
a linear process. The upshot of these two views is that the maximum crest elevation
is commonly taken as twice the predicted linear incident crest elevation. The
present tests allow the success of this approximation to be considered and, in so
133
Chapter 5: Two-dimensional Wave-structure Interaction
−1 −0.5 0 0.5 1
−20
−10
0
10
20
30
η(
t) 
[m
m]
 (a)
0 150 300 450 600
−20
−10
0
10
20
30
η(
x) 
[m
m]
 (d)
−1 −0.5 0 0.5 1
−40
−20
0
20
40
60
80
η(
t) 
[m
m]
 (b)
0 150 300 450 600
−40
−20
0
20
40
60
80
η(
x) 
[m
m]
 (e)
−1 −0.5 0 0.5 1
−100
−50
0
50
100
150
η(
t) 
[m
m]
t [s]
 (c)
0 150 300 450 600
−100
−50
0
50
100
150
η(
x) 
[m
m]
Distance from the wall [mm]
 (f)
Figure 5.8: Wave nonlinearity: comparisons between the experimental measurements,
BEM predictions, Linear Random Wave Theory (LRWT) and second-order wave theory
(Sharma & Dean, 1981) for the wave-wave interaction case; (a), (b) and (c) time-histories
of the water surface elevation, η(t), for the wave cases A = 12mm, 30mm and 46mm
respectively; (d), (e) and (f) spatial water surface elevation, η(x), for the A = 12mm,
30mm and 46mm wave cases respectively. Linear theory, second-order theory,
BEM set-up (B) and × experimental set-up (B).
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doing, also allow the nonlinearity of the wave field to be investigated.
Figure 5.8 considers the wave-wave interaction case, comparing the measured
data and the BEM predictions with both linear and second-order wave models.
Subplots (a), (b) and (c) address the three wave cases, A = 12mm, 30mm and
46mm respectively, showing a time history of the water surface elevation, η(t), at
the focus location, x = 0m. In contrast, subplots (d), (e) and (f) again concern
the three wave cases, providing a spatial description of the water surface elevation,
η(x), at the focal time. In all three wave cases, linear theory provides a poor
description of the measured data, underestimating the maximum focused crest
elevation by 7%, 17% and 32% respectively. Although the second-order theory of
Sharma & Dean (1981), applied to model all of the interacting wave components,
provides a significant improvement over linear theory, it continues to underestimate
the maximum crest elevation by 4%, 8% and 21% respectively. In contrast, the
relative errors between the BEM predictions and the experimental measurements
are 2%, 1% and 2% for wave cases A = 12mm, 30mm and 46mm respectively.
Considering each of the three wave cases in turn, the maximum measured crest
elevations are ηmax = 25.4mm, 72.9mm and 138.6mm. The corresponding ratio
of maximum elevation over input amplitude are given by ηmax/A = 2.12, 2.43
and 3.01. These ratios demonstrate the extreme nonlinearity of these rapidly
evolving wave events and are in keeping with earlier observations of solitary wave
run-up (Cooker et al., 1997), which showed that for strongly nonlinear waves
the maximum wave crest elevation is more than three times the individual wave
amplitude. In considering the present results it is clear that in predicting the
maximum crest elevation a rigourous treatment of the full nonlinearity of the
interacting wave field is more important than the small viscous dissipation that
arises due to run-up on the physical boundary.
5.7 Concluding Remarks
The present study has considered the run-up and reflection of a single focused wave
group on an impermeable vertical wall and contrasted the results with the head-on
collision of two identical wave groups travelling in opposite directions. New ex-
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perimental measurements have been presented of both the wave reflection and the
wave-wave interaction cases and the results compared to fully nonlinear numerical
calculations based upon a multiple-flux Boundary Element Model. These compar-
isons illustrate that by accurately addressing the corner problem with multiple
fluxes, as outlined by Brebbia & Dominguez (1992), very good agreement with
the laboratory data can be achieved. Furthermore, there is no need for explicit
smoothing, filtering or re-gridding thereby avoiding the uncertainties associated
with the possible removal or redistribution of actual energy distributions in highly
nonlinear wave groups.
Comparisons between the two laboratory set-ups and the BEM predictions
allow the influence of the viscous shear stresses acting on the vertical boundary
to be addressed. Although this can be readily observed in terms of the reduced
maximum run-up, this effect is small in comparison to the nonlinear increase
arising due to the wave-wave interactions. Indeed, in the steepest irregular wave
groups the run-up is shown to be more than three times the crest elevation of the
incident wave group. Run-up of this magnitude is critically important for design
and can only be predicted on the basis of a fully nonlinear wave model such as
the BEM formulation applied herein; the success of the latter having been clearly
demonstrated.
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Abstract
This paper concerns the behaviour of nonlinear regular waves interacting with
rectangular submerged breakwaters. A new series of experimental results is pre-
sented and compared with numerical calculations based upon a Boundary Element
Method (BEM) that utilises multiple fluxes to deal with the discontinuities en-
countered at the corners of the domain. Specifically, comparisons concern both
the spatial water surface profiles at various times and the spatial evolution of the
harmonics generated by the breakwaters, the latter being an important focus for
the paper. The BEM is shown to accurately model both the water surface pro-
file and the harmonic generation, provided the breakwater width is sufficient to
ensure that flow separation is not a controlling influence. Furthermore, evidence
is provided to confirm that reflection from rectangular submerged breakwaters is
fundamentally a linear phenomenon.
5.8 Introduction
Submerged breakwaters are widely used in coastal regions, often being the pre-
ferred solution when full wave protection is not required. They are utilised in a
wide variety of tasks, such as protecting harbour entrances, reducing the rate of
littoral drift and creating artificial fishing grounds. In practice, submerged break-
waters come in a variety of shapes and their performance is usually assessed on the
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basis of physical model studies. However, the purpose of the present paper is to
demonstrate that some important aspects of the resulting wave-structure interac-
tion, notably the harmonic generation as a surface wave passes over the structure,
can be accurately modelled using a fully nonlinear Boundary Element Method
(BEM). In contrast, other aspects of the interaction are shown to be fundamen-
tally linear and can be successfully modelled using existing analytical procedures
irrespective of the steepness of the incident waves. In considering these effects,
the paper restricts its attention to breakwaters of rectangular form.
In a coastal engineering context the transmissive property of a breakwater,
minimised by reflecting and dissipating the incident wave energy, is of primary
importance. However, when δ = H/d is large and µ = kd is small (where H is the
wave height, d the water depth upstream of the breakwater and k the incident wave
number), harmonic generation or decomposition occurs above the breakwater.
This phenomenon results in energy being transferred from the first harmonic to
higher bound (or phase-locked) harmonics of the incident wave (Mei & U¨nlu¨ata,
1972). On re-entering deeper water, on the downstream side of the breakwater,
these higher harmonics are released as free waves. This has a significant impact
on the transmitted wave energy, not least because it does not take the form of a
monochromatic wave train as predicted by linear theory. With an increase in the
steepness of the incident waves, this highly nonlinear phenomenon becomes more
significant and, as a result, the existing analytical solutions for wave transmission
have proven unsatisfactory.
In part, the motivation for the present study arose from some initial compar-
isons with the experimental measurements of Driscoll et al. (1992); the numerical
model of Hague & Swan (2009) providing a better description of the laboratory
data than other BEM solutions, notably the model proposed by Grilli et al. (1989).
To confirm this result, and to extend the data to include a far wider range of in-
cident wave steepnesses, the present study was undertaken.
This paper continues in §5.9 with a brief review of the background literature.
This leads into a short summary of the BEM model and a description of the
experimental study in §5.10 and §5.11 respectively. Comparisons between the
laboratory observations and the model predictions are provided in §5.12, with
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some conclusions and wider implications drawn in §5.13.
5.9 Background
Many authors have contributed to the study of submerged breakwaters. In an-
alytical models most theories assume that the reflected and transmitted waves
have the same frequency as the incident wave, satisfying a linear scattering prob-
lem. Historically, Lamb (1932) derived expressions for the reflection, Kr, and
transmission, Kt, coefficients due to an infinite step; the solutions based upon
the assumptions that the incident wavelength, λ, is large in comparison to both
the upstream water depth, d, and the depth of submergence of the crest of the
breakwater, ds. Dean (1945) developed a linear theory to calculate Kr and Kt for
thin breakwaters in infinitely deep water; Ogilvie (1960) provided the equivalent
shallow water solutions; whilst Takano (1960) developed a linear theory that was
applicable for all relative water depths and crest widths (B/λ, see notation defined
in Figure 5.9).
d
ds
B
Hi
Hr
λ Ht
Figure 5.9: Schematic indicating notations for the submerged breakwater cases.
On the topic of harmonic generation, Mei & U¨nlu¨ata (1972) investigated wave
propagation in shallow water of constant depth, in the absence of any breakwater.
They observed significant transfers of energy to the higher harmonics for kd < 0.6,
and attributed these transfers to resonant interactions between the first and second
harmonics. Massel (1983) developed a second-order theory for both finite and
infinite steps by linearly decomposing the second-order scattered potential, using
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the wave steepness, Hk/2, as the perturbation parameter. Comparisons between
these results and experimental data showed that whilst the second harmonic was
reasonably well predicted, the modulation of the first harmonic over high steps
(ds/d = 0.47) was not.
Dattatri et al. (1978) performed a wide ranging laboratory study of submerged
breakwaters and found the most influential parameters affecting Kt were the rel-
ative crest width, B/λ, and the relative depth of submergence, ds/d (Figure 5.9).
More recently, Rey et al. (1992) presented experimental studies of Kr and the
harmonic generation produced by monochromatic linear waves (0.002 6 Hk/2 6
0.06) interacting with solid rectangular steps composed of both sharp and rounded
corners. They compared their measurements to the linear theories of Takano
(1960) and Devillard et al. (1988) showing that both analytical models accurately
predicted Kr, but gave differing results for the harmonic generation. Rey et al.
(1992) also undertook flow visualisation studies to investigate the influence of the
incident amplitude and the curvature of the corners and, as expected, found that
the higher the incident wave amplitude and the sharper the corners, the greater
the flow separation.
Numerically, shallow water phenomena are commonly described using Boussi-
nesq models, examples including Battjes & Beji (1992) and Eldeberky & Battjes
(1994). However, several authors have also tackled the problem using a bound-
ary element approach. For example, Ohyama & Nadaoka (1992) used a BEM to
investigate the harmonic generation resulting from the interaction of regular and
irregular waves with finite and infinite steps. They concluded that the transfer of
energy to the higher harmonics was critically dependent on the ratio between the
crest width of the breakwater and the beat length of the relevant harmonic; the
latter being discussed in §5.12.2.
Driscoll et al. (1992) undertook a similar study to the present one; comparing
experimental results with the fully nonlinear BEM method of Grilli et al. (1989)
for rectangular impermeable submerged obstacles. Specifically, they investigated
the harmonic generation produced by a linear incident regular wave of steepness
Hk/2 = 0.019 interacting with a rectangular obstacle of vertical aspect ratio
ds/d = 0.24. In addition, Driscoll et al. (1992) measured the reflection and trans-
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mission coefficients for a variety of wave steepnesses and compared them to the
linear scattering model of Losada (1991). These results showed that the linear
model accurately predicted the reflection coefficient, but overestimated the trans-
mission coefficient. In explaining these results Driscoll et al. (1992) concluded that
this discrepancy was caused by a combination of dissipation, due to frictional and
turbulent loses, and the energy transfer to higher harmonics. These conclusions are
in broad agreement with the earlier work of Dick & Brebner (1968) who claimed
(for the cases that they investigated) between 36% to 64% of the transmitted wave
energy is transferred to higher harmonics of the incident wave. It is clear from
these results alone that if wave transmission over a submerged breakwater is to be
effectively modelled, an appropriate theory or model must incorporate nonlinear
harmonic generation.
The present paper adds to this discussion in two respects. First, it provides
laboratory observations concerning nonlinear incident regular waves. In terms
of the wave steepness, Hk/2, the present wave conditions are 2.5 and 10 times
steeper than those of Beji et al. (1992) and Driscoll et al. (1992) respectively.
Second, comparisons with a multiple-flux BEM model will demonstrate that these
important effects can be reproduced by fully nonlinear computations. Although
these contributions are significant, it is nonetheless important to note that the
BEM provides a potential flow solution and cannot therefore incorporate the effects
of wave breaking, particularly the associated energy dissipation. Whilst this is
undoubtedly an important limitation, Gu & Wang (1992) note that on the basis
of experimental measurement the transmission coefficient, Kt, hardly varies once
the breaking limit is exceeded. Furthermore, Battjes & Beji (1992) showed that
breaking does not significantly affect the energy transfers associated with harmonic
generation; the energy being dissipated from all frequencies in an average sense.
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5.10 Boundary Element Method (BEM)2
5.10.1 Boundary Conditions
The model utilises mixed boundary conditions, consisting of Neumann conditions
(prescribed ∂φ/∂n) on the bed, left and right boundaries (Γb, Γl and Γr respec-
tively) and a Dirichlet condition (prescribed φ) on the water surface (Γs). Further
details of the computational domain and the notation employed are given in Fig-
ure 5.10.
 
bΓ  
sΓ  
(0,0) 
lΓ  
s
n
02 =∇ φ
x
z
 
rΓ  
Figure 5.10: Schematic of the BEM domain appropriate to the submerged breakwater
simulations.
Taking each of the boundaries in turn:
(a) On the bed, Γb, which includes the impermeable submerged breakwater, a
zero flux condition is imposed, ∂φ
∂n
= 0.
(b) On the right boundary, Γr, a Sommerfeld (1949) radiation condition is ap-
plied
∂φ
∂x
= −1
c
∂φ
∂t
∣∣∣∣∣
xup,t−∆t
, (5.1)
2This section has been significantly shortened relative to the final paper to avoid the repetition
of material already presented in Chapter 3.
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where c is the known phase velocity corresponding to the input waves, xup =
x− c∆t with x being the horizontal coordinate of the top-right corner node
and ∆t the time step. Equation (5.1) is applied on the corner node, at
the intersection between the water surface and the right boundary. For the
remainder of the nodes on Γr, an exponential-decay velocity profile based on
linear theory is scaled to match the horizontal velocity at the water surface,
equation (5.1), and is then applied to approximate the radiation condition
with depth below the water surface. Hague (2006) showed that for a regular
wave, this radiation condition results in a reflection coefficient that is less
than 2%.
(c) On the water surface, Γs, a velocity potential of φ = 0 is initially prescribed
to model still water.
(d) Finally, the left boundary, Γl, is defined as a semi-Lagrangian input bound-
ary on which the Stokes’ fifth analytical velocities corresponding to a regular
wave train are prescribed following the solution of Fenton (1985). Along this
boundary the nodes are free to move vertically, but not horizontally. Once
reflections from the submerged breakwater arrived at the input, the compu-
tations were terminated.
5.11 Experimental Investigations
The experiments were performed in a glass-walled wave flume located in the Hy-
drodynamics Laboratory in the Department of Civil & Environmental Engineering
at Imperial College London. The flume is equipped with bottom-hinged, flap-type,
wave makers located at either end. These are capable of generating and absorbing
unidirectional waves in the frequency range 0.3Hz 6 f 6 3Hz. The flume is 27m
long, 0.3m wide and has an operating water depth of d = 0.7m.
The study considered four submerged breakwaters, each subject to three dif-
ferent regular wave conditions. All of the breakwaters were rectangular extending
the full width of the flume with a height of h = 0.35m; the latter representing
a relative depth of submergence of ds/d = 0.5. The four breakwaters correspond
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to crest widths of B = 1.5cm, 35cm, 70cm and 105cm; the front of each being
located 13.35m from the generating paddle. A schematic showing the layout of
the experimental apparatus is given in Figure 5.11.
2.85m
0.35m
Gauge      
array
Control        
gauge
B
27m
13.35m
Generating        
paddle
Absorbing 
paddle
0.7m1m
Figure 5.11: Schematic showing the layout of the wave flume (not to scale).
The three regular wave conditions were selected to cover a broad range of
steepness and hence nonlinearity. The wave period was held constant at T = 1.28s,
resulting in kd = 1.94 on the upstream and downstream sides of the breakwater,
and kds = 0.97 above the structure, with a corresponding incident wave number
of k = 2.77 rad/m. With the wave heights for the three cases corresponding
to H = 39.2mm, 106.2mm and 142.1mm, the wave steepness is Hk/2 = 0.054,
0.147 and 0.197 representing linear, weakly nonlinear and nonlinear incident waves
respectively. Full details of the wave parameters adopted in the present study are
given in Table 5.3. In line with earlier discussions, the nonlinear case was chosen
to be as steep as possible, whilst avoiding the occurrence of wave breaking during
its interaction with the breakwater having the largest crest width (B = 105cm).
With the absence of wave breaking, comparisons to the BEM were possible over
the full range of test conditions.
Within the laboratory study the water surface elevations were recorded using
surface-piercing, resistance wave gauges. Each gauge provides a time history of the
water surface elevation, η(t), at one location fixed in space; earlier studies having
shown that such measurements can be achieved with an accuracy of ±0.5mm
with no significant disturbance of the wave-field. In each test a control gauge
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Case H [mm] k [rad/m] Hk/2 [-] λ [m] d [m]
Linear 39.2 2.769 0.054 2.269 0.7
Weakly nonlinear 106.2 2.769 0.147 2.269 0.7
Nonlinear 142.1 2.769 0.197 2.269 0.7
Table 5.3: Regular wave cases.
was located 2.85m from the generating wave paddle, allowing the repeatability
of the waves to be monitored. An array of twenty gauges, with individual wave
gauges equally spaced 20mm apart, was used to measure η(t) in the immediate
vicinity of the breakwater. By moving the array into five different locations, and
repeating the measurements, data were recorded from 20mm upstream to 1.32m
downstream of the front of the breakwater. In all cases some overlap between
the gauge locations provided a second check of the repeatability of the generated
waves. In each test case, the wave conditions were first run without any structure
present (on a flat bed) and then re-run with each of the four breakwaters in turn;
the difference between these records identifying directly the disturbance or change
caused by the presence of the submerged breakwater.
5.12 Discussion of Results
The computational domain used for the numerical runs was identical to the exper-
imental set-up given in Figure 5.11; the only exception being that the generating
and absorbing wave paddles are replaced with the semi-Lagrangian input and the
radiation condition respectively, both described in §5.10.1. A surface nodal dis-
cretisation of ∆x = 0.05m was employed and the simulations were commenced
at t0 = 0s with a time step of ∆t = 0.01s. The number of elements employed
to discretise the computational domains and the typical run times per step are
given in Table 5.4. Furthermore, the time histories of the water surface elevation,
η(t), were obtained from the BEM via numerical wave gauges located at the same
positions as their experimental counterparts.
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B [cm] NE [-] Run time per step [s]
1.5 406 1.28
35.0 396 1.22
70.0 398 1.23
105.0 410 1.30
Table 5.4: Number of elements and typical run times for each computational domain.
To ensure a valid comparison between the experimental and numerical data
describing the wave-structure interaction, the incident wave conditions must be
identical. Figure 5.12 concerns the time history of the water surface elevation, for
each of the three wave cases, measured in the absence of a structure (on a flat bed).
The data relate to conditions 13.95m from the generating paddle and demonstrate
excellent agreement between the measured and predicted incident waves.
Although the absorbing wave paddle, located at the downstream end of the
wave flume, efficiently dissipated most of the incident wave energy, small unwanted
reflections from this downstream boundary will eventually contaminate the mea-
sured data. To avoid this the sample time was chosen to lie between the arrival of
the steady regular waves and the instant at which reflections from the absorbing
paddle arrive back at the measuring section. This corresponded to a time interval
of 24s 6 t 6 32s, where t = 0s coincides with the onset of wave generation. All
the data presented below were sampled within this range and must, therefore, be
independent of any small spurious effects arising at the downstream boundary.
5.12.1 Spatial Water Surface Profiles
Figures 5.13, 5.14, 5.15 and 5.16 concern spatial water surface profiles in the vicin-
ity of the submerged breakwaters, providing comparisons between the laboratory
data and the BEM model predictions for the four crest widths of B = 1.5cm, 35cm,
70cm and 105cm respectively. In each case, comparisons are provided for four dif-
ferent times, corresponding to different phases of the wave cycle, and for all three
incident wave cases. In addition, spatial profiles calculated without the structures
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Figure 5.12: Incident water surface elevations, η(t), 13.95m downstream of the gen-
erating wave paddle: (a) linear, (b) weakly nonlinear and (c) nonlinear wave cases.
o Experimental measurements and BEM.
present are also plotted to indicate the influence of the submerged breakwaters on
the water surface. In each of these figures it is clear that the BEM model compares
very favourably with the experimental measurements.
Given the relative submergence of ds/d = 0.5, it is to be expected that the
breakwater with the smallest crest width (B = 1.5cm in Figure 5.13) has a neg-
ligible influence on the surface profile. However, with increasing crest width, the
influence of the submerged structure becomes clear: the steepening of the wave
profile and the decrease in the phase velocity being clearly noted, particularly in
Figures 5.14(f), 5.15(f) and 5.16(f). In comparing these cases the decrease in the
phase velocity is of the order of 15%. This latter value does not appear to be
strongly dependent upon the incident wave steepness, and is surprisingly consis-
tent for the largest three breakwaters (B = 35cm, 70cm and 105cm). In contrast,
the wave steepness continues to increase with the breakwater crest width. This,
in turn, indicates that the shallower water over the structure introduces signifi-
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Figure 5.13: The spatial surface elevation, η(x), in the vicinity of a submerged break-
water of crest width B = 1.5cm. Experimental measurements, BEM pre-
dictions without a structure and BEM predictions with a structure. (Note: the
dashed lines indicate the extent of the breakwater).
cant nonlinearity. Indeed, Eldeberky & Battjes (1994) state that this increased
nonlinearity in the shallower region, above the submerged breakwater, amplifies
the bound harmonics. These are then released as free waves downstream of the
breakwater where the water depth once again increases and the nonlinearity must
necessarily reduce.
5.12.2 Harmonic Generation
In order to calculate the harmonic generation produced by each of the four break-
water cases, a Fast Fourier Transform (FFT) of the water surface elevation, η(t),
was used to define the amplitude spectrum at each wave gauge location. Having
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Figure 5.14: The spatial surface elevation, η(x), in the vicinity of a submerged break-
water of crest width B = 35cm. Experimental measurements, BEM pre-
dictions without a structure and BEM predictions with a structure. (Note: the
dashed lines indicate the extent of the breakwater).
isolated each harmonic, the spatial evolution of the harmonic amplitudes can be
deduced and this is presented in Figures 5.17, 5.18, 5.19 and 5.20 corresponding
to breakwater crest widths of B = 1.5cm, 35cm, 70cm and 105cm respectively.
Each figure describes the spatial evolution of the first four harmonic amplitudes
present in the experimental measurements and in the BEM model predictions;
with data provided for each of the three wave cases. For comparative purposes a
similar analysis is also undertaken for the incident waves (no structure present),
again predicted by the BEM model. In order to facilitate comparisons between
the three wave cases, the vertical axes of the linear and weakly nonlinear cases
are chosen so that the difference between the maximum and minimum values is
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Figure 5.15: The spatial surface elevation, η(x), in the vicinity of a submerged break-
water of crest width B = 70cm. Experimental measurements, BEM pre-
dictions without a structure and BEM predictions with a structure. (Note: the
dashed lines indicate the extent of the breakwater).
identical to that of the corresponding nonlinear case.
With the exception of the results relating to the narrowest breakwater (B =
1.5cm in Figure 5.17), the BEM predictions are in good agreement with the exper-
imental measurements. The poor BEM predictions in the first case (B = 1.5cm)
are due to the relative importance of flow separation; the lengths of the shed vor-
tices being large relative to the breakwater width, B. From visual observations
the diameter of the shed vortex, Dv, was found to be approximately 1.5cm, 3cm
and 4cm for the linear, weakly nonlinear and nonlinear wave cases respectively.
Relative to the breakwater crest width B = 1.5cm, this corresponds to ratios of
Dv/B = 1.0, 2.0 and 2.7 for the three wave cases. Comparatively, the ratios for
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Figure 5.16: The spatial surface elevation, η(x), in the vicinity of a submerged break-
water of crest width B = 105cm. Experimental measurements, BEM pre-
dictions without a structure and BEM predictions with a structure. (Note: the
dashed lines indicate the extent of the breakwater).
the next widest breakwater, B = 35cm in Figure 5.18, are significantly smaller at
Dv/B = 0.04, 0.09 and 0.11. The practical consequences of this is that, as far as
the overlying waves are concerned, the shedding of vortices significantly increases
the effective crest width of the narrowest breakwater. Furthermore, vortices are
shed both upstream and downstream of the structure; the former caused by the
negative velocities occurring beneath a wave trough and the latter the positive ve-
locities beneath a wave crest. This results in a moving obstacle, the effective size
of which is larger than the physical breakwater. The BEM model is based upon
an inviscid irrotational formulation and so does not model flow separation. Hence,
the numerical wave-field is only influenced by the stationary, narrower breakwater.
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Figure 5.17: The harmonic generation produced by a submerged breakwater of crest
width B = 1.5cm. Experimental measurements, BEM predictions without a
structure and BEM predictions with a structure. (Note: the dashed lines indicate
the extent of the breakwater).
This accounts for the large discrepancies arising in Figure 5.17.
In all the remaining breakwater cases, the trends of the harmonic generation
are very well described, with reasonable agreement in the absolute magnitude of
the terms involved. Typically, the agreement between the measured and predicted
results improves as the breakwater crest width increases and the steepness of the
incident wave reduces; the latter implying reduced water particle kinematics. This
is to be expected and again reflects the relative importance of flow separation and
vortex shedding.
It is also important to note that the good description of the harmonic gener-
ation holds equally well for the third and fourth harmonics as for the first and
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Figure 5.18: The harmonic generation produced by a submerged breakwater of crest
width B = 35cm. Experimental measurements, BEM predictions without a
structure and BEM predictions with a structure. (Note: the dashed lines indicate
the extent of the breakwater).
second harmonics. In part, this arises because of the lack of explicit smoothing or
filtering undertaken in the current BEM formulation and, more generally, reflects
the success of the multiple-flux approach. Indeed, if we contrast the present com-
parisons with those made between the experiments of Driscoll et al. (1992) and
the BEM of Grilli et al. (1989), the most striking difference lies in the accuracy of
the higher harmonic predictions.
With good agreement between the BEM predictions and the experimental mea-
surements in the vicinity of the breakwater, it is possible to take advantage of the
full spatial information (covering the entire domain) generated by the numerical
model. Figures 5.21, 5.22 and 5.23 concern the spatial evolution of the amplitude
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Figure 5.19: The harmonic generation produced by a submerged breakwater of crest
width B = 70cm. Experimental measurements, BEM predictions without a
structure and BEM predictions with a structure. (Note: the dashed lines indicate
the extent of the breakwater).
of the first three harmonics in the linear and nonlinear wave cases for submerged
breakwaters with crest widths of B = 35cm, 70cm and 105cm respectively.
Figures 5.21(a)(b), 5.22(a)(b) and 5.23(a)(b) concern the amplitude of the first
harmonic. Upstream of the breakwater (x 6 13.35m) there is a marked contrast
between the constant amplitude describing the incident waves in the absence of the
breakwater and the fluctuating amplitude predicted with the breakwater present;
the latter defining the partial standing wave that forms due to the constructive
and destructive interference between the incident and reflected waves. In con-
trast, the second and third harmonic amplitudes (Figures 5.21(c)–(f), 5.22(c)–(f)
and 5.23(c)–(f)) within this same upstream region show no significant variation
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Figure 5.20: The harmonic generation produced by a submerged breakwater of crest
width B = 105cm. Experimental measurements, BEM predictions without a
structure and BEM predictions with a structure. (Note: the dashed lines indicate
the extent of the breakwater).
between the data generated with and without the breakwater in place. This sug-
gests that wave reflection from a submerged breakwater is dominated by the first
harmonic motion. This, in turn, explains the accurate prediction of the reflection
coefficient, Kr, by linear theory reported by several authors including Driscoll
et al. (1992) and Rey et al. (1992).
Downstream of the breakwater (x > 14.4m) the data presented in Figures 5.21,
5.22 and 5.23 highlight the importance of the nonlinearity of the incident waves
and the subsequent wave interactions in respect of wave transmission and, partic-
ularly, the nature of the harmonic generation. For example, comparisons between
the linear and nonlinear wave cases identify significant differences in the ampli-
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Figure 5.21: Harmonic evolution throughout the entire computational domain.
BEM predictions of the incident wave (no structure), BEM predictions with
a submerged breakwater of crest width B = 35cm. (Note: the dashed lines indicate the
extent of the breakwater).
tudes of the harmonics; the effect being particularly marked in respect of the first
harmonic. In the linear wave case (Figures 5.21(a), 5.22(a) and 5.23(a)) the ampli-
tude of the first harmonic remains constant and approximately equal to its value
in the incident waves measured in the absence of the breakwater. In contrast, in
the nonlinear wave case the amplitude of the first harmonic exhibits significant
modulation relative to the data recorded with no structure present. Furthermore,
in both the linear and nonlinear wave cases, Figures 5.21, 5.22 and 5.23 describe
a marked increase in the amplitude of the second and third harmonics relative
to the incident wave conditions; the amplitudes of these harmonics fluctuating
with distance downstream of the breakwater. This latter effect arises because of
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Figure 5.22: Harmonic evolution throughout the entire computational domain.
BEM predictions of the incident wave (no structure), BEM predictions with
a submerged breakwater of crest width B = 70cm. (Note: the dashed lines indicate the
extent of the breakwater).
the interaction (constructive and destructive interference) between the free and
bound waves arising at each harmonic; the two components having different wave
numbers and hence different phase velocities.
The first and second harmonic interactions were first described in a second-
order theory proposed by Massel (1983). The present results are in broad agree-
ment with this theory. However, with the BEM calculations retaining the full
nonlinearity of the problem, there are also some important differences. Based
upon second-order wave interactions, Massel (1983) defined the spatial variation
or beat length of the first and second harmonics as
Lt =
2pi
k(2) − 2k(1) , (5.2)
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Figure 5.23: Harmonic evolution throughout the entire computational domain.
BEM predictions of the incident wave (no structure), BEM predictions with
a submerged breakwater of crest width B = 105cm. (Note: the dashed lines indicate
the extent of the breakwater).
where k(1) and k(2) are the wave numbers of the first and second free harmonics
respectively, with k(2) > k(1). Within the present study, the constant incident
wave period (T = 1.23s) defines Lt = 1.23m for all cases. Using the results of
the BEM calculations, the beat lengths for each of the first three harmonics are
presented in Table 5.5. In the linear wave case, the beat length of the second
harmonic (L
(2)
t ) is in very good agreement with that predicted by Massel (1983).
However, with an increase in the incident wave steepness the weakly nonlinear and
nonlinear wave cases produce beat lengths that are approximately 11% and 23%
greater than the value predicted by equation (5.2).
The data presented in Table 5.5 also show that for each incident wave steepness,
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Case Linear Weakly nonlinear Nonlinear
B [cm] 35 70 105 35 70 105 35 70 105
L
(1)
t [m] - - - 1.350 1.400 1.450 1.550 1.550 1.500
L
(2)
t [m] 1.217 1.225 1.225 1.375 1.375 1.375 1.525 1.550 1.550
L
(3)
t [m] - - - 1.400 1.350 1.350 1.525 1.525 1.500
Table 5.5: Oscillation beat lengths calculated by the BEM model for the three wave
cases and different breakwater crest widths (Note: the superscript of Lt indicates the
harmonic involved).
the beat lengths associated with each of the first three harmonics are remarkably
similar. An explanation for this lies in the nature of the harmonic generation
(Massel, 1983) and the form of the wave interactions (Longuet-Higgins & Stewart,
1960); the combination of the two providing evidence as to which interactions be-
come dominant. When regular waves propagate over a submerged breakwater, the
amplitudes of the bound higher harmonic waves increase, contributing to the wave
steepening observed in Figures 5.14, 5.15 and 5.16. When the waves propagate
off the breakwaters, some proportion of these higher harmonic waves are shed as
freely propagating waves; hence the notion of harmonic generation. The down-
stream wave-field therefore consists of a freely propagating first harmonic (ω(1),
k(1)), its associated bound harmonics, (2ω(1), 2k(1)), (3ω(1), 3k(1)) etc., and the
newly generated free waves (ω(2), k(2)),(ω(3), k(3)) etc.; the accompanying notation
describing the (wave frequency, wave number) and the superscript denoting the
harmonic concerned such that ω(2) = 2ω(1) and ω(3) = 3ω(1).
In describing the first harmonic, the amplitude fluctuation is due to the inter-
action between the freely propagating wave (ω(1), k(1)) and a bound first harmonic;
the latter representing the frequency difference terms arising from the interaction
of the first and second harmonic free waves (ω(2) − ω(1), k(2) − k(1)). Having de-
fined the waves involved, the beat length, Lt, is given by 2pi/∆k, where ∆k is the
difference in the wave numbers of the interacting waves. In the case of the first
harmonic, ∆k = (k(2) − k(1)) − k(1) and hence L(1)t is defined by equation (5.2).
In addressing the second harmonic, the key interactions concern the freely propa-
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gating second harmonic (ω(2), k(2)) and the bound second harmonic resulting from
the self-interaction (or Stokes term) involving what is essentially a frequency sum
term (ω(1) + ω(1), k(1) + k(1)). In this case, the relevant ∆k = k(2) − 2k(1) and
the beat length L
(2)
t is again defined by equation (5.2). In considering the third
harmonic, the problem becomes more complicated because of the number of pos-
sible interactions. However, having considered the size of the terms involved and
the data presented in Table 5.5, it appears that the dominant interaction involves
two bound waves travelling at different velocities. The first of these is the third
harmonic Stokes wave (3ω(1), 3k(1)) and the second is a frequency-sum term aris-
ing from the interaction of the first and second harmonic free waves (ω(1) + ω(2),
k(1) + k(2)). In this case ∆k = (k(1) + k(2)) − 3k(1) with L(3)t again defined by
equation (5.2).
In seeking to describe the origins of the amplitude modulations, it is interesting
to note that whilst the first harmonic involves the interactions with a frequency
difference term, the second and third harmonics involve interactions with fre-
quency sum terms. Since sum and difference terms are typically out of phase,
the amplitude modulation of the first harmonic should be 180◦ out of phase with
the amplitude modulation of the second and third. The data presented in Fig-
ures 5.21, 5.22 and 5.23 describes exactly this trend; the relative phasing of the
amplitude modulations being completely independent of the breakwater width, B.
5.13 Conclusions
The present study has considered the propagation of regular waves of varying
steepness over submerged rectangular breakwaters of varying crest width and has
provided comparisons between laboratory observations and fully nonlinear nu-
merical calculations based upon a multiple-flux boundary element method. These
comparisons demonstrate that with an effective treatment of the corner problem,
based on the concept of multiple fluxes, very good agreement with the labora-
tory observations can be achieved. Most importantly, there is no need for explicit
smoothing, filtering or re-gridding and there is no ambiguity concerning the gen-
eration of higher harmonic wave components downstream of the breakwater.
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For the cases considered both the experimental measurements and the numeri-
cal calculations confirm that the reflection of waves from a submerged breakwater
is fundamentally linear, even if the incident waves are nonlinear. This result is
consistent with earlier work in which laboratory observations were shown to be
in good agreement with reflection calculations based on linear theory; suggesting
that the latter is appropriate to engineering calculations.
In contrast, the wave profile evolving over the breakwaters undergoes signif-
icant steepening and nonlinear amplification, with the maximum crest elevation
increased by as much as 25%. Likewise, the transmission of waves from the down-
stream side of the breakwaters is also highly nonlinear, both in terms of the gen-
eration of freely propagating wave harmonics and the interaction between the free
and bound wave components; the latter leading to significant amplitude modula-
tion affecting all the harmonic components. Comparisons between these results
and the second-order model of Massel (1983) confirm that his estimate of the beat
length, or the spatial scale of the amplitude modulation, is broadly correct but
subject to large variations depending on the nonlinearity of the wave-field. In
contrast to the observed reflections, both the evolution of the wave profile over
the breakwater and the transmission of waves downstream of the breakwater are
highly nonlinear processes and should be modelled accordingly.
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5.14 Chapter Summary
This chapter presented two technical papers, both providing comparisons between
new experimental measurements, relevant analytical theories and the fully non-
linear numerical predictions of the multiple-flux BEM. The first paper considered
the head-on collision of two identical irregular wave groups and compared this
process with a single transient wave group interacting with a vertical wall. The
second paper concerned the interaction of regular waves with rectangular sub-
merged breakwaters. In so doing, the present chapter has:
1. Demonstrated the capability of the multiple-flux BEM to accurately predict
two-dimensional wave structure interaction; this further highlights the suc-
cess of the multiple flux technique in accurately treating the physical-space
BEM corner problem.
2. Confirmed that the reflection of a single two-dimensional irregular wave is,
in the absence of viscous effects, identical to the head-on collision of two
identical transient wave groups.
3. Established that the maximum wave run-up of a highly nonlinear irregular
wave on a vertical wall is more than three times the incident linear amplitude
sum.
4. Determined that the first- and second-order irregular wave theories under-
estimate the maximum water surface elevation arising due to the reflection
of a nonlinear transient wave group by up to 32% and 21% respectively; in
contrast, the present multiple-flux BEM is shown to be within 2% of the
experimental measurements. This highlights the necessity for a fully nonlin-
ear numerical model in order to simulate these highly nonlinear free-surface
effects.
5. Provided further evidence to support the fact that, irrespective of the non-
linearity of the incident wave, the reflection from submerged breakwaters
is a linear phenomenon; allowing the reflection coefficient to be calculated
using first-order theories.
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6. Demonstrated that the water surface profile above a submerged breakwater
undergoes significant steepening and, for the examples considered, experi-
enced a nonlinear amplitude amplification of up to 25%.
7. Indicated that the second-order beat length expression proposed by Massel
(1983) is broadly correct, but subject to variations that are dependent on
the nonlinearly of the wave field.
8. Illustrated that if no explicit smoothing, filtering, re-gridding or redistribu-
tion of the surface nodes is undertaken, there is no ambiguity concerning the
generation of the higher harmonics in the transmitted wave field downstream
of a submerged breakwater.
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6Description of the Three-dimensional
Boundary Element Method
Chapters 4 and 5 demonstrated the success of the two-dimensional Boundary
Element Method (BEM). Whilst this is important from an academic perspective
and provides a very good testing environment for any numerical model, it is rare
to find phenomena in the open ocean that are truly unidirectional. Therefore, in
order to simulate realistic sea states and the resulting wave-structure interaction,
it is necessary to develop a three-dimensional numerical model.
6.1 Chapter Overview
The chapter consists of one technical paper that describes and validates the three-
dimensional BEM developed during the present study. Whilst the two- and three-
dimensional codes follow the same physical principles, the code becomes signifi-
cantly more complicated, especially that concerning the gridding of the computa-
tional domain. The mathematical formulation and numerical implementation of
the model are discussed along with wave generation and absorption. The model is
validated by generating directionally-spread focused wave groups and comparing
the numerical predictions with linear and second-order irregular theories as well
as the experimental measurements of Johannessen & Swan (2001).
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Paper 5
A Parallel Boundary Element Method Applied to the
Description of Surface Water Waves
Abstract
This paper concerns the mathematical formulation, numerical implementation and
validation of a fully nonlinear Boundary Element Method (BEM) as applied to
the description of surface water waves. The present model is loosely based on
the multiple-flux BEM of Hague (2006); the latter being constrained to small
numerical domains with poor spatial resolution on account of prohibitively long
computational run times. Consequently, in order to simulate physically realistic
hydrodynamic problems within feasible time scales, the present BEM is executed
in parallel within a distributed computing environment. This provides a significant
decrease in computational run time.
The parallel BEM is validated by investigating directionally-spread transient
waves groups; comparisons being provided with both analytic theories and the
experimental measurements of Johannessen & Swan (2001). Both narrow- and
broad-banded frequency spectra are employed and a range of nonlinearity consid-
ered. Very good agreement is demonstrated in respect of all the cases considered.
6.2 Introduction
Following the original application of the boundary integral equation to the descrip-
tion of surface water waves (Longuet-Higgins & Cokelet, 1976), the method has
been the focus of much attention. Early work built on the success of the original
paper by using a Cauchy integral approach that involved conformal mapping in
the complex plane (Dold & Peregrine, 1984). Whilst this approach is accurate
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and computationally efficient, it can only be applied to two-dimensional simula-
tions because it is formulated in complex space. Therefore, several authors (most
notably Grilli et al., 2001; Xue et al., 2001; Fochesato et al., 2007) have developed
physical space boundary integral methods based on Green’s second identity. Al-
though these solutions can be extended to three dimensions, they have distinct
disadvantages. First, they must overcome the so-called corner problem, which
occurs due to ill-defined fluxes at geometric discontinuities located at corners or
edges of a computational domain1. Second, on account of the formulation, storage
and solution of a large and dense influence matrix at every time step, the method
is extremely computationally intensive.
As far as the corner problem is concerned, three approaches are employed
within the literature. The first concerns multiple nodes placed at the corners or
edges of the computational domain. This is by far the most common approach
having been adopted by Grilli & Svendsen (1990), Xue et al. (2001), Grilli et al.
(2001) and Fochesato et al. (2007). The second utilises discontinuous elements
that shift corner or edge nodes away from the geometric discontinuity (Hamano
et al., 2003). Finally, the third employs the multiple-flux approach of Brebbia &
Dominguez (1992). This uses only a single node at the corner or edges, but is
capable of considering all of the associated fluxes at that location (Hague & Swan,
2009). Using two-dimensional or unidirectional waves, Hague & Swan (2009) in-
vestigated the energy conservation of these different approaches based upon the
simulation of a large amplitude standing wave. Using these results they deter-
mined that the average rate of change of energy for the discontinuous elements
and the double-nodes was respectively 1.3 and 2.5 times as large as that arising
using the multiple-flux technique. Furthermore, the multiple-flux approach does
not require any type of explicit filtering, smoothing or re-gridding of the water sur-
face. Consequently, the multiple-flux approach has been employed in the present
three-dimensional model.
In respect of the prohibitively long execution times associated with the influ-
ence matrix, there are various methods by which the computational efficiency of
a BEM can be increased. These range from algorithm advancements to the use
1Further discussion of this is provided in § 3.3 and Appendix B
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of distributed computing. The method of domain decomposition is employed by
Bai & Eatock-Taylor (2007) and is explained further in Trevelyan (1994). The
domain decomposition method reduces the computational effort by splitting a
large BEM domain into a number of smaller sub-domains. The Fast Multipole
Method (FMM), which was developed by Greengard & Rokhlin (1987), can con-
siderably reduce the computational effort (Yan et al., 2006). This method reduces
the computational effort of forming and storing the influence matrix from O(N2)
to a minimum O(N), where N is the number of nodal points, and has been suc-
cessfully employed in the simulation of surface water waves by Fochesato et al.
(2007).
The numerical program introduced in the present study investigates a different
approach to increasing the time efficiency: the development of a parallel algorithm.
The use of High Performance Computing (HPC) assists the solution of the problem
whilst maintaining full accuracy for a known computational effort. The method
chosen for improving the run time of the following work is a novel matrix decompo-
sition method which distributes the computational effort of matrix formation over
a number of processes in a distributed computing environment. This approach has
not been previously developed for a BEM model applied to surface water waves
and a detailed description of the parallel algorithm is given by Archibald et al.
(2009).
This paper continues with the mathematical formulation and numerical imple-
mentation of the parallel BEM presented in § 6.3 and § 6.4 respectively. Validation
of the model is presented in § 6.5 and conclusions drawn in § 6.6.
6.3 Mathematical Formulation
6.3.1 Governing Equations
With the fluid assumed to be incompressible and inviscid and the flow irrotational,
mass continuity is defined by Laplace’s equation and must be satisfied throughout
the fluid domain, Ω,
∇2φ = 0, (6.1)
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where φ(x, y, z, t) is the velocity potential; the latter being defined such that the
velocity field is given by v = (u, v, w) = ∇φ, where (x, y) are the horizontal
coordinates and z is measured vertically upwards from the still water level. A
fundamental solution to Laplace’s equation (6.1) is provided by Green’s function
in three dimensions, G (r) = 1/ (4pir), where r = |xp − xq| with xp = (xp, yp, zp)
and xq = (xq, yq, zq) the source and evaluation points on the boundary respectively.
The dimensionality is reduced by one on applying Green’s second identity and the
boundary integral equation results
αpφp +
∫
Γ
φ
∂G
∂n
dΓ =
∫
Γ
G
∂φ
∂n
dΓ , (6.2)
where n corresponds to the coordinate in the direction of the unit outward normal,
n, Γ defines the boundary of the domain, and αp is the interior solid angle of the
boundary at the source point; the latter calculated using a rigid mode technique
(Becker, 1992).
6.3.2 Free Surface Boundary Conditions
The water surface must satisfy the fully nonlinear kinematic and dynamic free
surface boundary conditions. In the semi-Lagrangian frame of reference these are
given by
δη
δt
=
∂φ
∂z
− ∂φ
∂x
∂η
∂x
− ∂φ
∂y
∂η
∂y
, (6.3)
δφ
δt
= −gη − 1
2
[(
∂φ
∂x
)2
+
(
∂φ
∂y
)2
+
(
∂φ
∂z
)2 ]
+
∂φ
∂z
(
∂φ
∂z
− ∂φ
∂x
∂η
∂x
− ∂φ
∂y
∂η
∂y
)
, (6.4)
respectively, where δ/δt = ∂/∂t + w∂/∂z denoting a time derivative in the semi-
Lagrangian frame and η(x, t) is the water surface elevation. In a fully-Lagrangian
approach, these boundary conditions are expressed as
Dx
Dt
= v , (6.5)
Dφ
Dt
= −gη + 1
2
[(
∂φ
∂x
)2
+
(
∂φ
∂y
)2
+
(
∂φ
∂z
)2 ]
, (6.6)
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where D is the material derivative following the fluid, such that D/Dt = ∂/∂t +
u∂/∂x + v∂/∂y + w∂/∂z and x = (x, y, z). As the right-hand sides of equa-
tions (6.3)–(6.6) are independent of time, they can be treated as ordinary dif-
ferential equations and integrated to obtain values of x and φ at a subsequent
time step. However, this requires values of the surface velocities (u = ∂φ/∂x,
v = ∂φ/∂y and w = ∂φ/∂z) and, for the semi-Lagrangian frame of reference, the
surface gradients (∂η/∂x and ∂η/∂y). These are related to the velocity potential,
φ, and the potential flux, ∂φ/∂n. For any given boundary, only one of these quan-
tities is known leaving the other to be determined by solving the boundary integral
equation (6.2). The following section will describe the numerical implementation
of the BEM appropriate to these calculations.
6.4 Numerical Implementation
The first step of a physical boundary element approach is the definition of a
computational domain, commonly referred to as a Numerical Wave Tank (NWT).
This domain is formed from several boundaries, all of which are assigned a set of
conditions that can evolve with time.
6.4.1 Boundary Conditions
The present BEM employs mixed boundary conditions, consisting of Neumann
conditions (prescribed ∂φ/∂n) on the bed, left, right, front and back boundaries
(Γb, Γl, Γr, Γfront and Γback respectively) and a Dirichlet condition (prescribed φ)
on the water surface (Γs). Further details of the computational domain and the
notation employed are given on Figure 6.1.
Taking each of the boundaries in turn:
(a) The left boundary, Γl, is defined as a semi-Lagrangian input boundary, along
which the nodes are free to move vertically, but not horizontally. The semi-
Lagrangian input requires the prescription of the horizontal velocity from an
appropriate analytical wave theory depending on the type of waves specified
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Figure 6.1: Schematic of the three-dimensional BEM domain.
(see § 6.4.8). For all simulations, the water waves are generated at this
boundary.
(b) On the bed, Γb, a zero flux condition is imposed,
∂φ
∂n
= 0, modelling an
impermeable sea bed.
(c) On the back boundary, Γback, a zero flux condition is often employed to
model an impermeable wall. The reflective properties of this wall allow the
user to benefit from physical processes that are symmetric and, in so doing,
reduce the computational run time.
(d) On the front boundary, Γfront, one of two conditions is applied. First, a
zero flux condition can be enforced to simulate a vertical wall. Second,
analytical velocities can be used to generate waves as in (a). Typically, the
former is employed for unidirectional simulations and the latter is utilised
for modelling directional sea states.
(e) On the right boundary, Γr, several conditions may apply depending on the
details of the problem in hand. Principally, either a zero flux condition is
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enforced to model an impermeable wall or a radiation condition is employed
to simulate an open ocean interface. This boundary is commonly required
to remove the energy introduced by the wave maker described in (a).
(f) Finally, on the water surface, Γs, a velocity potential of φ = 0 is initially pre-
scribed to model still water. The velocity potential then evolves according to
the fully nonlinear free surface boundary conditions given in equations (6.3)–
(6.6).
6.4.2 Discretisation of the Computational Domain
Once the NWT is formed, the whole computational domain is discretised into
N nodes in order to form M isoparametric, bi-quadratic Lagrange elements. Fig-
ure 6.2 illustrates a bi-quadratic Lagrange element, which is a quadrilateral formed
of 9 nodes that are ordered in an anti-clockwise sense. The difference between the
9-node Lagrange element and the 8-node Serendipity element (Hague, 2006) in-
volves the capability to model an additional bubble mode, in which the central
node is independent of the edge nodes; a schematic illustrating the difference is
given by Beer (2001). This additional central node also significantly increases the
diagonal spatial resolution, and thus the advantage of using Lagrange elements
lies in the ability to resolve very high-frequency waves in all directions. Whilst
it is unlikely that such waves would be generated as part of a realistic spectrum,
they may evolve due to wave-wave or wave-structure interactions; the latter be-
ing typically associated with radial waves that necessitate the increased diagonal
spatial resolution to permit accurate predictions of the water surface elevation.
However, the disadvantages involve longer execution times and additional storage
requirements, both due to the greater number of nodes per element.
Quadratic shape functions are employed to define all parameters associated
with the element, such as the geometry, the velocity potential and the potential
flux. The shape functions are defined in terms of two orthogonal intrinsic coordi-
nates, ξ and ζ, in the m and s directions respectively (see Figure 6.1). The shape
functions, Sk, at node k of the element can be used to describe the variability of
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Figure 6.2: Schematic of a bi-quadratic Lagrange element. The nodes are ordered in
an anti-clockwise sense and the intrinsic variables take values in the range −1 6 ξ 6 1
and −1 6 ζ 6 1.
any function
f (ξ, ζ) =
9∑
k=1
Sk (ξ, ζ) fk , (6.7)
where f can be any of the variables x, y, z, φ or ∂φ/∂n and k represents the node
number.
The shape functions are given by the following expressions:
S1(ξ, ζ) =
1
4
ξ (ξ − 1) ζ (ζ − 1) , (6.8a)
S2(ξ, ζ) =
1
2
(
1− ξ2) ζ (ζ − 1) , (6.8b)
S3(ξ, ζ) =
1
4
ξ (ξ + 1) ζ (ζ − 1) , (6.8c)
S4(ξ, ζ) =
1
2
ξ (ξ + 1)
(
1− ζ2) , (6.8d)
S5(ξ, ζ) =
1
4
ξ (ξ + 1) ζ (ζ + 1) , (6.8e)
S6(ξ, ζ) =
1
2
(
1− ξ2) ζ (ζ + 1) , (6.8f)
S7(ξ, ζ) =
1
4
ξ (ξ − 1) ζ (ζ + 1) , (6.8g)
S8(ξ, ζ) =
1
2
ξ (ξ − 1) (1− ζ2) , (6.8h)
S9(ξ, ζ) =
(
1− ξ2) (1− ζ2) , (6.8i)
where the intrinsic variables take values in the range−1 6 ξ 6 1 and−1 6 ζ 6 1.
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By employing these shape functions, equation (6.2) can be rewritten in its discre-
tised form
αpφp +
M∑
j=1
9∑
k=1
φk
∫
ζj
∫
ξj
Sk(ξ, ζ)
∂G
∂n
J(ξ, ζ) dξ dζ
=
M∑
j=1
9∑
k=1
∂φk
∂n
∫
ζj
∫
ξj
Sk(ξ, ζ)GJ(ξ, ζ) dξ dζ , (6.9)
where j represents the element number and the Jacobian of transformation, J(ξ, ζ),
is expressed as
J(ξ, ζ) =
∣∣∣∣∂x∂ξ × ∂x∂ζ
∣∣∣∣ . (6.10)
The derivatives of any function, f , with respect to ξ and ζ are calculated by
∂f
∂ξ
=
9∑
k=1
∂Sk(ξ, ζ)
∂ξ
fk and
∂f
∂ζ
=
9∑
k=1
∂Sk(ξ, ζ)
∂ζ
fk (6.11)
where the shape function derivatives are simply the partial derivatives of equa-
tions (6.8a) to (6.8i).
The two double summations given in equation (6.9) can be rewritten as
M∑
j=1
9∑
k=1
φk
∫
ζj
∫
ξj
Sk(ξ, ζ)
∂G
∂n
J(ξ, ζ) dξ dζ =
M∑
j=1
hj ·φj , (6.12)
M∑
j=1
9∑
k=1
∂φk
∂n
∫
ζj
∫
ξj
Sk(ξ, ζ)GJ(ξ, ζ) dξ dζ =
M∑
j=1
gj ·
∂φ
∂n
∣∣∣∣
j
, (6.13)
where φj and
∂φ
∂n
∣∣
j
are column vectors of size (9 × 1) and contain the velocity
potential and potential flux for all 9 nodes of element j. Similarly, hj and gj are
row vectors of size (1×9) for each element j and contain evaluations of the double
integrals ∫
ζj
∫
ξj
Sk(ξ, ζ)
∂G
∂n
J(ξ, ζ) dξ dζ (6.14)
and ∫
ζj
∫
ξj
Sk(ξ, ζ)GJ(ξ, ζ) dξ dζ, (6.15)
respectively. The vectors hj and gj are inserted into larger arrays, Ĥ and G
respectively, such that equation (6.9) becomes
αpφp + ĤΦ = GΦn , (6.16)
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where Φ and Φn are column vectors containing the velocity potentials and potential
fluxes respectively of all the nodes of the computational domain. On applying the
rigid mode technique (Becker, 1992) the equation is simplified to
HΦ = GΦn , (6.17)
where the diagonal entries of the matrix H have absorbed the coefficient αp.
The present three-dimensional BEM employs the multiple-flux technique of
Dominguez (1993) in order to overcome the problems associated with the geometric
discontinuities at the corners and edges of the computational domain (see § 6.2).
As multiple fluxes are specified at every position where elements meet, whether
smooth or discontinuous, the G matrix is of size (N × 9M) and the vector Φn is
of size (9M × 1).
With mixed boundary conditions employed within the BEM, not all of Φ and
Φn are known. Therefore, by re-arranging equation (6.17) such that all the known
values are located on the right hand side leaving the unknown values on the left
hand side, the traditional linear system of equations can be formed
Ax = b , (6.18)
where A is the influence matrix, x contains all the unknown variables and b is
the vector determined by the matrix-vector product of the known quantities. The
rearranging of this linear system of equations is described by Dominguez (1993)
and an identical approach is adopted herein2.
With the re-arrangement complete, the unknown vector, x, is calculated by
the GMRES iterative solver (Saad & Schultz, 1986) with a Jacobi preconditioner
(Barrett et al., 1994; Trefethen & Bau III, 1997), as outlined in Appendix A. Once
x is determined, the values for the velocity potential and potential flux are known
along the whole boundary, Γ.
6.4.3 Reducing Memory Storage Requirements
The memory storage requirements for the code, as described above, are consider-
able. In this form the code requires the storage of two large matrices H and G
2See Appendix B for further details.
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(see § 6.4.2). The former has size (N ×N) and the latter (N × 9M), which is an
inherent characteristic of the multiple-flux technique.
As described in § 6.4.2, equation (6.17) is transferred into equation (6.18) by
swapping all the known values to the right hand side and the unknown values to
the left hand side. Therefore, after the swapping procedure the influence matrix
A is stored in the same address space as matrix H. As all elements of the densely
populated matrix A are required to solve for the unknown vector x, it is not
possible to reduce the storage required by altering matrices H or A.
However, as only vector b is required on the right hand side of equation (6.18),
it is possible to reduce the storage requirements by altering the method in which
the G matrix is treated. This method does not store the G matrix in full, but
rather one of its rows is calculated and stored as a vector, denoted g. The swapping
procedure is then performed with only the corresponding row in the H matrix.
Following the swapping procedure, the scalar product of the swapped g vector and
the vector of known boundary conditions is calculated, which produces one of the
elements of vector b. The next row of G is then calculated and this overwrites the
previous g vector. Therefore, rather than storing a dense matrix of size (N×9M),
only a vector of size (1 × 9M) is stored. Evidently, this leads to a significant
reduction in storage requirements with ((N − 1) × 9M) less elements stored in
memory. This is essential to allow larger domains to be simulated without being
constrained by the physical memory limit of the computers.
6.4.4 Numerical Integration
The numerical integration of (6.14) and (6.15) is undertaken by two-dimensional
Gauss quadrature, which is given by∫ 1
−1
∫ 1
−1
f(ξ, ζ) dξ dζ =
Nζ∑
m=1
Nξ∑
l=1
f(ξl, ζm)wl wm , (6.19)
where f represents the variable of interest, Nξ and Nζ are the number of Gauss
points in the ξ and ζ intrinsic coordinates respectively, and wl and wm represent
the weighting functions of the gauss coordinates ξl and ζm respectively. A typical
simulation employs Nξ = Nζ = 6 Gaussian integration points, which is consistent
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with Dominguez (1993).
The manipulation required for the numerical integration of (6.14) and (6.15)
varies depending on the relative positions of the source point, p, and the evaluation
point, q; three scenarios arising:
1. p is not in the same element as q
Both of the integrals are non-singular. Therefore, no manipulation is re-
quired and equation (6.19) can be applied directly.
2. p is in the same element as q but not the same node
(a) Considering integral (6.15), with G ∝ 1/r, G approaches infinity as
r → 0. However, since the shape function, Sk, approaches zero, the
product SkG can be evaluated directed using equation (6.19).
(b) Considering integral (6.14), ∂G
∂n
∝ 1/r2, and cannot be evaluated using
equation (6.19). Consequently, some manipulation is required; this is
described below.
3. p is the same node as q
(a) Considering integral (6.15), the shape function no longer approaches
zero, unlike in 2(a), and therefore, some manipulation is required.
Again, this is described below.
(b) Considering integral (6.14), this is implicitly evaluated using the rigid
mode technique, and no numerical integration is required.
In order to evaluate the singular integrals corresponding to scenarios 2(b) and
3(a), the quadrilateral Lagrange element is divided into triangular sub-elements
(Dominguez, 1993). This produces a new set of intrinsic coordinates which are
introduced in order to ensure that the transformation approaches zero at the source
point, p. Once this is achieved, the numerical integration is performed over two,
three or four sub-elements, depending on whether the source point is at a corner
node (k = 1, 3, 5 or 7), at a mid-side node (k = 2, 4, 6 or 8) or in the centre of
the element (k = 9) as illustrated in Figure 6.3.
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Figure 6.3: Schematic illustrating the division of a bi-quadratic Lagrange element into
triangular sub-elements for the quadrature of singular integrals. An example is given
for each of the three types of division required.
The relationships between the new intrinsic coordinates of the triangular sub-
elements, ξ˜ and ζ˜, with the existing coordinates, ξ and ζ are given by
ξ =
3∑
n=1
S˜n(ξ˜, ζ˜)ξk(n) and ζ =
3∑
n=1
S˜n(ξ˜, ζ˜)ζk(n) , (6.20)
where k(n) represents the node number, k, within the element that is associated
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with the local sub-element node number n. The values for k(n) are presented in
Table 6.1.
p at sub-element 1 sub-element 2 sub-element 3 sub-element 4
node k(1) k(2) k(3) k(1) k(2) k(3) k(1) k(2) k(3) k(1) k(2) k(3)
1 3 5 1 5 7 1 - - - - - -
2 7 1 2 3 5 2 5 7 2 - - -
3 5 7 3 7 1 3 - - - - - -
4 1 3 4 5 7 4 7 1 4 - - -
5 1 3 5 7 1 5 - - - - - -
6 7 1 6 3 5 6 1 3 6 - - -
7 1 3 7 3 5 7 - - - - - -
8 1 3 8 5 7 8 3 5 8 - - -
9 1 3 9 3 5 9 5 7 9 7 1 9
Table 6.1: Nodal numbers k(n) forming local nodes n for sub-elements
The triangular shape functions of the sub-elements, S˜(ξ˜, ζ˜), are expressed as
S˜1(ξ˜, ζ˜) =
1
4
(1 + ξ˜)(1− ζ˜) ,
S˜2(ξ˜, ζ˜) =
1
4
(1 + ξ˜)(1 + ζ˜)
S˜3(ξ˜, ζ˜) =
1
2
(1− ξ˜), (6.21)
and the Jacobian of transformation from the original intrinsic coordinates, (ξ, ζ),
to the triangular intrinsic coordinates, (ξ˜, ζ˜) is defined as
J˜(ξ˜, ζ˜) =
∂ξ
∂ξ˜
∂ζ
∂ζ˜
− ∂ζ
∂ξ˜
∂ξ
∂ζ˜
, (6.22)
with the derivatives given by
∂f
∂ξ˜
=
3∑
n=1
∂S˜n(ξ˜, ζ˜)
∂ξ˜
fk(n) and
∂f
∂ζ˜
=
3∑
n=1
∂S˜n(ξ˜, ζ˜)
∂ζ˜
fk(n) (6.23)
where f can represent either ξ or ζ. Integrals (6.14) and (6.15) can subsequently
be rewritten as
NS∑
i=1
∫ 1
−1
∫ 1
−1
Sk(ξ˜, ζ˜)
∂G
∂n
J˜(ξ˜, ζ˜) J(ξ˜, ζ˜) dξ˜ dζ˜ (6.24)
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and
NS∑
i=1
∫ 1
−1
∫ 1
−1
Sk(ξ˜, ζ˜)G J˜(ξ˜, ζ˜) J(ξ˜, ζ˜) dξ˜ dζ˜ (6.25)
respectively, where NS is the number of triangular sub-elements, which is either
two, three or four. These integrals are now non-singular and can be evaluated
using normal two-dimensional Gauss quadrature following equation (6.19).
6.4.5 Calculation of Velocities and Surface Gradients
The fully nonlinear free surface boundary conditions, equations (6.3)–(6.6), require
calculation of the velocities, u = ∂φ/∂x, v = ∂φ/∂y and w = ∂φ/∂z. Further-
more, the velocities are also calculated at the elements that form the sides of the
computational domain (Γl, Γr, Γfront and Γback). This is to prevent these elements
from undergoing excessive stretching and compressing due to the movement of the
free surface nodes. For a three-dimensional BEM, the velocities are given by
∂φ
∂x
=
∂φ
∂s
cos θs cosαs +
∂φ
∂m
cos θm cosαm +
∂φ
∂n
cos θn cosαn ,
∂φ
∂y
=
∂φ
∂s
cos θs sinαs +
∂φ
∂m
cos θm sinαm +
∂φ
∂n
cos θn sinαn ,
∂φ
∂z
=
∂φ
∂s
sin θs +
∂φ
∂m
sin θm +
∂φ
∂n
sin θn , (6.26)
where θs, θm and θn are the angles made by the unit vectors s, m and n to
the (flat) plane in which the element is described and αs, αm and αn are the
azimuthal angles. Figure 6.4 illustrates an example of the geometry of these unit
vectors and angles. The outward normal potential flux, ∂φ/∂n, is either specified
as a boundary condition or is calculated by solving the linear system of equations.
The tangential velocities are given by
∂φ
∂s
=
∂φ
∂ξ
(
1
∂s/∂ξ
)
and
∂φ
∂m
=
∂φ
∂ζ
(
1
∂m/∂ζ
)
, (6.27)
where
∂s
∂ξ
=
√(
∂x
∂ξ
)2
+
(
∂y
∂ξ
)2
+
(
∂z
∂ξ
)2
,
∂m
∂ζ
=
√(
∂x
∂ζ
)2
+
(
∂y
∂ζ
)2
+
(
∂z
∂ζ
)2
. (6.28)
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Figure 5.6: Definition sketch of the angles made by the element vectors −→s ,−→m,−→n relative to the
x− y plane. Note that only one of the azimuthal angles, αs, is shown for clarity. The azimuthal
angles αn and αm are defined in exactly the same manner as αs, from the positive x-axis.
to which the element is described, for example in the case of free surface elements the
x− y plane, and αs, αm, αn are the azimuthal angles made by the vectors −→s ,−→m,−→n with
respect to the positive x-axis. The geometry of these vectors and angles is shown in
figure 5.6.
The tangential velocities are calculated by
∂φ
∂s
=
∂φ
∂ξ
(
1
∂s/∂ξ
)
∂φ
∂m
=
∂φ
∂ζ
(
1
∂m/∂ζ
)
, (5.36)
where
∂s
∂ξ
=
√(
∂x
∂ξ
)2
+
(
∂y
∂ξ
)2
+
(
∂z
∂ξ
)2
∂m
∂ζ
=
√(
∂x
∂ζ
)2
+
(
∂y
∂ζ
)2
+
(
∂z
∂ζ
)2
(5.37)
and the derivatives of potential with respect to the intrinsic coordinates are expressed
as
∂φ
∂ξ
=
8∑
k=1
∂Nk(ξ, ζ)
∂ξ
φk (5.38)
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Figure 6.4: Schematic illustrating the notation employed in equation (6.26) that cal-
culates the water surface velocities. An example of a generic element with unit vectors
n, m and s is presented with their zenith and azimuthal angles with respect to the x-y
plane. (Note: The azimuthal angles αn and αm are omitted to preserve the clarity of
the figure; they are, however, defined in a similar manner to αs relative to the positive
x-axis).
In order to improve the continuation of the velocities from one node to another,
a sliding element approach is undertaken. In this approach, a quadrilateral sliding
element moves around each boundary in turn, starting at one corner and shifting
only one node at a time in either x, y or z depending on the boundary in question.
Furthermore, in order to improve the accuracy of the velocity calculation, cubic
Lagrange elements are employed as the sliding elements. This results in a quadratic
variation of the velocities, as their calculation involves the derivatives of the shape
functions. This is consistent with the quadratic, isoparametric Lagrange element
employed to capture the variation of the geometry, velocity potential and potential
flux.
A schematic of the sliding element approach is presented in Figure 6.5. The
sliding element begins with its top left corner at A1, illustrated by the red square
that is representative of the 16-node bi-cubic Lagrange element. It then slides
downwards to the blue element at B1. It continues sliding downwards until it
reaches the green element with its top left corner at F1. At this stage it slides to
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the right to the orange element at F2. It then continues upwards, to the right,
downwards and so on, only shifting one node at a time until it reaches the black
element at A6. Note the significant degree of overlap between the sliding elements
which produces continuous surface gradients and velocities.
The derivatives of a function, f , with respect to the intrinsic coordinates, as
required in equations (6.27) and (6.28), are given by
∂f
∂ξ
=
16∑
k=1
∂Ŝk(ξ, ζ)
∂ξ
fk and
∂f
∂ζ
=
16∑
k=1
∂Ŝk(ξ, ζ)
∂ζ
fk (6.29)
where k is the node number, f can be any of the variables φ, x, y or z and the
shape functions of a quadrilateral, bi-cubic Lagrange element, Ŝk, are expressed
as
Ŝ1(ξ, ζ) = α1(ξ) β1(ζ), Ŝ2(ξ, ζ) = α2(ξ) β1(ζ), (6.30a)
Ŝ3(ξ, ζ) = α3(ξ) β1(ζ), Ŝ4(ξ, ζ) = α4(ξ) β1(ζ), (6.30b)
Ŝ5(ξ, ζ) = α4(ξ) β2(ζ), Ŝ6(ξ, ζ) = α4(ξ) β3(ζ), (6.30c)
Ŝ7(ξ, ζ) = α4(ξ) β4(ζ), Ŝ8(ξ, ζ) = α3(ξ) β4(ζ), (6.30d)
Ŝ9(ξ, ζ) = α2(ξ) β4(ζ), Ŝ10(ξ, ζ) = α1(ξ) β4(ζ), (6.30e)
Ŝ11(ξ, ζ) = α1(ξ) β3(ζ), Ŝ12(ξ, ζ) = α1(ξ) β2(ζ), (6.30f)
Ŝ13(ξ, ζ) = α2(ξ) β2(ζ), Ŝ14(ξ, ζ) = α3(ξ) β2(ζ), (6.30g)
Ŝ15(ξ, ζ) = α3(ξ) β3(ζ), Ŝ16(ξ, ζ) = α2(ξ) β3(ζ), (6.30h)
where
α1(ξ) = −16
9
(
ξ +
1
3
)(
ξ − 1
3
)(
ξ − 1
)
(6.31a)
α2(ξ) =
16
27
(
ξ + 1
)(
ξ − 1
3
)(
ξ − 1
)
(6.31b)
α3(ξ) = −16
27
(
ξ + 1
)(
ξ +
1
3
)(
ξ − 1
)
(6.31c)
α4(ξ) = −16
9
(
ξ + 1
)(
ξ +
1
3
)(
ξ − 1
3
)
(6.31d)
and
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(6.32d)
In a semi-Lagrangian frame of reference the spatial surface gradients, ∂η/∂x
and ∂η/∂y, must also be calculated. As with the velocities, a sliding element
approach is employed and the surface gradients are expressed as
∂η
∂x
=
∂η
∂ξ
(
∂x
∂ξ
)−1
and
∂η
∂y
=
∂η
∂ζ
(
∂y
∂ζ
)−1
, (6.33)
where the derivatives with respect to the intrinsic variables are given by equa-
tion (6.29), for which f is replaced by η.
6.4.6 Time Marching
The mixed Eulerian-Lagrangian time marching is undertaken using an Adams-
Bashforth-Moulton (ABM) method. The Adams-Bashforth predictor step is car-
ried out to fourth-order as follows
y∗n+1 = yn +
∆t
24
(55fn − 59fn−1 + 37fn−2 − 9fn−3) , (6.34)
where ∆t is the time step, and yn and fn are, for example, the geometry coor-
dinates and their temporal derivatives respectively. For the subscript notation,
n represents the current time, t, and n − 1 and n + 1 signify t − ∆t and t + ∆t
respectively.
The Adams-Moulton corrector step employs a fifth-order scheme. This is
judged appropriate because all the required information is available (without fur-
ther calculations) and hence the greatest accuracy is achieved. This is expressed
by
yn+1 = yn +
∆t
720
(
251f ∗n+1 + 646fn − 264fn−1 + 106fn−2 − 19fn−3
)
, (6.34a)
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Figure 6.5: Schematic indicating the movement of the sliding elements used to calculate
the surface gradients and velocities. ◦ Nodes, - - - - - 9-node bi-quadratic Lagrange
elements that are employed to discretise the computational domain, and , ,
, and represent 16-node bi-cubic Lagrange sliding elements.
where f ∗n+1 is f(y
∗
n+1). However, since the ABM method requires information from
three previous time steps, it is necessary to kick-start the model using three steps
of a fourth-order Runge-Kutta integration scheme; the latter being a single step
method, described as follows
yn+1 = yn +
∆t
6
(
k˜1 + 2k˜2 + 2k˜3 + k˜4
)
, (6.35)
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where the derivatives are given by
k˜1 = f(tn, yn), (6.35a)
k˜2 = f
(
tn +
∆t
2
, yn +
∆t
2
k˜1
)
, (6.35b)
k˜3 = f
(
tn +
∆t
2
, yn +
∆t
2
k˜2
)
, (6.35c)
k˜2 = f
(
tn +∆t , yn +∆t k˜3
)
. (6.35d)
It is evident that the Runge-Kutta method requires four evaluations per time step
as opposed to the two necessary for the ABM. As a result, it is more computa-
tionally intensive and only used to kick-start the ABM method.
6.4.7 Parallel Implementation
As mentioned in § 6.2, a significant shortcoming of the physical space BEM is that
it is extremely computationally intensive. It is for this reason that the present
BEM incorporates a parallel matrix decomposition method that distributes the
computational effort over a number of processes in a distributed computing en-
vironment. The complete description of this parallel algorithm is provided by
Archibald et al. (2009). In brief, the slowest part of the serial BEM code was the
formulation of the influence matrix, H, in equation (6.17). This step involves the
numerical integration of equation (6.2), and therefore, represents the core of the
BEM. Consequently, a parallel algorithm was developed to distribute the compu-
tations required for the numerical integration and the subsequent formation of the
influence matrix. This was possible as all the computations required for this step
are independent and it is the embarrassingly parallel3 nature of the integration
scheme that lends its name to the project: Embarrassingly Parallel Integration
Code for Boundary Element Methods (EPIC-BEM).
Archibald et al. (2009) determined that the implementation of EPIC-BEM
with 64 processes can result in computational speeds up to 18 times faster than
3In this context the term embarrassingly parallel is jargon for a problem that requires no
particular effort to segment it into a very large number of parallel tasks, between which there is
no essential dependency or communication (Foster, 1995).
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a purely serial BEM program. The significance of this increased time efficiency
is not solely aimed at reducing execution time. More importantly, it enables an
increase in spatial resolution and an ability to tackle more physically realistic wave
mechanics problems that are not thought feasible with serial BEMs.
6.4.8 Wave Generation
The desired waves are generated by the semi-Lagrangian input boundaries whose
nodes can move freely in the vertical direction but are fixed horizontally. On these
boundaries, the potential fluxes are prescribed by means of analytic velocities as
follows
∂φ
∂n
∣∣∣∣
p
= ua cosαn + va sinαn , (6.36)
where ∂φ
∂n
∣∣
p
is the prescribed potential flux, (ua,va) are the horizontal analytic
velocities, and αn is the azimuthal angle of the normal unit vector with respect to
the x-coordinate (Figure 6.4).
For unidirectional wave simulations, only the left hand boundary, Γl (Fig-
ure 6.1), is employed. For directionally-spread seas, which are investigated in the
present study, both the left, Γl, and the front, Γfront, faces are utilised as semi-
Lagrangian input boundaries (Figure 6.6). The use of both of these boundaries
for wave generation prevents the decrease in water surface elevation observed by
Hague (2006) when only the left boundary, Γl, was used as an input. This re-
duction in the water surface elevation being attributed to diffraction effects; the
discontinuity in the generated crest elevation leading to the diffraction of the wave
field into the so-called shadow region.
Depending on the type of wave form required, there are various kinds of an-
alytic theories for prescribing the input velocities. Solitary waves are generated
using the third-order theory proposed by Fenton (1972). The Stokes’ fifth theory
developed by Fenton (1985) is employed for generating regular waves. Finally,
irregular waves are generated using either Linear Random Wave Theory (LRWT)
or the second-order solution of Sharma & Dean (1981). Generally, the present
BEM simulates directionally-spread wave groups that focus at one point in space
and time. For this specific type of irregular wave, the water surface elevation is
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only steep in the vicinity of the focal event. Given that the input boundaries
are located at some distance from the focal event, LRWT is a valid approxi-
mation and is employed for all simulations in the present study. However, the
second-order solution of Sharma & Dean (1981) can also be employed if the time
efficiency of the algorithm is increased. This is achieved by employing a spectral
priming method in conjunction with a parallel MPI-OpenMP hybrid algorithm as
described by Archibald & Swan (2009). Despite this efficient implementation of
the second-order solution, it still remains computationally intensive and its use
as an alternative to LRWT results in a doubling of the overall computational run
time.
6.4.9 Wave Absorption and Radiation
The wave energy introduced into the computational domain via the input bound-
aries must be removed or absorbed in some manner. There are two common ways
of achieving this; the first involves the use of a passive absorption layer that damps
out the wave motion, and the second employs a Sommerfeld radiation condition
to simulate an open ocean boundary. Alternatively, a third technique that couples
the radiation condition with an absorption layer can also be utilised (Clement,
1996).
Absorption Layer
The absorption layer typically takes the form of a numerical sponge, implemented
at the downstream end of the computational domain in order to dissipate the
incident wave energy and prevent reflections. In effect, this is the numerical coun-
terpart of absorbing sponges employed in laboratory wave flumes and basins.
The absorption layer starts at a given x-coordinate, xs, and has a sponge length
of ls uniformly applied in the y-direction (Figure 6.6). Within the sponge layer, the
present BEM applies the damping coefficient to the dynamic free surface boundary
condition (DFSBC) with the potential flux, ∂φ
∂n
, chosen as the damped variable.
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Figure 6.6: A schematic illustrating the computational domain and highlighting the
input boundaries, the absorption layer and the Sommerfeld radiation condition. (Note:
both the absorption layer and the radiation condition are uniformly applied in the y-
coordinate).
Consequently, within the numerical sponge layer the DFSBC is expressed as
δφ
δt
= −gη − 1
2
[(
∂φ
∂x
)2
+
(
∂φ
∂y
)2
+
(
∂φ
∂z
)2]
+
∂φ
∂z
· δη
δt
− µ∂φ
∂n
, (6.37)
where δ/δt denotes a time derivative in the semi-Lagrangian frame of reference
and µ is the damping coefficient. Adopting a similar expression to that employed
by Clement (1996)
µ = 3β
(
x− xs
ls
)2
− 2β
(
x− xs
ls
)3
, (6.38)
where β is the tuning coefficient typically taken as 0.3.
This type of passive wave absorption provides best results when the sponge
layer is approximately twice the incident wavelength (ls > 2λ). To prevent the
absorption layer from becoming prohibitively large, this approach is most suited
to shorter wavelengths.
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Sommerfeld Radiation Condition
A radiation condition may be employed at the downstream end of the computa-
tional domain to simulate an open ocean boundary that allows waves to propagate
through the NWT unaltered. The Sommerfeld (1949) radiation condition is given
by
∂φ
∂x
= −1
c
∂φ
∂t
, (6.39)
where c is the known phase velocity corresponding to the incident waves. As
the boundary conditions are prescribed for every step prior to the solution of
the boundary integral equation, ∂φ/∂t must be known a priori at the radiation
boundary. However, since the BEM calculates the fully nonlinear water surface
profile, ∂φ/∂t cannot be determined beforehand. Consequently, it is necessary to
utilise information upstream of the radiation boundary from previous time steps.
This results in a modified version of the Sommerfeld (1949) radiation condition
that is expressed as
∂φ
∂x
∣∣∣∣∣
(x,y,t)
= −1
c
∂φ
∂t
∣∣∣∣∣
(xup,y,t−∆t)
, (6.40)
where xup = x − c∆t with (x, y) being the horizontal coordinates of the right-
hand side nodes and ∆t the time step. The value of ∂φ
∂t
at (xup, y) is calculated
by interpolation using the shape functions and for a cuboid domain, ∂φ
∂n
= ∂φ
∂x
on
the right boundary, Γr. Equation (6.40) is applied at all the edge nodes along the
intersection of the water surface, Γs, and the right boundary, Γr. For the remaining
nodes on Γr, an exponential-decay velocity profile based on linear theory is scaled
to match the horizontal velocity at the water surface, equation (6.40), and is then
applied to approximate the radiation condition with depth below the water surface.
Coupled Absorption Layer and Radiation Condition
Applied individually both the absorption layer and the Sommerfeld radiation con-
dition successfully remove the energy associated with an incident monochromatic
wave. However, they are much less effective when applied to a transient wave
group involving a broad range of frequency components. Clement (1996) observed
that the numerical sponge layer was effective at removing energy from the shorter
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wavelengths, while the radiation condition worked best for longer period waves.
Therefore, by coupling both the absorption layer and the radiation condition the
efficiency of removing the energy associated with an irregular wave could be much
improved. Hague (2006) applied the coupled absorption layer and radiation condi-
tion technique to a transient wave group defined by the broad-banded experimental
spectrum of Baldock et al. (1996) and showed that the maximum reflection was
less than 4%. As a result, this combined approach is adopted in the present model
fomulation.
6.5 Model Validation
6.5.1 Test Cases
A series of directionally-spread irregular waves were chosen to validate the ac-
curacy of the present three-dimensional BEM. The spectral parameters of these
irregular waves were chosen to match the laboratory investigations of Johannessen
& Swan (2001), who employed a simplified (or idealised) Tophat spectrum. In this
frequency spectrum the underlying linear wave components are of equal amplitude
and are equally spaced within the period domain. The present study considers two
of the spectral bandwidths investigated by Johannessen & Swan (2001), labelled B
and D. The first concerns a broad-banded spectrum (B) with wave components
defined within the period range 0.6s 6 T 6 1.4s; while the second considers a
narrow-banded spectrum (D) with wave periods in the range 0.8s 6 T 6 1.2s.
These frequency spectra were spread in a range of directions (−45◦ 6 θ 6 45◦)
using the directional distribution of Mitsuyasu (1975)
a(θ) = a0 cos
s θ , (6.41)
where a0 is a normalising coefficient and, for the present validation tests, short-
crested wave fields corresponding to s = 4 were adopted.
Having defined the frequency-direction spectra, it was desirable to investigate
the accuracy of the present BEM as the nonlinearity of the irregular waves in-
creases. This was done by selecting three different values of the linear input
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amplitude sum, A, for both spectral bandwidths, producing six validation cases in
total. The properties of all six wave cases are presented in Table 6.2. The lowest
values of A were chosen to generate linear wave groups, allowing valid compar-
ison to Linear Random Wave Theory (LRWT). These correspond to wave cases
B1 and D1 for the narrow- and broad-banded frequency spectra respectively. On
increasing the input amplitude, weakly nonlinear irregular waves can be produced
that permit comparison to the second-order theory of Sharma & Dean (1981), and
these wave cases are labelled B2 andD2 for the two frequency spectra respectively.
Finally, strongly nonlinear transient wave groups can be investigated by identify-
ing the limiting wave cases, or wave groups that are on the verge of spilling. This
was undertaken in the laboratory by Johannessen & Swan (2001) and the present
strongly nonlinear wave cases B3 and D3 correspond to their wave cases B0478
and D0493; the ‘04’ corresponding to the s-value and the ‘78’ and ‘93’ defining
the input amplitude sum.
Case Akc [-] A [m] Tlow [s] Thigh [s] s [-] d [m] kcd [-]
B1 0.040 0.01 0.6 1.4 4 1.05 4.23
B2 0.121 0.03 0.6 1.4 4 1.05 4.23
B3 0.314 0.078 0.6 1.4 4 1.05 4.23
D1 0.040 0.01 0.8 1.2 4 1.05 4.23
D2 0.161 0.04 0.8 1.2 4 1.05 4.23
D3 0.374 0.093 0.8 1.2 4 1.05 4.23
Table 6.2: Wave parameters for the irregular wave cases.
The computational domain employed within the present BEM was defined with
−4.05m 6 x 6 3m, −2.05m 6 y 6 0m and −1.05m 6 z 6 0m with the spatial
resolution ∆x = ∆y = ∆z = 0.075m. As the mean direction of wave propagation
is aligned with the x-axis, the size of the computational domain benefits from
the symmetry of the simulation, thus y 6 0m; the full width being obtained by
mirroring the water surface elevation to achieve −2.05m 6 y 6 2.05m.
A coupled absorption-radiation condition was applied at the downstream bound-
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Figure 6.7: Water surface elevations for case B1. (a) Time history, η(t), (b) x-spatial
profile, η(x), and (c) y-spatial profile, η(y). LRWT, second-order solution
of Sharma & Dean (1981) and ◦ BEM.
ary to remove the incident wave energy; the final 1m of the domain (2m 6 x 6 3m)
comprising the sponge layer. The wave spectra were discretised with 76 frequency
components and 76 directional components. The computations were commenced
at t0 = −15s with a time step of ∆t = 0.01s for 2001 steps.
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Figure 6.8: Water surface elevations for case B2. (a) Time history, η(t), (b) x-spatial
profile, η(x), and (c) y-spatial profile, η(y). LRWT, second-order solution
of Sharma & Dean (1981) and ◦ BEM.
6.5.2 Numerical Comparisons
Figures 6.7 to 6.12 present the time histories of the water surface elevation, η(t)
and the spatial water surface profiles, η(x) and η(y), for the wave cases B1 to D3
respectively. All figures illustrate the analytic solutions provided by LRWT and
the second-order theory of Sharma & Dean (1981) as well as the fully nonlinear
numerical predictions of the present BEM. In addition, Figures 6.9 and 6.12 present
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Figure 6.9: Water surface elevations for case B3. (a) Time history, η(t), (b) x-spatial
profile, η(x), and (c) y-spatial profile, η(y). LRWT, second-order solution
of Sharma & Dean (1981), ◦ BEM and –+– experimental measurements of Johannessen
& Swan (2001)
the experimental measurements of Johannessen & Swan (2001) for wave cases B3
and D3 respectively. In the experimental measurements of Johannessen & Swan
(2001), η(t) has a high sample rate, whilst η(x) and η(y) are poorly resolved
on account of the low number of wave gauges employed. In order to facilitate
comparisons, in the more nonlinear wave cases, the numerical and experimental
profiles have had their horizontal axis shifted so that the focal event appears at
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Figure 6.10: Water surface elevations for case D1. (a) Time history, η(t), (b) x-spatial
profile, η(x), and (c) y-spatial profile, η(y). LRWT, second-order solution
of Sharma & Dean (1981) and ◦ BEM.
t = 0s and x = 0m. No such shift is required in the y-direction as the surface
profile, η(y), remains symmetric about the x-axis (y = 0m).
In the linear wave cases, B1 and D1 in Figures 6.7 and 6.10 respectively, the
BEM predictions are shown to be in excellent agreement with LRWT. Across all
three water surface profiles (η(t), η(x) and η(y)) the BEM predictions differ from
the linear predicted values by a maximum absolute error of 0.50mm (case B1) and
0.50mm (case D1). When compared to the focused crest elevations, these values
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Figure 6.11: Water surface elevations for case D2. (a) Time history, η(t), (b) x-spatial
profile, η(x), and (c) y-spatial profile, η(y). LRWT, second-order solution
of Sharma & Dean (1981) and ◦ BEM.
correspond to relative errors of 4.96% and 4.95% respectively and almost certainly
represent the onset of some weak nonlinearity.
Similarly, in wave cases B2 and D2 in Figures 6.8 and 6.11 respectively, the
BEM predictions of these weakly nonlinear waves are shown to be in very close
agreement with the second-order model of Sharma & Dean (1981). Most impor-
tantly, within these calculations the BEM predictions show exactly the correct
form of departure from the linearly predicted results; the maximum absolute er-
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Figure 6.12: Water surface elevations for case D3. (a) Time history, η(t), (b) x-spatial
profile, η(x), and (c) y-spatial profile, η(y). LRWT, second-order solution
of Sharma & Dean (1981), ◦ BEM and –+– experimental measurements of Johannessen
& Swan (2001)
rors (and maximum relative errors) in relation to the second-order model being
0.91mm (2.87%) and 2.08mm (4.88%) for the wave cases B2 and D2 respectively.
In the highly nonlinear (near-breaking) wave cases B3 and D3 in Figures 6.9
and 6.12 respectively, the BEM predictions are shown to be in very good agree-
ment with the laboratory observations of Johannessen & Swan (2001). The lab-
oratory observations show marked departures from both linear and second-order
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theory and, for the most part, they are very well reproduced by the BEM predic-
tions. However, with maximum absolute errors (and maximum relative errors) of
10.12mm (11.94%) and 14.63mm (14.95%) for wave cases B3 and D3 respectively,
these values are larger than those arising in the smaller waves (noted above) and it
is clear that there may be some subtle differences in the predicted and observed sur-
face elevations. However, in considering these differences it is important to stress
that Johannessen & Swan (2001) noted that these waves were on the threshold of
wave breaking. Given the difficulty of modelling these waves, both experimentally
and numerically, it is hardly surprising that some discrepancies arise; the most
likely explanation being a small mismatch in the generated input amplitudes, A,
occuring due to the empirical calibration of the wave paddles. Nevertherless, the
overall agreement between the BEM numerical predictions and the experiemntal
measurements are extremely good. Taken as a whole these results demonstrate
the capablity of the present BEM to accurately predict the behaviour of irregu-
lar waves described by different spectral bandwidths, having a large directional
spread, and covering a wide range of wave steepnesses.
6.6 Conclusions
This paper has considered the mathematical formulation, numerical implementa-
tion and validation of a new parallel Boundary Element Method (BEM). The fully
nonlinear numerical program described in the present study employs the multiple-
flux technique of Brebbia & Dominguez (1992) to overcome the so-called corner
problem. This aﬄicts all physical space boundary integral methods and was previ-
ously shown by Hague (2006) to be particularly important in the formulation of a
Numerical Wave Tank. The implementation of a parallel algorithm is essential for
employing large computational domains with high spatial resolution and at the
same time avoiding prohibitively long execution times; the latter being a signif-
icant issue in the application of a serial BEM. The high spatial resolution being
essential in order to investigate realistic nonlinear wave mechanics problems and,
in so doing, providing new physical insight.
The present BEM has been validated by investigating directionally-spread fo-
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cused (or near-focused) irregular wave groups. A range of spectral bandwidths
and wave steepnesses have been simulated and comparisons drawn with both ana-
lytic solutions and the experimental measurements of Johannessen & Swan (2001).
Very good agreement is demonstrated in all intercomparisons.
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6.7 Chapter Summary
This chapter has described and validated the parallel three-dimensional Boundary
Element Method; the validation being based upon directionally-spread transient
wave groups of varying steepness. The numerical predictions were demonstrated
to be in good agreement with linear and second-order irregular wave theories as
well as the experimental measurements of Johannessen & Swan (2001). With the
success of the numerical code in accurately simulating the incident wave field it
is now possible to apply the three-dimensional BEM to problems involving wave-
structure interaction.
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7Three-dimensional Wave-structure
Interaction
Chapter 6 described the new parallel three-dimensional Boundary Element Method
(BEM) and applied it to wave-wave interactions. This is an important step for
assessing the accuracy and potential of any three-dimensional numerical model.
However, from an engineering point of view, it is desirable that an exact numeri-
cal program is capable of accurately predicting three-dimensional wave-structure
interaction. Therefore, this chapter will demonstrate the abilities of the multiple-
flux BEM to simulate waves interacting with both submerged and surface-piercing
structures.
7.1 Chapter Overview
This chapter is composed of two technical papers. The first is entitled The In-
teraction of Nonlinear Waves with the Submerged Caissons of a Gravity Based
Structure and is labelled Paper 6. This paper concerns regular waves of differ-
ent periods and varying nonlinearity interacting with submerged storage caissons.
Quantitative comparisons of the numerical predictions and new experimental mea-
surements of the water surface elevation are made. A specific treatment of the
amplification of the incident wave-field is undertaken. This is essential for ascer-
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taining the effective air-gap relevant to the design of many offshore structures.
The second paper, Fully Nonlinear Simulations of Regular Waves Interacting
with a Surface-piercing Column is referred to as Paper 7. It concerns the numer-
ical simulation of regular waves interacting with a surface-piercing column; two
column diameters are considered giving rise to different flow regimes. Qualitative
comparisons are made between the BEM predictions, the linear diffraction solu-
tion of MacCamy & Fuchs (1954) and the experimental measurements of Sheikh
(2004). In the slender column case (D/λ = 0.06), important effects lying outside
the linear diffraction region are confirmed and shown to be part of a potential flow
solution.
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Paper 6
The Interaction of Nonlinear Waves with the
Submerged Caissons of a Gravity Based Structure
Abstract
This paper concerns the numerical description of nonlinear waves propagating over
the storage caissons of a gravity based structure. This type of wave-structure in-
teraction produces two fundamentally different effects: local changes in the wave
length leading to the steepening of the incident wave-field and a directional focus-
ing of wave energy above the submerged caissons. The former occurs because of
a reduction in the water depth above the caissons and the latter is due to refrac-
tion. This study aims to investigate the degree to which the incident wave-field
is amplified by the presence of the caissons and to determine the relative impor-
tance of wave steepening and refraction. A fully nonlinear, multiple-flux Boundary
Element Method (BEM) is applied to simulate these processes. The numerical pre-
dictions being compared to new laboratory observations that examine the extent of
this wave-structure interaction and, particularly, the amplification of the incident
wave-field.
7.2 Introduction
Gravity Based Structures (GBS) represent one of the more important types of
offshore structure. A GBS is typically composed of a base consisting of storage
caissons, on which rest multiple concrete columns that in turn support the steel
topsides. An important aspect of the design of any offshore structure is the calcula-
tion of a sufficient air-gap, which is defined as the distance between the maximum
crest elevation and the underside of the deck structure. If the deck elevation is
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too low, the structure will experience significant wave-in-deck loads; if it is too
high, the platform may be uneconomical. Therefore, a compromise is required,
and this can only be confidently achieved with an accurate assessment of the most
probable maximum water surface elevation encountered during the life-time of the
structure. This maximum water surface elevation will be influenced by several
factors, not least the wave-structure interaction. This not only involves the inter-
action between the incident waves and the vertical columns, but also results from
the wave propagation over the caissons; the latter being the subject of the present
investigation.
There have been several studies on the interaction of waves with variable bed
topography. However, with an emphasis on coastal engineering applications, they
typically involve shallow water depths. For example, Berkhoff et al. (1982) investi-
gated the interaction of monochromatic waves with an elliptical mound located on
a 1 in 50 beach slope and drew comparisons between the predictions of three dif-
ferent models and experimental measurements. Vincent & Briggs (1989) extended
this work in a laboratory investigation of both unidirectional and directionally-
spread irregular waves interacting with an elliptical mound, which is similar to
that employed by Berkhoff et al. (1982). In addition, Lie & Tørum (1991) ex-
perimentally investigated random irregular waves interacting with steeper (almost
semi-spherical) shoals, representative of the sea mounts found off the coast of Nor-
way. In this work they showed that the significant wave height above the shoal
could increase by up to 90% of the value calculated in deep water.
Concentrating on offshore structures, Swan et al. (1997) investigated the mod-
ification of the incident wave-field by the caissons at the Brent Bravo GBS, their
height being 40% of the total water depth. After undertaking a comprehensive
laboratory investigation, they concluded that the Brent Bravo caissons had a neg-
ligible effect on the incident wave-field. This was attributed to two effects: the
first concerning the relative water depth above the caissons, and the second their
effective plan area. The shorter wavelengths experienced no modification due to
the presence of the caissons; the effective water depth being such that they were
still propagating in deep water (kds = 7.6, where k is the incident wave number
and ds is the submerged water depth above the caissons). In contrast, the longer
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wavelengths, which were more susceptible to modification because they were prop-
agating in an intermediate water depth (kds = 1.65), are characterised by a high
phase velocity so that they were only located above the storage caissons for ap-
proximately 20% of the wave period. As a result, there was insufficient time for
the incident waves to be influenced by the structure. This effect can be described
by the relative caisson length, kL, where L is the length of the caissons in the
mean wave direction. In the experimental studies of Swan et al. (1997), kL = 1.18
for the longer wavelengths.
Iperen van et al. (2006) compared the predictions of the linear diffraction pro-
gram DELFRAC (Pinkster, 1995) with the experimental measurements from a
physical model study of the Malampaya platform (Swan, 1998). In this case,
the presence of the submerged caissons produced an increase in wave height
of nearly 40%. This can be attributed to the shallower relative water depth,
0.62 6 kds 6 1.30, and the larger relative caisson length, 2.14 6 kL 6 5.73, when
compared to the Brent Bravo GBS (Swan et al., 1997). It is therefore apparent
that the influence of the caissons on the amplification of the incident wave-field is
dependent on the two ratios of relative water depth, kds, and the relative caisson
length, kL.
The present study principally concerns a numerical investigation of the influ-
ence of the caissons at StatoilHydro’s Sleipner A GBS. To complement the numer-
ical work, comparisons will also be made with the results of a physical model study
of the same platform (Roos & Swan, 2008). The numerical predictions are based
on a two- and three-dimensional, multiple-flux BEM described in Chapter 3 and
Paper 5 respectively. The two-dimensional BEM, has been successfully applied
in Paper 4 to the description of nonlinear regular waves interacting with sub-
merged breakwaters. The present study is considered to be the three-dimensional
extension of the earlier breakwater study. However, it is important to distinguish
the significance of two-dimensional effects, such as the sudden reduction in water
depth above the caissons, from the directional focusing of wave energy; the latter
only arising in three-dimensional problems. For this reason, the numerical predic-
tions from both versions of the BEM are compared. In the wave cases presented
herein, the relative water depth above the storage caissons lies within the range
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0.50 6 kds 6 1.79 and the relative caisson length is 2.46 6 kL 6 8.80. As a result,
large amplifications of the incident wave-field are to be expected. Indeed, this has
been observed in the field; uncertainty concerning its magnitude providing the
motivation for the physical model study noted above.
This paper continues in § 7.3 with a brief description of the experimental study;
while § 7.4 summarises the application of the BEM model, including details of the
incident wave conditions and the computational domains. A discussion of the
results is given in § 7.5 and the conclusions and wider implications of the work are
presented in § 7.6.
7.3 Laboratory Investigation
7.3.1 Experimental Apparatus
The experimental investigation was undertaken within the wave basin of the Hy-
drodynamics Laboratory in the Department of Civil & Environmental Engineering
at Imperial College London. This wave basin is 13m long, 20m wide and 1.5m
deep. The waves are generated by a bank of 56 identical, bottom-hinged, flap-
type, wave makers. These wave makers are 0.35m wide, have a 0.7m hinge-depth
and are capable of generating waves in the frequency range of 0.3Hz 6 f 6 3Hz.
The majority of the wave energy was absorbed by a parabolic beach that has a
reflection coefficient of less than 5%. Furthermore, each wave paddle utilises a
force feedback mechanism to actively absorb any reflected waves that return to
the wave makers.
Within the laboratory study, the water surface elevations were recorded using
surface-piercing, resistance wave gauges. Each wave gauge provides a time history
of the water surface elevation, η(t), at one location fixed in space; earlier stud-
ies having shown that such measurements can be achieved with an accuracy of
±0.5mm with no significant disturbance of the wave-field (Baldock et al., 1996).
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7.3.2 Experimental Set-up
The laboratory study was commissioned to investigate the interaction of irregular
or random waves with the Sleipner A GBS; a full description of the model tests
being given by Roos & Swan (2008). To assess the influence of the reduced water
depth over the storage caissons, some preliminary observations were undertaken
using regular waves. It is these latter observations that will form the basis of the
comparisons provided in this paper. The Sleipner A GBS is located in a water
depth of d = 82.5m and the caissons are 54m high; the depth of submergence
above the caissons is therefore ds = 28.5m. These dimensions produce a relative
depth of submergence of ds/d = 0.345. This is an unusually low value for a GBS
structure and one which will undoubtedly produce large wave amplifications.
The physical model tests were performed at spatial and temporal scales of 1 :
100 and 1 : 10 respectively. Therefore, the operating water depth was set to 0.825m
and the submerged caissons were 0.54m high. The centre of the submerged caissons
was located 7.4m from the bank of wave makers and 10m from the side glass-walls.
The water surface elevations were measured via an array of 21 wave gauges located
in the immediate vicinity of the caissons. By re-locating the wave gauge array (to
a different y coordinate) and repeating the incident wave conditions, a 2m × 1m
grid with measuring points located with a resolution of ∆x = ∆y = 100mm was
located over half the plan area of the caissons. Figure 7.1 presents the locations of
this grid relative to the outline of the submerged caissons. For waves propagating
in the x-direction, the nature of the wave-structure interaction will be symmetrical
about the x-axis (y = 0m). Therefore, in order to save time, measurements were
undertaken over half of the area (y > 0m) and the results mirrored to achieve a
description of the entire domain.
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Figure 7.1: Outline of the submerged caissons at model-scale and × locations
of the wave gauges. (Note: with a length scale of 1:100, all the dimensions presented
above need to be multiplied by 100 in order to convert that data to the full-scale values
used as the basis for the comparisons provided in § 7.5).
7.4 Boundary Element Method (BEM)1
7.4.1 Boundary Conditions
The present BEM employs mixed boundary conditions, consisting of Neumann
conditions (prescribed ∂φ/∂n) on the bed, left, right, front and back boundaries
(Γb, Γl, Γr, Γfront and Γback respectively) and a Dirichlet condition (prescribed φ)
on the water surface (Γs). Further details of the computational domain and the
notation employed are given in Figure 7.2.
1This section has been significantly shortened relative to the final paper to avoid the repetition
of material already presented in Paper 5.
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Figure 7.2: Schematic of the BEM domain appropriate to the submerged caisson
simulations.
Taking each of the boundaries in turn:
(a) The left boundary, Γl, is defined as a semi-Lagrangian input boundary, along
which the nodes are free to move vertically, but not horizontally.
(b) On the bed, Γb, which includes all the surfaces of the submerged caissons, a
zero flux condition is imposed, ∂φ
∂n
= 0, modelling an impermeable boundary.
(c) On the back boundary, Γback, a zero flux condition is employed to model an
impermeable wall.
(d) On the front boundary, Γfront, a zero flux condition is enforced to simulate
a vertical wall.
(e) On the right boundary, Γr, a Sommerfeld (1949) radiation condition is em-
ployed to simulate an open ocean interface.
211
Chapter 7: Three-dimensional Wave-structure Interaction
(f) Finally, on the water surface, Γs, a velocity potential of φ = 0 is initially
prescribed to model still water.
7.4.2 Incident Wave Conditions
The incident regular wave conditions are presented in Table 7.1(a). These consist
of five wave periods, T , of varying input amplitudes, a, in order to investigate
the effects of the relative submerged water depth, kds, the relative caisson length,
kL, and the steepness of the wave, ak. For each case, the incident waves were
run with and without the submerged caissons present; the difference between the
observations providing a direct measure of the influence of the storage caissons on
the incident wave-field. Furthermore, in order to isolate the role and significance
of directional focusing, comparable two-dimensional BEM calculations were also
undertaken.
7.4.3 Numerical Simulations
Two different computational domains were employed in the present study. For
all wave cases, except those with a full-scale wave period of T = 16s, the (ini-
tial) nodal points of the computational domain were defined by the coordinates
−200m 6 x 6 200m, −100m 6 y 6 100m and −82.5m 6 z 6 0m with
∆x = ∆y = 5m and ∆z = 8.25m. For those wave cases with T = 16s, a longer
domain was employed with −400m 6 x 6 200m; the remaining parameters
unaltered. In order to simplify the gridding required for the computational do-
main, the arrangement of the 24 submerged caissons was modelled in two different
ways. The first considered a rectangular box 140m long, 100m wide, 54m high
and centred at x = y = 0m. The second consisted of a hexagonal box with 140m
as its largest length, 100m its largest width, 54m constant height and centred at
x = y = 0m. Figure 7.3 compares the experimental outline of the submerged
caissons with the idealised rectangular and hexagonal boxes employed in the nu-
merical simulations. For the comparative two-dimensional BEM calculations, the
domains were obtained by taking a vertical cross-section of the three-dimensional
domains along the x-axis (y = 0m), resulting in an infinitely wide breakwater
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Figure 7.3: Layout of the submerged caissons. Experimental study, three-
dimensional BEM numerical layout with rectangular box and with hexag-
onal box, and — — — location of the vertical cross-section for the comparative two-
dimensional BEM calculation. (a) Plan view and (b) vertical cross-section along y = 0m.
(Note: All dimensions are given at full-scale).
of length 140m and centred about x = 0m (Figure 7.3). For all wave cases, the
computations were commenced at t0 = 0s and a time step of ∆t = 0.2s was
employed.
213
Chapter 7: Three-dimensional Wave-structure Interaction
7.5 Discussion of Results
7.5.1 Amplification of the Crest Elevation
Table 7.1(b) presents both the three-dimensional numerical predictions and the
experimental measurements of the maximum water surface amplification, αmax,
due to the presence of the caissons. The amplification, α(x, y), is expressed as a
percentage and is calculated as follows
α(x, y) = 100
(
ηwmax(x, y)− ηwomax(x, y)
ηwomax(x, y)
)
, (7.1)
where ηwmax(x, y) and η
wo
max(x, y) are the maximum crest elevations with and with-
out the caissons present; αmax in Table 7.1(b) being the maximum value of α(x, y).
With the numerical calculations unable to proceed beyond the point of wave
overturning and with the focus of the experimental work on the most nonlinear
incident waves, direct comparisons cannot be achieved in all cases. Fortunately,
however, there are three wave cases (3b, 4b, and 5a in Table 7.1(b)) for which the
numerical predictions and the experimental measurements can be directly com-
pared. Figure 7.4 presents contour plots of the amplification of the water surface
elevation, α(x, y), for these three wave cases. In each case three subplots are pro-
vided corresponding to the numerical predictions based upon the rectangular and
hexagonal boxes and the experimentally measured values (Figure 7.4). Within
this figure the contours are plotted such that their minimum and maximum values
cover the whole range of α(x, y) within each wave case. As a result, the relative
magnitudes of the numerical predictions and the experimental measurements of
α(x, y) can be easily visualised.
Figure 7.4 shows that, qualitatively, the numerical predictions and experimen-
tal measurements are in good agreement: both exhibit a significant increase in
the water surface elevation along the x-axis (y = 0m), a reduction in the incident
wave-field either side of the structure (|y| > 50m) and a maximum amplification
that is located downstream of x = 0m. As the wave period is increased, the region
of positive amplification broadens and, with the exception of Figure 7.4(j), the
location of the maximum amplification shifts upstream.
These results can be explained by a combination of several factors. First, it is
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Case T [s] a[m] ak[-] kd[-] kds[-] kL[-]
1a 8 1.35 0.085 5.19 1.79 8.80
1b 8 2.70 0.170 5.18 1.79 8.80
1c 8 6.31 0.397 5.18 1.79 8.80
2a 10 2.00 0.081 3.32 1.15 5.65
2b 10 4.00 0.161 3.32 1.15 5.65
2c 10 10.67 0.430 3.32 1.15 5.65
3a 12 3.00 0.085 2.35 0.81 3.98
3b 12 5.50 0.157 2.35 0.81 3.98
3c 12 7.90 0.225 2.34 0.81 3.98
4a 14 4.00 0.087 1.79 0.62 3.04
4b 14 6.00 0.130 1.79 0.62 3.04
4c 14 9.30 0.202 1.79 0.62 3.04
5a 16 5.24 0.092 1.45 0.50 2.46
5b 16 9.61 0.169 1.45 0.50 2.46
5c 16 12.28 0.216 1.45 0.50 2.46
(a) Incident wave conditions; equivalent full-scale values.
αmax[%]
Case BEM EXP
1a 27.9 -
1b 25.7 -
1c - 15.5
2a 40.7 -
2b 37.1 -
2c - 27.5
3a 72.1 -
3b 84.5 74.8
3c - 84.2
4a 69.0 -
4b 90.1 94.9
4c - 79.4
5a 70.1 80.4
5b - 74.3
5c - 45.2
(b) Maximum amplification
Table 7.1: Parameters associated with each wave case and the resulting maximum
amplification of the water surface elevation.
necessary to consider the reduction in water depth as the waves propagate over the
caissons. This is measured by the non-dimensional parameter kds; a parameter
that decreases as the incident wave period increases. As waves propagate onto the
shallower water above the caissons, their wavelength will decrease. As a result,
the wave-field will steepen, the crest-trough asymmetry will increase, leading to
larger crest elevations and thus amplifications. As the wave period increases, kds
is smaller and the effect is more acute. This leads to larger amplifications with the
maximum shifted further upstream. However, if this was the only process present,
as is the case in the two-dimensional simulations, once the wave-field adapts to
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the shallower water depth, the amplification should remain fairly constant along
the remainder of the obstacle length. This is not the case, as there are clear peaks
in the amplification of the water surface elevation.
This more complicated surface evolution can, however, be explained by the
combination of reduced water depth and refraction effects; the latter leading to
the directional focusing of wave energy above the storage caissons. The occurrence
of wave refraction can be explained as follows: as a wave propagates over the
storage caissons its phase velocity decreases relative to that in the far field. This
leads to a change in the direction of wave propagation with the crest front turned
towards the centreline of the caisson; the effect of directionally focusing the wave-
field above the caissons. This effect is stronger for the larger wave periods and
explains the broadening of the region of positive amplification observed in moving
from column one to three of Figure 7.4. The constructive interference of the
steepened wave-field due to the reduced water depth and the directional focusing
caused by refraction effects determine the location of the maximum amplification
of the water surface elevation. As the wave period increases, the steepening of the
wave-field is more significant and the constructive inference with the directional
focusing of wave energy may, in part, explain the upstream shift in the maximum
water surface amplification.
An exception to this upstream shift in the maximum amplification is observed
in wave case 5a. In this example, the maximum amplification is located down-
stream of the caissons. This trend begins to appear in Figure 7.4(f) in which
there is a secondary downstream peak, which is almost as large as the one that
occurs immediately over the caissons. There are two possible explanations for
this effect. First, there may be reflections present in the experimental observa-
tions. Whilst the parabolic beach is very good at absorbing high-frequency wave
energy, its efficiency undoubtedly decreases as the wave period increases. In such
cases, an anti-node formed from the constructive interference of the transmitted
and reflected waves could explain the large amplification arising downstream of
the caissons. In contrast, the numerical simulation employs a Sommerfeld (1949)
radiation condition, which is known to successfully remove any long wave energy.
Second, the BEM cannot model viscous effects, and therefore, does not simulate
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Figure 7.4: Amplification of the water surface elevation, α(x, y). Columns 1, 2 and 3
represent cases 3b, 4b and 5a respectively. (a), (d) and (g) numerical predictions with
a rectangular box; (b), (e) and (h) numerical predictions with a hexagonal box; (c), (f)
and (j) experimental measurements with scaled Sleipner A caissons (Note: white lines
indicate the outline of the caissons).
the flow separation that occurs from the top of the submerged caissons. As the
water particle velocities at the top of the caissons increase, so will the flow separa-
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tion leading to larger vortices being shed. As far as the overlying wave motion is
concerned, these vortices will increase the apparent length of the storage caissons.
This effect has previously been discussed in relation to the submerged breakwater
study (Paper 4). It cannot be modelled using the BEM solution and may account
for the unexpected results downstream of the caissons. Certainly, the effects of
vortex shedding will be greatest for the long period waves since these produce
the largest fluid velocities immediately above the caissons. This appears to be in
agreement with the departures noted in Figure 7.4.
In considering the data presented in Table 7.1(a), the numerical predictions are
shown to be in reasonable agreement with the laboratory observations: differences
of 9.7%, 4.8% and 10.3% being recorded for wave cases 3b, 4b and 5a respectively.
Given the inherent limitations of the numerical simulations and the (possible)
occurrence of wave reflections in the laboratory study, the BEM predictions of the
maximum amplifications are surprisingly good. Certainly, the BEM predictions
describe an amplification that could, and should, be incorporated within the design
process.
7.5.2 Surface Profiles: η(t) and η(x)
Having shown that the BEM predictions provide a reasonable description of the
amplification of the wave crest elevations over the storage caissons, this section
will contrast the measured and predicted water surface profiles. Figures 7.5, 7.6
and 7.7 again concern wave cases 3b, 4b and 5a respectively. In each case, three
subplots are provided describing: (a) a time history of the water surface elevation,
η(t); (b) a spatial profile in the mean wave direction, η(x); and (c) a spatial profile
in the transverse direction, η(y). In each plot, comparisons are provided between
the measured and predicted wave profiles over the storage caissons; the former
being recorded in the wave basin and the latter predicted by the BEM employing
the hexagonal box. In addition, to emphasise the change in the wave profile, a
description of the incident waves (recorded experimentally in the absence of the
caissons) is also provided. In Figures 7.5 and 7.6 the profiles correspond to the
location (in space or time) at which the maximum crest elevation arises irrespective
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Figure 7.5: Water surface profiles at the time and location of the maximum crest
elevation for wave case 3b. (a) η(t), (b) η(x), and (c) η(y). Numerical predictions
with the caissons present, experimental measurements without the caissons present
and experimental measurements with the caissons present. (Note: — — —
indicates the spatial extent of the submerged caissons).
of whether they correspond to laboratory observations or numerical predictions.
However, in case 5a (Figure 7.7) the downstream maximum in the experimental
observation has been ignored, due to the difficulties discussed above; the profile
corresponding to the location (in space and time) of the experimental maximum
occurring over the caissons.
In each of the three wave cases there is good agreement between the observed
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Figure 7.6: Water surface profiles at the time and location of the maximum crest
elevation for wave case 4b. (a) η(t), (b) η(x), and (c) η(y). Numerical predictions
with the caissons present, experimental measurements without the caissons present
and experimental measurements with the caissons present. (Note: — — —
indicates the spatial extent of the submerged caissons).
and predicted wave profiles over the caisson. This is true for both the wave shape
and the location (in x and t) at which it arises. Indeed, comparisons between these
profiles and the corresponding incident waves (parts (a) and (b) in each figure)
clearly note that as the waves propagate onto the caissons their wavelength and
hence their phase velocity reduces. As a result, at a given location in space (x),
the waves propagating over the caisson appear later in the time history, η(t) in
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Figure 7.7: Water surface profiles at the time and location of the maximum crest
elevation for wave case 5a. (a) η(t), (b) η(x), and (c) η(y). Numerical predictions
with the caissons present, experimental measurements without the caissons present
and experimental measurements with the caissons present. (Note: — — —
indicates the spatial extent of the submerged caissons).
Figures 7.5(a) and 7.6(a). In contrast, at a given instant in time (t) the waves
propagating over the caissons have not moved as far in the downstream (positive
x) direction, illustrated by η(x) in Figures 7.5(b) and 7.6(b). Interestingly, in the
longest wave cases (T = 16s in Figure 7.7) this effect is less well defined suggesting
that with an increase in the phase velocity the wave takes somewhat longer to
react to the change in the water depth. Comparisons between the experimental
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Figure 7.8: Time histories of the water surface elevation, η(t), for wave case 3b. (a)
Experimental measurements showing the transverse (y) variation at the coordinate of
the maximum crest elevation (xmax) and (b) corresponding numerical predictions. (c)
Experimental measurements showing the inline (x) variation along the centreline of
the caissons, y = 0m, and (d) corresponding numerical predictions. — — — Incident
wave, (x = xmax,y = −100m) or (x = −100m,y = 0m), (xmax,−80m) or
(−80m,0m). (xmax,−60m) or (−50m,0m), (xmax,−40m) or (−20m,0m),
(xmax,−20m) or (10m,0m) and (xmax,0m).
222
PAPER 6: Waves Interacting with Submerged Caissons
58 60 62 64 66 68 70 72 74
−10
0
10
η(
t) 
[m
]
 (a)
58 60 62 64 66 68 70 72 74
−10
0
10
η(
t) 
[m
]
 (b)
58 60 62 64 66 68 70 72 74
−10
0
10
η(
t) 
[m
]
 (c)
58 60 62 64 66 68 70 72 74
−10
0
10
t [s]
η(
t) 
[m
]
 (d)
Figure 7.9: Time histories of the water surface elevation, η(t), for wave case 4b. (a)
Experimental measurements showing the transverse (y) variation at the coordinate of
the maximum crest elevation (xmax) and (b) corresponding numerical predictions. (c)
Experimental measurements showing the inline (x) variation along the centreline of
the caissons, y = 0m, and (d) corresponding numerical predictions. — — — Incident
wave, (x = xmax,y = −100m) or (x = −100m,y = 0m), (xmax,−80m) or
(−80m,0m). (xmax,−60m) or (−50m,0m), (xmax,−40m) or (−20m,0m),
(xmax,−20m) or (10m,0m) and (xmax,0m).
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Figure 7.10: Time histories of the water surface elevation, η(t), for wave case 5a.
(a) Experimental measurements showing the transverse (y) variation at the coordinate
of the maximum crest elevation (xmax) and (b) Corresponding numerical predictions.
(c) Experimental measurements showing the inline (x) variation along the centreline of
the caissons, y = 0m, and (d) Corresponding numerical predictions. — — — Incident
wave, (x = xmax,y = −100m) or (x = −100m,y = 0m), (xmax,−80m) or
(−80m,0m). (xmax,−60m) or (−50m,0m), (xmax,−40m) or (−20m,0m),
(xmax,−20m) or (10m,0m) and (xmax,0m).
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observations and the numerical predictions confirm that all of these effects are well
modelled by the BEM.
Figures 7.8, 7.9, and 7.10 again concern wave cases 3b, 4b and 5a respectively.
In each case time-histories of the water surface elevation, η(t), are provided at a
number of different spatial locations. Subplots (a) and (b) concern η(t) at the
location of the maximum crest elevation (xmax) and describe the variation in the
transverse or y-direction; subplot (a) being based on the experimental observations
and subplot (b) the BEM predictions. Likewise, subplots (c) and (d) concern η(t)
on y = 0m, contrasting the variation arising at various locations upstream of xmax
(i.e. x 6 xmax); again, the former relates to the experimental observations and
the latter the numerical predictions. In seeking to compare these results it is
important to note that because the computational domain does not have the same
overall dimensions as the experimental set up, the arrival times of the waves at the
caissons will be different. To overcome this difficulty, the two incident wave-fields
recorded in the absence of the caisson (one observed and the other predicted) were
aligned by shifting the time-base of the experimental record. Having identified
the appropriate shift, this was also applied to the time-histories recorded with the
caissons present.
In each of the three wave cases, comparisons between subplots (a) and (b)
as well as (c) and (d) confirm that the BEM predictions reproduce the trends
observed in the laboratory data. In particular, it is important to note that subtle
changes in the phase velocity are well predicted. For example, in wave case 3b
(Figure 7.8), the arrival time of the wave crest observed at large values of y (away
from the centre line of the caisson) tends towards the incident wave value; the
latter indicated by the dotted line. However, as the y coordinate reduces, the
caissons have a greater effect, the phase velocity becomes smaller, and the arrival
time of the wave crest is delayed. This process is both observed and predicted,
and continues until the centreline of the caissons is approached corresponding to
small values of y. At this point the phase velocity actually increases; evidence of
this being provided by the earlier arrival of the wave crest. The explanation for
this lies in a nonlinear increase in the phase velocity driven by the refraction or
focusing of wave energy towards the centreline of the caissons. In effect, as the wave
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grows in size it travels faster despite the reduction in water depth. Although this
trend is very clear in wave case 3b, the competing influences in terms of reduced
depth and directional focusing vary with the wave period, not least because of
the time/distance required to establish an equilibrium condition (see comments
above).
Subplots (c) and (d) in Figures 7.8, 7.9 and 7.10 also confirm that variations in
η(t) along the centreline of the caisson (y = 0m) are well predicted. In particular, it
is interesting to note that for locations upstream of the caissons (x 6 −80m), η(t)
corresponds to a regular wave of reduced amplitude. The most likely explanation
for this being the occurrence of reflections causing a partial standing wave; the
reduced amplitudes indicating the proximity of a nodal point. As waves evolve
over the caissons, their amplitude increases and a distinctly asymmetric wave form
evolves. This is well predicted by the numerical model (see, for example, η(t) at
(x = −20m, y = 0m) in Figures 7.8, 7.9 and 7.10) and is believed to be the
beginning of the process that will ultimately lead to wave breaking in the case of
larger incident waves.
7.5.3 Wave Steepening vs. Directional Focusing
The amplification of the maximum crest elevation as waves propagate over the
caissons is due to the combined effects of wave steeping and directional focusing.
Both are associated with the reduced water depth, but the latter involves the re-
fraction of energy towards the centreline of the caissons. By comparing the present
three-dimensional simulations with equivalent two-dimensional calculations, it is
possible to identify the relative importance of the directional focusing.
Figure 7.11 presents time-histories of the water surface elevation, η(t), cor-
responding to the maximum crest elevations. Subplots (a), (b) and (c) relate
to wave cases 1a, 3a and 5a (Table 7.1(a)) respectively, each providing compar-
isons between the incident waves (with no structure present), the two-dimensional
BEM calculations (with no refraction or directional focusing) and the full three-
dimensional BEM calculations. In each case, the time base has been shifted so
that the largest crest elevations arise at t = 0s. This removes the effect of the
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Figure 7.11: Time histories of the water surface elevation, η(t), at the location of the
maximum crest. (a) Wave case 1a, (b) wave case 3a and (c) wave case 5a. Incident
wave without the structure present, two-dimensional BEM predictions correspond-
ing to an infinitely wide breakwater and three-dimensional BEM predictions with
the caisson represented by a hexagonal box (Figure 7.3).
varying phase velocity, discussed above, and facilitates comparisons between the
predicted profiles. In each of the three cases, the incident waves are linear, having
approximately the same wave steepness (Table 7.1(a)); the difference between the
subplots, therefore, highlighting the importance of the incident wave period.
Figure 7.11(a) concerns the smallest wave period (T = 8s) and indicates that
despite the relatively deeper water conditions over the caissons (kds = 1.79), re-
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fraction or directional focusing accounts for a substantial increase in the maximum
crest elevations of 18.3%. With close agreement between the incident wave record
and the two-dimensional BEM predictions, it is clear that for those cases the
steepening of the wave form due to the reduced water depth is not significant.
In Figure 7.11(b), an increase in the wave period T = 12s does not significantly
change this trend. The steepening of the wave form is beginning to become impor-
tant; the two-dimensional BEM predictions showing a small (14.6%) increase in
crest elevations relative to the incident waves. However, wave refraction continues
to be dominant, providing a 67% increase in the crest elevation when compared to
the two-dimensional model predictions. In contrast, Figure 7.11(c), correspond-
ing to the longest wave case (T = 16s), and therefore, the shallowest relative
water depth (ksd = 0.5), shows very different behaviour. In this case, there is
relatively little difference in the maximum crest elevation for two-dimensional and
three-dimensional computations. This suggests that changes in the wave steep-
ness due to the rapid change in water depth are dominant and that, in terms of
the maximum crest elevation, refraction or directional focusing gives no additional
contribution. The explanation for this lies in the fact that the two processes are
almost certainly out of phase; the increase in the phase velocity preventing the
occurrence of directional focusing above the storage caissons. Clearly, the extent
to which this occurs is dependent upon the size of the storage caissons and hence
the effective kL (Table 7.1(a)). Nevertheless, it is clear from Figure 7.11(c) that
the amplification of the maximum crest elevation is very significant; the increase in
ηmax being more than 75% in both the two- and three-dimensional computations.
7.6 Conclusions
This study has investigated the interaction of nonlinear regular waves with the sub-
merged caissons of a GBS; the fully nonlinear, multiple-flux Boundary Element
Method being compared to laboratory results arising from a physical model study
of StatoilHydro’s Sleipner A platform. The numerical predictions and experimen-
tal measurements are found to give good qualitative and reasonable quantitative
agreement, with maximum relative errors of the order of 10%.
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Both the experimental data and the numerical predictions confirm that, at this
structure, the amplification of the incident crest elevations can be as high as 95%;
the largest amplifications occurring when small relative depths of submergence,
kds, coincide with large relative caisson lengths, kL. In order to accurately predict
this type of wave-structure interaction, it is necessary for a model to be able to
simulate both the increased steepness due to a sudden reduction in the water depth
and refraction effects leading to directional focusing; the relative importance of
the two being dependent upon the incident wave period and hence the effective
water depth, kds.
From a design perspective, changes in the incident waves due to their interac-
tion with the caissons are significant for two reasons:
1. Any steepening of the wave will alter the nature of the interactions with the
legs of the structure; the steeper the waves the higher the incidence of wave
slamming.
2. Changes in the incident wave forms will, in turn, produce significant changes
in the wave-induced water particle velocities. With the magnitude of any
slamming loads dependent upon the square of these velocities, it is clear that
the applied loads will be profoundly affected.
The present study has contributed to our understanding of those effects and
demonstrated a new modelling capability.
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Paper 7
Fully Nonlinear Simulations of Regular Waves
Interacting with a Surface-piercing Column
Abstract
The present paper concerns the numerical simulation of regular waves interact-
ing with a slender, surface-piercing column. Two cases, corresponding to widely
varying column diameters, are considered. The numerical simulations are under-
taken using a fully nonlinear, multiple-flux Boundary Element Method (BEM).
This model is only appropriate to potential flows and undertakes no form of ex-
plicit smoothing or filtering. Qualitative comparisons of the scattered wave-field
will be drawn between the numerical predictions, the linear diffraction solution of
MacCamy & Fuchs (1954) and the laboratory observations of Sheikh (2004). The
principal aims of the study will be to ascertain whether the Type 1 and Type 2
scattered waves observed in the laboratory (Sheikh, 2004) can be modelled using
a potential flow solution.
7.7 Introduction
The interaction of regular waves with surface-piercing columns is an integral part
of the design of many coastal and offshore structures. The accurate calculation
of this type of wave-structure interaction is particularly important for the assess-
ment of wave loading and the prediction of the maximum water surface elevation.
The former is essential for sizing structural elements and the latter allows the de-
termination of an effective air-gap. This air-gap defines the distance between the
maximum crest elevation and the underside of the deck structure; its maintainence
is necessary to prevent the occurrence of wave-in-deck loads. Interestingly, wave-
in-deck loads have been reported at both the Statfjord A and the Brent Bravo
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Gravity Based Structures (GBS). In both cases, the structures involve closely-
spaced columns that lie outside of the linear diffraction regime; the occurrence of
wave-in-deck loads hinting at the importance of nonlinear diffraction effects.
The present study concerns the numerical predictions of the water surface
elevation, with a particular emphasis on the scattered wave-field. The multiple-flux
Boundary Element Method (BEM) described in Paper 5 is employed for all of the
numerical simulations. The investigation concerns the interaction of regular waves
with two surface-piercing columns; the first is very slender, while the second is
located just outside the linear diffraction regime. A particular focus will be placed
on whether the Type 1 and Type 2 nonlinear scattered wave patterns observed by
Sheikh (2004) can be simulated using a potential flow model. As such, qualitative
comparisons will be made between the numerical predictions, the linear diffraction
solution of MacCamy & Fuchs (1954) and the experimental observations of Sheikh
(2004). As the present BEM does not involve any form of explicit smoothing,
filtering, re-gridding or redistribution of the surface nodes, it allows a rigorous
examination of the origin of these scattered waves.
The paper continues in § 7.8 with a review of previous work undertaken in this
area. A very brief description of the laboratory investigation is given in § 7.9 and a
short explanation of the three-dimensional BEM model, as applied to the present
problem, is found in § 7.10. § 7.11 presents the qualitative comparisons between
the various predictions and the laboratory observations; while the conclusions and
wider implications are discussed in § 7.12.
7.8 Background and Previous Work
As a potential flow solution, the Boundary Element Method (BEM) cannot sim-
ulate viscous effects. The present paper will, therefore, concentrate on surface-
piercing columns that lie within the inertia regime. Consequently, the Keulegan-
Carpenter number, KC = uT
D
< 5, where u is the horizontal wave-induced water
particle velocity, T is the wave period, and D is the diameter of the column.
Within the inertia regime, it is possible to sub-divide the field further into slender
bodies and large volume structures. Within the slender body regime, defined by
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D/λ  0.2 where λ is the wavelength, the presence of the body is assumed to
have minimal effect on the wave-field. As a result, the maximum crest elevation
corresponds to the incident wave conditions and the fluid loading is calculated
by employing Morison’s equation (Morison et al., 1950); the latter based upon
kinematic predictions for the incident waves (again neglecting the presence of the
body). In contrast, a large volume structure is said to lie within the linear diffrac-
tion regime if D/λ > 0.2. In this case, the body is expected to provoke significant
disturbances to the wave-field, and therefore, Morison’s equation in its original
form is inapplicable. Interestingly, the largest uncertainty and hence design dif-
ficulties arise in the former slender body regime. In this case earlier work has
identified the unexpected scattering of high-frequency waves (Sheikh, 2004). This
cannot be predicted by existing diffraction solutions and is believed to be sig-
nificant in terms of the occurrence of the wave impacts on the structures noted
above.
Analytical or semi-analytical diffraction theories have been developed to vary-
ing degrees of nonlinearity. MacCamy & Fuchs (1954) proposed a linear diffraction
solution for regular waves propagating in water of finite depth. Building on this so-
lution, second-order diffraction theories are now also available. For example, Chau
& Eatock Taylor (1992) proposed a direct semi-analytical, second-order solution
for single, bottom-mounted columns in monochromatic waves. Truncated columns
and bichromatic incident waves have also been treated by Huang & Eatock Taylor
(1996) and Eatock Taylor & Huang (1997) respectively. For the case of a single,
circular, bottom-mounted column subjected to monochromatic incident waves,
Malenica & Molin (1995) extended the diffraction solution to a third-order of
wave steepness. Although, these analytic solutions are frequently adopted, they
also have their disadvantages. In particular, they are constrained to regular or
bichromatic incident waves and they do not account for the nonlinearities due to
the interaction of the incident and scattered wave-fields.
In terms of numerical modelling, several schemes have been developed to sim-
ulate wave-structure interaction. In most instances these are either based on
Boundary Element (BE) or Finite Element (FE) methods. These methods range
from second-order diffraction theories, such as DIFFRACT (Zang et al., 2003)
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or WAMIT (Breit et al., 1985; Newman & Sclavounos, 1988; Lee & Zhu, 1993)
to fully nonlinear models including the BE models of Ferrant (1997, 1998), Xue
et al. (2001) and Bai & Eatock-Taylor (2007), and the FE methods of Ma et al.
(2001a,b) and Kim et al. (2003). Furthermore, the FE and BE models have also
been coupled in an attempt to exploit the advantages of each method. For exam-
ple, Wu & Eatock Taylor (2003) use a BE method in the vicinity of the structure to
avoid the excessive re-gridding of the FE models; while a FE method is employed
in the outer domain where its efficiency over the BE model is clearly apparent.
Although these fully nonlinear models represent a significant advance, they all
employ some form of smoothing, filtering or re-gridding of the free surface. This
inevitably raises concerns regarding a loss of accuracy due to the removal of unex-
pected, physically significant energy distributions, particularly where these arise
at the higher frequencies.
7.9 Laboratory Investigation
The laboratory data employed in the present study arose from an investigation
undertaken in the Hydrodynamics Laboratory in the Department of Civil & En-
vironmental Engineering at Imperial College London. The essential details of the
study are as follows: the investigation was undertaken in a wave flume that is 65m
long, 2.8m wide and 1.2m deep. The column was bottom mounted and located
in the centre of the wave flume 18m from the wave paddle. The present study
concentrates on a single test case concerning a column diameter of 0.115m subject
to an incident regular wave of period T = 1s and a steepness of ak ≈ 0.26; this
corresponds to a Keulegan-Carpenter number of KC ≈ 5. Water surface eleva-
tions were recorded using surface-piercing, resistance wave gauges and the flow
visualisation technique was achieved by sprinkling aluminium dust on the water
surface. A full account of the experimental observations, their accuracy and their
interpretation is given by Sheikh (2004).
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7.10 Boundary Element Method (BEM)2
7.10.1 Boundary Conditions
The present BEM employs mixed boundary conditions, consisting of Neumann
conditions (prescribed ∂φ/∂n) on the bed, left, right, front and back boundaries
(Γb, Γl, Γr, Γfront and Γback respectively) and a Dirichlet condition (prescribed
φ) on the water surface (Γs). Further details of the computational domain and
the notation employed are given in Figure 7.12. Taking each of the boundaries in
turn:
(a) The left boundary, Γl, is defined as a semi-Lagrangian input boundary, along
which the nodes are free to move vertically, but not horizontally.
(b) On the bed, Γb, a zero flux condition is imposed,
∂φ
∂n
= 0, modelling an
impermeable boundary.
(c) On the back boundary, Γback, which includes one half of the vertical, surface-
piercing column, a zero flux condition is employed to model an impermeable
boundary. This boundary essentially represents a plane of symmetry for
the physical domain; its introduction reducing the size of the computational
domain leading to a significant decrease in the computational effort for a
given nodal resolution.
(d) On the front boundary, Γfront, a zero flux condition is enforced to simulate
a vertical wall.
(e) On the right boundary, Γr, a Sommerfeld (1949) radiation condition is em-
ployed to simulate an open ocean interface.
(f) Finally, on the water surface, Γs, a velocity potential of φ = 0 is initially
prescribed to model still water.
2This section has been significantly shortened relative to the final paper to avoid the repetition
of material already presented in Paper 5.
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Figure 7.12: Schematic of the BEM domain as appropriate to the surface-piercing
column simulations.
Furthermore, an absorption layer of length 1m was placed at the downstream
end of the computational domain, with the principle aim of removing the scat-
tered wave energy. However, once scattered waves from the cylinder arrived at
boundaries Γl or Γfront, the computations were terminated.
7.10.2 Computational Domain
The numerical simulations were undertaken with and without the column present;
the scattered wave-field being defined as the difference between the two. As a
result, two types of computational domain are required. The first is a cuboid
domain (as described in Paper 5) employed to simulate the incident regular waves.
The second domain is identical to the first except that it incorporates a half-
column (or cylinder) on the Γback boundary, as indicated in Figure 7.12. The
latter results in a computational domain that is Cartesian in the far field, whilst
in the vicinity of the column a gradual transformation is applied to move from a
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uniform rectangular grid to a cylindrical polar grid. With two column diameters
to investigate, there were four computational domains in total; two with and two
without the half-columns in place.
In the 0.1m diameter column case, the overall domain size was approximately
−2.6m 6 x 6 1.57m, −1.05m 6 y 6 0m and −0.8m 6 z 6 0m with the column
centre located at x = y = 0m. Within the uniform rectangular part of the domain,
the nodal resolution was ∆x = ∆y = 0.066m and ∆z = 0.021m. In the vicinity
of the column, the spatial resolution in the horizontal plane gradually decreased
to a minimum value of approximately ∆x = ∆y = 0.011m on the column face. In
contrast, the vertical resolution was maintained constant throughout the domain
(∆z = 0.021m). A plan view of the mirrored (about y = 0m) computational
domain is illustrated in Figure 7.13; subplot (a) showing the entire domain and
subplot (b) illustrating a close up of the transition from the rectangular grid to the
0.1m diameter column. In this case, the time step was set to ∆t = 0.002s yielding
a Courant number of C0 = 0.528 to ensure numerical stability (see equation (3.6)).
In the 0.3m diameter column case, the overall domain size was approximately
−2.6m 6 x 6 1.60m, −1.02m 6 y 6 0m and −0.8m 6 z 6 0m with the column
centre located at x = y = 0m. Within the uniform rectangular part of the domain,
the nodal resolution was ∆x = ∆y = 0.073m and ∆z = 0.067m. In the vicinity
of the column, the spatial resolution in the horizontal plane gradually decreased
to a minimum value of approximately ∆x = ∆y = 0.033m on the column face. In
contrast, the vertical resolution was maintained constant throughout the domain
(∆z = 0.067m). In this case, the time step was set to ∆t = 0.005s yielding a
Courant number of C0 = 0.421 to ensure numerical stability.
7.10.3 Surface Gradients and Velocities
The surface gradients and velocities in the uniform part of the computational
domain are computed as described in § 6.4.5. In the vicinity of the column,
however, this approach is no longer appropriate on account of the complicated
geometry. Therefore, the surface gradients and velocities are computed as follows:
1. Identify the node in question, p, and determine the elements to which it
237
Chapter 7: Three-dimensional Wave-structure Interaction
belongs.
2. Calculate the typical length scales associated with these elements.
3. Using these length scales and taking into account the location of node p,
determine which of the 16 nodes of the bi-cubic element (see Figure 7.14(a))
is best suited for the surface gradient and velocity calculations. Some exam-
ples of these sliding elements are given in Figure 7.14(b), with p located at
nodal points 13, 15, 10 and 14 in the bi-cubic sliding elements A, B, C and
D respectively.
4. Store the coordinates of this sliding element and determine the bi-quadratic
element(s) to which they belong.
5. Using the bi-quadratic shape functions given in equations (6.30) – (6.32),
interpolate within these elements for the values of φ and ∂φ
∂n
at the coordinates
of the sliding element.
6. Calculate the surface gradients and velocities at node p as described in
§ 6.4.5.
This process is undertaken for all surface nodes in the non-uniform part of the
computational domain apart from the nodes that lie on the surface of the column.
For these nodes, two approaches are undertaken:
(i) At the perpendicular corners where the column meets y = 0m, the following
are imposed:
∂φ
∂x
= 0,
∂φ
∂y
= 0,
∂η
∂x
= 0 and
∂η
∂y
= 0. (7.2)
Therefore, it is only necessary to calculate the vertical velocity at these
nodes. This is calculated by siting at one of the corners nodes of the sliding
elements as described above (similar to sliding element C in Figure 7.14(b)).
(ii) At all other nodes on the column surface, it is known that:
∂φ
∂n
= 0 and
∂η
∂n
= 0. (7.3)
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The tangential derivatives around the column, ∂φ/∂θ and ∂η/∂θ, where θ
is the tangential coordinate, can be calculated using the sliding elements on
Γback. The normal and tangential derivatives can then be resolved to yield
the required surface gradients and velocities in the x and y directions; the
vertical velocity being calculated as described in item (i) above.
7.10.4 Test Cases
The present study has considered a regular wave of period T = 1s of wave steepness
ak = 0.05 interacting with a surface-piercing column; two column diameters are
considered corresponding to D = 0.1m and 0.3m. Both of these test cases are
inertia dominated with KC = 0.82 and 0.27 respectively; the former being slender
(D/λ = 0.06) and the latter very close to the threshold of the linear diffraction
regime (D/λ = 0.19). As a result, the scattered wave-field produced by the second
test case is expected to be similar to the linear diffraction solution of MacCamy
& Fuchs (1954).
7.11 Discussion of Results
7.11.1 Comparisons to Linear Diffraction Theory
Figures 7.15 to 7.18 concern both test cases, presenting comparisons between the
BEM predictions and the linear diffraction solution (MacCamy & Fuchs, 1954)
at four different phases of the wave cycle. In each case, subplots (a) and (b)
present the incident water surface elevation without the presence of the column,
ηwo; subplots (c) and (d) illustrate the linear diffraction solution (MacCamy &
Fuchs, 1954) of the scattered wave-field, ∆η = ηw− ηwo, where ηw is the predicted
water surface elevation with the column in place; and subplots (e) and (f) show
the BEM predictions of ∆η.
As expected, the numerical predictions of the scattered wave-field, ∆η, for
the larger 0.3m diameter column are very similar to those predicted by the linear
diffraction solution of MacCamy & Fuchs (1954); comparisons between subplots
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(d) and (f) in Figures 7.15 to 7.18) confirm this. In contrast, in the 0.1m di-
ameter column case, the numerical predictions of the scattered wave-field differ
significantly from those calculated using the linear diffraction solution. These
differences are particularly evident when comparing subplots (c) and (e) of Fig-
ures 7.16 and 7.18; the linear diffraction solution failing to predict the higher-order
scattered waves. These scattered waves are not concentric to the column and the
magnitudes of the highest and lowest ∆η are greater than those predicted by
MacCamy & Fuchs (1954). Whilst the differences in subplots (c) and (e) of Fig-
ures 7.15 and 7.17, are less distinct, the numerical predictions again show signs
of a more complicated scattered wave pattern that cannot be captured by linear
theory. For example, the two distinct peaks at (x, y) = (0.0, 0.1) and (0.0, 0.25) in
Figure 7.15(e) are not predicted by linear theory.
7.11.2 Comparisons to Laboratory Data
Having identified significant differences between the linear diffraction solution and
the fully nonlinear numerical predictions of the scattered wave-field, it is of inter-
est to consider whether this can be explained by the high-frequency wave patterns
first described by Sheikh (2004). In making comparisons between these earlier
laboratory observations and the present numerical calculations, it is important to
stress the significant difference in the steepness of the incident waves; the experi-
ments corresponding to ak ≈ 0.26 and the present numerical calculations involving
linear incident waves, ak = 0.05. The explanation for this difference is clear: as
it presently stands the BEM solution is unable to model the interaction between
steep incident waves and a slender column. Indeed, the upper limit appears to be
ak ≈ 0.1 for a column diameter of D = 0.1m.
The reason or justification for this lies in the nature of the interaction between
the incident waves and a slender column. If the former are steep, then the flow
will be characterised by highly localised wave breaking and air entrainment. Clear
evidence of these effects is provided by the still images given by Chaplin et al.
(1997), which are reproduced in Figure 7.19. A BEM solution represents a poten-
tial flow model and, as such, is incapable of continuing beyond the point of wave
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breaking. In the absence of any explicit smoothing, filtering or re-gridding, this
limitation will apply to all forms of wave breaking, including the highly localised
effects noted in Figure 7.19.
Having acknowledged the difference in the steepness of the incident waves, the
comparisons between the laboratory observations and the numerical predictions
are qualitative in nature; their purpose being to examine whether the numerical
model can reproduce the physical mechanisms responsible for the occurrence of
these high-frequency scattered waves. Figures 7.20 – 7.24 concern the interaction
of regular waves with the smaller column diameter, D = 0.1m. Each figure relates
to a different phase of the incident wave cycle, with subplots providing: (a) the
numerically predicted incident wave profile on y = 0m; (b) the numerically pre-
dicted scattered wave-field, ∆η(x, y); and (c) a visual image taken from Sheikh
(2004) and corresponding to the same phase of the incident wave cycle.
Figure 7.20 describes the wave-field arising immediately after the passage of a
wave crest. As the wave crest approaches the column the fluid runs up its front
face and then washes back down; evidence of the latter being provided by the
reduced water surface elevations immediately upstream of the column (∆η < 0m in
Figure 7.20(b)). This creates a horse-shoe shaped scattered wave that is concentric
to the column and outwardly propagating in the upstream or positive x direction
(noted in Figure 7.20(b) and (c)). Following the passage of the wave crest fluid is
also driven around the column in both a clockwise and an anti-clockwise direction
leading to the formation of a mound of water on the back face of the column.
This marks the beginning of the Type 2 waves that will eventually propagate in
the upstream direction and is clearly visible in Figure 7.20(b). Also visible in
Figure 7.20(b) is a pair of Type 2 waves propagating in the downstream direction.
These are produced in exactly the same manner as described below, except that
they are associated with the negative velocities arising in a wave trough and hence
occur half a wave cycle earlier (or later).
Figure 7.21 shows the evolution of the wave-field: the Type 1 wave propagates
away from the column and, in so doing, diminishes in height; while the pair of
Type 2 waves propagate around the column in the upstream direction, one travel-
ling clockwise and the other anti-clockwise. As these waves continue to propagate
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around the column (Figure 7.22) they grow in size. In Figure 7.23 the pair of
counter rotating Type 2 waves meet at the upstream face of the column. At this
stage the arrival of a wave trough ensures that the Type 2 waves will be swept in
the upstream direction by the negative wave-induced velocities. Evidence of this
is clearly provided in Figure 7.24(b). This figure also highlights the development
of a mound of water at the upstream face of the column. In terms of the wave-
structure interaction, this mound arises for exactly the same reason as that noted
in Figure 7.20(b); the only difference being that the former relates to the negative
wave-induced velocities and occurs at the upstream face (Figure 7.23(b)), while
the latter is due to the positive wave-induced velocities and arises on the down-
stream face (Figure 7.20(b)). Indeed, comparisons between Figures 7.20(b) and
7.24(b) confirm that the scattering of high-frequency waves involves two distinct
wave forms (Type 1 and Type 2 ) and that these waves are shed alternately in
the upstream and downstream directions every half wave cycle. Taken together,
Figures 7.20 – 7.24 shows that there is very good qualitative agreement between
the present BEM calculations and the earlier experimental observations of Sheikh
(2004).
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(a) Whole computational domain that has been mirrored about y = 0m.
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(b) Close up of the circular column that has been mirrored about
y = 0m.
Figure 7.13: Computational domain for a column of diameter 0.1m. Edges of
the quadratic elements and × nodes.
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Figure 7.14: (a) A bi-cubic element and (b) some examples of interpolated sliding
elements. × Actual nodes and • points representing the nodes of the interpolated sliding
element.
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Figure 7.15: Analytic solution and numerical predictions of the scattered wave-field
at phase Φ = 0 rad, corresponding to the arrival of a zero up-crossing. The left and
right columns relate to column diameters of D = 0.1m and 0.3m respectively. (a) and
(b) Incident wave-field without the column present, ηwo; (c) and (d) scattered wave-field
from the linear diffraction solution of MacCamy & Fuchs (1954), ∆ηlinear; (e) and (f)
BEM predictions of the scattered wave-field, ∆η.
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Figure 7.16: Analytic solution and numerical predictions of the scattered wave-field at
phase Φ = pi/2 rad, corresponding to the arrival of an incident wave crest. The left and
right columns relate to column diameters of D = 0.1m and 0.3m respectively. (a) and
(b) Incident wave-field without the column present, ηwo; (c) and (d) scattered wave-field
from the linear diffraction solution of MacCamy & Fuchs (1954), ∆ηlinear; (e) and (f)
BEM predictions of the scattered wave-field, ∆η.
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Figure 7.17: Analytic solution and numerical predictions of the scattered wave-field
at phase Φ = pi rad, corresponding to the arrival of a zero down-crossing. The left and
right columns relate to column diameters of D = 0.1m and 0.3m respectively. (a) and
(b) Incident wave-field without the column present, ηwo; (c) and (d) scattered wave-field
from the linear diffraction solution of MacCamy & Fuchs (1954), ∆ηlinear; (e) and (f)
BEM predictions of the scattered wave-field, ∆η.
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Figure 7.18: Analytic solution and numerical predictions of the scattered wave-field at
phase Φ = 3pi/2 rad, corresponding to the arrival of a wave trough. The left and right
columns relate to column diameters of D = 0.1m and 0.3m respectively. (a) and (b)
Incident wave-field without the column present, ηwo; (c) and (d) scattered wave-field
from the linear diffraction solution of MacCamy & Fuchs (1954), ∆ηlinear; (e) and (f)
BEM predictions of the scattered wave-field, ∆η.
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2.2 Topical Aspects of Wave-structure Interaction
(a) Time of crest (b) ∼ 0.09s after crest
(c) ∼ 0.18s after crest (d) ∼ 0.25s after crest
Figure 2.4: Flow around a 100mm diameter cylinder, resulting in unexplained nonlinear free-
surface disturbances. Images taken from an experimental study conducted by Chaplin et al.
(1997).
cylinder, 10cm in diameter. These visual observations, which are reproduced in Fig-
ure 2.4, revealed highly complex free-surface disturbances that clearly influenced the
loading process. Comparisons between Figure 2.3 and Figure 2.4(b) show remarkable
similarity, further indicating the close association between higher harmonic forcing and
high-frequency wave-scattering. For example, Chaplin et al. (1999) noted that the col-
lapsing sheet of water, visible in Figure 2.4, was responsible for producing two smaller
‘edge waves’ that run around both sides of the cylinder until they meet at the down-
stream side. Chaplin et al. (1999) further acknowledged that, although this phenomenon
is of continued importance to the offshore industry, it was not fully understood.
Many other researchers have considered the case of loading on a slender cylinder in
waves. Stansberg (1997) looked closely at experimental results related to cylinders of
different diameters subjected to regular and irregular waves. By comparing measured
second and third-order ringing loads with the model proposed by Faltinsen et al. (1995),
Stansberg (1997) aimed to evaluate the validity of slender-body approximations. In a
comprehensive study of higher harmonic wave loads, Huseby & Grue (2000) compared
experimental data with predictions using a variety of theoretical models. The first-
27
igure 7.19: Regular waves interacting with a column of diameter D = 0.1m (Chaplin
et al., 1997).
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Figure 7.20: Incident and scattered wave-fields at phase Φ = 2.53 rad. (a) η(x) on
y = 0m from BEM, (b) ∆η(x, y) from BEM and (c) experimental observations of the
scattered waves (Sheikh, 2004).
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Figure 7.21: Incident and scattered wave-fields at phase Φ = pi rad. (a) η(x) on y = 0m
from BEM, (b) ∆η(x, y) from BEM and (c) experimental observations of the scattered
waves (Sheikh, 2004).
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Figure 7.22: Incident and scattered wave-fields at phase Φ = 3.63 rad. (a) η(x) on
y = 0m from BEM, (b) ∆η(x, y) from BEM and (c) experimental observations of the
scattered waves (Sheikh, 2004).
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Figure 7.23: Incident and scattered wave-fields at phase Φ = 3pi/2 rad. (a) η(x) on
y = 0m from BEM, (b) ∆η(x, y) from BEM and (c) experimental observations of the
scattered waves (Sheikh, 2004).
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Figure 7.24: Incident and scattered wave-fields at phase Φ = 7.80 rad. (a) η(x) on
y = 0m from BEM, (b) ∆η(x, y) from BEM and (c) experimental observations of the
scattered waves (Sheikh, 2004).
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7.12 Conclusions
The present study has considered the interaction between regular waves and a
surface-piercing column. Two cases have been considered, corresponding toD/λ =
0.06 and 0.19, and in both cases the fully nonlinear multiple-flux BEM is shown
to provide a realistic description of the scattered wave-field. In the larger column
case the scattered waves are dominated by, but not identical to, linear diffraction
theory. In contrast, in the smaller column case the numerical predictions clearly
highlight the occurrence of high-frequency wave scattering. These effects appear
to be related to both the run-up and wash-down of fluid on the surface of the
column and the circulation of fluid about the column; two very different wave
forms (one concentric and the other not) being scattered in both the upstream
and the downstream directions in each incident wave cycle. These high-frequency
scattered waves cannot be predicted by linear diffraction, but appear to be in good
qualitative agreement with the laboratory observations of Sheikh (2004).
At this stage, the qualitative nature of these comparisons arises because of the
characteristics of the fluid flow involved. With the occurrence of steep incident
waves, as was the case in the laboratory observations, the interaction of the waves
with the slender column, particularly the movement of fluid around the column,
leads to highly localised wave breaking. This cannot easily be modelled using a
BEM, particularly where the method explicitly excludes the introduction of filter-
ing, smoothing and re-gridding. Nevertheless, the practical importance of these
scattered, high-frequency waves is clear. For example, Sheikh (2004) considered
their role in respect of maximum crest elevation and hence air-gap predictions;
while Masterton (2007) linked the scattering of these waves to the nonlinear forc-
ing responsible for the onset of a transient dynamic response commonly referred
to as ringing. Given the importance of these issues, much work on the numerical
simulation of flows about surface-piercing columns continues; the present paper
showing that even in those cases where the potential flow forces dominate, the
results may be very different to linear diffraction theory.
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7.13 Chapter Summary
This chapter presented two technical papers that have applied the new parallel
three-dimensional BEM to problems of nonlinear wave-structure interaction. The
first paper considered the interaction of regular waves with the submerged storage
caissons of Gravity Based Structures. Comparisons were drawn between the BEM
predictions and new experimental measurements of the water surface elevations;
the latter being based on a physical model study of StatoilHydro’s Sleipner A plat-
form. The second paper concerned the interaction of regular waves with slender,
surface-piercing columns. This paper presented comparisons between the numer-
ical predictions, the linear diffraction solution of MacCamy & Fuchs (1954) and
the experimental measurements of Sheikh (2004). In making these comparisons,
the usefulness of the BEM has been established. In particular, with the numerical
calculations undertaken in the spatial domain, the BEM solution is able to provide
data, and hence understanding, that is complementary to that obtained from a
typical physical model study.
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This thesis has concerned the development, validation and application of an exact
or fully nonlinear Boundary Element Method (BEM). The numerical model is
based in physical space and, in order to overcome the commonly encountered
corner problem, it employs the multiple-flux technique developed by Brebbia &
Dominguez (1992), which was first introduced to the discipline of wave mechanics
by Hague & Swan (2009). Furthermore, the present BEM undertakes no explicit
smoothing, filtering or re-gridding of any kind. This is essential for accurately
predicting the influence of high-frequency disturbances or energy transfers in wave-
wave and wave-structure interaction. It has been demonstrated that the present
BEM is capable of accurately simulating a variety of wave and wave-structure
interaction phenomena, both in two and three dimensions. This chapter continues
by considering the principal achievements of the present study, discussing their
engineering significance and providing suggestions for further work.
8.1 Principal Achievements
The present study has:
1. Improved the two-dimensional multiple-flux Boundary Element Method (BEM)
of Hague & Swan (2009) by:
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(a) increasing the computational efficiency using the Generalised Minimum
Residual (GMRES) iterative matrix solver;
(b) resolving the problem of the boundary layer effect that decreases the ac-
curacy of the calculation of internal kinematics in this type of numerical
model.
2. Applied and interpreted the two-dimensional BEM for:
(a) overturning solitary waves;
(b) transient limiting and overturning wave groups described by realistic
wave spectra;
(c) regular waves interacting with submerged breakwaters;
(d) irregular waves interacting with vertical walls.
3. Provided evidence to suggest that a semi-Lagrangian frame of reference is not
appropriate for modelling limiting irregular waves because it underestimates
both the maximum water surface elevation and the associated fluid velocities.
4. Illustrated that spilling and plunging waves are part of the same family and
are only distinguished by the input amplitude or energy.
5. Demonstrated that the largest crest amplitude in deep water appears during
the formation of plunging breakers and not in the limiting wave case; the
latter representing the onset of wave breaking. Once a large scale plunging
breaker is achieved, increasing the input energy does not further increase the
largest crest elevation.
6. Confirmed that the reflection of a single two-dimensional irregular wave is,
in the absence of viscous effects, identical to the head-on collision of two
identical transient wave groups.
7. Established that the maximum wave run-up of a highly nonlinear irregular
wave on a vertical wall can be more than three times the incident linear
amplitude sum.
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8. Provided further evidence to show that the reflection from submerged break-
waters is a linear phenomenon. This allows the reflection coefficient to be
calculated using first-order theories.
9. Indicated that the second-order beat length expression proposed by Massel
(1983) is broadly correct, but subject to variations that are dependent on
the nonlinearly of the wave-field.
10. Developed the first parallel BEM applied to wave mechanics.
11. Applied and interpreted the three-dimensional, multiple-flux BEM for:
(a) focused irregular waves;
(b) regular waves interacting with submerged caissons; and
(c) regular waves interacting with slender, surface-piercing columns.
12. In respect of waves propagating over submerged caissons:
(a) Demonstrated that the largest amplifications of the incident water sur-
face elevation occur when the submerged caissons have a small relative
depth of submergence and a large relative length; the present study de-
termining that a 90% amplification of the incident wave-field can occur
due to the presence of submerged storage caissons alone.
(b) Presented evidence to show that increasing the steepness of the incident
wave-field increases the maximum amplification up to the point where
wave breaking occurs; the latter defining the upper limit.
(c) Demonstrated that a numerical model must be able to simulate both
shoaling effects due to a sudden reduction in the water depth and re-
fraction effects leading to the directional focusing of wave energy along
the centreline of the submerged caissons. Neglect of the latter can result
in an underestimation of the maximum crest elevation of up to 67%.
(d) Shown that refraction effects appear to dominate for shorter wave peri-
ods and shoaling becomes more significant as the wave length increases
or the effective water depth reduces.
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13. In respect of wave-column interactions:
(a) Demonstrated that the numerical predictions of the scattered wave-field
produced by a slender column are in good qualitative agreement with
the experimental observations of Sheikh (2004).
(b) Provided evidence to argue that a BEM that does not undertake ex-
plicit smoothing of any kind cannot simulate steep regular waves in-
teracting with slender columns. This is because during the formation
of the Type 2 scattered waves, the surface break-up causes localised
vertical jetting and small scale breakers to occur, all of which cannot
be simulated by the BEM due to its potential flow constraint.
8.2 Engineering Significance
In several of the examples presented in this dissertation, it has been demonstrated
that the commonly applied design solutions are incapable of accurately calculating
the water surface elevation and the associated water particle kinematics. The
accurate prediction of both these aspects are essential if the wave loading is to
be correctly ascertained. Therefore, these examples highlight the need for a fully
nonlinear numerical model to accurately predict the water surface elevation, the
underlying water particle kinematics and, most importantly from an engineering
perspective, the applied wave loading. In some circumstances the BEM solution
proposed within this thesis can contribute towards this process.
8.3 Suggestions for Further Work
The present study has demonstrated the ability of the BEM to accurately simulate
wave-wave and wave-structure interaction. However, as with all numerical models,
it is always possible to improve the program and extend its application to new
areas. Therefore, this section suggests potential avenues of further research that
can build on the achievements of the present study.
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1. Further validation of the three-dimensional BEM
Whilst the three-dimensional BEM has been validated for irregular wave-
wave interaction and regular waves interacting with submerged structures
and surface-piercing columns, there are still aspects that remain to be veri-
fied. These include:
(a) The accuracy of the fully-Lagrangian frame of reference, which can be
validated by comparing the numerical predictions of overturning waves
with experimental measurements, as was undertaken in § 3.8 for the
two-dimensional model.
(b) Quantitative comparisons of the interaction of regular and irregular
waves with single and multiple surface-piercing structures.
2. Three-dimensional kinematics
In order to understand the physical processes that govern the fully nonlinear
evolution of the water surface, it is essential to accurately calculate the
underlying water particle kinematics. Therefore, it is also desirable to be able
to calculate the three-dimensional kinematics. As with the two-dimensional
model, the problem of the boundary layer effect, as explained in § 3.7, will
also need to be overcome in three dimensions. The method described in § 3.7
for two-dimensions can equally be applied in three-dimensions. However, as
the number of nodes is significantly larger in three-dimensions, an increase of
the number of the Gaussian quadrature ordinates will lead to prohibitively
long execution times. Therefore, it will be necessary for this code to make use
of a parallel computing environment. As all of the numerical integrations
involved in the kinematics calculations are independent, this part of the
program is also embarrassingly parallel (see § 6.4.7).
3. Wave loading
The calculation of the applied wave loads is an essential element in the design
of all offshore or coastal structures. As wave loading is related to both the
water surface elevation and the underlying water particle kinematics, it is not
surprising that the analytically predicted forces and overturning moments
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also differ from experimental measurements. Therefore, it is necessary to
calculate the fully nonlinear wave loads using a numerical model. With the
BEM, the wave loading can be directly calculated by integrating the pres-
sure field around the structure. The pressure is obtained from Bernoulli’s
equation (2.4), which requires knowledge of the velocities, (u, v, w), the tem-
poral derivative of the velocity potential, ∂φ/∂t, and the elevation, z. As the
structure itself forms part of the boundary, the velocity potential and poten-
tial flux are available from the solution of the boundary integral equation.
A simple backwards difference scheme can be used to determine ∂φ/∂t or a
more accurate version can be employed (Bai & Eatock-Taylor, 2006). The
velocities are calculated from equation (6.26) and the elevation is determined
by the geometry of the structure relative to the water surface elevation.
4. Absorbing numerical wave paddles
The wave paddles employed in the present BEM can only generate waves and
have no ability to absorb the reflected waves arriving at the input boundary.
This is in contrast to their experimental counterparts employed in hydrody-
namic laboratories around the world. In the examples investigated in the
present study, this has not become an issue as the computational domain has
been made large enough and the sampling time sufficiently short to prevent
the contamination of the numerical predictions with undesirable reflected
waves. However, when the applications of the model become more complex
and a larger sampling time is required, the number of nodes will increase,
and subsequently so will the computational run times. Therefore, the in-
troduction of absorbing numerical wave paddles will decrease the size of the
domain and hence reduce the computational run times.
This problem has been addressed by several authors (see for example
Tanizawa et al., 2003; Koo & Kim, 2004) by introducing a sponge layer or
damping zone in front of the input in addition to that located at the end of
numerical wave tank. However, this does not conserve the full nonlinearity
of the input. Consequently, it will be of interest to couple the generating
input boundary with the radiation condition to develop an absorbing wave
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paddle, such as those used in modern hydrodynamic laboratories around
the world. This will prevent the loss of the nonlinear characteristics of the
incident waves.
5. Automatic switch to a fully-Lagrangian frame of reference
At present, the switching time from a semi- to a fully-Lagrangian frame of
reference is determined through an iterative process of trial and error coupled
with visual observations of several overturning wave simulations. Clearly
this is not ideal and introduces a certain degree of subjectivity. A suggested
alternative is the development of an automatic scheme that switches from
a semi- to a fully-Lagrangian frame of reference. In order to achieve this,
several criteria need to be addressed, namely:
(a) The majority of the wave envelope has entered the computational do-
main through the input boundary.
(b) The steepness of the generated wave at the input boundary is low, and
will remain low. This can be ascertained by calculating the second-
order correction term to linear theory.
(c) The establishment of a threshold for the wave steepness that is ac-
curately predicted by the semi-Lagrangian frame of reference. This
should probably be based on several numerical experiments that will
determine when the semi- and fully-Lagrangian surface profiles begin
to differ significantly.
6. Increasing computational efficiency
Despite significantly decreasing the execution times by implementing the
BEM code in parallel, there are still important computational efficiencies to
be gained. At present, for three-dimensional simulations with a large number
of nodes, the solution of the linear system of equations via the iterative GM-
RES method is the slowest part of the calculations, as this is still executed in
serial. Therefore, for very large computational domains further reductions
can be obtained by parallelising the GMRES algorithm. Another possible
improvement, as described in § 2.1.2, would be a parallel implementation of
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the Fast Multipole Boundary Element Method (FM-BEM) (Graziani & Lan-
drini, 1999; Fochesato, 2004). At present, this is the most efficient method,
both in terms of execution times and storage requirements, but issues have
been raised concerning its accuracy.
7. Further applications
There is a long list of possible further applications, but some of the more
important ones include investigations of:
(a) Decomposing the physical processes into linear, second-order and higher-
order components, to provide enhanced physical understanding.
(b) Three-dimensional overturning waves in realistic sea states.
(c) Shallow water phenomena of irregular waves and comparing the findings
with those of Katsardi (2007).
(d) Multiple surface-piercing columns.
(e) Wave-vessel interactions such as those experienced by tankers, FPSOs
and LNG carriers involved in oﬄoading operations.
Many of these topics are currently ongoing using the present multiple-flux
BEM within the Fluid Mechanics Section in the Department of Civil &
Environmental Engineering at Imperial College London.
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Appendix A
General Minimized Residual (GMRES)
Algorithm
This appendix outlines the formulation of the General Minimized Residual (GM-
RES) algorithm proposed by Saad & Schultz (1986). The GMRES algorithm was
coded and implemented into the multiple-flux BEM by the author. Its implemen-
tation reduces the execution time from O(N3) to O(N2), where N is the number
of nodes employed to discretise the computational domain.
A.1 Introduction
At first, iterative methods are often considered approximate and consequently
not as accurate as the classical direct methods that have been employed in the
past. However, even direct methods are only as accurate as the precision of the
machine on which they are computed. Consequently, as it is possible, in theory
at least, for iterative methods to exploit the full accuracy of machine precision,
they are at the very least as precise as their direct counterparts. Indeed, classical
methods were not conceived to be performed on computers, and therefore errors
can rapidly accumulate in calculating the solution of large systems, significantly
reducing the accuracy of the method. In contrast, iterative methods are fairly
recent developments and they exploit the nature of computers to obtain a sufficient
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level of accuracy in as quick a time as possible.
Moore’s law (Moore, 1965), which was more of an observation of the number
of transistors per integrated circuit, states that computer processing speeds will
approximately double every two years. Whilst in the future computers will be able
to rapidly compute BEM solutions by means of the direct methods, the significance
of the iterative method will become ever greater, adhering to the fundamental
law of computer science: “As machines become more powerful, the efficiency of
algorithms grows more important, not less” (Trefethen, 1998).
A.2 Background
There are numerous iterative methods available. One of the most famous methods
is referred to as the Conjugate Gradient (CG) method which is based on the
Lanczos algorithm (Lanczos, 1952). However, this method requires a positive
definite Hermitian matrix, which is referred to as a symmetric matrix in the field
of real numbers. This symmetric constraint may be removed by applying the CG
method to the normal equations
(
AAT
)
y = b ⇒ x = ATb, (A.1)
which results in the CGN method (Craig, 1955), however, this maintains the re-
quirement of a positive definite matrix, defined by equation (A.4). The application
of the CG algorithm twice, referred to as BiCG (also initially proposed by Lanczos,
1952) removes both the symmetric and positive definite constraints, allowing it
to be used for the BEM. However, it has irregular convergence, and there is the
possibility that it may break-down in certain situations (Trefethen & Bau III,
1997).
Therefore, Saad & Schultz (1986) devised the General Minimized Residual
(GMRES) algorithm as a generalisation of the Minimum Residual (MINRES)
method developed by Paige & Saunders (1975). The important advantage of
the GMRES method lies in its ability to solve nonsymmetric linear system of
equations, due to its roots in the Arnoldi iteration (Arnoldi, 1951) as opposed to
the Lanczos algorithm. Coupled with the nature of MINRES being free from the
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positive definite constraint, GMRES rapidly became the iterative method of choice
for nonsymmetric matrices. Furthermore, it possesses monotonic convergence, due
to the enlargement of the Krylov subspace with each iteration, it is guaranteed to
converge in N iterations, and it is a rapid and very stable algorithm (Trefethen &
Bau III, 1997). Several good reviews on the subject of iterative methods include
Barrett et al. (1994), Freund et al. (1992) and Saad & Vorst van der (2000).
A.3 Numerical Formulation
A.3.1 Fundamentals
One of the fundamental methods involved in iterative solutions is the ability to
define the magnitude of a vector or a matrix. As far as vectors are concerned, the
magnitude is stated in terms of the p-norms, which are defined as follows:
‖v‖p =
(
n∑
i=1
|vi|p
) 1
p
, (A.2)
where v is a general vector with n elements. More specifically, the 2-norm of a
vector is calculated, which is defined as
‖v‖2 =
(
n∑
i=1
|vi|2
) 1
2
=
√
vTv , (A.3)
and which is used for the iterative methods to calculate the residual of a linear
system of equations. Certain algorithms, for example the CG solution — of which
the GMRES method is not a member — are constrained by the fact that the
matrix, A, must be a positive definite one, which satisfies the following condition:
vATv > 0, ∀v. (A.4)
Within linear algebra it is normal to define the span of a vector which contains all
the linear combinations of a vector set
span{v1,v2, . . . ,v2} =
{
n∑
i=1
βivi : βi ∈ <
}
. (A.5)
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A.3.2 Krylov Subspace
The Krylov sequence is defined as
b,Ab,A2b,A3b, . . . , (A.6)
where A and b are a matrix and vector respectively. The Krylov subspace, Kk, is
then defined as the span of the Krylov sequence, which is typically given by
Kk = span{b,Ab,A2b, . . . ,Ak−1b}, (A.7)
where k is the number of iterations.
A.3.3 Arnoldi Iteration
The GMRES algorithm is founded on the Arnoldi iteration that performs an or-
thogonal similarity transform of A into Hessenberg form
A = QHQT , (A.8)
or AQ = QH, (A.9)
where Q is an orthogonal matrix and H is an upper Hessenberg matrix, which in
order to illustrate an example, for a size 5× 4 is given by
h11 h12 h13 h14
h21 h22 h23 h24
0 h32 h33 h34
0 0 h43 h44
0 0 0 h54

. (A.10)
However, when the number of nodes, N , is huge, and thus an iterative method
is required, it is not advantageous to perform the whole transformation. Conse-
quently, only the first k steps are taken, which is represented by
AQk = Qk+1H˜k, (A.11)
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or by
 A

 q1 . . . qk
 =
 q1 . . . qk+1


h11 h12 . . . h1k
h21 h22 . . . h2k
0 h32 . . . hkk
. . . . . . . . . . . .
0 0 . . . hk+1,k

,
(A.12)
where qk is known as the k
th Krylov vector. These vectors form the columns of
the orthogonal matrix, Q, and it is typical of an iterative method to operate with
columns of a matrix rather than the matrix as a whole, as shown by the delimiters
in equation (A.12). Expanding the kth iterative of the Arnoldi algorithm, we
obtain
Aqk = h1kq1 + · · ·+ hkkqk + hk+1,kqk+1, (A.13)
which once rearranged gives
qk+1 =
Aqk − h1kq1 + · · ·+ hkkqk
hk+1,k
. (A.14)
Note the products of hij coefficients with whole column vectors, qj and equally
the fact that the (k+1)th Krylov vector is dependent on all the previous q vectors.
This is an unfortunate disadvantage of the Arnoldi algorithm, and ultimately, the
GMRES method, as it is necessary to store all of these Krylov vectors, and this
significantly increases the storage requirements of the method.
A.3.4 The GMRES method
The aim of the GMRES method is to solve the linear system of equations
Ax = b. (A.15)
This is achieved by calculating the residual vector, r, and the residual, r,
r = b−Axk, (A.16)
r =
∥∥∥b−Axk∥∥∥
2
, (A.17)
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where xk is the k
th iterative approximation to the exact solution x, and is defined
by
xk = x0 + zk, (A.18)
where x0 is an initial guess to the solution and
zk ∈ Kk = span
{
r0,Ar0, . . . ,A
k−1r0
}
, (A.19)
and where the initial residual vector is given by
r0 = b−Ax0. (A.20)
This results in
zk = Qky, (A.21)
where y is found by solving the least squares problem
min
∥∥∥b−Axk∥∥∥
2
,
min
∥∥∥b−A (x0 + zk)∥∥∥
2
,
min
∥∥∥r0 −AQky∥∥∥
2
,
min
∥∥∥Qk+1 (‖r0‖2e1 − H˜ky)∥∥∥
2
, (A.22)
where e1 is a unit column vector. The GMRES solution is obtained when the
residual, r, is smaller than a tolerance prescribed by the user. Within all the
simulations presented in this thesis, a tolerance of 1× 10−6 was employed.
A.3.5 Preconditioning
Whilst the GMRES algorithm will accelerated the BEM quite significantly, it is
desirable to obtain the best performance from the method, and this is achieved by
preconditioning the influence matrix, A. This will result in a better conditioned
linear system, and the eigenvalues will be clustered around a given value, which
allows rapid convergence of the GMRES method.
There are several types of preconditioners that are applicable to the GM-
RES algorithm, and they fall into three categories, left precondtioned (equa-
tion (A.23)), right preconditioned (equation (A.24)) and left-right precondtioned
286
A.3 Numerical Formulation
(equation (A.25))
M−1Ax =M−1b, (A.23)
AM−1y = b ⇒ x =M−1y, (A.24)
M−1L AM
−1
R y =M
−1
L b ⇒ x =M−1R y, (A.25)
where ML and MR are the left and right preconditioners respectively. The con-
vergence properties are now dependent on M−1A rather than on just A. Instead
of computing the inverse of the preconditioner, which is a very time consuming
step and is never performed in iterative methods, we can efficiently solve
My = c, (A.26)
for the unknown y = M−1c. Ideally a preconditioner M is close to A, with the
eigenvalues of M−1A close to one. Equally, it is preferable that∥∥∥M−1A− I∥∥∥
2
, (A.27)
is small. The preconditioner that has been chosen to accelerate the GMRES
method even further is the JACOBI preconditioner, which can be simply defined
as the diagonal elements of the influence matrix, A, illustrated by the following:
if the elements of a 3× 3 matrix A are denoted in the usual fashion as
A =

a11 a12 a13
a21 a22 a23
a31 a32 a33
 , (A.28)
then the Jacobi preconditioner is given by
M = diag{A}, (A.29)
or M =

a11 0 0
0 a22 0
0 0 a33
 . (A.29a)
The JACOBI preconditioner is very simple, and consequently it is a very efficient
method, which results in the number of iterations rarely surpassing 10% of the
total number of nodes, and therefore, greatly aids in reducing the time taken per
simulation.
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Appendix B
The Multiple-flux Technique
This appendix describes the differences between the physical problem formulation
of the multiple-flux technique and the double-node method. A description of the
former can be found in Brebbia & Dominguez (1992) and Dominguez (1993),
whereas the latter is commonly employed in boundary element methods applied
to wave mechanics (Grilli et al., 1989, 2001; Fochesato et al., 2007; Xue et al.,
2001).
B.1 Boundary Integral at Continuous Sides
At a continuous interface between elements, the double-node approach only em-
ploys single nodes, as double nodes are only applied at geometric discontinuities.
Consequently, only one potential and one potential flux is required at this in-
terface. In contrast, the multiple-flux technique is applied at all element edges
and not only at corners. Therefore, the treatment of continuous sides is almost
identical to the approach undertaken at geometric discontinuities.
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L
R
Double Nodes
• Two variables to determine: φ and ∂φ
∂n
• One is prescribed through boundary conditions
• One is calculated by applying the Boundary Integral (BI)
Multiple Flux
• Three variables to determine: φ, ∂φ
∂n
∣∣
L
and ∂φ
∂n
∣∣
R
• For Neumann-Neumann or Neumann-Dirichlet boundary conditions:
– Two are prescribed by boundary conditions
– One is calculated by applying the BI
• For Dirichlet-Dirichlet boundary conditions:
– One is prescribed by boundary conditions
– One is calculated by applying the BI
– ∂φ
∂n
∣∣
L
= ∂φ
∂n
∣∣
R
is explicit from linear algebra organisation.
B.2 Boundary Integral at Discontinuous Sides
Table B.1 presents the differences between a double-node approach and the multiple-
flux technique when applied to a discontinuous interface between elements. This
table illustrates that the multiple-flux technique does not employ any explicit
compatibility conditions, such as φL = φR. These compatibility conditions are
incorporated in the linear algebra equations and since the matrix solution will
never be exact, small errors will persist in this important condition.
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Boundary conditions Double-node method Multiple-flux method
∂φ/∂n|L and ∂φ/∂n|R 2 unknowns: φL and φR 1 unknown: φ
Equation 1: BI at corner Equation 1: BI at corner
Equation 2: φL = φR (explicit compatibility) (φ compatibility is implicit)
∂φ/∂n|L and φR 2 unknowns: φL and ∂φ/∂n|R 1 unknown: ∂φ/∂n|R
Equation 1: BI at corner Equation 1: BI at corner
Equation 2: φL = φR (explicit compatibility) (φ compatibility is implicit)
φL and ∂φ/∂n|R 2 unknowns: φR and ∂φ/∂n|L 1 unknown: ∂φ/∂n|L
Equation 1: BI at corner Equation 1: BI at corner
Equation 2: φR = φL (explicit compatibility) (φ compatibility is implicit)
φL and φR 2 unknowns: ∂φ/∂n|L and ∂φ/∂n|R 2 unknowns: ∂φ/∂n|L and ∂φ/∂n|R
Equation 1: BI at corner Equation 1: BI at corner
Equation 2: w′ = ∂φ/∂n|L cosβL − ∂φ/∂n|R sinβR Equation 2: None
= ∂φ/∂s|L cosβL − ∂φ/∂s|R sinβR (These boundary conditions cannot be treated)
(explicit velocity compatibility)(Grilli & Svendsen, 1990)
Table B.1: Definition sketch and table for discontinuous interface between elements.
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Appendix C
Phase Velocity and Breaking Criteria in Real
Sea States
This appendix describes the method employed to calculate the local phase velocity
in the vicinity of a strongly nonlinear irregular wave. This technique was used in
Papers 1 and 2 to compare the local phase velocity with the water particle velocity
in both the semi- and fully-Lagrangian frames of reference. The breaking criteria
u > c l, where u is the maximum particle velocity and c l is the local phase velocity,
was presumed to indicate the threshold of wave breaking.
The local phase velocity of the crest, c l, was determined by first recording the
time taken for the wave crest to propagate from 15m upstream of the maximum
event (x1 = xmax − 15 at t = t1) to the location of the maximum event itself
(x2 = xmax at t = t2) and calculating c l = (x2 − x1)/(t2 − t1). The 15m length
represents 6.67% of the wavelength corresponding to the peak of the wave spectrum
employed in Papers 1 and 2. This method is illustrated in Figure C.1; a similar
technique having been employed by Baldock et al. (1996).
A distance of 15m was chosen to ensure that the local velocity of the maximum
crest was calculated to an appropriate degree of accuracy. Preliminary tests were
performed using the Fourier approximation theory of Sobey (1989) for regular
waves of height H = 10m, period T = 12s and time step ∆t = 0.033s; these
values are representative of the parameters corresponding to the peak of the wave
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15m
x1
x2
Figure C.1: Schematic illustrating the calculation of the local phase velocity for an
irregular wave propagating from left to right. η(x) at t = t1 and η(x) at
t = t2.
spectrum employed for the simulations in Papers 1 and 2. Figure C.2 illustrates
the percentage error in the calculation of the phase velocity as the spatial distance
x2 − x1 is varied; the values being related to the phase velocity predicted by
Fourier approximation theory. It can be observed from this figure that a value
of x2 − x1 = 15m with a relative error of less than 1% is a compromise between
obtaining a prediction that is both accurate and local to the vicinity of the largest
crest. The justification for considering only the upstream direction (x 6 xmax) lies
in the fact that the fully-Lagrangian BEM simulations of the strongly nonlinear
wave groups breakdown very quickly after the occurrence of the maximum crest
elevation. This breakdown corresponds to the onset of wave breaking in the form
of spilling.
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Figure C.2: Percentage error in the phase velocity calculation for regular waves tests
relative to the Fourier approximation theory of Sobey (1989).
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Appendix D
Numerical Accuracy and Convergence
This appendix describes the numerical accuracy and convergence of the two-
dimensional multiple-flux boundary element method. Two aspects are consid-
ered: the convergence of the program with decreasing nodal resolution and with
increasing number of Gaussian quadrature ordinates.
D.1 Test Cases
A regular wave of wave height H = 0.048m, wavelength λ = 1m propagating in
a water depth d = 1.05m was selected for the convergence tests; the parameters
of the test cases being specified in Table D.1. This allows comparison to the
18th-order Fourier approximation theory of Sobey (1989). The Boundary Element
Method was run in a numerical domain with initial coordinates 0.0m 6 x 6 7.0m
and −1.05m 6 z 6 0.0m, with ∆z = 0.075m and different horizontal spatial
resolutions as detailed in Table D.1. In order to maintain numerical stability,
a Courant number of C0 = 0.5 was employed, leading to different time steps
for the various nodal resolutions as given by equation (3.5). The Stokes fifth
analytical solution of Fenton (1985) was used to specify the input velocity on Γl
(see Figure 3.1) and a radiation condition was employed on Γr (see Figure 3.1)
Furthermore, a numerical sponge layer was prescribed in the final two metres of
the computational domain (5.0m 6 x 6 7.0m).
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Case H/λ [-] kd [-] ∆x [m] ∆x/λ [-] ∆t [s] NGauss [-]
1 0.048 6.597 0.025 0.025 0.0039 10
2 0.048 6.597 0.050 0.050 0.0078 10
3 0.048 6.597 0.075 0.075 0.0117 10
4 0.048 6.597 0.100 0.100 0.0156 10
5 0.048 6.597 0.075 0.075 0.0117 4
6 0.048 6.597 0.075 0.075 0.0117 6
7 0.048 6.597 0.075 0.075 0.0117 8
8 0.048 6.597 0.075 0.075 0.0117 12
Table D.1: Parameters for the test cases.
D.2 Results
In order to judge the accuracy of the BEM, the time history of the water surface
elevation at x = 2m was compared to the 18th-order Fourier approximation theory
of Sobey (1989) and the maximum error determined. Figure D.1 presents this
maximum error as a function of the nodal resolution, employing test cases 1 to 4.
This indicates that a spatial resolution of ∆x = 0.05m is sufficient, whilst one of
∆x = 0.075m could be used to reduce the execution time.
Likewise, Figure D.2 presents the maximum error in terms of the number of
Gaussian quadrature ordinates, using test cases 3 and 5 to 8. In this case, there
is little difference between the number of Gaussian integration points, with 8 pro-
viding the best compromise of speed and accuracy. In the two-dimensional code,
10 Gaussian ordinates are typically employed as standard to ensure an accurate
calculation, as speed is not a constraining factor. However, in three-dimensional
simulations, the difference between the execution time for 6× 6 and 8× 8 Gaus-
sian quadrature ordinates is significant. Therefore, only 6 Gaussian quadrature
ordinates are employed for each intrinsic coordinate to decrease the computational
run time.
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Figure D.1: Maximum error in the water surface profile between the Fourier approxi-
mation theory (Sobey, 1989) and the BEM with different nodal resolutions, ∆x.
D.3 Implicit Filtering
Throughout the thesis, the author has stressed the lack of explicit filtering or
smoothing within the present numerical scheme, which is in contrast with other
Boundary Element Methods (Longuet-Higgins & Cokelet, 1976; Grilli et al., 1989;
Fochesato et al., 2007). Explicit filtering or smoothing refers to the act of nu-
merically predicting the water surface elevation and then applying, for example, a
five-point smoothing technique to remove saw-tooth instabilities (Longuet-Higgins
& Cokelet, 1976). However, with the need to employ variable nodal resolutions in
complex computational domains, some implicit filtering occurs during the numer-
ical procedure. This implicit filtering is caused by the calculation of non-centered
differences due to the varying spatial size of adjacent elements. Thacker (1977)
has noted that the correction terms for non-uniform grids are of the order of the
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Figure D.2: Maximum error in the water surface profile between the Fourier approxi-
mation theory (Sobey, 1989) and the BEM with different number of Gaussian ordinates,
NGauss.
nodal resolution rather than the grid spacing squared, as is the case for centred
differences in uniform grids. Further details are available in Thacker (1977) and
Thacker (1980).
Other sources of implicit filtering include the use of 6 × 6 instead of 8 × 8
Gaussian quadrature ordinates in the three-dimensional code and the effect of the
Courant number on the time integration. The former decreases the accuracy of the
quadrature and could smooth out important changes in the variables of interest,
however, as mentioned above, this was chosen for computational efficiency. The
latter can filter dynamic changes of the variables, however, the assigned Courant
number was chosen to maintain numerical stability, especially for the overturning
wave cases presented in § 3.8 and Papers 1 and 2.
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