In [1] Optimal Control methods over re-parametrization for curve and surface design were introduced. The advantage of Optimal Control over Global Minimization such as in [16] is that it can handle both approximation and interpolation. Moreover a cost function is introduced to implement a design objective (shortest curve, smoothest one etc...). The present work introduces the Optimal Control over the knot vectors of non-uniform B-Splines. Violation of Schoenberg-Whitney condition is dealt naturally within the Optimal Control framework. A geometric description of the resulting null space is provided as well.
1. Introduction
Motivation
Recall that a spline curve CðsÞ is defined by control points (also known as de-Boor points) d i and a knot vector t in the following way:
where a s b, N i;k ðsÞ, the spline basis functions [7] , is defined over the knot vector t i.e. N i;k ¼ N i;k ðt; sÞ.
The following design problems will be examined:
Given a set of points P ¼ P 0 ; . . . ; P m 2 R d ; d ¼ 2; 3 , generate a piece-wisepolynomial curve CðsÞ that will solve one of the two design objectives:
Interpolation: Interpolate through the given points (For a given parametrization s ¼ ðs 0 ; . . . ; s m Þ, create CðsÞ s.t.
Cðs i Þ ¼ P i ð2Þ
Approximation: Find a curve that CðsÞ that will pass as close as possible to the given set of points. 
Both design problems have several degrees of freedom (d.o.f) -changing the knot vector and the parameter value will create a different curve that will solve the design problem. The problem studied here is how to exploit these d.o.f in order to optimize a certain fairing goal such as to create an interpolating curve which's curvature is minimal, or to reduce the approximation error of the curve.
Previous Works
The quality of the approximation and/or interpolation of a set of points P j 2 R d , (d ¼ 2; 3) by a parametric curve CðsÞ depends on the choice of parameters s. Additional degrees of freedom in the case of spline curves are given by the knot vector t.
The optimal parametrization problem has been extensively studied, see for instance Hoschek [12] and Speer et. al. [16] The placement of the knot vector has not been treated as an optimization problem, but rather as a local geometrical one, see Hoffman [11] , Piegl [14] and Farin [6] . A global optimization problem where all parameters (d; s; t) are treated at once together is given in the pioneer work of Gengoux and Mekhilef [9] . A different approach is introduced in Alhanaty and Bercovier [1] where the problem is defined in the setup of optimal control. This allows the separation of the state variable (for instance the control polygon) from the control variable (the parametrization). Moreover the algorithm deals with the classic case of control points and generation of the discrete parametrization defined at those points -the case of knot vector variations is not considered.
Overview
In this paper a novel, unified, framework that is able to solve all the above problems in an efficient way, for all non-uniform splines curves of arbitrary order is developed.
The Optimal Control framework for curve design that was introduced in [1] is extended to use the knot vector, t, of the spline as a control variable, u, in addition to the parametrization of the curve. Matlab's constrained minimization routine, fmincon, is used to minimize the cost function.
During the optimization process the optimizer might try to evaluate an invalid configuration. i.e. a configuration of the knot vector, t, and a parametrization, s, that violates the Schoenberg-Whitney condition (a description of this condition appear in Section 2.2 and in [3] and [15] ). This evaluation must be completed anyway since without it the optimizer will not be able to carry on the optimization process. Using the optimal control framework again in this case enables the evaluation of the curve in this invalid configuration in a meaningful way.
Mathematical Formulation

Optimal Control in CAGD
Optimal control in CAGD was previously presented in [1] , here is a review of the formulation. (In all subsequent sections, a vector or a matrix will be denoted by a bold character).
A control system is a system which is described by a variable x; called the state variable. The variable x depends on some control variable u: Different values of u define different states of the system, where the relation between x and u is given by the solution to a given linear equation that could involve differential equations
This is the state equation.
The cost function J ðx; uÞ is a real-valued function describing some quality of the pair ðx; uÞ: It is often given by an integral functional. The optimal control problem is to find a control " u such that any state " x for which Að" x; " uÞ ¼ 0 will minimize the cost function J ðx; uÞ; i.e., J ð" x; " uÞ ¼ min ðx;uÞ fJ ðx; uÞ : Aðx; uÞ ¼ 0g:
This work deals with non-uniform B-Spline curves:
where d i 2 R d are de-Boor points and N i;k are B-spline basis functions over the knot sequence; n is the number of basis functions used for the spline and k is the order of each spline. Two kinds of state equations are considered, each with several cost equations.
State Equations and Variables
The state equation 5 is either the interpolation equation or the approximation equation, both have the form:
Where M is the collocation matrix that provides the least squares fit of the curve CðsÞ to the input points P ¼ P 0 ; . . . ; P m 2 R d ; d ¼ 2; 3; (see equations 3 and 4) in the case of approximation or exact fit (see equation 2) in case of interpolation.
is the matrix of the de-Boor points that define the curve.
The state variables x are the variables that define the shape of the curve CðsÞ. d, the de-Boor points, act as the state variable in this work.
The Control Variables
In [1] , the control variable u, was chosen to be s. In this work t is introduced as the control variable and experiments with alternating between t and s in this role are conducted. Choosing the knot vector t as the control variable was never done before since it results in a non-linear problem with possible singularities.
Remarks on Geometry of the Parametrization and Geometry of the Knot Vector
The classical ''optimal'' parametrization problem consider a fixed basis of spline curves, based on a fixed basis of spline functions -consider for instance the approximation problem, the non-linearity of the parametrization problem is actually due to the least square norm (equation 4), based on the parametrization nodes (s). If the least square is performed on a large number of nodes, their influence diminishes as one gets to be close to the actual continuous L 2 norm. Since the basis functions are fixed, this continuous norm is independent of the choice of s.
By contrast the knot vector geometry determines a given spline curve basis, changing the knots (up to a scaling factor) modifies the actual basis and as a consequence, it changes the functional space where the approximation (respectively the interpolation) is performed. This is equivalent to the idea of optimal node placement in the Finite Element Method where the geometry defines the basis. Here the optimum will be related to the data, even for continuous norms such as L 2 and L 1 .
In practice one can use both the knot vector and the parametrization sequentially to achieve better results than either one of them alone. In addition to improving the optimization results there are more advantages for using the knot vector as a control variable:
1. There are situations in which the parametrization is fixed and therefore it cannot be used in order to achieve a design criteria. 2. Low dimension: In global re-parametrization the control points (de-Boor points (d)) were incorporated in solving the problem, while here the knot, (t) is the control variable. The advantage of the present approach is that the dimension of the search space is lower -1D vector instead of 2D/3D vector yielding two or three times less variables to optimize. 3. Efficiency: In approximation problems, there are m given points and n de-Boor points and m ) n, the size of the classical re-parametrization problem is m compared to n when using the knot vector.
The Cost Function
The cost function J ðx; uÞ is actually the design objective that we wish to apply to the curve. In this paper, the following cost functions were implemented:
1. Minimal approximation error: equations 3, 4. 2. Length estimation:
4. Elastic energy: (see [2] ):
Schoenberg-Whitney's Condition
The Schoenberg-Whitney condition [15] requires that each parameter s j 2 s; 0 j < n will satisfy the following condition:
where k is the order of the spline and t is the spline's knot vector. This is a necessary and sufficient condition for the interpolation and approximation to exist and to be unique.
The Collocation Matrix -and its Null Space
The collocation matrix maps between the De-Boor points and curve points that serve as Interpolation/Approximation points. Consider the collocation matrix created for interpolation: given a parametrization s and a knot vector t define a curve passing through a given set of points i.e.
Since there are n basis function and n parameter values one can organize the above equation in an n Â n matrix M, where M i;j ¼ N j;k ðs i Þ and another two n Â d matrices that contains the de-Boor points d ¼ d 0 ; . . . ; d nÀ1 and the interpolation points P ¼ P 0 ; . . . ; P nÀ1 . The interpolation problem can be written as
When this matrix is singular the state equation cannot be evaluated and the optimization process cannot continue. Since the collocation matrix maps between de-Boor points and curve points, its null space is spanned from vectors of one dimensional De-Boor points. Therefore one can visualize the null space of the matrix as 1D B-Splines. Figure 1a is an example of a violation of the Schoenberg Whitney's condition. In Fig. 1b the 3 vectors that span the null space of the collocation matrix are visualized as splines.
The Least Squares Solution and Another use of the Optimal Control framework
When the state equation has no exact solution, the least squares solution will be used, in Fig. 2a the least square solution of the resulting equations is displayed. Since Ax 6 ¼ b for all x, the least squares solution is computed instead: the vector x that minimizes kAx À bk 2 . Singular Value Decomposition (SVD) [10] gives the least squares solution of the state equation:
The pseudo inverse of M the collocation matrix with rank r < n , M þ is obtained by:
(b) Fig. 1 . The result of the violation of the Schoenberg-Whitney condition creates a singular matrix, this matrix has a non-trivial null space of size 3. Its null space is visualized as a spline curve is Fig. 1(a) The violation of Schoenberg-Whitney condition (see section 2.2) is visible in the left side of the above figure.
The knot vector t is marked with circles, while the parametrtization values are marked with 'x' . Fig 1(b) The vectors than span the null space of the matrix visualized as spline basis curves
Where V and U are orthonormal matrices and R is a diagonal matrix for which the last n À r values are zeros. The least squares approximation for equation 6 now becomes:d
This solution is not unique: any combination of the least squares solution and a linear combination of the vectors that span the null space of the collocation matrix, M, the last n À r rows of V NullðMÞ ¼ ½V nÀr ::V n will yield an algebraic equivalent solution, in terms in terms the of equation
In this experiment the state equation was the interpolation equation and the cost function was J 2 . During the optimization process the optimizer stepped into a singular configuration. Since the state equation is singular, the best thing to do is to find the least squares solution, i.e. Fig. 2(a) . In a geometric sense the least square solution can be improved by using a linear combination of the null space vectors with the least square solution: Fig. 2(a) . The Curve without the null space vectors added. cost value is: 4833.46 Fig. 2(b) . The Curve with the null space vector added. cost value is: 1446.07 Table 1 . Configuration of the curves in Fig. 3 and their optimization results. In the column Initial knot vector, uniform refers to uniform knot vector and optimal refers to optimal knot configuration as defined in ([4] , [13] In order to remain consistent with the optimal control framework one would like to find the coefficients (a i ; 0 i < r) that will minimize the control equation among all least squares solutions. Now, the control variables are the coefficients, a i , of the null space vectors, the state variables as before, the control equations, of course, stays the same. This way one can generate an evaluation even under a singular configuration. This evaluation is needed for the optimizer and it is usually used for numerical evaluations of the gradient of the cost function. The optimizer is thus able to continue the evaluation process and 'step out' of the singular configuration and terminate the optimization process with a non-singular configuration. Empirically, using the optimal control framework to find the best least squares solutions (instead of ignoring the null space) yields better optimization results but at certain cost of running time, figure 2(b) displays the same curve as in figure 2(a) , after the a linear combination of the null space of the matrix was added to it. Note the local effect of the addition of the null space and the actual decrease in the cost evaluation.
Implementation
Algorithm Description
Input: method 1. Get the inputs points P ¼ P 0 ; . . . ; P m 2 R d ðd ¼ 2; 3Þ from the user. 
Numerical Solution
To optimize the optimal control equations Matlab's fmincon function was used. This function finds a constrained minimum of a scalar objective function of several variables starting at an initial estimate. Its medium scale optimization algorithm does not need to compute the gradients explicitly. Medium scale optimization uses a Sequential Quadratic Programming (SQP) method. In this method, a Quadratic Programming (QP) subproblem is solved at each iteration. An estimate of the Hessian of the Lagrangian is updated at each iteration using the BFGS formula (see [5] ) and Matlab's documentation. Matlab's spline toolbox [3] was used for all the spline related operations.
The objective function was an implementation of respective cost functions (see section 2.1.4). The control variable was either the knot vector or the parametrization a more detailed discussion of this issue is in 2.1.2.
Linear Constrains
Both the knot vector, t, and the parametrization, t, were represented by their intervals (instead of the actual value of each entry in the vector) i.e.
In order to have a valid parametrization or valid knot vector the following constrains were applied:
Where T is the curve's (parametric) length, which remained constant during the optimization.
Initial Guess
Several initial guess were tried: For the parametrization centripetal, uniform and chord length parametrizations were used as initial guess. For the knot vector uniform knot vector and optimal knot selection ( [4] , [13] and [8] ) which provides the 'best' knot selection for a given parametrization to be used for interpolation. Experiments show that our algorithm achieved similar results regardless of the initial guess.
Results and Conclusions
Figure 4a displays a turbine blade's cross section. The cross section contains 140 points and is approximated by 28 de-Boor points. The cost function used was J 3 .
In figure 4 (b) the curvature, j, of the initial and the resulting curve is evaluated. The decrease in the curvature is quite noticeable. To prevent the curve from increasing the approximation error to an unacceptable values, the maximal allowed error is constrained to be less than twice the initial approximation error. We have presented a unified framework that efficiently solves optimal design problems for both approximating curves and interpolating curves by automatic changes both in the parametrization and the knot vector.
The present method extends naturally to the case of tensor non-uniform B-spline surfaces. Another interesting step is to apply the method to NURBS. This extension is especially challenging because of the complexity of optimizing the 
