We tabulate improved costs for the multiplication of matrices of small size, up to 30. Following previous work by Probert & Fischer [5], Smith [4], and Mezzarobba [2], we base our approach on previous algorithms for small matrices due to Strassen, Winograd, Pan, Laderman, . . . and show how to exploit these standard algorithms in an improved way. We illustrate the use of our results by generating multiplication code for various rings, such as integers, polynomials, differential operators or linear recurrence operators.
The main contribution of this work is to propose an improved combination of previous techniques, to improve on the cost of matrix multiplication in small size. Our cost measure here is the number of base ring multiplications (i.e., we work in the bilinear or quadratic complexity model, depending on whether we assume that the base ring is commutative, or not). Our results are obtained through some brute-force search, combining several techniques described below.
• Let us call patterns the base algorithms (Strassen's, Winograd's, Laderman's, etc), and their variants (e.g. winograd2 is a variant of Winograd's algorithm obtained by symmetry). It is well-known that we can apply a pattern in recursive way using block matrix multiplication when the target problem size is a multiple of the pattern size. When the target size is not a multiple of the pattern size, classical workarounds are peeling and padding techniques. We propose a general approach taking into account the sparsity of the pattern to avoid useless operations.
• Pan [3, 4] proposed techniques to perform two matrix products simultaneously more efficiently than separately; they can be used within block matrix algorithms.
• Trilinear aggregating (TA) [3, 1] is a technique due to Pan that performs three matrix products simultaneously, and can be adapted to perform a single product. We propose a slight improvement over previous results: we show how to multiply matrices of size n using (n 3 +12n 2 +11n)/3 base ring multiplications if n is even, and (n 3 + 15n 2 + 14n − 6)/3 base ring multiplications if n (greater than 3) is odd.
• Waksman's algorithm [6] is an improvement of a former result by Winograd [7] for matrices with commutative entries, which almost reduces the number of multiplication by 2. Table  Naive  TA 
