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 The occurrence of Coronary heart disease (CHD) is hard to predict yet, but the 
assessment of CHD risk for the next ten years is possible. The prediction of 
coronary heart disease can be modelled using multi-layer perceptron neural 
network (MLP-ANN). Prediction model with MLP-ANN has either positive 
or negative CHD output, which is a binary classification. A prediction model 
with binary classification requires determination of threshold value before the 
classification process which increases the uncertainty in the classification 
process. Another weakness of the MLP-ANN model is the presence of 
overfitting. This study proposes a prediction model for coronary heart disease 
using the duo output artificial neural network ensemble (DOANNE) method 
to overcome the problems of overfitting and uncertainty of classification in 
MLP-ANN. This research method was divided into several stages, namely data 
acquisition, pre-processing, modelling into DOANNE, neural network 
ensemble training with Levenberg-Marquard (LM) algorithm, system 
performance testing, and evaluation. The results of the study showed that the 
use of DOANNE-LM method was able to provide a significant improvement 
from the MLP-ANN method, indicated by the results of statistical tests with p-
value <0.05.
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1. INTRODUCTION  
The occurrence of Coronary heart disease (CHD) is hard to predict, therefore the best course of action 
is an early prediction based on risk factors. Predicted risk of incidence of coronary heart disease in the next 10 
years can be done by using Framingham Risk Score or SCORE method. Unfortunately, existing prediction 
methods always refers to populations for certain countries, such as Framingham risk score which refers to the 
population in America or the SCORE for population in Europe. This is reinforced in the Kim et al. study [1] 
which mentions the Framingham Risk Score is not quite suitable for the Korean population. Such discrepancies 
lead to the development of other appropriate models based on clinical data already available, notably by 
utilizing the data mining techniques [2]. 
A number of studies have been conducted, among them by Wiharto et al. [3], proposing predictive 
models using fuzzy inference system (FIS). Rule and membership function used in FIS refers to the 
Framingham risk score model. Similar studies were performed by Kim et al. [1] and Kim et al. [4] which 
suggested a prediction model for the incidence of coronary heart disease by using a fuzzy inference system, 
with the membership function used referring to the Framingham model risk score as well. Extract rule used in 
both researches used decision tree algorithm. The extraction rule algorithm used in Kim et al. [1] was C4.5, 
whereas Kim et al. [4] used the CART. Both studies are equally using clinical data for Korean populations. 
Other models that use knowledge-based Framingham risk score and PROCAM are performed by Khatibi et al. 
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[5]. In the model, the rule and membership function of each model were FRS and PROCAM, respectively, 
which were subsequently combined by using dempster-shafer algorithm for decision making. 
Other modelling work without the Framingham risk score or SCORE as a knowledge base have also 
been carried out by several researchers. Wiharto et al. [6] used a vector support machine preceded by feature 
selection using principal component analysis (PCA). The model obtained an accuracy below 80%. Another 
algorithm that is widely used in classification problem is the artificial neural network (ANN) [7]. Amin et al. 
[8] combined genetic algorithm to optimize ANN, thereby providing improved performance in predicting 
coronary heart disease based on risk factors. The use of genetic algorithms can suppress overfitting in the 
proposed model, even if the amount of data used in training and testing is relatively small. Overfitting can also 
be suppressed by using data for training in large numbers, as shown by LaFrenier et al. [9]. The study was able 
to provide a relatively similar performance of accuracy when tested using data training and data testing. 
The prediction model of coronary heart disease using artificial neural network was also performed by 
Yang et al. [10]. The study predicted coronary heart disease in geriatric patients. The model provided better 
performance than using Framingham risk score. In addition, the performance of the model was also better than 
using logistic regression, decision tree and linear discriminant analysis (LDA). The artificial neural tissue was 
also used in the diagnosis of coronary heart disease with a tiered approach [11]. In the study, the prediction at 
the first level employed risk factor modelled by ANN. The training algorithm used in ANN used Levenberg-
Marquard (ANN-LM). The performance obtained using the model was fair, with an accuracy of less than 70%. 
The fair performance of ANN-LM indicated that overfitting occurred during testing process, thus the 
performance of training process was better than that of testing. The finding was also supported by [12] which 
explains that single ANN usage tends to overfit. 
Other studies that did not use the knowledge base of the Framingham risk score and SCORE generally 
added a number of further examinations such as a type of chest pain and troponin. The research by Verma et 
al. [13] used risk factors coupled with a type of chest pain examination in predicting coronary artery disease. 
The study tested a number of methods, namely C4.5, Multi-layer Perceptron (MLP) and naive bayesian. The 
test results showed that C4.5 provides the best performance. Similar studies were carried out by Nithya & 
Suresh [14], but by using risk factors and troponin examination. The research applied competitive Bat 
imperialist algorithm for feature selection and support vector machine (SVM) with its kernel-based fuzzy 
genetic improvement (GF-IKSVM). It also carried out testing using SVM and ISVM, with GF-IKSVM 
providing the best performance. Prediction using only risk factors was also used in the study of Rajkumar et 
al. [15] for the prediction of coronary artery disease, but specifically for diabetic patients. The prediction 
systems used a number of methods, where a neuro-fuzzy classifier was the best method compared to MLP and 
naive bayesian.  
Altan et al. [16] studied the diagnosis of coronary heart disease using the results of an 
electrocardiogram (ECG) examination. Tthe results of the ECG examination was then classified using deep 
belief networks. Similar studies combining the risk factors with ECG examination were conducted by a number 
of researchers namely Alizadehsani et al. [17], Alizadehsani et al. [18], Alkeshuosh et al. [19], and Alizadehsani 
et al. [20]. Research by Alizadehsani et al. [17] combined symptoms with ECG examination which were 
classified later using naive bayesian, support vector machine optimization (SMO) and ensemble. Alizadehsani 
et al. [18] employed the results of examination of risk factors, symptoms and ECG as a feature for diagnosis, 
while the classification algorithms tested were SMO, SVM, C4.5, Naive bayesian and KNN. CHD diagnosis 
using the SMO algorithm was found to provide the best performance [17] [18]. Research conducted by 
Alkeshuosh et al. [19], used particle swarm optimization to build a decision rule in diagnosis from the results 
of ECG examinations, while the study by Alizadehsani et al. [20] used the Naive Bayesian, SVM and C4.5 
algorithm in predicting coronary heart disease. 
Many previous studies used ANN to predict CHD; unfortunately, the use of ANN, especially MLP has a 
disadvantage due to the occurrence of overfitting. The next weakness in terms of techniques used by MLP-
ANN for binary classification is in the creation of output thresholds, which must be set before classification. 
This leads to a lack of clarity in classification since the output of MLP-ANN always becomes uncertain [21]. 
An alternative to overcome the overfitting in MLP-ANN is with the ensemble system, while the obscurity in 
the output classification could be overcome with the binary output duo model. The neural network ensemble 
uses two or more single neural networks that are combined into one with the aggregation model. This study 
proposes the prediction of coronary heart disease by using Duo Output Ensemble Artificial Neural Network 
(DOANNE). The model is trained using the Levenberg-Marquard algorithm, therefore the system is called 
DOANNE-LM. The average aggregation method is used in DOANNE-LM. Accuracy parameter is used for 
performance evaluation. A performance comparison between single ANN-LM with DOANNE-LM is also 
conducted by using statistical test, that is by t-test method, with 95% confidence level. 
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2. RESEARCH METHOD  
2.1.  Data 
The data used in this study was obtained from the patient's medical record at RSUD Dr Moewardi, 
Surakarta, Indonesia. The medical record data has 12 attributes, as shown in Table 1. The data used in this 
study was divided into two, namely training and testing data. Data for training amounted to 72 patients; 36 
patients diagnosed with positive coronary heart disease, and the rest diagnosed with negative coronary heart 
disease. The testing used 24 test data outside of randomly drawn training data. The data attribute shown in 
Table 1 has values of varying scales, so the values for each attribute need to be pre-processed, to normalize the 
data to fit the scale before ANN. The scale refers to the output of the activation function used in ANN, which 
is in the range 0-1, thus the ANN input was converted to a scale of 0-1. Scaling refers to grouping the factor 
according to certain criteria, then assigning values from 0-1 to each group in the risk factor. The scaling for all 
risk factors is shown in Table 1. 
 
 
Table 1. Parameters of coronary heart disease risk factors 
No Risk Factors Criteria Normalization value 
1. Age < 41 yrs 0
41 – 50 yrs 0.2
51 – 60 yrs 0.4
61 – 70 yrs 0.6
71 – 80 yrs 0.8
>81 yrs 1
2. Gender Male 1
Female 0
3. Occupation rate Low 0
Medium 0.5
High 1
4. Cholesterol Total < 200 0
200 – 239 0.5
>240 1
5. LDL < 100 0
100 – 129 0.25
130 – 159 0.5
160 – 189 0.75
>190 1
6. HDL < 40 1
40 - 59 0.5
>60 0
7. Triglyceride levels < 100 0
100 – 149 0.25
150 – 199 0.5
200 – 499 0.75
>500 1
8. Systolic blood pressure < 120 0
120 – 129 0.2
130 – 139 0.4
140 – 159 0.6
160 – 179 0.8
>180 1
9. Diastolic blood pressure < 80 0
80 – 84 0.2
85 – 89 0.4
90 – 99 0.6
100 – 109 0.8
>110 1
10. Obesity < 18.5 0
18.5 – 22.9 0.25
23 – 24.9 0.5
25 – 29.9 0.75
>30 1
11. Smoking Yes 1
No 0
12. History of diabetes Yes 1
No 0
 
 
2.2.  Proposed Method 
The predicted model of coronary heart disease based on risk factors can be modelled as shown in 
Figure 1 and Figure 2. Figure 1 shows the training model while Figure 2 reveals testing model, both with 
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DOANNE-LM. DOANNE is an ensemble system with each ANN having two ANN models. The first ANN is 
trained with specific training data set for specific target of output (e.g. TRUE), while the second ANN is trained 
with other training data set for complementary target of output (FALSE, in this case). Therefore, the ANN 
output has two outputs, thus an aggregation method is needed for both outputs. The average was used for 
aggregation method.  
 
 
  
Figure 1. DOANNE-LM training model 
 
 
  
Figure 2. DOANNE-LM Testing Model 
 
 
The DOANNE model has several stages in the training and testing process. The stages are as  
follows [21]: 
a. Determine the number of neural network pairs to be trained. 
b. For each pair: 
Indo. J. Elec. Eng. & Inf ISSN: 2089-3272  
 
The methods of duo output neural network ensemble for prediction of … (Wiharto Wiharto) 
55
1) The first network is trained using true and false target values to predict true and false outputs, i.e. 
T୲ୟ୰୥ୣ୲୨ ሺx୧ሻ and F୲ୟ୰୥ୣ୲୨ ሺx୧ሻ . The wrong target value can be obtained by the formula  
 
F୲ୟ୰୥ୣ୲୨ ሺx୧ሻ ൌ 1 െ T୲ୟ୰୥ୣ୲୨ ሺx୧ሻ  (1) 
 
2) The second network is trained using wrong and correct target values, i.e. F୲ୟ୰୥ୣ୲୨ ሺx୧ሻ and T୲ୟ୰୥ୣ୲୨ ሺx୧ሻ to 
predict the wrong and correct output. 
3) Finding the average output value is correct with the formula: 
 
Tୟ୴୥୨ ሺy୩ሻ ൌ  
୘భౠ ሺ୷ౡሻା ൬ଵି ୊భౠ ሺ୷ౡሻ൰
ଶ   (2)  
4) Finding the average value of output wrong with the formula:  
 
Fୟ୴୥୨ ሺy୩ሻ ൌ  
୊మౠ ሺ୷ౡሻା ൬ଵି ୘మౠ ሺ୷ౡሻ൰
ଶ    (3) 
 
5) Classify results by finding the average value by the formula: 
 
Tୟ୴୥ሺy୩ሻ ൌ  ∑ ୘౗౬ౝ
ౠ ሺ୷ౡሻౠౣసభ
୫   (4) 
Fୟ୴୥ሺy୩ሻ ൌ  ∑ ୊౗౬ౝ
ౠ ሺ୷ౡሻౠౣసభ
୫   (5)  
Then the value generated by the (4) and (5) is compared based on the input pattern. If Tୟ୴୥ሺy୩ሻ ൐
Fୟ୴୥ሺy୩ሻ then output is classified as value 1, otherwise it is 0. 
The DOANNE model uses a multi-layer perceptron architecture with the Levenberg-Marquard (LM) 
training algorithm. The LM algorithm is designed using a second derivative approach without the need to 
compute the Hessian matrix [22]. The LM algorithm has advantages in terms of the speed of the training 
process, compared to a number of other algorithms [23]. Both predictive models of coronary heart disease with 
either ANN-LM or DOANNE-LM were measured using accuracy performance parameters. In addition to 
accuracy performance parameters, statistical tests were also performed to determine the level of significance 
of system improvements on the overfitting, for ANN-LM as well as DOANNE-LM. The statistical test was 
done with a 95% confidence level. 
 
 
3. RESULTS AND ANALYSIS  
The prediction system model is proposed using the ensemble system approach. The ensemble system 
is applied to ANN with duo output (DOANNE-LM). The results of the test prediction model of coronary heart 
disease using DOANNE-LM, as well as using LM training algorithm (ANN-LM) are shown in Table 2. The 
test results obtained are from 10 experiments for both predictive models using ANN-LM and DOANNE-LM. 
The test is done by variation of the number of ensembles, i.e. by multiples of 5, and with a maximum limit of 
40 ensembles. 
 
 
Table 2. Test results for ANN-LM and each number of ensembles 
Experiment Algorithms
ANN-LM 
(%) 
Ensemble (Sum of Ensemble) (%)
5 10 15 20 25 30 35 40 
1 79.167 87.500 87.500 87.500 87.500 91.667 87.500 87.500 87.500
2 83.333 87.500 83.333 87.500 83.333 83.333 83.333 87.500 91.667
3 87.500 83.333 87.500 91.667 91.667 91.667 91.667 91.667 91.667
4 75.000 83.333 87.500 87.500 83.333 83.333 87.500 83.333 91.667
5 79.167 91.667 87.500 87.500 87.500 87.500 87.500 87.500 87.500
6 54.167 83.333 83.333 83.333 87.500 91.667 91.667 91.667 87.500
7 70.833 83.333 87.500 83.333 87.500 87.500 87.500 91.667 91.667
8 70.833 87.500 83.333 83.333 83.333 83.333 83.333 83.333 83.333
9 83.333 83.333 87.500 87.500 87.500 83.333 83.333 83.333 83.333
10 87.500 83.333 87.500 87.500 87.500 87.500 87.500 87.500 87.500
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The test results of both ANN-LM and DOANNE-LM using training data, for 10 experiments, provide 
100% accuracy. The results of the test as shown in Table 2 also express the ability of the DOANNE-LM model 
to suppress the occurrence of overfitting. The amount of overfitting that occurs for both prediction system 
model are shown in Table 3. Overfitting on the multi-layer perceptron neural network (MLP-ANN) architecture 
results in lower MLP-ANN performance. The MLP-ANN model performs well when tested using training data, 
and low when using data different from training data [24]. The relatively small amount of training data can 
cause overfitting, while for relatively large amounts of data it can suppress overfitting. This has been observed 
in a study conducted by LaFreniere [9]. 
 
 
Table 3. The performance of the DOANNE-LM model in suppressing the occurrence of overfitting 
  Training (%) Testing (%) Overfitting (%)
ANN-LM 100 77.083 22.917
5 ENSM 100 85.417 14.583
10 ENSM 100 86.250 13.750
15 ENSM 100 86.667 13.333
20 ENSM 100 86.667 13.333
25 ENSM 100 87.083 12.917
30 ENSM 100 87.083 12.917
35 ENSM 100 87.500 12.500
40 ENSM 100 88.333 11.667
 
 
The test results show the ability of the DOANNE-LM model in suppressing overfitting as shown in 
Table 3. When using ANN-LM single prediction model, high overfitting occurs, which is 22.917%. Overfitting 
decreases in the use of DOANNE-LM with an increasing number of ensembles. The decrease in overfitting 
that occurs when using DOANNE-LM reaches 49.09%. In the ensemble system, one of the most influential 
parts besides the number of ensembles is the method used for merging. In this study, a combination of 
ensembles with the average method of the number of ensembles was used. The improvement of DOANNE-
LM system performance compared to ANN-LM can be shown from the result of t-test test statistic with 95% 
confidence level, as shown in Table 4. It shows that p-value <0.05 representing a marked value that there was 
a significant improvement for the prediction of coronary heart disease using DOANNE-LM, in constrast  
to ANN-LM.  
 
 
Table 4. Testing significance by using the t-test 
Algorithm P-Value  
Non-Ensemble DOANNE-LM
ANN-LM 
5 Ensemble 0.02960
10 Ensemble 0.01153
15 Ensemble 0.00465
20 Ensemble 0.01308
25 Ensemble 0.02091
30 Ensemble 0.02091
35 Ensemble 0.01735
40 Ensemble 0.00691
 
 
The proposed prediction system model using DOANNE-LM performs better than previous studies in 
[6]. Research conducted by Wiharto et al. [6] proposed a prediction system model using a combination of 
principal component analysis (PCA) with a vector support machine (SVM). The combination of PCA-SVM 
was only capable of delivering 78.64% accuracy. Subsequent research was conducted by Arabasadi et al. [25] 
while using a single ANN, and the resulting performance was better than the DOANNE-LM prediction system 
model. In addition to using ANN as well as combining it with a genetic algorithm (GA-ANN), the performance 
resulting from the combination is better, with an accuracy of 93.85%. The resulting performance is better due 
to the research using additional checks of Electrocardiography (ECG), while the DOANNE-LM system model 
is only based on risk factors. These additional checks lead to increased accuracy. This is highly relevant since 
the ECG examination is one of the major checks in diagnosing coronary heart disease. It is also reinforced in 
the another study [11] which used a tiered model. At the second level ECG check was added, either rest or 
during exercise. The addition of such checks adds to system performance improvements. Comparison with a 
number of previous studies in full can be shown in Table 5. 
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Table 5. Comparison of the proposed system model with the previous model 
Authors Method Dataset Sum of data Accuracy (%)
Kim et al. [1] FIS+C4.5 KNHANES 299 69.22 
Kim et al. [4] 
FIS+CART KNHANES 748 69.51 
ANN KNHANES 748 62.78 
SVM KNHANES 748 67.71 
LR KNHANES 748 63.23 
C5.0 KNHANES 748 53.36 
Yang et al. [10] 
ANN KNHANES 335 73.74 
Framingham Risk 
Score KNHANES 
335 64.65 
Wiharto et al. [11] Tiered-ANN UCI Repository (Risk Factor) 303 61.00 
Wiharto et al. [6] PCM+SVM Dataset RSUD Dr Moewardi (Risk Factor)
120 78.64 
Arabasadi et al. [25] GA+ANN Risk Factor +ECG 303 93.85 ANN Risk Factor +ECG 303 84.62 
Abdar et al. [26] Logistic Regression +ANN 
UCI Repository (Risk Factor, ECG, 
Fluoroscopy, Scintigraphy) 
303 80.23 
Miao et al. [27] Adaptive Boosting (Ensemble) 
UCI Repository (Risk Factor, ECG, 
Fluoroscopy, Scintigraphy) 
303 80.14 
Proposed  DOANNE-LM Dataset RSUD Dr Moewardi (Risk Factor)
96 86.875 
 
 
4. CONCLUSION  
The prediction model of coronary heart disease using DOANNE-LM has been able to provide 
significantly better performance than the diagnostic system model with ANN-LM. This is indicated by the 
results from statistical tests which show the p-value <0.05. The performance of predictive system models with 
DOANNE-LM is capable of delivering performance with an average of 86.875% accuracy, which is better than 
many prediction models in published researches. This study has also confirmed that the use of single ANN 
causes overfitting when used for predicting coronary heart disease (22.917%). The proposed model using 
DOANNE-LM ensemble system is capable of suppressing overfitting, which has reduced overfitting  
by 49.09%. 
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