Abstract. Abstract. A fundamental theme in classical Fourier analysis relates smoothness properties of functions to the growth and/or integrability of their Fourier transform. By using a suitable class of L p − multipliers, a rather general inequality controlling the size of Fourier transforms for large and small argument is proved. As consequences, quantitative Riemann-Lebesgue estimates are obtained and an integrability result for the Fourier transform is developed extending ideas used by Titchmarsh in the one dimensional setting.
Introduction
A classical theme in Fourier analysis relates smoothness of functions to the growth and/or integrability of their Fourier components. In this vein, the following inequality was proved in [2] . Here the one dimensional Fourier transform is defined for integrable functions as
and extended to L p (R) in the usual fashion;
is an L p −modulus of continuity based on symmetric differences; and p ′ denotes the Hōlder conjugate index ( • when 1 < p ≤ 2,
The significance of this inequality stems from the presence of the minimum function that gives control over the Fourier transform for small and large λ. Indeed, for 1 < p ≤ 2, the inequality may be rewritten
As shown in [2] , the estimate for large λ yields a qualitative Riemann-Lebesgue lemma. On the other hand, from the estimate for small λ, the following integrability theorem can be proved.
Proposition 1.2. Let 1 ≤ p ≤ 2 and f ∈ L p (R). If for some 0 < α ≤ 2
In particular, if (1.1) holds for α > 1/p, then f ∈ L 1 (R) and Fourier inversion holds a.e. 1 The proof of this follows from techniques used later for its generalization to higher dimensions. This result is an extension of one given in Titchmarsh [15, Theorem 84] where first order differences were used instead of the second order difference in (1.1) and consequently the restrictions are 0 < α ≤ 1 and 1 < p ≤ 2. Theorem 1.1 has an extension to higher dimensions [2, 3] stated below; the modulus of continuity now is based on the the spherical mean operator defined by
where S n−1 is the unit sphere in R n , ω n−1 is its measure, and dω is induced Lebesgue measure.
Then there is a constant c p > 0 such that for all f ∈ L p (R n ),
• when 1 < p < 2,
• when p = 2,
(Here ≍ means the left hand side is bounded above and below by a positive constant times the right hand side.)
Aside from the use of the Hausdorff-Young inequality/Plancherel theorem, the proof of Theorem 1.3 depends on two other key ideas:
• The multiplier identity
where j ν is the spherical Bessel function of order ν = n−2
1 Fourier inversion actually holds everywhere. The Fourier inversion integral defines a continuous function which is equal to f a.e. This remark also applies to Corollaries 3.5, 4.4, and 4.6.
J ν being Bessel function of the first kind.
• The estimate (for α > −1/2)
derived from the Mehler representation of Bessel functions (see [3] ).
The use of spherical means in Theorem 1.3 was motivated by the work of Gioev [8] . Defining a modulus of continuity using the spherical mean operator seems to have first been used in the work of Platonov [13] where a generalization of a different result of Titchmarsh was proved. Theorem 1.3 (and a generalization) was also obtained by Ditzian [5] using related methods and from an approximation theory perspective. From that work, it is clear that the term M t f (·) − f (·) p measures second order smoothness and can be thought of as an analog for L p (R n ), n ≥ 2, of the second order difference operator used in Theorem 1.1.
In later work, Ditzian [6] obtained a variation of Theorem 1.3 replacing the HausdorffYoung inequality by the Hardy-Littlewood inequality. Another variation was obtained by Gorbachev and Tikhonov [9] making use of Pick's inequality. Further comments regarding these works and the relation to the results of the present paper will be given later.
The focus of the current paper is on generalizations of Theorem 1.3 and on extensions of Proposition 1.2 to higher dimensions. Section 2 gives a wide class of multiplier operators for which an analog of Theorem 1.3 is valid as well as variations in the vein of [6, 9] . In section 3, the analog of Proposition 1.2 is developed. Finally, a couple of variations are presented in section 4. Many of the results developed here have analogs in rank one symmetric spaces and more generally, Damek-Ricci spaces; details will appear in a sequel to this paper.
Generalizations & Variations of Theorem 1.3
Let µ be a finite Borel measure on R n , n ≥ 2, we assume´R n dµ = 1. The total variation of µ is denoted µ M =´R n d|µ|. Using convolution, µ defines a Fourier multiplier operator on L 1 (R n ); on the Fourier transform side, the multiplier is given by the Fourier transform of the measure µ(ξ). For t > 0, the dilation of µ is defined via the following natural formula:
The measure µ t defines a Fourier multiplier operator on L 1 (R n ) through convolution:
It is immediate that
From standard theory (e.g. [10] ) the operator is also a Fourier multiplier on L p (R n ) for all 1 ≤ p ≤ ∞; the corresponding multiplier is given by µ t (ξ) = µ(tξ). The following result is an extension of classical approximate identity ideas.
Proposition 2.1. Let µ be as above and
Proof. Consider the case p > 1; p = 1 is similar. Applying Hōlder's inequality,
Raising both sides to the power p, integrating over R n , and interchanging orders of integration yields:
Let R > 0 and split the outer integral in (2.1) into two integrals, I 1 (t, R) over |y| < R and I 2 (t, R) over |y| ≥ R, respectively. Let ε > 0. We have
hence there is an R > 0 such that
Since R has been fixed, choose t 0 > 0 such that t 0 R < δ. Then for t < t 0 ,
Putting the estimates together completes the proof.
Setting the stage for putting Theorem 1.3 from the introduction in general form, let µ be a finite Borel measure on R n with´R n dµ = 1 and whose Fourier multiplier satisfies the estimate
for some σ > 0. The class of such measures is denoted
Proof. We give the proof of item 2.
. Applying the Hausdorff-Young inequality we obtain
The inequality follows by from the estimate (2.2). Item 1 follows in a similar fashion using the L 1 −estimate f ∞ ≤ f 1 , and item 3 follows using the Plancherel theorem.
Below are several examples that provide concrete realization of this result.
Example 2.3. Theorem 1.3 from the introduction is a corollary of the above theorem as follows. Let dµ = dω/ω n−1 , where dω is the usual surface measure on the unit sphere in R n . Then M t µ = M t , the spherical mean operator. In this case µ(ξ) = j ν (|ξ|) where ν = n−2 2 , and we have the estimate 1 − j ν (r) ≍ min{1, r 2 }, so µ ∈ K 1 . For later reference, the following identity was used in [2] to derive this estimate: for α > −1/2,
This example can be extended by iteration as follows. If µ (l) denotes the convolution of µ with itself l−times, the corresponding multiplier is (j ν (|ξ|)) l and satisfies the same estimate as above for µ(ξ). The corresponding operator is the l th −iterate of the spherical mean operator, denoted M t l . Example 2.4. Let the Lebesgue measure of a set A be denoted |A|, and let Ω n be the measure of the unit ball B(0, 1). For a measurable set A ⊂ R n , define µ(A) = |A ∩ B(0, 1)|/Ω n . To this measure, corresponds the averaging operator
An easy computation shows that µ(ξ) = j ν+1 (|ξ|) where ν = n−2 2 and hence, µ ∈ K 1 from previous considerations.
Example 2.5. Let C be the surface of the cube in R n centered at the origin whose 2n faces each have area one. Here we take dµ = dS/(2n), where dS is the surface measure on the boundary ∂C of C induced by Lebesgue measure. A simple, albeit tedious, calculation gives the multiplier:
In this case we have |1 − µ(ξ)| ≍ min{1, |ξ| 2 } and µ ∈ K 1 .
The above examples are unified and generalized as follows. Let K ⊂ R n be a compact connected symmetric (−x ∈ K if x ∈ K) set with non-empty interior and whose boundary S is a piecewise smooth regular surface. The latter means that S = ∪ m l=1 S l , where each S l is a smooth surface that is given as the level surface of a smooth function F l (x) = 0 whose gradient never vanishes on S l . Proposition 2.6. Let K ⊂ R n be a compact set as above.
(1) Let µ be the normalized surface measure on S induced by Lebesgue measure. Then µ ∈ K 1 . (2) Let µ be the measure on R n defined by µ(A) = |A ∩ K|/|K|, for any measurable set
Proof. We prove (1); the proof of (2) is similar. Denote normalized surface measure on S by dS. Since K is a symmetric set,
and consequently
Clearly |1 − µ(ξ)| ≤ 2. We claim that 1 − µ(ξ) = 0 only at the origin and consequently, given r > 0, there is a constant c > 0 (dependent on r) such that |1 − µ(ξ)| ≥ c provided |ξ| > r. To prove the claim in the case where S is a smooth surface, suppose ξ = 0 such that 1 − µ(ξ) = 0. Since x → ξ·x 2 is continuous on S, sin ξ·x 2 = 0 for all x ∈ S. However, this implies that S if contained in some plane ξ · x = 2πk, where k is an integer, a contradiction. In the case where S = ∪ m S m , where each S m is smooth, the above ideas imply that the entire surface is contained in a union of parallel planes, again a contradiction. To obtain the rest of the estimate, take R > 0 such that K ⊂ {x : |x| < R} and suppose |ξ| < π/R. Then from the inequality
Integrating over S, there are positive constants c and c ′ such that
where
It is easy to see that ξ → N (ξ) is a norm on R n and since all norms on R n are equivalent, there are positive constants d and
Thus, for |ξ| < π/R, there are constants c 1 and c 2 such that
and the result follows.
The proposition and its proof have easy generalization by multiplying the measures in (1) or (2) by suitable functions. For example, the result given in (1) is valid for measures of the form dµ = ϕdS, where φ is a non-negative continuous function on R n with´S ϕdS = 1.
Other examples of measures in some K σ come from classical approximate identities. The following example is illustrative.
Example 2.7. Let dµ = H(x)dx, where
(notice that´R n H(x)dx = 1). In this case the multiplier is H(ξ) = e −|ξ| 2 and the estimate 1 − e −|ξ| 2 ≍ min{1, |ξ| 2 } is elementary. The operator of interest is given by: M t µ f (x) = (f * H t )(x). Comparing the conclusion of Theorem 2.2 in the L 2 case for the Examples 2.3 and 2.7 above leads to the following interesting conclusion: for f ∈ L 2 (R n ),
In other words, the approximations f * H t and M t f have the same rate of approximation in L 2 −norm.
Notice that if we dilate using t 1/2 instead of t, then H t 1/2 (x) is the heat kernel, H t 1/2 * f is the solution of the heat equation u t = ∆u (∆ being the Laplacian) with initial data u(x, 0) = f (x), and further, the estimates in the theorem must be modified accordingly.
For the results of section 3, measures are needed which lead to higher values of σ than in the previous examples. The following two results effectively achieve this. The first is based on the iterate (I − M t µ ) l for appropriate measures µ. 
where µ (k) is convolution of µ with itself k−times. Then µ ′ ∈ K l and moreover, the corresponding operator is given by
Proof. From the binomial theorem,
The result now follows as µ ∈ K 1 .
An alternative approach to constructing measures in K σ with σ > 1 generalizes operators used in [4] for problems in approximation theory. These operators are described as follows.
Example 2.9. The identity (2.3) was originally used in obtaining the estimate 1 − j α (λ) ≍ min{1, λ 2 }. In particular, the presence of the squared sine term on the right hand side is key. The idea here is to develop an operator where this term is replaced by sine to a higher power and leads to and motivates operators introduced by Dai and Ditzian [4] . Let l ≥ 1 be an integer. Then using Euler's identity, the binomial theorem, and standard manipulation yields the trigonometric identity [4] 
With α = ν = n−2 2 , this is the Fourier multiplier corresponding to the measure
where ω is normalized surface measure on the unit sphere and ω k is its dilation by k. The corresponding operator is given by
This operator is precisely the one introduced in [4] for problems in approximation theory and used in [5, 6, 9] in obtaining generalization and variations of Theorem 1.3. In this case the multiplier estimate is |1 − µ(ξ)| ≍ min{1, |ξ| 2l } as follows from the integral defining j ν,l and the above trigonometric identity.
Proposition 2.10. Let µ be as in Proposition 2.6 and l ≥ 1. Define
where µ k is dilation of µ by k. Then µ ′ ∈ K l and the corresponding operator is given by
Proof. We have
and hence
The result follows by applying ideas used in the proof of Proposition 2.6.
Remark 2.11. The right hand side of the estimates given in Theorem 2.2 take the form (I − M t µ ) l f p and M t µ ′ f − f p in the case of the measures given by Proposition 2.8 and Proposition 2.10, respectively. The advantage of the latter lies in the fact that the operator M t µ ′ is a linear combination of dilates of a single operator.
This section concludes with the following result generalizing Theorem 2.2 and results given in [6, 9] for the operators V t l of Example 2.9.
and there is a constant c p,q > 0 such that
The proof uses the following special cases of Pick's inequality [1, 4] instead of the Hausdorff-Young theorem. Under the assumptions of item (1) above,
In the case q = p ′ , this is just the Hausdorff-Young inequality; the case q = p, it is the HardyLittlewood inequality. Likewise, under the assumptions of item (2), Pick's inequality takes the form
In the case where q = p ′ , this is the dual form of the Hausdorff-Young inequality. To obtain the conclusions of the theorem, we apply the above inequalities to M t µ f − f and proceed as in Theorem 2.2.
Remark 2.13. For the operator V t l of Example 2.9, the above result was proved in [6] in the case q = p; the cases p ≤ q ≤ p ′ were considered in [9] for the same operators. In both cases the proof was based on the connection between the operator and K−functionals associated with the Laplacian. Specifically, in [4] it was shown that
where ∆ is the Laplacian on R n and
As such, the K−functional gives a gauge on the order of smoothness of approximations and the equivalence (2.5) gives the same interpretation to the differences V t l f − f p . The proofs given in [5, 6, 9] of our results in the case of the operators V t l depend on (2.5) as well as relationships between the K−functional and generalized Bochner-Riesz means introduced in [4] . Our proofs given above are far simpler and in the vein of classical Fourier analysis. It would be interesting find K−functional relations for the operators of Propositions 2.8 and 2.10. (The techniques used in [4] use the specific structure of the multiplier associated with V t l and do not shed light on this problem; see also [7] .)
Estimates & Integrability of Fourier Transform
Herein we present applications of the theorems of the previous section. Quantitative Riemann-Lebesgue estimates a deduced from the "large ξ" part of the estimates given in Theorems 2.2 and 2.12 and an integrability result is deduced from the "small ξ" part.
3.1. Riemann-Lebesgue Type Estimates. The following result is a general form of one given in [2] for the spherical mean operator. This result is immediate from the estimates given in Theorem 2.2.
Corollary 3.1. Let µ ∈ K σ for some σ > 0 and let 1 ≤ p ≤ 2. Then for any f ∈ L p (R n ):
• when p = 1, sup
The following variation is apparent from Theorem 2.12; in original form it appeared in [6, 9] .
When p = 2 the estimates in the two corollaries above are identical. A specialization is possible in this case making use of a Lipschitz condition. The following result generalizes one found in [13] and rediscovered in [8] ; the result in one dimension dates back to Titchmarsh [15, Theorem 85] .
if and only if
Proof. That (3.1) implies (3.2) is immediate from the previous corollaries. For the other implication we modify the technique given in [13] . Let
where dω is the usual surface measure on S n−1 . From the L 2 −estimate in the preceding corollary,
Now set ϕ(r) =´∞ r F (λ)λ n−1 dλ, then integration by parts and the hypothesis yield:
3.
2. An Integrabilty Result. Let f ∈ L p (R n ) for some 1 ≤ p ≤ 2, then in spherical coordinates f (λω) is defined a.e. and we set
Below is a general integrability theorem concerning F (λ). The Lipschitz condition in the hypothesis has natural limitations because of the nature of the inequalities in Theorem 2.2 for small |ξ|, e.g., in the case 1 < p ≤ 2, we have
Proof. Set Λ = t −1 , and rewrite (3.3) as,
Take β < p ′ and let
Applying Holder's inequality we deduce (C designates a generic constant which may change from expression to expression):
Integration by parts yields the identity,
The first term can be estimated from the estimate of φ; for the second term we havê
Putting the estimates together and expressing the estimate in terms of p yieldŝ
and it follows that F ∈ L β ((0, ∞), λ n−1 dλ) provided n − αβ − nβ + nβ p < 0. The proof is complete as the conditions on β are equivalent to (3.4).
The role of σ in this result simply specifies the possible range for the Lipschitz order α and the latter limits the range on β, in particular the lower bound. The following corollary gives the full higher dimensional generalization of L 1 −integrability part of Theorem 1.2.
The proof of this is simply to observe that under the stated conditions, the lower limit for β in (3.4) is less than one. Hence F ∈ L 1 ((0, ∞), λ n−1 dλ) and the result follows since
Explicit realizations of this corollary would be with the measures defined in Propositions 2.8 and 2.10 for with 2l > n p . As stated in Remark 2.13, examples of these measures and associated operators are connected with higher order smoothness. Hence the implication from the above corollary is that dimension dependent higher order smoothness conditions are needed to achieve a.e. Fourier inversion. This is in line with other works, e.g., Pinsky's work on Fourier inversion at a point [11, 12] .
The following example indicates that the range for β in Proposition 3.4 is best possible; this example is a based on one used by Titchmarsh [15] in one dimension. 
On the other hand, as f is a radial function (and abusing notation), F (λ) = f (λ) and since f (x) ∼ |x| −γ for x → 0, it follows that
. In order to prove the claim, let d be the diameter of the compact set K, let t < 1/d, and consider x such that |x| > dt. Using the mean value theorem, A version of this result may also be made in the vein of Theorem 2.12 using Pick's inequality on T n ; this generalizes a result in [9] on the torus.
For k ∈ Z n , let k = max 1≤j≤n k j be the maximum norm. Due to the equivalence of norms on finite dimensional spaces, all of the estimates in the proposition above can be rewritten in terms of this norm. This fact will be useful in the proof of the following corollary generalizing Corollary 4.4 and in the vein of Proposition 3.4.
Corollary 4.6. Let n ≥ 2, let µ ∈ K σ (T n ) for some σ > 0, and let 1 ≤ p ≤ 2. If f ∈ L p (T n ) such that for some 0 < α ≤ 2σ, Proof. The proof is similar to that of Proposition 3.4 as follows. We consider the case 1 < p ≤ 2, and take N ∈ N. Then the estimate in the proposition above implies
for some constant C > 0. For 0 < β < p ′ , this implies via Hōlder's inequality
and φ(0) = 0, then applying summation by parts For the first piece, we use the estimate on φ and simple estimates: Applying transference to the measures from Propositions 2.8 and 2.10 for 2l > n p yields explicit realizations for the second conclusion of this result.
