For input/ouput (i/o) operators, an equivalence is shown between realizability by state space systems and the existence of analytic constraints on higher order derivatives of i/o signals.
Introduction
In the previous work 20], it was shown that a Fliess input/output operator u( ) 7 ! y( ) is representable by a type of polynomial state space ( nite-dimensional di erential equation) system if and only if the operator admits an equation of the type A(u(t); u 0 (t); : : :; u (k) (t); y(t); y 0 (t); : : :; y (k) (t)) = 0 ;
where A is likewise a polynomial. Thus there is an elegant one to one correspondence between realizability and the existence of equations, just as there is in the classical linear case. This
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Keywords: Generating series, local realizability, input/output equations, subanalytic sets motivates the question: is there a similar correspondence in the general analytic case? A partial answer was obtained in 21]; there, relying both upon the above algebraic results and the rich theory of nonlinear realizability (for which see for instance 8, 9, 10, 14] ), it was shown that the existence of an analytic i/o equation implies local realizability. But in contrast to the algebraic case, the converse of the result does not hold in general. Based on a construction provided by W. Respondek, an example was given in 21] showing that an operator may be realizable by an analytic state space system but yet may fail to satisfy any possible analytic i/o equation.
The topic of relating i/o equations to realizability is one that has been extensively studied by many authors; see for instance 3, 6, 16] . In the algebraic case treated in 20], the existence of an i/o equation is trivial, as it can be deduced by an elementary argument involving niteness of transcendence degree. However, the analogous argument fails in the analytic case. One would need an elimination theorem for what we call \meromorphically nitely generated eld extensions," but no such theorem exists in general. (Under nonsingularity assumptions, and assuming suitable observability conditions, local equations do exist, as one may apply the implicit mapping theorem; see for instance 10, 17, 2] .) One also knows (cf. 22]) that there cannot exist i/o equations of order less than the dimension of any observable analytic realization.
The solution we propose in this paper is to generalize the notion of i/o equation so as to obtain a one to one correspondence that holds in the general case. We introduce an abstract notion of \analytic constraints," based on subanalytic set theory. The main result of this work is that local analytic realizability is indeed equivalent to the existence of such analytic constraints. As a consequence of our techniques, we also show that an operator realizable by an analytic system can always be approximated by a sequence of operators that do admit local i/o equations.
Outline of this article: The formalism is based on the generating series suggested by Fliess.
In Section 2, after brie y recalling the de nition of i/o operators, we introduce the de nitions of analytic constraints and local i/o equations. The main result and its proof are given in Section 3. The techniques used to deal with analytic constraints are based on the analytic strati cation theory developed in 15] and 7]. The converse implication (realizability under the assumptions of the theorem) is obtained by a perturbation approach, using with the Lie rank condition for realizability given in 4, 13].
Basic De nitions
In this section we rst recall the de nition of analytic input/output operators, and brie y discuss their basic properties. (For a detailed discussion of such operators, we refer the readers to 8, 20, 21] .) Then we introduce the de nitions of analytic constraints and local input/output equations.
Analytic Input/Output Operators
Let P be the set of monomials in the noncommutative variables 0 (1) where jwj is the length of w, i.e., jwj = k if w = i 1 i 2 i . is uniformly and absolutely convergent on 0; T) for any T such that T < 1 Mm + M ; (2) and for any u 2 U T (cf. 8, 21] 3. if a stratum T 2 6 = T 1 is a subset of T 1 , then codimT 2 > codim T 1 .
A subset S of an analytic manifold M is said to be an analytically thin subset if S is a locally nite analytically strati ed union of a family T of strata of codimensions at least 1.
Observe is not a constant function. 
Main Results
The following theorem is the main result of this work. To prove the lemma, we need the following results.
Consider an analytically thin set S in IR r for some r > 0. Let T denote the family of the strata that compose S. By de nition of analytically thin sets, one knows that T is locally nite.
We also have the following conclusion:
Lemma 3. We still let T denote the family of strata that compose S, and T 0 denote the set of strata By assumption, one knows that there exist some stratum T 1 2 T 0 with codimT 1 = r 0 and some u such that (0; u) 2 T 1 . We still let and be as de ned in (5) and (6). We now consider the following two cases. For each j, we let c j = d jj . Then fc j g is a sequence converging to c, and every F c admits a local analytic i/o equation of order less than or equal to k.
By induction, Lemma 3.2 holds for all 0.
From I/O Equations to Realizability (3 =) 1)
For each integer k, we de ne
Note that (k) is in fact the number of the elements in the set P k := fw 2 P : jwj kg :
Lemma 3. (c j ) = n : (11) Clearly the conclusion of the lemma is true if n = 1. We now assume that n < 1. for all k K. This is impossible because of (11) . Hence, (c) n. 
