Abstract: Fully Convolutional Networks (FCN) has shown better performance than other classifiers like Random Forest (RF), Support Vector Machine (SVM) and patch-based Deep Convolutional Neural Network (DCNN), for object-based classification using orthoimage only in previous studies; however, for further improving deep learning algorithm performance, multi-view data should be considered for training data enrichment, which has not been investigated for FCN. The present study developed a novel OBIA classification using FCN and multi-view data extracted from small Unmanned Aerial System (UAS) for mapping landcovers. Specifically, this study proposed three methods to automatically generate multi-view training samples from orthoimage training datasets to conduct multi-view object-based classification using FCN, and compared their performances with each other and also with RF, SVM, and DCNN classifiers. The first method does not consider the object surrounding information, while the other two utilized object context information. We demonstrated that all the three versions of FCN multi-view object-based classification outperformed their counterparts utilizing orthoimage data only. Furthermore, the results also showed that when multi-view training samples were prepared with consideration of object surroundings, FCN trained with these samples gave much better accuracy than FCN classification trained without context information. Similar accuracies were achieved from the two methods utilizing object surrounding information, although sample preparation was conducted using two different ways. When comparing FCN with RF, SVM, DCNN implies that FCN generally produced better accuracy than the other classifiers, regardless of using orthoimage or multi-view data.
Introduction
Small Unmanned Aircraft System (UAS), has become a popular remote sensing platform for providing very high-resolution images targeting small or medium size sites in the past decade, due to its advantages of safety, flexibility, and low-cost over other airborne or space-borne platforms. The continuous technical advancements that have improved its payload and durance over the years significantly contributed to its increased utilization, a trend not expected to slow down soon [1, 2] . Object-based Image Analysis (OBIA) has been routinely employed to process UAS images for landcover mapping, with its capability of generating more appealing maps and comparable (if not higher) classification accuracy when compared with pixel-based methods [3] [4] [5] [6] [7] [8] . Analyzing the UAS images using traditional OBIA normally starts with bundle adjustment procedure to produce orthoimage from efficient in exploiting the information in the training samples than the other classifiers achieving higher accuracy in most cases regardless of sample size.
This study extends the study of Liu et al. [25] by developing novel methods via photogrammetric techniques to enable the FCN to utilize the multi-view data extracted from UAS images to investigate whether the enriched training samples resulting from multi-view data extraction can further improve the FCN performance and also compare FCN with other classifiers under this multi-view OBIA framework regarding the multi-view data impacts on their performances, in order to find the best practice of applying FCN for land cover mapping.
Study Area and Data Preprocessing

Study Area
The proposed classification methods were tested on a 677 m × 518 m area, which is part of a 31,000-acre ranch, located in Southern Florida, between Lake Okeechobee and the city of Arcadia. The ranch is comprised of diverse tropical forage grass pastures, palmetto wet and dry prairies, pine flatwoods, and large interconnecting marsh of native grass wetlands [44] . The land also hosts cabbage palm and live oak hammocks scattering along the lengths of copious creeks, gullies, and wetlands. The study area is infested by Cogon grass (Imperata Cylindrical), as shown in the lower left corner of Figure 1 , scattered across the pasture. In this study, a Cogan grass class is defined due to its harmful effect on the region as an invasive species. Cogon grass is considered one of the top ten worst invasive weeds in the world [45] . The grass is not palatable as a livestock forage, decreases native plant biodiversity and wildlife habitat quality, increases fire hazard, and lowers the value of real estate.
Several agencies, including U.S. Army Corps of Engineers (USACE), are involved in routine monitoring and control operations to limit the spread of Cogan grass in Florida. These efforts will greatly benefit from developing an efficient way to classify Cogan grass from UAS imageries. Having accurate maps of target vegetation would reduce contractor labor costs for most of the species that USACE is targeting. In addition, an accurate map would also enable them to see the impacts that the invasive species is having on the adjacent native plant communities and if their management efforts (herbicide, mechanical removal, etc.) are having any impacts as well on the native populations. All of the other classes, except the shadow class, were assigned according to the standard of vegetation classification for South Florida natural areas [46] . Our objective is to classify the Cogon grass (species level) and five other community-level classes as well as the shadow class, as listed in Table 1 . 
Class ID Class Name Description
CG Cogon grass
Cogon grass (Imperata cylindrica) is an invasive, non-native grass which occurs in Florida and several other Southeastern US states.
IP Improved Pasture
A sown pasture that includes introduced pasture species, usually grasses in combination with legumes. These are generally more productive than the local native pastures, have higher protein and metabolizable energy and are typically more digestible. In our case, we also assume it is not infested by Cogon grass. Shadow Shadow Shadow of all kinds of objects in the study area.
UAS Image Acquisition and Preprocessing
The images used in this study were captured by the USACE-Jacksonville District using the NOVA 2.1 small UAS. A flight mission was designed with 83% forward overlap and 50% sidelap was planned and implemented. A Canon EOS REBEL SL1 digital camera is used in this study. The CCD sensor of this camera has 3456 × 5184 pixels. The images are synchronized with onboard navigation grade GPS receiver to provide image locations. Five ground control points were established (four near the four corners and one close to the center of the study area) and were used in the photogrammetric solution. More details on the camera and flight mission parameters are listed in Table 2 . 
Orthoimage Creation and Segmentation
The UAS images were pre-processed to correct for the change in sun angle during the acquisition period before the orthoimage is created. Given an original UAS image i with zenith angle θ i , the original UAS images was corrected as ImgCorrected i = ImgOriginal i (
) [47] . The operation was conducted on all of the UAS images. Once the images are corrected, the Agisoft Photoscan Pro version 1.2.4 software was used to implement the bundle block adjustment on a total of 1397 UAS images of the study area. The software was used to produce and export a 3 band (Red, Green, and Blue) 6cm resolution orthoimage, a 27 cm Digital Surface Model (DSM), and the camera exterior and interior orientation parameters.
The three-band RGB orthoimage, together with the DSM, was analyzed using object-based analysis techniques.
The Trimble's eCognition software was used to segment the orthoimage image. Segmentation parameters the scale (50), shape (0.2) and compactness (0.5) parameters were carefully and manually selected such that they gave visually appealing segmentation results across the majority of the orthoimage following the common practice for selecting segmentation parameters for OBIA [48] . This process resulted in 40,239 objects within the study area.
Methods
Multiview Data Generation
Given an orthoimage object, the objective of this section is to show how to generate object instances on the UAS images corresponding to this orthoimage object, to support multi-view object-based classification. This problem can be boiled down to projecting each of the vertices on the orthoimage object boundary onto UAS images. After the vertex projection is done, an object instance on the UAS image can be easily formed by threading together the projected boundary vertices. The technique introduced in this section (i.e., project a ground point onto UAS images) will be also used in Section 3.3 to generate multi-view training samples.
Given the real-world coordinates, X and Y, and Z of an object boundary vertex (or a point on the ground) on the orthoimage and the output of the bundle block adjustment results of the UAS images that were represented by the camera exterior orientation and self-calibration parameters, it is required to find the x and y coordinates (or row and column numbers) in the UAS image pixel coordinate system, if the boundary point exists on that UAS image. This requires converting XYZ from real-world coordinate system to camera coordinate system using Equation (1), followed by the conversion from camera coordinate system to sensor coordinate system by Equation (2) and then from camera sensor system to pixel coordinate system by Equation (3). However, due to the potential error coming from inaccuracies of the DSM used to extract Z value, camera parameters (e.g., focal length, pixel size) and camera lens distortion, a simple consecutive application of Equations (1)-(3) usually gave larger error. To reduce such error, we developed a two-step optimization method to reduce the projection error. The step-one is to apply the Generalized Pattern direct Search (GPS) algorithm [49] to optimize the camera parameters (e.g., focal length, sensor size, and sensor origin). The step-two is to apply random forest algorithm to model the relationship between the error and the point locations causing the error (e.g., distance from the point to UAS image center, Z value of the point and relative location of the point to the image center in terms of row distance and column distance). Average error around 1.6 pixels in the row direction and 1.8 pixels in the column direction were achieved using this method. Given the optimized camera parameters, the procedure to derive the point coordinate on UAS image is shown in Figure 2 . 
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where , are outputs in this conversion representing column number and row number of the point (i.e., raw pixel coordinates) on the UAV image taken by the camera under consideration. , come from Equation (2) . is the pixel size in millimeter and is the height in pixels of UAV image (3456 in the case of this study). Since integer is not guaranteed as a result of division operation, the rounding operation follows. In our study, segmentation results that were generated from eCognition package (see Section 2.3) were imported into ArcGIS to extract the vertices for each object and XYZ world coordinates of each vertex, after which vertices were then exported from ArcGIS to Matlab to generate the multiview object instances.
Fully Convolutional Networks
The building structure of FCN is shown in Figure 3 , including the convolutional operation, regularization dropout method [50] , Rectified Linear Unit (ReLU) activation function [51] , summation operation [24] , max pooling, and deconvolutional operation [35] . Deconvolutional operation is the key to implement the FCN and differentiate itself from the DCNN. It employs the upsampling method to turn a coarse layer into a dense layer to make the final prediction output having the same row number and column number as the input image, as indicated by the ending illustration of Figure 3 . 
where X c , Y c , Z c are output of this conversion, representing point coordinates in Camera Coordinate System, X, Y, Z represent point coordinate in World Coordinate System, X 0 , Y 0 , Z 0 represent camera coordinates in World Coordinate System and r ij is the i th row and jth column the element of camera rotation matrix R. X, Y, Z were extracted from ArcMap using segmented orthoimage and DSM. X 0 , Y 0 , Z 0 and rotation matrix R were extracted from bundle adjustment package, such as Agisoft.
where x s , y s are outputs in this conversion, representing point coordinates in Sensor Coordinate System and f is the focus length of camera. X c , Y c , Z c come from Equation (1). x o , y o are sensor coordinate offset with unit of millimeter, and they are about half of width and length of sensor dimension. f , x o , y o were also extracted from bundle adjustment result.
where x p , y p are outputs in this conversion representing column number and row number of the point (i.e., raw pixel coordinates) on the UAV image taken by the camera under consideration. x s , y s come from Equation (2) . p is the pixel size in millimeter and H is the height in pixels of UAV image (3456 in the case of this study). Since integer is not guaranteed as a result of division operation, the rounding operation follows.
In our study, segmentation results that were generated from eCognition package (see Section 2.3) were imported into ArcGIS to extract the vertices for each object and XYZ world coordinates of each vertex, after which vertices were then exported from ArcGIS to Matlab to generate the multi-view object instances.
The building structure of FCN is shown in Figure 3 , including the convolutional operation, regularization dropout method [50] , Rectified Linear Unit (ReLU) activation function [51] , summation operation [24] , max pooling, and deconvolutional operation [35] . Deconvolutional operation is the key to implement the FCN and differentiate itself from the DCNN. It employs the upsampling method to turn a coarse layer into a dense layer to make the final prediction output having the same row number and column number as the input image, as indicated by the ending illustration of Figure 3 . The FCN calculates the cross-entropy for each pixel and sum them up across all of the pixels and all the training samples in a training batch as the cost.
where, 1 ( ) = 1
, n is the total number of training samples in a given training batch, m is the total number of classes, equal to 7 for our study, , is the softmax output for a row p and column q pixel location for class training sample i, which is omitted in the notation for simplicity, , ∈(0,1) indicating whether the ground truth class ID for a pixel located in row p and column q is (1 means true and 0 means false). Training of FCN is conducted through stochastics gradient descent (SGD) [52] = −
where is the updated parameter value, is the current value, is the learning rate, and is the gradient of w (i.e., derivative of parameter w) when cost value is C for a batch of training samples. The parameter derivatives are obtained by alternatively conducting forward propagation (Equation (6)) and backward propagation (Equations (7) and (8)). The FCN calculates the cross-entropy for each pixel and sum them up across all of the pixels and all the training samples in a training batch as the cost.
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, n is the total number of training samples in a given training batch, m is the total number of classes, equal to 7 for our study, a j p,q is the softmax output for a row p and column q pixel location for class j training sample i, which is omitted in the notation for simplicity, y j p,q ∈ (0,1) indicating whether the ground truth class ID for a pixel located in row p and column q is j (1 means true and 0 means false).
Training of FCN is conducted through stochastics gradient descent (SGD) [52] w updated = w current − λ ∂C ∂w (5) where w updated is the updated parameter value, w current is the current value, λ is the learning rate, and ∂C ∂w is the gradient of w (i.e., derivative of parameter w) when cost value is C for a batch of training samples.
The parameter derivatives are obtained by alternatively conducting forward propagation (Equation (6) ) and backward propagation (Equations (7) and (8)).
In Equation (6), y l and y l−1 represent variable values in layer l and l − 1, respectively, connected with function h(x):= y l−1 → y l . y l k is the kth element in layer y l , through which element in y l−1 has an impact on cost C. The function h(x) can be convolutional operation, ReLU activation, max pooling, dropout, deconvolutional operation, and sum operation, depending on the layer type used in the FCN structure. Equation (8) does not apply to every type of layer, since some layers may not have parameters to learn, e.g., ReLU, max pooling, sum operation etc. For those layers, only Equation (7) is used during the back propagation.
OBIA Classification Using Orthoimage with FCN
Before introducing the multi-view OBIA using FCN in Section 3.4, OBIA using orthoimage only with FCN as classifier is briefly explained in this section. Readers are referred to [25] for more details about this method. The workflow of traditional object-based image classification, commonly applied to high-resolution orthoimages, as implemented in the Trimble's eCognition software [53] can be summarized in three main steps: (1) Image segmentation into objects using a predefined set of parameters, such as the segmentation scale and shape weight, (2) Extraction of features, such as mean spectral band values and the standard deviation of the band values for each object in the segmented image, and (3) Train and implement a classifier, such as the support vector machine [54] , random forest [55] , or neural network classifiers [56] .
Like traditional OBIA classification, OBIA with FCN starts with orthoimage segmentation. However, different from traditional OBIA classification, a training sample for FCN is composed of an image patch and a corresponding pixel label matrix of the same size, instead of an object feature and its corresponding label in traditional object-based classification. Two options for generating the individual pixel labels of the image patch exist resulting from different treatments of the pixels surrounding the object under consideration. The first option (Option I) is to disregard the true class types for all of the pixels surrounding the object within the image patch by labeling them simply as background, while the second option (Option II) is to label each pixel with their true class types. Figure 4 illustrates these two options for creating FCN training samples for OBIA. In Figure 4a , the polygon highlighted at the center represents one sample object resulting from the orthoimage segmentation and Figure 4b ,c illustrate Option I and II for preparing FCN training samples, respectively. In Figure 4b , a red rectangle is formed exactly enclosing the object; within this rectangle, only the central object pixels have true class label, while all the remaining pixels are labeled as background.
In contrast, Figure 4c shows an image patch where all of the pixels inside the patch are labeled with their true class types. The Option I and II orthoimage training samples are referred to as Ortho-I and Ortho-II hereinafter.
Subsequently, FCN-Ortho-I-OBIA is used to refer to the OBIA classification using the Ortho-I (i.e., Figure 4b ) training samples and FCN as classifier, while FCN-Ortho-II-OBIA is the same as FCN-Ortho-I-OBIA except that the Ortho-II (i.e., Figure 4c ) sample dataset was used to train the FCN classifier. After the FCN classifier was trained using either the Ortho-I or II training samples, the procedure that is illustrated in Figure 5 is used to generate a class label for a given object. In Figure 5 , an object is highlighted at the center ( Figure 5a ) and a rectangle is formed enclosing it to extract the image patch ( Figure 5b ). Then, the trained FCN classifier is applied to the image patch to get the class labels for all of the pixels within the image patch ( Figure 5c ). After that, the object boundary is overlaid on the image patch again (Figure 5d ) to find the majority of labeled pixels within the object as the final classification result for the object (Figure 5e ). . Procedure to get the object label using trained classifier: (a) an object is overlaid on the orthoimage; (b) a rectangle is formed to extract image patch; (c) apply the trained FCN classifier to the image patch to label all the pixels within the image patch; (d) overlay the object onto the classification result; (e) find the majority of pixel labels within the object to obtain the final classification results for the object.
OBIA Classification Using Multi-View Data with FCN
The multi-view data derived from the method explained in Section 3.1 is illustrated in Figure 6 . At the center of Figure 6a , an object resulting from the orthoimage segmentation procedure is shown. Surrounding the orthoimage object are the UAS images with the boundary of the object instances highlighted. The figure also shows the location of sun. The variation of the automatically expanded the training dataset not only comes from geometric changes (i.e., shape distortion), but also from the spectral difference resulting from the BRDF properties of the land cover classes (see Figure 6b ). It can be seen in Figure 6b that the images closer to the sun tend to have a brighter tone. The phenomenon can be attributed to the "hotspot" effect of the BRDF [57] . To make this phenomenon appear more obvious, the mean value of red band for each object instance on the UAS image is calculated and After the FCN classifier was trained using either the Ortho-I or II training samples, the procedure that is illustrated in Figure 5 is used to generate a class label for a given object. In Figure 5 , an object is highlighted at the center ( Figure 5a ) and a rectangle is formed enclosing it to extract the image patch ( Figure 5b ). Then, the trained FCN classifier is applied to the image patch to get the class labels for all of the pixels within the image patch ( Figure 5c ). After that, the object boundary is overlaid on the image patch again (Figure 5d ) to find the majority of labeled pixels within the object as the final classification result for the object (Figure 5e ). After the FCN classifier was trained using either the Ortho-I or II training samples, the procedure that is illustrated in Figure 5 is used to generate a class label for a given object. In Figure 5 , an object is highlighted at the center ( Figure 5a ) and a rectangle is formed enclosing it to extract the image patch ( Figure 5b ). Then, the trained FCN classifier is applied to the image patch to get the class labels for all of the pixels within the image patch ( Figure 5c ). After that, the object boundary is overlaid on the image patch again (Figure 5d ) to find the majority of labeled pixels within the object as the final classification result for the object (Figure 5e ). . Procedure to get the object label using trained classifier: (a) an object is overlaid on the orthoimage; (b) a rectangle is formed to extract image patch; (c) apply the trained FCN classifier to the image patch to label all the pixels within the image patch; (d) overlay the object onto the classification result; (e) find the majority of pixel labels within the object to obtain the final classification results for the object.
The multi-view data derived from the method explained in Section 3.1 is illustrated in Figure 6 . At the center of Figure 6a , an object resulting from the orthoimage segmentation procedure is shown. Surrounding the orthoimage object are the UAS images with the boundary of the object instances highlighted. The figure also shows the location of sun. The variation of the automatically expanded the training dataset not only comes from geometric changes (i.e., shape distortion), but also from the spectral difference resulting from the BRDF properties of the land cover classes (see Figure 6b ). It can be seen in Figure 6b that the images closer to the sun tend to have a brighter tone. The phenomenon can be attributed to the "hotspot" effect of the BRDF [57] . To make this phenomenon appear more obvious, the mean value of red band for each object instance on the UAS image is calculated and Figure 5 . Procedure to get the object label using trained classifier: (a) an object is overlaid on the orthoimage; (b) a rectangle is formed to extract image patch; (c) apply the trained FCN classifier to the image patch to label all the pixels within the image patch; (d) overlay the object onto the classification result; (e) find the majority of pixel labels within the object to obtain the final classification results for the object.
The multi-view data derived from the method explained in Section 3.1 is illustrated in Figure 6 . At the center of Figure 6a , an object resulting from the orthoimage segmentation procedure is shown. Surrounding the orthoimage object are the UAS images with the boundary of the object instances highlighted. The figure also shows the location of sun. The variation of the automatically expanded the training dataset not only comes from geometric changes (i.e., shape distortion), but also from the spectral difference resulting from the BRDF properties of the land cover classes (see Figure 6b ). It can be seen in Figure 6b that the images closer to the sun tend to have a brighter tone. The phenomenon can be attributed to the "hotspot" effect of the BRDF [57] . To make this phenomenon appear more obvious, the mean value of red band for each object instance on the UAS image is calculated and plotted on a concentric diagram in Figure 6b , where warmer color indicates a higher digital number value and zenith values are represented by circles every 5 • from 5 • to 35 • . The projection, as shown in Figure 6a , was implemented using techniques introduced in Section 3.1. Subsequently, the object on the orthoimage that is located at the center of Figure 6a is referred to as orthoimage object, while the objects on the UAS images surrounding the orthoimage object in Figure 6a are referred to as multi-view object instances.
Remote Sens. 2018, 10, x FOR PEER REVIEW 10 of 23 plotted on a concentric diagram in Figure 6b , where warmer color indicates a higher digital number value and zenith values are represented by circles every 5° from 5° to 35°. The projection, as shown in Figure 6a , was implemented using techniques introduced in Section 3.1. Subsequently, the object on the orthoimage that is located at the center of Figure 6a is referred to as orthoimage object, while the objects on the UAS images surrounding the orthoimage object in Figure 6a are referred to as multiview object instances. Figure 6 . Multi-view data for an orthoimage object: (a) multi-view object instances corresponding to an orthoimage object; (b) distribution of the mean value of the object's red band for the multi-view object instances.
To implement the OBIA classification using multi-view data with FCN, training was first performed using multi-view training samples, instead of orthoimage training samples (i.e., Ortho-I and II training samples shown in Figure 4 ). This way, training samples were expanded to 10-14 times the training samples that were used in the OBIA relying on the orthoimage only, when considering that one orthoimage object may generate 10-14 object instances on the UAS images, as indicated in Figure 6a . After FCN was trained using the expanded (multi-view) training samples, the same procedure illustrated in Figure 5 was applied to each of the multi-view object instances. After classification results for all of the multi-view object instances were obtained, voting was conducted to find the majority vote as the final classification result for the orthoimage object.
The multi-view training samples version corresponding to Ortho-I and Ortho-II were referred to as MV-I and MV-II, respectively, hereafter. The objective is to automatically generate MV-I and MV-II given label information on the orthoimage, avoiding the laborious work to prepare training samples for multi-view classification. Such an automation procedure is critical for performing multiview classification using FCN from a practical point of view since training samples for the multi-view classification are 10-14 times the orthoimage objects and preparing such a large number training samples manually is tedious and time-consuming. The methods proposed in this study to automatically generate MV-I and MV-II training samples are explained in the following:
Multi-View Training Samples without Context Information (MV-I Sample Generation)
Given an Ortho-I training sample, the boundary of the object corresponding to the Ortho-I was projected onto the UAS image. Then, the MV-I training sample was generated automatically by simply labeling the pixels within the boundary with the object class label and labeling the pixels outside the boundary as background.
Multi-View Training Samples with Exact Context Information (MV-IIA Sample Generation)
The situation becomes more complicated when trying to automatically generate the MV-II training sample since it requires the labelling of all of the pixels using their true class types. This study proposed and compared two methods for generating MV-II samples, and they are referred to as MV-IIA and MV-IIB, respectively. While MV-IIA samples are exact reproductions of labelling information based on the orthoimage samples, MV-IIB, with an approximate copy of labelling To implement the OBIA classification using multi-view data with FCN, training was first performed using multi-view training samples, instead of orthoimage training samples (i.e., Ortho-I and II training samples shown in Figure 4 ). This way, training samples were expanded to 10-14 times the training samples that were used in the OBIA relying on the orthoimage only, when considering that one orthoimage object may generate 10-14 object instances on the UAS images, as indicated in Figure 6a . After FCN was trained using the expanded (multi-view) training samples, the same procedure illustrated in Figure 5 was applied to each of the multi-view object instances. After classification results for all of the multi-view object instances were obtained, voting was conducted to find the majority vote as the final classification result for the orthoimage object.
The multi-view training samples version corresponding to Ortho-I and Ortho-II were referred to as MV-I and MV-II, respectively, hereafter. The objective is to automatically generate MV-I and MV-II given label information on the orthoimage, avoiding the laborious work to prepare training samples for multi-view classification. Such an automation procedure is critical for performing multi-view classification using FCN from a practical point of view since training samples for the multi-view classification are 10-14 times the orthoimage objects and preparing such a large number training samples manually is tedious and time-consuming. The methods proposed in this study to automatically generate MV-I and MV-II training samples are explained in the following: Given an Ortho-I training sample, the boundary of the object corresponding to the Ortho-I was projected onto the UAS image. Then, the MV-I training sample was generated automatically by simply labeling the pixels within the boundary with the object class label and labeling the pixels outside the boundary as background.
The situation becomes more complicated when trying to automatically generate the MV-II training sample since it requires the labelling of all of the pixels using their true class types. This study proposed and compared two methods for generating MV-II samples, and they are referred to as MV-IIA and MV-IIB, respectively. While MV-IIA samples are exact reproductions of labelling information based on the orthoimage samples, MV-IIB, with an approximate copy of labelling information, is also introduced due to its simplicity and comparable classification performance compared with MV-IIA. Each of these two methods (MV-IIA and MV-IIB) are explained below.
Given one orthoimage object with the ground truth label information, as shown at the center of Figure 7a , MV-IIA generation starts with projecting to the UAS images some vertices selected (referred to as the VS set, hereafter) surrounding the orthoimage object, after which training sample on the orthoimage were reconstructed on UAS images using the label information of these projected vertices in VS. VS should be carefully selected: the number of vertices in set VS should be high enough to allow accurate labelling of each pixel within the image patch used as FCN input, while at the same time, it should be low enough to facilitate fast projection computation.
In this study, we propose the method illustrated in Figure 7 to select the VS vertices. The object that is highlighted in Figure 7a (orthoimage object) is surrounded with labeled objects of Improved Pasture class and Cogon Grass class. The black dots in Figure 7a represent the vertices of the object boundary, noting that these vertices are shared by neighboring objects. In Figure 7b , a series of object bounding boxes (enclosing rectangles) were generated by rotating the object's bounding box on the orthoimage around the orthoimage object every 4.5 degrees to account for the possible rotations of the object on the UAS images. In Figure 7c , the area that is covered by all bounding boxes (with all rotations) was extracted. In Figure 7d , a two-pixel wide buffer area is created to account for the potential distortion of the bounding box resulting from the distortions expected in aerial imagery, including the effect of the projective projection. Then, the vertices in Figure 7a that were coincident with the shaded area in Figure 7e were extracted. Those selected vertices shown in Figure 7e , make up all the vertices in VS. Finally, these vertices shown in Figure 7e were projected onto the UAS images to reproduce the MV-IIA. information, is also introduced due to its simplicity and comparable classification performance compared with MV-IIA. Each of these two methods (MV-IIA and MV-IIB) are explained below. Given one orthoimage object with the ground truth label information, as shown at the center of Figure 7a , MV-IIA generation starts with projecting to the UAS images some vertices selected (referred to as the VS set, hereafter) surrounding the orthoimage object, after which training sample on the orthoimage were reconstructed on UAS images using the label information of these projected vertices in VS. VS should be carefully selected: the number of vertices in set VS should be high enough to allow accurate labelling of each pixel within the image patch used as FCN input, while at the same time, it should be low enough to facilitate fast projection computation.
In this study, we propose the method illustrated in Figure 7 to select the VS vertices. The object that is highlighted in Figure 7a (orthoimage object) is surrounded with labeled objects of Improved Pasture class and Cogon Grass class. The black dots in Figure 7a represent the vertices of the object boundary, noting that these vertices are shared by neighboring objects. In Figure 7b , a series of object bounding boxes (enclosing rectangles) were generated by rotating the object's bounding box on the orthoimage around the orthoimage object every 4.5 degrees to account for the possible rotations of the object on the UAS images. In Figure 7c , the area that is covered by all bounding boxes (with all rotations) was extracted. In Figure 7d , a two-pixel wide buffer area is created to account for the potential distortion of the bounding box resulting from the distortions expected in aerial imagery, including the effect of the projective projection. Then, the vertices in Figure 7a that were coincident with the shaded area in Figure 7e were extracted. Those selected vertices shown in Figure 7e , make up all the vertices in VS. Finally, these vertices shown in Figure 7e were projected onto the UAS images to reproduce the MV-IIA. After the vertices in the VS were projected from the orthoimage onto the UAS image, they were used for reconstructing the training samples on the UAS images. It should be noted that there is a many-to-many relationship between objects and vertices, so that one vertex may be shared by multiple neighboring objects and one object contains multiple vertices. To take advantage of this relationship for generating the multi-view training samples more efficiently, we built a simple After the vertices in the VS were projected from the orthoimage onto the UAS image, they were used for reconstructing the training samples on the UAS images. It should be noted that there is a many-to-many relationship between objects and vertices, so that one vertex may be shared by multiple neighboring objects and one object contains multiple vertices. To take advantage of this relationship for generating the multi-view training samples more efficiently, we built a simple relational database, as shown in Figure 8 , so that for any central object (or its neighboring objects) within an orthoimage patch projected on the UAS images, we can easily determine which vertex it contains and what class label it belongs to and vice versa.
The vertices within the projected image patch were extracted, denoted as VSp. Clearly, VSp ⊆ VS, since VSp corresponds to one fixed orientation, while VS was extracted from virtually 360-degree orientation. We queried the database to find all of the object IDs corresponding to the vertex in VSp and we denote the found object IDs as set C. For each of the elements in C, we queried the database again to find all the vertex belonging to this element and the class ID corresponding to the object. After that, a closed boundary was created based on the found vertices and the found class ID is assigned to the closed area bounded by these vertices and patch boundaries. We repeat this procedure for all the element in C to fill the projected patch with its associated class labels. This labeled image patch makes up one training sample for the multi-view FCN classification. relational database, as shown in Figure 8 , so that for any central object (or its neighboring objects) within an orthoimage patch projected on the UAS images, we can easily determine which vertex it contains and what class label it belongs to and vice versa. The vertices within the projected image patch were extracted, denoted as VSp. Clearly, VSp⊆ VS, since VSp corresponds to one fixed orientation, while VS was extracted from virtually 360-degree orientation. We queried the database to find all of the object IDs corresponding to the vertex in VSp and we denote the found object IDs as set C. For each of the elements in C, we queried the database again to find all the vertex belonging to this element and the class ID corresponding to the object. After that, a closed boundary was created based on the found vertices and the found class ID is assigned to the closed area bounded by these vertices and patch boundaries. We repeat this procedure for all the element in C to fill the projected patch with its associated class labels. This labeled image patch makes up one training sample for the multi-view FCN classification. 
Multi-View Training Samples with Approximate Context Information (MV-IIB Sample Generation)
As we just showed, MV-IIA requires the implementation of vertex determination (see Figure 7 ) and relational database (see Figure 8) , not only for the sample object, but also for surrounding objects to accurately label each pixel within the image patch on each UAS image having the sample object. This is a complicated process demanding expensive computations. To simplify the procedure, we designed another method that uses nearest neighborhood method to approximate label information for the MV-II samples. The samples that were generated using this method is denoted as MV-IIB samples.
The method used to prepare the MV-IIB samples is illustrated in Figure 9 , which shows an orthoimage training sample on the left (Figure 9a ) and one multi-view training sample that is automatically generated using the nearest neighborhood labeling method on the right (Figure 9b ). It should be noted that in practice the multi-view sample may be rotated as compared to the orthoimage object, but for illustration purposes, we let the multi-view training sample and the orthoimage sample have the same orientation in Figure 9 . In Figure 9a , the two-pixel wide buffer area of the central object is highlighted in yellow. For each pixel within this yellow area, we extracted its label information from the orthoimage training sample. After the pixels within the buffer area are projected onto the UAS images, we assign the nearest neighbor label from the buffer area to the unlabeled pixels between the image patch boundary and buffer area. For the area surrounded by the buffer area, we just simply assign the label of the central object to all of the pixels within this area. While this method is much easier to implement, for objects having complicated neighborhood setup, it would result in mislabeled pixels. This imperfection is exposed by comparing the shadow area in Figure 9a ,b. In the upper right corner of Figure 9b , a patch of "improved pasture" area is mislabeled as "shadow" using the nearest neighborhood labeling method, which is a recognized limitation of this method. 
Benchmark Classification Methods
We also implemented OBIA classification using DCNN for both the orthoimage and multi-view data. The former results are denoted DCNN-Ortho-OBIA, and the latter is referred to as DCNN-MV-OBIA. Like FCN-Ortho-OBIA, DCNN-Ortho-OBIA uses image patches that exactly enclose the objects. Different from FCN-Ortho-OBIA, DCNN-Ortho-OBIA only needs label information of the central object for training, instead of all of the pixels within the image patch. DCNN-MV-OBIA obtains the final classification result for a given ground object by finding the majority vote of its multiview object instance classification results, similar to the FCN-MV-OBIA method. The difference between DCNN-MV-OBIA and FCN-MV-OBIA is analogous to that between DCNN-Ortho-OBIA and FCN-Ortho-OBIA in terms of how the training samples are being prepared. The DCNN classifier used in this study has similar layer types as the FCN except that it does not need deconvolutional layers.
Traditional classifiers, such as Support vector machine (SVM) and random forest (RF), were tested under the OBIA framework using the orthoimage and multi-view data. The classification results utilizing orthoimage data were referred to as RF-Ortho-OBIA and the ones using multi-view data were denoted RF-MV-OBIA. Similar naming convention were applied to the SVM classification, generating the SVM-Ortho-OBIA and SVM-MV-OBIA results when using the orthoimage and multiview data, respectively.
The RF-Ortho-OBIA and SMV-Ortho-OBIA represented the implementations of traditional OBIA classifiers as mentioned in the beginning of Section 3.3. Mean value, standard deviation, maximum, and minimum of the red, green, and blue bands were extracted and used as object features in by the RF and SVM classifiers. Gray-Level Co-Occurrence Matrix (GLCM) texture features were excluded from classification after they were tested and found having little effect on improving 
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Traditional classifiers, such as Support vector machine (SVM) and random forest (RF), were tested under the OBIA framework using the orthoimage and multi-view data. The classification results utilizing orthoimage data were referred to as RF-Ortho-OBIA and the ones using multi-view data were denoted RF-MV-OBIA. Similar naming convention were applied to the SVM classification, generating the SVM-Ortho-OBIA and SVM-MV-OBIA results when using the orthoimage and multi-view data, respectively.
The RF-Ortho-OBIA and SMV-Ortho-OBIA represented the implementations of traditional OBIA classifiers as mentioned in the beginning of Section 3.3. Mean value, standard deviation, maximum, and minimum of the red, green, and blue bands were extracted and used as object features in by the RF and SVM classifiers. Gray-Level Co-Occurrence Matrix (GLCM) texture features were excluded from classification after they were tested and found having little effect on improving classification accuracy. Geometric features (e.g., object area, border and shape index features) were not included for classification, since these features were not found to be useful for OBIA classification based on our preliminary experiments and previous studies [58, 59] .
The same type of features was used in the SMV-MV-OBIA and RF-MV-OBIA, similar to their orthoimage counterparts. However, these features were extracted from the multi-view object instances and training was conducted using all the object instances of the training samples as done in the with FCN-MV-I-OBIA, FCN-MV-IIA-OBIA, and FCN-MV-IIB-OBIA classifications. Also, for a given orthoimage object, its final classification result was obtained by finding the majority through voting from its object instances.
The RF and SVM classifier parameters were adjusted to make sure that their performances as good as possible for our dataset. For example, the number of trees for RF was tested from 50 to 150 with 10 trees interval, with no improvement in classification accuracy when the number of trees were increased. Also, three types of kernels for SMV were tested in our preliminary experiments, and it found change of kernels from Gaussian, linear to polynomial kernels made little impact on SVM classification accuracy for our dataset. SVM is inherently a binary classifier; we adopted the one-versus-one option rather than the one-versus-all strategy to adapt for multi-class classification based on previous studies [60] . These tests resulted in using RF with 50 trees and SVM with Gaussian as kernel to generate the classification results in this study.
In summary, we experimented with 11 classification methods, including FCN-Ortho-I-OBIA, FCN-Ortho-II-OBIA, FCN-MV-I-OBIA, FCN-MV-IIA-OBIA, FCN-MV-IIB-OBIA, DCNN-Ortho-OBIA, DCNN-MV-OBIA, RF-Ortho-OBIA, RF-MV-OBIA, SVM-Ortho-OBIA, and SVM-MV-OBIA. All of these classification methods used the same set of orthoimage objects for training and testing. 400 orthoimage objects were randomly selected for each class, generating 2800 samples in total. Among the 2800 samples, 10% (i.e., 280) were randomly selected for testing and the remaining 90% (i.e., 2520) were used for training. The 2520 orthoimage objects were used to train all of the classifiers that utilized orthoimage data. 30,807 training object instances were automatically generated using boundary projection on the UAS images from the 2520 orthoimage objects and were used to train all of the classifiers that utilized multi-view data. Regardless of the training object types (i.e., orthoimage or multi-view data), all the classifiers were evaluated using 280 orthoimage objects for testing. Obviously, to evaluate the multi-view classification results, multi-view object instances corresponding to the 280 orthoimage objects were extracted and used in the classification. 3447 object instances on UAS images were extracted for the 280 orthoimage objects. For each testing orthoimage object, its label was generated via voting from its object instances for all of the multi-view classifications. Figure 10 shows a simplified flowchart of the OBIA classification experiments that were conducted in this study. Given an orthoimage object, vertices on its boundary were projected onto UAS images to generate object instances on UAS images using DSM, data, camera rotation matrices, and boundary projection tool. The orthoimage object and object instances were used, respectively, with classifiers SVM, RF, FCN, and DCNN, resulting in 11 sets of experiment results. As shown in Figure 10 : Figure 11 ranks the overall accuracy for all classification results presented in Figure 10 from the lowest to the highest. Both deep learning (i.e., FCN and DCNN) and traditional classifiers (i.e., SVM and RF) are highlighted. The classification accuracy obtained in this study by conventional classifiers are comparable with previous studies conducting wetland mapping using the SVM classifier [7] . The lowest accuracy of 66.1% was obtained by traditional classification SVM-Ortho-OBIA, while the highest of 87.1% was achieved by the proposed method FCN-MV-IIA-OBIA, achieving 21.0% improvement.
Results
Regardless of using orthoimage or multi-view data, deep learning classifiers tend to show higher classification accuracy than traditional classifiers, even though the advantages vary with types of datasets and classifiers. For example, FCN-MV-IIA-OBIA got a 10.0% improvement when compared with RF-MV-OBIA using multi-view data (87.1% for FCN-MV-IIA-OBIA versus 77.1% for RF-MV-OBIA); in contrast, FCN-Ortho-II-OBIA obtained 16.0% increase when compared with RF-Ortho-OBIA using orthoimage (82.1% for FCN-Ortho-II-OBIA versus 66.1% for RF-Ortho-OBIA).
FCN produced much higher accuracy compared to the other three classifiers when all of them used orthoimage information (76.8% for FCN-Ortho-I-OBIA versus 66.1% for SVM-Ortho-OBIA, 66.9% for RF-Ortho-OBIA, and 67.1% for DCNN-Ortho-OBIA). After adding individual pixel information to FCN, it produced even higher accuracy (82.1% for FCN-Ortho-II-OBIA versus 76.8% for FCN-Ortho-I-OBIA). Multi-view data still benefitted the FCN for classification (81.8% for FCN-MV-I-OBIA versus 76.8% for FCN-Ortho-I-OBIA, 87.1% for FCN-MV-II-OBIA versus 82.1% for FCNOrtho-II-OBIA). Figure 11 ranks the overall accuracy for all classification results presented in Figure 10 from the lowest to the highest. Both deep learning (i.e., FCN and DCNN) and traditional classifiers (i.e., SVM and RF) are highlighted. The classification accuracy obtained in this study by conventional classifiers are comparable with previous studies conducting wetland mapping using the SVM classifier [7] . The lowest accuracy of 66.1% was obtained by traditional classification SVM-Ortho-OBIA, while the highest of 87.1% was achieved by the proposed method FCN-MV-IIA-OBIA, achieving 21.0% improvement.
Regardless of using orthoimage or multi-view data, deep learning classifiers tend to show higher classification accuracy than traditional classifiers, even though the advantages vary with types of datasets and classifiers. Figure 12 shows the producer and user accuracy for all the 11 classification experiments. In Figure 12 , deep learning classifiers (i.e., FCN and DCNN) and traditional classifiers (i.e., RF and SVM) are denoted using two different colors. Classification results using the orthoimage and multi-view data are represented by triangles and circles, respectively. It should also be noted that for a given classifier, the results of using the orthoimage and multi-view data are placed together in Figure 12 (see axis notations on the left boundary of Figure 12 ), with classification results of the orthoimage data always being placed above the classification using multi-view data. Figure 12 shows that with only few exceptions, multi-view classifiers tend to give higher classification accuracies than those using orthoimage data only for all classes. Additionally, deep learning classifiers tend to show higher accuracies than the traditional classifiers generally. For the invasive Cogan grass class (CG), DCNN-MV-OBIA obtained the highest producer and user accuracy, implying that this classification method is useful for mapping this invasive vegetation. While RF showed slightly better accuracy than SVM for the CG and FHp classes, these two classifiers presented comparable accuracies for other classes. FCN-MV-II-OBIA showed higher accuracy than FCN-MV-I-OBIA for all the classes except the producer accuracy of the IP class and the user accuracy of the MFG class, indicating that the object's surrounding information benefitted the FCN classification in general. Figure 12 also indicates that hilly landscapes seem to benefit more from multi-view classification than the relatively flatten landscapes do. For example, FHp consists of various trees, resulting in more elevation variations than other landcover types in our study area, and Figure 12 shows for most classifiers the accuracy improvements due to the use of multi-view data tend to be higher for FHp class than that for other classes. This conclusion needs further investigation in a topographically rugged landscape, which can be a subject for future studies. Figure 12 shows the producer and user accuracy for all the 11 classification experiments. In Figure 12 , deep learning classifiers (i.e., FCN and DCNN) and traditional classifiers (i.e., RF and SVM) are denoted using two different colors. Classification results using the orthoimage and multi-view data are represented by triangles and circles, respectively. It should also be noted that for a given classifier, the results of using the orthoimage and multi-view data are placed together in Figure 12 (see axis notations on the left boundary of Figure 12 ), with classification results of the orthoimage data always being placed above the classification using multi-view data. Figure 12 shows that with only few exceptions, multi-view classifiers tend to give higher classification accuracies than those using orthoimage data only for all classes. Additionally, deep learning classifiers tend to show higher accuracies than the traditional classifiers generally. For the invasive Cogan grass class (CG), DCNN-MV-OBIA obtained the highest producer and user accuracy, implying that this classification method is useful for mapping this invasive vegetation. While RF showed slightly better accuracy than SVM for the CG and FHp classes, these two classifiers presented comparable accuracies for other classes. FCN-MV-II-OBIA showed higher accuracy than FCN-MV-I-OBIA for all the classes except the producer accuracy of the IP class and the user accuracy of the MFG class, indicating that the object's surrounding information benefitted the FCN classification in general. Figure 12 also indicates that hilly landscapes seem to benefit more from multi-view classification than the relatively flatten landscapes do. For example, FHp consists of various trees, resulting in more elevation variations than other landcover types in our study area, and Figure 12 shows for most classifiers the accuracy improvements due to the use of multi-view data tend to be higher for FHp class than that for other classes. This conclusion needs further investigation in a topographically rugged landscape, which can be a subject for future studies. Figure 13 presents the classification maps that were derived from FCN, together with orthoimage and reference map. When compared with maps that are generated by the other classifiers, Figure 13e is closer to the reference map based on visual inspection, which is consistent with what we observed in Figure 11 , emphasizing the superiority of the FCN-MV-IIA-OBIA classifier. Figure 13 also indicates many IP areas are mislabeled as CG in Figure 13a ,d, implying the relatively high commission error (i.e., lower user accuracy) of the CG class using FCN-Ortho-I-OBIA and FCN-MV-I-OBIA, which is in line with the results in Figure 12 . Figure 14 displays the zoom-in version of Figure 13 to highlight the area impacted by Cogon grass. Figure 14b ,c show the FCN-Ortho-II-OBIA and FCN-MV-IIA-OBIA having similar quality for mapping Cogon grass, reflecting similar accuracy for Cogon grass as shown in Figure 12 . Notice that in the lower right corner, IP area is more easily to be flooded than other areas due to its relatively lower elevation in this wetland setup, making this small patch of IP spectrally similar to the MFG class. Such a phenomenon that different land covers may exhibit similar spectral response is not uncommon in a wetland area, as indicated in several wetland studies [61, 62] . The multi-view classification approach seems more sensitive to this subtle change than their counterparts using orthoimage for classification, with more pixels of the IP class in this area being even mistakenly classified as MFG by the FCN-MV-IIA-OBIA than that by the FCN-Ortho-II-OBIA, which potentially constitutes one of reasons to account for the relatively higher producer accuracy for the IP class that was obtained by FCN-Ortho-II-OBIA shown in Figure 12 . Figure 13 presents the classification maps that were derived from FCN, together with orthoimage and reference map. When compared with maps that are generated by the other classifiers, Figure 13e is closer to the reference map based on visual inspection, which is consistent with what we observed in Figure 11 , emphasizing the superiority of the FCN-MV-IIA-OBIA classifier. Figure 13 also indicates many IP areas are mislabeled as CG in Figure 13a ,d, implying the relatively high commission error (i.e., lower user accuracy) of the CG class using FCN-Ortho-I-OBIA and FCN-MV-I-OBIA, which is in line with the results in Figure 12 . Figure 14 displays the zoom-in version of Figure 13 to highlight the area impacted by Cogon grass. Figure 14b ,c show the FCN-Ortho-II-OBIA and FCN-MV-IIA-OBIA having similar quality for mapping Cogon grass, reflecting similar accuracy for Cogon grass as shown in Figure 12 . Notice that in the lower right corner, IP area is more easily to be flooded than other areas due to its relatively lower elevation in this wetland setup, making this small patch of IP spectrally similar to the MFG class. Such a phenomenon that different land covers may exhibit similar spectral response is not uncommon in a wetland area, as indicated in several wetland studies [61, 62] . The multi-view classification approach seems more sensitive to this subtle change than their counterparts using orthoimage for classification, with more pixels of the IP class in this area being even mistakenly classified as MFG by the FCN-MV-IIA-OBIA than that by the FCN-Ortho-II-OBIA, which potentially constitutes one of reasons to account for the relatively higher producer accuracy for the IP class that was obtained by FCN-Ortho-II-OBIA shown in Figure 12 . 
Discussion
FCN showed higher accuracy than traditional classifiers (i.e., RF, SVM), regardless of whether these classifiers were applied on orthoimage data (76.8% for FCN-Ortho-I-OBIA versus 66.1% for SVM-Ortho-OBIA and 66.9% for RF-Ortho-OBIA in Figure 11 ) or multi-view data (81.8% for FCN-MV-I-OBIA versus 77.1% for SVM-MV-OBIA and 77.9% for RF-MV-OBIA). The improvement by FCN, when compared to RF, is more obvious than the results of the study that are presented by [41] , which showed FCN producing only 1.7% improvement (88.0% for FCN versus accuracy 86.3% for RF) in an urban environment. This is in contrast with the 9.9% and 3.9% improvement shown by the present study, respectively, for the orthoimage and multi-view data. FCN even obtained comparable accuracy using orthoimage only without context information when compared with RF and SVM that used multi-view data (76.8% for FCN-Ortho-I-OBIA versus 77.1% for SVM-MV-OBIA and 77.9% for RF-MV-OBIA), which shows the relatively high efficiency of FCN in utilizing the training data for classification when compared with traditional classifiers.
In addition to its superior classification accuracy, FCN does not require feature extraction and selection. These attributes make FCN a preferred classifier over RF and SVM for OBIA classifications from a perspective of accuracy. However, it should be mentioned that training FCN is extremely slow when compared with traditional classifiers, even though applying the trained FCN to testing data is as fast as traditional classifiers. While it only took few minutes to train SVM and probably shorter time for RF, training FCN for FCN-Ortho-I-OBIA and FCN-MV-I-OIBA took about 17 and 76 h, respectively, even with a computer equipped with premium Graphics Processing Unit (GPU), like NVIDIA GPU Pascal Titan X.
While FCN obtained higher accuracy than DCNN using the Ortho-I samples (76.8% for FCNOrtho-I-OBIA versus 67.1% for DCNN-Ortho-OBIA in Figure 11 ), DCNN overtook FCN when MV-I samples were used (83.9% for DCNN-MV-OBIA versus 81.8% for DCNN-FCN-OBIA), indicating that DCNN is more sensitive than FCN to the richness of training samples and multi-view extraction provides an effective avenue to enrich the training samples for improving deep learning classifier performance. This observation is consistent with the study by [25] , which showed when the training sample size was increased, DCNN tended to show comparable or even slightly better results when compared to FCN.
Object surrounding information seems very useful for FCN to improve classification accuracy (82.1% for FCN-Ortho-II-OBIA versus 76.8% for FCN-Ortho-I-OBIA in Figure 11 
While FCN obtained higher accuracy than DCNN using the Ortho-I samples (76.8% for FCN-Ortho-I-OBIA versus 67.1% for DCNN-Ortho-OBIA in Figure 11 ), DCNN overtook FCN when MV-I samples were used (83.9% for DCNN-MV-OBIA versus 81.8% for DCNN-FCN-OBIA), indicating that DCNN is more sensitive than FCN to the richness of training samples and multi-view extraction provides an effective avenue to enrich the training samples for improving deep learning classifier performance. This observation is consistent with the study by [25] , which showed when the training sample size was increased, DCNN tended to show comparable or even slightly better results when compared to FCN.
Object surrounding information seems very useful for FCN to improve classification accuracy (82.1% for FCN-Ortho-II-OBIA versus 76.8% for FCN-Ortho-I-OBIA in Figure 11 ), and this advantage resulting from including the context information in training samples still hold for the multi-view case (87.1% for FCN-MV-IIA-OBIA versus 81.8% for FCN-MV-I-OBIA). Context information let FCN surpass the DCNN again regarding the classification accuracy (87.1% for FCN-MV-IIA-OBIA versus 83.9% for DCNN-MV-OBIA), implying that both training sample size and context information seem to control the relative performance between DCNN and FCN. The 3.2% classification accuracy increase from 83.9% by DCNN-MV-OBIA to 87.1% by FCN-MV-IIA-OBIA happens to be very close to the result from the study by [42] , which when compared patch-based DCNN and FCN for pixel-based classification using only orthoimage and found FCN outperformed patch-based DCNN with 3.7% improvement (87.17% for FCN versus 83.46% for patch-based DCNN).
Approximate training data preparation method traded classification accuracy for implementation simplicity. Adding context information to the training data using the nearest neighborhood (MV-IIB samples) showed a lower but close accuracy when compared with the classification that used the MV-IIA training samples (85.4% for FCN-MV-IIB-OBIA versus 87.1% for FCN-MV-IIA-OBIA). This observation further confirms the impacts of including the accurate and rich context information in the training samples on improving the classification accuracy using FCN.
Our results demonstrated that inexpensive off-the-shelf camera mounted on UAS can be used to create a decent map for wetland area when the UAS images were processed using multi-view classification scheme and deep learning techniques. However, this study only employed RGB images for wetland mapping, while recent studies indicated that multispectral and synthetic aperture radar (SAR) have the potential to improve wetland classification [61] [62] [63] [64] [65] [66] . Therefore, integrating the multi-view data from multiple sources into the multi-view classification scheme should be investigated, as one direction for future studies. Additionally, even though this study dealt with object-based area that can be at the square centimeters level, we do not see major obstacles for implementing the methodology developed in this study at the landscape level as long as the multi-view image can be produced. For such a purpose, it may require the remote sensing platform to operate at a much higher flight elevation.
Conclusions
This study proposed methods to utilize multi-view data for OBIA classification with the FCN as the classifier to investigate whether multi-view data extraction and use can improve FCN performance. It also experimented with two methods for preparing the multi-view training samples, to test if the object surroundings information would improve FCN performance. This study developed two methods to exactly and approximately label the training samples to explore the best practical methods to implement the multi-view OBIA using FCN. The study also compared the performance of FCN with other classifiers, such as the SVM, RF, and DCNN using orthoimage and multi-view data.
Our results indicated that multi-view data enabled FCN to improve classification accuracy, regardless of the used method for training data preparation. It also showed that multi-view OBIA using FCN that was trained with samples containing object surrounding information showed a much better performance than classification that used training samples without context information. In addition, our results indicated that training samples that were generated by an approximate method to label training object surroundings showed lower but comparable classification accuracy to classification that used exact object surroundings labeling method to generate the multi-view training samples. Finally, this study concludes that FCN is recommend in preference to RF, SVM, and DCNN, for OBIA using either orthoimage or multi-view data, if relatively longer training time is tolerable.
