Abstract -Design of non-uniform linear antenna arrays is one of the most important electromagnetic optimization problems of current interest. In this article, an adaptive Differential Evolution (DE) algorithm has been used to optimize the spacing between the elements of the linear array to produce a radiation pattern with minimum side lobe level and null placement control. DE is arguably one of the best real parameter optimizers of current interest takes very few control parameters and is easy to implement in any programming language. In this study two very simple adaptation schemes are used to regulate the control parameters 
The goal in antenna array geometry synthesis is to determine the physical layout of the array that produces a radiation pattern that is closest to the desired pattern. The shape of the desired pattern can vary widely depending on the application. Many synthesis methods are concerned with suppressing the Side Lobe Level (SLL) while preserving the gain of the main beam [4] . Other methods deal with the null control to reduce the effects of interference and jamming. For the linear array geometry, this can be done by designing the spacing between the elements, while keeping a uniform excitation over the array aperture. Other methods of controlling the array pattern use non-uniform excitation and phased arrays [1] .
It is well known that the classical derivative-based optimization techniques need a starting point that is reasonably close to the final solution, or they are likely to be stuck in a local minimum. As the number of parameters and hence the size of the solution space increases, the quality of the solution strongly depends on the estimation of the initial values. If the initial values fall in a region of the solution space where all the local solutions are poor, a local search is limited to finding the best of these poor solutions. The computational drawbacks of existing numerical methods have forced the researchers all over the world to rely on metaheuristic algorithms founded on simulations of some natural phenomena to solve antenna problems. These algorithms use an objective function, optimization of which leads to the side lobe suppression and null control [5] . Metaheuristic algorithms such as GAs [6 -8] , Simulated Annealing (SA) [9] , Tabu Search [10], Taguchi's method [11] , Memetic Algorithms (MAs) [12] , and PSO [13, 14] have already used in the design of antenna arrays, e.g. see [5, 15 -19] .
The Differential Evolution (DE) [20 -23] algorithm emerged as a very competitive form of evolutionary computing more than a decade ago. The performance of DE is severely dependent on two of its most important control parameters: The crossover rate (Cr) and scale factor (F) [23] . Over the past decade many claims and counter-claims have been reported regarding the tuning and adaptation strategies of these control parameters. Some objective functions are very sensitive to the proper choice of the parameter settings in DE [24] . Therefore, researchers naturally started to consider some techniques to automatically find an optimal set of control parameters for DE [25 -30] . Most recent trend in this direction is the use of self-adaptive strategies like the ones reported in [28] and [30] . However, self-adaptation schemes usually make the programming fairly complex and run the risk of increasing the number of function evaluations. This article suggests a simple automatic tuning method for the scale factor and crossover rate of population members in DE, based on their individual fitness. The key sense of this adaptation mechanism is that if a search-agent (DE-vector) moves near to the optimum, its mutation step-size decreases and during crossover, it passes more genetic information to its offspring (trial vector in DE terminology) so as to favor exploitation. However, if the agent moves away from the optima, then it is more perturbed and during DE-type crossover, the offspring inherits lesser genetic information from the parent, so that the agent may be able to explore alternate regions quickly.
The proposed DE-variant is applied to three numerical instantiations of the linear array design problem have been used to illustrate the application of the algorithm. Comparison with the results obtained with other best known metaheuristics like GA, PSO, TS, MA etc. reflects the superiority of this modified DE in a statistically significant way.
The rest of the paper is organized as follows. A formulation of the array pattern synthesis as an optimization task has been discussed in Section 2. Section 3 provides a comprehensive overview of the Classical DE algorithm. Section 4 gives the details of the modification of DE. Experimental settings have been discussed and the results have been presented in Section 5. Section 6 finally concludes the paper and unfolds a few future research issues.
II. PROBLEM FORMULATION AND DESIGN
An antenna array is a configuration of individual radiating elements that are arranged in space and can produce direction radiation pattern. For a linear antenna array, let us assume that there are 2N isotropic radiators placed symmetrically along the x-axis. The array geometry is shown in Figure 1 . The radiation pattern of the array depends on the distance between the elements, the amplitudes and phase excitation of the elements and also the radiation of the individual elements [31] . Since the array elements are identical we can assume the radiation pattern of the array considering the sum of all contributing signals of individual elements. The above relation is often referred as pattern multiplication, which indicates that the total field of the array is equal to the product of the field due to a single element located at the origin and a factor called called array factor, AF, defined as
where, wave number = Excitation magnitude of the n-th element
Phase of the n-th element = Position of the n-th element
If we further assume a uniform excitation of amplitude and phase (i. e. and = 0 for all elements), the array factor can be further simplified as,
Now the statement of the problem, addressed here simply reduces to: apply the DE algorithm to find the position of the array elements that will result into an array beam with minimum Side Lobe Level (SLL) and if desired, nulls at specific locations. For side lobe suppression the objective function is,
And for null control we use:
To minimize both of them we use sum of (3) and (4) as the objective function of the proposed DE-variant. Note that in (3) represents the bandwidth to suppress where
, and in (4) is the direction of the nulls.
III. CLASSICAL DIFFERENTIAL EVOLUTION -ON OUTLINE
DE is a simple real-coded evolutionary algorithm. It works through a simple cycle of stages, which are detailed below.
A. Initialization of the Parameter Vectors
It begins with a randomly initiated population of NP D dimensional real-valued parameter vectors. Each vector, also known as genome/chromosome, forms a candidate solution to the multi-dimensional optimization problem. We shall denote subsequent generations in DE by ! G = 0,1...,G max . Since the parameter vectors are likely to be changed over different generations, we may adopt the following notation for representing the i-th vector of the population at the current generation:
The initial population (at ! G = 0) should cover the entire search space as much as possible by uniformly randomizing individuals within the search space constrained by the prescribed minimum and maximum bounds:
B. Mutation with Difference vectors
After initialization DE creates a donor vector ! ! V i,G , corresponding to each population member or target vector ! ! X i,G in the current generation through mutation. It is the method of creating this donor vector, which differentiates between the various DE schemes. Among very commonly used five variants of mutation strategies very important one is : "DE/best/1": ! ! X best,G is the best individual vector with the best fitness (i.e. lowest objective function value for minimization problem) in the population at generation G.
C .Crossover
The donor vector exchanges its components with the target vector ! ! X i,G under this operation to form the trial vector ! ! U i,G . The DE family of algorithms can use two kinds of crossover methods -exponential (or two-point modulo) and binomial (or uniform) [4] . In this article we focus on the widely used binomial crossover that is performed on each of the D variables. In this case, the number of parameters inherited from the donor has a (nearly) binomial distribution. The scheme may be outlined as:
where, as before, 
D. Selection
The next step of the algorithm calls for selection to determine whether the target or the trial vector survives to the next generation i.e. at . The selection operation is described as:
where is the objective function to be minimized.
Note that throughout the article, we shall use the terms objective function value and fitness interchangeably. But, always for minimization problems, a lower objective function value will correspond to higher fitness.
IV. FITNESS BASED ADAPTATION OF DE (FiADE)
In this article we firstly aim at reducing F when the objective function value of any vector nears the minimum objective function value so far obtained in the population. In this case the vector is expected to suffer lesser perturbation so that it may undergo a fine search within a small neighborhood of the suspected optima. Equations (9) and (10) show two different schemes for varying the value of F for the i-th target vector and these schemes have been applied alternatively to determine the scale factor for each individual population member following a certain criteria to be discussed next.
Scheme 1:
where ! " = 1.00e # 14 + $f i 10 and Thus the adaptation of the scale factor for the i-th target vector takes place in the following way: if
Vectors that are distributed away from the current best vector in fitness-space have their F values large (due to scheme 2) and keeps on exploring the fitness landscape, maintaining adequate population diversity. Similarly we adapt the values of crossover rate Cr associated with each target vector according to the fitness of the donor vector produced. The key sense of this adaptation is that if Cr is higher, then more genetic information will be passed to the trial vector from the donor vector. So if the donor vector yields an objective function value lesser than the minimum value attained by the current population, then more of its features should be encompassed into the trial vector obtained after the crossover operation. If the solution of the donor vector is better, Cr should be larger; otherwise, it should be smaller. Cr updating strategy is divided into two cases: if donor's objective value is less than that of the best vector of the current population, a high constant value of Cr in equation (11a) is used, otherwise updating strategy in (11b) is used;
!
Cr const is fixed at 0.95. Note that although calculating the objective function values of the donor vector increases the number of FEs per generation, as will be evident from the experimental results, the proposed adaptation scheme is still very much competitive against the latest and best known DE-variants, when all the algorithms are run for same maximum number of FEs. The adaptation scheme of F and Cr has been applied to the DE/best/1/bin algorithm and in what follows, we shall refer to this new DE-variant as FiADE (Fitness-Adaptive DE)
V. EXPERIMENTAL SET UP AND RESULTS
The sample problems on which the proposed algorithm (FiADE) is compared with other existing algorithms and a brief introduction of those algorithms is presented below.
A. Algorithms compared
The different algorithms with which the proposed algorithm has been compared are as follows:
1. DE/best/1/bin (DE) 2. Genetic Algorithm (GA) 3. Tabu Search Algorithm (TSA) 4. Particle Swarm Optimization Algorithm (PSO) 5. Memetic Algorithm (MA) For the competitor algorithms PSO, GA, MA, and TSA, we used the best possible parametric setup as explained in the relevant literatures [5, 16] . Both DE/rand/1/bin and FiADE starts with same population with 50 vectors for each run on each problem. This is done to make the comparison fair enough, i.e. any difference in performance between FiADE and DE/rand/1/bin may be attributed to their internal search operators only. DE/rand/1/bin uses F = 0.8 and Cr = 0.9 over all tested problem instances.
B. Problem 1
In the first example a 12 element array is to be designed so that it has minimum side lobe level (SLL) Figure 3 shows the Gain vs. Azimuth angle plot for this problem. Table 1 shows the position coordinates of the array elements (normalized with respect to ! " / 2 ). Table 2 shows the mean objective function values and standard deviation obtained by different optimization techniques. A nonparametric statistical test called Wilcoxon's rank sum test (with 5% significance level) for independent samples has been done to check whether the final result obtained by the proposed algorithm differ in a statistically significant way from the result obtained by other competiting algorithms. P values obtained through the rank sum test between the best algorithm and each of the contestants over all the unconstrained problem instances are presented in the 3 rd row of Table 2 . Here NA stands for "Not Applicable" and occurs for the best performing algorithm itself in each case. The values corresponding to statistically insignificant value are marked bold. Here if P values are less than 0.05(5% significance level) then it is a strong proof against null hypothesis indicating that better final objective function values obtained by the best Algorithm I statistically significant and has not occurred by chance. Table 2 also contains the maximum SLL values obtained by different algorithms. SLL max is minimum for FiADE indicating that null suppression has been done best by FiADE. The directivity has also been calculated in decibel (db) for various algorithms and those values are listed in table 2. The directivity is defined as the ratio of the radiation intensity in a given direction to the antenna to radiation intensity averaged over all direction. Higher value of directivity indicates that the antenna radiates energy more in certain direction over the other. So in this problem higher value of directivity is desirable. Directivity obtained by the algorithm FiADE is maximum. So FiADE performs better in this case over the other considered algorithms. Figure 4 shows the Gain vs. Azimuth angle plot for this problem. From Fig. 4 it is evident that FiADE algorithm has produced the minimized SLL to the greatest extent. In addition to it, it also produces the minimum gain value at the desired null direction in comparison with the other algorithms. Table 3 contains the array element positions in the array obtained through different algorithms and Table 4 lists the mean objective function value, standard deviation, the P values obtained through Wilcoxon's rank test and the maximum SLL and directivity. Here for the proposed algorithm (FiADE) P value appears as NA indicating that it is the best performing algorithm. The maximum SLL obtained by FiADE is also the minimum among all, which means that the null suppression has been done best by FiADE. The directivity obtained by FiADE is also maximum, which indicates that the radiation intensity in a given direction is maximum and the energy radiated in other direction is minimum. 0 . Following Figure 5 shows the Gain vs. Azimuth angle plot for this problem. Table 5 and 6 lists the mean objective function value, standard deviation and the P values obtained through Wilcoxon's rank test. From the Fig. 5 and Table 5 and 6 it is evident not only FiADE produces the best mean objective function value, but also it produces the minimum SLL and minimum gain value at the desired null directions. FiADE also yields the statistically better final accuracy than all its competitors. The maximum SLL obtained by FiADE is also the minimum among all, which means that the null suppression has been done best by FiADE and the directivity obtained by FiADE is maximum compared to other algorithms. So, these results establish the superiority of the proposed algorithm FiADE. 
VI. CONCLUSIONS
This paper illustrated the application of an improved adaptive DE-variant called FiADE in designing a nonuniform linear antenna arrays having suppressed side lobes and efficient null control in certain direction. FiADE has successfully found out the optimal array element location so that the array-pattern has either suppressed side lobe or null direction or both. Future research may focus on achieving more control of the array pattern using the FiADE algorithm to optimize not only the location, but also the excitation amplitude and phase of each element in the array, and exploring other array geometries. 
