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In this paper lower bounds for the number of solutions of semilinear elliptic 
problems in a ball of W are given. Its hypotheses are only related to the behavior 
of the nonlinearities at k cc and at 0. Global assumptions are never made. For 
example, oddness is never required for the proof of multiplicity results. 0 1985 
Academic Press, Inc. 
Dans cet article on donne des minorants du nombre de solutions de problemes 
semi-lintaires elliptiques dans une boule de RN. Nos hypotheses ne concernent que 
le comportement des fonctions non lineaires intervenant dans Equation en + cc et 
en 0. D’autre part, on n’a pas besoin d’hypothbes globales, telle que l’imparite de 
ces fonctions. 0 1985 Academic Press, Inc. 
The purpose of this paper is to give a lower bound for the number of 
nontrivial solutions of the semilinear elliptic problem: 
-du=f(u) in Q 
(1) 
u=o on ai- 
where Q = BR is the ball of R”” of radius R, centered at the origin. 
In all that follows we are only interested in the existence of radial 
solutions, and we do not consider the possible existence of nonradial ones. 
Actually we use a method which needs heavily the radial symmetry of the 
solutions. 
Let us give some simple examples of the results proved here. We suppose 
that f(0) = 0 and f E IV&~(R). Then, the superlinear simplest version of 
our results states that if f is differentiable at 0 and f’(0) < A,, 
lim ,+*,(f(t)/t)=p*+, with p+ possibly distinct from CL-, and 
p+ , ,B - > A,, p > k, then there exist 2( p - k + 1) nontrivial solutions of ( 1 ), 
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ui, ui, i = k ,..., p, such that for every i, ui, ui have (i - 1) nodes in (0, I?). 
(We denote by li the ith eigenvalue of (-d) acting on radial functions of 
H#W. 
On the other hand, in the sublinear case we obtain the same result if we 
assume that p+, CL- <I,, $<f’(O). 
We will also be able to prove some existence results when the problem is 
not “symmetric” at + co, that is, when ,u+ and p- are not on the same side 
of f’(O). To illustrate such cases, let us give the following particular result: 
If lim t+ +,(f(t)lt) = +a and 
A,< bf(t) t ’ 
T;;;;f(t)<, 
59 
f- -00 IfI- t 
then there exist at least five solutions of (l), two with four nodes, two with 
five, and one with six. 
Let us emphasize that in the results above and in the more general ones 
proved in the following sections, f is not necessarily odd. 
The method we use to prove such results is the following: 
(1) First we give a priori bounds for solutions of: 
(1-l) i 
-du=f(u)+h4 in 52 
u=o on 8S2 
which have a fixed number of nodes,’ where the range of 1 is bounded and 
depends on the problem considered. 
(2) Next we apply a classical bifurcation theorem to problem (1-I) to 
infer the existence of a certain number of solutions of (1). 
The interest of our method lies in the possibility of proving multiplicity 
results for the existence of solutions of (1) (including existence results of 
infinitely many solutions of (1)) without making any global assumption of 
jI Actually we only consider various possible behaviors of f at 0 and at 
&-co. Some of the results we present here were already proved, but under 
more restrictive assumptions, like oddness (see Amann and Zehnder [ 1, 21 
and Castro and Lazer [lo]), or other global conditions which involve the 
behavior of f and f’ in all R (see Hess [17] and Thews [25]). Indeed, 
when one makes assumptions like oddness, multiplicity results can be 
proved by application of the critical point theory. However, all these 
methods have the advantage that they can be applied to problems con- 
sidered in general bounded domains 52, and not only in balls. 
‘If u is a radial function in Q, i.e., if it has the form u(x) = ~(1x1) VXEQ, we say that 
a E (0, R) is a node of u in (0, R) if U(X) = 0 Vx E Q satisfying 1x1 = a. 
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Other multiplicity results are proved in [23,24]. There Struwe shows 
the existence of infinitely many nontrivial solutions of (1) without assuming 
that f is odd. Nevertheless he is constrained to make strong superlinearity 
assumptions on f and global assumptions on the behavior off and f’, 
For the existence of positive solutions of (l), we refer to de Figueiredo, 
Nussbaum and Lions [12], and Lions [21]. Other related results can be 
found in Ambrosetti and Prodi [3], Berestycki [4,5], Berestycki and 
Lions [S], Brizis and Nirenberg [7], Chang [ 111, GallouEt and Kavian 
[13,14], Landesman and Lazer [19,20]. 
This paper is divided in three sections. Section I is devoted to the case 
when f is superlinear at +_ co, that is, when there is a k E fV such that 
lim,,, + aLf(t) > L where A, is the kth eigenvalue of ( -d) acting on 
radial functions of HA(Q). 
In Section II we study the sublinear case, i.e., when there is some k E RJ 
such that lim,,, + ,(f(t)/t) < 1,. In both cases we prove different results 
depending on k and on the behavior off at 0. 
Finally in Section III we prove various results which give further infor- 
mation about problems studied in Section I and II. We also treat problems 
which are asymmetric in the following way: f can be superlinear at + cc 
and sublinear at - co, for example. This can be done by studying the dif- 
ferent possible shapes of the solutions more carefully, and obtaining so the 
proof of the existence of a priori bounds under less restrictive assumptions 
on f that in Sections I, II. 
Let us finally say that our method also applies to the case when f 
depends also on x. Actually the dependence of f on x must be radial and 
the assumptions on f will have to be modified in a convenient way. 
General Assumptions and Notation 
Throughout this paper we make a few general assumptions on f, that we 
globally call assumption (H): 
(H,) f(0) = 0 and f is locally lipschitz continuous in R. 
(Hz) lim f(i)=, ItI * +m Jtl” ’ where (r = - 
N+2ifN>3 
N-2 ” 
and g< +cc if N=2. 
where 4 t ) = Jr f(s) ds ‘d t E R. 
0 
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We conclude this introduction by giving some notation which we use in 
the following: 
(1) If D is a domain of R’ N, A,(D) denotes the kth eigenvalue of (--A) 
acting over the space of radial functions of H;(Q). When D = 52, we simply 
write &. Moreover, to be consistent with our notation we agree that 
A,(D)= -co) for all DC IWN. 
(2) uJD denotes the restriction of u to D. 
Ti= (XdP a< 1x1 <b}, 
(3) s,= (XELq (XI =a}, 
B,={xdRNI Ixl<a}. 
(4) We say that a E (0, R) is a node or a zero of u in (0, R) if U(X) = 0 for 
every x E Q satisfying 1x1 = a. 
I. THE SUPERLINEAR CASE 
1.1. Main Results 
The goal of this section is to show that under some superlinearity 
assumptions on the nonlinearity f, we can find multiple nontrivial solutions 
of (1). To this end we first obtain a priori bounds for solutions of (1-A) 
with a prescribed number of nodes, and combining these bounds with 
bifurcation theory, this will ensure that the bifurcated continuum intersects 
the axis A = 0, and thus give the existence of a solution of the equation. 
We will use the assumptions: 
2 < lim f(t) 
P - 
111 - fee t 
lim f(t)<, 
iti- t 
-. k 
(2) 
(3) 
for some p, kal, p>k. 
We can then state the following: 
THEOREM 1. Zf f satisfies (H), (2) and (3), there exist two solutions of 
(l), uk, uk, hauing (k - 1) nodes in (0, R) and such that uk(0) < 0 < vk(O). 
Remarks. (1) If 1 = k = p, this result is proved in [ 123. 
(2) In the special case when iiiii,,,, +m(f(t)/t)< tco, it is possible to 
give a simpler proof of Theorem 1 than the one below. In Section II we give 
50567/l-X 
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an idea of the way to obtain a priori La-estimates when, as here, 
SUPIE E-rlf(t)ltl < +@o. 
COROLLARY 2. Under the assumptions of Theorem 1, there exist 
(p - k + 1) pairs of solutions of (1 ), ui, vi (k < i < p) such that for every i, 
u,(O) < 0 < ~~(0) and ui, vi have exactly (i- 1) nodes in (0, R). 
COROLLARY 3. Iff satisfies (H) and 
lim f(t)=+a, 
Ill - +m t 
lim f(r),, 
ItI- t 
k+l 
then, for every iE N, i> k+ 1, there exist two solutions of (I), ui, ui, having 
exactZy (i - 1) nodes in (0, R) and such that ~~(0) <0 < v,(O). 
Remarks. (1) When k=O and l&,,, +,(f(t)/t)>A,, the existence of 
a positive and of a negative solution of (1) is proved in [ 121 under 
assumptions imilar to ours. 
(2) Castro and Lazer prove in [lo] a result similar to Corollary 2, but 
they have to consider more restrictive assumptions than ours, namely, 
f E C*(R), tf”(t) > 0, for all t E R, and mainly, f is odd. On the other hand, 
they take for Q any smooth bounded domain of RN, while we restrict our- 
selves to the case when 51 is a ball. 
(3) Other known results are due to Thews [26] and Hess [17]. Both 
consider the case: 
12,-,df’(O)<~,<f’(+GO), f’(-a)<l,-, (5) 
where f ‘G) = lim, _ ,( f (t)/t), for _t = 0, - cc and + co. Then, they prove the 
existence of one nontrivial solution of (1 ), but while P. Hess has to assume 
also that (f(t)-A,-, t) t>O VtE R, Thews assumes that f’(t)< AK+1 for 
all t E R. 
(4) The most general result in this direction was due to Amann and 
Zehnder (see [ 1,2]), who proved the existence of one nontrivial solution 
under the following assumption: 
3&, 6 > 0 such that: f’(0) < il,- E < A,+ E gf+G A,+ 1 -E v (tl >6. 
Moreover they proved a result similar to Corollary 2 assuming in addition 
that f was odd. These results are true for any Q smooth and bounded. 
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(5) Let us now give some bifurcation diagrams to visualize more easily 
which kind of results provide the above theorem and corollaries. These 
diagrams are quite formal and they give only an idea of the situations we 
can expect to find when we look for radial solutions of (1). As we have 
already pointed out, we do not deal here with nonradial solutions, and 
then the diagrams below do not include them. 
Case 1. f satisj&.s (H) and (4): 
EXAMPLE. N = 3; f(t) = t3 - t2 + ct, c < AK+ ,. 
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Case 2. f satisfies (H) and (2)-(3): 
EXAMPLE. 
for t>O;k= 1, p>$ 
pat* =-- 
1 -Mat 
for t<O;a>O. 
1.2. Auxiliary Results and Proof of Theorem 1 
Here we are interested in finding a priori bounds for solutions of: 
(5-k) 
i 
-du=f(u)+~u=g(u)inSZ;u=OonXJ 
u E C’(D); u is radial and has k nodes in (0, R). 
As we will see later it is sufficient for our purpose to take 2 nonnegative 
(recall that we are actually interested by the case 1 =O). In addition, we 
shall also prove that under appropriate assumptions on f, if (u, A) is 
solution of (5-k), 1 is bounded from above and thus we may restrict 3, to lie 
in some given bounded interval [O, 11. Finally, the fact of fixing a priori 
the number of nodes is crucial, since it is well known that if we take all 
possible solutions of (5-k) without fixing k, then no uniform bounds are 
available. 
Notation. If u is a solution of (5-k), we denote by zi,..., zkP i its nodes 
in (0, R), z0 = 0, zk = R, and we note I, = (z,, zj+ i). Moreover, we write 
indifferently ;1i( Tt) or Ai(a, b), that is, every time that we write n,(l), where 
Z is an open interval of R +, we actually mean n,(T), where T is the 
annulus-type open domain of RN generated by I. 
LEMMA 4. Let u be a solution of (5-k), with 0 < 2 6 ;Z < + 00; then we 
can find j, E { 0 ,..., k - 1 } such that n,(I,) 6 lk. 
Proof: Let uk be a radial eigenfunction of (-d) associated with &. We 
know that uk has (k - 1) nodes in (0, R), x1 ,..., xk- i. Then if T, is the inter- 
val (xi, xi+ i), with x0 = 0, xk = R, there must exist iO, j0 E { 0 ,..., k - 1 } such 
that 1,~ T,. 
Since we know that for every i, n,(Ti) = jlk, this shows that 
nl(ljo) G Ak. 1 
LEMMA 5. Assume that f satisfies (H) and (2). Then, there exists a 
positive constant C such that for every solution of (5-k), (u, A) with 0 < 1~ 
2-c +co 
IMI Lyl,o) 6 C 
where j, is the index defined in the proof of Lemma 4. 
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Proof To prove this lemma we will only slightly modify the proof of 
the a priori bounds given in [12]. Actually we use the same method, but 
we note that it can be uniformly applied to some subdomains of 0, namely 
the rings corresponding to the intervals ZjO. 
First we observe that if we denote by g(r) =f(t) + ;It, then g satisfies (H) 
and (2) uniformly with respect to 1~ [0, A]. Now, let us suppose, for 
instance, that u,,,~ > 0. Then, we multiply (5-k) by ul, positive eigenfunction 
of (-d) associated with n,(Zj,,)=pl, where n,(Z,) still means n,(q+‘). 
Denoting by Do the domain q+‘, we find: 
I g(u) Ul dx = PI I ml dx. Do Do 
Therefore, by (2) and Lemma 4, we know that there exists p > pL1 such 
that: 
-C+p jDouv, dx<pl s,,q dx. 
It follows that we can find C > 0 such that 
s 
uv, dx, 
s I g(u)1 01 dxd C. DO DO 
Then, since zj,,+ 1 -zj,,>cr>O (recall that n,(Z,)<&) and z~~+~<R, we 
can exhibit an uniform annulus-type neighborhood of Ss,O+, , where u and 
VU are uniformly bounded. Indeed, we apply the results of Gidas, Ni and 
Nirenberg (see [16]), as in [12], and we find that u is uniformly bounded 
in an annulus-type neighborhood of ZzlO+, of radius /I >O. Therefore we 
may use elliptic regularity and Schauder estimates to prove that Vu is also 
bounded in an annulus-type neighborhood of Sz,O+, of radius /I/2. 
If we denote by m a point where u achieves its maximum in Do, and by 
D, the domain z%+‘, the combination of the previous points shows that: m 
II g(u)ll L’(D,) G c (6) 
because when we look at the O.D.E. associated with (5-k) we find: 
q”+‘g(u(s))sN-lds=C!” g(u)dx=~=‘“+‘--&N-lu’(s))ds 
DI m 
= -z,~;;u’(z~,,+ 1) < CRN- ’ = C 
where C denotes various constants independent of u. And since we have 
(2), it proves (6). Next, we obtain a bound on llVu[l~~~~,, using some kind 
of Pohozaev-identity (see [21]) as follows: 
120 MARIA J. ESTEBAN 
We multiply (5-k) by Cr= I xi(au/axi), and we integrate it by parts in Dr. 
Then, we find: 
2~7 s,, G(u) dx - W- 2) jD, Mu) dx 
1 
z sz,o+l I 
(x.n(x)) IVul* ds+ jsm G(u)(x.n(x)) ds, 
where G(l) = jb g(s) ds and where n(x) denotes the unit outward normal 
vector to i?D, at x. 
Therefore, 
2N jD, G(u) d.x - W- 2) jD, w(u) dx 
<C-m 
s 
G(u)ds<C+mCL=C 
.%I 
(7) 
where C denotes various constants independent of U, and -L = 
inf, E w G(t)> -co. 
We prove now that Vu is bounded in L*(D,): 
J Q PI 
2 dx= 1‘ DI @G(u)) 
dx 
i -1-I D,(ug(+&G(u)W I 
where A(2N/(N- 2)) = 0, 0 being defined in (H). But (H,) and (7) then 
imply that: 
1 
Dl 
lW2dx<Cj (ug(u)-@G(u))dx 
DI 
<c,+c? 5 u* ) g(u)/ 2’N dx, u 3 fE 
where E > 0 arbitrary and C,, t, are positive constants depending on E. 
By the Sobolev imbedding theorem and the Holder’s inequality we find: 
s (N - *UN u* I g(u)121N dx < I g(u)1 dx U*NIW*) dx D, DI 
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where we use that ZQ,,~+~ =vu,c& - 0, that ZjO is bounded in RN, and that 
II g(u)ll L’(D,) is uniformly bounded. Finally we obtain that ~~VU]/~Z~~,, is 
bounded independently of u, of A E [0, x] and of D r . 
Now we end the proof of the lemma using a method due to Brezis and 
Kato ([ 191): 
We multiply (5-k) by up, and we integrate by parts: 
pi,, lvul*Pdx=~ g(u)uPdx, 
DI 
which implies: 
IVU (P+1)/212 dx= g(u) up dx. 
Now we use (H,) and find that for every E > 0 there exists C, > 0 such 
that: 
s IVU(P+~)‘~[~ dxq CE I 
U(N+2U(N-2)-1Up+’ + c,. 
DI DI 
Let us define 4 = N(p + 1 )/(N- 2); then applying once more Holder’s 
inequality and Sobolev’s imbedding theorem we find: 
but as %,o*, = Vu,, = 0, we know that 
s DI u2N’N - 2 dx < C llVull$$- 2, < C. 
Finally we find that [lull L4(D,j < C. As q is an arbitrary positive number, 
we prove in particular that there exists C > 0 such that )I~11 Ls,,,,j < C, with 
S > N(N+ 2)/2(N- 2). Hence, I~f(u)IILzco,, < C, with CI > N/2. 
As VU,,~=O, (5-k) and the above estimate show that IJuII~~(~,)< C.
Therefore, 
II4 Lyl,,) G c. I 
Next we give the result which proves the a priori bounds for solutions of 
(5-k). 
LEMMA 6. Assume that f satisfies (H), (2) and that (u, )3) is a solution of 
(5-k) with 2~ [0, X], A< +co. Then, if there exists jO~ {O,..., k- l} such 
that u is bounded in L”(Z,), then u is bounded in L”(Q). 
Remark. The boundedness of u in one of the intervals Zj, namely in Z,, 
implies necessarily that the measure of ZJ is bounded from below. Indeed, 
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let us multiply (5-k) by a positive radial eigenfunction of ( -A) associated 
with AI( denoted by ui. If we integrate by parts we find: 
So, there exists X E T$+’ such that f(u(x))/u(%) 2 A,(Z,). If meas is not 
bounded from below, then A,(Z,) is as large as we want; but the bounded- 
ness of u in ZJ and the assumptions made on f imply the boundedness of 
f(u)/u in Zi. This contradiction proves the remark. 1 
Proof of Lemma 6. Step 1. u is bounded in B, + ,
It is obvious that it is sufficient to prove that u is uniformly bounded in 
ljo ~ I . The same method repeated a finite number of times will give the 
desired results. 
Then, let us suppose that u,,,, > 0 (and thus u,,,+ < 0) and call m a point 
where u achieves its minimum in ZjoP 1. Moreover we define 
f=inf{rE (zjO, ~~,+~)/u’(r)=O). 
Since (5-k) can be written as 
d( -- r dr 
N- ‘u’(r)) = F’g(u) in (0, R) 
we can integrate it between m and 1, we find: 
Cjy g(u) dx= -l”-‘u’(l)+m”-‘u’(m)=O. (8) 
Hence, I] g(u)l/Li,imJ is bounded, because u is bounded in TLjO and by (2) 
the set of t E R - such that g(t) is positive is bounded. 
Finally we can use the same method as in Lemma 3 to infer that 
II4 LyQ+‘) 1 < C, because once again, meas (,$+I) is bounded from below 
and ul&/o+, =vu,,=o. 
Step 2. u is bounded in Zi, for i > j,. 
We see again that it is sufficient o prove that u is uniformly bounded in 
40 + 1 . We suppose as above that u,,, > 0. Let b be a point where u achieves 
its minimum in Z, + 1. If u”(b) = 0, then g(u(b)) = 0 and u(b) < 0. Therefore 
our assumptions imply that u(b) is bounded, and thus J(uIl Lm(,j,+,j = 
l@)l < C. 
If, on the contrary, u”(b) > 0, let be c = sup{r < b/u’(r) = 0, u”(r) < O}. It 
can be easily seen, like in step 1, that jp g(u) dx = 0. 
Now we write (5-k) in radial coordmates and we integrate by parts 
between c and b; we find: 
-u’(b)+u’(c)-(N-l)J’Fdr=jbg(u)dr 
and we have u’(b) = u’(c) = s< g(u) ds =’ C ft SN- ‘giu(s)) ds = 0. 
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In view of (2) and the remark following Lemma 6 this implies that 
J: g(u(s)) ckr < C, we finally find: 
s 
b u’(s) 
-ds> -C. 
c s 
But u’(s) < 0 in [c, b], and s <R, hence: 
-u(b)= II4LyI&+,)~ C-u(c). 
We end the proof noting that either c E Zj,, and then lu(c)l is bounded by 
hypothesis, or c E Z, + , but in this case, as g(u(c))= --u”(c) >O, u(c)<O, 
our assumptions imply that lu(c)l is necessarily bounded. 1 
The next result ensures us that we can assume that A is bounded when 
we want to prove a priori bounds for solutions of (5-k). 
LEMMA 7. Zf f is locally lipschitz continuous and satisfies (2), then for 
every k E N we can find a positive constant pk such that if (u, 1) is a solution 
of(5-k), A</&. 
Proox If (A, u) is solution of (5-k), A is the kth eigenvalue of 
( - A -f(u)/u) acting on radial function of Z-Z;(Q). 
It follows from the hypothesis that there exists C> 0 such that 
f( t)/t > -C for all t E R. This implies that 1 is smaller than the kth eigen- 
value of ( -A + C) acting on radial functions of HA(Q), which we denote by 
Proof of Theorem 1. 
(5-k-e) 
First we approximate problem (5-k) by 
-Au, = fE(uE) + lu, = gE(uE) in 52 
24, = 0 on fX2; 24, E C’(a) 
u, has (k - 1) nodes in (0, R) 
where O<A<A, and {fE) . is a sequence of Cl-functions which satisfy: 
f, ~--r~l f in CO% lQ) 
f, uniformly lipschitz continuous on [ - 1, + 1 ] 
(9) 
f, satisfies uniformly (H) and (2). 
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Applying Lemmas 4 and 5 to problem (5-k-e) we see that there exists 
C > 0 such that 
for all E < so (10) 
and we can choose C independently of E because of the assumptions made 
on the f,. 
Now, in order to prove theorem 1, we are going to apply a bifurcation 
theorem due to Rabinowitz (see Theorem 1.10 in [23]). In our situation, 
this theorem states that if p; is the jth eigenvalue of ( -A -f;(O) acting on 
radial functions of CA(D), 0 < c1< 1, and if ,u; is an odd eigenvalue, then 
(@, 0) is a bifurcation point for: 
-Au=f,(u)+lu in 52 
u=O on 852 
(11) 
and there exist two components of solutions of (9) Cj:, Cj;, which con- 
tain (@, 0) and such that for all UE Ci:, (resp. Cj;), u(0) > 0 (resp. 
u(0) < 0). Moreover, either Cj;‘E are unbounded or they contain (,G, 0) with 
@ # CL, ii eigenvalue of ( -A -f,‘(O). 
But we know that all the eigenvalues of (-d -fE’(0)) acting on radial 
functions of CA(Q) (or of HA(Q)) are simple; moreover, from (3), (9) we 
deduce that for small E the kth eigenvalue of (-A -f,‘(O)), &, is positive. 
On the other hand, Lemma 7 shows that C& and C,, cannot contain any 
(u, 1) with A >pk, u f 0. 
Furthermore, the choice of {fE} and the local lipschitz continuity of f 
allow us to prove that the components of solutions Cj: cannot contain any 
(&, 0) with I# j. Indeed, suppose that (&,O)E C;, then there exists a 
sequence of solutions of (5-k-~), {(A,, u,)} c Cj: which converges toward 
(&, 0). Then we can write for every n: 
-Av,-f~o,=I,u, in52 
%I 
where urn =~nlllu,llcl~nl. As the u, are bounded, we can find u E C’(0) such 
that u, -+,,- +m D in C’(Q), and 
-Au-f;(O)u=p;u in Q 
u=o on asz 
Then, u is a Ith eigenfunction of (-A -fE)(O)), and so, it has (I- 1) 
nodes in (0, R). But as the next lemma shows, this is impossible. 
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LEMMA 8. Zf{u,,} is a sequence of solutions of (5-k-E) which converges in 
C’(Q) to a function u as n + +oo, then u has also (k - 1) nodes in (0, R). 
Proof: First u & 0. Indeed, if u = 0, this implies that for certain n,, 
-A Iu,J <;1, lu,,,,l in s2. If Ii, i=O ,..., k - 1, denote the subintervals of 
(0, R) where the sign of u,,~ is constant, there is i0 E {O,..., k - 1 > such that 
3L1(1,)3&. Then, we have: 
But this contradicts the definition of Ai( Then, u f 0. 
Next suppose that u has not exactly (k - 1) nodes. Since the distances 
between the nodes of u, are uniformly bounded away from 0 (see the 
remark following Lemma 6), either u G 0 in Ic [0, R], with meas I> 0, or 
there exists 3 E N such that un has a double zero at a point rO, i.e., uri(rO) = 
&(r,) = 0. 
But since u & 0 and since we work with functions v which satisfy 
v’(0) = 0, the Cauchy-Lipschitz theorem and the lipschitz continuity off, 
lead to a contradiction. 
Remark. 9. When instead of taking a sequence of solutions of (5-k-E) 
for E fixed we consider a sequence {u”} convergent in C’~“(Q) to a certain 
u, where for every E, uE is a solution of (5-k-&), then u is a solution of (5-k). 
Indeed, because of the lipschitz continuity off and fE, and of the fact that 
we consider u’(0) = 0, the number of nodes is preserved where passing to 
the limit. 1 
Let us now continue the proof of Theorem 1. The above lemma shows 
that all the components of solutions Cj$ are unbounded. Let us see that 
actually they are unbounded in the set of solutions of (11) which have 
exactly (j - 1) nodes in (0, R), S;. 
The proof of Lemma 8 shows also that near IL; the elements of Cj$ have 
(j - 1) nodes. So, if Cjs (or C,; ) is not contained in (R x Sj”) u { (@, 0) > 
there exist {(&,,u,)}cRxS; and (&u)~C~;.n(Rx&!?;), (A,u)#(@,O) 
such that (A.,, u,) +n--r + o. (A, u). But u E 8s; implies that u has a double 
zero, which is impossible if u & 0. Since u E 0 is also contradictory, this 
shows that CjkE are unbounded in Sj”. 
Furthermore when j= k we know that if (u, A) E Cj$ , we have 
0~ A<2 < +co, and for 1~ [0, X], I/u]I.~~~,< C. Then C& and C,, must 
cross the axis 1= 0 at 2 points, u;, vi which will be solutions of (5-k-E) with 
A= 0, satisfying u;(O) < 0 < v;(O). 
Next, since we have an uniform La-bound on all the solutions u;, vi, we 
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see from the equation they satisfy that there exists a positive constant C 
independent of E such that: 
ll~~ll &(a)? Il~~llc~..(a) G c for a~(O,l) 
and once more these estimates and the form of the equation imply the 
existence of uk, u,~C*(o) such that u; -+E+Ouk f 0, vi +E+Oi& $ 0 in 
C’(8). Moreover ak(O) <O< uk(O) and uk, uk are solutions of (5-k) (see 
Remark 9). 
II. THE SUBLINEAR CASE 
In this section we assume that f satisfies a “pure” sublinearity property, 
that is, we will consider nonlinearities f that are sublinear at both + co and 
-co. In next section we will treat the case of nonlinearities that are sub- 
linear only at + cc or at -co, and other different possible situations. 
In all the rest of this section we assume that f satisfies (H) and 
II < lim fO k - 
ItI -0 t . 
(12) 
(13) 
Then, we can state the following: 
THEOREM 10. Under the above assumptions, there exist two solutions of 
(l)> uk, uk, which have exactly (k - 1) nodes in (0, R) and such that 
uk(o) < 0 <t&(o). 
Before proving this result, let us give a corollary which follows 
immediately from Theorem 10. 
COROLLARY 11. Zf f satisfies (H) and 
then, there exist (p-k + 1) pairs of solutions of (1) ui, vi, k d i< p, 
satisfying for every i, ~~(0) -C 0 < vi(O), and such that ui, vi have (i- 1) nodes 
in (0, R). 
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Remark. As we did in the superlinear case, it is possible to compare the 
above results with those already existing ([2, 6, 17, 261). Our results are 
more general and do not use the oddness of f; on the other hand, our 
methods rely very much on the fact that Q is a ball. 
Bifurcation Diagrams for (1) in the Sublinear Case 
Set J=h,,, +0 (f(t)lt). 
If f satisfies (H) and (14) we see that the situation is approximatively as 
follows: 
EXAMPLE. 
Pt 
G-7 
si t > 0, P ’ 2, 
f(t)= &si td0, v > A, 
J = min(p, v), k= 1. 
Let us state some preliminary results before giving the proof of 
Theorem 10. 
Under the general conditions (12), (13), it is not easy to obtain a priori 
uniform bounds for solutions of (1 - 1). In the particular case when 
sup,,.(lf(t)l/ltl)< +cc and f satisfies (12F(13), we can make a simple 
proof of the a priori estimates as follows: 
As it can be easily seen, if (u, A) is a solution of (1 - A), A 2 p > -co. We 
are then interested in the obtention of a priori uniform bounds for 
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solutions u of (5 -k) with ZJ < A GO. Suppose, then, that there exist a 
sequence of solutions of (5-k), { (u,, A,)} such that ZJ < ;1, < 0, and 
ll%IILyQ) +n-t+m +m. 
If we define u, = u,/ll U, 11 Lm(nj, our hypotheses imply the existence of 
u E C*(Q) and of 1 E [k 0] such that (u, 2) is the limit in C’,“(Q) x R of a 
subsequence of {(u,, A,,)} and when u > 0, 
but when u < 0, 
Finally, it can be shown (see proof of Theorem 10) that u has also 
(k - 1) nodes in (0, R) and that there exists an interval Zc (0, R) such that 
uial = 0 and sign u is constant in Z, with n,(Z) 3 &. 
Then, if u > 0 in Z and T is the annulus-type domain of RN generated by 
1, ~,lV~12<~k~~~*~~1(~)~T~*, which is impossible. If on the contrary 
u < 0 in Z, let us call u, a positive eigenfunction of ( -A) acting on radial 
functions of HA(T). Then we have: 
As uul < 0 in T, this implies that n,(Z) < (hm,, -,(f (t)/t) + J,); but we 
know that ii% f+ -,(f(t)/t) + A <lim I--r -,(f(t)/t) < 1, <J,(Z). This ends 
the proof. 1 
Let us now consider the general problem, i.e., f satisfies only (12)-(13). 
Then, in order to obtain uniform a priori estimates we study the following 
problem: 
-Au = h(,l, u) + lu in Sz 
u=o onaQ;A<O 
(15) 
and we want to find h(l, t), with h(0, t) = f(t) V t E R, such that if I is boun- 
ded, all solutions of (15), which have (k - 1) nodes in (0, R), are uniformly 
bounded in 52. 
Case 1. lim ,+a(f(t)/t)<Al, with A= +co or A= -co. 
Assume, for example, that A = + co. Then, we define h(l, t) = f (t) 
MULTIPLE SOLUTIONS 129 
V1< 0, VIE R. If u is a solution of (15) (that is equal to (1 - 2) in this 
case), u+ is bounded by the solution of the following problem: 
-Av=iiv+C in D 
u=o on af22;00 in&J 
when 6 < 1, and f(t)< 6t + C VIE R+. Indeed we apply the maximum 
principle and we get: u+ 6 u in Q. 
Cuse2. ~,,.(f(t)/t)~0~~,~lim,,.(f(t)/t), A= +co or A= --co. 
Under the above assumption, we can find f > 0 such that f( 7) = 0. Let us 
define f(t) =f( t) if t 6 t. Then, 7 satisfies (H) and can be treated like in 
case 1. Finally, the maximum principle implies that solutions of 
-Au=y(u) in SJ 
u=o on aB; u has (k - 1) nodes in (0, R) 
are solutions of (5 - k), with 1= 0. 
Cuse3. O~lim,,.(f(t)/t)~llm,,,(f(t)/t), with A= +cc (resp. 
A= -oo), wheref(t)>Ofor all tER+ (resp. f(t)<Ofor all tE[W-). 
In this case, let us consider i> 0 (resp. t c 0) such that f (t) = I, i (resp. 
f(i) = A,!). Notice that if t or _t do not exist, we are in Case 1). 
Then, for all 1< 0 we can find a function h(l, t) satisfying: 
(i) h(0, t) = f (t) and h(ll, t) = f(t) for all 1~ 0, for all t < i (resp. 
t >_t); 
7 
(ii) if 1. is bounded, h(& t) satisfies (H) and hm,, ,,(h(& t)+ 
At/t) < & uniformly in 1< 0; 
(iii) there exists &, < 0 such that for A 2 I,, {t > 0 1 h(l, t) + At < 0} 
and {t < 0 I h(J, t) + It > 0} are uniformly bounded. Moreover, 
Ei ,+ +,(h(l, t) + &)/t < I, uniformly in 16 1,. Actually there can be two 
different Jo, one for t positive, and the other for t < 0. In order to simplify 
the proof of Theorem 10 we will consider that there is one I,, unique, but 
this is not necessary. 
(iv) if G(1, t) = sh h(A, S) ds + (n/2)t2, then inf,, R G(A, t) = -L > 
--co. 
As we will see later, these are the assumptions we need to prove a priori 
La-bounds for solutions of (15) having (k- 1) nodes in (0, R). 
LEMMA 12. Zf h(ll, t) satisfies (i)-(iv) and is differentiable at 0, then 
there exists pk < 0, pk depending on f and Q, such that if (u, A) is a solution 
of (15) with (k- 1) nodes in (0, R), A>pk. 
130 MARIA J. ESTEBAN 
Prooj If 1 Q & and (u, 2) is a solution of ( 15) such that u has (k - 1) 
nodes in (0, R), then I is the kth eigenvalue of ( -d - f(u)/u) acting on 
radial functions of Z-Z;(Q). Moreover by the assumptions made on f, there 
exists C > 0 such that f(t)/t < C Vt E IF!. This necessarily implies that either 
1, > & or ,l is greater or equal than the k-th eigenvalue of (-d - C), that 
we denote by &. Then, ~~=min(&, z&). 1 
LEMMA 13. Iff satisfies (H) and (12) there exists a constant C>O, C 
depending only on 52 and on the limits appearing in (12), such that if (u, A) is 
a solution of (15) and has (k - 1) nodes in (0, R), and pk < 2 < 0, then: 
II4 LW)~ c. 
Proof: If 1~ Iz,, the maximum principle shows that 1~1 is bounded by 
the solution of: 
-Au=&+C in D 
v=o onX$v>OinSZ 
where IZr(1, t)l +1 ItI <6 ItI +C VtElR and 6~1,. 
Indeed it is possible because of part (iii) of the definition of h(il, t). And 
this ends the proof in the case 1~ &. 
On the other hand, if 12 1, we will prove the a priori bounds in a 
similar way than the one used in the superlinear case. 
In what follows we use for the nodes and the intervals between them the 
same notation as before. 
Next, if xi, i = l,..., (k - 1) are the nodes of a radial eigenfunction of 
(-A) associated with &, and x0 =O, xk= R, there must exist i,, 
j, E {O,..., k - 1 } such that II, c (x,, x&+ 1). Therefore, J.,(Z,) > &. 
Moreover, since h(1, t) satisfies (ii), we can find K, C > 0, K < ,I, such 
that -A IuI <K IuI + C in Tz+‘. The maximum principle then shows that 
IuI <vi0 in Tz+‘, where zP is the solution of: 
-Av=Kv+C in Tz+’ 
v&J = 4x, + I ) = 0; v>O in Tx’o+’ XI . 
This proves that Ilull 
iiifi 
Lm(,,OJ < C, where C depends only on Q and on 
t- *a-(t)/t). 
Finally we can prove the boundedness of u in Q just like we did in the 
proof of Lemma 6. Indeed, the conditions that we really needed to prove 
that lemma were: 
(a) inhE. G(t)> ---GO 
(b) 3M > 0 such that for t 2 M, g(t) > 0 and for t < -M, g(t) < 0. 
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We have taken h(l, t) such that it satisfies the equivalent conditions 
(iii), (iv). i 
Proof of Theorem 10. The method we use to prove this theorem is the 
same as the one we did in Theorem 1, except for the verification of the non- 
convergence of {@}, {vi> toward 0 when E -+ 0, and the fact that we bifur- 
cate with respect o (15) and not to (1 - 1). 
Let xi, i = l,..., k - 1, be the nodes of a radial eigenfunction of (-d) 
associated with &, and let x0 = 0, xk = R, Ji = (xi, xi+ 1). As we have 
already seen, if zf are, for example, the nodes of u; in (0, R), zg = 0, z; = R, 
there must exist i”, jE such that Jy c IF = (zf, z;, ,). Hence A,(Z,*) < &. 
Moreover, if IE(&, l&,,,,(f(t)/t)) and if Ilu;ll +‘*‘O, we can find 
so> 0 such that -A jufpl > I lu$~l in Z’ = Ziro and &(Z’) 6 I,. Furthermore 
let H be a subinterval of Z’ such that l,(H) = Z, and let us take oi, radial 
eigenfunction of (-A) associated with A,(H) such that Ilo,IILmC,,) > 
lb911 L=‘(r). 
Then, if z, Z are two points of H where o1 and u? are equal and such 
that maxH o1 is achieved in (z, Z), the maximum principle and the 
assumptions made above show that u? >/ w1 in (z, Z). This contradiction 
ends the proof. 1 
III. OTHER NONLINEARITIES 
In all that follows we study problems which are not purely superlinear or 
sublinear, that is, problems that are say superlinear (resp. sublinear) at 
+ cc, but not at -cc. 
Let us first state a theorem concerning a superlinear problem. Assume 
now that f satisfies (H) and: 
(17) 
(18) 
and for every XE R, let E(x) be the integral part of x. Under these 
assumptions we can prove the following result: 
THEOREM 14. If lE(k/2)<hr, -m(f(t)/t) (A,= -co), let us define 
s=max{l~ N I ~Ecl12)<lim,, -,(f(t)/t)}. Then, there exist 2(3-k)+ 1 
505157/l-9 
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solutions of(l), {ai};;:, {u~};=~, such that for every 1, uI, vI have exactly 
(I- 1) nodes in (0, R) and u!(O) < 0 <v,(O). 
Remarks. (1) It is obvious that when l&~,, -,(f(t)/t)>A,, this 
theorem provides, in particular, the same result as Theorem 1 or 
Corollary 2. Of course, the result obtained here is stronger. 
(2) If we change the roles of + co and -co, that is, if we assume 
-, _ -m(f(t)/t) = +co, we will obtain the same number of solutions, but lim 
now, the only one that will have (S - 1) nodes will be U, instead of v, (recall 
that u,(O) < 0 < v,(O)). 
Proof of Theorem 14. Let I E N, 1> 1 be such that: 
(if I= 1, see above Remark 1). We will next prove the existence of a priori 
bounds for solutions u of: 
-du=f(u)+lu=g(u) in Q; u E C2(i2) 
u=o on asz; O<A<X< +co 
for which the set {r E (0, R) 1 u(r) < 0) is divided in E(Z/2) intervals, that is, 
the solutions u having E(Z/2) “negative parts.” 
Let U be a radial eigenfunction of ( -A) associated with ;1E(1,2j; the nodes 
of ii, which we denote by x1 ,..., XE(,,+ i, divide (0, R) in E(Z/2) intervals: 
Ti = (xi, xi+ 1), where x0 = 0, x,(~,,) = R. 
Now, let E>O be a (small) constant such that: 
If meas(r E (0, R&(r) > O> aE, it is clear that there exist fl >O and 
j, E (O,..., Z} such that u l5 > 0 and meas > /?. Then, assumption (16) 
allows us to apply the proofs of Lemmas 5 and 6 to our case. We obtain in 
this way the desired L”(Q)-bounds on U. 
Finally suppose that meas{ r E (0, R)/u(r) > 0} < E. Then we can prove by 
a simple argument the existence of two integers, JE {O,..., I}, 
iE {O,..., E(Z/2)} such that u 1 1, < 0 and ZJ 2 (xi + E, xi + 1 - E). This obviously 
implies that A,(ZJ)<l,(xi+E, xi+1 -E)<p<b,, +(f(t)/t), where .Z 
does not depend on u. 
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We are now able to make the same proof as in Lemma 5 to bound u in 
ZJ. Next, we are in the conditions required for the proof of Lemma 4. We 
have so bounded u in L”(Q). Once we have done this, we can apply bifur- 
cation results as in the proof of Theorem 1 and we obtain the desired 
result. (Note that we are actually interested only in solutions which have at 
least (k - 1) nodes). [ 
The next theorem proves an existence result for a problem which is sub- 
linear, but not in the same way as in Section II. Actually, this theorem 
provides a better result than Theorem 10 or Corollary 11 for certain classes 
of problems. 
Assume now that f satisfies (H) and: 
then, we can state the following: 
THEOREM 15. Zf i > 1 and 
].< limfo ‘I - t ’ E(G) 111 +o t-+‘x t 
there exist two solutions of ( 1 ), ui, vi, having (i - 1) nodes in (0, R), and such 
that ~~(0) <0 < ~~(0). Moreover, if 
then there exists one solution of (1) with (j - 1) nodes in (0, R), vj, satisfying 
u,(O) > 0. 
EXAMPLE. If lim,, +,(f(t)/t)<;ll, 2, <iiiii,, +m(f(t)/t)< +co, and 
l& 40(f(t)/t)>A,, then there exists one positive solution of (l), and for 
every i = l,..., p, there exist two solutions of ( 1) having (i - 1) nodes, ui and 
vi, satisfying ~~(0) <0 < vi(O). 
Remarks. (1) Note that under the assumptions we have made, this 
theorem provides us with the existence of (perhaps) a positive solution and 
of solutions that change signs in Q. The existence of a negative solution is 
only ensured when lim,, -,(f(t)/t) < 2,. 
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(2) If we change the roles of + CC and -co, we will be able to prove the 
existence of only one solution of (1) having (j- 1) nodes, and this time it 
will be the one which is negative to 0. 
Proof of Theorem 15. Let be h(A, t) the function defined in Section II, 
for all I < 0, for all t E R, and let us consider I E N, I > 1 such that: 
*--r+m t 
E(W), 
and let (u, 2) be a solution of 
-du=h(l, u)+lu in Q; -co<p<A<O 
u=o on aa; u E C2(s;) (21) 
such that u has E(Z/2) “positive parts, ” i.e., such that {Y E (0, R)/u(r) > 0} is 
divided in E(Z/2) intervals. (Recall that since f satisfies ( 19)-(20) it is 
possible to prove the analogous of Lemma 12, and then, we can choose 1 
bounded.) 
We next consider a radial eigenfunction of ( -d) associated with 
i E(,,2J, U. We know that its nodes divide (0, R) in E(Z/2) intervals: 
(T,}ftf)-l, and that jl,(Ti)=1E(N2, Vi. But it is obvious that there must 
exist .ZE {O,..., Z} such that ul,>O and ZJc T,, for a certain 
i, E { 0 ,..., E(Z/2) - 11. Then, we find: 
,I,(Z,)>~,(T,)=A,,,,,,> lim f*, lim h(A’ ‘;+? 
t-+cc t t- tm 
Now, this sublinearity condition allows us to bound u 1 ,J independently 
of U. And the L”(Q)-bound can be obtained by application of the method 
used in Lemma 13. Finally we apply a classical bifurcation result to (21) 
and we obtain so the desired result. 1 
Bifurcation Diagrams Corresponding to Theorems 14 and 15 
1. f satisfies (16)-(18) 
EXAMPLE. 
f(t)=C,tP N+2 for t3O;C,ER, l<p<~_2 
=C,t for t<O;C,E(&,&) 
k = 4; s = 7. 
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2. f satisfies (19)-(20) 
EXAMPLE. 
f(t)= cc if r<O;cE(&,aktl) 
=CC-CZ for ta0. 
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