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Abstract
Over the past ten years, the cross-correlation of long-time series of ambient
seismic noise (ASN) has been widely adopted to extract the surface-wave
part of the Green’s Functions (GF). This stochastic procedure relies on the
assumption that ASN wave-field is diffuse and stationary. At frequencies < 1
Hz, the ASN is mainly composed by surface-waves, whose origin is attributed
to the sea-wave climate. Consequently, marked directional properties may be
observed, which call for accurate investigation about location and temporal
evolution of the ASN-sources before attempting any GF retrieval. Within
this general context, this thesis is aimed at a thorough investigation about
feasibility and robustness of the noise-based methods toward the imaging
of complex geological structures at the local (∼ 10-50km) scale. The study
focused on the analysis of an extended (11 months) seismological data set
collected at the Larderello-Travale geothermal field (Italy), an area for which
the underground geological structures are well-constrained thanks to decades
of geothermal exploration.
Focusing on the secondary microseism band (SM;f > 0.1 Hz), I first
investigate the spectral features and the kinematic properties of the noise
wavefield using beamforming analysis, highlighting a marked variability with
time and frequency. For the 0.1-0.3 Hz frequency band and during Spring-
Summer-time, the SMs waves propagate with high apparent velocities and
from well-defined directions, likely associated with ocean-storms in the south-
ern hemisphere. Conversely, at frequencies > 0.3 Hz the distribution of back-
azimuths is more scattered, thus indicating that this frequency-band is the
most appropriate for the application of stochastic techniques. For this latter
frequency interval, I tested two correlation-based methods, acting in the time
(NCF) and frequency (modified-SPAC) domains, respectively yielding esti-
mates of the group- and phase-velocity dispersions. Velocity data provided
by the two methods are markedly discordant; comparison with independent
geological and geophysical constraints suggests that NCF results are more
robust and reliable.

Contents
Introduction 1
1 Microseisms 7
1.1 Primary Microseisms (PM) . . . . . . . . . . . . . . . . . . . . 12
1.2 Secondary Microseisms (SM) . . . . . . . . . . . . . . . . . . . 12
2 Array Methods for Locating Secondary Microseism sources 19
2.1 Array Beamforming . . . . . . . . . . . . . . . . . . . . . . . . 20
2.1.1 Inversion in The Polar Formulation . . . . . . . . . . . 23
2.2 Spectrogram Analysis . . . . . . . . . . . . . . . . . . . . . . . 24
3 Extraction of the Green’s Functions from Microseism signals 27
3.1 State of the art . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.2 Time-Domain Noise Cross-Correlation Function (NCF) tech-
nique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.2.1 Noise Data pre-processing . . . . . . . . . . . . . . . . 34
3.2.2 Cross-correlation and Temporal Stacking . . . . . . . . 35
3.2.3 Measurements of Group-Velocity Dispersion Curves . . 37
3.2.4 Quality Control and Selection Criteria . . . . . . . . . 38
3.3 The Spatial Auto-Correlation (SPAC) Method . . . . . . . . . 39
3.3.1 SPAC Implementation . . . . . . . . . . . . . . . . . . 40
3.3.2 SPAC and the Green’s Functions . . . . . . . . . . . . 42
3.3.3 SPAC-Inversion for Array-Average . . . . . . . . . . . 44
3.3.4 SPAC-Inversion for Individual Profiles . . . . . . . . . 45
4 Secondary Microseism at the Larderello-Travale Geothermal
Field (LTGF): characterization and variability 47
4.1 Geological-Geophysical Frame of the LTGF . . . . . . . . . . . 47
4.1.1 Seismological Studies . . . . . . . . . . . . . . . . . . . 52
4.2 The GAPSS Experiment . . . . . . . . . . . . . . . . . . . . . 53
4.3 Data Collection and Organization . . . . . . . . . . . . . . . . 57
5
4.4 The Observed Secondary Microseism . . . . . . . . . . . . . . 59
5 Locating The Sources of Secondary Microseisms at LTGF 65
5.1 Example of Source Identification . . . . . . . . . . . . . . . . . 75
6 Green’s Function and S-wave Profiles from Secondary Mi-
croseisms at the LTGF 85
6.1 NCF: from Green’s Functions to Group Velocity Dispersion
Curves . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
6.2 SPAC: Phase Velocity Dispersion Curves Selection and Results 97
6.3 Discussion about Results of the Ambient Noise Stochastic
Techniques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
6.4 Sample Inversion of the Dispersion Curves . . . . . . . . . . . 107
6.4.1 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . 107
6.5 Examples of S-wave Velocity Profiles at the LTGF . . . . . . . 114
Conclusion and Further Remarks 120
Appendix A 127
Bibliography 138
List of Figures
1.1 Example of seismic ambient noise waveform . . . . . . . . . . 8
1.2 Typical microseism spectrum -after Webb (1998) . . . . . . . . 11
1.3 Pierson-Moskowitz evolution spectrum -after Babcock et al.
(1994) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
1.4 Scheme of secondary microseims generating calsses -after Ard-
huin et al. (2012) . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.1 Examples of different Array Beam-Patterns . . . . . . . . . . . 22
4.1 Geological sketch map and stratigraphic-tectonic setting of the
LTGF - after Batini et al. (2003) and Bertini et al. (2006) . . 50
4.2 The seismic horizons (K and H) at LTGF - after Cappetti
et al. (2005) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
4.3 Map of the GAPSS broad-band seismic array -after Piccinini
et al. (2013) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
4.4 Map LTGF area showing the exploration wells considered in
this thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
4.5 Examples of sensor installation . . . . . . . . . . . . . . . . . 55
4.6 Chronograph of the array operativity . . . . . . . . . . . . . . 58
4.7 Example of sensor temperature history . . . . . . . . . . . . . 58
4.8 Examples of the Microseism PSD probability density functions
recorded at GAPSS . . . . . . . . . . . . . . . . . . . . . . . . 61
4.9 Microseisms Spectrograms recorded at GAPSS . . . . . . . . . 63
5.1 Comparison of beam-patterns of two sub-arrays of GAPSS . . 67
5.2 1-hour Averaged beamforming results of 11 months in the
band 0.1-1 Hz . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
5.3 Polar histograms of the beamforming results of 11 months in
the band 0.1-1 Hz . . . . . . . . . . . . . . . . . . . . . . . . . 69
5.4 Seasonal polar histograms of the beamforming results in the
band 0.1-1 Hz . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
7
5.5 Polar histograms of the beamforming results for 4 frequency
sub-band of SM . . . . . . . . . . . . . . . . . . . . . . . . . . 71
5.6 Main local-regional SM incoming directions . . . . . . . . . . . 73
5.7 Main SM source areas from literature . . . . . . . . . . . . . . 74
5.8 Vertical-component seismogram and the corresponding spec-
trogram observed at station TRIF for the days 16-19 March
2013. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
5.9 Examples of WWIII® data -provided by Consorzio LAMMA-
Regione Toscana and poseidon.hcmr.gr . . . . . . . . . . . . . 77
5.10 Comparison between microseism spectrogram and Buoy Model 78
5.11 Rose-diagram of backazimuths retrieved from beamforming
compared with WWIII-Hs Mediterranean maps, for the day
March 16, 2013 . . . . . . . . . . . . . . . . . . . . . . . . . . 80
5.12 Rose-diagram of backazimuths retrieved from beamforming
compared with WWIII-Hs Mediterranean maps, for the day
March 17, 2013 . . . . . . . . . . . . . . . . . . . . . . . . . . 81
5.13 Rose-diagram of backazimuths retrieved from beamforming
compared with WWIII-Hs Mediterranean maps, for the day
March 18, 2013 . . . . . . . . . . . . . . . . . . . . . . . . . . 82
5.14 Rose-diagram of backazimuths retrieved from beamforming
compared with WWIII-Hs Mediterranean maps, for the day
March 19, 2013 . . . . . . . . . . . . . . . . . . . . . . . . . . 83
6.1 Daily stacked NCFs for a GAPSS station-pair . . . . . . . . . 87
6.2 Stacked NCF filtered in sub-bands for a GAPSS station pair . 88
6.3 Empirical Green’s Functions for station-pairs oriented 240-
300°N, filtered in 2 bands: 0.1-0.3 Hz and 0.3-05 Hz . . . . . . 89
6.4 Empirical Green’s Functions for station-pairs oriented 150-
210°N, filtered in 2 bands: 0.1-0.3 Hz and 0.3-05 Hz . . . . . . 90
6.5 Correlation between 11-months stack eGF and increaing-days
stacks. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
6.6 Correlation between 11-months stack eGF and seasonal stacks. 92
6.7 Average and standard deviation of the SNR of eGF versus
time at GAPSS . . . . . . . . . . . . . . . . . . . . . . . . . . 93
6.8 SNR of eGF versus inter-stations distance . . . . . . . . . . . 93
6.9 SNR of eGF as a function of the number of stacking days . . . 94
6.10 Maps of FTAN applied to GAPSS station-pairs . . . . . . . . 96
6.11 Error analysis of the surface wave group velocity dispersion
measurements . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
6.12 Phase velocity dispersion curves measured with modified-SPAC
approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
6.13 Layered 1D earth model and predicted PVDC for LTGF . . . 100
6.14 Time-averaged complex coherence as a function of frequency
and distance . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
6.15 Example of J0 computed for an a priori model PVDC . . . . . 103
6.16 Results of inversion of SPAC as average PVDC . . . . . . . . 104
6.17 A posteriori covariance matrix of inversion of SPAC as average
PVDC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
6.18 Comparison between SPAC and NCF results for the central
area of the LTGF . . . . . . . . . . . . . . . . . . . . . . . . . 108
6.19 1-D velocity profiles and forward computed phase velocity dis-
persion curve for the MN-1 well . . . . . . . . . . . . . . . . . 109
6.20 1-D velocity profiles and forward computed phase velocity dis-
persion curve for the Bruciano well . . . . . . . . . . . . . . . 109
6.21 Comparison between parallel station pairs on the same profile 110
6.22 Comparison of SPAC and NCF results for the N-W margin of
the LTGF . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
6.23 1-D S-velocity profiles for central LTGF . . . . . . . . . . . . 116
6.24 Geological cross-section of the central area of LTGF, after
Bertini et al. (2006) . . . . . . . . . . . . . . . . . . . . . . . . 117
6.25 1-D S-velocity profiles for central LTGF . . . . . . . . . . . . 118
6.26 1-D S-velocity profiles for central LTGF . . . . . . . . . . . . 119

List of Tables
4.1 Details of the GAPSS Stations Locations . . . . . . . . . . . . 56
4.2 Parameters of the Sensors . . . . . . . . . . . . . . . . . . . . 59
4.3 Parameters of the digitizers . . . . . . . . . . . . . . . . . . . 59
6.1 Layered 1D earth model Model for LTGF . . . . . . . . . . . . 100
11

Introduction
Seismological studies traditionally approached the investigation of the veloc-
ity structures of the Earth’s interior through the observation of seismic waves
generated by earthquakes and active sources. Consequently, the continuous
background vibrations superimposed on all recorded seismic time-series, have
been normally discarded, because considered as a disturbance, and hence
termed noise.
The recent expansion of large seismic arrays of long-period seismic sta-
tions, and the increased computational and data storage capacities allowed
the inspection of the average properties of seismic noise wave-field. Hence,
stochastic approaches provided proofs for coherent information carried by
noise waves, thus allowing their exploitation to the purpose of subsoil imag-
ing.
Spectra of the ambient noise of natural origin have most of the energy
concentrated at frequencies below 1 Hz, a signal which is generally referred
to as microseism. For these signals, early investigations (e.g. Milne, 1883;
Longuet-Higgins, 1950; Haubrich et al., 1963; Asten and Henstridge, 1984;
Kibblewhite and Wu, 1991; Babcock et al., 1994; Cessaro, 1994; Webb, 1998;
Stutzmann et al., 2009) established a connection with ocean waves move-
ments and interactions resulting in seismic vibrations that mirror the sea-
state variability.
The most energetic portions of microseism’s spectra are named secondary
microseism (SM), whose origin is likely due to the non-linear interaction of
gravity waves traveling in opposite directions, that generate standing waves
coupled to the sea-floor (e.g Longuet-Higgins, 1950). The SM are also known
as double frequency microseisms, as their main frequency peak (spanning the
1
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0.1-0.2 Hz frequency band, with shoulder peaks up to 1 Hz) is twice the ocean
wave spectral peak that generates them (e.g. Kibblewhite and Wu, 1991).
The main component of SM are the Rayleigh surface waves, that travel
within the waveguide constituted by the sea-floor layer, ans whose low atten-
uation allows SM to travel long distances (e.g Haubrich et al., 1963; Lacoss
et al., 1969; Roux et al., 2005). The dependence of surface-waves velocity
on the frequency (dispersion) is the property used to derive vertical pro-
files of the shear-wave velocities, which allows for the indirect probing of the
mechanical properties of the subsoil over different scale lengths.
Methods for imaging the underground velocity structures based on seismic
ambient noise recordings are based upon the assumptions of a diffuse wave-
field or energy equipartitioning. Under these conditions, a well-established
theoretical background (e.g. Aki, 1957; Tokso¨Z and Lacoss, 1968; Lobkis and
Weaver, 2001; Snieder, 2004; Larose et al., 2006; Wapenaar and Fokkema,
2006) states that the Green’s functions (GFs) of surface wave propagation
between two receivers can be estimated from the cross-correlation of ambient
noise recorded at the two sites. The information about the GF can then
be used to infer the dispersive characteristics of surface waves and, finally,
the mechanical properties of the propagation medium underneath the two
sensors.
Following these premises, over the past 15 years a number of studies
derived images of the Earth’s interior in different contexts and at different
scales, using measurements of the Noise Correlation Functions (NCF) (e.g.
Shapiro and Campillo, 2004; Campillo and Paul, 2003; Sabra et al., 2005a;
Ritzwoller et al., 2011; Seats et al., 2012, and references therein).
Notwithstanding these numerous, successful applications, a still-pending
question regards the reliability of GF’s estimates via NCF when the wave-
field is not perfectly isotropic and/or energy-equipartitioned. Within this
general context, the present thesis aims at the quantitative investigation of
the feasibility and reliability of the noise-based imaging methods, with par-
ticular reference to geothermal exploration, for which only few applications
are reported (e.g. Calo` et al., 2013; Lehujeur, 2013). The target of the study
is the Larderello-Travale Geothermal Field (LTGF; Italy), whose internal
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structure is well constrained through direct probing and geophysical explo-
ration (e.g. Calcagnile and Panza, 1980; Batini et al., 1985; Vanorio et al.,
2004; Bertini et al., 2006; Bertani et al., 2005; De Matteis et al., 2008), and
which is presently the object of renewed exploration programs.
Data used for this study were gathered by a temporary seismic array
(GAPSS - Geothermal Area Passive Seismic Sources), operated by the Italian
Istituto Nazionale di Geofisica e Vulcanologia (INGV) throughout the May
2012-October 2013 timespan.
For this thesis I used noise recordings collected during the first eleven
months of the experiment (May 2012 - March 2013). In that period, the
array consisted of 13 seismic stations deployed over a 50 km X 50 km area,
with average inter-station distance of ∼ 16 Km. The seismic recorders were
equipped with either broadband (40s and 120s) or intermediate-period (5s),
3-components seismometers.
In order to quantify the directional properties of the SM wave-field, I first
used a deterministic approach (namely: frequency-domain beam-forming (e.g
Lacoss et al., 1969; Kennett et al., 2003)) that, under the common-waveform
model, allows to estimate the slowness vectors of plane waves impinging at the
array within short (10 minutes), subsequent time windows. Following these
analyses, I demonstrated the non-homogeneous distribution of SM incoming
directions, with persistent sources spanning 120-330°N directions. Moreover,
I observed that SM records during summer-time periods are dominated by
body-waves with dominant frequencies 0.1-0.3 Hz, hence constraining the
feasibility of the stochastic techniques to frequencies > 0.3 Hz.
Subsequently, I applied to the entire dataset the stochastic techniques
based on estimates of the noise correlation functions using both time-domain
(NCF; e.g. Bensen et al. (2007)) and frequency-domain (modified-SPAC–
Spatial Auto-Correlation; e.g. Ekstro¨m et al. (2009)) approaches. The NCF
provided information about surface-waves group velocity, while modified-
SPAC produced phase-velocity results. Once compared the results obtained
from the two different methods, the feasibility criteria and quality control
showed that the results produced by NCF are the most reliable and provide
velocity models closer to those previously established ones for the study-area,
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especially when accounting for the productive zones of the geothermal field.
This thesis is structured as follows:
 Chapter 1 introduces the microseism signals, describing their main
spectral features and classification, with particular reference to the sec-
ondary microseims;
 Chapter 2 details the methods adopted for the deterministic analysis
of the kinematic properties of the noise wave-field;
 Chapter 3 provides a formal introduction to the stochastic techniques
(namely: NCF and SPAC) adopted to extract the Green’s functions
from seismic noise time- series, and it illustrates the methods for mea-
suring both group- and phase velocities dispersion curves;
 in Chapter 4 I first present a geological and geophysical overview of the
study-area, and then proceed to the description of the data-collection
and archiving procedures. This chapter ends with the description of
SM spectra, and their seasonal variability;
 Chapter 5 is dedicated to the SM wave-field characterization, as ob-
tained from the application of the beamforming method (Chapter 2).
The determination of the main incoming directions of microseisms and
their apparent velocity allowed to highlight a frequency- and - seasonal
dependence of several possible sources; these results are then compared
to the previous knowledge about SM sources in the Mediterranean and
adjoining areas;
 Chapter 6 presents the results derived from the application of the NCF
and SPAC stochastic techniques. The possibility to retrieve reliable
empirical GFs is discussed quantitatively, through signal-to-noise mea-
surements and error analysis, and in light of the results of the determin-
istic method. Group and phase velocity dispersion curves, measured
respectively from the NCF and the SPAC methods, are found to pro-
duce significantly different velocity models, whose validity is examined
using the geological and geophysical data available for the study-region;
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 in the conclusive part of the thesis, the overall results are summarized,
and a discussion is reported about the reliability of the NCF and SPAC
investigations in the specific geothermal area. Finally, future applica-
tions and further analyses are suggested.
6 Introduction
Chapter 1
Microseisms
“S`ı cogli uni che con gli altri [pendoli a grandi masse e pendoli leggerissimi]
si ottengono oggi tracciati raramente rettilinei, cio` che mostra che il suolo,
contrariamente a quanto una volta si credeva, non si trova mai in perfetta
quiete. Siffatta perturbazione, quasi continua e piu` o meno accentuata, dei
sensibilissimi sismografi, e` stata chiamata agitazione microsismica e per
brevita` in seguito anche con la parola microsismi”
Agamennone (1932)
In this first chapter I illustrate a short excursus on the type of signal used
on my analysis. I show what microseism are and how they are classified and
identified among seismic time series, paying particular attention to the sec-
ondary microseims, that are the most energetic, and the object of my research.
The continuous seismic background vibrations, which are found in every
seismic record worldwide, are known as seismic ambient noise. The seis-
mic ambient noise is characterized by amplitudes ranging between 10−7 and
10−5 m/s in the frequency band 0.01-20 Hz (fig. 1.1); historically, it has
been discarded as it was considered as a disturbance superimposed to the
signals of interest, namely earthquakes or reflections/refractions. The first,
pioneering study on seismic ambient noise dates back to Bertelli (Bertelli,
1872), who identified these neglected parts of ground motion and prompted
7
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Figure 1.1: Example of seismic ambient noise waveform, recorded from a
broad-band station in Larderello-Travale Geothermal Field (Tuscany, Italy),
on 19/05/2012.
the subsequent investigations on their characterization and source location.
The sources of seismic noise can be different and spatially spread, often act-
ing contemporaneously and uncorrelated with each other. A part from the
instrumental noise 1, it has been widely observed (e.g. Milne, 1883; Guten-
berg, 1958; Asten, 1978; Asten and Henstridge, 1984) that natural sources
mostly act at frequencies lower than 1 Hz; above this limit, sources are
usually related to anthropic (cultural) sources. The vibrations at frequen-
cies below 1 Hz are named microseisms. Numerous observations, conducted
on both land and ocean bottom, showed that the main microseisms source
is the ocean surface (e.g. Miche, 1944; Longuet-Higgins, 1950; Hasselmann,
1963; Cessaro, 1994; Webb, 1998). Microseisms are the result of different
sources acting at the same time in different oceanic regions. Natural seismic
noise sources other than Ocean surface, as for example rivers and volcanic
tremors, generate higher frequency noise, overlapping the cultural band. The
observation of the temporal variations of the seismic noise spectrum allows
the recognition of the cultural frequencies from the natural ones. It is well
known (e.g. Okada and Suto, 2003) that the cultural seismic noise amplitude
1The instrumental noise, called also self noise (the noise created by the equalizer, filter
and amplifier circuitry), prevails at frequencies outside of the seismometer’s performance
bandwidth, where the signal is strongly attenuated.
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spectrum oscillates with day-night succession, being lower during week-ends;
on the other hand the microseism noise follows seasonal trends (e.g. Ebeling,
2012; Okada and Suto, 2003; Stutzmann et al., 2000, 2009), with major spec-
tral amplitudes during winter and concomitantly with strong sea-storms. A
historical overview on the early inspections of microseisms has been recently
reported by Ebeling (2012). The study of location of microseisms’ sources
has been used for determination of remote wave-climate (e.g. Babcock et al.,
1994; Bromirski, 2001) and reconstruction of sea states in the context of
climate changes. Many scientists investigated quantitatively the relation be-
tween wave climate and microseism activity. For example, Bromirski et al.
(1999) presented a study for California based on correlation between buoy
and seismometer measurements, where they showed that elements of the wave
climate can be accurately reconstructed using near-coastal inland broadband
seismometer data. High correlations were found by Essen et al. (1999) be-
tween microseisms data recorded in Hamburg and ocean-wave fields modeled
for the North Atlantic Ocean; they showed, also, that replacing ocean-wave
height by wind speed in the correlations, it turned out that the correlation
coefficients decrease by an amount between 4and 20, thus underlining the
dependence of microseismic activity on ocean-wave oscillations. A strong
potential of microseisms analysis is the advantage of the wide spreading of
seismic stations and the availability of historical seismic data, that can inte-
grate, and sometimes supply, the more sparse buoy data. A further study on
a 40-year-long record of wintertime microseisms, by Grevemeyer et al. (2000)
attempts an interesting reconstruction of the wave climate in the northeast
Atlantic Ocean, comparing microseisms data with wave records and numer-
ical wave model, that took into account the historical surface pressure and
wind distribution data. Furthermore, polarization analysis and beamforming
of recorded seismic ambient noise allowed to remotely follow -from California-
the evolution of the Katrina hurricane storm waves in 2005 (Gerstoft et al.,
2006a).
The energy of microseisms travels primarily as Rayleigh waves (e.g. Haubrich
et al., 1963; Haubrich and McCamy, 1969; Lacoss et al., 1969; Roux et al.,
2005; Tanimoto et al., 2006), within the sea-floor wave-guide, represented by
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an increase in seismic velocities with depth (through the Ocean-crust-upper
mantle) bounded above by a pressure release surface, that guarantees an
efficient propagation of the acoustic energy generated at the surface. The
generated surface waves can have many different velocities, but only those
corresponding to the modes characteristic of the ocean sea-floor waveguide
can propagate well abroad (Webb, 1992).
Love surface waves have been recognized in microseisms signals too, mostly
at the lowest frequency band (e.g. Friedrich et al., 1998). Nishida et al. (2008)
hypothesized a common origin with the Rayleigh waves, from their study on
bore-hole array of tiltmeters’ data in Japan. Lin et al. (2008) worked on a
large-aperture seismic array in the West USA, and showed that Love waves
emerged on the cross-correlations of the transverse components between most
of the station pairs at frequencies higher than 0.05 Hz.
Also body waves have been found as ambient noise wave-field constituent,
principally in the higher frequencies of the microseism band (> 0.16 Hz) (e.g.
Tokso¨Z and Lacoss, 1968; Webb, 1998; Roux et al., 2005; Lande`s et al., 2010;
Zhang et al., 2010; Koper et al., 2010; Hillers et al., 2013). Those seismic
phases show longitudinally polarized particle motion and high apparent hor-
izontal velocities, that are expression of teleseismic body-waves arrivals that
follow the global weather pattern (e.g. Haubrich and McCamy, 1969; Schulte-
Pelkum et al., 2004; Gerstoft et al., 2006a, 2008; Stehly et al., 2006; Lande`s
et al., 2010; Ruigrok et al., 2011; Stutzmann et al., 2012).
The very long-period band (< 0.03 Hz) is controlled by infragravity waves
(e.g. Webb, 1998). In the range 0.002-0.007 Hz, the Earth’s continuous free
oscillation is identified as Earth’s hum; this hum is generated by the interac-
tion between atmosphere, ocean and sea-bed probably through the conver-
sion of storm energy to oceanic infragravity waves, that interact with ocean
sea-floor (Rhie and Romanowicz, 2004; Webb, 2007).
It is well known that microseism spectra have two peaks, one at the fre-
quency of the generating ocean waves, and the other at twice that frequency
(e.g. Haubrich et al., 1963; Kibblewhite and Wu, 1991). These peaks are
then identified as primary and secondary (or double-frequency) microseisms.
The secondary microseism contains more energy, and the peak is between
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0.13-0.2 Hz; on the other hand the weaker primary microseism has a peak
between 0.05-0.08 Hz. These microseism peaks are evident in spectra from
any site, even far from the coast; this close similarity is a consequence of the
efficient propagation of Rayleigh waves at periods larger than few seconds
(Webb, 1998). In figure 1.2 are shown some microseism spectra recorded by
Figure 1.2: Examples of vertical acceleration microseism spectra recorded
worldwide: from south of Hawaii (OSN-1), from Kipapa,Hawaii (Peterson,
1993), from a quiet site in California (PFO) and from the same site the long-
period spectrum (Agnew and Berger, 1978). The more energetic peak is the
secondary microseism peak at about 0.2 Hz. After Webb (1998).
vertical accelerometers in various sites in the world; the similarities between
each other are clear, and the two microseism peaks are evident.
If the storms generating the swell are distant, the arrivals are more af-
fected by dispersion in deep water. This results in a shifting of the wave
spectral peak from low to high frequencies (Munk et al., 1959). Thanks to
this dispersion effect, it is possible to determine the distance of the source and
the origin time from the temporal evolution of the peak frequency (Haubrich
et al., 1963).
The generating mechanisms of the microseisms have been largely ex-
plored;so far, it is well established that primary and secondary microseisms
have different genesis (e.g. Cessaro, 1994; Friedrich et al., 1998; Stehly et al.,
2006), which are described in the following subsections of this chapter.
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1.1 Primary Microseisms (PM)
Within the seismic ambient noise spectrum, primary microseisms (PMs) are
characterized by a moderate peak spanning the 0.05-0.08 Hz frequency band.
PMs are thought to originate in the linear coupling of ocean waves energy
into the sea floor; hence, PM have the same frequencies as the ocean gravity
waves that produce them. PM originate in shallow-water, more likely on
sloping sea-floor, where the amplitude of progressive waves does not decay
exponentially with depth and the energy transmission to the seafloor occurs
at the same frequency of the ocean waves (e.g. Friedrich et al., 1998; Haubrich
et al., 1963; Hasselmann, 1963). PM have shown a seasonal variability (e.g.
Stehly et al., 2006): for the Northern Hemisphere the sources are mainly
located in the northern Oceans during winter, and southern Oceans during
summer.
1.2 Secondary Microseisms (SM)
Secondary microseisms (SMs) are more energetic than primary ones. SMs en-
ergy is concentrated within the 0.13-0.2 Hz frequency band, and it dominates
the spectra of both ocean bottom and continental sites. They are also called
double-frequency microseisms because their peak frequency doubles the one
of the ocean surface waves that generate them (e.g. Kibblewhite and Wu,
1991; Orcutt et al., 1993; Webb, 2007; Tanimoto, 2007).
It is known that the ocean waves spectrum peaks depends on the fetch 2
and the wind speed (e.g. Munk et al., 1959; Hasselmann, 1974). The ocean
wave’s height increases until the phase velocity equals that of the wind, and
the spectrum of the ocean wave follows the evolution of that of the generat-
ing wind. As a consequence, the spectrum of the ocean surface gravity waves
mantains a narrow band-width shape under increasing wind, evolving toward
lower frequencies. Pierson and Moskowitz (Pierson and Moskowitz, 1964),
2The fetch is the effective width of the storm, and the waves that propagate out of
this region no longer evolve. Inside this sea-surface area, the wind direction and intensity
are considered constant. For basin scale wind fields, the fetch can equate the basin area
(Webb, 1998).
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showed the wave height spectrum for a fully developed sea, that Hasselmann
completed for regions with limited fetch (Hasselmann et al., 1973). This re-
sponse of the ocean waves to the wind velocities allows correlations with the
excitation of microseisms. This model is characterized by an inverse power
Figure 1.3: Up: the Pierson-Moskwitz Pierson and Moskowitz (1964) wave
height spectrum for a fully developed sea under wind velocities of 5,10,15,20
m/s. Below: evolution of a seafloor pressure spectrum under a storm. The
microseism peak frequency roughly doubles the wind wave spectrum peak.
After Babcock et al. (1994).
law of the spectral amplitudes, that terminates abruptly at low frequencies,
around the wind peak frequency, and at higher frequencies remains almost
unchanged, saturated, for different wind speeds; this feature is also observed
in the microseism spectrum, at frequencies that roughly double that of the
ocean wave spectrum (see figure 1.3). As a consequence, double frequency
peak varies rapidly in amplitude and frequency, being affected by seasonal
variability as the primary one (e.g. Stutzmann et al., 2009, 2000; Aster and
Bromirski, 2008). The generation mechanism of this type of seismic ambient
noise has been first formally investigated by Miche (1944), then by Longuet-
Higgins (1950) and Hasselmann (1963). It has been shown that ocean gravity
waves of similar frequency and wavelength (i.e. similar wave-number) trav-
eling in opposite directions, can interact in a non-linear sum, that doubles
the frequencies of the waves and sums opposing wave-numbers into a nearly
zero wave-number, i.e. producing an unattenuated high phase-velocity acous-
tic wave that can propagate efficiently to large depth below the water wave
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base (the depth at which the ocean wave is able to move water) (e.g. Orcutt
et al., 1993; Babcock et al., 1994). Such pressure variation couples with the
sea-floor producing surface-waves, at a frequency which is the double of the
original ocean gravity waves.
Let us consider a fluid defined as incompressible, irrotational and not
having viscosity, with particle velocity u = {u, w}, with u and w the hori-
zontal and vertical components respectively. Then the Navier-Stokes’ equa-
tion, that describes the motion, can be written as to the Bernoulli’s equation
(Longuet-Higgins, 1950; Kundu et al., 2012):
p− ps
ρ
− gz = ∂Φ
∂t
− 1
2
(u2 + w2) + θ(t) (1.1)
where p represent the pressure term, ps is the pressure at the free surface
(constant), ρ is the fluid density, g is acceleration gravity and Φ is the poten-
tial of the velocity; θ(t) is the pressure variation in time, at a given depth. In
deep water approximation Φ, u, w decrease esponentially as the water depth
z increases (Longuet-Higgins, 1950); considering the total forces acting on
an element volume of the fluid, it is derived that at the seafloor depth z = h
the equation 1.1 is (Kundu et al., 2012):
ph − ps
ρ
− gh = θh(t) = 1
λ
∂2
∂t2
∫ λ
0
1
2
ξ(x, t)2 dx (1.2)
where λ is the wavelength of the fluid, and ξ(x, t) is the fluid surface elevation
that fluctuates in space and time. Therefore, the term θh(t) is the pressure
variation at the seafloor, that depends on a second-order function of the
amplitude of the fluid waves ξ(x, t).
If two ocean waves travel in opposite direction with the same frequency
and wavelength but different amplitudes, a1 and a2 (ξ(x, t) = a1 cos(kx −
ωt) + a2 cos(kx+ ωt)), then the equation defining θh in 1.2 is
θh(t) = −2a1a2ω2cos(2ωt) (1.3)
In this special case, the pressure fluctuation is no more dependent on the
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depth, but only on time. From equation 1.2:
ph − ps
ρ
− gh = −2a1a2ω2cos(2ωt) (1.4)
The amplitude of the generated fluctuation, consequently transmitted to the
seafloor, is proportional to the product of the amplitudes of the two colliding
waves, a1 and a2, while the frequency is 2ω, twice the frequency of the ocean
waves, thus justifying the double frequency peak of secondary microseisms,
generated in this manner.
In the case of a single progressive fluid-wave, its amplitude will not decay
exponentially with depth only in shallow water, for which the velocity field
at the sea-floor is not null. In this situation, there is an energy transmission
at the seafloor at the same frequency of the ocean waves, i.e. the primary
microseims presented in section 1.1.
Bromirski et al. (2005) differentiated the SM into low period double fre-
quency (LPDF) at about 0.16 Hz, and short period double frequency (SPDF)
at about 0.2 Hz. These authors showed that the SPDF are related to wind-
generated wave trains that do not propagate far away the storm, because of
their frequency content.
Tanimoto (2007) studied the non-linear normal-mode excitation theory,
and asserted that the secondary microseism peaks could be generated only
in shallow (less than 3 Km depth) ocean/sea. When double frequency mi-
croseism peaks exist, a necessary condition is the existence in the source
region of double frequency ocean wave spectra; comparing Californian mi-
croseism data with Pacific buoy spectra, he found that the aforementioned
condition was satisfied only once accounting for sources close to coast, and
shallow waters. Finally, Tanimoto (2007) showed the difficulty in precisely
estimating the SM source excitation location. Nonetheless, the precise loca-
tion and spectral evolution of microseisms’ sources represent an active area
of research.
Stable sources of SM have been recognized by means of array analysis and
comparison with sea-state data (both observed and modeled (e.g. Friedrich
et al., 1998; Essen et al., 1999; Chevrot et al., 2007; Ardhuin et al., 2011)).
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The stability of the sources, apart from storm activity, is linked to the gener-
ating mechanism, where the importance of the coast and bathimetry has to
be considered (e.g. Essen et al., 2003; Schulte-Pelkum et al., 2004; Bromirski
et al., 2005; Gerstoft and Tanimoto, 2007; Traer et al., 2008). Furthermore,
in the works of Bromirski and Duennebier (2002) and Chevrot et al. (2007)
SM production areas have been found preferentially in steep coasts, where
the swell hits at close-to-normal incidence.
Actually, the non-linear interaction of ocean waves, could occur in three
different environmental sea-states (Longuet-Higgins, 1950; Ardhuin et al.,
2011, 2012; Gualtieri et al., 2013). The first class acts within a storm with a
wide angular distribution, with ocean waves coming from many different di-
rections; this class is related to double-frequency peaks, at high frequencies,
≥ 0.5 Hz. The second class involves generating areas close to the coasts,
where incident waves from a storm collide with the waves reflected at the
coast.In the third class, an interaction between waves generated by different
storms occurs, even if the storms are far away; this is the case in which the
most energetic SM are produced. In figure 1.4 there is a scheme of these three
classes (after Ardhuin et al. (2012)). Ardhuin et al. (2011) proposed the first
comprehensive numerical model of microseismic generation by random ocean
waves. This numerical model contradicts the exclusivity of shallow water
SM sources supported by Tanimoto (2007). Ardhuin et al. (2012) showed
that Rayleigh waves could be occasionally generated even in deep water, oc-
curring at the same time as the largest outliers in the correlation of wave
heights and seismic noise levels. Evidences of deep water SM sources have
been found in works that used seismic array methods, as triangulation of
propagation azimuths, derived from f-k analysis of SM approaching three
different arrays in Alaska, Montana and Norway (Cessaro, 1994). Other
studies used frequency-slowness analysis of array data, polarization and am-
plitude analysis at individual stations for locating SM in western Europe
(Chevrot et al., 2007). Kedar et al. (2008) explored the correspondence be-
tween observed and modeled SM for North America, Greenland and Iceland,
succeeding in the prediction of generated SM in deep ocean, also considering
the importance of strong storms, topographic effects on wind patterns and
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Figure 1.4: Scheme of the three classes of double frequency micrseisms gen-
erating sea-state. Thick arrows are the local wind directions and the small
arrows are the wave trains. At point A, the storm contains energy in opposite
wave-trains, even at angles greater than 90◦ from the wind direction (class
1). At point B, there is the interaction between incident and reflected wave-
trains (class2). At point C, the swells from the storm S1 collide with the
local wind-driven waves generated by the storm S2 (class 3). After Ardhuin
et al. (2012).
local bathymetry. Obrebski et al. (2012) found deep ocean SM sources, us-
ing ambient noise polarization analysis applied to data recorded at several
stations around Eastern Pacific Ocean; then they triangulated the resluting
back-azimuths to constrain source location, then compared with numerical
model.
All the aforementioned studies highlight the complexity of the SM genera-
tion mechanism, and evidence the difficulty in assessing precise and univocal
location of SM sources.
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Chapter 2
Array Methods for Locating
Secondary Microseism sources
This chapter presents the array methods that I used for locating the secondary
microseism sources. The study of microseism incoming directions, and the
location of their sources (where it is possible), must be considered mandatory
for the extraction of Greeen’s Functions from the ambient noise signals, as it
will be detailed in the next chapter (3).
Techniques that exploit the seismic ambient noise for imaging of the
Earth’s interior (see chapter 3) are based upon the assumption of a stochastic
noise wavefield which is stationary in time and space.
Due to its nature, however, the SM wavefield is only approximatively dif-
fusive, depending on the frequency range of interest, the scattering properties
of the medium, the distance and number of the active sources. Any attempt
of Green’s Function retrieval using a stochastic approach must therefore be
preceded by a spectral characterization of the SM and a statistical analysis
about the location of its sources. These steps, in fact, allow the identifica-
tion of the minimum time span for which the aforementioned hypotheses of
homogeneity and stationarity are respected.
By the same token, the time-frequency variability of SM is clearly reflected
by their spectrograms. The spectrogram is composed by a concatenation of
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power-spectral densities evaluated over subsequent time windows; from this
representation, it is possible to determine the microseism spectral features,
and to relate them to storms’ evolution, the distance between storms and
microseisms source areas, the microseisms origin time.
These techniques are heavily influenced by the seismic array location
and they do not allow for separating the contribution of the source from
propagation effects. This is the reason why, for an univocal identification of
SM sources, it is needed an integration with sea-state data.
The following sections present a more detailed introduction to the beam-
forming technique and to the spectrogram analysis.
2.1 Array Beamforming
For a stationary random process, the frequency-wavenumber (ω − k, with
ω angular frequency) power spectral density function provides information
about the power of the incoming waves as a function of frequency and
wavenumber (Capon, 1969). In this thesis, the horizontal slowness (p, recip-
rocal of apparent velocity) has been used instead of the wavenumber, as it
provides a direct information about the phase velocity at a given frequency.
The relationship relating the slowness to the wavenumber is k = pω.
The beamforming technique is substantially based on the frequency-slowness
analysis for a plane-wave model. If a plane wave, defined by its slowness p,
crosses an array composed by N receivers, the time-shifts (phase delays) be-
tween the signals recorded by individual channels will depend on the velocity
vector of the incoming wave, and the position vector of the different sensors.
Considering only the two horizontal components of the slowness, (i.e. ne-
glecting sensors’ elevation), one can perform a grid search over the slowness
plane looking for that slowness that best fits the observed phase delays (e.g.
Kennett et al., 2003; Lande`s et al., 2010).
For a plane-wave propagating with slowness s, the theoretical array beam
power at the generic trial slowness p is thus defined as:
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S(p, s, ω) =
∣∣∣∣∣ 1√N
N∑
j=1
exp{iω(∆s · xj)}
∣∣∣∣∣
2
(2.1)
where ∆s is p − s, and xj is the position vector of the j-th sensor with
respect to a reference point. S(p, s, ω) attains a maximum when s = p.
Often eq. 2.1 is simplified by considering a vertically-inciding plane wave
(with both components of s equal to zero), thus obtaining the so-called Beam-
Pattern:
R(ω,p) =
∣∣∣∣∣ 1√N
N∑
j=1
exp{iωp · xj}
∣∣∣∣∣
2
(2.2)
For a given frequency ω and array geometry, the beam-pattern gives infor-
mation about the resolution of slowness estimates and the possible presence
of secondary peaks associated with spatial aliasing effects.
Step and size of the slowness grid, the frequency band and the length of
the time-windows are key factors influencing the beamforming performances.
If a too fine slowness grid is chosen, a waste of computing resources will occur.
If the slowness space is too large, aliasing effects might contaminate the final
result. Spatial aliasing effects arise when the mean inter-station distance is
of the same order of magnitude of the dominant signal’s wavelength, and
it manifests as multiple secondary lobes in the power spectral estimates,
making ambiguous the determination of the correct slowness vector. As a
general rule, a given array geometry is appropriate for analysing signals over
a particular frequency when the corresponding beam-pattern does not exhibit
aliased peaks and the main lobe is fairly circular.
In figure 2.1 there are two examples of beam-patterns (fig.s 2.1c,2.1d),
obtained at the frequency of 0.2 Hz, for two array geometries, different for
the number of sensors and arrangement (fig.s 2.1a, 2.1b). A general law
is that the grid step should be given by the size of the central lobe of the
beam-pattern plot. The size of the central lobe (in s/Km), at a frequency f ,
is controlled by the inverse of the maximum aperture of the array (in Km)
divided by f . On the other hand, two limitations have to be considered once
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(a) (b)
(c) (d)
Figure 2.1: Examples of 2 simulations of array configurations (top) and
their respective beam-pattern computed at 0.2 Hz (bottom). (left) In 2.1a a
densely and homogeneous array configuration is presented; the beam-pattern
(2.1c) has a very sharp (radius of about 0.1s/Km) main circular lobe and the
first alias is at 0.55s/Km: this means that the array at 0.2 Hz can resolve
plane waves colliding the array at any azimuth, with a precision of 0.1s/Km
in slowness. (right) In 2.1b the array is more sparse and with fewer elements
not uniformely deployed; the resulting beam-pattern, in 2.1d, is strongly
aliased and the main lobe is large and non-circular (the minimum radius
is about 0.12s/Km and the maximum radius is about 0.18s/Km), mean-
ing that a better sampling in the slowness space is in the NW-SE direction,
where the stations have been more densely deployed.
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deciding the size of the slowness grid. The first, is dictated by the mini-
mum expected wave speed; The second, is related to aliasing side lobes in
the beam-pattern, as discussed above. The general law for choosing a good
slowness-grid-size is to evaluate it from the ratio between the inverse of the
minimum inter-sensors distance and f (e.g. Lacoss et al., 1969).
2.1.1 Inversion in The Polar Formulation
In this thesis, I conducted beamforming analysys using a polar formulation
(e.g., (Abrahamson and Bolt, 1987; Maresca et al., 2006)). In this formu-
lation, the array response depends on the propagation azimuth θs, on the
modulus of s, and on the distance of the j-th sensor from a reference point
(dj), as:
Aj(θs, s, ω) =
1√
N
exp{iω(dj) s cos(θs − θj)} (2.3)
Where θj is the azimuth of the vector connecting the j-th sensor to the
reference point of the array.
In order to perform the inversion, i.e. to find the slowness vector best
fitting the inter-station phase shifts, the frequency-smoothed cross-spectral
matrix is first computed:
Cj,k(ω) =
NF∑
m=−NF
amYˆ
L
j
(
ω +
2pim
L
)
Yˆ L∗k
(
ω +
2pim
L
)
(2.4)
Where NF is the number of discrete smoothing frequencies, am are the
weights used in the smoothing procedure, Yˆ Lj are the Fourier transforms
of the normalized time series of length L, and the ∗ indicates the complex
conjugate.
The beam-power is then expressed as:
M(θs, s, ω) =
1
N
AT (θs, s, ω)C(ω)A(θs, s, ω) (2.5)
For a given frequency ω, the coordinates of the peak value of M are the
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solutions of the problem, providing the propagation direction θMAXs and the
velocity (reciprocal of sMAX) of the plane wave impinging at the array.
2.2 Spectrogram Analysis
The spectral features of microseisms are the expression of the spectral char-
acteristics of the storms that generate them. If several storms are active at
the same time, their different power spectral evolution in time (as the gener-
ating surface winds develop, arise, move and dissipate) can be followed in the
microseism spectrogram. Furthermore, it is possible to recognize separately
all the active storms and their time history from the microseism spectrogram,
if there is no storm more powerful that obscurates the specral signature of
the others (e.g. Tokso¨Z and Lacoss, 1968; Lacoss et al., 1969; Capon, 1972;
Cessaro, 1994). However, as observed by Chevrot et al. (2007), most of the
times the temporal evolution of the dominant frequency in the spectrogam
is not clear, and the most robust beamforming is preferred.
When the dominant frequency of SM changes in time, it can be explained
by the dispersion of the sea-waves generated by distant storms (e.g. Haubrich
et al., 1963). The water waves are dispersive, and this feature is:
ω =
√
g k tanh(kH)
where g is the gravity acceleration, k the wavenumber, and H is the depth of
the water column. If the water depth is much smaller than the wavelength,
than shallow water approximation holds, and no dispersion occurs (c =
√
gH)
since tanh(kH) ≈ kH. On the other hand, in the deep water case (i.e.,
when H is greater than 1/3 the wavelength), then the term tanh(kH) is
approximated with 1, and dispersion occurs (c =
√
g/k). Consequently,
high-frequency waves propagate slower than low-frequency ones.
Considering that the group velocity of sea-waves is half of their phase
velocity, then group velocity is linearly related to frequency by the expression:
U =
r
t
=
g
4pif
⇒ f = t g
4pir
(2.6)
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where r is the travelled distance from the storm, t the time variable, and
f the frequency.
Considering a specular evolution even the microseisms, in the frequency-
time plot of a spectrogram, when it is possible to recognize a linear trend
in the microseism peak frequency, the intercept in time represents the origin
time of the storm, and the slope varies inversely with the distance r between
the storm and the microseism generating area.
Usually the information retrieved with this method are crossed with me-
tereological data (surface pressure maps, maps of the ocean storms, sea-state
spectra), and beamforming incoming direction results, in order to provide
more robust estimates.
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Chapter 3
Extraction of the Green’s
Functions from Microseism
signals
In this chapter I introduce the techniques specifically designed for extracting
the Green’s Functions from the correlation functions of a diffuse wave-field.
After presenting the assumptions and limitations of these methods, I proceed
with describing the two algorithms (namely: Time-Domain Noise Correlation
Function (NCF) and Spatial Auto-Correlation (SPAC)) that I used in this
thesis.
For a pair of arbitrary points in a given propagation medium, the Green’s
function (GF) in between the two points represents the signal one would
observe at one of the two sites once a point, impulsive source acts at the
other site. In other words, for a given source-observer pair, the GF is the
causal solution of the wave equation when the source is a Dirac impulse
in both time and space. It has been demonstrated, both theoretically and
experimentally, that it is possible to retrieve the Green’s function between
two receivers by cross-correlating passively recorded diffuse and uncorrelated
wave-field (such as noise) without the use of controlled sources (e.g. Lobkis
and Weaver, 2001; Larose et al., 2004; Wapenaar and Fokkema, 2006; Shapiro
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et al., 2005; Sa´nchez-Sesma and Campillo, 2006). The principle is that the
cross-correlation of a diffuse, uncorrelated wave-field only maintains the co-
herent signal traveling from one receiver to the other, and it corresponds to
the impulse response of the medium for a delta-like source acting at one of the
two sites. Since seismic observations are normally conducted at or close to
the Earth’s surface, the noise correlation functions are generally dominated
by surface waves. The GFs, thus derived, can then be used to estimate group
and phase velocity dispersion curves, whose inversion allows to constrain the
average elastic properties of the medium beneath the two sensors used for
correlation estimates.
3.1 State of the art
Aki (1957); Tokso¨Z and Lacoss (1968); Claerbout (1968) were the first to
attempt the reconstruction of the GF from the diffuse noise field, till then
considered as a disturbance. Similar efforts have been attempted in dif-
ferent fields of physics, such as ultrasonics (e.g. Lobkis and Weaver, 2001;
Weaver and Lobkis, 2001), acoustics (e.g Roux et al., 2003, 2004a; Sabra
et al., 2005c), electromagnetism (e.g. Slob and Wapenaar, 2007), Earth seis-
mology (e.g. Weaver and Lobkis, 2005; Campillo and Paul, 2003; Sabra et al.,
2005a), helioseismology (Duvall et al., 1993; Rickett and Claerbout, 1999),
Lunar seismology (Larose et al., 2005). About this topic, an overview of the
state of art is found in the work by Wapenaar et al. (2008), with a major
attention to seismic exploration applications.
A diffuse wave-field implies that the wave-field consists of waves char-
acterized by all the possible polarizations and propagation directions, with
equal weight in average. If one considers a wave-field propagating in a finite
elastic body, it can be represented as a sum of all the possible modes:
u(x, t) =
∑
n
anΨn(x)expiωnt (3.1)
where the Ψn are the eigenfunctions (i.e. the real orthonormal mode
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shapes), ωn are the eigen-frequencies and an are the complex modal ampli-
tudes that only depend on the source. The different vibrational modes result
from a perturbation applied to the reference elastic model. After a suffi-
cient time (greater than the break time ∆T = 1/∆ω, i.e. the characteristic
frequency difference between modes), the field becomes equipartitioned, dif-
fuse, and the an coefficients become random functions of time (e.g Paul et al.,
2005; Larose et al., 2006). The equipartition means that, in the phase space,
the energy is distributed homogeneously in average among all the possible
modes vibrations.
The equipartition causes the amplitudes of the different modes to be
random and uncorrelated, so that the cross-spectral energy density F (ω) of
two different modes, in a narrow frequency band [ω + δω, ω − δω], is zero:
〈ana∗m〉 = δnmF (ωn), where the brackets represent the time/frequency average
and δnm is the Kronecker delta (Lobkis and Weaver, 2001; Paul et al., 2005).
If one considers a series of sources randomly distributed in space, the average
is performed in space and the coefficients an are function of the location of
the sources. Considering two locations, x and y, the averaged correlation
between the wave-fields observed in x and y is:
〈u(x, t)u(y, t+ τ)〉 = 〈C(x, y, τ)〉 = 1
2
<
∑
n
F (ωn)Ψn(x)Ψn(y)expiωnτ (3.2)
where Ψn are the eigenfunctions, and < stands for the real part of.
If F is constant, the equation in 3.2 is similar to the time derivative of
Gx,y, i.e. the GF describing the propagation between x and y:
Gxy(τ) =
∑
n Ψn(x)Ψn(y)
sin(ωnτ)
ωn
for τ > 0
(3.3)
The equation 3.2 differs from equation in 3.3 for i) having a factor F/2 modi-
fying the spectrum, and for ii) the fact that the correlation supports negative
times τ .
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The first authors to present detailed arguments, supporting the equiv-
alence between the correlation of a diffuse wave-field and the GF of the
medium, are Lobkis and Weaver (2001) who also performed ultrasonic tests
to confirm their findings.
What Lobkis and Weaver (2001) observed is that at least the arrival times
of the direct Rayleigh wave and a reflected P-wave have been detected from
the correlation method, confirming that the GF is present in the correlations
of a diffuse field. However, Lobkis and Weaver (2001) considered the decon-
volution for the source function in their experiment, so information about
the source is needed.
Derode et al. (2003) studied the GF recovering from the correlations of
ultrasonic wave-field in an open scattering medium; in the case of a closed
cavity, they found the same result as Lobkis and Weaver (2001), but when ap-
plying absorbing boundary condition, the argument remains valid providing
that several distributed sources are used instead of a single point one.
With the mirror-experiment Derode et al. (2003) showed how to recover
GF from correlation of a diffuse wave-field in a open medium without invoking
a source deconvolution, but provided that the sources are distributed almost
homogeneously in the medium, thus to constitute a perfect time-reversal de-
vice. Similar results have been demonstrated for a volume-averaging of the
source (e.g. Roux et al., 2004b).
The equipartition requirement could not be valid for the surface waves,
because the fundamental Love and Rayleigh wave modes usually carry more
energy than the sum of all higher modes. After these considerations, Snieder
(2004) presented an alternative derivation of GF from correlations no more
based on normal modes. In his demonstration, the energy equipartition
among the modes is substituted by the requirement that scattered waves
propagate on average isotropically near the receivers, implying that the net
energy flux of the scattered waves is small. Since the scatterers act as sec-
ondary sources, he demonstrated that the main contribution to the wave-field
at two receivers comes from scatterers located close to the line connecting
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the receivers, after averaging over time, and possibly over different source
events, under the stationary phase approximation.
The acoustic and elastodynamic representations of GF in terms of cross-
correlations of wave- fields recorded at two receivers has been exactly derived
by Wapenaar and Fokkema (2006) and Wapenaar (2006), for a lossless arbi-
trary inhomogeneous medium without the diffusivity assumption. Wapenaar
(2006) considered a one-sided illumination for a inhomogeneous medium. In
this case, the inhomogeneous medium acts as a mirror, with complex phase
behavior, for the sources (all located continuously along an arbitrary open
surface); all the energy emitted by these sources are eventually reflected by
the complex mirror, thus compensating for the absence of sources from other
directions. This conclusion could be interesting for seismological applica-
tions, where the sources are not uniformly distributed neither in the volume
nor on a closed surface. But also aspects that may limit the accuracy of
the retrieved GF in practice have been highlighted: 1) an-elastic losses, 2)
finite source distribution on a surface, 3) finite recording times, 4) mutual
correlation and irregular source distribution.
More generalized situations, and theoretical results have been demon-
strated i) for cases in which the sources of the wave-field were arbitrarily
distributed on a surface of lossless fluid (e.g. Godin, 2006), ii) for attenuat-
ing, inhomogeneous and moving media (e.g. Godin, 2010).
An unified representation of Green’s functions in terms of cross corre-
lations, proposed as summary general demonstration has been proposed in
the complex work of Wapenaar et al. (2006). They demonstrated the valid-
ity of the method for applications to diffusion phenomena, acoustic waves
in flowing attenuating media, electromagnetic diffusion and wave phenom-
ena, elastodynamic waves in anisotropic solids and electrokinetic waves in
poroelastic or piezoelectric media.
Summarizing, the necessary condition of a diffusive wave-field is expressed,
in the case of elastic waves, by the energy equipartition of the different com-
ponent of the elastic wave-field (e.g. Sa´nchez-Sesma and Campillo, 2006;
Sa´nchez-Sesma et al., 2008; Gouedard et al., 2008). This condition is achieved,
in real seismological cases (e.g. Campillo, 2006; Larose et al., 2006), when
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either temporal or spatial averaging produces a randomization of the wave-
field, thus accounting for the contribution of: 1) random spatial distribution
of noise sources and/or by 2) multiple scattering phenomena occurring in
heterogeneous media.
In evaluating the amount of averaging necessary for the GF to emerge
in the cross- correlation, a theoretical estimate can be made if the sources
are random and uniformly distributed and/or in the case of equipartitioned
waves. In these cases, the convergence follows the square root of the length
of the data window used for computing the averaged cross- correlation func-
tions; the signal-to-noise ratio (SNR) of these latter ones is the quantitative
estimate of the convergence (e.g. Larose et al., 2004; Sabra et al., 2005c).
In passive seismology, experiments with cross-correlation methods have
been conducted using either earthquakes’ coda and seismic ambient noise.
Among the two types of signal, seismic noise presents anyhow the net
advantage that it can be recorded continuously in any location. However, it
has been noted that the ambient noise technique is sensitive to the azimuthal
distribution of sources and to their distance from the recording stations (e.g.
Pedersen and Kru¨ger, 2007).
In subsequent studies, numerical simulations with smooth distribution of
noise sources (Yang and Ritzwoller, 2008), and comparison between dis-
persion curves estimated from noise cross-correlation and earthquake data
(Bao et al., 2014), showed that the non-homogeneity distribution of the
noise sources is not an obstacle for the Green’s function (GF) retrieval, if
1) the SNR, in the noise cross-correlation functions, is sufficiently high, and
2) the correlation functions are averaged over long time spans. Nonethe-
less, the inhomogeneity of noise sources could still affect the measurements
for station-pairs whose separation is small once compared to the dominant
wavelengths, because for those scales the first Fresnel zone is broader and the
noise wave-field is likely to be less diffuse; under that circumstance, averaging
over even longer time intervals is required (Yao and Van Der Hilst, 2009).
In parallel to the above studies, over the past ten years numerous re-
searches addressed the extraction of the GF and the subsequent estimation
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of the surface waves dispersion curves from the correlation of seismic ambient
noise.
Shapiro and Campillo (2004) cross-correlated noise in the lower micro-
seism frequency band (< 0.1 Hz) for a sparse network of broadband sta-
tions in the USA, then recovering the fundamental-mode dispersion curve of
Rayleigh wave and opening the way toward seismic ambient noise tomogra-
phy.
In a subsequent work, Shapiro et al. (2005) cross-correlated long sequences
of seismic ambient noise both in the primary and secondary microseism fre-
quency band to derive maps of the Rayleigh-waves group velocities which
allowed imaging the crustal structure beneath California down to depths of
about 20 Km.
Other results for California using the microseism frequency band 0.05−0.2
Hz are those by Gerstoft et al. (2006b), Zhang and Gerstoft (2014), Ma et al.
(2008), and Sabra et al. (2005b). In particular, this latter work outlined the
importance of the station-pair orientation when the noise sources are direc-
tional, as it is the case for California where secondary microseism sources are
mostly aligned along the coast line.
The method has been further applied to a variety of geological/geograph-
ical contexts and scales, including the deep structure of the Yellowstone
caldera (Stachnik et al., 2008; Seats et al., 2012), the Cascadia subduction
zone (Calkins et al., 2011), the northern Baltic Shield (Poli et al., 2012), the
South-East Tibet (Yao et al., 2006, 2008), Southern China (Zhou et al., 2012;
Bao et al., 2014), the Canterbury Plains in New Zealand (Savage et al., 2013),
the Soultz-sous-Foreˆts geothermal basin (Calo` et al., 2013), the near-surface
Vahall oil field in Norway (Mordret et al., 2013), Central Europe (Verbeke
et al., 2012) and the Italian peninsula (Li et al., 2010).
The time-domain Green’s Functions (GFs) obtained from the Noise Cor-
relation Function (NCF) are usually dominated by Rayleigh waves, as the
latter ones represent the main component of the seismic ambient noise (see
chapter 1). Subsequent time-frequency processing of the GFs yields esti-
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mates of the group velocities; phase velocities are less considered, since the
emergence of the initial phase in the NCF is not fully understood.
Information about the phase velocities can be achieved with a different
approach, that is based upon a formal relationship between phase velocities
and frequency-domain correlation coefficients. This latter method, named
Spatial Auto-Correlation technique (SPAC), was originally formulated by
Aki (1957), and further developed / modified in a plethora of subsequent
studies (e.g. Asten, 2006; Cha´vez-Garc´ıa et al., 2005; Ekstro¨m et al., 2009).
In this thesis I adopted both NCF and SPAC methods, whose algorithms
and assumptions are detailed in the following sections 3.2 and 3.3.
3.2 Time-Domain Noise Cross-Correlation Func-
tion (NCF) technique
For evaluating the broad-band cross-correlation functions (NCF) of ambient
noise and subsequent group velocity dispersion curve, I followed the pro-
cedures suggested by Bensen et al. (2007). The calculation is subdivided
into 4 steps: 1) single station data preparation (pre- processing), 2) cross-
correlation and temporal stacking, 3) measurements of group velocity disper-
sion curves (GVDC), 4) quality control.
3.2.1 Noise Data pre-processing
In a preliminary phase, data from each station are de-meaned, de-trended,
corrected for the instrument response and band-pass filtered in the frequency
band of interest (in the case of this work, in the secondary microseism band
0.1− 1 Hz). Usually this pre-processing is conducted over daily time-series.
The next step consists in removing, from the ambient noise records, the sig-
nals of earthquakes, non-stationary noise and instrument disturbances which
could bias significantly the estimate of the NCFs. This procedure has to be
data-adaptive, since the signals that one wants to remove occur randomly.
Among the different techniques accomplishing this goal, a popular one is the
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one-bit normalization, that preserves only the sign of the waveform (Larose
et al., 2004; Shapiro et al., 2006). After several tests, however, I decided
to adopt a different procedure, namely the running- absolute-mean (RAM)
normalization as described in Bensen et al. (2007). The RAM normaliza-
tion computes the running-average of the absolute value of the time series dj
within subsequent time windows of fixed length, and weight the waveform at
the center of the window by the inverse of the average.
Let the length of the normalization window be L = 2N +1, corresponding to
the half of the maximum period of the pass-band filter (Bensen et al., 2007);
then, the normalization weight for the generic n− th time sample is:
wn =
1
2N + 1
n+N∑
j=n−N
|dj| (3.4)
The normalized signal at the n − th time sample is thus d˜n = dn/wn. The
width L of the normalization window represents the amount of the amplitude
information that the user wants to preserve. If it is set to L = 1, then the
RAM will be equivalent to the one-bit normalization.
After time-domain normalization, spectral normalization (whitening) is
applied. The spectral normalization is aimed at equalize individual frequen-
cies thus producing a broad-band signal. Whitening consists of weighting the
complex spectrum by a smoothed version of the amplitude spectrum, thus
broadening the band of ambient noise and contrasting the effects of possible
persistent monochromatic sources.
3.2.2 Cross-correlation and Temporal Stacking
Once the noise waveforms are pre-processed, the next step of the NCF tech-
nique consists in cross-correlating all the available n(n − 1)/2 pairs of sta-
tions, where n is the number of stations. This process is extended over the
entire observational time span. The cross-correlations are performed over
non-overlapping time windows, whose length must be longer than the ex-
pected travel-times for surface waves propagating from one site to the other.
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For this work, I adopted a window length of 600 seconds. Cross-correlations
are computed in the frequency domain, through multiplication of the com-
plex spectrum of one station by the conjugate spectrum of the other station
of the pair. Then, the resulting spectrum is transformed back to the time
domain.
Individual cross-correlations are then stacked on a daily base, and further
stacked over the entire observational period.
The result is a two sided time-series, defined for both positive causal
and negative acausal time lags. These two portions represent the waves that
propagate from station A to station B or vice-versa; if the wave-field is diffuse
(as theory would require) the two NCF segments should be symmetric. Actu-
ally, an asymmetry in the amplitude and frequency content is often observed.
The stacking procedure increases the SNR of the NCFs: the longer the
length of the stacking period, the higher the SNR.
The Signal-to-noise ratio (SNR) of the NCF is measured to quantify the
emergence of the Green’s functions and to evaluate errors in the subsequent
estimates of the group velocity dispersion curves (GVDC). For this work,
I referred to Sabra et al. (2005a) definition of SNR, which is computed by
dividing the maximum amplitude of the envelope of the NCF, in a 50 seconds
window centered around the main arrival, by the root-mean-square (RMS)
of the noise time window of equal length trailing the end of the NCF. The
trailing noise is preferred instead of the leading one, because the former is
less signal-dependent than the latter one (Bensen et al., 2007; Garus and
Wegler, 2011). The SNR of the GFs is proportional to the square root of
the stacking time. This fact has been demonstrated experimentally (Roux
et al., 2004a; Sabra et al., 2005a; Gerstoft et al., 2006b; Garus and Wegler,
2011), numerically (Larose et al., 2006), and through theoretical analysis
(Snieder, 2004). The SNR value is also a measure of the reliability of the
subsequent dispersion measurements. Therefore, the computation of the SNR
as a function of frequency is useful to quantify the emergence of the GFs in
different frequency bands. The value of the SNR for different frequency bands
is called spectral SNR, and it is computed by first applying narrow band-pass
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filters to the stacked NCFs and then computing the SNR for each band-pass
filtered correlation functions.
3.2.3 Measurements of Group-Velocity Dispersion Curves
The time-stacked NCF represents an estimate of the GF, which is then used
to measure the group velocity dispersion curve (GVDC) for each station-
pair. This task is accomplished through frequency-time analysis (FTAN)
(e.g. Dziewonski et al., 1969; Levshin et al., 1992; Levshin and Ritzwoller,
2001; Bensen et al., 2007).
In the implementation of FTAN, the first step consists in the compres-
sion of the two sides of stacked NCF, i.e. in the averaging of the causal
and acausal parts to produce a one- sided signal which is referred to as the
symmetric signal.
In the second step, the analytic signal wa(t), of the one-sided NCFs w(t),
is calculated as follows:
wa(t) = w(t) + iH(t) = |A(t)|eiφ(t) (3.5)
where H(t) indicates the Hilbert transform of w(t).
The third step consists in transforming the wa(t) into the frequency do-
main, and band-pass filtering using narrow Gaussian filters spanning the
whole frequency band of interest (0.1−1 Hz in the present case). For a refer-
ence frequency ω0, the corresponding Gaussian filter has the form (Dziewon-
ski et al., 1969):
G(ω) = exp
{
−α
(
ω − ω0
ω0
)2}
(3.6)
The parameter α controls the width of the filter, and it is commonly selected
as a function of the inter-station distance (Levshin, 1989).
After inverse transformation back to the time-domain, the set of narrow-
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bandpassed analytic signals allows deriving the 2-D envelope function as a
function of time and frequency: A(t, ω0) = |wa(t, ω0)|2. For each frequency,
the maxima of that function occur at the arrival time τ(ω0) of the monochro-
matic wave-packet, from which an estimate of the group velocity is obtained
as U(ω0) = r/τ(ω0), where r is the inter-station distance.
3.2.4 Quality Control and Selection Criteria
The inter-station distance is the key-factor conditioning the frequency range
where the dispersion of surface wave can be correctly measured. Given a
frequency f , when the inter-station distance r is less than 2 (e.g. Shapiro
et al., 2005) or 3 (e.g. Lin et al., 2007) times the dominant wavelength λ
at that frequency, the NCF tends to degenerate in an autocorrelation, thus
preventing any information to be retrieved. This because of the interference
between the signals at positive and negative lags and the spurious precursory
arrivals at long periods. As a consequence, there is a low-frequency bound to
be taken into account, below which degradation of dispersion measurements
are observed: fmin = 3c/r, where c is phase velocity.
Another key factor is represented by the temporal repeatability of the
NCF measurements. The sources of microseisms change in time, thus pro-
viding different conditions for the measurements; therefore the repeatability
of a measurement indicates its reliability. It is, therefore, useful to quantify
the seasonal variability of each measurement and then to equate this with the
measurement uncertainty (Yang et al., 2007; Lin et al., 2007; Bensen et al.,
2007).
To compute seasonal variability, the NCFs, for a given station-pair, are
stacked over 3-month-long time windows shifted by 1 month (for example
January-February-March, February-March-April, etc.) spanning the entire
data set. For each three-month NCF block, the spectral SNR is computed
and the dispersion curve is estimated.
For any given frequency, the velocity measurement is accepted if there are
more than 1+Nm/2 (Nm is the half-length of the dataset in months) 3-month
stacks whose SNR exceeds a threshold which is usually between 10 and 20 dB.
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For dispersion measurements that meet this condition, the standard deviation
of the group velocities using the 3-month blocks is computed. Finally, the
measurements with standard deviation of the group velocity higher than a
threshold value (depending on the precision sought) are discarded.
Following the aforementioned selection criteria, it is possible to identify
the more reliable frequency bands for the dispersion measurements, and to
obtain a quantitative estimate of the associated errors.
3.3 The Spatial Auto-Correlation (SPAC) Method
The estimation of the phase velocity dispersion curves from cross-correlated
seismic ambient noise is usually operated with the spectral approach known
as SPatial Auto-Correlation (SPAC) technique (Aki, 1957). This approach
is able to resolve velocities at inter-station distances shorter than one wave-
length.
The SPAC method was first introduced by Aki (1957, 1965), who de-
scribed the theoretical background for different propagation cases (station-
ary waves with constant velocity, dispersive waves having a single or multiple
velocity for each frequency, polarized waves, isotropic and plane waves) and
describing the result of applications to the cultural seismic noise recorded
at Tokyo. The core of the technique is to record seismic ambient noise at
an array of stations, and then compute the cross-correlation functions be-
tween all the different pairs of stations at the same offset, thus sampling
different azimuths. Under the assumption that the wave-field is stationary
and stochastic in space and time, Aki (1957) demonstrated that the ratio of
the azimuthally-averaged spatial correlation function and the autocorrelation
function at a reference station is related to the zero-order first-kind Bessel
function by the simple relationship:
ρ(r, ω0) = J0
(
ω0
c(ω0)
r
)
(3.7)
where ρ(r, ω0) is the azimuthal average of the normalized zero-lag corre-
lation coefficients evaluated at the frequency ω0 between a set of receivers
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separated by the same distance r.
The above equation 3.7 is the key formula for SPAC method; it shows that
the dispersion curve c(ω0) can be obtained directly from the measurement of
ρ(r, ω0) at various frequencies ω0. The azimuthal average has to be practically
interpreted as the averaging of the autocorrelation coefficients for station-
pairs with equal distances but oriented at different azimuths.
The SPAC method, in its original formulation and further extensions,
has been applied to many different contexts and scales; among the numerous
studies, I recall the applications to volcanic edifices (e.g. Stromboli, Chouet
et al. (1998); Kilauea, Ferrazzini et al. (1991)), urban environments (Morioka
city in Japan, Yamamoto (2000); Grenoble sedimentary basin, Bettig et al.
(2001); Brussels is Belgium Wathelet et al. (2004); Thessaloniki city in Greece
Apostolidis et al. (2004); Beijing in China, Wang et al. (2014)), alluvial
valleys (Cha´vez-Garc´ıa et al. (2006)); Ko¨hler et al. (2007)), the subduction
zone of Western Washington (Calkins et al., 2011).
3.3.1 SPAC Implementation
Henstridge (1979) established the frequency range of validity of the SPAC
method, stating that the product between the inter-station distance and the
wavenumber rk = r(ω/c(ω)) must lie in the range 0.4− 3.2. This condition
can alternatively be expressed in terms of the wavelength λ as:
2 ≤ λ
r
≤ 15.7 (3.8)
because the errors in J0(rk) are greatly magnified outside this range. The
upper limit in 3.8, expressed also as r ≥ λ/15.7, indicates that wavelengths
that are too large, once compared to the inter-station distance, cannot be
properly resolved. On the other hand, the lower limit, r ≤ λ/2, represents
the spatial Nyquist limitation, bounding the validity at higher frequencies.
The first application of the methods involved circular arrays with a refer-
ence station at the center (e.g. Aki, 1957). Okada (2006) found that isosceles
triangular array is the most efficient geometry, with the upper frequency
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limit corresponding to the frequency at which the SPAC curve takes its first
minimum. Up to this limit (wavenumber or frequency), the error, due to
the non-continuous spatial sampling of the real array, is comparable to that
associated with an infinite number of stations as stated by the theory.
Subsequently, other regular array geometries have been used, for in-
stance the semi-circular (e.g. Saccorotti et al., 2003) and hexagonal ones
(e.g. Roberts and Asten, 2004). Bettig et al. (2001) developed the modified-
SPAC method which allows arbitrary array layouts; he computed the average
of the spatial autocorrelation coefficient on rings of discrete thickness in the
plane (r, ψ) (polar coordinates), thus dividing the array into several equiva-
lent semicircular sub-arrays defined by the pairs of stations whose distance is
included in the discrete thickness of a ring. An application of this modified-
SPAC, made for the 3-components data, can be found in the work of Ko¨hler
et al. (2007).
Of particular relevance is the work by Cha´vez-Garc´ıa et al. (2006), who
showed that it is possible to get reliable results using in-line array configura-
tion, provided the wave-field propagates with almost equal power in different
directions. Under this hypothesis, long-enough records are assumed to sam-
ple all the different directions, thus allowing the substitution of the azimuthal
average of the spatial autocorrelation coefficients with a temporal average.
A note must be made on the imaginary part of the SPAC-coefficients, that
should ideally be zero for a sufficiently dense, circular array and/or a suffi-
ciently isotropic wave-field. These two situations are difficult to encounter in
practical cases. Thus, the non-zero imaginary part of the SPAC-coefficients
provides a quality-control indicator (Asten, 2006) about:1) an indication of
insufficient spatial averaging, 2) an empirical measure of the level of the error
in SPAC, 3) an indication of a azimuthally non-uniform power of the seismic
noise wave-field (Cox, 1973).
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3.3.2 SPAC and the Green’s Functions
This section presents the relationship linking the autocorrelation coefficients
and the GFs.
The application of the SPAC is based upon the assumption that the wave-
field is stationary both in time and space.
Under these conditions, the azimuthally-averaged autocorrelation func-
tion can be replaced by the averaged autocorrelation function taken for a
single stations-pair. As a consequence, SPAC is expected to work also when
applied to a sufficiently long noise window recorded at a single pair of stations
(e.g Cha´vez-Garc´ıa et al., 2005; Ekstro¨m et al., 2009; Calkins et al., 2011),
thus becoming the spectral equivalent of the NCF technique (e.g. Cha´vez-
Garc´ıa and Rodr´ıguez, 2007). Thus, if ux(ω) is the spectrum of the wave-field
recorded at a x-position, the time averaged cross-spectrum (corresponding to
a cross-correlation in time domain) between the sites A and B, separated by
the distance r, at the angular frequency ω0, can be represented by:
〈uA(ω0)u∗B(ω0)〉 = P (ω)J0
(
ω0
c(ω0)
r
)
(3.9)
where the ∗ is the complex conjugate symbol, P (ω) is power spectral density
of the wave-field and the brackets 〈·〉 represent the ensemble average.
Let us consider the Green’s function GAB(ω) in the frequency domain for
the two stations in A and B, for the Rayleigh waves (Morse and Feshbach,
1953; Sa´nchez-Sesma and Campillo, 2006; Prieto et al., 2009):
GAB(ω) = −1
4
µ[Y0(kr) + iJ0(kr)] (3.10)
where Y0 and J0 are respectively the the second kind and the first kind
Bessel functions of zero order, and µ is the shear modulus. It is shown,
that normalizing the left term in equation 3.9 by the common power spectral
density, P (ω), should give the imaginary part of the GF, as also found by
Gouedard et al. (2008). In real observations the ambient noise wave-field
spectral power is not a-priori known, but it can be approximated by the
spectral average observed at the two sites. This choice of approximation lead
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to the definition of the complex coherence γAB(ω) (Yokoi and Margaryan,
2008; Prieto et al., 2009) as:
γAB(ω) =
〈
uA(ω)u
∗
B(ω)
〈|uAω|〉〈|uBω|〉
〉
∝ J0
(
ω
c(ω)
r
)
(3.11)
The complex coherence corresponds to the Fourier transform of noise cross-
correlation function (NCF), in time domain, of the pre-whitened waveforms
(Prieto et al., 2011).
In the ideal case of an uniform and equipartitioned wave-field, the NCF is
symmetric (see section 3.1) and the imaginary part of its Fourier transform
(or the complex coherence) is zero for all frequencies; as a consequence, the
non-zero imaginary part of the complex coherence can be seen as a quality
control of the method, as discussed at the end of the section 3.3.1
One crucial difference between the modified SPAC and the NCF is the
wavelength scale, that for the former is ruled by the Henstridge (1979) cri-
terion in 3.8 and should be longer than the inter-stations distance, while for
the NCF should be shorter than the inter-stations distance, as seen in section
3.2.4.
Once computed the SPAC-coefficients for all the available station-pairs
of the array, it is possible to measure the phase-velocity dispersion curve
(PVDC) using the key-SPAC-formula 3.7, or the 3.11 formula when the time-
averaged version with complex coherence is preferred.
In this thesis I applied the modified-SPAC method to an arbitrary-shaped
array, using the complex coherence. The processing of the data has been the
same as for the NCF technique, described in the section 3.2.1. The inversion
for the PVDC has been performed following two different approaches, that
allow the estimate:
1. an average PVDC for the array-area (detailed in section 3.3.3),
2. PVDCs for each single station-pair profile (detailed in section 3.3.3).
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3.3.3 SPAC-Inversion for Array-Average
The inversion procedure, described here, leads to the estimation of an average
phase-velocity dispersion curve (PVDC) corresponding to the underground
structure considered constant under the entire array of seismic stations.
The concept is to minimize the difference between the SPAC-coefficients
and the function J0
(
ω
c(ω)
r
)
, in order to find the best estimate of the PVDC
c(ω).
The problem can be rewritten in the standard notation form d0 = g(p),
where d0 is the data vector of the SPAC-coefficients, p the vector of the
model parameters to be found (c(ω)) and g(·) is the function relating d0 and
p, that is the zero-order Bessel function of the first kind J0(·). The vector d0
has dimension Nf ∗Nr× 1, where Nf is the number of frequencies and Nr
is the number of the pairs of stations. The vector p has dimension Nf × 1.
The solution for this non-linear problem is found using the following iterative
algorithm (Tarantola and Valette, 1982; Bettig et al., 2001; Cha´vez-Garc´ıa
et al., 2005):
pk+1 = p0+Cp0p0G
T
k (Cd0d0+GkCp0p0G
T
k )
−1[d0−g(pk)+Gk(pk−p0)] (3.12)
where k is the iteration-step index and the superscript T means the trans-
pose of a matrix. The starting point (k = 0) is to chose an a-priori model
parameters p0, that can be a known PVDC for the area or a theoretical curve
sufficiently close to reality. The estimate of the p at the k+1 step is obtained
by considering:
 the covariance matrix of the parameters (Cp0p0),
 the covariance matrix of the data (Cd0d0),
 the g(·), i.e. J0(·), computed for the preceding step parameters pk,
 the matrix Gk containing the partial derivatives of the model function
(g(p)) with respect to the parameters pk.
For the cases considered in this work (expressed by equations 3.7 or the 3.11),
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the matrix G is:
G =
∂g(p)
∂p
=
ωr
c2(ω)
J1
(
ωr
c(ω)
)
(3.13)
The dimension of G is (Nf ∗Nr)×Nf . In order to guarantee the smoothness
of the final PVDC, and thus the most likely solution, the covariance matrix
of the parameters has this expression, proposed by Tarantola and Valette
(1982):
Cp0p0(ω, ω′) = σ2exp
[−(ω − ω′)2
2∆2
]
(3.14)
This expression indicates a smoothing in frequency of the matrix Cp0p0 at the
frequency ω′, controlled by the frequency smoothing window ∆ and a maxi-
mum accepted change σ of each parameter p = c(ω) between two iterations.
This filter privileges neighboring frequencies, instead of distant ones.
The variances resulting from the measurements of the SPAC-coefficients
are collected in the Cd0d0 matrix.
Finally, the a-posteriori covariance matrix Cpp is computed to estimate
the errors on the parameters (Tarantola and Valette, 1982; Bettig et al., 2001;
Cha´vez-Garc´ıa et al., 2005):
Cpp = Cp0p0 −Cp0p0GT (Cd0d0 + GCp0p0GT )−1GCp0p0 (3.15)
3.3.4 SPAC-Inversion for Individual Profiles
The algorithm for the determination of the PVDCs related to individual
station-pair profiles is based on Ekstro¨m et al. (2009), except for the prepro-
cessing of data, that is the one described in section 3.2.1. For this inversion,
data are represented by complex coherence estimates.
First, the complex cross-spectrum of a couple of stations (equation 3.11) is
computed. The inversion for c(ω) is performed by equating the zero-crossing
of the real spectrum of the SPAC-coefficients to the zero-crossings zn of the
Bessel function J0
(
ω0
c(ω0)
r
)
. This directly yields the estimate of phase velocity
as:
c(ωn) =
ωnr
zn
(3.16)
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The recognition of the actual zero-crossing in the observed SPAC-coefficients
can be challenging, causing missed or extra zeros. As a consequence, Ekstro¨m
et al. (2009) suggests to estimate a number |m| of PVDCs, in order to account
for extra m > 0 or missed m < 0 zeros crossing, zn+2m. The evaluated c(ωn)
can be divided into two curves, one for the negative-to-positive zero-crossings
and the other for the positive-to-negative. The criteria for evaluating the va-
lidity of the measurements of the dispersion curves are: i) the smoothness,
ii) the continuity and iii) an acceptable velocity values Ekstro¨m et al. (2009).
Furthermore, the distance between up-going and down-going zeros at each
frequency is used as a selection criterion.
Chapter 4
Secondary Microseism at the
Larderello-Travale Geothermal
Field (LTGF): characterization
and variability
This chapter describes the experimental data used for this thesis. First, I
present an overview of the area where the experiment was conducted, that is
the Larderello-Travale geothermal field (LTGF; Tuscany, Italy). Then, I de-
tail the data-collection procedures, and the subsequent archiving procedures.
Last, the main characteristics of the observed secondary microseisms are re-
ported.
4.1 Geological-Geophysical Frame of the LTGF
The Larderello-Travale Geothermal Field (LTGF) is located in southern Tus-
cany, on a structural high within the northern pre-Apennine belt. The LTGF
is the most ancient exploited geothermal field in the world (e.g. Lund, 2004).
The first industrial exploitation began in 1818 with the extraction of boric
acid from geothermal vents, and geothermal electricity (250 kW geothermo-
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electric unit) was first commercialized in 1913 (Arias et al., 2010). Thus
far, the reservoir is exclusively exploited by ENEL (the former Italian gov-
ernmental power company) using more than 200 wells, reaching a maximum
depth of about 4 km below the surface.
From the geological point of view (see figure 4.1a), 3 regional tectonos-
tratigraphic elements outcrop and overlie the metamorphic substratum (Ba-
tini et al., 2003). In reverse chronological order, these are:
1. continental to marine sediments filling up the extensional tectonic de-
pressions (Late Miocene to Pliocene and Quaternary);
2. the Ligurian Complex, that was thrust eastwards over the Tuscan Do-
main (Late Oligocene-Early Miocene). The Ligurian Complex is com-
posed by: Ligurian Units and Sub-Ligurian Unit. The Ligurian Units
are composed of Jurassic oceanic basement and its pelagic sedimentary
cover. The Sub-Ligurian Unit is composed by limestones and clays be-
longing to a paleogeographical domain interposed between the Ligurian
Domain and the Tuscan one.
3. the Tuscan Nappe, that is related to the sedimentary cover of the Adria
continental paleomargin (Late Triassic-Early Miocene) detached along
the Triassic evaporites and thrust over the paleogeographical domains
during the Late Oligocene-Early Miocene.
The Tuscan metamorphic complex is the substratum of the LTGF. It is
composed of 2 metamorphic units:
1. the Upper Monticiano-Roccastrada Unit, composed by:
(a) The Verrucano Group: phyllites and metacarbonates (Upper Tri-
assic) related to marine litoral facies, and continental quartzites
and quartz conglomerates (Middle-Early Triassic); this group is
imbricated in duplex structure;
(b) The Phyllites-Quartzite Group: phyllite and quartzite (Paleozoic)
affected by greenschist metamorphism;
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(c) The Micaschist Group: micaschists and quartzites with amphibo-
lite zones (Paleozoic) affected by Hercyan metamorphism.
2. the lower Gneiss Complex: gneiss and paragneiss with intercalation of
amphibolites and orthogneiss not affect by any orogenetic metamor-
phism.
Contact aureoles have been created by dykes emplaced (Pliocene) in the
metamorphic substratum. These dykes have been reached by deep borehole
exploration (e.g. Bertani et al., 2005).
Figure 4.1b illustrates the stratigraphic-tectonic setting of the LTGF,
after Bertini et al. (2006).
The LTGF is a superheated-steam geothermal system, where the reser-
voir is filled with dry vapour, and whose pressure is much lower than the
hydrostatic gradient. The total area is about 70× 70Km2 with a production
of total steam flow rate over 4700 t/h (Arias et al., 2010). The produced
geothermal fluids have temperatures ranging between 150-260 and pres-
sure between 2–15 bar (high enthalpy). The composition of these fluids are
mainly superheated water steam and minor gases (max 15 % by weight) es-
sentially made up of CO2 and H2S (e.g Minissale, 1991; Batini et al., 2003).
According to Cameli et al. (1993, 1998), the micro-fracturing associated with
the continuous microseismic activity of the area overwhelms fracture enclo-
sure caused by the deposition of hydrothermal minerals, thus guaranteeing
perduration of the permeability.
There are two recognized and exploited geothermal reservoirs in the LTGF.
The superficial reservoir (0.5-1.5 Km depth, and 250) is located between
the Late Triassic evaporites and the Jurassic carbonatic formations; the cover
of this reservoir is represented by the Tuscan Nappe, the Ligurian Units
and Miocene-Pliocene sediments (e.g. Batini et al., 2003). The superficial
reservoir experienced a decline in production in the ’70s, so that the explo-
ration was directed toward the deepest reservoir (De Matteis et al., 2008).
The presence of such deep reservoir, at 3-4 Km depth, was then confirmed
through several wells (Sesta 6bis, Travale Sud 1 and Montieri 4 1), exhibit-
1for the location of the exploration wells see figure 4.4
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(a)
(b)
Figure 4.1: Geological settings of the Larderello-Travale Geothermal Field (Tus-
cany, Italy). Figure 4.1a: 1—Quaternary continental sediments; 2—Pliocene ma-
rine sediments; 3—Miocene continental and marine sediments; 4—Ligurian units
l.s. (Jurassic- Eocene); 5—Tuscan Nappe: Late Triassic- Early Miocene sedi-
mentary sequence; 6—Tuscan Nappe: Late Triassic basal evaporite (Burano Fm.);
7—Palaeozoic Phyllite- Quartzite Group (MRU 2 ) and Triassic Verrucano Group
(MRU 3 ); 8—Normal faults; 9—Main geothermal fields; 10—Trace of geological
cross-section. (MRU 1 )—Palaeozoic Micaschist Group; (GC)–Gneiss Complex,
after Batini et al. (2003). Figure 4.1b: stratigraphic-tectonic setting of the LTGF,
after Bertini et al. (2006).
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ing pressures up to 70 bar and temperatures ranging between 300 and 350
(Barelli et al., 1995, 2000). This reservoir is located within the metamor-
phic basement, in correspondence of a wide contact metamorphic aureole.
The extension of the deep reservoir toward South-West was verified by the
deep-exploratory well (4.379 Km) PZ 2, located at ∼ 5 Km South-East of
Larderello (Bertani et al., 2005).
The metamorphic basement and the overlying calcareous-anhydrite for-
mations represent a structural high (Bertini et al., 1994) constituted by high-
density rocks (about 2.7g/cm3), but characterized by a wide negative gravi-
metric anomaly; that anomaly has been interpreted in terms of a partially-
molten, low-density body with temperatures up to 800 (Baldi et al., 1995).
The top of the negative anomaly is located at depths ranging between 3
km (below the central sector of the LTGF (Cameli et al., 1998)) to 8 Km,
and it correlates well with the K-horizon, a seismic marker appearing as
a rather-continuous reflector of high amplitude and frequency, which sepa-
rates a poorly reflective upper-crust from a highly–reflective mid-lower crust
(Cameli et al., 1993; Brogi et al., 2003). This reflector presents bright spots
and a sharp decrease in acoustic impedance (Batini and Villa, 1985; Liotta
and Ranalli, 1999). The reason for this high reflectivity is still debated.
Some authors (e.g. Batini and Villa, 1985; Brogi et al., 2003) assert that it
represents the seismic signature of a fractured zone containing fluids under
pressure, associated with a brittle/ductile transition zone of the rocks caused
by the high temperature gradient.
Another significant reflector (the H-horizon) is found at 2-4 Km depth,
with amplitude features which are similar to those of the K-horizon. The
H-marker corresponds to the contact aureole of the Pliocene granites. The
wells that reach this marker show temperatures between 300–350 °C and su-
perheated steam entries with flow rates of more than 50 ton/h (Bertini et al.,
2006). The H-marker is explained as a fossil K-horizon (e.g. Calcagnile and
Panza, 1980; Baldi et al., 1995; Bertini et al., 2006); since it has associated
the most voluminous steam storage systems, it represents the current target
of geothermal exploration.
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Figure 4.2 illustrates the K- and H-horizons as evidenced by a seismic
profile crossing the LTGF.
Figure 4.2: Example of one seismic stack section of LTGF, relative to a seismic
survey conducted in 2003 and published by Cappetti et al. (2005). Here both the K
and H horizons are marked.
4.1.1 Seismological Studies
The seismicity of geothermal areas often exhibits a different behaviour from
the surrounding regions (Foulger, 1982), likely representing crustal sectors
where regional stresses are released at a different rate. This consideration
well applies to LTGF, whose seismicity is significantly higher than that ob-
served in the adjoining areas. The two most significant (M > 5) historical
earthquakes occurred in 1414 and 1724, with equivalent magnitudes of 5.6
and 5.4, respectively (see http://emidius.mi.ingv.it/DBMI11/).
During the 70’s, ENEL began a program of instrumental monitoring of
the exploration and production cycles. These data report low- to moderate-
intensity earthquakes (M< 4) widespread throughout the geothermal area;
hypocentral depths are rather shallow (< 10 km), and they do generally fol-
low the K-horizon, though shallower clusters of seismicity are reported for
the southernmost part of the geothermal field (e.g. Batini et al., 1985; Con-
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sole and Rosini, 1998; Saccorotti et al., 2013).
Since the late 70’s, the reinjection of waste water into the production
wells has caused a significant increase of the general seismicity rate, and
a clear correlation between volume of water injected and event count was
observed. Nonetheless, no change in the frequency of occurrence for events
of magnitude ML ≥ 2.0 was evident (Batini et al., 1985).
In addition to the results from active reflection and/or refraction seismic
surveys (Cappetti et al., 2005; Casini et al., 2009)), the seismic imaging of
the LTGF has been improved by several passive 3-D tomographic studies.
A deep structure, with P-wave velocity 6-6.5 Km/s, with a convex shape
dipping towards N-E and S-E was recovered by Vanorio et al. (2004). By an-
alyzing Vp/Vs, Vp×Vs together with earthquake clusters, these authors found
evidences for an overpressure zone at 5-6 Km depth around the Travale well,
for which the higher porosity at depth is supported by pore fluid pressure
(De Matteis et al., 2008). Fractured steam-bearing formations have been in-
ferred under Lago and the Miniera Padule-Travale areas, at depths ranging
from 2 to 5 Km. These formations were evidenced by low value of P-wave
velocity (3.5-5.2 Km/s) (Vanorio et al., 2004) causing low Vp/Vs. De Matteis
et al. (2008) also found higher but less frequent Vp/Vs anomalies at shal-
low depths, due to the higher Vp and low Vs. These latter anomalies were
interpreted in terms of condensation zones and/or zones affected by water
recharge.
4.2 The GAPSS Experiment
The data used in this thesis have been collected in the frame of GAPSS
(Geothermal Area Passive Seismic Sources) project, conducted by the Italian
Istituto Nazionale di Geofisica e Vulcanologia (INGV). The GAPSS project
started on early May, 2012, and was decommissioned in late October, 2013.
The experiment was mostly aimed at testing robustness and feasibility of
passive seismological techniques to the evaluation of the geothermal poten-
tial, using a test area for which the subsurface rock properties are already
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constrained through the existing geological and geophysical information.
During the time interval that I accounted for, the GAPSS experiment
consisted of a large- aperture seismic array of 11 temporary stations, com-
plemented by two permanent stations (Trifonti-TRIF and Frosini-FROS) per-
taining to INGV’s National Seismic Network (RSN). The total area spanned
by the depolyment is about 50× 50 Km, and the average station spacing is
on the order of 10 km. A map of the GAPSS array is reported in figure 4.3.
Figure 4.3: Map of the GAPSS broad-band seismic stations array at the LTGF.
The indicated lithologies are referred to the ones described in the section 4.1. After
Piccinini et al. (2013).
During the late part of the experiment (April - October 2013), 10 addi-
tional stations were added, but they were not used for the analyses conducted
in this thesis.
All the temporary stations were equipped with Reftek RT-130 digitizers
connected to either broadband (Trillium-compact-120s; TR120) or intermediate-
period (Lennartz LE3D-5s;LE5) seismometers (figure 4.5). The 2 RSN sta-
tions consisted instead of GAIA2 digitizer equipped with broadband, Nano-
metrics Trillium-40s (TR40) seismometer. Details for all the seismic stations
are reported in table 4.1. All the temporary stations were provided by the
RE.MO. (Mobile Seismic Network) facility at INGV-CNT (Centro Nazionale
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Figure 4.4: Map of the Larderello-Travale area, showing the location of the ex-
ploration wells (red symbols) considered in this thesis with respect of the location
of the seismic stations of the GAPSS array (yellow symbols).
Terremoti).
(a) (b)
Figure 4.5: Examples of sensor installation: 4.5a Nanometrics Trillium-
Compact-120s; 4.5b) Lennartz 3D-5s
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4.3 Data Collection and Organization
All the temporary stations worked in stand-alone mode, storing data on
internal compact flash disks which were substituted approximately every 45
days.
Figure 4.6 shows the chronogram of the array’s operation throughout the
period analysed in this thesis (May 2012-March 2013). The major failures
occurred during June-July 2012 period, because of the high temperatures
reached by the instruments at many sites, such as LA01, LA04, LA06 and
LA10 (figure 4.7). On November, 2012, 3 sensors were flooded (LA06, LA07,
LA09), thus forcing a relocation of the stations. Heavy rain, and the conse-
quent loss of soil rigidity, also caused tilting of a few other sensors. Additional
failures include the theft of the digitizer at site LA08, and the unknown-origin
fire of the digitizer at site LA02.
The preparation of the data archive proceeded according to the following
steps:
1. conversion from the Reftek to the SAC©(Seismological Analysis Code)
format (Goldstein et al., 2003; Goldstein, 2005);
2. for each station and channel, merging of individual data streams into
day-long SAC©data files;
3. deconvolution for the instrument response (the characteristics of the
different sensors and digitizers are shown in tables 4.2 and 4.3, respec-
tively).
4. trend and mean removal;
5. anti-alias filtering (2 poles zero-phase Butterworth filter, with corner
frequencies 0.008-1.5 Hz);
6. data decimation from the original sampling rate of 125 sps to 5 sps (sps
= samples per second).
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Figure 4.6: Chronograph of operativity of the GAPSS stations from 11 May 2012
to 31 March 2013. The red dots correspond to the missing data.
Figure 4.7: Graph of the temperature of the LA01 station, for the period 18 July
2012- 11 March 2013.
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Instrument Poles Zeros Ground Motion
Sensitivity[V sm−1]
Nanometrics -3.691e-02±i3.712e-02 0.0
Trillium 120SP -371.2 0.0 750
-373.9±i475.5 -434.1
-588.4±i1508
Nanometrics -0.1111±i0.1111 0.0 1553
Trillium 40 -172.7±i262.37 0.0
Lennartz -0.888+i0.887 0.0 400
LE3D-5s -0.888-i0.888 0.0
-0.290+i0.000 0.0
Table 4.2: Parameters of sensors used at the GAPSS stations.
Instrument Bit weight [V/counts]
Reftek 1.589x10-6
GAIA2 1.2718x10-6
Table 4.3: Parameters of digitizers used in the GAPSS stations.
4.4 The Observed Secondary Microseism
The spectral properties of the ambient seismic noise have been characterised
using the power spectral density (PSD). PSD estimates are obtained by (a)
calculating the Fast Fourier Transform (FFT) over 600-s-long data windows,
sliding along the signal with 50% overlap; (b) averaging individual spectral
estimates obtained over time intervals of 1 hour; (c) taking the square of the
modulus of such averaged spectrum.
For each station and channel, the variability of the corresponding PSDs
is then conveniently expressed in terms of the probability density function
(PDF) of the signal’s power at each frequency bin. These functions are even-
tually compared to the Peterson noise curves (Peterson, 1993), referred to
as the New Global High- (NHNM) and Low-Noise Models (NLNM). Figure
4.8 shows examples of the PDFs for the PSDs computed for the entire ob-
servation timelapse May2012-March2013 at the three-component of stations
LA03 and LA07.
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On the vertical component of ground motion (figure 4.8a and b), the
two microseism peaks previously described (see chapter 1) appear clearly
at frequencies of ∼ 0.06 Hz and ∼ 0.17Hz, respectively. Both peaks are
well-defined; the secondary peak has spectral power ∼ 10 dB stronger than
the primary one. On both horizontal components (figures 4.8c-f), only the
secondary peak is well defined, while the primary microseism power is ob-
scured by long-period instrumental noise, which is likely caused by faulty
sensor installation and/or thermal insulation. Actually, it is well known (e.g.
Wielandt, 2003) that the horizontal long-period seismic data are noisier than
the vertical one. If the seismometer undergoes tilt (as it is the case, for
instance, of tight ground subsidence) a first order effect (sensitivity tilt) re-
sults in the horizontal sensor. Conversely, this effect is of second order for
the vertical component, for which its is proportional to the square of the tilt.
The computation of PSDs over the entire data set allows to obtain spec-
trograms in which it is possible to recognize the microseism features and
evidence seasonal variability. Figure 4.9 shows the spectrograms computed
for the vertical (Z) component of all the GAPSS stations, over the May 2012
- March 2013 time span. For simplicity, the day-of-the-year (DOY) for the
year 2013 are summed-up to those relative to 2012, i.e. with numbers > 365.
Dark blue horizontal stripes correspond to missing data. Thin horizontal red
lines, stretched along the frequency axis, correspond to earthquakes signals,
as for example the Emilia Earthquake on the 29 May 2012 (doy 150), and
other smaller local earthquakes, as the one visible at day 239.
As described in section 4.2, stations LA04 and LA05 were equipped with
intermediate-period sensors (eigenperiod 5 seconds), thus in their spectro-
grams the frequencies below 0.1 Hz are contaminated by self-noise. At station
LA09, from day 316 to 340 the spectrogram shows the effect of the flooding of
the sensor, caused by heavy rains (http://www.sir.toscana.it/), after which
the seismometer has been substituted. A similar flooding effect is observed
at station LA07, on day 332.
In figure 4.9 the SM can be easily followed around frequency 0.2 Hz,
as an almost continuous signal oscillating of few tenth of Hz depending on
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(a) (b)
(c) (d)
(e) (f)
Figure 4.8: Examples of the Microseisms PSD probability density function com-
puted for the GAPSS stations LA03 (left) and LA07 (right), for the observation
timelapse May2012-March2013. From top to bottom there are the 3 components:
Z, E, N. At both stations, the two microseism peaks are evident on the vertical
component; the PM peak is around the frequency 0.07 Hz, the SM peak is stable
around 0.2 Hz. On the horizontal components, the PM peak is blurred by the in-
strumental noise, while the SM is still well resolved. Both stations show noise
levels closer to the NLNM-curve.
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the storms evolution. The PM is less continuous, and it is stronger during
autumn-winter time. The seasonal variability of microseisms is evident in
the spectrograms in terms of varying power, which increases from summer
to autumn days. The flame shaped signals, at frequencies > 0.2 Hz, are
expression of local storms (see chapter 1), and their number increases in
autumn-winter time. The spectrogram feature evidencing a migration of
the power maxima, from higher frequencies to lower ones with consequently
growing power levels, is known to correspond to the increasing speed of the
wind and wave heights at the outbreak of the storm (Babcock et al., 1994).
This effect can be often found in the spectrograms of figure 4.9, as for example
throghout DOY 370-400.
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Chapter 5
Locating The Sources of
Secondary Microseisms at
LTGF
In this chapter I present the results about the identification of the sources of
the secondary microseisms recorded at LTGF, using the deterministic array
method (beamforming) described in chapter 2.
The first step toward the determination of the kinematic properties of the
noise wavefield consisted in the choice of the most appropriate parameters
for the calculation of the frequency-slowness spectra. In particular, the most
critical parameters is the length of the time window that, in the context of
SM, must guarantee an appropriate spatial sampling of the lowest frequency
(0.1 Hz), and at the same time avoiding as much as possible the interferences
of multiple signals. After numerous tests, I found that time blocks of 600
seconds, overlapping by 50% of their length, represented a good compromise
between the former two requirements. The number of discrete smoothing
frequencies for the computation of the cross-spectral matrix was set to 15,
corresponding to 0.025 Hz.
The beamforming analysis is a time-expensive computing procedure. In
order to extend the analysis to the entire timespan (May2012-March2013), by
the same time meeting the exigence of good quality results at the minimum
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time cost, I applied the following selection criteria to each time window:
 Inspection of the array beam-pattern, that is not constant from day to
day, because of the discontinuous functioning of the different stations.
As an example, figure 5.1 reports two examples of GAPSS sub-array ge-
ometries and the respective beam-patterns at 0.2 and 0.5 Hz. Because
of the GAPSS geometry, even in the best possible condition (all the
stations are operative), the slowness precision at 0.2 Hz is on the order
of 0.1 s/Km; if a higher frequency is considered, the precision is better,
at expenses, however, of the accuracy. Bearing in mind these consider-
ations, I thus discarded those days for which less than 6 stations were
operative;
 I discarded the time-windows including earthquakes signals, as recog-
nized by parallel studies (Saccorotti et al., 2014);
 for each time-window, I conducted the slowness grid-search necessary
to the computation of the beampower only for that frequency at which
the spectral coherence was maximum.
Figure 5.2 shows the temporal evolution of the propagation parameters
derived from beamforming analysis, throughout the entire period of obser-
vation (May2012- March2013), and computed for the entire SM band, i.e.
0.1-1 Hz. Each circle represents the average over 1-hour of data (11 measure-
ments); the radius is proportional to the beam-power and the color indicates
the spectral coherence multiplied by 100, according to the color bars at the
right. Most of the retrieved frequencies span the 0.1-0.3 Hz frequency band.
The highest spectral coherence and beam-power values emerge during the
late-Spring/Summer time; these results are also characterized by low hori-
zontal slownesses (< 0.3 s/km), indicating waves which impinge at the array
with steep incidence angles. According to several previous studies, this ob-
servation can be interpreted in terms of converted P-phases (Gerstoft et al.,
2008; Ruigrok et al., 2011), associated with SM sources generated by large
storms in the austral hemisphere during its Winter (e.g. Webb, 1998; Stutz-
mann et al., 2009)
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(a)
(b)
Figure 5.1: Comparison of beam-patterns of two sub-arrays of GAPSS. In (a) all
the GAPSS stations are operative, while in (b) only 6 stations are involved. Even
if for the bigger array (a) the main lobe is more directional, the response is less
affected by aliasing than the response of the sub-array (b).
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For the Autumn-Winter time periods, back-azimuths are scattered over a
wide angular interval; the corresponding horizontal slownesses are compatible
with what expected for surface waves at those frequencies, i.e. velocities
generally lower than 3.5 Km/s at frequency ∼0.2 Hz.
Figure 5.2: Beamforming results for the frequency band 0.1-1 Hz, spanning 11
months (May 2012- March 2013). Each dot represents the 1-hour average, having
radius proportional to the beam-power and color following the spectral coherence
multiplied by 100. The abscissa axis is the time (day of the year 2012). The
ordinate axis are, from top through bottom: frequency peak, horizontal slowness,
back-azimuth and the logarithm of the beam-power.
Figure 5.3 reports the 2-dimensional polar histograms summarizing the
entirety of the results obtained over the 11 months of measurements. The two
panels report the number of measurements as function of back-azimuth/slowness
and back-azimuth/frequency, thus providing an immediate view about the
mutual relationships between these quantities. For the 0.1-1 Hz frequency
band, the most coherent microseisms have a peak frequency centered around
0.2 Hz, and are associated with sources in the South-East and North-West
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quadrants. The microseisms coming from the mean direction 150°N are as-
sociated mostly to a very low slowness values (< 0.12 s/Km), and have been
retrieved during the northern-hemisphere summer.
(a) (b)
Figure 5.3: Polar histograms of the beamforming results of 11 months in the band
0.1-1 Hz. In figure (a) there is the frequency-backazimuth plot. In figure (b) there
is the slowness-backazimuth plot.
In figure 5.4 the polar histograms of the slowness-backazimuth results
are illustrated separately for the 4 seasons. The color maps are different, in
order to evidence the variations within individual diagrams. Active sources
from ∼ 150°N, having high apparent velocity, are confirmed during Spring-
Summer (fig.s 5.4a- b); during Autumn (fig. 5.4c) the most represented
incoming direction is ∼ 140°N; during Winter (fig. 5.4d) the SM sources
are more scattered, as a consequence of more local sources linked to the
Winter-storms in the northern-hemisphere.
Because of the selection criteria used in the beamforming analysis, the
results associated with individual time windows are always relative to the
most coherent signal. As a consequence, the lowest-frequency waves tend
to be over-represented as they generally exhibit the largest coherence, thus
hindering other possible, higher-frequency signals. For this reason I repeated
the analysis over the following 4 frequency sub-bands: 0.1-0.3 Hz (I); 0.3-
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(a) (b)
(c) (d)
Figure 5.4: Seasonal polar histograms of the slowness-backazimuth beamforming
results of microseisms in the band 0.1-1 Hz. From (a) to (d) there are: Spring,
Summer, Autumn and Winter.
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0.5 Hz (II); 0.5-0.7 Hz (III); 0.7-0.9 Hz (IV). The polar histograms of the
slowness-backazimuth are presented in figure 5.5. As expected, the slowness-
(a) (b)
(c) (d)
Figure 5.5: Polar histograms of the slowness-backazimuth beamforming results
of SM, computed for 4 different sub-bands. The frequency band is noted on the top
of each diagram.
backazimuth results in the band I (0.1-0.3 Hz) are common to those computed
for the entire SM band (figure 5.3b), because it represents the most coherent
band of the SM. When the frequency band increases, a scattering of the
results is observed, with peak-slowness moving toward higher values. This
analysis confirms that the observed waves have velocities compatible with
those of Rayleigh surface waves. In the band II (0.3-0.5 Hz) there is a little
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prevalence of the back-azimuth 130°N and 190°N, but the results are quite
spread in particular when surface-waves slowness is considered (i.e. > 0.3
s/Km). For both the bands III (0.5-0.7 Hz) and IV (0.7-0.9 Hz), the incoming
directions are very scattered.
One note should be made on the slowness-grid limit. As explained in
chapter 2, the size of the slowness-grid should be selected as a function of
the array response at the frequency of analysis, in order to avoid spurious
peaks due to spatial aliasing. For the GAPSS array, the slowness-grid size
for both the bands III and IV is on the order of ∼ 0.2 s/km. For these
frequency bands, caution must therefore be taken once considering results
which exhibits slownesses greater than the above limit.
Considering the set of measured back-azimuths, it is possible to infer
the most probable local/regional sources areas generating the observed SM
signals.
Let us consider the measured incoming-directions associated to surface-
waves slowness (values > 0.27 s/Km); then overlying the polar histogram
of these backazimuths on the map of Europe (see figure 5.6), 8 main areas
can be recognized, each associable to a possible source in the Mediterranean
area:
 the Balearic Sea-the Marseille Gulf-the coasts of Corsica (1),
 the Genoa Gulf (2),
 the Trieste Gulf (4),
 the coasts of Croatia (5),
 the Gargano promontory-Aegean Sea-the Ionian coasts of Greece (6),
 the South-Eastern Tyrrhenian Sea (7),
 the Sardinia Channel (8).
Following the same directions, the possible generating areas outside the
Mediterranean Sea could be:
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 the coasts of Galicia-Northern Portugal (1),
 the coasts of Bretagne-South-Western coasts of Ireland (2),
 the Western coasts of Scotland (3);
 the Northern coasts of Scandinavia (4).
Figure 5.6: Polar histogram of the main incoming directions associated
to surface-wave slowness (> 0.27 s/Km), considering 11 months (May2012-
March2013) of observations. The Number are associated to the possible source
location listed in the text.
The main incoming directions of figure 5.6 are then compared to the
results from previous studies on SM sources as measured at different sites
within Europe. Figure 5.7 (after Marzorati and Bindi (2008)) resumes the
results found by early studies (Marzorati and Bindi, 2008; Friedrich et al.,
1998; Pedersen and Kru¨ger, 2007). The North Galicia, Menorca and Ireland
has been recognized as SM sources by Chevrot et al. (2007), as well. In
the study of SM recorded at Hamburg, Essen et al. (1999) also found that
preferential generation areas of SM are the coasts of southern Norway and
the Atlantic coasts of Scotland and Ireland.
Once compared to these previous studies, the present results allow the
identification of a larger number of possible sources, likely resulting from the
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Figure 5.7: Back-azimuths of main source areas for microseisms recorded in
Europe. GRF: SM recorded at Gra¨fenberg array (Friedrich et al., 1998); PeKr07:
SM recorded in southern Finland (Pedersen and Kru¨ger, 2007); dashed and solid
black lines: main incoming directions detected from stations in the Alps and Po
Plain (Marzorati and Bindi, 2008). After Marzorati and Bindi (2008).
central position of the GAPSS array with respect to the Mediterranean sea.
For instance, the backazimuths reported in figure 5.6 are also suggestive of
sources located in the Southern Ionian Sea, in agreement with Brzak et al.
(2009) who identified the area of the Gargano promontory as a persistent
microseism source.
Summarizing, the SM recorded at the GAPSS array are affected by the
seasonal variability of their sources; a further variability is also observed once
accounting for different frequency bands. During the Winter-time, backaz-
imuths of the 0.1-0.3 Hz SM are generally more dispersed than those observed
during other seasons. At frequencies higher than 0.3 Hz, the SM sources are
very scattered, and they are likely related to local storms in the Mediter-
ranean Sea. Following these considerations, it turns out that the stochastic
techniques for the analysis of the ambient noise should produce more reliable
results once accounting for frequencies higher than 0.3 Hz.
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The exact location of the most likely sources of SM excitation is a diffi-
cult task, because of i) the continuous variation of ocean wave spectra, ii) the
possibility of the source region to be spatially extended, iii) the likely, con-
temporaneous action of multiple sources (e.g. Longuet-Higgins, 1950; Kedar
et al., 2008).
To solve these issues, it greatly helps integrating the seismological ob-
servations with punctual sea-state information. The following section thus
presents an attempt of location of distinct microseism sources based on the
comparison of beamforming results with numerical wave models.
5.1 Example of Source Identification
In this section I present an example of SM source location by comparing the
seismic directional data with results from WaveWatch III®(WWIII) numer-
ical models of the Mediterranean sea state. The selected time interval spans
the days from March 16, 2013 through March 19, 2013. During that period,
the GAPSS recordings exhibited considerable amplitude in the microseism
frequency band.
Figure 5.8 shows the vertical-component seismogram and the correspond-
ing spectrogram observed at station TRIF. The SM action is clearly evident
as a spindle-shaped amplitude variation lasting almost three days. The beam-
forming results for the 0.1-1 Hz frequency band are compared to the results of
the numerical simulations made available by the Hellenic center for Marine
Reasearch Poseidon (http://www.poseidon.hcmr.gr/). In figures 5.11-5.14,
the rose diagrams collecting the backazimuths derived from beamforming
are compared to the significant wave height predicted by the numerical sim-
ulations. Each snapshot is relative to 3 hours of observation/simulation.
Overall, the SM backazimuths exhibit a good concordance with the location
of the most relevant sources which, during the considered time interval, were
mostly located in the southern Mediterranean sea.
Several discrepancies are however observed, and these concern (1) the
poor detection of sources located in the Tyrrhenian Sea, and (2) the persistent
detection of sources located to the North, which cannot be directly associated
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with any Mediterranean source.
These discrepancies can be explained in terms of (i) prediction errors of
the numerical simulations, or (ii) interference of waves propagating from dif-
ferent directions, as it is clearly observed in all the snapshots spanning the
late portions of day 17 and the whole day 18.
Figure 5.9a illustrates an example of the hourly 2D spectra of the WWIII®,
computed for a virtual buoy in Livorno (10.28 E, 43.56 N, see figure 5.9b).
The spectrum is relative to the March 19, 2013, at 02:00 UTC time. In this
polar diagram the spectral energy density is plotted as a function of the in-
coming direction and the peak frequency of waves. Data were provided by
the Consorzio LAMMA-Regione Toscana.
Figure 5.8: Vertical-component seismogram and the corresponding spectrogram
observed at station TRIF for the days 16-19 March 2013.
Figure 5.10 illustrates a detail of the vertical component spectrograms
at stations TRIF (figure 5.10a) and LA03 (figure 5.10b), compared to the
significant wave heights, direction and frequency predicted by the WWIII®
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(a) (b)
Figure 5.9: WWIII® models for the day 19 March 2013. (a): WWIII® 2D
spectrum computed for the Livorno-buoy at 02:00 UTC (provided by Consorzio
LAMMA-Regione Toscana); (b) : map of the positions of the Livorno-buoy and
the GAPSS stations TRIF and LA03; .
simulations.
The black dots on the spectrogram (figure 5.10) are the maxima for each
time window, while the blue solid line is the linear interpolation of them.
The values of the predicted wave peak frequency have been first doubled
and then plotted on the spectrogram, as a green solid line. A good agreement
is found between the spectrogram maxima and the doubled peak frequency
of the waves, at least in the first third part of the day. This is in rough
agreement with the beamforming results, whose backazimuths distribution
point to energetic sources in the Tyrrhenian sea, at least for the first 6 hours
of the day.
This simple example provided a pictorial view about the previously-stated
properties of the SM wavefield observed at GAPSS. In addition, it also high-
lighted the complexity of SM signals, which results from a combination of
distant and local sources acting contemporaneously. The quantitative lo-
cation of these sources for deriving seismic-based information on the wave
climate would thus require the use of multiple arrays, and incorporation of
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(a)
(b)
Figure 5.10: Comparison between vertical component spectrogram of stations
TRIF (a) and LA03 (b) and the hourly-mean WWIII® outputs computed for the
Livorno-buoy position, for the day 19 March 2013. The WWIII® outputs are
green solid curves, representing the mean direction of the peak-energy waves (Pdir,
top charts), the mean significant wave height (Hs, middle charts), and the doubled
peak frequency of the waves (plotted on the spectrograms). The black dots on the
spectrograms are the maxima for each time window, and the blue solid line is the
linear interpolation of them.
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amplitude decays from distributed network. These efforts should provide
enough constraints to separate the contributions of these sources of similar
frequency which radiate energy simultaneously.
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(a) (b)
(c) (d)
(e) (f)
(g) (h)
Figure 5.11: Rose-diagram of backazimuths retrieved from beamforming com-
pared with WWIII-significant wave height (Hs) Mediterranean maps (from posei-
don.hcmr.gr), for the day March 16, 2013. The time interval between subsequent
diagrams is 3 hours.
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(a) (b)
(c) (d)
(e) (f)
(g) (h)
Figure 5.12: Rose-diagram of backazimuths retrieved from beamforming com-
pared with WWIII-significant wave height (Hs) Mediterranean maps (from posei-
don.hcmr.gr), for the day March 17, 2013. The time interval between subsequent
diagrams is 3 hours.
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(c) (d)
(e) (f)
(g) (h)
Figure 5.13: Rose-diagram of backazimuths retrieved from beamforming com-
pared with WWIII-significant wave height (Hs) Mediterranean maps (from posei-
don.hcmr.gr), for the day March 18, 2013. The time interval between subsequent
diagrams is 3 hours.
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(a) (b)
(c) (d)
(e) (f)
(g) (h)
Figure 5.14: Rose-diagram of backazimuths retrieved from beamforming com-
pared with WWIII-significant wave height (Hs) Mediterranean maps (from posei-
don.hcmr.gr), for the day March 19, 2013. The time interval between subsequent
diagrams is 3 hours.
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Chapter 6
Green’s Function and S-wave
Profiles from Secondary
Microseisms at the LTGF
In this chapter I present the results from application of the seismic ambient
noise stochastic techniques at LTGF. I show the empirical Green’s functions
retrieved in time domain using the NCF, and compare the measured velocity
dispersion curves with those obtained with SPAC. Then, I show examples of
S-wave velocity profiles derived from the inversion of those dispersion curves,
and compare the results with the available, independent data for the study
area. A discussion about the ability of the two approaches to resolve the most
relevant features terminates the Chapter.
The analyses regarding the location of SM sources, presented in chapter
5, evidence that the wave-field -though exhibiting a broad range of incoming
directions- is not fully diffusive. Under that condition, several authors (e.g.
Ruigrok et al., 2011; Mordret et al., 2013) suggest to apply a back-azimuth
filter prior to the computation of NCF, taking into account only those station
pairs which are aligned to the main incoming directions of the noise wavefield.
This is done since an heterogeneous distribution of sources may result in
biased GF reconstruction (e.g. Stehly et al., 2006). In the case of GAPSS
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array, the majority of station-pairs is favourably oriented with respect to the
main incoming directions of the microseisms, that are 240-330°N and 120-
200°N. Following the arguments reported in the previous chapter, the most
reliable results in the stochastic analysis are then expected for the frequency
band 0.3-1 Hz.
6.1 NCF: from Green’s Functions to Group
Velocity Dispersion Curves
The Noise Cross-correlation Function (NCF) technique, as described in de-
tails in section 3.2, was applied to all the vertical-component data of the
available GAPPS station pairs, for the timespan May2012-March2013. The
time window used was 600 seconds long, and all the time windows encom-
passing recognized earthquakes ((Saccorotti et al., 2014)) were discarded.
Prior to overall stacking, individual NCFs were stacked on a daily base to
investigate their possible temporal variations.
In figure 6.1 the daily-stacked cross-correlation functions for the station
pair LA07-LA12 (oriented ∼ 200°N) are arrayed along the ordinates axis,
and the top green function is the overall stack (261 days), whose negative
time derivative should correspond to the eGF for that specific sites pair.
Positive lag times indicate propagation from station LA12 to station LA07,
i.e. toward the N20E°direction. The first feature emerging from that figure
is the stable arrival at 9.2 seconds. The dispersion of this signal is evidenced
in the band-pass filtered overall stack shown in figure 6.2, where it appears
as a progressively-delayed wave-packet for the NCF filtered over frequency
bands ≥ 0.3 − 0.5 Hz. Horizontal velocities of this pulse are in between 1.5
and 2 Km/s, thus matching the beaforming results presented in figure 5.5b.
Another feature, confirming earlier results about the deterministic analysis, is
the main arrival at zero-lag. Though it appears to dominate the broad-band
(0.1-1 Hz) NCF, its contribute disappears at frequencies above 0.3 Hz. As
also suggested by the beamforming results, the near-zero-lag arrival indicates
high apparent velocities, i.e. waves impinging at the array almost vertically.
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(a)
(b)
Figure 6.1: Daily stacked NCFs spanning May2012-March2013 (261 operative
days), for the station-pair LA07-LA12 arrayed vertically (a); the top green function
is the stacked function of the 261 days below, and its zoom is in (b). The amplitudes
are normalized for each trace.
Taking into account the information about the incoming directions of
the SM waves whose apparent velocity is compatible with that of surface
waves (chapter 5), I selected two groups of station-pairs whose azimuths
were roughly perpendicular: 240-300°N (AZ1) and 150-210°N (AZ2). For
the two groups, I then stacked all the available NCFs, discarding station
pairs with less than 30 operative days. After the computation of the eGFs,
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Figure 6.2: The normalized stacked NCF of figure 6.1b (shown on the top) filtered
in 6 frequency-bands encompassing the SM band 0.1-1 Hz. The bands are shown
on the right of each filtered trace.
these were then filtered in two different frequency-bands: 0.1-0.3 Hz(F1) and
0.3-0.5 Hz(F2). The results can be found in figures 6.3 and 6.4 for the AZ1
and AZ2 azimuthal groups, respectively. The auxiliary diagrams (6.3c-d and
6.4c-d) report the inter-station distances plotted against the lag-times asso-
ciated with the maximum of each individual correlation function. For the F1
frequency band, the near-zero-lag maxima predominate, mostly for the pairs
of the group AZ2. The group AZ1 also shows apparent velocities ∼ 2.6 Km/s,
indicating the contemporaneous incidence of signals with different velocities
and hence sources. These features matches the results of beamforming for
this frequency band, which were summarized in figure 5.5a. Over the F2
frequency band, all the retrieved eGFs are markedly asymmetric, and their
maxima are all at positive lag-times, indicating direction-of-arrivals from the
West (AZ1) and South (AZ2) quadrants. The apparent velocities are com-
patible with surface waves, being ∼ 2.5 Km/s for AZ1 and ∼ 3 Km/s for
AZ2. Again, these results are in agreement with what previously derived
from the beamforming analysis.
The minimum number of stacking days, for which one can retrieve reliable
eGFs, is an important information for the NCF applications. Following the
previously discussed seasonal variability of the microseism wavefield, I then
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(a) (b)
(c) (d)
Figure 6.3: Emprirical GFs for the GAPSS station-pairs oriented 240-300°N
(AZ1). The functions are sorted by distance (increasing toward top) and filtered
in the band 0.1-0.3 Hz (a) and in the band 0.3-0.5 Hz (b). Diagrams in (c) and (c)
are the normalized maxima (for each function) of the eGFs plotted versus lag-time
and distance of the pairs.
90 6. Green’s Function and S-wave Profiles from SM the LTGF
(a) (b)
(c) (d)
Figure 6.4: Emprirical GFs for the GAPSS station-pairs oriented 150-210°N
(AZ2). The functions are sorted by distance (increasing toward top) and filtered
in the band 0.1-0.3 Hz (a) and in the band 0.3-0.5 Hz (b). Diagrams in (c) and (c)
are the normalized maxima (for each function) of the eGFs plotted versus lag-time
and distance of the pairs.
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examined the differences between sample NCFs calculated over stacking pe-
riods of different lengths.
Figure 6.5 provides the correlation values (R) between the 11-months
stacked eGF and the eGF stacked over increasing number of days, for two
station-pairs chosen to be oriented East-West (FROS-LA03,total operative
days: 214) and almost North-South (LA07-TRIF, total operative days: 229).
This diagram shows that the 30-days stacked eGF optimally (R¿0.8) repro-
duces the long-term stacked function, and a great stability is found for pair
oriented N-S. However, if one consider the 11-months stack the reference
measure, the eGF stabilizes only after 180 stacking days.
In order to investigate whether the seasons influence the eGF reconstruc-
tion, figure 6.6 shows the correlation values (R) between the eGF derived
from stacking the overall data set, and those obtained after seasonal and
30-random-days stacks. The R value is evaluated for the same station-pairs
of figure 6.6. From this diagram, two important observations emerge:
 with the exception of the winter period, the eGF retrieved from 11-
months spanning data can be optimally approximated by seasonal stacks,
 a 30-random-days stack provides results very close to those relative to
the stack over the entirety of the data set.
The SNR of the NCF is measured to quantify the emergence of the GF as
a function of averaging time and inter-stations distance (see section 3.2.2).
Figure 6.7 shows the average and standard deviation of SNR among all the
GAPSS station-pairs as a function of the day of the year (DOY) 2012 (the
days from January to March 2013 are summed to the DOYs of 2012). The
first observation is that the SNR is always higher than the threshold (15 dB)
considered in literature for accepting an eGF measure (e.g. Bensen et al.,
2008). The drop of SNR during the month of November (from DOY 300)
is probably due to the malfunctioning of some stations of the array, thus
limiting the number of measurements during this month.
Figure 6.8 shows the SNR versus inter-station distances; data are well
fitted by the exponential function y = aebx.
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Figure 6.5: Correlation (R) of the eGF retrieved by 11-months data and eGF
provided by stacks of increasing number of days. The value of R was computed for
two perpendicular station pairs.
Figure 6.6: Correlation (R) of the eGF retrieved by 11-months data and eGF
provided by 30-random stacking days and seasonal stacks. The value of R was
computed for two perpendicular station pairs.
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Figure 6.7: Average, among all the GAPSS station-pairs, and standard deviation
of the SNR versus time, spanning 11 months (May2012-March2013). Time is in
day of the year 2012, and the days of 2013 are presented as a tail of the 2012.
Figure 6.8: SNR of the eGF spanning 11 months versus inter-station distance.
The solid red curve is the fitting function y = aebx, with a=36.8 and b=-0.0097,
with a root mean squared error RMSE=0.5865. The dotted red curves are the 95%
prediction bounds. The cross symbols are data considered outliers in the fitting.
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Figure 6.9 shows the SNR, averaged among all the GAPSS station-pairs,
versus the number of stacking days. Confirming what is shown in figure 6.6,
significantly high (> 40 dB) SNR is achieved after just a 30-day-long stacking
interval. As the number of stacking days increase, the SNR increases as well,
but this trend is slower than that predicted by the squared root function
reported in literature (see section 3.2.2). For our data, the fitting function is
y = ax1/b, with a a root mean squared error RMSE=0.92.
Figure 6.9: Average SNR, considered as a random variable, as a function of the
number of stacking days. The blue curve is the fitting function y = ax1/b, with
a=29.95 and b=12.89, with a root mean squared error RMSE=0.92. The dotted
blue lines are the 95% confidence bounds.
Once the eGF are retrieved from the stacked cross-correlation functions,
the estimate of the group velocity dispersion curve is performed by FTAN
analysis (see section 3.2.3). The chosen FTAN parameters for the Gaussian
filters were:
 half relative frequency band HB = 0.3
 α = 25.6
For the dispersion measurements I considered the eGF evaluated from
NCFs stacked over the entire time interval; FTAN is performed for all the
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available station-pairs, then by means of the error analysis and the selection
criteria described in section 3.2.4, only the most reliable measurements are
retained.
Figure 6.10 shows examples of FTAN maps for station-pairs at different
orientations. For each frequency bin, maxima of the FTAN maps (black
diamonds) should correspond to samples of the fundamental mode of the
group-velocity dispersion curve. Not all the sampled velocities can be con-
sidered valid. First, the minimum reliable frequency is that corresponding to
wavelengths larger than 1/3 of the inter-station distance (see section 3.2.4).
Second, strong velocity jumps are not realistic (see for instance figures 6.10e
and 6.10b at frequencies between 0.9-1 Hz).
Mode mixing can occur when the fundamental mode is contaminated
by the overtones, as a consequence of velocity structures characterized by
velocity inversions. Such unwanted mode-mixing can lead to marked errors
by the time of inverting the dispersion curves for a velocity model; such
problem could be overcome by performing a multimodal inversion of surface
waves (e.g. Socco et al., 2002; Maraschini et al., 2010). In this thesis the
fundamental mode selection was performed, leaving the multimodal inversion
for future analysis.
After the selection of the reliable part of the measured group velocities
dispersion curves (GVDC), further selection criteria are applied, on the basis
of the standard deviation (STD) of the measurements and the SNR. Details
about error analysis are reported in section 3.2.4. Those station-pairs that
do not respect the STD and SNR conditions are discarded. Figure 6.11
illustrates a summary of the error analysis operated for the GAPSS array
data. This figure shows, in their dependence on frequency, (i) the average
STD of the group velocity dispersion measurements, (ii) the number of the
group velocity measurements that passed the selection criteria, and (iii) the
average SNR for all the accepted measurements.
It emerges that:
 no measurements were accepted for frequencies lower than 0.25 Hz,
and the largest number of measurements is associated with the 0.5-1
Hz frequency band;
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(g) (h)
Figure 6.10: Graphical representation of FTAN applied to station-pairs of the
GAPSS array. Each row is relative to different average-orientation of the pairs,
which are (from top to bottom): E-W, NE-SW, NW-SE, N-S. For the location of
the stations please refer to figure 4.3. The name of the pairs and their range are
indicated on the top of each figure. The black diamonds are the maxima of the
map at each frequency.
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 the average STD is lower than 100 m/s for frequencies higher than ∼
0.3 Hz,
 the SNR value is always greater than 30 dB for the entire frequency
band.
Consequently, the dispersion measurements in the frequency band 0.3-1 Hz
result robust. The low number of measurements at frequencies lower than
0.5 Hz is mainly due to the small inter-station distance of the GAPSS array.
Figure 6.11: Error analysis of the surface wave group velocity dispersion mea-
surements, showing the averaged values between all station-pairs that passed the
selection criteria. All the variables are in function of the frequency. From top
to bottom: average STD of the dispersion measurements, number of the accepted
measurements, average SNR.
After application of the selection criteria, 36 GVDC were accepted out of
the initial 78.
6.2 SPAC: Phase Velocity Dispersion Curves
Selection and Results
This section describes the results from the application of the modified SPAC
method to the GAPSS array data. This frequency-domain technique is used
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to measure phase velocity dispersion curves (PVDCs), also allowing wave-
lengths which are longer than the station spacing. The detailed description
of the method can be found in section 3.3.
I computed the complex coherence γ(ω) for all the independent station
pairs, through multiplication of spectra obtained over 600-seconds-long, non-
overlapping time windows. Then, the γ(ω) were stacked throughout the
entire timespan having first discarded, as in the case of NCF, all those time-
windows encompassing an earthquake. As a consequence, the dataset of γ(ω)
is the same used for the NCF, except that the cross-correlation functions are
preserved in the frequency domain. For this reason, the discussion about i)
stability of the cross-correlation functions, ii) minimum stacking days, and
iii) seasonal variability, presented in section 6.1, are still valid.
The last step consists in the inversion for phase velocities c(ω) of the
stacked γ(ω) functions. In a first approach, I used the procedure proposed
by Ekstro¨m et al. (2009) (section 3.3.4) which consists in equating the zero-
crossing of the real part of γ(ω) to the zero-crossings zn of the zeroth order
Bessel function of the first kind J0
(
ω
c(ω)
r
)
(r is the inter-station distance). If
the difference between phase velocities derived for zeros crossings associated
with the up-going and down-going portions of γ(ω) exceeds 300 m/s for more
than 3 occurrences, the measurement for that station-pair is discarded. Extra
and or missed zeros are allowed, but only the most realistic phase velocity
dispersion curve are considered.
Figure 6.12 shows examples of the complex function γ(f) (here ω has been
substituted by f = ω/2pi) and the estimated PVDC for station pairs oriented
differently.
In this figure, the zero-crossings of the real part of γ(f) are marked by
red triangles, and the black line connecting them is the estimate of the
PVDC. The reference for the phase velocities estimations, is a PVDC ob-
tained from forward computation 1 given a velocity model based on deep
wells data crossed by two-way travel time seismic profiles (details in table
1The forward computations of dispersion curves (both phase and group) are performed
by means of the gpdc©software tool of the Geopsy.org software package.
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(a) (b)
(c) (d)
(e) (f)
(g) (h)
Figure 6.12: Complex coherence functions γ(f) (blues curves are real part, black
curves are imaginary part) and phase velocity estimation in frequency domain,
applied to station-pairs of the GAPSS array. Each row is relative to different
orientations of the pairs, which are (from top to bottom): E-W, NE-SW, NW-SE,
N-S. For the location of the stations please refer to figure 4.3. The name of the
pairs and their range is indicated on the top of each figure. Dispersion curves are
derived from the zeros-crossing of the real part (red triangles connected by black
lines). Upward triangles are zeros from negative to positive, downward triangles
are zeros from positive to negative. Blue triangles are for 1 missing (light blue)
and extra (dark blue) zeros; pink triangles are for 2 missing (light pink) and extra
(dark pink) zeros. The dashed green curve is a reference dispersion curve computed
from LTGF velocity model based on deep wells data.
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6.1 and figure 6.13).
THICKNESS Vp [m/s] Vs [m/s] DENSITY [Kg/m3]
100 1600 950 2000
700 3500 2060 2571
1000 6000 3500 2571
300 5700 3350 2571
370 4500 2600 2571
500 3600 2050 2500
∞ 4700 2700 2650
Table 6.1: Layered 1D earth model Model for LTGF. Vp and thickness infor-
mation is extracted from two-way travel time seismic profiles and deep wells data
(Bertani et al., 2005). Density values are considered after Accaino et al. (2005).
Vs is computed from Vp considering Vp/Vs average estimates published by De Mat-
teis et al. (2008).
Figure 6.13: Layered 1D earth model and predicted PVDC for LTGF. Details on
the reference velocity model are given in table 6.1.
The first consideration is that the imaginary part of the complex spec-
trum is nonzero. This is a consequence of the non-symmetry of the correlation
function in time, and therefore of the non-uniformity of the wave-field (e.g.
Cox, 1973).
Second, due to the predominance of directional sources at frequencies lower
than 0.3 Hz, below that frequency limit the correlation functions exhibit no
or scarcely-reliable zero-crossings.
Third, measurements corresponding to low γ(f) amplitudes (figure 6.12f and
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6.12h mostly at higher frequencies) can be easily biased due to spectral leak-
age from adjacent frequencies.
Four, the assumption that SPAC techniques can only be used in the range
2 ≤ λ/r ≤ 15.7 (e.g. Henstridge, 1979) is not respected, but for the selected
pairs the measurements can be considered still valid; this derives from the
time-averaged approach, replacing the azimuthal-uniformity of the wave-field
sampling with the averaging over long time spans (e.g Tsai and Moschetti,
2010). Of course errors arise from this approximation, and they were mea-
sured from the standard deviation evaluated on the many different time win-
dows on which the γ(f) were computed for each station-pair. Application of
the modified-SPAC to large ranges (r ≥ λ) were performed by a number of
authors (e.g Ekstro¨m et al., 2009; Calkins et al., 2011).
Only 38, of a 78 total possible pairs, PVDC passed the selection.
A second approach is instead based on the compound inversion of γ(ω, r),
the correlation function associated with all the available inter-station dis-
tances. This yields a single (averaged) velocity dispersion for the array,
instead of individual measurements for each receiver pair. This compound
inversion is expected to provide more stable results than those obtained for
individual station pairs, as the simultaneous utilization of different inter-
station distances and azimuths is expected to alleviate the effects of the
non-uniform spatial distribution of noise sources (Tsai and Moschetti, 2010).
The minimization of the difference between γ(ω, r) and J0(ωr/c(ω)) was
conducted using the iterative procedure of Cha´vez-Garc´ıa et al. (2005), as
detailed in equation 3.12 of section 3.3.3.
Figure 6.14 shows the correlation functions as a function of frequency
and station separation (γ(ω, r)), whose general behavior suggests similarity
with the zero-th order Bessel function J0(ωr/c(ω)). The constants chosen
for the covariance matrix of the parameters (equation 3.14) are σ = 0.4
(width of the smoothing window in frequency) and ∆ = 500m/s (maximum
accepted change of each parameter between two iterations). The covariance
matrix of the data is expressed by the variances of γ(ω, r) evaluated over the
many different time windows spanning the analyzed time interval. As an a
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priori model, I tested different phase velocity dispersion curves derived from
previous studies at LTGF:
1. PVDC of the fundamental mode Rayleigh waves obtained from 32 re-
gional earthquakes recorded at GAPSS array (Saccorotti et al., 2014);
2. Average of the PVDCs predicted from the 3-D model obtained by the
local earthquake tomography of Saccorotti et al. (2014);
3. PVDC predicted from the reference model derived by two-way travel
time seismic profiles and deep wells (see table 6.1 and figure 6.13).
In addition, I also used an analytic dispersion curve given by the relation-
ship (c(f) = Af−B), which is rather similar to the curves described above.
Figure 6.15 shows the J0 computed for the frequency and distance ranges
as for the experimental data, and the a priori model 3.
Figure 6.14: Time-averaged complex coherence γ(ω, r), as a function of frequency
and distance.
The results of the iterative inversion, after 100 runs, are shown in figure
6.16 (lines connecting squares), together with their corresponding a priori
curves (lines connecting circles). The short frequency span of the curves
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Figure 6.15: Example of J0(ωr/c(ω)), computed for a priori model PVDC 3
(c(ω)), 0.1-1 Hz (f = ω/2pi) and GAPSS station-pairs distances (r).
relative to the model 1 is due to the band-limited a priori information. A
dependence on the a priori model can be observed for frequencies lower than
0.3 Hz. above this limit, all the different inversions substantially converge
to mutually-consistent results, thus indicating a scarce dependence on the
starting model. All the retrieved dispersion curves, however, report velocities
which are about 500 m/s slower than those derived from the previous studies.
The errors on the inversion procedure are expressed by the a posteriori
covariance matrix, whose value are in (m/s)2. Figure 6.17 shows the a poste-
riori covariance matrix for the inversion associated with the a priori model
3. The squared root of the diagonal of the matrix is representative of the er-
rors on phase velocity estimates. From figure 6.17 it is clear that the largest
uncertainties are for frequencies > 0.8 Hz, where loss of signal coherency
affects significantly the reliability of the inversion procedure.
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Figure 6.16: Average PVDCs (curves connecting circles) for the area of LTGF
as results of the inversion of the complex coherence matrix, for 4 different a priori
models (curves connecting squares). Green curves are for 3 a priori model; light
blue curves are for 2 model; red curves are for 1 model; dark blue curves are for
the analytic-function model.
Figure 6.17: A posteriori covariance matrix of inversion of SPAC as average
PVDC, having 3 as a priori model.
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6.3 Discussion about Results of the Ambient
Noise Stochastic Techniques
In this section the results derived by NCF and SPAC are compared and
discussed in light of the dispersion curves predicted from the a priori infor-
mation for the target area.
A first important result was provided by the iterative inversion of the
complex coherence matrix, that yielded stable average PVDC for the entire
LTGF (figure 6.16), showing underestimation of velocities of about 500 m/s
with respect the reference velocity values.
Due to the variability of the measured dispersion curves and in order to
investigate which method is more suitable in a complex geological context, I
divided the GAPSS-station-pairs into three groups, in function of three dif-
ferent zones of LTGF crossed by each pair. The 3 groups are: 1) the central
area of LTGF, 2) the southern margin of the central area and 3) the N-W
sector confining with the central area.
These experimental PVDCs are compared to the range of phase velocities
predicted from several velocity structures, namely:
 AvMOD, the average velocity model already shown in figure 6.13;
 MN-1well, derived from two-way travel times data from the MN-1 well
6.19;
 BrucianoWell obtained from a well-seismic-profile and sonic log of the
multi- directional Bruciano exploration well (Batini et al., 1994); see
figure 6.20,
 LocEQTomo, the local-earthquakes, travel-time tomography of Sac-
corotti et al. (2014)
In addition, I also considered RegEQ, a phase-velocity dispersion calcu-
lated from slowness analysis of Rayleigh waves from regional earthquakes
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recorded by the GAPSS array.
The Central Sector
The comparison between the predicted phase- and group- velocity disper-
sion curves, and those respectively obtained from modified-SPAC and NCF
analyses is shown in Figure 6.18.
This figure shows that reliable PVDCs are measured only for the fre-
quency band 0.5-0.7 Hz; outside this range, the estimated PVDCs exhibit a
steeper trend toward velocities which are lower than the reference ones by
more than 500 m/s. An exception is the PVDC relative to LA09-LA12 pair,
whose values are completely consistent with the reference ones.
The GVDCs, in figure 6.18b, are closer ( 500 m/s) to reference curves,
with the only exception of the pair LA07-TRIF, whose velocities are gener-
ally lower than those indicated by the predicted curves.
The Southern Sector
Figure 6.21 illustrates the dispersion curves for two station-pairs (LA08-
LA10 and LA10-LA12) located along the same E-W profile at the south-
ern border of the most productive area of LTGF. Both phase (Fig. 6.21a)
and group (Fig. 6.21b) velocities are very consistent with the velocity ranges
spanned by the predicted values.
The NW Sector
Figures 6.22 show the dispersion curves for GAPSS station-pairs spanning the
North-West sector of the LTGF. Similarly to what observed for the southern
margin, both PVDCs and GVDCs are closer to the reference curves than the
results relative to the central part of the geothermal field. Reliable phase ve-
locities are for frequencies ≥ 0.3 Hz, while group velocity information begins
at ≥ 0.5 Hz. Even though individual PVDCs exhibit an oscillatory trend,
they are consistent with each other, showing clear velocity inversions over
the 0.45 Hz-0.55 Hz and 0.75 Hz - 0.85 Hz frequency intervals.
Overall, the match between the computed and predicted dispersions is
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better for NCF results than for the modified-SPAC ones. Greater mismatch
is found for SPAC results of the central LTGF, where the PVDCs seem to be
more influenced by the strong lateral inhomogeneities and velocity inversions
which are expected for this zone. This observation seems to be confirmed by
the the better results found at profiles located outside of the most productive
area. Actually, one should consider i) that the noise-based analysis should
yield averaged mechanical properties of the subsoil between two receivers, and
ii) that the frequency band of the estimated dispersion curves is relatively
high, thus limiting the retrievable information to the first 1.5-2 Km of depth
(∼ 1/3 of the longest wavelength), while the reference dispersion curves are
influenced by lithologies down to depths ≥ 3 Km.
6.4 Sample Inversion of the Dispersion Curves
In this section I present some sample inversion of the dispersion curves dis-
cussed in the previous section.
6.4.1 Methods
The inversion of the surface wave dispersion curves for a velocity structure
is conducted using the open-source software package DINVER©, which is
part of the GEOPSY©project (Wathelet et al., 2004; Wathelet, 2005). DIN-
VER©uses the conditional neighborhood algorithm (Sambridge, 1999a,b) to
find the 1-D velocity structure, whose predicted dispersion best fits the ob-
served ones in a least-square sense.
The neighborhood algorithm is a Monte Carlo technique relying on a
pseudo-random generator, and it is self-adaptive in investigating the param-
eter space. This method samples the parameter space in order to find models
with acceptable data fit. Within this procedure, a series of numbers with uni-
form probability is initialized by a random number seed. Different starting
seeds generate different final models, but if the problem is sufficiently con-
strained, the algorithm converges to the same region of the model parameter
space.
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(a)
(b)
Figure 6.18: Comparison between SPAC and NCF results for the central area
of the LTGF. PVDCs (SPAC results in (a)) and GVDCs (NCF results in (b))
are shown for different profiles encompassing the area. Red curves with symbols
are reference dispersion curves, described in the text. The light blue marked zone
represents the range of values in which the results are more trustful.
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Figure 6.19: 1-D P and S velocity profiles based on two-way-travel time seismic
profiles crossed with MN-1 exploration well data (Bertani et al., 2005), and forward
computed dispersion curve of the fundamental mode of Rayleigh waves. For the
location of MN-1 well see figure 4.4.
Figure 6.20: 1-D P and S velocity profiles based on the stratigraphy and seismic
interpretation published by Batini et al. (1994); on the right the forward com-
puted PVDC for the fundamental mode of Rayleigh waves. For the location of the
Bruciano well see figure 4.4.
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(a)
(b)
Figure 6.21: Comparison of SPAC (a) and NCF (b) results for two station-
pairs, on the same profile E-W, on the southern edge of the most productive area
of LTGF. The reference dispersion curves are in red, and are the same of figure
6.18. The light blue area highlights most reliable velocity values.
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(a)
(b)
Figure 6.22: Comparison of SPAC (a) and NCF (b) results for station-pairs of
the North-Western margin of the productive area LTGF. The reference dispersion
curves are in red, and are the same of figure 6.18. The light blue area highlights
most reliable velocity values.
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The neighborhood algorithm is based on the partition of the parameter
space into Voronoi cells. At the central point of each cell, an approxima-
tion of the misfit function is set as constant, and it affects the whole cell;
with the subsequent iterations, the approximation of the misfit function is
progressively refined.
The algorithm consists of 5 steps:
1. A set of ns0 models is randomly generated with a uniform probability
in the model parameter space;
2. The misfit function is calculated;
3. The nr, lowest-misfit models are selected;
4. ns/nr new samples are generated with a uniform probability in each
selected cell;
5. The ns new samples are added to the previous ensemble of models,
then proceeding back to step (2).
The original cell becomes smaller as the sampling rate increases, but the
center of the sampling is allowed to jump to another cell, if this latter has a
lower misfit.
After a perturbation of the model parameters, a random walk is performed
with a uniform probability density function inside the cell and zero outside.
To confine the random walk inside a particular cell, the multi-dimensional
limits of the cell are computed along lines which are parallel to the parameter
axis. The process is exploratory when high (say: ≥ 100) nr and ns are
selected; this usually provides lower final misfits, if the inversion is conducted
with a great number of iterations (Wathelet, 2005).
Therefore, 4 tuning parameters are required, for which I selected the
following values:
 Number of iteration: 1000,
 ns0 number of random models initialized within the parameter space
at the beginning of the inversion: 50,
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 ns Number of models to be generates at each iteration: 50,
 nr Number of best cells (with the lowest misfit) where the ns models
are generated: 100.
In order to check the robustness of the exploration of the parameters
space, I conducted 5 distinct runs, each initialized with different seed values.
The choice of the model parametrization was made accounting for the
constrains provided by geological-geophysical literature about LTGF, and
leaving variability allowance. The parametrization is defined as follows:
---------------------- List of parameters and conditions
Parameterization checksum = 1830560760
Dimension of parameter space = 18
200 < TopVp0 < 2000 m/s(231 bins)
BottomVp0 > TopVp0
Poisson’s ratio checked
1700 < BottomVp0 < 3600 m/s(75 bins)
BottomVp0 > TopVp0
Poisson’s ratio checked
2200 < TopVp1 < 4000 m/s(60 bins)
BottomVp1 > TopVp1
Poisson’s ratio checked
2400 < BottomVp1 < 4000 m/s(51 bins)
BottomVp1 > TopVp1
Poisson’s ratio checked
3800 < TopVp2 < 5500 m/s(37 bins)
BottomVp2 > TopVp2
Poisson’s ratio checked
5500 < BottomVp2 < 6100 m/s(10 bins)
BottomVp2 > TopVp2
Poisson’s ratio checked
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6100 < TopVp3 < 7500 m/s(20 bins)
Poisson’s ratio checked
100 < TopVs0 < 500 m/s(161 bins)
BottomVs0 > TopVs0
Poisson’s ratio checked
500 < BottomVs0 < 2200 m/s(148 bins)
BottomVs0 > TopVs0
Poisson’s ratio checked
1 < DVs0 < 800 m(671 bins)
1100 < TopVs1 < 2400 m/s(78 bins)
BottomVs1 > TopVs1
Poisson’s ratio checked
1200 < BottomVs1 < 2400 m/s(69 bins)
BottomVs1 > TopVs1
Poisson’s ratio checked
100 < HVs1 < 700 m(195 bins)
2500 < TopVs2 < 3500 m/s(33 bins)
BottomVs2 > TopVs2
Poisson’s ratio checked
2900 < BottomVs2 < 4000 m/s(32 bins)
BottomVs2 > TopVs2
Poisson’s ratio checked
800 < HVs2 < 4000 m(161 bins)
4000 < TopVs3 < 4600 m/s(14 bins)
Poisson’s ratio checked
2200 < TopRho0 < 2600 kg/m3(16 bins)
6.5 Examples of S-wave Velocity Profiles at
the LTGF
The direct-search inversion, described in the previous subsection 6.4.1, was
applied to the phase/group velocity obtained for three profiles crossing the
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same areas discussed in 6.3. Even though the two different dispersions could
be contemporaneously used for a joint inversion, I intentionally performed
separate inversions for phase– and group-velocity dispersions, in order to
highlight the different information provided by the two types of data.
Figure 6.23 shows the S-wave velocity profiles obtained for the station-pair
FROS-LA11, crossing the productive area of Travale. The velocity profiles
are obtained from inversion of phase (panel c) and group (panel d) velocity
dispersions, calculated using modified-SPAC and NCF (panels 6.23a, 6.23b,
respectively).
Since the dispersions defined by the two methods are defined over different
frequency ranges, the corresponding models have distinct depth resolutions,
which is on the order of ∼ 1500m and ∼ 2500m for the PVDC and GVDC
results, respectively.
The two profiles are markedly different. A common feature is found at
150 m depth, where velocity increases sharply up to 1200 m/s, likely marking
the passage from the Quaternary sediments to the underlying Ligurid Com-
plex. The velocity contrast at ∼ 1300 m depth is also recognized by both
profiles, but that found from the GVDC inversion is more likely, being con-
strained by velocity data extending down to lower frequencies. This sudden
velocity increase could be associated with the H-Horizon, as inferred from
the comparison with a geological cross-sections parallel to this profile (figure
6.24, after Bertini et al. (2006)).
Figure 6.25 illustrates the inversion results for the station-pair LA08-
LA10, in the southern margin of the LTGF. Both profiles are characterized
by a major velocity discontinuity at depths 600-700 m, below which Vs is
as high as ∼ 3000 m/s. The maximum resolved depth is ∼ 1300 m for the
PVDC inversion, and ∼ 1800 m for the GVDC inversion, hence no deeper
features related to the metamorphic basement can be retrieved.
Above that major discontinuity, the velocities derived from PVDC and GVDC
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(a) (b)
(c) (d)
Figure 6.23: 1-D S-velocity profiles inverted from the phase (c) and group (d)
velocity dispersion curves relative to the station-pair FROS-LA11, crossing the
most productive area of LTGF; the best models, associated with the lower misfit
values, are indicated as black dashed lines. The misfits associated with the different
predicted dispersion curves are shown in panels (a) (PVDC) and (b) (GVDC),
where the experimental data are marked by the black dotted curves. Note that
slowness, depth, frequency axes and misfit color-maps are differently scaled, in
order to emphasize the features of individual inversions.
6. Green’s Function and S-wave Profiles from SM at the LTGF 117
Figure 6.24: Geological cross-section of the central area of LTGF, published in
figure 4-c in Bertini et al. (2006). The H-horizon can be followed, interpreted as
the contact between the upper Triassic evaporites– Paleozoic formations and the
lower Pliocene granites.
are markedly different, and it is difficult to state which of the two is more
reliable.
Finally, the inversion of PVDC and GVDC estimated for the pair LA01-
LA04 (North-West of LTGF) is shown in figure 6.26. Once more, the marked
velocity which is encountered at depths of 600 m and 400 m for the PVDC
and GVDC inversions, respectively, could be interpreted as top of the Tuscan
Nappe formation/Late Triassic evaporites, as for the previous example (figure
6.25).
118 6. Green’s Function and S-wave Profiles from SM the LTGF
(a) (b)
(c) (d)
Figure 6.25: 1-D S-velocity profiles inverted from the phase (c) and group (d)
velocity dispersion curves relative to the station-pair LA08-LA10, involving the
southern margin of the most productive area of LTGF; The best models, associated
to the lower misfit value, are indicated as black dashed profile. The forward com-
puted dispersion curves associated to the velocity profiles are in (a) (PVDC) and
(b) (GVDC); the black dashed curves are the experimental one. Please note that
slowness and frequency axes and misfit color-maps are differently scaled, in order
to emphasize singular features.
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(a) (b)
(c) (d)
Figure 6.26: 1-D S-velocity profiles inverted from the phase (c) and group (d) ve-
locity dispersion curve relative to the station-pair LA01-LA04, crossing the North-
Western part of LTGF; The best models, associated to the lower misfit value, are
indicated as black dashed profile. The depth axes are differently scaled. The forward
computed dispersion curves associated to the velocity profiles are in (a) (PVDC)
and (b) (GVDC); the black dashed curves are the experimental one. Please note
that slowness and frequency axes and misfit color-maps are differently scaled, in
order to emphasize singular features.
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Discussion and Conclusions
Over the past ten years, seismic ambient noise has been widely exploited
for inferring the elastic properties of the Earth’s interior, on the basis of the
well-established correspondence between the Noise Correlation Function eval-
uated at a pair of sites, and the Green’s function of the medium in between
them. Such equivalence relies however on several assumptions, the most crit-
ical of which concerns the energy equipartitioning of the noise wavefield. Any
attempt of subsurface imaging using passive noise sources should therefore
be preceded by an accurate and quantitative assessment about the structure
of the noise wavefield.
Within this context, this thesis has been aimed at a thorough investiga-
tion about feasibility and robustness of the noise-based methods toward the
imaging of complex geological structures at the local (∼ 10− 50 Km) scale.
The study focused on the analysis of a large seismological data set collected
at the Larderello-Travale geothermal field (Tuscany, Italy), an area for which
the underground structure is well-known thanks to decades of geothermal
exploration.
My analyses focused on the 0.1-1 Hz portion of the noise spectra which
is usually referred to as Secondary Microseism (SM), whose characteristics
and origin are described in chapter 1. The following two chapters describe
the methods used for the deterministic (chapter 2) and stochastic (chapter
3) analyses of the noise wavefield.
A geological and seismological outline of the LTGF and the description
of the experimental data set used for this work are provided in chapter 4.
Chapter 5 reports the results from application of the deterministic (beam-
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forming) analysis. This part of the work was aimed at verifying the assump-
tions for the subsequent application of the noise stochastic techniques. The
main finding was that secondary microseism wavefield at LTGF is not fully
diffuse, but the most prominent directions-of-arrival depend on both fre-
quency and season. In particular, I found that the wavefield at frequencies
< 0.3 Hz is dominated by high-apparent-velocity waves, which are particu-
larly evident in the Spring-Summer recordings. Considering their dominant
back-azimuth centered at 150°N, these arrivals are interpreted in terms of
body waves generated by Winter storms in the southern hemisphere. At
frequencies > 0.3 Hz the SM is observed to propagate from a broader range
of directions, with a prevalence of sources spanning the 240-330°N and 120-
210°N directional intervals. The possible locations of secondary microseism
sources exhibit significant concordance with those derived in previous stud-
ies on SM in Europe; moreover, the central position of the GAPSS array
with respect to the Mediterranean sea allowed also the recognition of likely
sources located throughout the eastern quadrants (i.e., Adriatic and Ionian
Seas). These results provided a main constraint about the conditions of ap-
plicability of the noise stochastic techniques. In fact, the retrieval of surface
(Rayleigh) waves Green’s functions has to be be carried out at frequencies
higher than 0.3 Hz, in order to avoid the interference of the low-frequency
body waves arrivals and to account for broader incoming directions.
The above consideration was confirmed by the results from the noise cor-
relation analyses (chapter 6). The action of stable directional sources was
evidenced by the time-domain asymmetry and non-zero imaginary parts of
the time- and frequency-domain noise cross-correlations, respectively. Such
features persist even when stacking the cross-correlations over extended (11
months) time intervals, confirming the temporal stability of the most local-
ized sources. The effects of directionality are alleviated, however, once high-
pass filtering the correlation functions at frequencies above 0.3Hz, where the
wavefield exhibits improved homogeneity.
These initial analyses also allowed determining the time interval after
which the stacked correlation estimates become stable. I found in fact that
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the NCFs do not exhibit any significant change for stacking periods longer
than ∼ 6 months.
A rigorous selection of results from NCF reduced severely the number
of the corresponding Green’s functions to be used for evaluating the disper-
sion properties of Rayleigh waves. The selected empirical Green’s functions
were then subjected to Frequency-Time ANalysis (FTAN), in order to es-
timate Rayleigh-wave group-velocity dispersion. Such procedure, however,
was sometimes affected by ambiguities in the modal attribution of the mea-
sured velocities, as a consequence of the mixing between the fundamental-
and higher- Rayleigh-wave modes. These misleading measurements were thus
discarded, further reducing the number of accepted velocity samples. After
this selection, all the retrieved group velocities resulted to be compatible
with those predicted from the different models based on exploration-wells
and seismic/geological profiles of the area.
I then tested the modified-SPAC method, and estimated the phase-velocity
dispersion curve from the inversion of the complex-coherence, γ(f). The
phase-velocity dispersion curve resulting from the iterative inversion of the
matrix γ(f, r) relative to the entire array exhibited a weak dependence on
the starting model; overall, the results were stable and consistent within
each other, but providing velocity values about 500 m/s slower than the
range spanned by independent studies on LTGF.
Results from the inversion of the two-station profiles γ(f) led to more
unstable phase-velocity dispersion curves, especially for station pairs located
in the most productive area of LTGF, which is characterised by a more
complex and heterogeneous subsoil context.
In the last part of the thesis, I retrieved shear-velocity profiles by in-
verting separately the group- and phase-velocity dispersions obtained from
NCF and SPAC analyses, respectively. These velocity structures were then
compared with the available data about the internal structure of the LTGF.
Results from the two methods differ significantly, though a concordance is
found in the identification of the main velocity discontinuities. In general,
velocities resulting from SPAC are lower than those retrieved by NCF, the
latter ones being more consistent with the velocity ranges spanned by both
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direct and indirect probing of the area.
Overall, the results presented in this work show the limitations of imaging
techniques based on secondary microseism wavefields, once applied to com-
plex geological structures characterised by marked heterogeneities at different
scale lengths.
In particular, the most critical aspects concern:
 The need of long acquisition periods, in order to obtain stable and
reliable correlation-based GF estimates;
 the poor depth penetration, as a consequence of the band limitations
imposed by the dominance of body-wave arrivals within the lowest fre-
quency portion (0.1-0.3 Hz) of the SM spectra;
 the possible ambiguities in mode identification, which can bias signifi-
cantly the subsequent inversion of the dispersion curves.
On the basis of these points, future analysis should include:
 A more thorough assessment of wavefield directionality by using, for
instance, F-K filters to isolate waves propagating along the same direc-
tion of the station-pair selected for the analyses;
 The utilisation of more sophisticated inversion procedures, by using
misfit functions which do not depend upon modal identification (e.g
Maraschini et al., 2010).
A further development is represented by the tomographic imaging, choos-
ing the most represented and well–constrained frequencies, for better resolv-
ing at least the shallower geological features. Tomographic images at discrete
depths could provide details which got lost in 1D shear-velocity profiles, as
the latter ones only represent the average properties of the Earth’s interior
in between the two recording sites.
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Finally, it must be noted that the possible SM-generating areas were only
inferred on the basis of the retrieved propagation directions. A further de-
velopment would thus consist in the identification of the microseism sources
through (a) triangulation of beamforming results from the different arrays
which are operative in Europe, and (b) inversion of seismic amplitudes given
an attenuation law. While providing a reference for any stochastic-noise
application, these studies would improve the knowledge about the mecha-
nisms of SM generation in the Mediterranean area, thus contributing to the
understanding of the relationships between microseisms and sea climate.
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Publications on the GAPSS
project
In this appendix, I include the abstracts of the scientific publications and the
contributes to international conferences about the researches at Larderello-
Travale geothermal field, undertaken for the GAPSS (Geothermal Area Pas-
sive Seismic Sources) project at which I collaborated during my Ph.D..
Remotely triggered micro-earthquakes in the
Larderello-Travale Geothermal Field (Italy) fol-
lowing the 2012 May 20, Mw 5.9 Po-plain earth-
quake
Citation: Saccorotti, G., Piccinini, D., Mazzarini, F., and Zupo, M. (2013).
Remotely triggered micro-earthquakes in the Larderello-Travale geothermal
field (Italy) following the 2012 may 20, mw 5.9 po-plain earthquake. Geo-
physical Research Letters, 40(5):835–840.
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Abstract
We report observations of remotely triggered earthquakes at the Larderello-
Travale Geothermal Field (Italy), following the Mw = 5.9 Po-Plain earth-
quake on 20 May 2012. Four distinct triggered events are recognized within
a short (∼ 25 s) time interval accompanying the sweeping of ∼ 10s Rayleigh
waves. Triggered sources are clustered at depths in between 4 Km and 6 Km.
The magnitude and distance of the mainshock agree well with the triggering
threshold previously proposed for The Geysers, California. For three out of
four earthquakes, the Rayleigh wave dynamic stresses are mostly associated
with extensional vertical (szz ) and shear (sxz ) components, which range up
to 5 KPa. Once considering the structural setting of the area, the most likely
triggering mechanism involves the rupture of normal faults which are kept
close to failure by high-pressure crustal fluids.
Passive, Broad-Band seismic measurements for
geothermal exploration: the GAPSS experi-
ment
Piccinini, D., Saccorotti, G., Mazzarini, F., Zupo, M., Capello, M., Musumeci,
G., Cauchie, L., and Chiarabba, C. (2013). Passive, broad-band seismic mea-
surements for geothermal exploration: the GAPSS experiment. In Proceed-
ings of the European Geothermal Congress.
Abstract
Passive seismological imaging techniques based on either transient (earth-
quakes) or sustained (background noise) signals can provide detailed descrip-
tions of subsurface attributes as seismic velocity, attenuation, and anisotropy.
However, the correspondence between these parameters and the physical
properties of crustal fluids is still ambiguous. Moreover, the resolving ca-
pabilities and condition of applicability of emerging techniques such as the
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Ambient Noise Tomography are still to be investigated thoroughly. Follow-
ing these arguments, a specific project (GAPSS-Geothermal Area Passive
Seismic Sources) was planned, in order to test passive exploration methods
on a well-known geothermal area, namely the Larderello-Travale Geother-
mal Field (LTGF). This geothermal area is located in the western part of
Tuscany (Italy), and it is the most ancient geothermal power field of the
world. Heat flow in this area can reach local peaks of 1000 mW/m3. The
deep explorations in this area showed a deeper reservoir (3000 to 4000 m
depth) located within the metamorphic rocks in the contact aureole of the
Pliocene-Quaternary granites [Bertini et al., 2006]; it is characterized by a
wide negative gravimetric anomaly, interpreted as partially molten granite at
temperatures of 800[Bottinga and Weill, 1970]. From seismic surveys the
marker K (pressurized horizons) was found at depths between 3 and 7 Km
[Batini and Nicolich, 1984; Bertini et al., 2006]. The structural grain of the
geothermal field is characterized by N-W trending and N-E dipping normal
faults whose activity lasts since the Pliocene [Brogi et al., 2003]. GAPSS is
ongoing since early May, 2012, and it consists of 12 temporary seismic sta-
tions, complemented by two permanent stations from the National Seismic
Network of Italy. The resulting array has an aperture of about 50 Km, with
average station spacing of 10 Km. Stations are equipped with either broad-
band (40s and 120s) or intermediate-period (5s), 3-components seismometers.
LTGF is seismically active. During the first 2 months of measurements, we
located about 250 earthquakes, with a peak rate of up to 40 shocks/day.
Preliminary results from analysis of these signals include: (i) a study of local
micro-earthquakes remotely triggered by the surface waves from the Po Plain
main-shock (May 20,2012). Results suggest a triggering process most likely
related to the Coulomb failure of faults kept close to rupture by elevated fluid
pore pressure. (ii) The detailed location of clustered microearthquakes from
inversion of differential times, thus obtaining a detailed picture of fracture
geometry. (iii) Seismic noise analysis, thus far mostly aimed at elucidating
the directional properties of the noise wavefield over the microseismic (0.1-0.5
Hz) frequency band.
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The Deep Structure of the Larderello-travale
Geothermal Field (Italy) from Integrated, Pas-
sive Seismic Investigations
Citation: Saccorotti, G., Piccinini, D., Zupo, M., Mazzarini, F., Chiarabba,
C., Agostinetti, N. P., Licciardi, A., and Bagagli, M. (2014). The deep
structure of the Larderello-Travale geothermal field (Italy) integrated, passive
seismic investigations. Energy Procedia, 59:227–234.
Abstract
We report the preliminary results from a project (GAPSS-Geothermal Area
Passive Seismic Sources), aimed at testing the resolving capabilities of passive
exploration methods on a well-known geothermal area, namely the Larderello-
Travale Geothermal Field (LTGF). Located in the western part of Tuscany
(Italy), LTGF is the most ancient geothermal power field of the world.
GAPSS consisted of up to 20 seismic stations deployed over an area of about
50 x 50 Km. During the first 12 months of measurements, we located more
than 2000 earthquakes, with a peak rate of up to 40 shocks/day. Prelim-
inary results from analysis of these signals include: (i) analysis of Shear-
Wave-Splitting from local earthquake data, from which we determined the
areal distribution of the most anisotropic regions; (ii) local-earthquake travel-
time tomography for both P- and S-wave velocities; (iii) telesismic receiver
function aimed at determining the high-resolution (< 0.5 Km) S-velocity
structure over the 0-20 Km depth range, and seismic anisotropy using the
decomposition of the angular harmonics of the RF data-set; (iv) S-wave ve-
locity profiling through inversion of the dispersive characteristics of Rayleigh
waves from earthquakes recorded at regional distances. After presenting
results from these different analyses, we eventually discuss their potential
application to the characterization and exploration of the investigated area.
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The Broad-Band Seismic Noise Wavefield at
the Larderello-Travale Geothermal Field (Italy)
Citation: Zupo, M., Saccorotti, G., Piccinini, D.. The Broad-Band Seismic
Noise Wavefield at the Larderello-Travale Geothermal Field (Italy). Ameri-
can Geophysical Union (AGU) Fall Meeting, 9–13 December 2013, San Fran-
cisco (CA,USA). Abstract num. S43B-2510
Abstract
Cross-correlation of ambient noise wave-field between a pair of receivers
(NCF), provides an estimate of the Green’s Function between the two sites,
thus allowing extraction of the associated group velocity dispersion curve.
This is valid under the assumption that noise sources and/or scatterers are
isotropically distributed and uncorrelated each other. These conditions are
usually met once the cross-correlations are averaged over long time intervals.
At frequencies lower than 1 Hz, ambient noise wavefield is essentially com-
posed by surface waves that are mostly associated with oceanic sources; as a
consequence, the noise wavefield may exhibit marked directional properties
over short (day) to intermediate (weeks) time scales. A detailed assessment
of the nature and duration of these sources is therefore required in order
to define the optimal conditions for retrieving the Green’s functions from
NCF analysis. This study presents ambient noise analysis for the Larderello-
Travale Geothermal Field (Italy). We use data collected by a temporary
seismic array consisting of 20 broad-band instruments, with station spac-
ing ranging from 6 to 50 Km. Below 1 Hz, the most energetic sources are
those associated with both primary and secondary microseisms, with domi-
nant spectral peaks spanning the 0.05-0.5 Hz frequency range. Focusing on
the secondary microseism sources (f > 0.1 Hz), we test the validity of the
isotropic-wavefield assumption by determining the kinematic properties of
the wavefield using frequency-domain beamforming. For the May-November
2012 time span, our results show that the most energetic and persistent wave-
field components propagate from WNW (Gulf of Marseille and Genova) and
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SW (Sardinia channel). In the late part of the observation period, additional
wavefield components are observed to propagate from the NE-SE azimuthal
range, corresponding to sources located throughout the Adriatic sea. This
suggests that the conditions for the application of the NCF technique can be
met by averaging cross-correlation estimates over a period of a few months.
The NCF analysis included a pre-processing step, consisting of signal filtering
and normalization. Then, we calculated cross- correlations between all inde-
pendent station pairs, and stacked these functions over the entire observation
period. Finally, the retrieved Green’s functions are subjected to a frequency-
time analysis, in order to obtain group velocity dispersion curves for each
station pair. The local velocity structure and the inter-station distances are
key factors conditioning the frequency range within which the surface wave
dispersion can be correctly measured. When the ratio between the inter-
station distance and the wavelength of interest is lower than ∼ 3, NCF can
severely fail. For these cases, we used the Spatial Autocorrelation Function
(SPAC), which relates the frequency-dependent spatial autocorrelation func-
tions to the phase velocity dispersion curve. In the analyzed frequency band
we also found evidences for signals traveling with high apparent velocities
( > 8000 m/s). Beamforming and polarization analysis indicate that these
signals are likely associated with P- waves generated in deep water far from
coastlines.
Secondary Microseisms Characterization and
Green’s Functions Extraction at the Larderello-
Travale Geothermal Field (Italy)
Citation: Zupo, M, Saccorotti, G. . Secondary Microseisms Characterization
and Green’s Functions Extraction at the Larderello-Travale Geothermal Field
(Italy). 57th Irish Geological Research Meeting (IGRM), 28 February – 2
March 2014, Dublin (IRE)
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Abstract
Cross-correlating a diffusive and uncorrelated wavefield (NCF) over suffi-
ciently long time period can provide an estimate of the Green’s function
(GF) between two sites, from which is possible to extract the velocity dis-
persion curve. The noise wavefield at frequencies lower than 1 Hz is mostly
composed by surface waves caused by oceanic sea state. This noise mirrors
the sea-state variability. This study presents the quantitative analysis of
noise recorded at the Larderello-Travale Geothermal Field (Italy) between
May-November 2012. We use data collected by a 50 Km diameter temporary
seismic array. To validate the assumptions underlying the NCF analysis we
first characterize the noise sources. We study the secondary microseisms (f
> 0.1 Hz), to determine sources kinematic properties using a beamforming
technique. We show that most of the microseisms energy propagates with ap-
parent velocities between 2-3 Km/s. The noise sources show spatially spread
back-azimuths with two areas in the Mediterranean with more likely source
locations. We see also high apparent velocity ( > 8 Km/s) signals: further
studies are however needed to better understand these signals. The direc-
tional and spectral properties of the noise are then compared to models from
WaveWatchIII computed for the Mediterranean. Seismological observations
agree with wave models and the comparison show the key role of rocky and
steep coasts. The almost isotropic distribution of noise sources indicates that
averaging cross-correlation estimates over a few months period can meet the
assumptions for the application of the NCF technique. We perform the NCF
analysis and the inter-station GF are retrieved. Then we apply the frequency-
time analysis (FTAN), in order to obtain group velocity dispersion curves for
each station pair. Overall this analysis allows us to undertake depth imaging
based on recordings of seismic noise (i.e. in the absence of seismic shots).
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Ambient Noise characterization at the Larderello-
Travale Geothermal Field (Italy)
Citation: Zupo, M., Saccorotti, G., Piccinini, D., Cauchie, L., Orlandi, A..
Ambient Noise characterization at the Larderello-Travale Geothermal Field
(Italy). European Geophysical Union (EGU) General Assembly, 27 April –
2 May 2014, Vienna (AT). Abstract num. 11444
Abstract
Given a pair of receivers, the cross-correlation function of ambient noise
wave-field (NCF) provides an estimate of the Green’s Function between the
two sites, which allows extraction of the associated group velocity dispersion
curve. Such a procedure is valid under the assumption that noise sources
and/or scatterers are isotropically dis- tributed and uncorrelated each other;
these conditions can be achieved once the NCFs are averaged over long time
intervals. At frequencies lower than 1 Hz, ambient noise wavefield is essen-
tially composed by surface waves that are mostly associated with oceanic
sources; as a consequence, the noise wavefield may exhibit marked direc-
tional properties over short (day) to intermediate (weeks) time scales. A
detailed assessment of the nature and duration of these sources is there-
fore required in order to define the optimal conditions for retrieving the
Green’s functions from NCF analysis. Following these premises, this study
focuses on the quantitative analysis of the ambient seismic noise as observed
at the Larderello-Travale Geothermal Field (Italy). We use data collected
by a temporary seismic array consisting of 20 broad-band instruments, with
inter-station distances ranging from 2 to 50 Km. Below 1 Hz, the most
energetic sources are those associated with both primary and secondary mi-
croseisms, whose dominant spectral peaks span the 0.05-0.5 Hz frequency
range. Focusing on the secondary microseism band (f > 0.1 Hz), we deter-
mine the kinematic properties of the noise wavefield using frequency-domain
beamforming. For the May- November 2012 time span, our results show
that the most energetic and persistent wavefield components propagate from
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WNW (Gulf of Marseille and Genoa) and SW (Sardinia channel). In the late
part of the observation period, additional wavefield components are observed
to propagate from the NE-SE quadrant, corresponding to sources located
throughout the Adriatic sea. Most of the noise energy propagates with ap-
parent velocities spanning the 2-3 Km/s range, thus suggesting a dominance
of surface (Rayleigh) waves. The directional and spectral properties of the
noise derived from Beamforming analysis are then compared to outputs from
WaveWatch III simulations, which predict the significant wave height and
dominant periods throghout the Mediterranean Sea. The good agree- ment
between seismological observations and wave models suggest the possibility
of adopting seismological noise observations for ocean climate studies. The
temporal variability of the spatial distribution of marine noise sources indi-
cates that the conditions for the application of the NCF technique can be met
by averaging cross-correlation estimates over a period of a few months. Noise
recordings are then subjected to NCF analysis, allowing for the re- trieval
of inter-station Green’s functions. These latter ones are then subjected to a
frequency-time analysis (FTAN), in order to obtain group velocity dispersion
curves for each station pair. For the cases in which the ratio between the
inter-station distance and the wavelength of interest was lower than ∼ 3,
we adopted the Spatial Autocorrelation Function (SPAC), which relates the
frequency-dependent spatial autocorrelation functions to the phase velocity
dispersion curve. In the analyzed frequency band we also found evidences
for signals traveling with high appar- ent velocities ( > 8 Km/s). Beamform-
ing and polarization analysis indicate that these waves are likely associated
with P-waves generated in deep water far from coastlines. Further studies
are however needed to better understand location and processes originating
these signals.
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Passive, broad-band seismic measurements for
geothermal exploration : The GAPSS experi-
ment
Citation: Saccorotti, G., Piccinini, D., Zupo, M., Mazzarini, F., Cauchie,
L., Chiarabba, C., Piana Agostinetti, N.. Passive, broad-band seismic mea-
surements for geothermal exploration: The GAPSS experiment. European
Geophysical Union (EGU) General Assembly, 27 April – 2 May 2014, Vienna
(AT). Vol.16, p. 11578
Abstract
Passive seismological imaging techniques based on either transient (earth-
quakes) or sustained (background noise) signals can provide detailed descrip-
tions of subsurface attributes as seismic velocity, attenuation, and anisotropy.
However, the correspondence between these parameters and the physical
properties of crustal fluids is still ambiguous. Moreover, the resolving ca-
pabilities and condition of applicability of emerging techniques such as the
Ambient Noise Tomography are still to be investigated thoroughly. Follow-
ing these arguments, a specific project (GAPSS-Geothermal Area Passive
Seismic Sources) was planned, in order to test passive exploration methods
on a well-known geothermal area, namely the Larderello-Travale Geother-
mal Field (LTGF). This geothermal area is located in the western part of
Tuscany (Italy), and it is the most ancient geothermal power field of the
world. Heat flow in this area can reach local peaks of 1000 mW/m3. The
deep explorations in this area showed a deeper reservoir (3000 to 4000 m
depth) located within the metamorphic rocks in the contact aureole of the
Pliocene-Quaternary granites; it is characterized by a wide negative gravi-
metric anomaly, interpreted as partially molten granite at temperatures of
800. From seismic surveys the K-marker K (pressurized horizons) was found
at depths between 3 and 7 Km. The structural grain of the geothermal field
is characterized by N-W trending and N-E dipping normal faults whose ac-
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tivity lasts since the Pliocene. GAPSS lasted from early May, 2012, through
October, 2013. It consisted of up to 20 temporary seismic stations, com-
plemented by two permanent stations from the National Seismic Network
of Italy. The resulting array has an aperture of about 50 Km, with station
spacings between 2 and 50 Km. Stations are equipped with either broad-
band (40s and 120s) or intermediate-period (5s), 3-components seismome-
ters. LTGF is seismically active. During the first 10 months of measure-
ments, we located more than 1000 earthquakes, with a peak rate of up to
40 shocks/day. Preliminary results from analysis of these signals include: (i)
The analysis of clustered microearthquakes likely resulting from re-injection
processes, thus allowing for the detailed determination of the temporal and
magnitude distributions which are likely indicators of induced seismicity; (ii)
Seismic noise analysis for deriving the 0.05-0.5 Hz dispersive properties of
the noise wavefield, which are inverted for shear-wave velocity profiles; (iii)
The analysis of Shear-Wave-Splitting from local earthquake data, from which
we found an anisotropic layer which correlates well with the K-horizon; (iv)
Local-earthquake Travel-Time tomography for both P- and S-wave velocities,
and (v) telesismic receiver function aimed at determining the high-resolution
(<0.5 Km) S-velocity structure over the 0-10Km depth range, and seismic
anisotropy using the decomposition of the angular harmonics of the RF data-
set. This latter technique decouples the P-to-S converted energy generated
at isotropic discontinuity from energy generated within an anisotropic body.
In this manner, we are able to precisely locate the source of the seismic
anisotropy at depth. In this communication we present pre- liminary results
from these analysis, I turn discussing their applicability to the exploration of
geothermal resources.
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