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Resumo
Esta dissertação aborda o problema de controlo robusto não linear e ao problema de estimação
de variáveis de estado de um veículo subaquático e autónomo.
O problema de controlo de trajectórias de um veículo subaquático e autónomo pode ser divi-
dido em dois subproblemas, controlo do ângulo de yaw e controlo do ângulo de pitch. O problema
de estimação de variáveis de estado pode ser dividido em dois tipos, correspondentes ao tipo de
missões realizadas pelo veículo subaquático e autónomo, missões à superficie onde é possível
aceder a medições de GPS e missões de baixo de água, onde não existem medições de GPS.
O modelo matemático que descreve a dinâmica de um veículo subaquático e autónomo é estu-
dado, juntamente com técnicas de controlo não linear e uma técnica de um observador não linear,
de modo a serem aplicadas no veículo subaquático e autónomo.
Foi utilizada a ferramenta MatLab para simular a tarefa dos controladores e observador numa
aplicação real, tornando possível analisar o seu desempenho na presença de incertezas do modelo
e perturbações externas. Os resultados obtidos comprovam a estabilidade e convergência das
técnicas de controlo utilizadas assim como a técnica de estimação utilizada.
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Abstract
This dissertation addresses the problem of nonlinear robust control and estimation problem of
state variables of an underwater autonomous vehicle.
The control trajectory problem of an underwater autonomous vehicle can be divided into two
sub problems, yaw angle control and pitch angle control. The variables state estimation problem
can be divided into two types, corresponding to the type of missions carried out by an autonomous
underwater vehicle missions, at the surface where you can access the GPS measurements or un-
derwater missions where there are no GPS measurements.
The mathematical model which describes the dynamics of an autonomous underwater vehicle
was studied, together with nonlinear control techniques and a nonlinear observer technique, in
order to be applied to a real autonomous underwater vehicle.
The mathematical computational tool Matlab was used to simulate the task of controlling and
observer in a real application, making possible to analyze its performance in presence of model
uncertainties and external disturbances. The results validated the stability and convergence of the
control techniques applied as well the estimation method.
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Chapter 1
Introduction
1.1 Motivation
Some people call the oceans the blue heart of earth [1]. Like referred in [2], nearly three-
quarters of the surface of the earth is covered by oceans, containing 97% of the water in the
planet earth. The earth produces more than half of the oxygen present in the atmosphere. In
addition, plays an important role in the heat distribution over the planet. Containing a large num-
ber of resources, subject of interest in many fields of study [3], such as environmental, climate,
oceaonography, hidrological, etc.
There is an increasing demand on the needs of ocean exploration in order to understand the
chain of phenomenona [3], such has global warming providing valuable information about ex-
ploitation of natural resources like extreme fishing activities or the impact of pollution on species,
a better understand of the human footprint, among others, creating a great impetus in the devel-
opment of systems of underwater exploitation, such as Autonomous Underwater Vehicles (AUV),
Remotely Operated Vehicles (ROV) and Autonomous Surface Vehicles (ASV).
With the advent of technology at a lower cost, the Autonomous Underwater Vehicles has been
increasingly used in ocean exploration to perform several functions, such as commercial, military,
among others.
Figure 1.1: An AUV from the USTL. Source [4]
1
2 Introduction
In Figure 1.1 is shown an AUV from the USTL, used to ocean exploitation.
Nowadays, AUVs are used by the oil and gas industry [5], in order to create detailed maps of
the ocean floor, allowing the construction of a cheaper and safer sub sea infrastructure. In military
operations, the vehicles are used to perform monitoring tasks, such as checking for minefields and
surveillance without humans on control.
Measuring the variables of interest such as concentration of certain biological elements in
the sea (like salinity, temperature, turbidity, dissolved oxygen from a certain area, detection of
microscopic life), mapping the ground of the ocean (2D and 3D maps) allowing to find any sort
features of interest, such as ship wrecks, archaeological sites or any otber submerged structures.
To perform this task the vehicles can be equipped with specific sensors such as optical sensors,
acoustic sensors and chemical sensors.
1.2 Objectives
The objective of this dissertation is to contribute to the USTL, developing a robust nonlinear
state estimator for an AUV with six degrees of freedom and controlling the vehicle based on those
estimations, enabling to perform controlled trajectories.
In this work several problems are faced due to the AUV nonlinear model uncertainty and
unmodeled disturbances. To achieve this goal, nonlinear control and estimation techniques are
used, such as Sliding Mode Control, Multiple Sliding Surface, Dynamic Surface Control and
Sliding Mode Observer. The objective is to achieve a good performance despite the presence of
disturbances and uncertainties.
In personal goals, it is intended to develop skills in research and analysis of real problems and
cement current knowledge about control theory.
1.3 Dissertation Structure
In this section it is described the structure of the dissertation final report:
• Chapter 1 - It is presented the work motivation and objectives
• Chapter 2 - Is shown the modeling of an AUV with six degrees of freedom and an intro-
duction to the Nonlinear Control Theory is performed
• Chapter 3 - A State of the Art in Autnomous Underwater Vehicles control and estimation
is addressed
• Chapter 4 - In this chapter it’s discussed the problem statement, regarding this work
• Chapter 5 - This chapter discuss the Approach chosen to solve the problem presented
• Chapter 6 - In this chapter it is described the simulation setup and results, obtained with
the MatLab software
1.3 Dissertation Structure 3
• Chapter 7 - The final chapter, set some conclusions about the realized work and some
improvements that could be made in the future
4 Introduction
Chapter 2
Support Material
2.1 Dynamics of an AUV with 6 DOF
This section presents the mathematical model of the an AUV.
2.1.1 Introduction
This section presents the mathematical model that describes the AUV dynamics. Since the
nonlinear controllers and nonlinear estimators are model based, although being robust against
model uncertainty, their performance also depends on the modeling accuracy. The more precise
the mathematical model representing the behavior of an AUV is, better the performance of the
controller and estimator used in this work.
The dynamics of an AUV with six degrees of freedom, began to be studied by the U. S. Navy
aiming to build a mathematical model to represent the trajectories and responses of a submarine
with six degrees of freedom, enabling to simulate the trajectory of an AUV in situations where
the vehicle is forced to perform extreme maneuvers such as emergency like aborting the docking
for instance. This model was presented by Gertler and Hagen [6]. Models of AUV’s with six
degrees of freedom are also presented by Fossen [7] and Healey [8], that are closely followed in
this section.
It is presented the coordinate frames of the vehicle, rigid body dynamics (presented by the au-
thor Arnold [9]), the hydrodynamic effects and the representations of the dynamics of the vehicle
in different coordinate frames.
Some basic principles presented in [10] and [8], needs to be considered in order to discuss the
dynamics of the vehicle:
• The vehicle behaves as a rigid body,
• The Earth’s rotation is negligible as far as acceleration components of the vehicle’s center
of mass are concerned,
• The primary forces that act on the vehicle have inertial and gravitational origins.
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6 Support Material
2.1.2 Kinematics
To define the vehicle kinematics, it’s important to clarify the definition of six degree of free-
dom.
The degrees of freedom of AUV are the number of independent movements that the vehicle
can carry out, that describes the dynamics of the AUV. This six independent motions are divided
into two types:
• Linear Motion
• Rotational Motion
The AUV motion along axis X, Y and Z are the translational motion and each one of these
axes contains a rotational motion, forming the six degrees of freedom that are defined as surge,
sway, heave, roll, pitch and yaw.
2.1.3 Coordinate Frames
This section presents the coordinate systems used for measurement of position, velocity and
acceleration of the vehicle. The coordinate systems follow the convention of SNAME’s [11] (So-
ciety of Naval Architects and Marine Engineers).
It is assumed that the acceleration of a point on the surface of the earth can be neglected,
allowing to consider the axis of the earth as an inertial frame. The Earth-fixed frame, has the XYZ
axes and it is used to represent the position and orientation of the vehicle relative to a fixed point
of the Earth.
The body-fixed frame with origin O, is coincident with the vehicle center of gravity CG, when
the CG is located in the main plane of symmetry of the vehicle (symmetry plane, defined by
plane-z0x0) or in any other point that is convenient. When the CG is not the in the main plane of
symmetry of the vehicle. The body-fixed frame, has the x0y0z0 axes.
Figure 2.1: Representation of the Earth-fixed frame and Body-fixed frame. Source [12]
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Each axis of the coordinate system corresponds to a variable and all variables in both coor-
dinate systems forms the state variables of the system. The two coordinate systems contains a
relation among them, as shown in Figure 2.1. This relationship is obtained through Euler angles.
It is therefore possible to obtain the velocity of the vehicle relative to a fixed point on earth by the
Euler angles, that is addressed in the next section of this chapter.
The Earth-fixed frame is used to represent the position and orientation of the vehicle relative
to a fixed point on earth.
The Body-fixed frame, represents the linear velocities and accelerations of O relative to the
surrounding fluid. In each of the three axes, the angular velocities are also represented with respect
to the body axis.
The forces and moments applied to the vehicle are represented in relation to the Body-fixed
frame. These variables are presented in table 2.1.
Table 2.1: Notation used for submarine vehicles, taken from Fossen [7]
DOF Description Forces andMoments
Linear and
Angular velocities
Position
and Euler
Angles
1 Motion in x-Direction (surge) X u x
2 Motion in y-Direction (sway) Y v y
3 Motion in z-Direction (heave) Z w z
4 Rotation about x-axis (roll) K p φ
5 Rotation about y-axis (pitch) M q θ
6 Rotation about z-axis (yaw) N r ψ
Analysing the table 2.1, is possible to associate to each of the reference axis the correspondent
motion, both rotational and translational.
The state variables are represented by η , containing the AUV positions and orientations on the
Earth-fixed Frame, while v represents the linear and angular velocities in the Body-fixed Frame.
The Forces and Moments, are represented in the Body-fixed frame by the variable τ . All the state
variables are represented as:
η = dηT1 ηT2 e= dx y z φ θ ψ eT , (2.1)
v = dvT1 vT2 e= du v w p q r eT , (2.2)
τ = dτT1 τT2 e= dX Y Z K M N eT , (2.3)
where variables with the first index refers to the three translational motion variables and variables
with the second index are relative to the three rotational motion. In the next section, it is shown
how the state variables η and v are related.
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2.1.4 Euler Angles
The Euler Angles allows to relate the Earth-fixed Frame (also called as the "navigation frame"
[8]) with the Body-fixed Frame. This relation is obtained by the composition of three elementary
rotations, around z-axis, y-axis and x-axis, represented in the Figure 2.2.
Figure 2.2: The three elementary rotation which forms the Euler Angles.
For the system that is subject of study in this dissertation, with this three elementary rotations
it is possible to create a relation between the velocity in the Body-fixed Frame (v) and the velocity
in the Earth-fixed Frame η˙ ( η˙ is the derivative of η in time). Performing the elementary rotations
on each of the axes of the body-fixed frame, the velocity on the Earth-fixed Frame is obtained, and
is possible to obtain the vehicle position and orientation in the Earth-fixed Frame by integrating
the velocities.
2.1.4.1 Linear Velocity Transformation
It is important to note that the order in which the rotations are carried out is not arbitrary. On
this work, we used the XY Z-convention specified in terms of Euler Angles rotations [7].
The three rotation matrices about each axis, z, y and x can be defined as:
Cz,ψ =
 cos(ψ) sin(ψ) 0)−sin(ψ) cos(ψ) 0
0 0 1
 ,Cy,θ =
cos(θ) 0 −sin(θ)0 1 0
sin(θ) 0 cos(θ)
 ,Cx,φ =
1 0 00 cos(φ) sin(φ)
0 −sin(φ) cos(φ)

Each rotation matrix has an index, that reflects the type of rotation about which axes the
rotation is performed, for example,Cx,ψ is the rotation about x axis with ψ radians. The matrix
that performs all three rotations consecutively can be defined as:
J1(η2) =CTz,ψC
T
y,θC
T
x,φ =
cψcθ −sψcφ + cψsθsφ sψsφ + cψcφsθ)sψcθ cψcφ + sφsθsψ −cψsφ + sθsψcφ
−sθ cθsφ cθcφ

To simplify the expressions, cos(ψ) is represented as c(ψ) and sin(ψ) as s(ψ).
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The resulting matrix forms an orthonormal basis 1 for the inertial frame (preserving the dot
product of vectors, forming an unitary transformation). Using this property, the matrix is mul-
tiplied by a vector producing an vector representation with the same coordinate in the inertial
frame. The relation between velocity in the Earth-fixed Frame (Inertial Frame) and velocity in the
Body-fixed Frame is defined as:
η˙1 = J1(η2)v1 (2.4)
2.1.4.2 Angular Velocity Transformation
The angular velocities in the Body-fixed Frame(v2 = [p,q,r]), are related to the Euler rate
vector (η˙2 = [φ˙ , θ˙ , ψ˙]), through a transformation matrix (J2(η)2).
η˙2 = J2(η2)v2 (2.5)
Being the matrix J2(η2) defined as:
v2 =
φ˙0
0
+Cx,φ
0θ˙
0
+Cx,φCy,θ
00
ψ˙
= J−12 (η2)η˙2
with J2(η2) equal to:
J(η2) =
1 sφ tθ cφ tθ0 cφ −sφ
0 sφ/cθ cφ/cθ

Is not possible to integrate the angular velocities in the Body-fixed Frame to obtain the orien-
tation of the vehicle, due to the fact that
∫ t
0 v2(τ)dτ doesn’t have physical interpretation.
If the angle of pitch reaches the values of −pi2 or pi2 , the matrix J2 will present an singularity.
In this work it is ensured that the controller along with restoring forces and moments do not allow
that to happen, nevertheless, if necessary, is possible to overcome this uniqueness with the use of
quaternions, as suggested by Ola-Erik Fjellstad and Thor I. Fossen [13] .
The global relation between the body-fixed frame and the Earth-fixed frame is defined as:
(
η˙1
η˙2
)
=
(
J1(η2) 03×3
03×3 J2(η2)
)(
v1
v2
)
⇐⇒ η˙ = J(η2)v (2.6)
2.1.5 Rigid Body Dynamics
The Equations of Motion (EOM) for a rigid body with 6 degrees of freedom, with respect to
the Body-fixed Frame are derived in this section.
To derive the equations, the Center of Mass theorem must be considered:
1An orhtonormal basis is always invertible. A×AT = I, so AT = A−1
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Theorem 1. The center of mass of a system moves as if all masses were concentrated at it and all
forces were applied to it. [9]
The Center of Gravity is the point of the sum of all gravitational forces applied to the body.
Assuming constant gravitational forces through all volume of the body, the Center of Gravity is
coincident with the Center of mass of the body. To derive the equations of motion , it’s assumed
that the Center of gravity is coincident with the Center of Mass.
The Equations of Motion are derived using the Newton-Euler formulation [7] based on New-
ton’s Second Law, which relates mass, acceleration and force, stating:
Theorem 2. The acceleration of a body is directly proportional to, and in the same direction as,
the net force acting on the body, and inversely proportional to its mass. Thus, F = ma, where F
is the net force acting on the object, m is the mass of the object and a is the acceleration of the
object.
This theorem is formally stated as:
mv˙ = f (2.7)
Iω˙ = m0 (2.8)
where m represents the mass of the body, ω˙ the angular velocity, I the inertia tensor and f and
m0 denotes the forces and moments relatively to the body center of gravity.
Using the Euler’s First and Second Axioms, that suggests that the Newton’s Second Law to be
expressed in terms of the conservation of linear and angular momentum, resulting:
p˙ = f ; p = mv (2.9)
h˙ = m0; h = Iω (2.10)
where v and ω represents linear and angular velocity.
2.1.5.1 Translational Motion
Hence, through the Euler’s axioms it is possible to understand the need to define the body
global acceleration in order to derive the translational equations of motion (in the X0,Y0 and Z0-
axis) for an arbitrary origin in the Boyd-fixed Frame. It is defined the positioning vector (of the
center of gravity of the vehicle) [8]:
rc = ro+ rG (2.11)
velocity vector:
drc
dt
(2.12)
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and acceleration vector of the body:
d2rc
dt2
(2.13)
where r0 represents the origin of the Body-fixed Frame relatively to the Earth-fixed Frame, rG
represents the center of gravity in the Body-fixed Frame and rc represents the positioning vector
of the body Center of Gravity relatively to the Earth-fixed Frame.
If the Body-fixed Frame rotates with an angular velocity of ω ∈ IR3, the time derivative of the
positioning vector is composed by two parts, being the first part the rate of growth of the vector
and an second the rate of transport. The resulting velocity vector of the body can be defined as:
drc
dt
= r˙0+ω× rG (2.14)
where r˙o = v0 ∈ IR3 is the Body-fixed Frame velocity with respect to the Earth-fixed Frame
and the ω× rG represents the cross product between these two vectors. The second derivative of
the positioning vector, results in the acceleration vector of the body:
d2rc
dt2
= v˙0+ ω˙× rG+ω×ω× rG+ω× v0 (2.15)
Replacing this expression in (2.9), results:
m(v˙0+ ω˙× rG+ω×ω× rG+ω× v0) = f0 (2.16)
The vector of force ( f0) expressed in 2.16, is composed by the sum of all external forces
on three degrees of freedom, that are decomposed on gravitational forces (weight), hydrostatic
(buoyancy) and all the existent hydrodynamics forces relative to the motion between the vehicle
and the fluid2. All the acceleration components in 2.16, are global and expressed in the Body-fixed
Frame. The term v˙0 represents the radial acceleration, ω˙×rG represents the tangential acceleration
of the Center of Gravity, ω×ω×rG represents the centripetal acceleration of the Center of Gravity
and v×ω represents the coriolis acceleration component.
If the origin of the coordinate system (X0Y0Z0) of the Body-fixed Frame, is defined to be equal
to the origin of the body Center of Gravity, then rG = [0,0,0]T . Substituting rG in 2.16, it results:
m(v˙0+ω× v0) = f0, (2.17)
where, f0 = fc and v0 = vc.
2.1.5.2 Rotational Motion
The three remaining degrees of motion (rotational motion) are obtained by the sum of applied
moments about the body Center of Mass, providing the equations of motion, but in marine vehicles
due to the difficulty of assessing the body mass moments of inertia (term I in 2.10) about the body
2This are detailed, later in this chapter
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Center of Gravity, since the Center of Gravity changes with loading, it is simpler to evaluate the
mass moments of inertia in the Body-fixed Frame (X0Y0Z0), which lies along the axes of symmetry
of the vehicle[8].
So, defining the body inertia tensor I0:
I0 =
 Ixx −Ixy −Ixz−Iyx Iyy −Iyz
−Izx −Izy Izz
 ; I0 = IT0 > 0 (2.18)
Diagonal terms Ixx, Iyy and Izz represents the moments of inertia about the Body-fixed Frame
axis (X0Y0Z0), while the rest of the terms are the products of inertia. The terms of the body inertia
tensor are defined by [7]
Ixx =
∫
v(y
2+ z2)ρAdV, Ixy = Iyx =
∫
v xyρAdV,
Iyy =
∫
v(x
2+ z2)ρAdV, Ixz = Izx =
∫
v xzρAdV,
Izz =
∫
v(x
2+ y2)ρAdV, Iyz = Iyz =
∫
v yzρAdV,
where ρA represents the mass density of the body.
The angular moment in the Body-fixed Frame is defined as:
ho = I0ω (2.19)
and applying the Newton second law:
m0 =
dh0
dt
+ rG× (md
2rc
dt2
) (2.20)
The second term of the equation 2.20, represents the moment caused by the sum of all forces
working on the body. The first term of the equation 2.20, is the derivative of the angular moment,
that can be decomposed in two parts, the rate of growth and the rate of transport, allowing to define
that:
dho
dt
= I0ω+ωh0 (2.21)
Replacing the equations 2.15, 2.19 and 2.21 in equation 2.20, results in the rotation equation
of motion:
m0 = I0ω˙+ω× (Iω)+m(rG× v˙0+ rG×ω× v) (2.22)
This equation represents the sum of all external moments applied to the Body-fixed Frame.
If the origin of the coordinate system (X0Y0Z0) of the Body-fixed Frame, is chosen to be equal
to the origin of the body Center of Gravity, then rG = [0,0,0]T . Replacing rG in 2.16, results in:
m0 = I0ω˙+ω× (Iω) (2.23)
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where, I = I0 and m0 = mc.
2.1.5.3 6 DOF Rigid Body Equations of Motion
On the previous section 2.1.5.1 and 2.1.5.2, it was shown how to derive the rigid body
dynamics using the Newtonian formalism. For an AUV with six degrees of freedom, the equations
of motion that respects the SNAME [7] notations, are:
f0 = τ1 = [X ,Y,Z]T external forces
m0 = τ2 = [K,M,N]T moment of external forces about O
v0 = ν1 = [u,v,w]T linear velocity of X0Y0Z0
ω = ν2 = [p,q,r]T angular velocity of X0Y0Z0
rG = [xG,yG,zG]T center of gravity
Both equations 2.16 and 2.22, are extended for the three degrees of motion that each equation
represents:
τRB =
(
f0
m0
)
; where f0 =
XY
Z
 ; and m0 =
KM
N
 ; (2.24)
Having six equations of motion, three of translational motion and three of rotational motion,
from [7], results:
m[u˙− vr+wq− xG(q2+ r2)+ yG(pq− r˙)+ zG(pr+ q˙)] = X
m[v˙−wp+ur− yG(r2+ p2)+ zG(qr− p˙)+ xG(qp+ r˙)] = Y
m[w˙+uq+ vp− zG(p2+q2)+ xG(rp− q˙)+ yG(rp+ p˙)] = Z
Ixx p˙+(Izz− Iyy)qr− (r˙+ pq)Ixz+(r2−q2)Iyz+(pr− q˙)Ixy
+m[yG(w˙−uq+ vp)− zG(v˙−wp+ur)] = K
Iyyq˙+(Ixx− Izz)rp− (p˙+qr)Ixy+(p2− r2)Izx+(qp− r˙)Iyz
+m[zG(u˙− vr+wq)− xG(w˙−uq+ vp)] = M
Izzr˙+(Iyy− Ixx)pq− (q˙+ rp)Iyz+(q2− p2)Ixy+(rq− p˙)Izx
+m[xG(v˙−wp+ur)− yG(u˙− vr+wq)] = N
(2.25)
Those equations are expressed in a matrix form (state space):
MRBν˙+CRB(ν)ν = τRB (2.26)
In this form of representation, the forces due to the rigid body inertia (represented by MRB ∈
IR6×6) are separated from the forces arising from the centripetal and coriolis acceleration (repre-
sented by CRB(ν) ∈ IR6×6).
14 Support Material
In equation 2.26, ν represents the linear and angular velocities of the Body-fixed Frame
(ν = [ν1, ν2]T ) and τRB represents the external forces and moments (τRB = [τ1,τ2]T ).
The rigid body inertia matrix MRB 3 is constant, positive definite and symmetric. Those are
defined as:
MRB =

m 0 0 0 mzG −myG
0 m 0 −mzG 0 mxG
0 0 m myG −mxG 0
0 −mzG myG Ixx −Ixy −Ixz
mzG 0 −mxG −Iyx Iyy −Iyz
−myG mxG 0 −Izx −Izy Izz

(2.27)
The Coriolis and Centripetal matrix CRB 4, is presented with an skew-symmetric representation:
CRB =

0 0 0
0 0 0
0 0 0
−m(yGq+ zGr) m(yG p+w) m(zGr− v)
m(xGq−w) −m(zGr+ xG p) m(zGq+u)
m(xGr+ v) m(yGr−u) −m(xG p+ yGq)
m(yGq+ zGr) −m(xGq−w) −m(xGr+ v)
−m(yG p+w) m(zGr+ xG p) −m(yGr−u)
−m(zG p− v) −m(zGq+u) m(xG p+ yGq)
0 −Yyzq− Ixz p+ Izzr Iyzr+ Ixy p− Iyyq
Iyzq+ Ixz p− Izzr 0 −Ixzr− Ixyr− Ixyq+ Ixx p
−Iyzr− Ixy p+ Iyyq Ixzr+ Ixyq− Ixx p 0

(2.28)
External forces and moments acting on an underwater vehicle, as addressed before, also results
from hydrodynamic effects. It is important to define the hydrodynamics forces and moments, to
better understand all the aspects of the dynamic of an AUV with six degrees of freedom, and
incorporate them on the mathematical model.
2.1.6 Hydrodynamic Forces and Moments
The forces and moments, that emerges from the interaction between body and fluid, are mod-
eled mathematically and included on the mathematical model that represents the dynamic of the
vehicle considering all six degrees of freedom.
3Properties of inertia Matrix - MRB = MTRB > 0; and M˙RB = 0;
4Properties of a skew-symmetrical representation - CRB =−CTRB(ν) ∀ ν ∈ IR6
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Since the hydrodynamic forces and moments are generated by the interactions between fluid
and body, depending on the relative velocity and acceleration between the body and the fluid, the
relative velocity between body and fluid[8] is defined as:
νr = ν−ν f (2.29)
where ν is the velocity in the Body-fixed Frame and ν f is the global fluid velocity vector,
defined as[8]
U f = [U f ,Vf ,Wf ,0,0,0]T (2.30)
According to Healey [8], the velocity of the fluid is assumed to be irrotational, resulting in
zero angular velocity present in the fluid velocity vector, so the angular rate terms in the body
fixed velocity vector remains the same.
The hydrodynamic forces and moments on a rigid body, are caused by two main components
[7]:
1. Radiation-Induced Forces - Forces on the body when it is forced to oscillate with the
wave excitation frequency and there are no incident waves - which is composed by three
components:
• Added Mass - due to inertia of the surrounding fluid
• Radiation-Induced Potential Damping - due to the energy carried away by generated
waves
• Restoring forces - due to Archimedes (weight and buoyancy)
2. Froude-Kriloff and Diffraction Forces - Forces on the body when the body is restrained
from oscillating and there are incident regular waves
2.1.6.1 Added Mass and Inertia
When a body travels through fluid, the fluid and the body can’t occupy the same space at the
same time, so when the body moves through the fluid, the fluid must be displaced from the path
where the body travels, forcing the fluid to move aside and close behind the body. The Added
Mass is defined as the pressure-induced forces and moments caused by the fluid resistance to
this displacement forced by the body. This pressure is proportional to the body acceleration and
opposite to it.
Like in the previous section 2.1.5.3, when presenting the rigid body equations of motion,
the coriolis and centripetal terms are separated from the inertial terms. The same approach is
used while adding the inertia matrix (MA5 ∈ IR6×6) and the coriolis and centripetal hydrodynamics
matrix (CA ∈ IR6×6).
5For an underwater vehicle in real fluid the added matrix it’s assumed the following properties: MA = MTA > 0
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The added matrix of inertia is defined as:
MA =

Xu˙ Xv˙ Xw˙ Xp˙ Xq˙ Xr˙
Yu˙ Yv˙ Yw˙ Yp˙ Yq˙ Yr˙
Zu˙ Zv˙ Zw˙ Zp˙ Zq˙ Zr˙
Ku˙ Kv˙ Kw˙ Kp˙ Kq˙ Kr˙
Mu˙ Mv˙ Mw˙ Mp˙ Mq˙ Mr˙
Nu˙ Nv˙ Nw˙ Np˙ Nq˙ Nr˙

(2.31)
Every term of the matrix is responsible for some translational or rotational motion induced in
the body by the resistance of the fluid.
The hydrodynamic coriolis and centripetal matrix is defined in a skew-symmetrical form:
CA(ν) =

0 0 0 0 −a3 a2
0 0 0 a3 0 −a1
0 0 0 −a2 a1 0
0 −a3 a2 0 −b3 b2
a3 0 −a1 b3 0 −b1
−a2 a1 0 −b2 b1 0

(2.32)
where:
a1 = Xu˙u+Xv˙v+Xw˙w+Xp˙ p+Xq˙q+Xr˙r
a2 = Xv˙u+Yv˙v+Yw˙w+Yp˙ p+Yq˙q+Yr˙r
a3 = Xw˙u+Yw˙v+Zw˙w+Zp˙ p+Zq˙q+Zr˙r
b1 = Xp˙u+Yp˙v+Z p˙w+Kp˙ p+Kq˙q+Kr˙r
b2 = Xq˙u+Yq˙v+Zq˙w+Kq˙ p+Mq˙q+Mr˙r
b2 = Xr˙u+Yr˙v+Zr˙w+Kr˙ p+Mr˙q+Nr˙r
(2.33)
In equation 2.33, the non-diagonal elements are difficult to determine, so in practice it’s used
an diagonal approximation, since the non-diagonal elements are much smaller than the diagonal
elements.
2.1.6.2 Hydrodynamic Damping
Damping represents the rate of energy that dissipates on a system due to the resistance of the
fluid to the motion of the body.
The hydrodynamic damping is divided in two principal components:
1. Potential Damping
2. Viscous Damping
a) Drag Forces
• Linear skin friction due to laminar boundary layers;
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• Quadratic skin friction due to turbulent boundary layers; and
• Quadratic drag due to vortex shedding (Morison’s equation).
b) Lift Forces
The hydrodynamic damping matrix D(ν)6 can be defined as the sum of two components:
D(νr) = Dp(νr)+Dv(νr) (2.34)
Potential damping is caused by wave radiation, but for the underwater vehicles, the potential
damping is negligible when compared to the viscous damping when operating at great depths.
For underwater vehicles operating near to the surface7, the effects of potential damping should be
considered[8], and a linear and potential damping are defined [8] as:
τp =−Dp(νr)νr (2.35)
The viscous damping is defined as:
τv =−Dlνr−Dq(νr)−DL(νr)νr (2.36)
where Dl ∈ IR6×6 represents the combination of linear and quadratic drag components, due to
skin friction being dependent on the shape of the body. The quadratic drag due to vortex shedding
represented by Dq ∈ IR6×6 forms a nonlinear matrix, that is obtained from the generalization of
the Morison’s equation using a Taylor series expansion, truncated to the second order, describing
the viscous damping in six degrees of freedom while DL ∈ IR6×6 representing the Lift Forces.
The linear and quadratic skin friction are defined as:
Dl =

Xu Xv Xw Xp Xq Xr
Yu Yv Yw Yp Yq Yr
Zu Zv Zw Zp Zq Zr
Ku Kv Kw Kp Kq Kr
Mu Mv Mw Mp Mq Mr
Nu Nv Nw Np Nq Nr

The quadratic drag due to vortex shedding is defined with Di(i = 1...6) ∈ IR6×6 matrix (
derived using the values such as water density, projected cross section area and drag coefficient),
as:
6Properties of the hydrodynamic damping matrix[7]: For a rigid-body moving through and ideal fluid the hydro-
dynamic damping matrix will be real, non-symmetrical and strictly positive - D(ν) > 0 ∀ ∈ IR6×6; Hydrodynamic
damping forces are known to be dissipative, therefore - νTv D(ν)ν > 0 ∀ ν 6= 0
7According to [10] this can be defined as: Waters less than one hundred meters deep.
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Dq(νr)νr =

|νr|T D1νr
|νr|T D2νr
|νr|T D3νr
|νr|T D4νr
|νr|T D5νr
|νr|T D6νr

The matrix terms, both in Dl and Dq, are difficult to obtain, since they are dependent on the
fluid parameters, shape of the body and angle of attack. It is assumed that the vehicle contains three
planes of symmetry, so decoupled motions and terms higher than second order are negligible. An
approximation is made using only the diagonal structure of Dl and Dq [7]. The drag forces are
defined as:
−Dlνr−Dq(νr) =

Xu+Xu|u||ur| 0 0
0 Yv+Yv|v||vr| 0
0 0 Zw+Zw|w||wr|
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
Kp+Kp|p||pr| 0 0
0 Mq+Mq|q||qr| 0
0 0 Nr +Nq|q||qr|

The lift forces act on a body in a perpendicular manner to the direction of the fluid flow. Due
to the relative motion between underwater vehicle and its surrounding fluid, lift forces act on the
vehicle.
Lift forces are define as:
τL =−DL(νr)νr (2.37)
where the matrix DL(νr) depends on the angle of attack, lift-coefficient, fluid density and the
projected cross-sectional area of the body.
This parameters, presented on the matrix that compose the drag forces, are difficult to deter-
mine.
2.1.6.3 Restoring Forces
The restoring forces are composed by the gravitational and buoyant forces, applied to the
Center of Gravity (CG) and to the Center of Buoyancy (CB) respectively. These centers are defined
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accordingly to the SNAME notation [11], that considers the Center of Gravity as rG = [xG,yG,zG]T
and the Center of Buoyancy as rB = [xB,yB,zB]T . The weight of the submerged body is defined
as: W = mg, where m represents the body mass, g represents the acceleration of gravity, and the
buoyancy force is defined as: B = ρg∇, where ρ represents the fluid density and ∇ the volume of
displaced fluid. If the body is full submerged, ∇ is equal to the body volume.
Both forces are applied relatively to the Earth-fixed Frame, while the gravitational force is
defined positive (downwards) pointing to the center of the Earth, while the Buoyancy force points
on the opposite direction.
To include this forces in the mathematical model derived from the Body-fixed Frame, is pos-
sible to transform this forces to the Body-fixed Frame using the rotation matrix J(η2)1 defined in
section 2.1.4.1:
τG = J−11 (η2)
 00
W
 τB =−J−11 (η2)
00
B
 (2.38)
The negative sign in the buoyancy force is due to the z-axis being defined positive downwards.
The restoring forces and moments are defined from the gravity and buoyancy force as:
mG = rG× τG(η) mG = rB× τB(η) (2.39)
The restoring forces and moments are written now in an single vector G(η) ∈ IR6, on the
Body-fixed Frame[7]
G(η) =

(W −B)sθ
−(W −B)cθsφ
−(W −B)cθcφ
−(yGW − yBB)cθcφ +(zGW − zBB)cθsφ
(zGW − zBB)sθ +(xGW − xBB)cθcφ
−(xGW − xBB)cθsφ − (yGW − yBB)sθ

(2.40)
where s(.) and c(.) represents the functions sin and cos respectively.
The restoring forces allows the stabilization of the pitch and roll attitude. The choice of the
center of gravity and center of buoyancy is important due to stability reasons. Three types of stabil-
ity can be defined depending on the choice of the center of gravity and the center of buoyancy[14]:
• Stable Equilibrium: If the body returns to its original position by retaining the originally
vertical axis as vertical.
• Unstable Equilibrium: If the body does not return to its original position but moves further
from it.
• Neutral Equilibrium: If the body neither returns to its original position nor increases its
displacement further, it will simply adopt its new position.
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Choosing the Center of Buoyancy above the Center of Gravity, when the body is in the pres-
ence of an external force (disturbance), that pushes the body away from its original position, the
buoyant force together with the weight produces a restoring force to make the body return to its
original position.
Figure 2.3: The restoring forces, when the CB is placed above the CG. Source [14]
In the figure 2.3, when the body isn’t in the original position (vertical axis isn’t vertical), the
buoyant force together with the weight will generate a force (drawn in red) that forces the body
do return to its initial position. With his choice for the Center of Buoyancy and Center of Gravity,
stable equilibrium is obtained.
Choosing the place of the Center of Buoyancy below the Center of Gravity like in 2.4, the
body in the presence of an external force (disturbance) that pushes the body from its original
position, the buoyant force together with the weight produces a force that makes the body turn
away from its original position.
In figure 2.4 the generated force vector, represented in red, makes the body turn away from
its original position. This choice is considered as an unstable point of equilibrium
If the Center of Buoyancy is selected to be coincident with the Center of Gravity, when the
body is on the presence of an external force (disturbance) that pushes the body from its original
position, the buoyant force together with the weight won’t produce any type of force vector, neither
to make the body turn away from its original position or to return to it.
In figure 2.5 the body is in the presence of a disturbance, and not any type of force vector
is generated. It’s assumed an neutral equilibrium when the Center of Buoyancy and Center of
Gravity are coincident.
This aspects of the restoring forces are important, since in this work it is not consider an
actuator to control the roll attitude, so the roll attitude is fully dependent on the location of the
Center of Gravity and Center of Buoyancy.
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Figure 2.4: The restoring forces, when the CB is placed below the CG. Source [14]
Figure 2.5: The restoring forces, when the CB is placed coincident with the CG. Source [14]
2.1.6.4 Froude-Kriloff Forces and Moments
This hydrodynamic force, felt by a totally submerged body with small volume8, is caused
by the unsteady pressure field generated by undisturbed waves with a velocity vector defined by
ν f = [u f ,v f ,w f ,0,0,0]T , where the fluid is considered to be irrotational, resulting in Coriolis and
Centripetal terms to be null in Froude-Krillof force expression.
The Froude-Krillof force is defined as:
τFK = MFK ν˙ f (2.41)
8Small Volume means that the diameter of the body is, at least, five times smaller than the wavelength
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The MFK9 matrix can be understood as the Froude-Kriloff inertia matrix, that represents the
inertia matrix of the displaced fluid. The MFK matrix is defined as[7]:
MFK =

m 0 0 0 mzB −myB
0 m 0 −mzB 0 mxB
0 0 m yB −mxB 0
0 −mzB myB Ixx −Ixy −Ixz
mzB 0 −mxB −Ixy Iyy −Iyz
−myB mxB 0 −Ixz −Iyz Izz

(2.42)
where rB = [xB,yB,zB]T is the center of buoyancy and the moments and products of the inertia
of the displaced fluid, are defined as:
Ixx =
∫
∇(y
2+ z2)ρd∇ Ixy = Iyx =
∫
∇ xyρd∇
Iyy =
∫
∇(x
2+ z2)ρd∇ Ixz = Izx =
∫
∇ xzρd∇
Izz =
∫
∇(x
2+ y2)ρd∇ Iyz = Izy =
∫
∇ yzρd∇
(2.43)
The displaced mass fluid is defined as:
m = ρ∇ (2.44)
where ρ is the fluid density and ∇ is the volume of displaced fluid.
The value of the mass fluid displaced by the body can be used in the rigid body mass matrix
instead of the body mass, assuming that the body is neutrally buoyant (MRB = MFK).
2.1.6.5 Thruster Forces and Moments
Thrusters are used in underwater vehicles to create relative velocity between the vehicle and
the fluid, resulting in motion of the underwater vehicle. It consists in a propeller attached to a
motor, being the principal actuator of an AUV, since it allows to control surge speed and the others
actuators are dependent on it. It is important to understand the function of the thruster coupled to
the underwater vehicle, by studying the mathematical model of the thruster[7].
Defining the open water advance coefficient:
J0 =
VA
nD
, (2.45)
where Va represents the speed of advance 10 (m/s - velocity of the water going into the pro-
peller), n represents the propeller revolutions per second (RPS) and D(m) the propeller diameter.
The speed of advance is calculated as:
Va = (1−w)U (2.46)
9Similarly to MRB, MFK also enjoys of the property - MFK = MTFK
10Speed of advance is the speed travel through water at any given shaft (propellor) rotation, not taking into account
any external forces such as set and drift.
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Where w is the wake fraction number and U is the forward speed of the vehicle.
The propeller thrust and torque coefficients (KT and KQ) are calculated as:
KT = Tρ|n|nD4 = (α1+α2J0) KQ =
Q
ρ|n|nD5 = (β1+β2J0) (2.47)
Where ρ represents the water density (Kg/m3), T the thrust of the propeller (N) and Q the
propeller torque (Nm) and α1,α2,β1 and β2 are fixed values.
The propeller thrust and torque are written as:
T = ρD4KT |n|n Q = ρD5KQ|n|n (2.48)
For convenience it is written as:
T = T|n|n|n|n+T|n|Va |n|Va
Q = Q|n|n|n|n+Q|n|Va |n|Va
(2.49)
Where T|n|n,T|n|Va ,Q|n|n and Q|n|Va are design parameters defined as:
T|n|n = ρD4α1 > 0 Q|n|n = ρD5β1 > 0
T|n|Va = ρD
3α2 > 0 Q|n|Va = ρD
3β2 > 0
(2.50)
The torque Q presented in here, causes undesired roll in the X0 axis of the Body-fixed Frame.
2.1.6.6 Actuator Forces and Moments
The actuators used in the underwater vehicle are the rudders (two vertically placed) and fins
(two horizontally placed). The surface of the rudders and fins are used to create forces and mo-
ments (composed by drag and lift forces), enabling to control the heading and angle of attack of
the vehicle.
The forces and moments created by the actuators are directly proportional to the angle of
deflection and to the square of the surge speed (u) of the vehicle.
Applying an angle deflection to the fins, a force in the Z0-axis is obtained and the moment
around the Y0-axis that controls the pitch angle. Applying an angle deflection to the rudders, a
force in the Y0-axis is obtained and the moment around the Z0-axis that controls the yaw angle.
The deflection of the fins and rudders, produces additional drag.
The forces and moments caused by the actuators are defined by the following vector[8]
τδ =

[(Xqδspδsp+Xqδbpδbp)uq+(Xrδbrδbr +Xrδsrδsr)ur+Xvδsδsuv+ ...
(Xwδs +Xwδbδb)uw+(Xδrδr(δ
2
sr +δ 2br)+Xδspδspδ
2
sp+Xδbpδbpδ
2
bp)u|u|]
(Yδsrδsr +Yδbrδbr)u|u|
(Zδspδsp+Zδbpδbpu|u|
0
(Mδbpδsp+Mδbpδbp)u|u|
(Mδsrδsr +Nδbrδbr)u|u|

(2.51)
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The actuators modeled in equation 2.51 are representative of a vehicle with fins and rudders,
where each set move together.
If they were independent, the control forces would change in that configuration and the roll
could be actively controlled. With this configuration it is possible to control pitch and yaw.
In both configurations, pitch and yaw are always controllable.
2.1.7 Equations of Motion - Vector Representations
In this section the equations of motion for an AUV with six degrees of freedom are presented
in the Body-fixed Frame and in the Earth-fixed Frame.
2.1.7.1 Body-fixed Frame - Vector Representation
Obtained the rigid body dynamics and the hydrodynamic forces, it is possible to write the
system dynamics.
The inertia Matrix is defined as:
M = MRB+MA (2.52)
The inertia matrix is composed by the forces and moments caused by the rigid body inertia
and the added mass, caused by the hydrodynamic effects.
The Coriolis and Centripetal Matrix is defined as:
C(ν) =CRB(ν)+CA(ν) (2.53)
The forces and moments arising from the centripetal and coriolis accelerations from the body
rigid dynamics CRB and the hydrodynamic effects CA are considered.
The Damping, caused by the hydrodynamics effect, is composed by the sum of the potential
damping with the viscous damping, being defined as:
D(ν) = Dp(ν)+Dv(ν) (2.54)
The restoring forces G(η) acting on the vehicle were already defined earlier in 2.1.6.3.
It’s possible to define the dynamic of an underwater vehicle with six degrees of freedom:
Mν˙+C(ν)ν+D(ν)ν+G(η) = τ (2.55)
If the presence of undisturbed waves with velocity in the fluid are considered, the dynamic of
the system can be defined with the Froude-Kriloff Forces and Moments:
MRBν+CRB(ν)ν+MAν˙r +CA(νr)νr +D(νr)νr +G(η) = τFK + τ (2.56)
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2.1.7.2 Earth-fixed Frame - Vector Representation
Although the representation in the Body-fixed Frame is useful in simulation, to control and
estimate the vehicles state, the representation of the dynamics on the Earth-fixed frame should be
used.
Assuming that the rotation matrix J(η) used in this transformation never face singularities, so
that the dynamic in the Earth-fixed frame remains valid, the relation between Body-fixed Frame
velocity and Earth-fixed Frame velocity can be obtained by:
η˙ = J(η)ν ⇐⇒ ν = J(η)−1η˙ (2.57)
Differentiating both equations in respect to time:
η¨ = J(η)ν˙+ J˙(η)ν ⇐⇒ ν˙ = J−1[η¨− J˙(η)J(η)−1η˙ ] (2.58)
Applying the transformation to the terms of the Body-fixed Frame representation, the dynam-
ics in the Earth-fixed frame is defined by [7]:
Mη(η) = J(η)−T MJ(η)−1
Cη(v,η) = J(η)−T [C(v)−MJ(η)−1J˙(η)]J(η)−1
Dη = J(η)−T D(v)J(η)−1
Gη = J(η)−T G(η)
τη(η) = J(η)−T τ
(2.59)
With this transformations, the representation of the AUV dynamics in the Earth-fixed Frame
can be written as:
Mη(η)η¨+Cη(v,η)η˙+Dη(v,η)η˙+Gη(η) = τη(η) (2.60)
Taking into account the presence of undisturbed waves with velocity on the fluid, the equation
2.60 should be defined using the Froude-Kriloff Forces and Moments:
MRBη(η)η¨+CRBη(ν ,η)η˙+MAη(η)η¨r +CAη(νr,η)η˙r...
+Dη(νr,η)η˙r +Gη(η) = τFKη + τη(η)
(2.61)
Where η˙r represents the Earth-fixed Frame velocity relative to the fluid motion and η˙ repre-
sents the Earth-fixed Frame global velocity.
2.1.7.3 Modifications to account fluid motion
Proper modifications to take into to account the fluid motion must be addressed, in order to
represent the vehicle dynamic in the Earth-fixed Frame:
νr = ν−ν f (2.62)
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Where νc = [u f ,v f ,w f ,0,0,0]T , and the fluid is considered to be irrotational. Using the rela-
tion between Body-fixed Frame velocity and Earth-fixed Frame velocity, defined earlier in section
2.1.4, the relative velocity in the Earth-fixed frame is defined:
η˙ = J(η)ν = J(η)(νr +ν f ) (2.63)
The Earth-fixed Frame current velocity vector is defined as:
νec = J(η)ν f (2.64)
considering νec = [uef ,v
e
f ,w
e
f ,0,0,0]
T .
The Earth-fixed Frame relative velocity is defined:
η˙ = J(η)νr +νef (2.65)
On this work, the fluid motion vc is considered that is slowly varying [15] (ν˙ f ≈ 0).
2.2 Nonlinear Control Theory
The dynamic of an AUV with six degrees of freedom is described by a set of nonlinear dif-
ferential equations. The study of nonlinear analysis techniques allows to draw some conclusions
about the system stability and to design nonlinear controllers. In this section it will be followed
closely the authors [16] and [17], but about the area of nonlinear systems the authors [18] and [19]
can also be consulted about.
2.2.1 Introduction
This section introduces linear and non-linear systems, explaining the main differences between
the two types of systems, followed by the discussion of the Lyapunov theory and its applicability in
the analysis of nonlinear systems and nonlinear controller design. The Sliding Mode Control and
Multivariable Sliding Mode Control techniques are addressed. The concept of matching conditions
is introduced in order to allow proper exposure of the nonlinear control techniques Multiple Sliding
Surface and Dynamic Surface control. State estimators are also presented, more specifically, a
nonlinear observer based on Sliding technique.
2.2.2 Linear and Nonlinear Systems
A Linear Time Invariant (LTI) system has the following form:
x˙ = Ax (2.66)
where x ∈ IRn is the state vector, x˙ the time derivative of the state vector and A ∈ IRn×n is the
system matrix. This system has the following properties [16]:
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• a linear system has a unique equilibrium point11 if A is nonsingular;
• the equilibrium point is stable if all eigenvalues of A have negative real parts, regardless of
initial conditions;
• the transient response of a linear system is composed of the natural modes of the system,
and the general solution can be solved analytically;
• in the presence of an external input u(t),i.e., with
x˙ = Ax+Bu (2.67)
the system response contains several propreties. First it satisfies the principle of superposi-
ition. Second, the asymptotic stability of the system 2.66 implies bounded-input bounded-
output stability in the presence of u. Third, a sinusoidal input leads to a sinusoidal output of
the same frequency.
In nonlinear systems, the properties of linear systems cannot be applied. A nonlinear system
has the following properties, described in [16]:
• Multiple Equilibrium points - usually present more than one equilibrium point.
• Limit Cycles - may present oscillations of fixed amplitude and period, without external
excitation.
• Bifurcations - when the nonlinear dynamics parameters change, the number of equilibrium
points and stability of the equilibrium points change. The values of these parameters at
which the dynamics change qualitatively are bifurcation values.
• Chaos - this phenomenon means that the system output is extremely sensitive to initial con-
ditions, being unpredictable12. Contrasting with the linear system, a sinusoidal input with
arbitrary magnitude in a nonlinear system may lead to an output which can be sinusoidal,
periodic or chaotic, depending on the initial condition and input magnitude. An example of
chaotic system is the atmosphere, because small changes in one part of the system can have
large effects on the entire system, that’s why it is difficult to accurately predict the weather
more than a few days of advance.
A nonlinear system in [17] is defined as:
x˙ = f [t,x(t)],∀t ≥ 0, (2.68)
where t ∈ IR+, x(t)∈ IRn and f : IR+× IRn→ IRn is a continuous system, that can be classified
according to its dependency of time.
11An equilibrium point is a point where the system can stay forever without moving [16]
12Despite the existence of an exact model of the nonlinear system, the system response in long-run cannot be well
predicted.
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Definition 1. The system 2.68 is autonomous if the function f does not depend on time ( d fdt = 0);
it is nonautonomous if depends on time ( d fdt 6= 0).
Some authors refers to autonomous systems as "time-invariant" and nonautonomous systems
as "time-varying". When a system, linear or nonlinear, is in the presence of a control vector, it is
defined as a forced system.
2.2.3 Stability Concepts
Lyapunov stability is related with the system behavior, when the initial state is near to an
equilibrium. This is an important subject, because all systems are in the presence of external
disturbance, trying to push the system away from the equilibrium point. To avoid ambiguities on
the solution, when defining the stability concepts, is considered that equation 2.68 has an unique
solution for each initial condition (x(t) = x0 ∀t ≥ t0 being x0 the initial state and t0 the initial time).
In [17] a theorem for local and existence uniqueness is presented:
Theorem 3. Suppose the function f in 2.68 is continuous in t and x and satisfies the following
conditions: There exist finite constants T, r, h and k such that:
(i) || f (t,x)− f (t,y)|| ≤ k||x− y||,∀x,y ∈ B, ∀t ∈ [0,T ],
This condition is known as the Lipschitz condition and k is the Lipschitz constant.
(ii) || f (t,x0)|| ≤ h, ∀t ∈ [0,T ]
where B is a ball in IRn of the form:
B = {x ∈ IRn : ||x−x0|| ≤ r}.
Then, equation 2.68 has exactly one solution over [0,δ ] whenever the number of δ is suffi-
ciently small to satisfy the inequalities:
hδe(kδ ) ≤ r
and
δ ≤ min{T, ρk , rh+kr}
for some constant ρ<1.
If ∀x,y ∈ IRn, the Global existence and Uniqueness is guaranteed.
It is important to define the system solution corresponding each initial condition, before defin-
ing local and global stability. The system solution is defined as:
d
dt s(t, t0,x0) = f [t,s(t, t0,x0)], ∀t ≥ t0 (2.69)
Considering an autonomous system, the solution of the system is of t and t0.
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2.2.3.1 Equilibrium points
The system trajectory may be represented by only a single point [16]. That point is considered
an equilibrium point and is defined as:
Definition 2. A state x∗ is an equilibrium state (or equilibrium point) of the system if once x(t) is
equal to x∗, it remains equal to x∗ for all future time.
f (t,x∗) = 0 ∀t ≥ 0 (2.70)
This means that if a system starts at the point of equilibrium and if no disturbances act on
the system, the system will remain in the equilibrium point. In this case, the system trajectory is
considered to be the only equilibrium point.
The system solution is given by:
s(t, t0,x∗) = x∗ ∀t ≥ 0 (2.71)
2.2.3.2 Local Stability
It’s assumed that the equilibrium point x0 is 0. If that doesn’t verify, it is possible to redefine
the coordinates on IRn, making the new origin the equilibrium point.
Definition 3. The equilibrium 0 is stable if, for each ε>0 and each t0 ∈ IR+, there exists a δ =
δ (ε, t0) such that
||x0||< δ (ε, t0)⇒ ||s(t, t0,x0)||< ε, ∀t ≥ 0
The stable equilibrium can be defined as maintaining the system trajectory inside of a ball Bε
with radius ε , if the system starts inside of ball Bδ with radius δ . So for all future times t ≥ 0, if
the system has an initial condition bounded by Bδ , the system trajectory will always be bounded
by Bε . This means that random small perturbations acting on the initial state of the system, causes
small perturbations in the system trajectory.
If δ depends only on ε , it is said that the equilibrium is uniformly stable. For an autonomous
system, that doesn’t depend on time, there is no distinction between stable equilibrium or uni-
formly stable equilibrium, since δ is no longer dependent on t0, the origin is now stable for all t0
starting inside of δ .
In Figure 2.6 an example of stable equilibrium is presented.
Independently of how close the initial condition is to the origin, the system trajectory always
exceed the ball Bε with radius ε , then the system origin is defined as unstable. In Figure 2.7 an
example of unstable equilibrium is presented.
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Figure 2.6: A graphical example of stable equilibrium. Source [16]
Figure 2.7: A graphical example of unstable equilibrium. Source [16]
Definition 4. The equilibrium 0 is attractive if, for each t0 ∈ IR+, there is an η(t0)>0 such that
||x0||< η(t0)⇒ s(t0+ t, t0,x0)→ 0 as t→ ∞
The fact that the origin is attractive, means that every initial state x0, starting close enough to
0 (bounded by η(t0)), the system trajectory approaches to 0 as t0+ t→ ∞. If the ball of attraction
depends on t0, for the same initial time and different initial states starting inside of the ball Bη(t0),
the system trajectory approaches 0 with different rates, while if the equilibrium is uniformly
attractivity the ball of attraction Bη is independent of the initial time and for all trajectories
starting inside Bη , the system trajectory approaches the origin at uniform rate.
The equilibrium 0 may be attractive and unstable at the same time, if no matter how close to
the origin the system trajectory starts ( ∀ δ (ε, t0) ), the system trajectory will always leave the ball
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of radius ε , although the system trajectory will approach 0 as t0+ t→ ∞. A graphical example of
attractive equilibrium is presented in Figure 2.8.
Figure 2.8: A graphical example of attractive equilibrium. Source [10]
Definition 5. The equilibrium 0 is asymptotically stable if it is stable and attractive. It is uni-
formly asymptotically stable (u.a.s.) if it is uniformly stable and uniformly attractive.
The equilibrium is asymptotically stable, if it is possible to define a ball of radius η(t0) such
that for every initial condition bounded by Bη0 , the system trajectory approaches 0 as t0 + t → ∞
and the system solution stays inside bounded by Bε . If a ball of radius η independent from t0
can be defined, the system is uniformly asymptotically stable. In Figure 2.9, an equilibrium
asymptotically stable is presented.
Figure 2.9: A graphical example of asymptotic stable equilibrium. Source [16]
32 Support Material
Definition 6. The equilibrium 0 is exponentially stable if there exist constants r, a, b>0 such that
||s(t0+ t, t0,x0|| ≤ a||x0||e(−bt),∀t, t0 ≥ 0,∀x0 ∈ Br
If the initial condition lies inside of a ball Br with radius r, the system solution converges to
the origin faster than an exponential function, and the rate of the exponential convergence is given
by the variable b.
Exponential stability implies asymptotic stability, but asymptotic stability doesn’t implies ex-
ponential stability. Exponential stability is a strong form of stability, and the exponential conver-
gence is important in applications because is robust to perturbations [20].
So far, it has been discussed the concepts of stability when the initial condition is near of the
equilibrium point, which only characterize the local behavior of the system. It is important to
define the system behavior when the initial condition are far away from the equilibrium as Global
Stability.
2.2.3.3 Global Stability
The Global Stability considers that the equilibrium is unique in the state space IRn, so the
definitions made about the local stability can be extended for all the state space.
Definition 7. The equilibrium 0 is globally uniformly asymptotically stable (g.u.a.s.) if (i) it is
uniformly stable, and (ii) for each pair of positive numbers M, ε with M arbitrarily large and ε
arbitrarily small, there exists a finite numer T=T(M,ε) such that
||x0||< M, t0 ≥ 0⇒ ||s(t0+ t, t0,x0)||< ε,∀t ≥ T (M,ε)
The equilibrium Globally uniformly asymptotically stable, defines that if the initial condition
of the system is away from origin (||x0|| < M, where M is arbitrarily large), the system solution
approaches the neighborhood of the origin (||s(t0+ t, t0,x0)||, where ε is arbitrarily small).
The equilibrium has to be stable and attractive, but in this case for all x0 ∈ IRn.
Definition 8. The equilibrium 0 is globally exponentially stable (g.e.s.) if there exist constants a,
b>0 such that
||s(t0+ t, t0,x0|| ≤ a||x0||e(−bt),∀t, t0 ≥ 0,∀x0 ∈ IRn
The exponential stability concept remains the same as explained before, with the difference,
that in this case the exponential stability verifies for all x0 ∈ IRn.
2.2.4 Lyapunov’s Direct Method
The Lyapunov’s Direct Method allows to make some conclusions about the stability of a sys-
tem (differential equations), without knowing the solutions.
This method take advantage from the observation of physical events. Assuming that the total
energy of a mechanical, electrical or other system is dissipated over time, independently of the
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system being linear or nonlinear, eventually it will come to rest when it runs out of energy, reaching
the equilibrium point. For instance, if a system is composed by a mass-dumper-spring system, with
initial state at rest (energy=0), and the mass is pulled away and then release, is possible to evaluate
the motion stability. When the solution isn’t available, is difficult to verify the system stability,
using only the stability concepts. As in [16], by making the mechanical energy of the system
correspond to stability concepts, we can establish:
• zero energy corresponds to the equilibrium point (x = 0, x˙ = 0)
• asymptotic stability implies the convergence of mechanical energy to zero
• instability is related to the growth of mechanical energy
As refereed before, the system energy will be dissipated over time (convergence of mechanical
energy), so eventually the system energy will be equal to zero, corresponding to the equilibrium
point, so the motion is considered stable.
The Lyapunov’s Direct Method is based on this generalization, and applied to more complex
systems. It defines a "energy-like" function for the dynamic of the system, and observe how the
function varies along time, that allows to draw some conclusions about the system stability without
knowing the solutions.
To properly analyze the Lyapunov functions, some definitions are presented [17].
2.2.4.1 Positive Definite Functions and Lyapunov Functions
Energy functions has two properties: (i) monotonically decreasing and (ii) are strictly positive.
Positive functions are now defined.
Definition 9. A continuous function W: IRn → IR is an local positive definite function (lpdf) if
and only if it satisfies the following two conditions:
(i) W(0)=0;
(ii) there exists a constant r>0 such that
W (x)> 0,∀x ∈ Br−0
w is a positive definite function (pdf) if it satisfies the following three conditions:
(iii) W(0)=0,
(iv) W (x)> 0,∀ ∈ IRn−0
(v) there exists a constant r>0 such that
in f W (x)> 0
||x|| ≥ r
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W is a radially unbounded if and only if
(vi) W(x)→ ∞ as ||x||→ ∞, uniformly in x
The ball Br considered in definition 9, is centered in the origin 0 and has radius r. The defi-
nition of a lpdf and pdf of a continuous function V (t,x), can be defined as being time dependent,
helping to fully understand the concept of Lyapunov function.
Definition 10. A continuous function V : IR+×IRn→ IR is an local positive definite function (lpdf)
if and only if (i) V (t,0) = 0 ∀t, and (ii) there exist an lpdf W: IRn→ IR and a constant r>0 such
that
V (t,x)≥W (x),∀t ≥ 0,∀x ∈ Br
V is a positive definite function (pdf) if and only if (i) V (t,0) = 0∀t, and (ii) there exists a pdf
W: IRn→ IR such that
V (t,x)≥W (x),∀t ≥ 0,∀x ∈ IRn (2.72)
V is radially unbounded if and only if there exist a radially unbounded function w: IRn→ IR such
that 2.72 is satisfied.
The previous definition about the function V (t,x), implies that the function has a unique min-
imum at the origin 0. Figure 2.10 shows an example of a positive definite function with two state
variables x1 and x2.
Figure 2.10: Example of a Positive Definite Function V (x1,x2). Source [16]
Assuming that V (t,x) (where V1, V2 and V3 are called countour curves) has continuous partial
derivatives, and x denotes the state variables of the system and satisfies the differential equation
2.68, then the function V (t,x) is differentiable with respect to t.
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Definition 11. Let V:IR+× IRn→ IR be continuously differentiable with respect to all of its argu-
ments, and let ∇V denote the gradient of V with respect to x (written as a row vector). Then the
function V˙ : IR+× IRn→ IR is defined by
V˙ =
∂V
∂ t
(t,x)+∇V (t,x) f (t,x) (2.73)
Assuming an autonomous system, which doesn’t depend explicitly on time, then ∂V∂ t (t,x) = 0,
and V˙ can be defined as:
V˙ = ∇V (t,x)x˙ (2.74)
The derivative along the system trajectory V˙ (t,x), can be interpreted as if the solution trajec-
tory of 2.68 passes through x0 at time t0, then at the instant t0, the rate of change of quantity V(t,x)
is V˙ (t0,x0) [17].
2.2.4.2 Lyapunov’s Stability
With the concepts of stability, positive definite functions and lyapunov functions, it is possi-
ble to present the theorems of Lyapunov stability. It is necessary to state that C1 represents all
continuously and differentiable functions.
The basic local stability theorems of Lyapunov’s direct method is:
Theorem 4. The equilibrium 0 of the system 2.68 is stable if there exist a C1 lpdf V : IR+× IRn→
IR and a constant r>0 such that
V˙ (t,x)≤ 0,∀t ≥ t0,∀x ∈ Br (2.75)
where V˙ is evaluated along the trajectories of 2.68.
It is important to establish the difference between a Lyapunov Function and a Lyapunov can-
didate Function. A function which is local positive definite or simply positive definite, fulfilling
the condition in equation 2.72, is a Lyapunov candidate Function. On the other hand, if a function
fulfill the conditions in equations 2.72 and 2.75, that function is called a Lyapunov Function for
the system 2.68.
Turning equation 2.75 not dependent on initial time is possible to define the uniform stability.
Theorem 5. The equilibrium 0 of the system 2.68 is uniformly stable if there exist a C1, decrescent,
lpdf V : IR+× IRn→ IR and a constanr >0 such that
V˙ (t,x)≤ 0,∀t ≥ 0,∀x ∈ Br
The theorems 4 and 5, only guarantee local stability and uniformly local stability respectively.
Local asymptotic and local exponential stability definitions, are presented further.
Figure 2.11, shows an example of a Lyapunov Function, since it fulfills both conditions 2.72
and 2.75, with two state variables, with the form of an inverted bell.
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Figure 2.11: Example of a Lyapunov Function V (x1,x2). Source [21]
In figure 2.12, is presented the system trajectory, the system velocity and the gradient of
V . The system trajectory is stable, since it converges to the equilibrium point 0. If the angle
between the velocity of the system trajectory and the gradient of V is greater than 90◦, then V˙
will be negative. If the angle between the velocity and the gradient is equal to 90◦, the derivative
of V is equal to zero, fulfilling the Lyapunov stability conditions 2.72 and 2.75. If the angle is
smaller than 90◦, then V˙ > 0, and in that situation the system stops fulfilling the Lyapunov stability
condition 2.75 , making the system unstable and divergent from the equilibrium point.
Figure 2.12: Example of a Lyapunov Function V (x1,x2) gradient, velocity and the system trajec-
tory. Source [21]
Lyapunov stability properties are used to derive control laws. Instead of using the system
presented in 2.68, a forced system may be used and defined by:
x˙(t) = f [t,x(t),u(t)],∀t ≥ 0 (2.76)
The Lyapunov candidate function will depend on the control vector u(t), so, a control law
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can be derived specifically to make the Lyapunov candidate function fulfill the theorems 4 or 5,
making it a Lyapunov function and ensuring the system convergence to the equilibrium point.
The downsize of Lyapunov’s Direct Method, is the difficult to find a Lyapunov Function.
The stability theorems of local Asymptotic stability and local Exponential stability are pre-
sented as:
Theorem 6. The equilibrium 0 of 2.68 is uniformly asymptotically stable if there exists a C1
decrescent lpdf V such that −V is an lpdf.
If −V˙ is an lpdf, then V˙ satisfies theorem 5.
Theorem 7. Suppose there exist constants a, b, c, r > 0, and a C1 function V : IR+× IRn → IR
such that
a||x||p ≤V (t,x)≤ b||x||p,∀t ≥ 0,∀x ∈ Br
V˙ (t,x)≥−c||x||p,∀t ≥ 0,∀x ∈ Br
then the equilibrium 0 is exponentially stable.
Theorem 7 supplies the sufficient conditions for exponential stability.
The theorems discussed, were presented locally, due to the fact that in some cases, the countour
curves (or countour surfaces in higher systems) are open curves, making the system diverge from
the equilibrium point. To apply the theorems globally, an extension needs to be made on the ball
Br for the whole state-space IRn, and granting that V is radially unbounded, making all countour
curves closed, resulting on the system trajectory convergence to the equilibrium point.
To define global stability, positive definite function concept is used, instead of the local positive
definite function.
Theorem 8. The equilibrium 0 of 2.68 is globally uniformly asymptotically stable if there exists
a C1 function V : IR+× IRn→ IR such that (i) V is a pdf, decrescent and radially unbounded, and
(ii) −V is a pdf.
Theorem 9. The equilibrium 0 is globally exponentially stable if there exist constants a, b, c > 0,
p ≥ 1, and a C1 function V : IR+× IRn→ IR such that
a||x||p ≤V (t,x)≤ b||x||p,∀t ≥ 0,∀x ∈ IRn
V˙ (t,x)≥−c||x||p,∀t ≥ 0,∀x ∈ IRn
2.2.5 Sliding Mode Control
In this section, the Sliding Mode Control (or Variable Structure Systems with Sliding Modes
[22]) theory is presented, identifying it’s advantages and limitations.
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2.2.5.1 Introduction
In this section it is followed closely the author Slotine [16].
The dynamic of the AUV presented in the section 2.1, is affected by parametric uncertainties
(uncertainty of parameters in the model) and non-modeled dynamics (uncertainty of neglected
dynamics). The system model is also affected by external perturbations such as ocean currents,
wave and wind, etc. Robust control is used to address these uncertainties and disturbances.
Sliding Mode Control (SMC) is a simple approach to robust control, ensuring stability and
good performance in the presence of uncertainty and disturbance. This technique is based in the
idea that it is much easier to control a 1st-order system (i.e., systems described by a 1st-order differ-
ential equations), than controlling a general nth-order system. On SMC approaches, the nth-order
problems are transformed into a 1st-order problems. The good performance achieved by this trans-
formation is obtained with high control activity and may present limitations on implementation in
certain systems. A modification in the control law is made to diminishing the control activity, but
degrades the tracking performance. It’s important to achieve the best trade-off between tracking
performance and parametric uncertainty.
The order system is given by the highest derivative in a differential equation, for instance, the
system used in the previous section ( 2.68), is a 1st-order system. An nth-order nonlinear system
with a single input is defined as:
xn = f (x)+b(x)u (2.77)
In the equation 2.77, the scalar x is the output of interest (for example, velocity of an auv in
the longitudinal axis), u is the control input (for example, the fins and rudders angles deflection)
, and x = [x x˙ ... xn−1]T is the state vector. The function f (x) and the control gain b(x) are
not exactly known (but are of known sign), but both are upper and lower bounded by a known
continuous function of x.
The objective is to enable the state variable x to track a specific time-varying state xd =
[xd x˙d ... xn−1d ]
T , in the presence of model uncertainties of f (x) and b(x). In a tracking problem,
for the reference to be achievable using finite control u, initial condition of the desired state vector
xd(0), must be defined as:
xd(0) = x(0) (2.78)
Thinking that the tracking variable is position or velocity, if the previous condition doesn’t
verify, tracking can only be achieved after a transient, where the system state reaches to the desired
state vector xd .
The tracking error vector can be defined as:
x˜ = x− xd = [x˜ ˙˜x ...x˜n−1]T (2.79)
Equation 2.79 is the difference between the value of the state variable, that can be position,
velocity, acceleration or further derivatives, and the desired value for that state variable in a certain
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instant time t. The objective of the SMC is to drive the tracking error vector to zero, making the
system to track a specific system trajectory. A time-varying surface S(t) ∈ IRn is defined, by a
scalar equation s(x; t) = 0, where
s(x; t) = (
d
dt
+λ )n−1x˜ (2.80)
where λ is a strictly positive constant, and n represents the system order. If the systems is of
second order (n = 2), results:
s = ˙˜x+λ x˜ (2.81)
Equation 2.80 represents the weighted sum of the error and the error derivative, where the
variable λ is the weight. Assuming that the initial condition stated in equation 2.78 is given, the
tracking problem x≡ xd , can be described as an problem of remaining on the time-varying surface
S(t)∀t > 0, driven the variable s (this scalar variable s should not be confused with the one pre-
sented in equation 2.71) to zero, thus, reducing the problem of tracking the n-dimensional vector
xd to keeping the scalar quantity s at zero. So, it is possible to evaluate the tracking performance,
by the scalar quantity s.
Defining a surface S(t), that is applied to a state vector x = [x1 x2 ... xm]T , instead of a scalar
as defined in 2.77, results:
s(x; t) = (
d
dt
I+λ )n−1x˜ (2.82)
where I represents the identity matrix and λ ∈ IRn×n is transformed into a diagonal matrix,
allowing to tune independently the weight for each state variable, making s now a vector quantity.
The 1st order problem of keeping the scalar s at zero, is achieved if the control law u is properly
chosen in 2.77, such that outside of S(t):
1
2
d
dt
s2 ≤−η |s| (2.83)
where, η is strictly a positive constant. The condition presented in 2.83 shows that the square
distance to the surface S(t), measured by s, decreases along all system trajectories that points
towards the surface S(t), guaranteeing convergence to the desired state S(t) = 0 as shown in Fig-
ure 2.13.
Once on the surface S(t), the system trajectory remains on the surface, satisfying the condition
presented in 2.83, defined as the sliding condition, making the surface an invariant set. When the
system trajectory is in the surface S(t), the system trajectories are defined by:
(
d
dt
+λ )n−1x˜ = 0 (2.84)
being a linear differential equation whose solution is an exponential function with time con-
stant n−1λ , meaning that the error converges exponentially to zero.
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Figure 2.13: Sliding Condition. Source [16]
The sliding condition also implies that some disturbances or dynamic uncertainties can be
tolerated and still keeping the surface an invariant set. If S(t) verifies 2.83, is called a sliding
surface, and the system behavior on the surface is called sliding mode.
If the surface S(t) satisfies 2.83, even if the initial condition stated in 2.78 is not verified, the
surface S(t) will nonetheless be reached in a finite time smaller than:
treach ≤ |s(t = 0)|η (2.85)
In Figure 2.14 it’s shown the graphical interpretation for equations 2.80 and 2.83 for a second
order system. The idea behind this two equations is to choose a well-behaved function of tracking
error s and then select a control law u, such that s2 remains a Lyapunov-like function of the closed
loop system, regardless the presence of disturbances and model inaccuracies.
Design a controller can be made in two major steps. In first place it must be chosen a feedback
control law u for which the sliding condition verifies. To compensate disturbances and modeling
imprecision, the control law has to be discontinuous across S(t), forcing the system to go back
to the surface. This discontinuity comes from the implementation of control switchings, which
are imperfect, because switching is not instantaneous. The value of s is not known with infinite
precision, which leads to chattering. Chattering is undesirable in practice because it involves high
control activity and may excite high-frequency dynamics that were neglected, being impossible to
apply in some cases and causing a premature wear of the actuators in other cases. To avoid this
situation, the second step of a controller design is to smooth the discontinuous control law, abdi-
cating of some performance of the controller to diminish the control effort, achieving robustness
to unmodeled high frequency dynamics.
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Figure 2.14: Sliding Mode for n=2. Source [16]
Figure 2.15: Chattering due to discontinuous control law. Source [16]
Considering a second order system:
x¨ = f +u (2.86)
where u is the control input, x is the scalar output of interest f represents the dynamics which
are not exactly known, but are estimated from fˆ . It’s assumed that the estimation error of the
model is bounded by some known function F = F(x, x˙). The estimation error of the model is:
| fˆ − f | ≤ F (2.87)
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Defining an sliding surface s= 0 as in theorem 2.84, a Lyapunov function candidate is defined
as:
V (s) =
1
2
s2 (2.88)
The derivative of the Lyapunov function candidate yields:
V˙ (s, s˙) = ss˙ (2.89)
where V˙ (s, s˙) needs to be negative definite 13 to guarantee global asymptotic stability, as stated
in theorem 8.
If the sliding condition is satisfied, then 2.88 is a Lyapunov function. The dynamics while in
sliding mode may be defined as:
s˙ = 0 (2.90)
Since s˙ = f + u− x¨d + λ ˙˜x, for the system to achieve the sliding mode, the best continuous
control law that can be found is:
uˆ =− fˆ + x¨d−λ ˙˜x (2.91)
which is called equivalent control. This is the best estimation of the equivalent control, but
still needs to satisfy the sliding condition despite the model uncertainty in the dynamics f and
compensate the model uncertainty. A discontinuous term is added to the equivalent control. The
control law is now defined as:
u = uˆ− k · sign(s) (2.92)
where k > 0 should be large enough to guarantee that the sliding condition holds in the pres-
ence of model uncertainties.
The sign function is defined as:
sign(s) =
{
+1 if s > 0
−1 if s < 0
The smoothing of the control law, to eliminate chattering, is achieved by replacing the function
sign for another function like sat(s/Φ) or tanh(s/Φ), transforming the discontinuous control law
in a thin boundary layer neighboring, where Φ is the boundary layer thickness as represented in
figure 2.16.
Now the control law guarantees that the system state trajectory remains inside of the boundary
layer instead of remaining in the sliding surface. The boundary layer is chosen large enough to
prevent the chattering, but small enough to keeping the error very small.
13A pdf −V can be defined negative definite as V .
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Figure 2.16: Boundary Layer. Source [23]
2.2.6 Multivariable Sliding Mode Control
Healey [8] also presents a similar control technique that can be used to found a control law for
a system that is predominantly linear. That law is also composed by a cancellation term, a substi-
tution term and a switching term, defining the switching term once again to give the robustness.
Considering the following general system:
x˙ = Ax+Bu (2.93)
where x ∈ IRn, A ∈ IRn×n, B ∈ IRn×r and u ∈ IRr.
If a SMC servo is designed to track a reference (xre f ∈ IRn), by designing a control law that
drives the state to the sliding surface s = 0, and that surface as being stable, the state error x˜ and
the sliding surface s are defined as:
x˜ = x− xre f (2.94)
s = kT x˜ (2.95)
The vector kT defines the directions of the elements of s in the state error space, that can be
defined as unit vector without loss of generality, with the exception that the result may not provide
a stable condition when s = 0. A requirement of this method is:
s→ 0⇒ s˙ = 0 =⇒ x˜ = 0 as t→ ∞ (2.96)
The objective is to derive a control law for the inputs u(t), so the number of elements of s is
equal to the number of independently input control signals in u(t).
To design a control law, a Lyapunov function must be defined as.
V =
1
2
sT s (2.97)
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V˙ = s˙T s =
r
∑
i=1
s˙T s < 0 (2.98)
s˙i =−η · tanh(si/Φ), i = 1, ..,r (2.99)
The variable η in 2.99 represents only a gain instead of representing the position of the vehicle
as mentioned in section 2.1.
The previous equations defines:
kTi (Ax+Bu− x˙re f ) =−ηtanh(si/Φ) (2.100)
where, kTi represents the i
th row of k and it corresponds to the ith sliding surface, where on
the other side of the equation, −ηtanh(si/Φ) represents the ith column in a column vector of
switching functions F(s,Φ) ∈ IRr
From equation 2.100 it is derived, by solving the equation in order to the control law u:
kT (Ax+Bu)− kT x˙re f = F(s,Φ) (2.101)
u = (kT B)−1(kT x˙Tre f −Ax−F(s,Φ)) (2.102)
This control law is divided in three main components:
• k1xre f - provides a feedforward control action to follow the command
• k2x - provides a feedback to correct for errors
• k3F(s,Φ) - provides a switching term to correct for model uncertainties or disturbances
To find the values of k, that must take into account the requirement that for s = 0, the system
must exhibit stable sliding on the surface, to the origin in the error space. If s = 0, then the system
closed loop dynamics are given by the poles of the closed loop matrix,
(A−BK) = Ac with K = (kB)−1kA (2.103)
So, K is chosen by pole placement, making Ac stable when subject to additional constraints
imposed by:
kT (A−BK) = kT (A−B(kT B)−1kT A)) = kT Ac = 0 (2.104)
This constraints means that the matrix Ac must have a sufficient number of poles at the origin,
to make the system remains in the sliding surface (s= 0), while the rest of the poles must be placed
considering the system dynamic stability. This requirement is accomplished by the pole placement
of K.
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Due to the constraints, kT Ac = 0, AckT = 0, the design values of k are found by the normalized
eigenvectors 14 of Ac that corresponds to the eigenvalues at the origin required by the constraints.
This control technique can be applied to the decoupled system of an AUV dyanamics, simpli-
fying the design of a controller. This approach is studied more carefully in [8] and [24].
2.2.7 Matching Conditions
The Sliding Mode Control, allows to solve the problem of stabilizing a nonlinear system, but is
only possible for a certain class of nonlinear systems that fulfill the so called matching conditions.
When a nonlinear system fulfill the matching conditions, the uncertainties on the system (which
affect system stability) can be directly compensated by the nonlinear robust control. In this section,
the matching conditions are addressed, by following [24], [25] and [26].
Considering the following nonlinear system:
x˙ = A(x)+B(x)u+∆ (2.105)
where A(x) : IRn× IRn→ IRn×n and B(x) : IRn× IR→ IRn, are known functions that represents
the nominal system and ∆ is an unknown nonlinear function. It is assumed that ∆ is bounded by
some known function ∆max such as |∆| ≤ ∆max. It is also assumed that the nominal system can be
stabilized, meaning that there exist a feedback control law u such that:
x˙ = A(x)+B(x)uˆ (2.106)
is globally asymptotically stable for all admissible perturbations ∆ at x = 0. Considering that
a Lyapunov function for this system is known and has the form:
∇V (x)(A(x)+B(x)uˆ)< 0,∀x 6= 0 (2.107)
The problem now consists in find a feedback control law u = uˆ+ urob which stabilize the
system 2.105. To guarantee the system stabilization, the negativeness of the derivative of the
Lyapunov function must be ensured, and can be computed as:
V˙ = ∇V (x)(A(x)+B(x)uˆ)+∇V (x)(B(x)urob+∆) (2.108)
Analyzing equation 2.107, the first part of equation 2.108 remains negative by the chosen
of the equivalent control law. To guarantee the negativeness of equation 2.108, the negativeness
of the second part of the equation must be guaranteed. The second term of the equation can
be guaranteed negative by a correct choice of the robust control law term, but a special case is
14The eigenvector v (which is a non-zero vector) of a matrix A, if the matrix A when multiplied by the eigenvector v,
results in a constant multiple of v and the multiplier is the eigenvalue λ of A, such that Av = λv . The vector v is called
the eigenvector associated to the eigenvalue λ
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necessary to analyze, that is when ∇V (x)B(x) = 0 making the derivative of the Lyapunov function
become :
V˙ = ∇V (x)A(x)+∇V (x)∆ (2.109)
In this case, the negativeness of the derivative of the Lyapunov function is independently of
the choice of the control law. So to guarantee the negativity of the derivative of the Lyapunov
function, when ∇V (x)B(x) = 0, the uncertainty ∆ must verify:
∇V (x)A(x)+∇V (x)∆≤ 0 (2.110)
For the condition stated in the equation 2.110 be verified, some condition on the uncertainty
must be imposed, which can be:
∆(x, t) = B(x)∆(x, t) (2.111)
where ∆(x, t) is an unknown function. With this condition it’s assured that when ∇V (x)B(x) =
0 also ∇V (x)∆= 0, assuring the condition present in 2.110 and the negativeness of the derivative
of the Lyapunov function. The equation 2.111 is called the matching condition, allowing to rewrite
the nonlinear system 2.105 as:
x˙ = A(x)+B(x)(u+∆) (2.112)
When the matching condition is ensured, we ensure that uncertainty ∆ is matched with the
control law u, allowing to the control input compensate directly the uncertainty of the nonlinear
system. The unknown uncertainties are replaced by bounding functions, that allows to check the
stability or lack of it with the Lyapunov’s Direct method already explaind in this section.
If the matching condition isn’t verified, then we are in the presence of a nonlinear system
with mismatched uncertainties. The following nonlinear control techniques exposed in the next
sections, are used to deal with nonlinear system with mismatched uncertainties.
2.2.8 Multiple Sliding Surface
In this section, the Multiple Sliding Surface technique is presented by following [27] and [28].
This nonlinear control technique was developed to simplify the controller design, when the model
differentiation is difficult. This method it was first suggested by Green and Hedrick to design a
speed tracking controller, where the system model does not satisfy the matching conditions, and it
was applied with success and showed advantage over the implementation with the Sliding Mode
technique.
To exposed this nonlinear control technique, the following system is considered:
x˙1 = f1(x1)+ x2+∆ f1(x1)
x˙2 = u
}
(2.113)
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where f1(x1) is assumed as known, ∆ f1(x1) is uncertain (so unknown) and both are non-
Lipschitz nonlinearities. Although ∆ f1(x1) is unknown, it is assumed that is bounded by an known
nonlinear function ρ1(x1). This control technique, instead of trying to stabilize the system around
0 with a feedback control law, it makes x1 track a desired trajectory x1d , which allows to define the
first sliding surface:
s1 = x1− x1d (2.114)
Defining the derivative of the first sliding surface as:
s˙1 = f1+ x2+∆ f1(x1)− x1d (2.115)
A second sliding surface is then defined as:
s2 = x2− x2d (2.116)
Since x2 is considered the forcing term (its derivative is the control input), x2d is chosen to
make s1s˙1 < 0. One way to ensure that condition is to make s˙1 equal to −k1 · s1, where k1 is a gain
to be chosen. So x2d is chosen as:
x2d =− f1+ x1d− k1 · s1−ρ1 · sign(s1) (2.117)
The control input u is chose intentionally to drive s1 to zero, as:
u = x˙2d− k2 · s2 (2.118)
So, the derivative of the second sliding surface results in:
s˙2 = u− x˙2d =−k2 · s2 (2.119)
Defining a Lyapunov function candidate, which includes both sliding surfaces,
V =
s21+ s
2
2
2
(2.120)
Differentiating the Lyapunov function candidate:
V˙ = s1 · s˙1+ s2 · s˙2 ≤−k1 · s21− k2 · s22+ s1s2 (2.121)
The objective is to guarantee global asymptotically stability, by ensuring the negativeness of
V˙ , made by the correct choice of the gains k1 and k2, that should be greater than 12 , leading to:
k1 · s21+ k2 · s22 > s1 · s2 (2.122)
There exist one difficulty in this control technique, that is to obtain the derivative of the variable
x2d , since x˙2d includes the derivative of s1, including ∆ f1(x1) that is an unknown uncertainty
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function. For this reason, compute the control input u may be difficult. A numerical differentiation
was proposed by Green and Hedrick, to deal with this difficulty,
x˙2d ≈ x2d [n]− x2d [n−1]∆T (2.123)
where ∆T is the sample time. This does not solve the problem completely, since ∆ f1(x1) has
an unknown variation and the numeric integration may return high values, causing an "explosion
of terms", leading to the system instability. The next control technique to be presented, deals with
that difficulty.
2.2.9 Dynamic Surface Control
In this section, it’s introduced a dynamic extension of the Multiple Sliding Surface control
technique, following [28] and [29]. This extension is proposed to overcome the problem of finding
the derivative of the desired reference trajectory for the ith state in the Multiple Sliding Surface
control scheme, by using a first-order filter. This technique is also considered more intuitive when
compared to the Multiple Sliding Surface and applies to a more general class of systems.
A controller based on this technique is designed taking into account the same system consid-
ered in previous section in equation 2.113. It is defined a first sliding surface equal to the one
defined in equation 2.114, s1 = x1− x1d and its derivative is given by equation 2.115. The dif-
ference appears when obtaining the synthetic input x2d , generated by a first-order filter instead of
using numerical differentiation,
τ · x˙2d + x2d = x2, x2d(0) := x2(0) (2.124)
where the input of the filter x2 is given by:
x2 =− f1(x1)− k1 · s1− s1 · ρ
2
1
2ε
+ x˙1d (2.125)
where ε is a design parameter, which specifies the tracking accuracy. A second surface is
defined again as in equation 2.116, s2 = x2− x2d . Now, x2d can be differentiated and the control
input u can be chosen to drive the sliding surface s2 to zero,
u = x˙2− k2 · s2 = x2− x2dτ − k2 · s2 (2.126)
There are two major advantages associated to the Dynamic Surface Control technique. The
first advantage is that due to the fact that no model differentiation is required, the prevent of ex-
plosion of terms is granted. The second advantage is related to the requirement of the smoothness
of f1 and ρ1 that is relaxed in this method, because instead of requiring to those functions be Cn
15(where n represents the order of the system), they are required to be only C1 functions, indepen-
dent from the order of the system.
15If a function f belongs to a class of Ck functions, means that the derivatives f (1), f (2)... f (k) exists and are
continuous.
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The Dynamic Surface Control method grants global exponential stability and arbitrarily bounded
tracking if f1 and ∆ f1(x1) in the system 2.113 are Lipschitz, and semi-global stability if f1 and
∆ f1(x1) are not Lipschitz [29].
2.2.10 Sliding Mode Observer
So far, it was discussed nonlinear control techniques, used to stabilize nonlinear systems by
calculation of a control input u (corrective term), making the system to follow some desired ref-
erence. It must be taking in consideration, that for those controllers to calculate the control input
u, it is necessary to know the system full state (state feedback), and not always the system states
are available, either because sometimes it is impossible to measure or it may be possible, but very
expensive. A solution to face that constraint is to use state observers, which provides an estimate
of the internal state of the system. In this section, the state observer technique is presented by
following [30] and [31].
In this section it is presented a nonlinear state observer, using sliding surfaces technique, called
Sliding Mode Observer. A second-order system is considered,
x˙1 = x2
x˙2 =−k2 · sign(x1)
(2.127)
where k2 is a positive constant.
Considering the sliding behavior generated in 2.127 with only one input switching with the
value of a single component state, instead of a linear combination as presented in 2.128, no sliding
behavior is presented, like shown in Figure 2.17.
Figure 2.17: Example of a second-order system with single input switching [30]
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Adding an input switching term to the first equation in the system represented in 2.127, the
following second-order system is obtained:
x˙1 = x2− k1 · sign(x1)
x˙2 =−k2 · sign(x1)
(2.128)
where k1 and k2 are positive constants. With this change, analyzing the phase-plane trajecto-
ries, ([32] and [16]) represented in Figure 2.18, by shifting the trajectories on the right half-plane
upwards by the scale factor of k1 and a equal shifting in the left half-plane by the scalar factor of
−k1 in figure 2.17, it is obtained the shearing effect, generating sliding behavior in the region,
|x2| ≤ k1, x1 = 0 (2.129)
which is refered as the sliding patch.
Figure 2.18: Shearing effect [30]
If the condition stated in 2.129 is verified, then the condition
d
dt
(x21)< 0 (2.130)
is satisfied. The dynamic of the Sliding Mode Observer in the sliding patch, is denoted by
x1 = 0 and x˙1 = 0, if substituted in 2.128, implies that:
x˙2 =−k2k1 · x2 (2.131)
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So, the size of the sliding patch and the time that it takes to converge, is determined by the k2k1
term. The variable x2 will decrease exponential to 0 after reaching the sliding patch.
For better performance, it is possible to add a linear "Luenberger terms", making the system
to become,
x˙1 =−α1 · x1+ x2− k1 · sign(x1)
x˙2 =−α2 · x1− k2 · sign(x1)
(2.132)
Repeating the analyses, made previously which allowed to obtain 2.131, it is possible to
conclude, that with the inclusion of the linear "Luenberger terms", the region where the sliding
condition is verified is extended to:
x2 ≤ k1+α1 · x1 if x1 > 0
x2 ≥−k1+α1 · x1 if x1 < 0
(2.133)
The addition of the term α1 will increase the region of direct attraction while in the other hand,
α2 only affects the capture phase but not the dynamics on the path itself, which remains as stated
in equation 2.131.
Figure 2.19: Effect of the linear "Luenberger terms" [30]
In Figure 2.19 it is possible to observe the effect of the inclusion of the linear "Luenberger
terms".
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Considering now a second-order system with a single measurement,
x˙1 = x2
x˙2 = f (x1,x2)
z = x1
(2.134)
For this system, it is used an observer with the following structure:
˙ˆx1 =−α1 · x˜1+ xˆ2− k1 · sign(x˜1)
˙ˆx2 =−α2 · x˜1+ f (xˆ1, xˆ2)− k2 · sign(x˜1)
(2.135)
where xˆ1 represents the estimation of the variable x1, f (xˆ1, xˆ2) represents the estimation of
f (x1,x2) and x˜1 = xˆ1− x1, represents the estimation error. The sliding patch is given by,
|xˆ2| ≤ k1 (2.136)
The error dynamics of the Sliding Mode Observer, are now stated as:
˙˜x1 =−α1 · x1+ x˜2− k1 · sign(x˜1)
˙˜x2 =−α2 · x˜1+ f (x1,x2)− f (xˆ1, xˆ2)− k2 · sign(x˜1)
(2.137)
For a good performance of the Sliding Mode Observer, it is necessary to include the measure-
ment noise, because realistically, when measurements are made, they are corrupted by noise, that
are denoted by v = v(t). In this case, the sliding behavior will occur on the surface defined as:
x˜1+ v = 0 (2.138)
Repeating the analyses already performed in this section, the sliding region is defined by:
|x˜2+ v| ≤ k1 (2.139)
A deeper approach to the effect of measurement noise, is done in [30]
2.2.11 Controllability and Observability
In the previous sections, it were presented nonlinear control techniques and nonlinear state
observers, that are used in controllable and observable systems. In this section it is presented the
concept of Controllability and Observability of nonlinear systems, which allows to know if those
techniques discussed earlier, can be applied to some specific nonlinear system. In this section, it
is given a short introduction to this concepts, a deeper approach is taken in [33], [34] and [35].
An important remark should be made for nonlinear systems, the controllability and observ-
ability conditions tend to be local.
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2.2.12 Controllability
Firstly it is performed a review of the Controllability concept for linear systems. Considering
the following linear system:
x˙ = Ax+Bu (2.140)
where x ∈ IRn, A ∈ IRn×n, B ∈ IRn×r and u ∈ IRr.
The system is completely controllable if there exists the capability of with an external input u,
move the internal state of the system x0 to a desired final state xn in a finite time interval. For that, it
is necessary that the internal state variables, are independent from each others. The controllability
is obtained by analyzing the following matrix:
C = [B AB...An−1B] (2.141)
The system is controllable if the rank of the controllability matrix is equal to n.
Rewriting the linear system as:
x˙ = Ax+Bu = Ax+B1u1+ ...+Bmum = f (x)+
m
∑
i=1
gi(x)ui (2.142)
where f (x) = Ax and gi(x) = Bi. The controllability matrix is defined again as:
C = [B1, ...,Bm,ad f B1, ...,ad f Bm, ...,adn−1f B1, ...ad
n−1
f Bm] (2.143)
where the terms B1, ...,Bm corresponds to the B term in the original matrix, the terms with ad f
corresponds to the AB terms and the terms with adn−1f
16 corresponds to the An−1B terms. The
condition to the system be fully controllable remains the same, the matrix of controllability C,
must have rank n.
A nonlinear system is considered stated as in 2.142,
x˙ = f (x)+
m
∑
i=1
gi(x)ui (2.144)
The controllability matrix for the nonlinear system is defined as:
C = [g1,g2, ...,gm, [gi,g j], ..., [adkgig j], ..., [ f ,gi], ..., [ad
k
f gi]] (2.145)
where the gi terms are analogous to the B terms, [gi,g j] are new because of being a nonlinear
system and [ f ,gi] terms are analogous to the AB terms.
For nonlinear systems, the system is locally acessible about x0 if the acessibility distribution
C has rank n.
If f (x) = 0, and if the C matrix still have rank n, then the system is controllable.
16The notation "ad" stands for adjoint, (ad f ,g) = [ f ,g], (adkf ,g) = [ f ,(ad
k−1
f ,g)], where the Lie Brackets represents
the Lie differentiation.
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2.2.13 Observability
Firstly it is performed a review of observability in linear systems. The ability of observe a
system, allows to estimate the internal states of the system by the measure of its outputs. An
intuition about observability is " if it is possible by observing a sensor, find the state at previous
times?" [33]. Considering the following linear system:
x˙ = Ax
z = Mx
(2.146)
where x ∈ IRn and z ∈ IRp with p < n. For the system to be observable, it is necessary that
every variable states are independent from each other, because if the state variables are dependent,
then the observation of a sensor for a state variable, won’t allow to draw conclusions of the internal
state, because that measure is influenced by one or more internal state variables, in other words, the
state variables must be distinguishable. The observability of the system is obtained by analyzing
the rank of the following matrix:
O =

M
MA
...
...
MAn−1
 (2.147)
The system is observable if the rank of the observability matrix is equal to n. The observability
matrix of the linear system, is obtained using the Lie derivative17 (gradient of a smooth scalar
function h(x)) concept,
x˙ = Ax = f (x)
zi = Mix = hi(x) = L0f (hi) i ∈ [1, p]
(2.148)
A matrix denoting the set of all finite linear combinations of the Lie derivative of hi with
respect to f , is defined:
G =
L
0
f (h1) ... L
0
f hp
... ... ...
Ln−1f h1 ... L
n−1
f hp
=
 M1x ... Mpx... ... ...
M1An−1x ... MpAn−1x
 (2.149)
17Lie derivative of scalar function - ∇h(x) = ∂h∂x , extending for a row-vector -(∇h(x)) j =
∂h
∂x j , extending now for a
matrix of n×n elements - (∇h(x))i j = ∂hi∂x j .
An important notation must be also defined, the Lie derivative of h with respect to f - L f h = ∇h · f = ∂h∂x f
2.2 Nonlinear Control Theory 55
The observability matrix is defined as the set of all gradients,
O = dG =
dL
0
f (h1) ... dL
0
f hp
... ... ...
dLn−1f h1 ... dL
n−1
f hp
 (2.150)
The condition for the system to be observable remains the same, find n linearly independent
vectors within O. The same concept can be applied to nonlinear systems with a single measure-
ment,
x˙ = f (x, u˙)
z = h(x)
(2.151)
A matrix denoting the set of all finite linear combinations of the Lie derivatives hi with respect
to f is defined,
G =
 L
0
f (h)
...
Ln−1f (h)
 (2.152)
The observability matrix is defined as the set of all gradients of G,
O = dG (2.153)
If it is possible to find n linearly independent vectors in O, it means that the rank of the
observability matrix is equal to n, making the system locally observable.
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Chapter 3
State of the Art
In the field study approached in this dissertation, exists relevant scientific work already de-
veloped, tested and implemented with success. On this chapter that relevant work is discussed,
related to the same problems that this dissertation tries to solve.
In section 3.1, control techniques used to control an AUV, regarding model uncertainty and
disturbance effect are exposed. In section 3.2 is discussed the work developed in the state estima-
tion and identification in the presence of disturbance and measurement noise, for AUV navigation.
3.1 Autonomous Underwater Vehicles Control
Two types of AUV models have been used in most of the controllers designed and implemented
on this type of vehicle.
• Full dynamic nonlinear model
• Dynamic decoupled in three linear systems
In both cases, robust controllers are used to face two major problems.
• Model Uncertainty
• Disturbances
Taking this facts into account, robust controllers have been preferred to achieve a good perfor-
mance despite uncertainties and disturbances.
In [36] a Sliding Mode approach is taken, a linearized model at a constant speed of the AUV
is used to derive the control law, because a linearized model simplifies the controller design. The
objective was to control yaw steering plane despite of the effect of internal parameter uncertainty
and external disturbances. The desired values of heading were reached with success even in the
presence of disturbances at two points of operation speeds. A comparison is made between the use
of the two chosen robust terms, and is concluded that the sign function presents two disadvantages
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comparative to the function tanh, being the energy over consumption due to chattering and damage
system by the on-off control signal applied to the fins.
Is proposed by [8] a AUV decoupled motion model. The horizontal motion is separated from
the vertical motion, creating two separated control problems, a yaw control problem and a pitch
control problem, simplifying the controller design. Both problems are approached with a Multi-
variable Sliding Mode Controller, compensating the model uncertainties of the linearized model
and external disturbances. In [24] the same approach is taken and in both problems, the system
was proved stable and robust against uncertainties and disturbance.
A fuzzy controller based on the sliding mode technique is proposed and used by [37], together
with a nonlinear model of the AUV dynamic. On simulation, before and after adding disturbance
(assumed to be bounded) and delays to the sterns and rudders commands, the robustness of the
controllers were tested with success. At sea tests the results were similar to the simulated, al-
lowing to conclude that the robustness was achieved by using a controller based on sliding mode
technique.
In [38] the decoupled model of the AUV dynamics is used again, due to its simplicity in
the controller design. The objective consists in control speed, steering and depth of an AUV,
using a controller based on the sliding mode technique. This work tries to approach a problem
observed in a sliding mode controller, consisting in the inability of the controller to eliminate the
steady-state error and to solve that problem a integral controller was added. The performance
of the controller was evaluated using a simulation of the nonlinear model of the AUV, in different
operating conditions. Parameter uncertainties and disturbances were inserted in the simulation and
the controller proved to be robust, achieving the desired speed, pitch and yaw angles with success.
An adaptive sliding mode controller is proposed to achieve stability in the presence of dis-
turbances and model uncertainties (which are assumed to be bounded) [39]. The sliding mode
controllers are always designed in continuous mode, but after implemented, the controller runs in
a discrete time mode leading to arise of chattering when the system states encounters in the slid-
ing surface. Therefore, a discrete-time sliding mode algorithm is used to face this problem. The
model used assumes that the vehicle is operating around a desired surge speed and some nonlinear
dynamics are neglected. It is assumed often that the parameters of the AUV dynamic are known
and change slowly, but when that condition isn’t verified the sliding mode controller, which is
model based, may start chattering and even become unstable. To improve the performance of the
sliding mode controller the parameters of the model used in the controller designed, may be up-
dated through real time estimation. The controller is validate through simulation in the presence
of disturbance and model uncertainty, verifying that the external disturbances were compensated
and a robust performance was achieved in the presence of model uncertainties.
This thesis uses the euler angles method to describe the AUV attitude and the relation between
the Earth-fixed frame and the Body-fixed frame through a rotation matrix, but in some special
cases (θ = pi2 or θ = −pi2 ) singularities may arise in the rotation matrix, hindering the proof of
global convergence, despite that fact sometimes be neglected. To avoid that, a different approach
is proposed by [13], using quaternions to relate the Eart-fixed frame with the Body-fixed frame.
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A quaternion uses four parameters to describe the attitude of the AUV in a three dimensional
rotational dynamics, while the euler angles uses only three parameters to describe the rotational
dynamics. A tracking controller is proposed by using the unit quaternion feedback, allowing to
prove global convergence. The control law is validated through simulation with an AUV with
six DOF, and satisfactory results were achieved, without considering the presence of external
disturbances.
3.2 AUV Estimation and Identification
The use of observers has an important role in AUV navigation and parameter identification.
Several techniques have been developed and implemented, trying to increase the AUV navigation
(underwater) precision and the performance of the model based controllers, which is a problem far
from be solved in an optimal way, caused by the difficulty of finding a good mathematical model
for the AUV dynamic behavior. Parameter identification also provides an useful tool for simula-
tion of the vehicle dynamic and model based controllers. This theses approaches the observation
problem in AUV navigation systems.
In [40] an Observer Kalman Filter Identification is proposed for identification of linear discrete-
time multivariable models of an autonomous underwater vehicle (AUV). The objective was to ver-
ify the performance of the Observer Kalman Filter Identification in the experimental identification
of the dynamic behavior of an AUV, since it has proven to be numerically efficient and robust
against measurement noise and mild nonlinearities. A decoupled model, neglecting two degrees
of freedom, is used to represent the AUV dynamics. The evaluation of the Observer Kalman Filter
Identification, was done by applying to the identification of the yaw dynamics of an AUV and the
results obtained from simulation and experimental data confirms, that it can be a good tool for
experimental identification of linear models of AUV dynamics. It is also concluded by simulation
results, that the identification of a linearized model, can be performed in the presence of mea-
surement noise and mild nonlinearities, but when the measurements are affected by high level of
noises and strong nonlinearities, it isn’t possible to estimate the AUV parameters, more research
is needed to solve those problems.
A pair of nonlinear and co-working Luenberger Observers are proposed by [41] and global
exponential stability is achieved for the error dynamics. The first observer is used to obtain an
estimation of the current velocity, to be used in the second Observer, used to obtain vehicle (de-
scribed by a nonlinear model) estimations. The use of the current velocity in the vehicle observer,
allows a better performance, obtained by a better robustness behavior to environmental disturbance
and measurement noise, due to the estimation of the Coriolis destabilization forces and moments.
When comparing the vehicle observer with an equivalent designed observer but without using the
current velocity, a better performance is achieved by the pair of nonlinear co-working Luenberger
Observers. It was shown that the modeling of the perturbation caused by ocean currents, has
the advantage of making the observer insensitive to environmental disturbance and measurement
noise. The observers were validated experimentally with good results.
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An Extended Kalman Filter - Simultaneous Localization and Mapping for AUV navigation is
proposed by [42]. When the vehicle is carrying out an long underwater mission it is necessary to
keep track of the AUV position, problem approached in the last decades with many techniques.
In this approach two Extended Kalman Filers are used, one to correct the distortions in the im-
ages taken from the Mechanical Scanning Imaging Sonar, caused by the vehicle motion, allowing
to estimate the trajectory performed by the AUV and predict the uncertainty of the range scans.
The second Extended Kalman Filter maintains each new pose given by the first Extended Kalman
Filter and compare each new pose with the previous scans in the nearby area. If exists enough
overlapping data a constraint between the poses is added to a new scan match in the second Ex-
tended Kalman Filter. The method was validated through running experimental data in an off-line
MatLab simulation and the results obtained using the proposed algorithm reduces drastically the
drift suffered by the dead-reckoning estimation.
In [43] a Navigation Scheme for the LSTS Seacon Vehicles is proposed. The navigation
algorithm proposed performs three major filtering tasks, estimate pitch and roll angles and depth of
the vehicle. The heading, gyro bias and vehicle position are estimated using the Extended Kalman
Filter. The Extended Kalman Filter is used considering global positioning system (GPS), long
baseline (LBL), inertial measurement unit (IMU), attitude and heading reference system (AHRS),
a pressure sensor, providing depth measures and a doppler velocity log (DVL) data. A multi-rate
method to deal with the different rates of the measures received is also proposed. The Navigation
Scheme was validated in simulation with promising results and in real missions, performed without
the use of an IMU. It was demonstrated that with large gyro drif error of heading sensors, the
navigation still depends on the acoustic navigation.
A Observer and Controller based on the sliding mode technique are proposed for autonomous
underwater vehicles in [44], due to its capacity to overcome unmodeled dynamics presents in the
system. The AUV decoupled system is used and a Sliding Mode Controller is designed to control
the vehicle heading. A different heading decoupled model is used to implement a Sliding Mode
Observer to estimate the vehicle heading. A reconfiguration structure is implemented, allowing
the AUV to deal with sensor faults during navigation, by making the Sliding Mode Observer to
replace the information of the sensor in failure by its estimation. The Sliding Mode Observer in
a reconfiguration scheme is validate through simulations with added disturbances. The heading
is accurately estimated and the AUV navigation in the presence of a sensor failure, is unable to
continue without the reconfiguration scheme, which provides good heading estimations.
Chapter 4
Problem Statement
In this chapter, it’s formulated the control and observation problems. Two problems are ad-
dressed, namely the trajectory following and the navigation of the an Light Autonomous Under-
water Vehicle (LAUV). In chapter 2 were discussed techniques to deal with those problems.
The LAUV model used in this work is exposed in section 4.1, while in section 4.2 and 4.3
the two problems are formally stated. In section 4.4, robustness requirement in the approach of
the problems states is described.
4.1 LAUV Models
A mathematical model is derived to be used in this work, using the notation derived in chapter
2.
The LAUV is a low-cost submarine with a torpedo shape with a length of 108cm, a diameter
of 15cm and a mass of approximately 18kg.
Figure 4.1: An example of a LAUV from USTL, from Noptilus project. Source [45]
The actuator system is composed by one propeller at the aft end, two horizontal fins and two
vertical fins, but only two angular deflections are considered, since each pair of fins is considered
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to be actuated as one. Many sensor configurations can be used, namely the Inertial Measurement
Unit (IMU), Depth sensor, Long Baseline (LBL) and a Doppler Velocity Log (DVL).
4.1.1 LAUV Dynamic Model
The LAUV dynamic model exposed here, follows the representation used in [46].
A difference in the dynamic equation from the one stated in chapter 2 in equation 2.55 must
be stated. The Lift forces, unlike defined in chapter 2, will not be contained in the Damping
matrix, it are considered separated from the hydrodynamic damping D(vr). The LAUV dynamic
model is rewrite as:
Mν˙+C(ν)ν+D(ν)ν+L(ν)ν+g(η) = τ (4.1)
The origin O of the body-fixed frame coordinate system is attached to the vehicle and it’s
coincident with the center of buoyancy (CB). The center of gravity (CG) is located below, in the
Z0 axis direction. The body-fixed frame coordinate system is now defined as:
rG = [xG yG zG]
T = [0 0 zG] (4.2)
An assumption is made about the vehicle’s shape, that the inertia operator (M) may be ap-
proximated by an prolate ellipsoid. This assumption significantly simplifies the expressions of
the inertia tensor MRB with the non-diagonal elements of moments of inertia being equal to zero
(Ixy = Iyz = Izx = 0), and the non-diagonal elements on the added mass matrix MA are negligible
when compared with the diagonal elements. The added mass and inertia tensor matrix is now
defined as:
M =

m−Xu˙ 0 0 0 mzG 0
0 m−Yv˙ 0 −mzG 0 0
0 0 m−Zw˙ 0 0 0
0 −mzG 0 Ixx−Kp˙ 0 0
mzG 0 0 0 Iyy−Mq˙ 0
0 0 0 0 0 Izz−Nr˙

(4.3)
Considering that the non-diagonal added mass coefficients arise due to some asymmetric be-
tween nose and tail, in this case those coefficients are considered negligible.
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Using the same assumptions made for matrix M, the Coriolis and Centripetal matrix are de-
fined as:
C(v) =

0 0 0
0 0 0
0 0 0
−mzGr (m−Zw˙)w mzG p− (m−Yv˙)v
−(m−Zw˙)w −mzGr mzGq+(m−Xu˙)u
(m−Yv˙)v −(m−Xu˙)u 0
mzGr (m−Zw˙)w −(m−Yv˙)v
−(m−Zw˙)w mzGr (m−Xu˙)u
−mzG p− (m−Yv˙)v −mzGq− (m−Xu˙)u 0
0 −Yyzq− Ixz p+ Izzr Iyzr+ Ixy p− Iyyq
0 (Izz−Nr˙)r −(Iyy−Mq˙)q
(Iyy−Mq˙)q −(Ixx− kp˙)p 0

(4.4)
Before defining the Damping matrix, it’s assumed that the vehicle has two planes of symmetry,
top/bottom and port/starboard 1, allowing to define the Damping matrix as:
D(v) =

Xu+Xu|u||u| 0 0
0 Yv+Yv|v||v| 0
0 0 Zw+Zw|w||w|
0 0 0
0 0 Mw+Mw|w||w|
0 Nv+Nv|v||v| 0
0 0 0
0 0 Yr +Yq|q||q|
0 Zq+Zq|q||q| 0
Kp+Kp|p||p| 0 0
0 Mq+Mq|q||q| 0
0 0 Nr +Nq|q||q|

(4.5)
In chapter 2, it was assumed that the vehicle had three planes of symmetry, where only diag-
onal elements were considered. In this case, the existence of asymmetry between the tail and the
nose of the vehicle, adds four non-diagonal coefficients in the Damping matrix.
1Port and starboard are nautical terms which refer to the left and right sides, respectively
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The Lift forces, unlike defined in chapter 2, are not contained in the Damping matrix. Defining
the Lift matrix, that contains the Lift forces acting on the vehicle results in:
L(v) =

0 0 0 0 0 0
0 Yuv 0 0 0 Yur
0 0 Zuw 0 Zuq 0
0 0 0 0 0 0
0 0 Muw 0 Muq 0
0 Nuv 0 0 0 Nur

u (4.6)
As stated before in chapter 2, the vehicle don’t possesses an actuator to control the roll motion,
being the roll motion controlled in a passive form. For that reason, the center of gravity (CG) of
the vehicle is located below the center of buoyancy (CB), to make the vehicle slightly buoyant.
The restoring forces of the vehicle dynamic are now defined as:
g(η) =

(W −B)sinθ
−(W −B)cosθsinφ
−(W −B)cosθcosφ
zGWcosθsinφ
zGWsinθ
0

(4.7)
The forces matrix τ (control matrix), that represents the actuators available in the vehicle must
be defined. In chapter 2 it was considered a detailed model of the thruster and actuators dynamic,
but since the thruster motor and fin servos are generally faster than the remaining dynamics [46],
on this work that model is not considered, instead a simpler model is used.
The thruster force is modeled (T ) as an actuator in the longitudinal direction and a load torque
associated to the elelctric motor, causing undesired roll motion about X0 axis in the Body-fixed
frame, directly proportional to the −T . The forces and moments given by thrust action are repre-
sented by:
τT =

T
0
0
−K ·T
0
0

(4.8)
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where K is a positive constant number. The other two actuators, lateral and vertical fins,
producing forces and moments are defined as:
τδ

0
Yδrδru
2
Zδsδsu
2
0
Mδsδsu
2
Nδrδru
2

(4.9)
where Yδr = −Zδs and Nδr = −Mδs , represents the respective coefficients values of the fins.
The force vector τ represented in 4.1 is composed by the sum of forces generated by the thruster,
lateral and vertical actuators.
τ = τT + τδ (4.10)
The control vector u is defined as:
u =
Tδr
δs
 (4.11)
The vehicle control is done by calculating the desired forces τd in each degree of freedom of
the vehicle. Taking into account the control vector u, the first element of the vector control is the
directed applied force, enabling the longitudinal motion, in other hand, the other two elements of
the vector u are fins deflection angles of the vehicle, that requires to be calculated with the desired
moments in pitch and yaw motion. The fins deflection angles are given by:
δs =
τd−M
Mδsu
2 and δr =
τd−N
Nδr u
2 (4.12)
where τd−M is the desired moment in pitch and τd−N the desired moment in yaw. Since this
calculations depends on the velocity, to avoid the division by zero, when the vehicle is stationary,
it’s assumed that the surge velocity has a small positive value.
4.2 Problem 1 - Control LAUV Trajectory
The problem of control the LAUV trajectory is difficult due to the limitations on the actuators,
producing yaw or pitch motion only if longitudinal speed exists, with the forces produced by the
lateral and vertical fins depending directly on the square of the velocity. If the objective is remain
in the same place, the vehicle needs to compensate disturbances with surge motion, but considering
that the vehicle could face ocean current in the same direction of surge motion, to remain in some
desired position, the vehicle must perform an circular trajectory (using the vertical fins and surge
motion to produce yaw moments), in order to compensate ocean current, placing the vehicle in the
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opposite direction. Since the vehicle is slightly buoyant, horizontal fins must be used to submerge
and stay submerged. To drive the vehicle to the top of the water, the horizontal fins could be used
to rapidly reach the top of the ocean, or just wait to the active buoyancy do the job.
The common use for the LAUV, is in missions where it is needed to travel long distances, up
to 40Km. The problem of controlling LAUV trajectories can be derived in two separated sub-
problems:
1. Control Yaw angle
2. Control Pitch angle
θ˜ = θ −θre f
Water Surface
Previous
Waypoint
Next
Waypoint
LAUV
Figure 4.2: An example of pitch control problem. View of the vehicle pitch angle in plane ZX.
Next
Waypoint
Previous
Waypoint
ψ˜ = ψ−ψre f
LAUV
Figure 4.3: An example of yaw control problem. View of the vehicle heading in plane XY.
In Figure 4.2, by controlling the pitch angle indirectly controls the depth of the LAUV, and in
Figure 4.3, by controlling the yaw angle indirectly controls the LAUV position in the XY plane.
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The trajectory performed by the vehicle is controlled by the surge motion and the horizontal
and vertical fins. So, in the six degrees of freedom, only three of them can be directly controlled,
the surge motion, pitch and yaw angular velocities, while the vehicle position, pitch and yaw
angles are controlled indirectly by integrating the controlled angular velocities. The roll angle is
controlled in a passive manner, the vertical and horizontal positions are reached by controlling
the pitch and yaw angles, respectively. In other words, to reach some specific horizontal position,
controlling the heading (yaw angle) that position can be achieved, the same logic can be applied
to the vertical position.
4.2.1 Scenarios
The scenarios considered are divided in:
1. Simulation without perturbations
2. Simulation taking into account ocean current
3. Simulation affected by model uncertainty
4. Simulation taking into account ocean current and model uncertainties
Four scenarios are considered, with an increasing demand on the control robustness in each of
them. This scenarios, allow to evaluate the controller performance on the different circumstances.
4.3 Problem 2 - State Observer
A state observer allows to estimate the internal states of the vehicle dynamics, but its per-
formance is directly related to the model uncertainties. The State observer, by measuring the
available outputs of the system, must estimate the values of the state variables which measures are
not available.
LAUV
Observer
u
Y˜
Yˆ
Y
Xˆ
e +
-
Figure 4.4: An example of an implemented state observer.
Figure 4.4 represents the block diagram of an state observer. The state observer has two
inputs, the control input u which is used to control the LAUV and the error of the output variables (
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difference between estimated output and the measure output variable ), allowing the state observer
to estimate the vehicle dynamics. The objective of the state observer is to make the error of the
estimation converge to zero.
The vehicle controller uses the estimated state, as if they were the actual state, to control the
LAUV. If the state observer estimates erroneously the state variables, the vehicle controller will
make converge the error, between the estimates states and the desired ones, to zero. This raises an
issue,
what happens if the controller tries to correct a state variable based on a bad estimation?
An example is given, to understand the problem faced by the controller. The roll angle is
the variable of interest on this example, and the desired roll angle is zero. If the state observer
estimates badly the roll angle with an value of 20◦ , the controller will assume that value as true,
although in reality the roll angle is zero. The vehicle controller will create roll motion to drive the
roll angle estimation to zero (desired value), when in reality the controller will drive the roll angle
away from the desired angle. This example can be extended for all state variables.
A bad estimation leads to malfunction of the vehicle controller.
Controller LAUV
Observer
Re f e u
Y˜
Yˆ
Y
Xˆ
Y˜
+
-
+
-
Yˆ
Figure 4.5: An example of a controller based on an implemented state observer.
Figure 4.5 represents a controller based on estimated states, the controller uses the output Yˆ
variable to give to the controller the state feedback.
Operating underwater creates a navigation problem, since in underwater no GPS measurement
is available. The LAUV underwater navigation it’s achieved with the help of the state observer,
allowing to expose the problem related to the state observer in two sub-problems:
• State Observer when the vehicle encounters on the surface
• State Observer when the vehicle is performing an underwater mission
An extra applicability, which is not treated in this dissertation, but uses a state observer, is to
use directly the sensor data to control the LAUV dynamic and in case of sensor failure, the LAUV
will not be without feedback data, by replacing the data of the faulty sensor with the data from the
state observer.
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A state observer can also be used to fulfill some existent needs for expensive sensors, which
may not be affordable. In that case of some specific sensor, it can be used the data from the
state observer to replace the emptiness of an specific sensor, reducing the cost of production of an
LAUV.
4.4 Robustness - Uncertainties and Disturbances
The problems exposed in this chapter may be solved using many different control/estimation
techniques. In addition to the LAUV trajectory control and observation problems, the presence
of model uncertainties and disturbances must be faced. In this dissertation, beyond controlling
LAUV trajectories and estimate variables states, the objective is to achieve that and deal with
model uncertainties or the presence of unmodeled disturbance at the same time.
The control and estimation techniques used to deal with the previous stated problems, must
be robust, guaranteeing the convergence of error to zero (stability) and a good performance, while
dealing with bounded model uncertainty and disturbance.
Controller LAUV
Observer
Re f e u
Y˜
Yˆ
Y
Xˆ
Y˜
+
-
+
-
Yˆ
+
+
Model Uncertainty Disturbance
Figure 4.6: An example of a System affected by model uncertainty and disturbance.
Figure 4.6 represents on a block diagram a system with controller and state observer affected
by model uncertainty and disturbances.
70 Problem Statement
Chapter 5
Approach
In this chapter, the solutions for the problems formulated in chapter 4 are presented. The
methods used to solve those problems were previously presented in chapter 2.
In section 5.1 the approach to the LAUV trajectory control problem is described, using three
different control techniques. In section 5.2 the technique chosen to deal with the problem of
estimating state variables which measures aren’t available, is exposed.
5.1 Controllers Design
To control the LAUV trajectory it is necessary to control the pitch and yaw angles. The con-
trollers designed for this purpose must ensure global uniformly convergence of the LAUV trajec-
tory with the desired trajectory. To achieve that behavior with the LAUV, the controllers based on
Sliding Mode Controller, Multiple Sliding Surface and Dynamic Surface are used, guaranteeing
convergence of the yaw and pitch angles relative to the desired yaw and pitch angles, making the
vehicle trajectory converge to the desired trajectory.
We will not address the problem of generating the desired trajectories, and the respective yaw
and pitch angles will not be addressed in this thesis.
5.1.1 Controllability
Before design a controller for the LAUV, it is necessary to verify the controllability condition
of the system. If the system is uncontrollable and a controller is designed, it would be a loss of
time and resources. Before continuing with this analyses, LAUV dynamics must be written in the
form x˙ = f (x)+Bu :
(
d
dtη
η¨
)
=
(
η˙
Mη(η)−1(−Cη(ν ,η)η˙−Dη(ν ,η)η˙−Gη(η))
)
+
(
0
Mη(η)−1
)
τ (5.1)
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The LAUV controllability is verified through the analysis of the controllability matrix, defined
as:
C =
(
B [ f ,B]
)
(5.2)
Where:
[ f ,B] =
∂B
∂x
f − ∂ f
∂x
B =−
(
0 1
0 Mη(η)−1(−Cη(ν ,η)−Dη(ν ,η)−G−η(η))
)
B (5.3)
The controllability matrix is written as:
C =−
(
0 Mη(η)−1
Mη(η)−1 Mη(η)−2(−Cη(ν ,η)−Dη(ν ,η)−G−η(η))
)
(5.4)
The rank of the controllability matrix C is 2, so we may conclude that the system is control-
lable.
5.1.2 Sliding Mode Control
If a trajectory planning algorithm were designed/used in this context, it would need to provide
to the Sliding Mode Controller the desired trajectory ηd , desired velocity in the Earth-fixed Frame
η˙d and the desired acceleration in the Earth-fixed frame η¨d .
Those desired vectors have the following form:
ηd =

Xd
0
0
0
θd
ψd

η˙d = ddtηd η¨d =
d
dt η˙d (5.5)
Since the vehicle is only actuated in surge, pitch and yaw, the Sliding Mode Controller only
needs the desired references for each one of the actuators.
The Sliding Mode Control technique, is applied to the LAUV dynamics discussed in chapter
4. For the controller design, the Earth-fixed frame representation exposed in chapter 2 is used,
considering that the control input vector is zero:
f = Mη(η)η¨+Cη(ν ,η)η˙+Dη(ν ,η)η˙+Gη(η), (5.6)
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It is important to consider that the dynamic of the LAUV is composed by an estimation fˆ of
the real dynamic, corrupted with unknown/neglected dynamics f˜ and affected by the external dis-
turbance vector d ∈ IR6. The matrices composing the LAUV dynamics f = fˆ + f˜ are represented
as:
Mη(η) = Mˆη(η)+ M˜η(η)
Cη(ν ,η) = Cˆη(ν ,η)+C˜η(ν ,η)
Dη(ν ,η) = Dˆη(ν ,η)+ D˜η(ν ,η)
Gη(η) = Gˆη(η)+ G˜η(η)
d = disturbance d ∈ Br
(5.7)
The estimation of the real dynamic and the unknown/neglected dynamics are represented as:
fˆ = Mˆη(η)η¨+Cˆη(ν ,η)η˙+ Dˆη(ν ,η)η˙+ Gˆη(η)
f˜ = M˜η(η)η¨+C˜η(ν ,η)η˙+ D˜η(ν ,η)η˙+ G˜η(η)+d,
(5.8)
It’s assumed that the disturbance vector d is bounded by a ball Br with radius r and centered at
the origin 0 (equilibrium point). The notation used to described the LAUV dynamics in equation
5.6 doesn’t use the Lift forces matrix separated from the Damping matrix, but the notation used in
equation 5.7 and 5.8 remains equal if the Lift forces matrix is used separated from the Damping
Matrix.
As stated in chapter 2, for the Sliding Mode Controller be able to ensure stability of the LAUV,
the unknown/neglected dynamics must be bounded by some known function F = F(x, x˙):
F ≥ | fˆ − f | (5.9)
Defining the tracking error η˜ ∈ IR6:
η˜(t) = η(t)−ηd(t) (5.10)
The variable ηd , was defined earlier in equation 5.1, and represents the necessary input refer-
ence of the controller, to the LAUV perform a desired trajectory.
The Sliding Surface is now defined as:
s = (
d
dt
+λ )η˜ = ˙˜η+λη˜ (5.11)
The time derivative of the Sliding Surface is defined as:
s˙ = ¨˜η+λ ˙˜η (5.12)
The variable λ ∈ IR6×6 is a design positive diagonal matrix. The objective is to make the
system stay on the surface s = 0 for all t > 0, making the system error converge to zero. A
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Lyapunov function candidate is defined:
V =
1
2
s2 (5.13)
The function V is a positive definite matrix, since the square of a matrix is always positive,
fulfilling the first requisite of the Lyapunov functions V (t,s) ≥ 0∀s ∈ IR6. Differentiating the
Lyapunov candidate function with respect to time yields:
V˙ = s
T
s˙ (5.14)
To assure the system stability, we need to grant that:
V˙ ≤ 0,∀s ∈ IR6 (5.15)
The control law must be correctly chosen to guarantee that −V˙ is a positive definite matrix,
thus making V a Lyapunov function.
Recalling again, the derivative of the Lyapunov function:
V˙ = sT [(Mˆη(η)−1(τη(η)−Cˆη(ν ,η)− Dˆη(ν ,η)− Gˆη(η)− f˜ )− η¨d)+λ ˙˜η ] (5.16)
The variable τˆη(η), is the force control input vector and must be chosen to satisfy the Sliding
Condition:
1
2
d
dt
s2 ≤−ε|s| (5.17)
The variable ε is a positive constant and it was chosen to substitute the variable η used in
chapter 2, equation 2.83 to avoid confusion with the LAUV position η variable used in this
section.
If we chose the equivalent control to be:
τˆη(η) = Cˆη(ν ,η)η˙+ Dˆη η˙(ν ,η)+ Gˆη(η))+ Mˆη(η)η¨d− Mˆη(η)λ ˙˜η (5.18)
Adding the robust control term:
τˆη(η) = Cˆη(ν ,η)η˙+ Dˆη(ν ,η)η˙+ Gˆη(η))+ Mˆη(η)η¨d− Mˆη(η)λ ˙˜η− k · sign(s) (5.19)
If we chose k = k(x, x˙) ∈ IR6×6 large enough, it’s granted that the sliding condition is accom-
plish.
From the Sliding Condition defined in 5.17,
1
2
d
dt
ss = sT s˙ = sT [ f − fˆ − k · sign(s)] = sT ( f − fˆ )− k|s| (5.20)
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Choosing,
k = F + ε ⇐⇒ −k =−F− ε (5.21)
Replacing equation 5.21 in equation 5.20, the sliding condition is satisfied.
The derived control vector in the Earth-fixed frame, before being applied to the vehicle must
be transformed in the Body-fixed frame representation, thus making the control law to became:
τ = JT [Cˆη(ν ,η)η˙+ Dˆη(ν ,η)η˙+ Gˆη(η))+ Mˆη(η)η¨d− Mˆη(η)λ ˙˜η− k · sign(s)] (5.22)
The function sign(·) must be smoothed to prevent the chattering phenomenon. To achieve the
smoothing effect, the function sign(·) is replaced by function tanh(·),
τ = JT [Cˆη(ν ,η)η˙+ Dˆη(ν ,η)η˙+ Gˆη(η))+ Mˆη(η)η¨d− Mˆη(η)λ ˙˜η− k · tanh(s/Φ)] (5.23)
where Φ is a positive constant and represents the boundary layer thickness neighboring the
switching surface. It’s computed the thrust, pitch and yaw angles from the desired forces and
moments (method addressed in chapter 4). The desired force or moment may be bigger than the
actuator is able to apply on the vehicle, saturating the LAUV actuators, implying that the desired
trajectory and forces must be bounded by physic limitations of the vehicle. In Figure 5.1, the
relation between the Sliding Mode Controller and the LAUV is represented.
SMC
Compute
τ , δs and δr LAUV
ηd ,η˙d and η¨d
τd uη
ν ν
η
Figure 5.1: Block diagram of closed-loop control of the LAUV with Sliding Mode Control.
Recalling some aspects discussed about Lyapunov’s stability concepts, more precisely, the
theorem 6, and analyzing the Lyapunov function defined in 5.13, we can state that with the
derived control vector 5.23, global uniform asymptotic stability is achieved.
5.1.3 Multiple Sliding Surface
Using the Multiple Sliding Surface control technique is different from using the Sliding Mode
Control technique, although also computes the control vector forces and moments to be applied to
reach some desired position, some important differences must be noticed.
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If a Multiple Sliding Surface controller is used instead of a Sliding Mode Controller, and ad-
mitting that the same trajectory planning algorithm is used, the variables of interest to the controller
are the desired trajectory ηd and the desired velocity in the Earth-fixed frame η˙d .
Those desired vectors have the following form:
ηd =

Xd
0
0
0
θd
ψd

η˙d = ddtηd (5.24)
The actuators of the vehicle and the desired vectors remains equal to the ones stated in the
previous section for the Sliding Mode Controller, the existent difference is due to the fact that
the Multiple Sliding Surface controller does not require the LAUV acceleration in the Earth-fixed
Frame. It’s used the LAUV dynamics in the Body-fixed frame to design the controller, considering
that the control input vector is zero:
f = Mν˙+C(ν)ν+D(v)ν+G(η), (5.25)
The LAUV dynamics still continues to be composed by the estimation fˆ of the real dynamic,
corrupted with unknown/neglected dynamics f˜ and affected by external disturbance vector d ∈ IR6.
The LAUV dynamics matrices f = fˆ + f˜ can be represented as:
M = Mˆ+ M˜
C(ν) = Cˆ(ν)+C˜(ν)
D(ν) = Dˆ(ν)+ D˜(ν)
G(η) = Gˆ(η)+ G˜(η)
d = disturbance d ∈ Br
(5.26)
The estimation of the real dynamic and the unknown/neglected dynamics are written as:
fˆ = Mˆν¨+Cˆ(ν)ν+ Dˆ(ν)ν+ Gˆ(η)
f˜ = M˜ν¨+C˜(ν)ν+ D˜(v)ν+ G˜(η)+d,
(5.27)
It’s assumed that the disturbance vector d is bounded by a ball Br with radius r and centered at
the origin 0 (equilibrium point). As stated in equation 5.9, it is assumed that unknown/neglected
dynamics are bounded.
A sliding surface is designed, containing the position tracking error.
s1 = η−ηd (5.28)
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If we guarantee that s1 converges to zero, the error will also converge to zero and the desired
position will be reached by the LAUV. Differentiating s1 with respect to time:
s˙1 = J(η)ν− η˙d (5.29)
The desired velocity of the LAUV in the Body-fixed frame must be defined to make s1 · s˙1 < 0.
A proper choice is:
vd = J(η)−1(η˙d−λ s1) (5.30)
The variable λ ∈ IR6×6 is a design positive diagonal matrix. The objective it’s to make s1
converge to zero. With the chosen vd , it is granted that:
s˙1+λ s1 = 0 (5.31)
A second sliding surface is defined:
s2 = ν−νd (5.32)
If the input control vector make the sliding surface s2 converge to zero, then the first sliding
surface s1 will also converge to zero. These two sliding surfaces, working as fictitious inputs,
allows to use the Lyapunov Direct Mode to guarantee stability for a mismatched system. A Lya-
punov candidate function is presented:
V =
1
2
s22 (5.33)
The Lyapunov candidate function is a positive definite matrix. Differentiating the Lyapunov
candidate function with respect to time, yields:
V˙ = sT2 s˙2 (5.34)
The system stability will be dictated by V˙ behavior. If a proper control law is chosen, guaran-
teeing that −V˙ is a positive definite matrix (making V a Lyapunov function), the system stability
will be assure.
Expanding the derivative of the Lyapunov function:
V˙ = sT2 [Mˆ
−1(τ−Cˆ(ν)ν− Dˆ(ν)ν− Gˆ(η)− f˜ )− ν˙d ] (5.35)
The following equivalent control law is proposed:
τˆ = Cˆ(ν)ν+ Dˆ(ν)ν+ Gˆ(η)+ Mˆν˙d (5.36)
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It’s assured the negativeness of the derivative of the Lyapunov function, thus assuring stability
of s2, making the second sliding surface converge to zero. By consequence, the first sliding surface
is also driven to zero, meaning that the vehicle position will converge to the desired position.
A smooth robust term is necessary to add to the equivalent control:
τ = Cˆ(ν)ν+ Dˆ(ν)ν+ Gˆ(η)+ Mˆν˙d− k · tanh(s2/Φ) (5.37)
The variable k ∈ IR6×6 which represents a positive diagonal matrix, should be chosen as ex-
plained before for the Sliding Mode Control technique.
This control law can be directly applied to the LAUV, since it was driven using the LAUV
dynamic in the Body-fixed frame. In Figure 5.2, the relation between the Multiple Sliding Surface
controller and the LAUV is represented.
MSS
Compute
τ , δs and δr LAUV
ηd and η˙d
τd uη
ν ν
η
Figure 5.2: Block diagram of closed-loop control of the LAUV with Multiple Sliding Surface.
Analyzing the Lyapunov’s stability concepts, the control law defined with this technique al-
lows to achieve global uniform asymptotic stability.
5.1.4 Dynamic Surface Control
Dynamic Surface Control technique is an extension of the Multiple Sliding Surface, the con-
troller design technique is very similar and the controller also calculates a control input vector
with forces and moments to achieve some desired position.
The variables of interest for the Dynamic Surface Controller are the same as the variables of
interest for the Multiple Sliding Surface Controller.
Those desired vectors, are the same as defined in 5.24, the LAUV position ηd and the vehicle
velocity in the Earth-fixed frame η˙d .
The design of a nonlinear controller using Dynamic Surface Control technique, is carried out
using the LAUV dynamic in the Body-fixed frame, as stated before in 5.25.
The assumptions made in equations 5.26 and 5.27 are assumed as valid in this section, and
it’s used the same notation.
A sliding surface is defined, with the error of the LAUV position:
s1 = η−ηd (5.38)
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The objective remains the same, make the sliding surface s1 converges to zero, making the
LAUV achieving the desired position.
The first sliding surface is differentiated with respect to time:
s˙1 = J(η)ν−ηd (5.39)
The desired velocity νd of the LAUV, must be chosen such that s1s˙1 < 0. The following
desired velocity is proposed 1:
νd = J(η)−1(η˙d−λ s1) (5.40)
The variable λ ∈ IR6×6 is a design positive diagonal matrix, which affects the convergence of
s1 to zero. With this choice of νd , it is guaranteed that:
s˙1+λ s1 = 0 (5.41)
When using the Multiple Sliding Surface, at this moment it was defined the second sliding
surface s2, but as stated in chapter 2, the difficulty of finding ν˙d requires a different approach
from the used when designing Multiple Sliding Surface controller. Instead of differentiating the
desired velocity νd with respect to time, it is passed through a first order filter:
T ν˙d +νd = νd , (5.42)
The variable T ∈ IR6×6, which is a positive diagonal matrix, represents the time coefficients of
the first order filter. The desired velocity νd is obtained, by passing through a first order filter the
velocity νd , allowing to define the second sliding surface s2 as:
s2 = ν−νd (5.43)
These two sliding surface allows the use of the Lyapunov function definition in a mismatched
system, guaranteeing the stability of that same systems.
The following Lyapunov candidate function is proposed:
V =
1
2
s22 (5.44)
The Lyapunov candidate function is a positive definite matrix. The Lyapunov candidate func-
tion differentiated with respect to time yelds:
V˙ = sT2 s˙2 (5.45)
1The same notation used in chapter 2 is used in this section.
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Expanding the derivative of the Lyapunov function:
V˙ = sT2 [Mˆ
−1(τ−Cˆ(ν)ν− Dˆ(ν)ν− Gˆ(η)− f˜ )− ν˙d ] (5.46)
The following equivalent control law is proposed, to assure that −V˙ is a positive definite
matrix:
τˆ = Cˆ(ν)ν+ Dˆ(ν)ν+ Gˆ(η)+ Mˆν˙d (5.47)
The differentiation of the desired velocity is avoid by using the first order filter stated in equa-
tion 5.42, so in the proposed control law, the derivative of the desired velocity ν˙d is replaced, thus
making the equivalent control law:
τˆ = Cˆ(ν)ν+ Dˆ(ν)ν+ Gˆ(η)+ MˆT−1(νd−νd) (5.48)
This equivalent control law ensures the negativeness of the derivative of V , ensuring that the
second sliding surface is stable and convergent to zero, therefore the first sliding surface is also
stable and convergent to zero, making the vehicle reach the desired position. A smooth robust
control term must be added to the equivalent control, to obtain the control law that must be applied
to the vehicle.
τ = Cˆ(ν)ν+ Dˆ(ν)ν+ Gˆ(η)+ MˆT−1(νd−νd)− k · tanh(s2/Φ) (5.49)
Once again, the diagonal positive definite design matrix k ∈ IR6×6 must be chosen using the
criteria exposed before for the Sliding Mode Control technique. In Figure 5.3, the relation between
the Dynamic Surface Controller and the LAUV is represented.
DSC
Compute
τ , δs and δr LAUV
ηd and η˙d
τd uη
ν ν
η
Figure 5.3: Block diagram of closed-loop control of the LAUV with Dynamic Surface Control.
As the Sliding Mode Control and Multiple Sliding Surface control techniques, the Dynamic
Surface Controller was based on the Direct Method of the Lyapunov function, and designed to
fulfill the sliding condition, assuring that the global uniform asymptotic stability is also achieved
by this control technique.
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5.2 Observer Design
A state observer is a very important tool in LAUV navigation. The designed observer must
ensure global uniform convergence of the estimated state with the real state of the LAUV, in other
words, the estimation error must be driven to zero, allowing the LAUV control to trust in the
estimated states.
To achieve that goal, a Sliding Mode Observer is used, and it’s design is approached in this
section.
5.2.1 Observability
Before designing the observer, it is necessary to see if the LAUV is an observable system or
not. The LAUV system written in the same form as in equation 5.1 is considered in this section.
The observability matrix is defined as:
O = dG (5.50)
The measure z , represents the measure of the vehicle position η , so G is defined as:
G =
(
z
L f (z)
)
=
(
η
η˙
)
(5.51)
so,
O =
(
1 0
0 1
)
(5.52)
The rank of the Observability matrix O is 2, so it is possible to conclude that the system is
observable.
5.2.2 Sliding Mode Observer
The Sliding Mode Observer, needs the observations of external variables , such as position η ,
to correct the estimation of the internal variables, such as velocity ν , which is the output interest.
The observer needs to be fed with all variables of the position vector:
η =

X
Y
Z
ψ
θ
ψ

(5.53)
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Figure 5.4: Block diagram of closed-loop control of the LAUV with Dynamic Surface Control
with a Sliding Mode Observer.
For the Sliding Mode Observer design, the Earth-fixed frame representation of the LAUV
dynamics is used. The considerations done in equations 5.6, 5.7 and 5.8 will prevail in this
section for the Sliding Mode Observer design.
The estimation error is defined as:
η˜ = ηˆ−η (5.54)
If the procedures presented in section 2.2.10 are followed, the following structure is proposed
for the Sliding Mode Observer:
˙ˆη = J(η2)νˆ−α1η˜− k1 · sign(η˜)
˙ˆν = J(η)−1[Mˆ−1η (η)(τη(η)−Cˆη(νˆ ,η)η˙− Dˆη(νˆ ,η)η˙− Gˆη(η))
−J˙(η)νˆ−α2η˜− k2 · sign(η˜)]
z = η+ v
(5.55)
where v represents the measurement noise.
An analyze is made, by using the Lyapunov function concept, to determine the convergence
of the Sliding Mode Observer. A first sliding surface is defined:
s1 = ηˆ− z (5.56)
The following positive definite Lyapunov candidate function is considered:
V =
1
2
s21 (5.57)
The derivative of the Lyapunov candidate function with respect to time, yields:
V˙ = sT1 s˙1 (5.58)
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Expanding the derivative of the Lyapunov candidate function, allows to verify in what condi-
tions −V˙ is a positive definite function.
V˙ = sT1 [J(η)νˆ−α1s1− k1 · sign(s1)− z˙] (5.59)
The condition for convergence of the Sliding Observer is:
sT1 J(η)νˆ− sT1α1s1− sT1 k1 · sign(s1)− sT1 z˙≤ 0 (5.60)
Solving the convergence condition in order to the dynamic error:
J(η)νˆ− z˙≤ α1 · s1+ k1 · sign(s1) (5.61)
This means, that for achieve the convergence of the estimation error to zero, the Luenberger
term plus the robust term needs to be greater than the model uncertainty and measurement noise,
which are considered bounded.
5.2.2.1 Practical Approach
In this section a short approach about the practical implementation of the Sliding Mode Ob-
server (SMO) is taken. The observer has available five sensors measures, namely the Doppler
Velocity Log (DVL - u,v,w), Inertial Measurement Unit (IMU - p,q,r), Attitude and Heading
Reference System (AHRS - φ ,θ ,ψ), Global Position System (GPS - X ,Y ) and a pressure sensor
that gives the measure of depth (Z). Those measures may not be always available during LAUV
operation and are dependent on the vehicle configuration, because in some LAUV’s the IMU sen-
sor may not be available.
Two major different scenarios are considered:
• LAUV performing mission at water surface
– IMU available
– IMU not available
• LAUV performing mission underwater
– IMU available
– IMU not available
When the LAUV is carrying out a mission at the surface, the LAUV position is given by the
GPS and the linear velocity is given by the DVL. In the case of the vehicle possessing an IMU
sensor, the orientation is initialized with the AHRS and the angular velocities coming from the
IMU are integrated to obtain the actual orientation.
If the LAUV is performing an underwater mission (dead-reckoning), no GPS data is available,
and in that case the linear velocities given by the DLV are integrated to obtain the LAUV position.
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Figure 5.5: Sliding Mode Observer - Practical Implementation
The LAUV orientation if IMU is available it will be done as explained before, but if no IMU
measurements are available, the orientation of the vehicle is continuously provided by the AHRS
sensor.
Analyzing figure 5.5, it is possible to see that all the sensors that has been described are
feeding the Observer. The Observer will see what measure are available and automatically adapt
to work with that measures. The Observer will provide estimations to position, orientation, linear
and angular velocities.
Chapter 6
Simulation and Results
This chapter presents the numerical simulation setup, for the proposed test plan and the re-
spective results.
6.1 Introduction
To validate the solutions proposed in this thesis, numerical simulations were performed. The
scenarios presented in chapter 4 are reproduced in simulation environment and the solutions
proposed in chapter 5 are tested.
In section 6.2 the simulation setup and the used simulation environment are discussed. The
coefficient values for the model proposed in chapter 4 are presented in section 6.3. The test plan
is proposed in section 6.4 and the respective results are discussed in section 6.5.
6.2 Simulation Setup
The tool used to run the simulations was the Simulink environment from the MatLab Software.
Simulink offers a good block diagram environment with the advantage of enabling the use of
MatLab scripts together with a good Ordinary Differential Equations solver.
Although the script language provided by MatLab is focused on easy manipulation of matri-
ces, vectors and others, it has many resemblances with the C standard language. Since the Unified
Navigational Environment (DUNE)1 of the LAUV is written in C++, the task of adapt the Slid-
ing Mode Observer implemented in Simulink to work on DUNE becomes easier, being that an
advantage.
In Figure 6.1 a screen capture of the block diagram built in Simulink is shown. Inside of
every block a MatLab script is running. It is represented the LAUV controlled by an Sliding Mode
Controller, where the controller is fed by the Sliding Mode Observer. The block diagram built in
1DUNE [47]: Unified Navigational Environment is a runtime environment for unmanned systems on-board soft-
ware. It is used to write generic embedded software at the heart of the system, e.g. code or control, navigation,
communication, sensor and actuator access, etc. It provides an operating-system and architecture independent platform
abstraction layer, written in C++, enhancing portability among different CPU architectures and operating systems.
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Simulink is very similar to the representation presented in chapter 5, showing the advantage of
the chosen simulation tool.
Figure 6.1: Simulink Block Diagram
In Figure 6.1 it is possible to verify that the output variables of the LAUV block are the
velocity ν and the LAUV position η . The LAUV is simulated by inverting its dynamics in order
to acceleration in the Body-fixed frame:
ν˙ = M−1(τ−C(ν)ν−D(ν)ν−G(η)) (6.1)
where the variable τ is the control input force vector. The variable ν˙ is integrated to obtain the
velocity ν . Using the relation established in chapter 2, between Body-fixed frame and Earth-fixed
frame, the velocity in the Earth-fixed frame is obtained by:
η˙ = J(η)ν (6.2)
Integrating the Earth-fixed frame velocity η˙ , with previously stated initial conditions, the
LAUV position vector η is found.
It is possible to setup a simulation in dead-reckoning navigation, to approach a more realistic
simulation of the Sliding Mode Observer.
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The setup of the simulation with dead-reckoning navigation is presented in Figure 6.2.
Figure 6.2: Simulink Block Diagram with dead-reckoning
The dead-reckoning implemented block, uses the vehicle velocity and the orientation to calcu-
late the vehicle position, using the relation established in equation 2.6, adding some random noise
to simulate a real sensor measurement. It’s assumed that in dead-reckoning only the velocity and
orientation measures are available.
6.2.1 Account Fluid Motion
It’s assumed that the LAUV dynamics can be represented in terms of the velocity of the vehicle
relative to the fluid motion [8]. The relative velocity is defined as:
νr = ν−ν f (6.3)
The equation of motion takes the form as defined in equation 2.56, but since it was assumed
that ν˙ f ≈ 0, the term τFK is equal to zero.
Using the relation defined in equation 6.3 the term CRB(ν)ν is defined as:
CRB(ν)ν =CRB(νr)νr +CRB(ν f )ν f (6.4)
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Recalling that the fluid motion was assumed to be irrotational, the term CRB(ν f ) will be equal
to zero [8], letting CRB(ν) =CRB(νr).
The LAUV dynamic is now defined as:
MRBν˙r +CRB(νr)νr +MAν˙r +CA(νr)νr +D(νr)νr +G(η) = τ (6.5)
Solving in order to the relative acceleration vector ν˙r, for simulation purpose:
ν˙r = (MRB+MA)−1(τ− (CA(νr)+CRB(νr))νr−D(νr)νr−G(η)) (6.6)
Before define the LAUV coefficient values, model uncertainty and disturbance must be in-
cluded in the simulation.
6.2.2 Model uncertainty and Disturbances
The model uncertainty and disturbances must be included in the simulation, to approximate the
controller and observer task in simulation to the task that must be performed in a real environment.
The uncertainty is added to the LAUV model used by the controller and observer, by simply
defining a standard deviation relatively to the model used to simulate the LAUV dynamic. The
relation between the matrices used to simulate the LAUV and the matrices used by the controller
and observer, are defined as:
Mˆ = ζ ×σ +M
Cˆ(ν) = ζ ×σ +C(ν)
Dˆ(ν) = ζ ×σ +D(ν)
Gˆ(η) = ζ ×σ +G(η)
(6.7)
where σ represents a standard deviation value, multiplied by matrix ζ (matrix of size n× n
when added to M,C(ν) and D(ν) or a matrix of size n×m when added to matrix G(η)) which
coefficients are a random number between −1 and 1.
The LAUV dynamic used by the controller and observer, is defined as (considering the input
force vector as zero):
fˆ = (M+ζ ×σ)ν˙+(C(ν)+ζ ×σ)ν+(D(ν)+ζ ×σ)ν+(G(η)+ζ ×σ) (6.8)
A disturbance vector is added to the dynamic model used in the LAUV simulation. Some
current fluid is modeled and included in the dynamic model used to simulate the LAUV behavior,
nevertheless non modeled current fluid will disturb the behavior of the LAUV, so a disturbance
vector is added to the model used to simulate the LAUV dynamic.
The dynamic used to simulate the LAUV behavior is defined as (considering the input force
vector as zero):
f = Mν˙r +C(νr)νr +D(νr)νr +G(η)+d (6.9)
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where d is a vector of random numbers generated from the continuous uniform distributions
with lower and upper bound by −0.1 and 0.1.
6.3 Vehicle Model
In chapter 4 it was presented the LAUV model used in this work to simulate LAUV behavior,
design controllers and an observer for the LAUV. The numerical coefficients values of that model
are stated in this section [46].
Table 6.1 presents the location of the Center of Gravity, the vehicle mass and the restoring
forces, composed by the weight W and the buoyancy force B.
Table 6.1: Location of the CG, mass of the vehicle and the restoring forces acting on the vehicle
Center of Gravity Location Mass Restoring Forces
xG = 0 m
yG = 0 m
zG = 0.01 m
m = 18 kg
W = 176 N
B = 177 N
The vehicle moments of inertia and added mass are defined in table 6.2
Table 6.2: LAUV Moments of Inertia and Added Mass
Moments of Inertia Added Mass
Ixx = 0.04 kg ·m2
Iyy = 2.1 kg ·m2
Izz = 2.1 kg ·m2
Xu˙ =−1 kg Kp˙ = 0 kgm
Yv˙ =−16 kg Mq˙ = 0 kgm
Zw˙ =−16 kg Nr˙ = 0 kgm
The vehicle linear and quadratic damping coefficients are presented in table 6.3.
Table 6.3: Linear and Quadratic Drag Damping
Linear Terms Quadratic Terms
Xu =−2.4 kgs−1 Kp =−0.3 kgms−1
Yv =−23 kgs−1 Mw =−3.1 kgms−1
Yr = 11.5 kgs−1 Mq =−9.7 kgms−1
Zw =−23 kgs−1 Nv =−3.1 kgms−1
Zq =−11.05 kgs−1 Nr =−9.7 kgms−1
Xu|u| =−2.4 kgm−1 Kp|p| = 6×10−4 kgm
Yv|v| =−80 kgm−1 Mw|w| = 1.5 kgm
Yr|r| = 0.3 kgm−1 Mq|q| =−9.1 kgm
Zw|w| =−80 kgm−1 Nv|v| =−1.5 kgm
Zq|q| =−0.3 kgm−1 Nr|r| =−9.1 kgm
The lift coefficients may be consulted on the table 6.4.
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Table 6.4: Lift coefficients values
Lift coefficients
Yuv =−30 kgs−1 Muw =−9.9 kgms−1
Yur = 7.7 kgs−1 Muq =−3.1 kgms−1
Zuw =−30 kgs−1 Nuv = 9.9 kgms−1
Zuq =−7.7 kgs−1 Nur =−3.1 kgms−1
The forces and moments are created by the vehicle actuators, composed by four fins and one
thruster. The force of a fin depends directly on the angle of deflection of the fin and on the fin
force/moment coefficient. The fins angle of deflection are:
−20◦ ≤ δr ≤ 20◦
−20◦ ≤ δs ≤ 20◦
(6.10)
The respective fins force/moments coefficients are defined in table 6.5.
Table 6.5: Fin’s Forces/Moments Coefficients
Lift coefficients
Yδr =−19.2 kgm−1 Zδs =−19.2 kgm−1
Nδr =−7.7 kgm−1 Mδs =−7.7 kgm−1
The fins forces/moments are also directly dependent o surge motion. The surge motion is
given directly by the propulsion force exerted by the vehicle thruster attached to a motor, having
the capability to provide the following longitudinal force:
−10 N ≤ T ≤ 10 N (6.11)
The coefficient of induced roll produced by T , is K = 0.06;
6.4 Test Plan
In this section, a test plan is defined to evaluate the solutions proposed in chapter 5 to solve
the problems presented in chapter 4.
The Problem 1 consists in control the LAUV trajectory, but no specific trajectory was defined
to be performed by the LAUV because it isn’t of the scope of this dissertation.
The LAUV trajectory is controlled by the surge motion, vertical and horizontal fins deflection
angles, so if the convergence of the pitch and yaw angles, to a sinusoidal reference is achieved
then the LAUV trajectory control is performed, even if no particular trajectory is followed. To
detail a test plan to validate the solutions proposed to solve Problem 1, the pitch and yaw angles
are treated separately.
The disturbances vectors in the test plan are relatively to the Earth-fixed Frame.
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In table 6.6 a set of case scenarios for the yaw control problem, are proposed.
Table 6.6: Test Plan for Problem 1 - Yaw Angle
Case Initial State
[X Y Z φ θ ψ] Reference
Disturbance
[u f v f w f ]
Deviation
1 [0 0 0 0 0 0.2]
Sinusoidal
Amplitude = 0.5 rad
Frequency = 0.2 rad/s
u f = 0
v f = 0
w f = 0
No
2 [0 0 0 0 0 0.2]
Sinusoidal
Amplitude = 0.5 rad
Frequency = 0.2 rad/s
u f = 0.3
v f = 0.1
w f = 0
No
3 [0 0 0 0 0 0.2]
Sinusoidal
Amplitude = 0.5 rad
Frequency = 0.2 rad/s
u f = 0
v f = 0
w f = 0
Yes - 0.3
4 [0 0 0 0 0 0.2]
Sinusoidal
Amplitude = 0.5 rad
Frequency = 0.2 rad/s
u f = 0.3
v f = 0.1
w f = 0
Yes - 0.3
A set of case scenarios are proposed for the pitch Control Problem in table 6.7.
Table 6.7: Test Plan for Problem 1 - Pitch Angle
Case Initial State
[X Y Z φ θ ψ] Reference
Disturbance
[u f v f w f ]
Deviation
5 [0 0 10 0 0.2 0]
Sinusoidal
Amplitude = 0.5 rad
Frequency = 0.2 rad/s
u f = 0
v f = 0
w f = 0
No
6 [0 010 0 0.2 0]
Sinusoidal
Amplitude = 0.5 rad
Frequency = 0.2 rad/s
u f = 0.3
v f = 0
w f = 0.1
No
7 [0 0 10 0 0.2 0]
Sinusoidal
Amplitude = 0.5 rad
Frequency = 0.2 rad/s
u f = 0
v f = 0
w f = 0
Yes - 0.3
8 [0 0 10 0 0.2 0]
Sinusoidal
Amplitude = 0.5 rad
Frequency = 0.2 rad/s
u f = 0.3
v f = 0
w f = 0.1
Yes - 0.3
Those case scenarios are used to validate the Sliding Mode Controller, the Multiple Sliding
Surface controller and the Dynamic Surface controller, allowing to validate the controllers de-
signed and make comparisons between the controllers performances. A specific reference for the
yaw and pitch angles are chosen. Since the vehicle needs surge motion to generate forces and
moments with the fins, a straight line reference is used to move the vehicle forward.
The test plans were made to enable the verification of the convergence of the controllers, the
robustness against disturbance and uncertainties separately and the robustness against disturbances
and uncertainties acting at the same time. The initial condition of the vehicle is defined different
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from the initial condition of the reference, to demonstrate that the controllers will converge, even
if the initial conditions are not the same.
The Problem 2 consists in estimate the internal states of the LAUV. As proposed in chapter 5,
the variable to estimate with the Sliding Mode Observer is the vehicle velocity ν . The controller
is fed with the estimated variables, velocity ν and position η , controlling the LAUV only with
the variables estimations. By adapting the Sliding Mode Observer to a practical application, dead-
reckoning navigation is simulated and the controller is fed with the estimated variables, velocity ν
and position η , continuing to control the LAUV only with the variables estimations.
In table 6.8 a set of case scenarios are proposed to validate the Sliding Mode Observer pro-
posed to solve Problem 2. A sinusoidal yaw reference is used to verify the performance of the
observer.
Table 6.8: Test Plan for Problem 2 - State Estimation
Scenario Initial State
[X Y Z φ θ ψ] Reference
Disturbance
[u f v f w f ]
Deviation
1 [0 0 0 0 0 0]
Sinusoidal
Amplitude = 0.5 rad
Frequency = 0.2 rad/s
u f = 0
v f = 0
w f = 0
No
2 [0 0 0 0 0 0]
Sinusoidal
Amplitude = 0.5 rad
Frequency = 0.2 rad/s
u f = 0.3
v f = 0.1
w f = 0
No
3 [0 0 0 0 0 0]
Sinusoidal
Amplitude = 0.5 rad
Frequency = 0.2 rad/s
u f = 0
v f = 0
w f = 0
Yes - 0.3
4 [0 0 0 0 0 0]
Sinusoidal
Amplitude = 0.5 rad
Frequency = 0.2 rad/s
u f = 0.3
v f = 0.1
w f = 0
Yes - 0.3
Those case scenarios are used to verify the performance of the observer in dead-reckoning
mode and when the position measures are available.
The same case scenarios allows to verify the convergence of the Sliding Mode Observer, the
performance when facing disturbances and uncertainties separately and when disturbances and
uncertainties are acting together.
6.5 Results
In this section, the results obtained by simulation are shown and discussed. The results are
presented using graphics and tables.
The boundary layer of the robust term in all controllers is chosen with the value of 0.1. It is
expected that the error is contained inside the boundary layer.
A simulation time of 100s is considered in all performed simulations to obtain data for ana-
lyzes.
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6.5.1 Problem 1 - Yaw Angle
In this section, the four case scenarios proposed to validate the control of the Yaw Angle, are
simulated with the three different control techniques. The controllers performance are evaluated
by analyzing the sliding surface defined for each controller.
6.5.1.1 Using Sliding Mode Control
In table 6.9 the mean absolute error, the maximum error (excluding transient error, in other
words, maximum error presented in steady state) and the amplitude error (in steady state) in the
sliding surface defined for the Sliding Mode Controller in equation 5.11 , are presented.
Table 6.9: Results for Problem 1 - Yaw Angle (SMC)
Scenario Mean Absolute Error Maximum Absolute Error Amplitude Error
1 0.0011 0.0020 0.0039
2 0.0322 0.0739 0.0911
3 0.0049 0.0189 0.0352
4 0.0327 0.0910 0.1212
Analyzing the results obtained for scenario one, presented in Figures 6.3 and 6.4, without
the influence of disturbances or model uncertainties a good tracking performance is achieved.
The mean absolute error corresponds to 1.1% of the boundary layer, where the error should be
contained.
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Figure 6.3: Problem 1 - Scenario one with
Sliding Mode Controller
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Figure 6.4: Problem 1 - Scenario one with
Sliding Mode Controller, zoomed
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The initial error is out of the boundary layer, because the initial conditions of the vehicle
are different from the initial conditions of the reference, but nonetheless the error converges into
the boundary layer and the amplitude error in steady state operation only represents 3.9% of the
boundary layer, almost twice of the maximum error.
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Figure 6.5: Problem 1 - Scenario two with
Sliding Mode Controller
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Figure 6.6: Problem 1 - Scenario one with
Sliding Mode Controller, zoomed
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Figure 6.7: Problem 1 - Scenario three with
Sliding Mode Controller
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Figure 6.8: Problem 1 - Scenario three with
Sliding Mode Controller, zoomed
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Longitudinal/lateral fluid motion and model uncertainties are added to scenarios two and three
respectively, present in Figures 6.5, 6.6, 6.7 and 6.8. The fluid motion has as consequence
the increase of all the error components analyzed in this section. The mean absolute error in
scenario two represents 32.2% of the boundary layer size, the maximum absolute error represents
73.9% and the amplitude error represents 91.1%. With external disturbances, although the error
approaches the boundary layer boundaries, the error is kept controlled, although the performance
is affected relatively to scenario one.
When model uncertainties are added to the model used by the controller, although the mean
error and maximum absolute error only represents, respectively 4.9% and 18.9% of the boundary
layer size, it is verified an increase of the amplitude error, that represents 35.2% of the bound-
ary layer size. By adding model uncertainties to the controller, the robust term of the controller
compensates that model uncertainties, but chattering is induced.
0 20 40 60 80 100
−0.05
0
0.05
0.1
0.15
0.2
time
E
rr
o
r
 
 
Sliding Surface s
Figure 6.9: Problem 1 - Scenario four with
Sliding Mode Controller
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Figure 6.10: Problem 1 - Scenario four with
Sliding Mode Controller, zoomed
When fluid motion and model uncertainties are acting together, a major error due to the fluid
motion is obtained, together with the increase of the chattering in steady state operation. The
mean absolute error represents 32.7% of the boundary layer size and the maximum absolute error
represents 91% of the boundary layer size, both contained inside of the boundary layer size.
The amplitude error represents 121.2% of the boundary layer size, in other words, the am-
plitude error is bigger than the boundary layer. The major difference to scenario two, where the
amplitude error is smaller than the boundary layer, is in the chattering created by the added model
uncertainties, creating peaks and increasing the errors in scenario four, relatively to scenario two.
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The errors presented for this controller could be diminished by increasing the gains of the
controller, but in simulation is verified that an increase in chattering will also occur, so smaller
gains are preferred.
6.5.1.2 Using Multiple Sliding Surface
In the Multiple Sliding Surface controller, two sliding surfaces were defined, since the analysis
is on the Yaw angle, it is used the first sliding surface defined in equation 5.28, as a performance
indicator.
The mean absolute error, the maximum error (in steady state) and the amplitude error (in
steady state) are presented in table 6.10.
Table 6.10: Results for Problem 1 - Yaw Angle (MSS)
Scenario Mean Absolute Error Maximum Absolute Error Amplitude Error
1 0.0026 0.0003 0.0005
2 0.0114 0.0193 0.0238
3 0.0028 0.0015 0.0029
4 0.0114 0.0201 0.0256
Without the influence of model uncertainties and disturbances, like in scenario one, the mean
absolute error represents 2.6% of the boundary layer size, while the maximum absolute error and
the amplitude error represents less than 1% of the size of the boundary layer. The error evolution
is represented in Figures 6.11 and 6.12.
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Figure 6.11: Problem 1 - Scenario one with
Multiple Sliding Surface Controller
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Figure 6.12: Problem 1 - Scenario one with
Multiple Sliding Surface Controller, zoomed
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Figure 6.13: Problem 1 - Scenario two with
Multiple Sliding Surface Controller
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Figure 6.14: Problem 1 - Scenario two with
Multiple Sliding Surface Controller, zoomed
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Figure 6.15: Problem 1 - Scenario three with
Multiple Sliding Surface Controller
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Figure 6.16: Problem 1 - Scenario three with
Multiple Sliding Surface Controller, zoomed
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In scenario two, the vehicle is under the influence of external disturbance, inducing an increase
in all error components. The mean absolute error represents 11.4%, the maximum absolute error
represents 19.3% and the amplitude error represents 23.8%, all sizes relatively to the boundary
layer. The error is kept small and inside the boundary layer, as presented in Figures 6.13 and
6.14.
Model uncertainties are added to the model used by the controller in scenario three, having
as major consequence an increase of the chattering in steady state operation, with a mean error
representing 2.8%, a maximum absolute error of 1.5% and an amplitude error of 2.9%, all sizes
relatively to the boundary layer size. In figures Figures 6.15 and 6.16 is presented the error
evolution for scenario three.
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Figure 6.17: Problem 1 - Scenario four with
Multiple Sliding Surface Controller
0 20 40 60 80 100
−0.01
−0.005
0
0.005
0.01
0.015
0.02
0.025
time
E
rr
o
r
 
 
Sliding Surface s
Figure 6.18: Problem 1 - Scenario four with
Multiple Sliding Surface Controller, zoomed
If the model uncertainties and the disturbances are added together to the same simulation,
like in scenario four, the major consequences obtained in scenarios two and three occurs. The
increase of the error is induced by the disturbances, while error chattering is induced by the model
uncertainty. The induced errors values are similar to the values obtained in scenario two. The error
evolution is displayed in Figures 6.17 and 6.18.
6.5.1.3 Using Dynamic Surface Control
As done for the Multiple Sliding Surface controller, for the Dynamic Surface controller it is
used the first sliding surface defined in equation 5.38, to evaluate the controller performance.
The mean absolute error, the maximum error (in steady state) and the amplitude error (in
steady state) are presented in table 6.11.
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Table 6.11: Results for Problem 1 - Yaw Angle (DSC)
Scenario Mean absolute Error Maximum Absolute Error Amplitude Error
1 0.0032 0.0014 0.0028
2 0.0109 0.0184 0.0216
3 0.0032 0.0026 0.0047
4 0.0110 0.0191 0.0232
In Figures 6.19 and 6.20, the error evolution for scenario one is presented, where no model
uncertainty or disturbance are added to the simulation. The mean absolute error represents 3.2%
of the boundary layer size, the maximum absolute error represents 1.4% of the boundary layer size
and the amplitude error represents 2.8% of the boundary layer size.
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Figure 6.19: Problem 1 - Scenario one with
Dynamic Surface Controller
0 20 40 60 80 100
−2
−1.5
−1
−0.5
0
0.5
1
1.5
2
x 10−3
time
E
rr
o
r
 
 
Sliding Surface s
Figure 6.20: Problem 1 - Scenario one with
Dynamic Surface Controller, zoomed
In scenario two, external disturbance is added to the simulation. An increase of all error
components is obtained. The mean absolute error represent 10.9% of the boundary layer size, as
the maximum absolute error and amplitude error represents 18.4% and 21.6% respectively, of the
boundary layer size. In Figures 6.21 and 6.22 the error behavior for scenario two is presented.
In scenario three, where model uncertainties are added to the simulation, it is induced chat-
tering in the error, as shown in Figures 6.23 and 6.24. In scenario three, mean absolute error is
similar to the mean error obtained in scenario one, the main difference comes when assessing the
maximum absolute error, representing 2.6% of the boundary layer size and an amplitude error of
4.7%, significantly higher than the results obtained in scenario one.
100 Simulation and Results
0 20 40 60 80 100
−0.05
0
0.05
0.1
0.15
0.2
time
E
rr
o
r
 
 
Sliding Surface s
Figure 6.21: Problem 1 - Scenario two with
Dynamic Surface Controller
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Figure 6.22: Problem 1 - Scenario two with
Dynamic Surface Controller, zoomed
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Figure 6.23: Problem 1 - Scenario three with
Dynamic Surface Controller
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Figure 6.24: Problem 1 - Scenario three with
Dynamic Surface Controller, zoomed
For scenario four, model uncertainties and external disturbances are considered acting at the
same time. The consequences described in scenarios two and three separately, occurs together
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in scenario four. The error components obtained for scenario four, are very similar to the results
obtained for scenario two, representing similar values relative to the boundary layer size, only with
a small increase in the maximum absolute error and amplitude error, due to the peaks created by
the induced chattering.
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Figure 6.25: Problem 1 - Scenario four with
Dynamic Surface Controller
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Figure 6.26: Problem 1 - Scenario four with
Dynamic Surface Controller, zoomed
In Figures 6.25 and 6.26, the error evolution is represented.
6.5.2 Problem 1 - Pitch Angle
This section presents the results for the four case scenarios proposed to validate the control of
the Pitch Angle, obtained by simulation. The controllers performances are analyzed by the sliding
surfaces.
6.5.2.1 Using Sliding Mode Control
To evaluate the Sliding Mode Controller performance with respect to pitch control, it is used
the same sliding surface used to evaluate the controller performance in yaw angle control. In table
6.12 are presented the results obtained.
For scenario one, where no model uncertainties or external disturbances are present, a mean
absolute error representing 1% of the boundary layer size, a maximum absolute error and an
amplitude error of 2.3% and 4.2% respectively, relatively to the boundary layer size, are obtained,
as presented in Figures 6.27 and 6.28.
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Table 6.12: Results for Problem 1 - Pitch Angle (SMC)
Scenario Mean Absolute Error Maximum Absolute Error Amplitude Error
1 0.0010 0.0023 0.0042
2 0.0351 0.0755 0.0945
3 0.0049 0.0196 0.0362
4 0.0357 0.0993 0.1353
For the Sliding Mode Controller, the matrix gains were designed with the smaller gains possi-
ble, large enough to keep the error controlled and inside of the boundary layer, but small enough
to avoid chattering.
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Figure 6.27: Problem 1 - Scenario one with
Sliding Mode Controller
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Figure 6.28: Problem 1 - Scenario one with
Sliding Mode Controller, zoomed
In scenario two, when external disturbances are included in the simulation, the error increases
significantly with respect to the errors obtained for scenario one. The mean absolute error rep-
resents 35.1% of the boundary layer size, while the maximum absolute error and the amplitude
error, represents 75.5% and 94.5% respectively, relatively to the boundary layer size. Despite the
approximation to the limits of the boundary layer, the error is kept controlled and inside of the
boundary layer. In Figures 6.29 and 6.30 it is shown the evolution of the error behavior.
Model uncertainties are added to the simulation in scenario three, with a small mean abso-
lute error representing 4.9% of the boundary layer size, but due to the chattering induced by the
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controller performance when in presence of model uncertainties, a maximum absolute error repre-
senting 19.6% and an amplitude error representing 36.2% are obtained. In Figures 6.31 and 6.32,
the error evolution is displayed.
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Figure 6.29: Problem 1 - Scenario two with
Sliding Mode Controller
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Figure 6.30: Problem 1 - Scenario two with
Sliding Mode Controller, zoomed
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Figure 6.31: Problem 2 - Scenario three with
Sliding Mode Controller
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Figure 6.32: Problem 2 - Scenario three with
Sliding Mode Controller, zoomed
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Figure 6.33: Problem 2 - Scenario four with
Sliding Mode Controller
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Figure 6.34: Problem 1 - Scenario four with
Sliding Mode Controller, zoomed
When model uncertainties and external disturbances are present at the same time, like in sce-
nario four, the major effects obtained in scenario two and three, arise in the error behavior in
scenario four. It is obtained a mean absolute error similar to the obtained in scenario two. A
maximum absolute error and an amplitude error of 99.3% and 135.3% respectively, are obtained,
representing an significant increase relatively to the results obtained in scenario two. Due to the
chattering induced by the added model uncertainties, error peaks are obtained, explaining the in-
crease of those two component errors.
The error evolution is shown in Figures 6.33 and 6.34.
6.5.2.2 Using Multiple Sliding Surface
For the Multiple Sliding Surface, it is used the same sliding surface used to evaluate the same
controller performance in yaw angle control. In table 6.13, the simulation results are presented.
Table 6.13: Results for Problem 1 - Pitch Angle (MSS)
Scenario Mean Absolute Error Maximum Absolute Error Amplitude Error
1 0.0023 0.0003 0.0006
2 0.0111 0.0197 0.0241
3 0.0025 0.0018 0.0032
4 0.0112 0.0210 0.0272
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In Figures 6.35 and 6.36, the error evolution is presented, when no disturbance or model
uncertainties are added to the simulation. All the errors are very small when compared to the
boundary layer size and a good performance is achieved by the controller.
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Figure 6.35: Problem 1 - Scenario one with
Multiple Sliding Surface Controller
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Figure 6.36: Problem 1 - Scenario one with
Multiple Sliding Surface Controller, zoomed
It is obtained a mean absolute error representing 2.3% of the boundary size, while the maxi-
mum absolute error and amplitude error are kept smaller than 1% of the boundary layer size. A
good performance is achieved in scenario one.
Longitudinal and lateral fluid motion are added to simulation in scenario two, causing an
increase of all component errors. The mean absolute error reach 11.1% of the boundary layer size,
while the maximum absolute error and amplitude error reaches 19.7% and 24.1% respectively, of
the boundary layer size. The error is well controlled in the presence of external disturbances and
kept inside of the boundary layer.
Figures 6.37 and 6.38, represents the error evolution, when in the presence of external distur-
bance.
The mean absolute error obtained in scenario three, where model uncertainties are present, is
similar to the mean absolute error obtained in scenario one.
The model uncertainties mainly induces chattering, that arise when comparing the maximum
absolute error and amplitude error obtained in scenario three (representing 1.8% and 3.2% respec-
tively, relative to the boundary layer size) with the results obtained in scenario one, denoting a
significantly increase.
In Figures 6.39 and 6.40, the evolution of the error, when in the presence of model uncertain-
ties, is displayed.
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Figure 6.37: Problem 1 - Scenario two with
Multiple Sliding Surface Controller
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Figure 6.38: Problem 1 - Scenario two with
Multiple Sliding Surface Controller, zoomed
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Figure 6.39: Problem 1 - Scenario three with
Multiple Sliding Surface Controller
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Figure 6.40: Problem 1 - Scenario three with
Multiple Sliding Surface Controller, zoomed
In scenario four, model uncertainties are added together with the lateral and longitudinal fluid
motion, causing an increase of the all error components and chattering. The results in scenario four
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are very similar to the results obtained in scenario two, with a slightly increase of the maximum
absolute error and amplitude error, due to induced chattering by the model uncertainties.
The error evolution is displayed in Figures 6.41 and 6.42.
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Figure 6.41: Problem 1 - Scenario four with
Multiple Sliding Surface Controller
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Figure 6.42: Problem 1 - Scenario four with
Multiple Sliding Surface Controller, zoomed
6.5.2.3 Using Dynamic Surface Control
To evaluate the Dynamic Surface Controller, it is used the same sliding surface used to evaluate
the same controller performance in yaw angle control. The simulation results are presented in table
6.14.
Table 6.14: Results for Problem 1 - Pitch Angle (DSC)
Scenario Mean Absolute Error Maximum Absolute Error Amplitude Error
1 0.0029 0.0014 0.0028
2 0.0107 0.0189 0.0229
3 0.0030 0.0024 0.0048
4 0.0108 0.0201 0.0249
In scenario one, without the presence of external disturbances or model uncertainties, a good
performance is achieved. The mean absolute error represents 2.9% of the boundary layer size,
while the maximum absolute error and amplitude error, represents 1.4% and 2.8% respectively,
relative to the boundary layer size. A good performance is achieved and the error is kept very
small. The error evolution, is presented in Figures 6.43 and 6.44.
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For scenario two, external disturbances are added, causing an increase of all error components.
A mean absolute error of 10%, together with an maximum absolute error and amplitude error of
18.9% and 22.9% as presented in Figures 6.45 and 6.46.
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Figure 6.43: Problem 1 - Scenario one with
Dynamic Surface Controller
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Figure 6.44: Problem 1 - Scenario one with
Dynamic Surface Controller, zoomed
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Figure 6.45: Problem 1 - Scenario two with
Dynamic Surface Controller
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Figure 6.46: Problem 1 - Scenario two with
Dynamic Surface Controller, zoomed
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Figure 6.47: Problem 1 - Scenario three with
Dynamic Surface Controller
0 20 40 60 80 100
−6
−4
−2
0
2
4
6
x 10−3
time
E
rr
o
r
 
 
Sliding Surface s
Figure 6.48: Problem 1 - Scenario three with
Dynamic Surface Controller, zoomed
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Figure 6.49: Problem 1 - Scenario four with
Dynamic Surface Controller
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Figure 6.50: Problem 1 - Scenario four with
Dynamic Surface Controller, zoomed
By adding model uncertainties to the simulation, like in scenario three, it is induced chattering.
The mean absolute error is similar to the obtained in scenario one. The difference is noticeable in
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the maximum absolute error and amplitude error, that is 1.7 higher in scenario three, due to the
chattering, as presented in Figures 6.47 and 6.48.
In scenario four, both model uncertainties and external disturbances are added to simulation, as
consequence an increase of all error components is obtained like in scenario two, and an increase
of the chattering is induced like in scenario three. The chattering causes a slightly increase of the
maximum absolute error and amplitude error.
In Figures 6.49 and 6.50 it is displayed the error behavior.
6.5.2.4 Final Remarks
Analyzing all the results obtained for the Problem 1, the errors are kept inside of the boundary
layer chosen. The mean absolute error and maximum absolute error never get out of the boundary
layer, except the initial error, due to the fact that the initial condition of the vehicle is different
from the initial condition of the reference. The amplitude error is bigger than the boundary layer,
due to the induced chattering and not a convergence problem of the controller. The approach taken
in chapter 5 to solve the problem stated in chapter 4 is validated by the obtained results.
An important aspect is the comparison between the controllers performance, but since their
performance are highly influenced by the gains chosen in the design matrices, a direct comparison
cannot be made. However, taking into account the objective of a practical implementation and due
to the difficulties discussed in chapter 2, the Dynamic Surface Control approach is more robust.
6.5.3 Problem 2 - State Estimation
In this section the four scenarios proposed to validate the Sliding Mode Observer are simulated
together with the Sliding Mode Controller. The error estimation are evaluated.
In problem two, although there is no mechanical constraint to use the robust term sign, the
controller performance is affect by the chattering of the Sliding Mode Observer, so chattering
produced by the Observer must be avoided. By using the function tanh and a boundary layer
of 0.15 for the velocities estimation and a boundary layer of 1 to the position estimation, the
chattering is significantly reduced.
6.5.3.1 Velocities Estimation
Table 6.15: Results for Problem 2 - Yaw Angular Velocity Observation
Scenario Mean Absolute Error Maximum Absolute Error Amplitude Error
1 0.0044 0.0164 0.0326
2 0.0057 0.0178 0.0337
3 0.0438 0.2058 0.4044
4 0.0472 0.2362 0.4423
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Table 6.16: Results for Problem 2 - Yaw Angle Observation
Scenario Mean Absolute Error Maximum Absolute Error Amplitude Error
1 0.0088 0.0334 0.0634
2 0.0090 0.0327 0.0626
3 0.0092 0.0364 0.0681
4 0.0094 0.0377 0.0734
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Figure 6.51: Problem 2 - Scenario one, yaw
angle velocity error
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Figure 6.52: Problem 2 - Scenario one, yaw
euler angle error
In tables 6.15 and 6.16 are presented the mean absolute error, maximum absolute error and
the amplitude error, obtained in simulation of a mission performed at water surface.
In problem two, the initial condition of the reference and of the vehicle are coincident, so the
maximum absolute error and the amplitude error are analyzed considering all simulation and not
only steady state operation.
In table 6.16 it is possible to see that the yaw angle error estimation components in all scenar-
ios are very small when compared to the boundary layer size, so in this section is given priority to
the analysis of the velocity estimation errors.
In Figures 6.51 and 6.52, is displayed the error evolution in scenario one, where no un-
certainties or external disturbance are added to the simulation. The mean absolute error of the
angular velocity estimation represents 2.93% of the boundary layer size, the maximum absolute
error represents 10.93% of the boundary layer size and the amplitude error represents 21.73% of
the boundary layer size, and all the error components are kept inside of the boundary layer. When
external disturbances are added to the simulation, it don’t exists a significant impact in the estima-
tion error components, being very similar to the error components obtained in scenario one. The
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errors for scenario two are presented in Figures 6.53 and 6.54.
0 20 40 60 80 100
−0.02
−0.015
−0.01
−0.005
0
0.005
0.01
0.015
0.02
time
E
rr
o
r
 
 
Error
Figure 6.53: Problem 2 - Scenario two, yaw
angle velocity error
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Figure 6.54: Problem 2 - Scenario two, yaw
euler angle error
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Figure 6.55: Problem 2 - Scenario three, yaw
angle velocity error
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Figure 6.56: Problem 2 - Scenario three, yaw
euler angle error
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The error evolution when model uncertainties are added to the model used by the Sliding
Mode Observer like in scenario three, is presented in Figures 6.55 and 6.56. Although the
requirement stated in 5.61 is fulfilled, the mean absolute error increases ten times relatively to
the mean absolute error in scenario one. The Sliding Mode Observer, by compensating the model
uncertainties creates chattering, and this is why the maximum absolute error and the amplitude
error are out of the boundary layer. Analyzing Figure 6.55, it is possible to see that the error
is mostly kept inside of the boundary layer, but due to the increase of the chattering some peaks
leaves the boundary layer, but not jeopardizing the Sliding Mode Observer convergence.
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Figure 6.57: Problem 2 - Scenario four, yaw
angle velocity error
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Figure 6.58: Problem 2 - Scenario four, yaw
euler angle error
In Figures 6.57 and 6.58, is shown the evolution of the error in scenario four, with model
uncertainties and external disturbances added to the simulation. The error behavior is similar to
the error behavior in scenario three, only with a slight increase of the maximum absolute error and
the amplitude error due to the influence of external disturbances added to the simulation, acting
together with the model uncertainties. Figure 6.57 allows to conclude that most of the velocity
error estimation is kept inside of the boundary layer, although some peaks leave the boundary
layer, the Sliding Mode Observer convergence is guaranteed.
6.5.3.2 Dead-Reckoning Mode
The objective is to evaluate the Sliding Mode Observer Performance in a practical application.
In tables 6.17 and 6.18 are presented the mean absolute error, maximum absolute error and the
amplitude error, obtained in simulation of an underwater mission (dead-reckoning).
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Table 6.17: Results for Problem 2 - Yaw Angular Velocity Observation
Scenario Mean Absolute Error Maximum Absolute Error Amplitude Error
1 0.0050 0.0177 0.0340
2 0.0489 0.1389 0.1514
3 0.0506 0.2436 0.4429
4 0.0477 0.2665 0.4753
Table 6.18: Results for Problem 2 - Yaw Angle Observation
Scenario Mean Absolute Error Maximum Absolute Error Amplitude Error
1 0.0378 0.0973 0.1361
2 0.0487 0.1004 0.1312
3 0.0400 0.1402 0.2007
4 0.0580 0.1297 0.1483
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Figure 6.59: Problem 2 - Scenario one, yaw
angle velocity error in dead-reckoning
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Figure 6.60: Problem 2 - Scenario one, yaw
euler angle error in dead-reckoning
Like in the previous section in scenario one, all the component errors in the yaw angle esti-
mation are kept very small when compared to the boundary layer size, and a good estimation is
achieved. A detailed analysis is not done to the estimation error of the yaw angle, since it remains
very small when compared to the boundary layer.
For scenario one, the error evolution without being affected by model uncertainties or external
disturbances, is shown in Figures 6.59 and 6.60. The error is easily kept away from the boundary
layer limits. The mean error only represents 3.33% of the boundary layer size, while the maximum
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absolute error and amplitude error represents 11.8% and 22.6% respectively, of the boundary layer
size.
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Figure 6.61: Problem 2 - Scenario two, yaw
angle velocity error in dead-reckoning
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Figure 6.62: Problem 2 - Scenario two, yaw
euler angle error in dead-reckoning
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Figure 6.63: Problem 2 - Scenario three, yaw
angle velocity error in dead-reckoning
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Figure 6.64: Problem 2 - Scenario three, yaw
euler angle error in dead-reckoning
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In scenario two, external disturbance is added to the simulation, resulting in an increase of the
error components, relative to scenario one. The mean absolute error and the maximum absolute
error, represents 32.6% and 92.6% respectively, relative to the boundary layer size, being possible
to notice, that the maximum absolute error approaches dangerously the boundary layer limits. The
amplitude error exceeds the boundary layer size less than 1%. Although the performance being
affected, the error is kept inside of the boundary layer, as displayed in Figures 6.61 and 6.62.
The error evolution, when model uncertainties are added to the model used by the Sliding
Mode Observer, like in scenario three, is shown in Figures 6.63 and 6.64. The Sliding Mode
Observer robust term, compensates the added model uncertainties with the downsize of inducing
chattering in the estimated variables. In Figure 6.63 it is possible to see that mostly of the error
is kept inside of the boundary layer (the mean absolute error represents 33.73% of the boundary
layer size) but some peaks leaves the boundary layer. The maximum absolute error represents
162.04% of the boundary layer size, being a very significant error peak. The Sliding Mode Ob-
server convergence remains unchanged, despite the peaks due to chattering.
0 20 40 60 80 100
−0.3
−0.2
−0.1
0
0.1
0.2
0.3
0.4
time
E
rr
o
r
 
 
Error
Figure 6.65: Problem 2 - Scenario four, yaw
angle velocity error in dead-reckoning
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Figure 6.66: Problem 2 - Scenario four, yaw
euler angle error in dead-reckoning
In scenario four, external disturbances are applied to the vehicle and model uncertainties are
added to the model used by the Sliding Mode Observer, allowing to verify that the error behavior
doesn’t differ from the behavior analyzed in scenario three. It is only noticed a slightly increase
of the maximum absolute error and amplitude error, relative do scenario three, due to the external
disturbances added to the simulation. Although the maximum absolute error and amplitude error
being higher than the boundary layer size, the mean absolute error only represents 31.8% of the
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boundary layer size. In Figure 6.65 it is possible to realize that the error is mostly kept inside of
the boundary layer, and the convergence of the error estimation to zero remains true.
The error behavior is shown in Figures 6.65 and 6.66.
6.5.3.3 Final Remarks
In dead reckoning mode, when external disturbances are added to the simulation, the esti-
mation is affected, but when the position measures are directly used to correct the estimation,
the external disturbances seems to not affect the estimation. This is due to the fact that in dead-
reckoning, the velocities are used to correct the estimation and if lateral and longitudinal fluid
motion are added, they affect the vehicle velocities used to correct the estimations.
The controller performance is directly influenced by the performance of the Sliding Mode Ob-
server, since it directly depends on the observations to compute the control vector. It will not be
discussed in detail the relation between observer performance and controller performance, but it
may be said that the increase of the maximum absolute error and mean absolute error of the esti-
mation, have an significant impact in the controller performance. For a practical implementation it
needs to be considered the necessity of smooth even more the robust term of the observer without
jeopardizing the observation performance.
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Chapter 7
Conclusions
In this dissertation three nonlinear control techniques are used. Firstly it was used the Sliding
Mode Control technique, to control nonlinear systems were the matching conditions are verified,
making a direct control of the position of the vehicle. To overcome the matching conditions restric-
tions, the Multiple Sliding Surface technique is used to be applied to systems were the matching
conditions are not met, controlling the vehicle velocity and indirectly the vehicle position. A dif-
ficulty arise from the calculation of the derivative of the desired velocity νd , that may result in
a explosion of values, solved in some cases with an implementation of numerical differentiation.
The difficulty in deriving νd is solved with the use of the Dynamic Surface Control technique, that
uses a first older filter to calculate the derivative of the desired velocity νd , conserving the same
characteristics of the Multiple Sliding Surface.
To improve the navigation of the vehicle, a nonlinear observer to estimate state variables of
the vehicle, is used in this dissertation, showing robustness against model uncertainties, external
disturbances and measurement noise.
The control problem involves ensuring the convergence of the yaw and pitch angles to some
desired reference, even in the presence of external disturbances and model uncertainties, thus
controlling the trajectory. The LAUV observation problem consists in estimate the variable states
such as velocity ν and position η , against external disturbances and model uncertainties. The
LAUV controller’s state feedback is performed by the nonlinear observer.
Four scenarios were proposed to evaluate the performance of the designed nonlinear con-
trollers in different circumstances. Stability is guaranteed by all the nonlinear controllers, ensuring
convergence of the yaw and pitch angles to the desired reference, in all proposed scenarios.
To evaluate the designed nonlinear observer, four scenarios were proposed and two types of
real missions carried out by the LAUV were approached in simulation. A mission at the water
surface and an underwater mission. Convergence of the observer was verified.
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7.1 Improvements
In this dissertation the roll angle was controlled in a passive way, by putting the Center of
Buoyancy above the Center of Gravity. A possible improvement to add to the performed work, is
to apply active control of the roll angle, improving the stability of the LAUV.
All the nonlinear proposed controllers are model based, but the LAUV model parameters aren’t
static on time, but time varying. The robustness of the proposed controllers must overcome the
effects of the model parameters variation, but an adaptive controller can be implemented to achieve
even better performances.
The nonlinear observer used in this work, is also model based, so an adaptive observer would
increase the performance of the state estimations, by changing the model parameters in real time,
and would be suitable to run in different vehicles without having to make parameter identification
for each vehicle. Consequently, by improving the observer performance, the LAUV controller
performance would also improve.
Another possibility to improve the state variables estimation is the use of Simultaneous Local-
ization and Mapping technique, by using natural features present in the sea to navigate, allowing
to achieve a better state variables estimation performance in dead-reckoning missions.
The work and analysis performed in this dissertation, were made considering continuous time,
but for an practical application, discretization of the nonlinear controllers and nonlinear observer
is needed. A new analysis should be performed, to evaluate the stability and convergence in a
discrete time.
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