On a compact Riemannian manifold (M, g) we consider the parabolic Monge AmpeÁ re equation
INTRODUCTION AND MAIN RESULTS
Real and complex Monge AmpeÁ re equations, in particular the existence and regularity of solutions, have been investigated by many mathematicians in recent years, e.g., Alexandrov [Al] , Bakelman [B] , Calabi [CL] , Caffarelli, Nirenberg, and Spruck [CNS1, 2, 3] , Cheng and Yau [CY] , Oliker [O1, 2] , Pogorelov [P] , Schulz [S] , Trudinger [T] , and Yau [Y] . Various geometric problems lead to Monge AmpeÁ re equations, e.g., the Minkowski problem, the Weyl problem or the Calabi conjecture in complex geometry. The Calabi conjecture which was proved by Aubin [Au] and Yau [Y] states that any closed 2-form representing the first Chern class of a compact Ka hler manifold (M, g) is the Ricci form of a Ka hler metric on M. In local coordinates this problem amounts to solving the equation
where F is a smooth function on M related to the given 2-form and C>0. [D1, D2, D3] . In this paper we consider the following parabolic Monge AmpeÁ re equation on a smooth compact Riemannian manifold (M, g): Here . 0 , f : M Ä R are smooth functions and * is a real constant. Furthermore g+Hess . 0 is assumed to be positive definite and defines therefore a metric on M. One motivation for this is the pioneering paper of Hamilton [H] who considered the evolution of a metric in direction of its Ricci curvature. Cao [CO] applied this parabolic approach to the Calabi problem and reproved the result of Yau. In general the investigation of the dynamic behaviour of the solution of the parabolic equation provides a better understanding of the problem.
Here we shall prove two results. The first deals with the long time existence of the solution . t and its convergence in the C -norm. The second is concerned with a more precise convergence result in the case when f=0 and *>0.
1.1. Theorem. The solution .(x, t) of (1.1) exists for all t 0. In the case *>0, as t Ä , the solution . t :=.( }, t) of (1.1) converges in the C -topology to a function . on M and . * t =( Â t) . t converges in the C -topology to 0. The limit function . is the unique solution of the stationary equation
We cannot expect convergence in the case * 0. For *=0 the equation is invariant under addition of constants. Moreover, taking . 0 and f as constant functions the solution . t =. 0 &tf does not converge as t Ä . If *<0 we see in the simple example f (x)=0, . 0 (x)=const., that . t =e &*t
. 0 does not converge as t Ä .
It is an interesting problem to investigate in detail the convergence of . t towards . . In order to motivate our result for the nonlinear equation let us consider the linear equation
Let + 0 =0<+ 1 + 2 } } } be the eigenvalues of the Laplacian and ' 0 #1, ' 1 , ' 2 , ... be the corresponding eigenfunctions, i.e., 2' i =&+ i ' i . Moreover let u 0 be given by u 0 = i=0 b i ' i . It is easy to see that the solution u(x, t) of (1.2) has the form u(x, t)= :
From this we can directly read off the asymptotic behaviour of u and its higher derivatives. The difference between u(x, t) and its mean value M u 0 (x) e &*t dM converges exponentially to 0 in the L 2 -norm as t Ä and the rate of convergence is given by e &( +1+*) t . We can prove a similar estimate for the nonlinear equation (1.1) in the special case f=0 and *>0.
1.2. Theorem. Let . be the solution of (1.1) with f=0, *>0. There exists $>0 and c>0 depending on . 0 , |.| , |{.| , |{ 2 .| , |{
3
.| such that
where . Ä denotes the mean value of ., + 1 is the first eigenvalue of the Laplacian and =(t) :=e &$t . In particular, for all =>0 there exists c = >0 such that
2 dM c = exp(&2(+ 1 +*+=) t).
Thus the convergence rate of . t &. Ä t Ä 0 in L 2 is almost as good as in the linear case. A similar phenomenon appeared in papers by Oliker and Uraltseva [O1, OU] who studied the asymptotic behaviour of flows of nonparametric surfaces with speed depending on curvature. Equation (1.1) is a nonlinear parabolic equation and from standard theory we know that the solution exists for a short time. To show existence of the solution for all times it suffices to prove a priori estimates for a C 2, : -norm of .. This is done in Section 2 where we prove Theorem 1.1. In Section 3 we prove Theorem 1.2.
THE LONG TIME EXISTENCE
We assume that . t =.( }, t) is the solution of (1.1) on the maximal time intervall [0, T ) such that g+Hess . t is positive definite. It defines therefore a metric on M for any t # [0, T ). In local coordinates we write g~i j = g ij +{ ij . for this metric and g~i j for its inverse. Furthermore we set
and we denote the linearization of log N at . with g . . Using the summation convention we find that
for all x # M and all t 0.
In particular for * 0 we get a time-independent bound
Proof. Differentiating (1.1) we get ( Â t) . 
Proof. Assuming . t achieves its maximum (resp. minimum) at point p (resp. q) we see that log N(. t )( p) 0 (resp. log N(. t )(q) 0). For *>0 we obtain from (1.1)
and (a) follows from Lemma 2.1. Part (b) is obvious. In order to see (c) observe that for *<0 we have
. Now we distinguish three cases. If inf M . t >0, then we have
If sup . t <0 we see that
In each case the result follows immediately. K Our next step is an estimate for the term g kl g~k l =n+2.. This is done by applying the parabolic maximum principle to the evolution equation of 2..
Proposition. (a)
In the case *>0 there exist time independent constants k, K such that
where D is the diameter of (M, g), k=k(M, g) and K depends on (M, g), *, |{ 2 f | , |. * | , |.| and |{.| .
(b) In the case * 0 we get existence of the term n+2. t for all times
where
and |{.| and k=k(M, g).
For the proof we first derive the evolution equation for 2.. The function E depends on derivatives of . up to second order and can be estimated as
2.5.
where a, b, c are positive constants depending only on (M, g).
Proof. 
One obtains (2.1) by interchanging successively covariant derivatives:
Thus we get the evolution equation in Lemma 2.5 with E=&g ij g~k l t klij . For the estimate of E we proceed as in [D1] and collect the matching terms. By Lemma 2.2 |{.| is bounded, the metric g is smooth and hence there exists b such that
In local coordinates, we can calculate the remaining part E$ of E as .>0 for all ;=1, ..., n. Let aÂ2 be a bound for the sectional curvature of (M, g) and set c=2 sup M |R|. Then E$ is bounded by a(n+2.) : g~: : +c and we obtain Lemma 2.5.
Proof of Proposition 2.4. For the lower estimate of n+2. we choose local coordinates such that
Using the inequality between arithmetic and geometric mean and the C 0 -estimates we deduce from (1.1) the estimates
For the upper estimate of n+2. we consider the function
where k is a constant still to be defined. We want to apply the parabolic maximum principle to the term B and thus calculate BÂ t and g . B (E+* 2.+2f&8k D 2 n $g~+
(c&* 2.&2f )+k. * . Now we set k=a+2 and we distinguish two cases. If
Since log(n+2.)&k. log(n+2.)(P)&k. (P) holds in the maximum P of B the bound for the oscillation (Lemma 2.2) yields
If on the other hand
(c&* 2.&2f )+k. * .
We may assume that 2.(P)>0 because otherwise the result follows from B B(P) log n&k. (P) , hence (n+2.) n exp(2kD 2 ). Now observe that
|2f | for * 0 (2.5)
since &(1Â(n+2.)) * 2. 0. In addition we have
|2f | for *<0.
On the other hand we already know from the lower estimate in Proposition 2.4 that 1 n+2.
(a) Fix *>0. From (2.6) we deduce
In local coordinates we have g~& & (P)<K 0 for all &=1, ..., n. Therefore we obtain
for all &=1, ..., n. After summation we have
and the upper estimate for n+2. follows from the estimate for the oscillation
(b) Fixing * 0 we obtain from (2.7)
As above we get
Finally we obtain n+2. t K t exp (2kD 2 ) and therefore the upper estimate in Proposition 2.4 holds also in the case * 0. K 2.7. Corollary. In the case *>0 the following estimate holds:
Here k, K are the constants from Proposition 2.4. Furthermore g+Hess . t is positive definite for all t # [0, T ) and the metrics g~t=g+Hess . t are uniformly equivalent in t to the metric g.
Proof. . solves the equation
By Proposition 2.4 we get at any point P of (M, g) in local coordinates
0<:
& (1+{ && .) (P) 
N(.).
Using (1.1) together with the estimates in Lemma 2.3 it follows that
As a consequence of Corollary 2.7 the eigenvalues of g~i j =g ij +{ ij . are uniformly bounded in t and strictly positive if *>0. Thus the equation (1.1) is strictly parabolic in the case *>0.
Corollary. In the case * 0 we have for all t
Furthermore the following estimate is valid for all +=1, ..., n:
Proof. We substitute in the proof of Corollary 2.6 k 1 by k 1t = K t exp(2kD 2 ) and use the estimate for N(.). K
Proof of Theorem 1.1. The term log(det(u ij )) is concave in (u ij ) and therefore we can apply a result of Krylov [K, 5.5 .2] to get the Ho lder continuity of { 2 .. We obtain the higher regularity of . with the following standard iteration method.
Differentiating equation (1.1) with respect to x k we get
We know from the a priori estimates that the right-hand side lies in a C 0, : -space. This is also true for the coefficients of the operator g . . From general regularity theory we know that .Â x k can be uniformly bounded in C 2, :
. By induction we conclude that the C k -norm of . t is uniformly bounded in t for all k. Now [0, T ) is the maximal time intervall, where a smooth solution exists. If T< we can continue the solution smoothly on [0, T ] and g+Hess . T is again positive definite. Now we get existence of the solution on an intervall strictly larger than [0, T ] . This yields a contradiction to the maximality of T and therefore the solution of (1.1) exists for all times. By Arzela Ascoli there exists a sequence t n Ä such that . tn converges to a smooth function . as n Ä .
In the case * 0 the C k -norm of . t is bounded on all bounded subsets of [0, T ) for all k. Then we proceed as above and obtain therefore existence for the solution for all times t 0.
It remains to prove for *>0 convergence of the time dependent solutions to the solution of the stationary equation.
For any 0<s<s$ we have
This shows that . t is a Cauchy sequence in the sup-norm as t Ä and therefore . t converges in the sup-norm to a function . as t Ä . On the other hand we already know that there exists a sequence t n such that . tn converges to the smooth function . on M as n Ä . This implies that . =. and hence . t converges to . as t Ä in the C 0 -topology. We claim that . t converges to . even in the C -topology. Otherwise there would exist k # N, =>0 and a sequence s n Ä with &. sn &. & C k = for k and =. Since . sn is bounded in the C -topology there exists a subsequence, again denoted by s n such that . sn converges in the C -topology to a smooth function . Ä {. . This contradicts the fact that . sn converges to . in the sup-norm. Therefore . t converges to . as t Ä in C . From equation (1.1) it follows that . * t converge to . * =0 in the C -topology as t Ä and we arrive at the equation
Thus, as t Ä , the time dependent solution of the evolution equation converges to the unique solution of the stationary equation. K
ASYMPTOTIC BEHAVIOUR
In this section we study the asymptotic behaviour of the following evolution equation,
where * is a fixed positive parameter. We know from the last section that the solution . of (3.1) lies in C and that the metrics g~t=g+Hess . t are uniformly equivalent to the metric g. Obviously the constant function 0 is a solution of the stationary equation. We also know from Section 2 that . t Ä . #0 and that . * t Ä 0 in the C -topology. Our goal is to investigate the rate of decay of . t in the L 2 -norm more precisely and to prove Theorem 1.2.
3.1. Lemma. There exist positive constants C 0 =C 0 (. 0 ) and C 1 = C 1 (. 0 , *) such that Proof. The result follows from the maximum principle. K
In the next step we show that the higher derivatives of . decay exponentially. First we need to derive evolution equations for various terms depending on ..
3.2.
Lemma. We have the evolution equations: ( Finally we arrive at
The maximum principle implies that 
