This paper describes a new method for semi-supervised discriminative language modeling, which is designed to improve the robustness of a discriminative language model (LM) obtained from manually transcribed (labeled) data. The discriminative LM is implemented as a log-linear model, which employs a set of linguistic features derived from word or phoneme sequences. The proposed semi-supervised discriminative modeling is formulated as a multi-objective optimization programming problem (MOP), which consists of two objective functions defined on both labeled lattices and automatic speech recognition (ASR) lattices as unlabeled data. The objectives are coherently designed based on the expected risks that reflect information about word errors for the training data. The model is trained in a discriminative manner and acquired as a solution to the MOP problem. In transcribing Japanese broadcast programs, the proposed method reduced relatively a word error rate by 6.3% compared with that achieved by a conventional trigram LM.
Introduction
The recent progress in the field of corpus-based spokenlanguage processing has led to its successful application in the real world. NHK has developed a system for closedcaptioning broadcast news using real-time automatic speech recognition (ASR) [1] . ASR technology also plays an important role in the development of an archiving system, which serves as a basis for spoken document processing applications [2] , [3] . The availability of these applications strongly depends on the accuracy of ASR, and recently there have been many interests in applying discriminative acoustic or language models for improvement [4] , [5] . Although these models typically require a large amount of manually transcribed (labeled) data for supervised training, there are only limited resources available in reality. On the other hand, the archiving systems enable us to provide an increasing amount of ASR transcriptions available each and every second. It is thus considered that the robustness of the models trained on the limited labeled data should be improved by using a large amount of unlabeled data such as ASR transcriptions, and a semi-supervised training technique is required for reducing a word error rate (WER).
In regard to acoustic modeling, many semi-supervised/ unsupervised discriminative approaches for dealing with unlabeled data have been proposed [6] , [7] . These previous works revealed that the statistical models could be improved with assistance from information about unlabeled training data. In the field of language modeling, a semi-supervised/unsupervised discriminative language model (LM) is expected to improve ASR performance in a similar way by integrating information from training data. However, such semi-supervised/unsupervised training has not been well studied so far, though supervised discriminative modeling [5] , [8] and unsupervised modeling [9] , [10] have been investigated individually.
In this paper, we propose a novel semi-supervised discriminative language modeling method as an extension of our previous work on supervised discriminative language modeling [11] . In supervised discriminative modeling, penalty/reward scores for sentence hypotheses are estimated through an objective function, which reflects the tendencies of word errors in labeled training data. When extending the supervised modeling method to its semisupervised version, we have two major issues to be solved. One issue is how to design objective functions for labeled and unlabeled training data. For the maximum use of information from different data, the objectives should be required to be compatible, i.e., designed with a consistent criteria. Then, we propose the use of objectives based on the Bayesrisk for semi-supervised discriminative language modeling. Since both of the objectives reflect the tendencies of word errors as expected risks, the penalty/reward scores can be estimated consistently.
The remaining issue is how the contribution of unlabeled training data is reflected in the supervised LM. Although the semi-supervised modeling is formulated as an optimization problem consisting of two independent objectives for different training data, it would be difficult to find the optimum that minimizes both objectives simultaneously. To address this issue, we propose a semi-supervised modeling approach based on "multi-objective optimization programming" (MOP) [12] . In this approach, a set of compromise solutions is obtained by accepting trade-offs between the objectives. This approach makes it possible to select an LM appropriate to a target broadcast program from possible LMs.
This paper is organized as follows: In Sect. 2, we introduce a log-linear model for discriminative language modeling and define risk-based objective functions for labeled and unlabeled data. Section 3 describes two MOP-based approaches to integrate the objectives. Experimental results Copyright c 2012 The Institute of Electronics, Information and Communication Engineers for transcribing Japanese broadcast programs are presented in Sect. 4, and the efficiency of the proposed method is discussed in Sect. 5.
Risk-Based Discriminative Language Modeling

Log-Linear Language Models
In ASR, on the basis of the Bayes' rule, the optimum sentence hypothesis,ŵ, is given bŷ
where P(w|x) is a posterior of sentence hypothesis, w, given an audio input, x. P(x|w) is a likelihood given by an acoustic model, and P(w) is a sentence probability given by a language model. For the purpose of extra scores that reflect the tendency of word errors in the training data, the posterior is rewritten as a log-linear model by use of a set of linguistic feature functions,
where f j ( j = 1, . . . , J) denotes a feature function activated with a word or phoneme sequence. A word-based feature function returns the number of word sequence occurring in the sentence hypothesis, w, while a phonemebased feature returns the number of words that include a phoneme sequence. λ j ∈ Λ is a corresponding weighting factor. Z(Λ) denotes a normalization factor. Discriminative language modeling is equivalent to estimating the weighting factors, Λ, from training lattices when Eq. (2) is viewed as a discriminative model. The model is expressed as a set of feature functions and corresponding weighting factors, and they work as rewards/penalties for sentence hypotheses. In the following sections, they are referred to as discriminative scores.
Risk-Based Objective Functions
In this section, we describe the designs of objective functions to achieve the best set of weighting factors for the proposed semi-supervised discriminative language modeling method. Although the objectives could have different formulations depending on the presence or absence of labels, they should be designed with a coherent metric. Then, we propose the use of objective functions that are derived on the basis of the Bayes risk [13] , [14] . The risk-based metric has the advantage that the objective for the labeled training data can be regarded as a special case for the unlabeled data. Additionally, a set of weighting factors, which reflects information about word errors, can be yielded by the objectives. We first formulate an objective function for the labeled training lattices. Given a training audio input,
, an objective function based on the Bayes risk [8] , [13] is defined as
where R(w r m , w) is a cost (e.g. Levenshtein distance) defined between the reference, w r m , and the hypothesis, w, in the mth training lattice, L m .
The above objective can be viewed as a special case for unlabeled training lattices [15] . Given an audio input, x (u) n (n = 1, . . . N), the unsupervised version of the objective is given by
and R(w) is a posterior-weighted cost,
The gradient, Δ
j , of the objectives with regard to λ j for the labeled lattices, and Δ (u) j for the unlabeled ones are required when the objectives are optimized by using quasi-Newton or gradient-based methods. Note that these gradients are also required in semi-supervised discriminative language modeling described in the following section. We have already shown the computation method of the objective (Eq. (3)) and its gradients, Δ (l) j , for labeled training lattices [11] . One of the advantages of this approximation technique is that the training can efficiently utilize all the information about hypotheses because of their compact graph representations. However, we never mentioned unsupervised-version of the approximation technique. When two objectives, Eqs. (3) and (4), are compared, the difference between them lies in definitions of the cost functions. Therefore, we approximate the posterior-weighted cost, R(w), in order to take an advantage of the technique.
For the purpose of reducing the computational cost of R(w), which requires to evaluate every pair of sentence hypotheses, we introduce an edge-wise risk function computable on the training lattices efficiently. Given a lattice, L n , derived from the n-th utterance of the unlabeled training data, and overlapping edges, e and e , we define an edgewise cost function, (e, e ), as follows:
An edge-wise risk, ζ(e), which roughly represents the local amount of information about word errors, is defined as
where p(e ) is an edge posterior. Applying the forward algorithm topologically from the initial node to the final node of the n-th training lattice, we obtain the posterior-weighted sum of the edge-wise risk, i.e. the forward risk, Υ n . Consequently, the whole risk of the training data, or approximate value of the objective in Eq. (4), is given by 1/N n Υ n . As the objective function is calculated by introducing the edge-wise risks, its gradient, Δ (u) j , with regard to λ j can be obtained similarly as described in [11] . According to the literature, the derivation of the approximate gradient is summarized below.
For gradient approximation, first, the backward risk is computed according to the backward algorithm, and the expected risk, υ(e), of all the paths passing through e is calculated by
where q(σ(e)) is a forward risk at the start node of e and r(τ(e)) is a backward risk at the end node. On the other hand, the forward risk, Υ n , can be decomposed as
where υ (e) denotes the risk of all the paths not passing through e. Assuming that the weighting factors, Λ, depend only on the edge posteriors, p(e), and υ(e) and υ (e) are regarded as constants, the following approximate derivatives can be obtained [11] .
ϕ j (e) is a binary function, which returns 1 if f j is activated on e.
With these approximations, the gradient, δ n j,e ≡ ∂Υ n /∂λ j , with regard to λ j at e is computed by δ n j,e = p(e)(Υ n − υ(e))ϕ j (e).
The gradient of the n-th training lattice is given by e∈L n δ n j,e , and consequently the final gradient, Δ (u) j , is calculated by
Note that in case that Δ (l) j for the labeled lattices is acquired, an edge-wise risk, ζ(e), is calculated between e and its overlapping reference edges instead of considering all the overlapping hypothesis edges. Then, Δ (l) j can be obtained in a similar approximation procedure.
Conditional Log-Likelihood-Based Objective Function
In this section, conventional objectives compared with the proposed ones are described. One of the conventional discriminative objective functions used for labeled lattices is based on the negative conditional log-likelihood (CLL) [5] . The objective is defined as a sum of negative log-likelihood for the references as follows:
Unlike with the proposed risk-based objective, in this approach, the objective is optimized to maximize the sum of log-probabilities of the references, while those of other sentence hypotheses are reduced. In order to incorporate information from the unlabeled lattices into the CLL-based objective function, we use an entropy regularization technique introduced in [16] . The regularizer is defined as a conditional entropy given x
The entropy regularization is designed on the assumption that the uncertainty associated with hypothesis discrimination for the unlabeled data should be reduced by the estimated model. As the regularizer can be viewed as an expectation for the scores (log-probabilities) of sentence hypotheses, minimizing the objective is equivalent to making the scores of possibly correct hypotheses larger and the scores of unpromising ones smaller. Incidentally, the combination of Eqs. (14) and (15) has been applied to semi-supervised acoustic modeling described in [6] .
Semi-Supervised Discriminative Language Modeling
Semi-supervised discriminative language modeling is aimed at increasing LM robustness by incorporating information from a large amount of unlabeled data. One of the key issues concerning semi-supervised training is how the contribution of unlabeled training lattices is reflected in the LM, which is estimated from the labeled ones. Then, the LM is estimated by introducing an approach called "multi-objective optimization programming" (MOP) [12] , which was successfully applied for automatic language identification by Yaman et al. [17] . In this approach, a set of compromise solutions is obtained by accepting trade-offs between the objectives. The most preferred solution can be selected among the set, and in ASR applications, it corresponds to select the weighing factors, Λ, that minimize the WER of the development data. It indicates that this approach makes it possible to select an LM appropriate to a target broadcast program from possible LMs. However, the trade-offs between the objectives would probably depend on the way of integration.
In this paper, we attempt two approaches, the weighted-sum method and the ε-constraint method, to semi-supervised discriminative language modeling and investigate the efficiency for broadcast transcription.
Weighted-Sum Method
The weighted-sum method is commonly used to solve the MOP problem because of its simplicity. The optimal solution, Λ , is given by
where μ L and μ U are factors for individual objective functions. The integrated objective function is given by
and its gradient with regard to λ j is derived by
j are approximate gradients for the objectives given by Eqs. (3) and (4) . The best set of weighting factors, Λ, which minimizes the WER for a development data is obtained while μ L and μ U are changed.
ε-Constraint Method
The ε-constraint method is also employed to solve a MOP problem [12] . By this method, one objective function is converted to an inequality constraint, and the other is minimized under the constraint as follows:
whereŪ is a precomputed upper-bound value given bȳ
where α(< 1.0) is a scaling factor, which gives 5 to 20% lower values compared to the objective at Λ = 0. Similarly, exchanging the objectives, we have an alternative objective where L(Λ) is considered as an inequality constraint. This constrained optimization problem is typically solved by using an augmented Lagrangian with a quadratic penalty [18] . Finally, the alternative integrated objective is given by
where κ is a Lagrange multiplier, and ρ is a penalty parameter. x denotes an operator, max {x, 0}. When the inequality in Eq. (19) is violated, the gradient of F 2 is given by
The extra parameters, κ and ρ, are updated according to [18] . In this paper, they are updated after the five iterations of training are performed for Λ.
With these new values, the objective is optimized to estimate new Λ again. Similar to the weighted-sum method, the solution which minimizes WER for development data is obtained while the configuration of the inequality constraint is changed. The weighted-sum method and the ε-constraint method would be expected to lead different sets of weighting factors as solutions. Therefore, these two types of approaches are compared in the following section.
Experiments
Setup
NHK's speech decoder transcribes audio streams of broadcast programs in real time, while detecting start and end points of speech segments [19] . The acoustic inputs are parameterized into 39 dimensional vectors: 12 Mel frequency cepstral coefficients (MFCCs) with log-power and their firstand second-order differentials. The decoder employs a twopass strategy that obtains 200-best sentence hypotheses by using gender-dependent HMMs and a bigram LM in the first pass and rescores them using a trigram LM and discriminative scores.
The acoustic models were obtained from a total of 650 hours of speech in broadcast news programs using minimum phone error (MPE) training [4] . The baseline trigram LM denoted as P(w) in Eq. (2) was trained on Japanese broadcast news manuscripts and transcriptions (239 M words), and the vocabulary size was set to 100 k. The linguistic feature functions in Eq. (2) were defined by two and three consecutive words (phonemes) observed more than five times in the labeled and unlabeled training lattices ( Table 4 ). The phoneme-based features were extracted along with gender information from the phoneme sequences embedded in the training word lattices. Table 1 lists the evaluation data taken from three episodes of the NHK news program "Today's Close-up". The program basically consists of conversational speeches on news topics by the anchor and guest speakers. Voiceovers on video footages are also included. Two episodes were used as test data, and the remaining episode was used as development data. Table 2 shows the labeled or unlabeled training data. The labeled data were taken from "Today's Close-up" simi- lar to the evaluation data. The unlabeled data were collected by the NHK's archiving system described in [2] . The collected data were composed of a variety of broadcast programs including conversational speeches, e.g. discussions and debates about current news topics. Semi-supervised discriminative language modeling was performed on the decoded lattices of these training data. Since there were no reference transcriptions available for the unlabeled data, the number of utterances and the number of words were quantified by the decoder in the table. Because of the difficulties in obtaining an overall WER for the unlabeled training lattices, we selected and investigated a 4.5-hour subset from the unlabeled training data. This subset has 5 broadcast programs including 2.17 k utterances (47.2 k words). Table 3 illustrates the perplexities, WERs, GERs (graph error rates) and lattice densities for the labeled and unlabeled training lattices.
In semi-supervised discriminative language modeling, all the objective functions were optimized by the L-BFGS algorithm [20] , and a set of the weighting factors, Λ, was acquired as a solution. The number of iterations and the parameters for the integrated objectives in Eqs. (17) and (21) were determined by evaluation of the development data in Table 1 . In the weighted-sum method, we determined the best weighting factors, changing μ U from 0.1 to 1.0 while μ L was fixed to 1.0. In the ε-constraint method, the parameters were initialized by κ = 0 and ρ = 1. The best weighting factors were acquired while each objective was treated as a constraint and α was changed from 0.80 to 0.95. In the experiments, we used the feature functions observed more than five times in the labeled and unlabeled training lattices (Table 4 ). (14)).
Results
Entropy Use discriminative scores trained according to the entropy regularization objective (Eq. (15)). Risk (proposed) Use discriminative scores trained according to the risk-based objectives (Eqs. (3), (4)).
For comparison, Mixture LM was obtained by the interpolation among the three LMs: the baseline trigram LM, the LM estimated from the references of labeled data and the LM from the ASR transcriptions of unlabeled data. The ASR transcriptions were obtained by the forward-backward algorithm over the unlabeled training lattices. The interpolation weights were estimated from the development data. In the experiment, two types of MOP approaches for semi-supervised training (Labeled+Unlabeled) were applied. In the table, WS denotes the weighted-sum method (c.f. Eq. (16)) and EPS denotes the ε-constraint method (c.f. Eq. (19)). The table shows the results obtained from the models trained on the labeled lattices in the supervised manner (Labeled) and those obtained from the unlabeled lattices in the unsupervised manner (Unlabeled).
The results of Mixture LM achieved small WER reductions for Baseline. The interpolated LMs would limit the efficiency of WER reductions because the topics in the evaluation data are not covered by the unlabeled data. In supervised discriminative language modeling, CLL and Risk also achieved small WER reductions from Baseline. It is probable that there are too few training lattices for estimating the discriminative scores with statistical reliability. In contrast to Labeled, Risk (Unlabeled), which was estimated by using the expected risks (cf. Eq. (4) ), outperformed the model obtained from labeled training lattices. For the test data, it achieved a WER of 22.3% and produced relative reduction of 3.6% compared with Baseline. Since language modeling was carried out using unlabeled lattices that were over six times larger than the labeled lattices, a more robust model was obtained.
In the case of semi-supervised discriminative language modeling, all the results for the test data showed further reductions in WER compared with the results from Labeled and Unlabeled. Especially, Risk (EPS), which was trained by the ε-constraint method using risk-based objective functions, achieved WER of 20.9% for the test data and provided a relative reduction of 6.3% for Baseline and 2.8% for Risk (Unlabeled), respectively. According to a matchedpair test [21] , WER was decreased at a significance level of 0.05. Although these results reveal that the MOP approaches are effective for reducing WER, no significant differences between the results obtained by the weighted-sum method (WS) and those obtained by the ε-constraint method were found.
Discussion
Comparison of Integrated Objectives
First, we investigated the difference between two integrated objectives, that is, the risk-based objectives and the CLLbased objective with entropy regularization. In Table 5 , the risk-based objectives (Risk) provided significant reductions in WER compared with the CLL-based objectives (CLL+Entropy) regardless of the MOP approach taken (at a significant level of 0.05). In case of the ε-constraint method, though both objective integrations resulted in complementary effects for WER reduction compared with their supervised and unsupervised results, the combinational gain of CLL+Entropy was smaller. The objective function based on entropy regularization does not depend on information about word errors but reflects the distribution of word hypotheses in the training data. Therefore, the objective could not reduce the word errors effectively and improved WERs slightly when integrated with the CLL-based objective. It would be demonstrated that the integration of the risk-based objectives that are closely associated with word errors has a significant advantage for semi-supervised discriminative language modeling.
Comparison of MOP Approaches
Next, we compared the proposed semi-supervised discriminative language modeling from the perspective of MOP approaches. Although the MOP approaches provided different sets of discriminative scores in semi-supervised discriminative language modeling, the results in Table 5 show no significant differences for the development and test data. For more detailed comparison, Table 6 shows a set of WERs for the development data when different parameters of the MOP approaches were used. In the table, we conducted two MOP approaches using the risk-based objective functions for semi-supervised discriminative language modeling, while changing μ U for the weighted-sum method and α for the ε-constraint method. Note that the objective for the labeled data was regarded as the inequality constraint in the ε-constraint method. The WERs were changed over a range from 21.9% to 22.3%, but there was not much difference be- tween the approaches. It is because that the high-frequency features that have a dominant influence on hypothesis selection would behave in a similar fashion. In other words, their discriminative scores are not changed drastically even when they are obtained through the different MOP approaches. Thus, the discriminative scores would depend more on the frequencies or expected risks of the features over the training data rather than on the approaches balancing between the labeled and unlabeled data.
The performance of semi-supervised discriminative language modeling naturally depends on a variety of factors such as formulations of objectives and sizes of the training lattices. For the efficient semi-supervised discriminative language modeling approach, a further experimental study would be required.
Effects of Semi-Supervised Discriminative Language Modeling
Finally, we analyzed the results of semi-supervised discriminative language modeling. Table 7 shows the detailed results including substitution, deletion and insertion error rates for the test data. Compared with Baseline, Labeled (Risk), which was trained on only the labeled data, achieved a small gain (0.1% absolute) for deletion errors. It is because there are not enough labeled data to fix the errors in the test data. Unlabeled (Risk), which was trained on only the unlabeled data, improved insertion errors by 0.9% (absolute) while it achieved a worse deletion error rate. The proposed semisupervised LM, which was estimated by the ε-constraint method using the risk-based objectives, recovered the deletion errors compared with Unlabeled (Risk). In the test data, the deletion errors were typically caused by a fast rate of speech and observed as a lack of Japanese particles or short words consisting of the small number of phonemes. We found 304 deletion errors on the result of Baseline, and the particles account for 41.4% of the errors. it is difficult for the proposed method to fix these deletion errors because they were hardly left as hypotheses after the first pass decoding. Therefore, we should try other approaches in terms of acoustic modeling to fix the errors.
On the other hand, the insertion errors were typically caused by the existence of background music and other environmental noise and observed as extra short words such as particles, interjections, exclamations and filled pauses. In the test data, we found 420 insertion errors on the result of Baseline, and the particles account for 22.9% and the interjections for 16.7% of the errors, respectively. Unla-beled (Risk) reduced the insertion errors drastically. Especially, the errors of the particles and interjections decreased by 39.2% (from 166 to 101 errors). The features including these short words would have large expected risks because they could be easily confused with similar short words. As a result, the discriminative scores obtained from the unlabeled lattices would be negative to penalize the corresponding hypotheses as insertions. However, this unsupervised LM tends to regard even correct words as insertion errors. The proposed semi-supervised LM compensated for this disadvantage by using the labeled training data. The experimental results indicate that the proposed method yields a mutually complementary discriminative language model, which efficiently reflects information from the labeled and labeled training data.
In [11] , we have shown that discriminative language models estimated from the risk-based objective in a supervised manner could reduce word errors significantly when a sufficient amount of labeled training data is available. This paper, furthermore, revealed that the model estimated by semi-supervised discriminative language modeling could similarly reduce word errors with the assistance of a large amount of unlabeled data even when there was a limited amount of labeled data.
Conclusion
A semi-supervised discriminative language modeling method, designed to improve robustness of a language model (LM) obtained from labeled data, is proposed. The LM is defined as a log-linear model, which employs a set of linguistic feature functions. Risk-based objective functions are derived from labeled or unlabeled training lattices, and the discriminative LM is given by a solution to the problem of multi-objective optimization programming. Experimental results showed that the MOP-based approach successfully integrates the risk-based objectives and significantly reduces word error rates in transcribing Japanese broadcast programs.
To achieve further improvements, we intend to utilize not only linguistic features but acoustic features such as HMM-state sequences and state durations [22] . Additionally, as seen in lightly-supervised acoustic modeling [23] , references could be generated from broadcast audio streams using closed-captions if available. Collecting a large amount of high-quality labeled data, we would expect better ASR performance than the case when semi-supervised discriminative language modeling is conducted by using a limited amount of manually-labeled training data.
