This paper deals with those positive integers N such that, for given integers g and k with 2 ≤ k < g, the base-g digits of N and kN appear in reverse order. Such N are called (g, k) reverse multiples. Anne Ludington Young, in 1992, developed a kind of tree reflecting properties of these numbers; N. J. A. Sloane, in 2013, modified these trees into directed graphs and introduced certain combinatoric methods to determine from these graphs the number of reverse multiples for given values of g and k with a given number of digits. We extend their work, proving Sloane's isomorphism conjectures for 1089 graphs and complete graphs, furthering his study of cyclic graphs, and proving a minor result on isomorphism.
Introduction
This paper deals with the problem of studying a certain type of positive integer, defined as follows.
Definition 1 (Reverse Multiple). Given g, k ∈ Z + , with 2 ≤ k < g, a (g, k) reverse multiple is a positive integer N such that the base-g representations of N and kN are reverses of each other. That is, if (c n−1 , c n−2 , . . . , c 1 , c 0 ) g denotes n−1 i=0 c i g i , then N = (a n−1 , a n−2 , . . . , a 1 , a 0 ) g and kN = (a 0 , a 1 , . . . , a n−2 , a n−1 ) g , for integers a i with 0 ≤ a i ≤ g − 1 and a n−1 nonzero. proves (Theorem 3.1) Sloane's conjecture on 1089 graphs, Section 4 proves (Theorem 4.2) Sloane's conjecture on complete graphs, and Section 5 proves a minor result (Theorem 5.1) on cyclic graphs on three nodes and contains several conjectures related to cyclic graphs. Section 4 also contains a result on isomorphism (Theorem 4.1), a result on the predecessors of the node [0, 0] (Corollary 4.2), and a result on two-digit reverse multiples (Proposition 4.2), which is related to the work of Sutcliffe [10] . In Section 6, we discuss possible further research on the topic, including several isomorphism conjectures (Subsection 6.1) made from examination of Young graphs for low values of g, although of a less complete nature than those in [9] .
Background on Young Graphs
Young [13] developed a method for determining (g, k) reverse multiples for given values of g and k by generating a kind of infinite tree; Sloane [9] modified this approach so that the tree became a kind of directed graph. We present Young's method under Sloane's modification.
Equations
Let N = (a n−1 , a n−2 , . . . , a 1 , a 0 ) g be a (g, k) reverse multiple, with 0 ≤ a i ≤ g − 1 and a n−1 = 0. Then kN = Reverse g (N ), so there are integers r 0 , r 1 , . . . , r n−2 with 0 ≤ r i < g such that ka 0 = a n−1 + r 0 g ka 1 + r 0 = a n−2 + r 1 g ka 2 + r 1 = a n−3 + r 2 g . . .
ka n−2 + r n−3 = a 1 + r n−2 g ka n−1 + r n−2 = a 0 .
These equations are those that arise from the base-g "columns" multiplication representing the equation kN = Reverse g (N ), written (r n−2 ) (r n−3 ) (r n−4 )
. . .
(r 1 ) (r 0 ) a n−1 a n−2 a n−3 . . . a 2 a 1 a 0 × k a 0 a 1 a 2 . . . a n−3 a n−2 a n−1 .
While the r i are defined between 0 and g − 1 inclusive, Lemma 1 in [13] states that r i ≤ k − 1 for all i and that r 0 > 0. For convenience we may define r −1 = r n−1 = 0 so that for all i, 0 ≤ i ≤ n − 1, we have ka i + r i−1 = a n−1−i + r i g.
Remark 1. We use the notation of Young [13, 14] and Sloane [9] . Holt [4, 5] uses a similar setup, but with different notation: g, k, n, a i , and r i are denoted in his papers by b, n, k + 1, d k−i , and c i+1 , respectively.
Generating the Graph H(g, k)
H(g, k) is a kind of directed graph, between a subset of the paths of which and (g, k) reverse multiples Young [13] discovered a correspondence, which we state in Subsection 2.3. The nodes in this graph will be labeled with pairs [r n−2−i , r i ] of the r i s and the edges with pairs (a n−1−i , a i ) of the a i s. To construct this graph, we now take the above equations (1) in pairs ka i + r i−1 = a n−1−i + r i g ka n−1−i + r n−2−i = a i + r n−1−i g (2) and solve recursively for the pairs [r n−2−i , r i ]: if we have a pair [r n−1−i , r i−1 ] then we can check through all values of a i and a n−1−i (which must be between 0 and g − 1 inclusive) for the pairs (a n−1−i , a i ) that give integer values for r n−2−i and r i between 0 and k − 1 inclusive. If a pair (a n−1−i , a i ) gives a satisfactory pair [r n−2−i , r i ] then a directed edge, labeled (a n−1−i , a i ), is drawn from the node labeled [r n−1−i , r i−1 ] to the node labeled [r n−2−i , r i ] (with one exception discussed below). As there are a finite number of potential nodes, this process must terminate. We begin this process at [r −1 , r n−1 ], which we call the starting node and indicate as [[0, 0] ] with double brackets to distinguish it from the node labeled [0, 0] . No edges are to end at the starting node by definition, and no edges leading from the starting node can have labels with 0s, because this would imply a n−1 = 0 or a 0 = 0, which the definition of a n−1 and a 0 forbids. The node [0, 0] cannot function as the starting node for this reason, as edges from [0, 0] can have 0s, and also for the sake of convenience in Young's correspondence and Sloane's enumerations (Section 3 in [9] ; they are not discussed here); this is why we must have a starting node.
H(g, k) is the graph thus generated.
Pivot Nodes and Young Graphs
The following definition is made in [9] to condense the statements of Theorems 1 and 2 in [13] , Young's main theorems.
Definition 2 (Pivot Nodes
). An even pivot node is a node of the form [a, a]; an odd pivot node is a node of the form [r, s] that is a direct predecessor of the node [s, r] (this includes even pivot nodes with self-loops). The starting node is not considered a pivot node.
Note that the edge label between [r, s] and [s, r] must have the form (a, a) because we can compute, from equation (2) , that the edge label from [r, s] to [s, r] is ((rg−s/(k−1), (rg−s)/(k−1)).
Theorems 1 and 2 in [13] link these nodes of H(g, k) to (g, k) reverse multiples. The proofs of those theorems are omitted; the results are stated as they are rephrased in [9] for directed graphs. Theorem 2.1 (Young's Theorem). There is a one-to-one correspondence between the (g, k) reverse multiples with an even number of digits and the paths in H(g, k) from the starting node to even pivot nodes and a one-to-one correspondence between the (g, k) reverse multiples with an odd number of digits and the paths in H(g, k) from the starting node to odd pivot nodes. The path leading to an even pivot node that consists of the edges labeled (a n−1 , a 0 ), (a n−2 , a 1 ), . . . , (a n/2 , a n/2−1 ), in that order, corresponds to the reverse multiple (a n−1 , a n−2 , . . . , a 1 , a 0 ) g . The path leading to the odd pivot node [r, s], which directly precedes [s, r] by the edge labeled (a (n−1)/2 , a (n−1)/2 ), that consists of the edges labeled (a n−1 , a 0 ), (a n−2 , a 1 ), . . . , (a (n+1)/2 , a (n−3)/2 ) corresponds to the reverse multiple (a n−1 , a n−2 , . . . , a 1 , a 0 ) g .
Nodes of which no pivot nodes are successors are thus unimportant, if we are interested in Young's correspondence between paths and reverse multiples. Thus the Young graph is defined as follows.
Definition 3 (Young Graph). The Young graph for g and k, denoted Y (g, k), is the labeled graph obtained by removing from H(g, k) all the nodes of which no pivot nodes are successors and all the edges starting or ending at these nodes.
Remark 2. Sutcliffe [10] , Kaczynski [6] , Pudwell [8] , and, most generally, Holt [4, 5] discuss middle digit truncation of reverse multiples; that is, the question of when removing the middle digit of a (g, k) reverse multiple with an odd number of digits yields another (g, k) reverse multiple. These discussions arose from Sutcliffe's [10] Theorem 3, which found a correspondence between two-digit reverse multiples and three-digit reverse multiples involving such truncation: namely, that if (a, b) g is a (g, k) reverse multiple, with 0 ≤ a, b ≤ g − 1, then (a, a + b, b) g is also a (g, k) reverse multiple. Theorem 10 of [5] , which characterizes the occurrences of truncations that yield new reverse multiples, states that a (g, k) reverse multiple (a n−1 , a n−2 , . . . , a 1 , a 0 ) g , for odd n, may be truncated by middle digit removal to obtain a new (g, k) reverse multiple if and only if r (n−3)/2 = r (n−1)/2 ; while Holt's proof is algebraic, this result may also be seen as a direct consequence of Young's theorem and the fact that the edge labels (a n−1−i , a i ) in a Young graph are distinct, as noted in [9] , because such reverse multiples correspond to paths to nodes that are both odd and even pivot nodes. [8, 8] are both even and odd pivot nodes.
Examples
In the (10, 9) Young graph (Figure 1 ), [8, 8] is an even pivot node, and 1089, which has an even number of digits, is the reverse multiple corresponding to the path from the starting node to [0, 8] to [8, 8] , that consists of the edges (1, 9) and (0, 8). Here [8, 8] is also an odd pivot node, so 10989, which has an odd number of digits, is also a reverse multiple, with the same corresponding path as 1089 (but now we include in the label from the self-loop). [0, 0] is also an even and odd pivot node, and 10891089 and 108901089, the numbers obtained from the edge labels on paths to [0, 0], are also both (10, 9) reverse multiples.
In the (10, 4) Young graph (Figure 2 ), [3, 3] is an even pivot node; there is a path from [[0, 0] ] to [3, 3] that consists of the edges labeled (2, 8) and (1, 7) , so 2178 should be a (10, 4) reverse multiple, and, in fact, 4 · 2178 = 8712. [7, 7] to itself to [0, 0] to [7, 7] consisting of the edges (1, 15), (16, 16), (15, 1), (1, 15) , and half of (16, 16) -half because [7, 7] is an odd pivot node, and so we only use the 16 of the edge label of its self-loop once in the corresponding reverse multiple.
1089 Graphs
In this section and the two following it we present our results. This section and Section 4 both prove conjectures from [9] (Theorems 3.1 and 4.2, respectively), while Section 5 discusses another type of graph mentioned in [9] . Section 4 also contains a result (Theorem 4.1) on Young graph isomorphism and a result (Corollary 4.2) on the nodes adjacent to [0, 0] .
The results of this section and of Sections 4 and 5 mostly concern isomorphism of Young graphs, which is a somewhat stronger condition than isomorphism in ordinary directed graphs because of the added structure of node labels in Young graphs. The concept was introduced in [9] . Remark 3. Holt [5] classifies reverse multiples based on the "structure of their carries," that is, the numbers r i . Since it is through the labels [r n−1−i , r i−1 ] that Young graph isomorphism is determined, studying classes of reverse multiples with similar carry structure should be similar to studying reverse multiples with isomorphic Young graphs; indeed, this relation is seen in Holt's study of symmetric and shifted-symmetric reverse multiples, as will become evident throughout this paper.
It is noted in Section 3.2 of [9] that Young graphs isomorphic to Y (10, 9) ( Figure 1 The number 1089 is the smallest (10, 9) reverse multiple; thus the name "1089 graph." Conjecture 3.1 in [9] characterizes the occurrences of 1089 graphs; we prove this conjecture in Theorem 3.1. Holt [4] has also recently provided a proof, approaching the problem more algebraically, without reference to graphs. We require several preliminary results. We omit the proof; the interested reader is directed to property P3 in Section 2.7 of [9] or Theorem 2 of [14] . Proof. This is a direct consequence of Lemma 3.1 and the fact that all nodes in a Young graph precede some pivot node and succeed the starting node.
Two more lemmas are needed to prove the main theorem; we now prove the first. (i) The edges leading from
have the form
+ ku , where u is some integer.
(ii) The edge
+ ku leading from the node
terminates at the node
] is in the Young graph and 0 ≤ r i ≤ k − 1 for all i. Throughout the following proof let a = a i , A = a n−1−i , r = r i , and R = r n−2−i , where i is the number such that [
We will establish the equation rk =
b m , whence we directly relate a and A and the desired conclusions (i), (ii), and (iii) follow easily.
By equation (2) , A = ka +
Since g = b(k + 1), multiplying through this inequality by b m+1 /(k + 1) yields
The inequalities in (3) give lower and upper bounds on b m+2 s(k−1) b m + rk . Note that the difference between these bounds is b m+1 − 2b m+1 k+1 < b m+1 , and that b m+2 s(k−1) b m + rk is a multiple of b m+1 . This implies that b m+2 s(k−1) b m + rk is the only multiple of b m+1 satisfying the bounds in (3). Now, because k ≥ 2 and 0 ≤ t ≤ b m+1 , it may be simply shown that b m+1 (k − 1)a + tk − t satisfies the bounds in (3), and because
Equation (2) implies kA + rkg = k 2 a + kt(k−1) b m+1 . Substituting for rk via equation (4) and substituting b(k + 1) for g, we obtain
Let u = A−
+ku, establishing (i). Now equation (2) gives
b m g = kA + R, and substituting in for A and a in terms of the parameter u and for g in terms of b and k yields (ii).
Note that the new node [
, it must precede [0, 0] by Corollary 3.1, so there must be some t = 0, which implies (iii).
One further lemma is required before we may characterize all occurrences of the 1089 graph. (2); adding these equations and rearranging yields (k − 1)(a + b) = rg − s.
It is also known that there can be no edge from [r, s] to [s, r]. If we attempt to find such an edge by solving equation (2) for the edge (x, y) from [r, s] to [s, r], we find x = y = rg−s k−1 = a + b, and so a + b must be an unsatisfactory edge label. It is only required of edge labels that they be integers between 0 and g − 1 inclusive; a + b is a nonnegative integer, so a + b ≥ g. Now by Theorem 3.4 in [9] , we have k + 1 | g.
We may now prove the main theorem of this section. Proof. We divide the proof into its two directions. k) is a 1089 graph. Figure 5 , and is a 1089 graph.
We are given that Y (g, k) is isomorphic to Y (10, 9) (Figure 1 
is not an odd pivot node, because all odd pivot nodes are even pivot nodes in 1089 graphs and s = r, but it directly precedes [0, 0]. Therefore, by Lemma 3.3, we have k + 1 | g. By Part 1, the Y (g, k) determined is shown in Figure 5 .
Remark 4. This theorem is related to Theorem 6 in [5] and Theorems 1 and 3 and Corollary 2 in [4] . These all bear on symmetric reverse multiples (defined in [5] ): reverse multiples such that r i−1 = r n−2−i , as is the case with reverse multiples arising from 1089 graphs. Theorem 6 of [5] states that if k + 1 | g then all (g, k) reverse multiples are symmetric, which is similar to Lemma 3.2.(ii); however, the proof of Theorem 3.1 required more specific information about node labels in graphs where k + 1 | g, namely Lemma 3.2.(i) and Lemma 3.2.(iii). In his more recent paper [4] , Holt proves that a (g, k) reverse multiple is symmetric if and only if k + 1 | g, and he remarks that Sloane's conjecture, here Theorem 3.1, follows from his Theorem 3. Holt's results thus give a further distinction to the 1089 graph, beyond the number theoretical characterization and the corollaries below: it is the graph for which, if [a, b] −→ [c, d] is in the graph, then b = c. Note also that, in finding the edge and node labels in 1089 graphs, Theorem 3.1 also establishes part of Theorem 3.2 in [9] , which in addition finds the generating function for the number of reverse multiples with a given number of digits and characterizes the associated reverse multiples for 1089 graphs; Theorem 3 in [4] also finds the digits of these reverse multiples, which he proved to exhaust the class of symmetric reverse multiples.
Several minor results follow immediately from Theorem 3.1. Proof. By Theorem 3.4 in [9] , if a 0 + a n−1 = g then we must have a n−1 = g k+1 , so that Y (g, k) is a 1089 graph by Theorem 3.1. If Y (g, k) is a 1089 graph then, by Theorem 3.1, a 0 = gk k+1 and a n−1 = g k+1 , and these numbers sum to g.
Isomorphism is an equivalence relation on Young graphs, and thus defines a corresponding equivalence relation on pairs of integers (g, k): we take (g, k) ∼ (g , k ) if and only if Y (g, k) Y (g , k ). Via these corresponding relations, any equivalence class X of Young graphs corresponds to an equivalence class 5 C of pairs (g, k), and so for any equivalence class X of Young graphs we can also define a relation R X (g, k) on g and k to be the relation that holds if and only if (g, k) ∈ C; this relation sometimes coincides with a convenient, simply expressed arithmetical condition, as is the case for 1089 graphs and the complete graphs discussed in Section 4. Theorem 3.1 has a somewhat interesting consequence regarding these relations and equivalence classes. Proof. Suppose there is such an equivalence class X of Young graphs. Then Y (18|f (17)|, 17) is in X, but by Theorem 3.1 is also a 1089 graph, so X is the set of 1089 graphs.
While not related to 1089 graphs, the following result comes from a line of reasoning similar to that of Lemma 3.3, and so we include it in this section. Proof. Taking equation (2) for the given edge (a, b) gives kb+s = a+tg and ka+t = b+rg, yielding (k−1)(a+b) = rg −s+(g −1)t. Taking equation (2) 
Complete Graphs
We now turn to the proof of another of Sloane's conjectures (Conjecture 3.7 in [9] ), concerning complete Young graphs. We omit the proofs; the interested reader is directed to property P4 in Section 2.7 (or even Corollary 3.1) for Lemma 4.1 and to Theorem 3.6 for Lemma 4.2, both in [9] . We now begin work towards Theorem 4.2. Proof. We show that all nodes in Y (g, k) have the form [r, r], so that the conclusion follows from Lemma 4.2.
Consider a node [r, r] in Y (g, k). Suppose this node directly precedes some node [r n−2−i , r i ] by an edge (a n−1−i , a i ). We can solve equation (2) for this edge to yield
Therefore, s
+ s is an integer. Now
Therefore s Remark 5. This lemma, taken together with Theorem 9 in [5] , establishes that if one (g, k) reverse multiple is shifted-symmetric, i.e. r i−1 = r n−1−i (a definition from [5] ), then all (g, k) reverse multiples are shifted-symmetric. This is also the conclusion of Corollary 6 in [4] , although Holt's reasoning is more similar to that of Corollary 4.3 and Proposition 4.2; alternatively, this lemma could be seen as a consequence of Corollary 6 in [4] and Theorem 9 in [5] . Note as well that here, as with 1089 graphs, Holt's partition based on the structure of the carries of reverse multiples aligns nicely with partition by isomorphism, as noted in Remark 3.
While not the full result characterizing the occurrences of complete graphs, the following result is still interesting, and gives several further results, and so we digress from the proof of Theorem 4.2 to include it here. (2), we must have kb + x = a + sg, ka + r = b + gx, kd + y = c + sg, and kc + r = d + gy.
|y − x| = |d − b| is a positive integer and
Note that this proposition applies to the starting node, as well as all even pivot nodes, so long as the other node is not [0, 0]. We now return to our proof of Sloane's conjecture. is an integer and r ≤ k − 1.
Proof. Consider a reverse multiple that corresponds, as per Theorem 2.1, to a path through all nodes in Y (g, k). This is a shifted-symmetric reverse multiple, and so the desired conclusion follows by Theorem 9 of [5] .
We may now prove the main result of this section. is an integer and s j ≤ k − 1 for all 1 ≤ j ≤ m − 1.
Proof. We divide the proof into its two directions. 
Since Y (g, k) is a K l . Now, because K l and K m are isomorphic, they must have the same number of nodes, so l = m.
Note the similarity between the following result, as well as Proposition 4.2, and Theorem 4 of [4] , which states that a (g, k) reverse multiple is shifted-symmetric if and only if (g − k, k 2 − 1) ≥ k + 1. 
The earliest paper [10] found in this topic, by Sutcliffe, is largely concerned with reverse multiples with two digits; he concludes (Theorem 2 in [10] ) that, for given g, there exists a k such that there exists a (g, k) reverse multiple with two digits if and only if g + 1 is composite. However, he, and Kaczynski [6] after him, are not particularly concerned with the multiplier k: in their terminology, the N used throughout this paper is known only as an "n-digit solution for g." Corollaries 4.1 and 4.3 now imply a result on two-digit reverse multiples with reference to k, a connection hinted at in property P7 of [9] .
Proposition 4.2. A two-digit (g, k) reverse multiple exists if and only if
Proof. By Theorem 2.1, if there is a two-digit reverse multiple, then there exists a path of length 1 in Y (g, k) from the starting node to an even pivot node, so that there must be an even pivot node directly succeeding the starting node. This even pivot node will also directly succeed the node [0, 0] as well, because, as mentioned previously, the equations yielded by equation (2) Conversely
is complete by Corollary 4.3, so that there exists a path of length 1 in the graph from the starting node to an even pivot node -namely, from the starting node to any adjacent node -so there exists a (g, k) reverse multiple with two digits, by Theorem 2.1.
This result could also follow by Theorem 4 of [4] and Young's theorem (Theorem 2.1 here).
Indeed, some simple manipulations show that this result agrees exactly with the characterization of g by Sutcliffe [10] .
Cyclic Graphs
We now include a minor result and a conjecture on another type of graph mentioned in [9] . There is no conjecture made in [9] that is analogous to Theorems 3.1 and 4.2 for cyclic graphs. We also have no such conjecture; however, examination of data for low values of g suggests the following. Conjecture 1. For t ≥ 3 and n ≥ 2, the Young graph Y ((n 2 + n)t − n 2 + n + 1, n 2 t − (n − 1) 2 ) is a Z 2n−1 .
We now prove a minor result on a similar type of graph.
Theorem 5.1. For t ≥ 3 and n ≥ 2, the Young graph Y ((n 2 + n)t − 1, n 2 t − 1) is a Z 3 , with the node and edge labels as shown in Figure 6 . Figure 6 : Y ((n 2 + n)t − 1, n 2 t − 1) for n ≥ 2 and t ≥ 3.
Proof. Let g = (n 2 + n)t − 1 and k = n 2 t − 1. Note that k −1 ≡ −(n + 1) mod g; this fact will be used later.
We may compute all direct successors of the starting node. By equation (2), any node [r 0 , r 0 ] that directly succeeds the starting node by an edge (a 0 , a 0 ) must satisfy
Because a 0 ≤ g − 1 and r 0 ≥ 0, the second equation of (6) implies a 0 ≤ ((n 2 + n)t − 2)/(n 2 t − 1) = 1 + 1/n + (1/n − 1)/(n 2 t − 1) < 2. Recall a 0 = 0 because it is the last digit of a reverse multiple.
Therefore a 0 = 1. Substituting into the first equation of (6) and taking the equation modulo g gives (n 2 t − 1)a 0 ≡ 1 mod g, so that a 0 ≡ −(n + 1) mod g. Since 0 < a 0 ≤ g − 1, this implies a 0 = (n 2 + n)t − (n + 2). Substituting the values a 0 = 1 and a 0 = (n 2 + n)t − (n + 2) into equation (6) gives r 0 = nt − (n + 1) and r 0 = n 2 t − (n + 1). Therefore the only direct successor, in H(g, k), of the starting node is the node [nt − (n + 1), n 2 t − (n + 1)], and the corresponding edge is (1, (n 2 + n)t − (n + 2)). Similar considerations for [nt−(n+1), n 2 t−(n+1)] show that its only direct successor in H(g, k) is [(n 2 −n)t+2n−2, (n 2 −n)t+2n−2], the corresponding edge being ((n+1)t−(n+2), (n 2 −1)t+2n− 1). In turn, similar considerations for [(n 2 − n)t + 2n − 2, (n 2 − n)t + 2n − 2] show that its only direct successor in H(g, k) is [n 2 t − (n + 1), nt − (n + 1)], by the edge ((n 2 − 1)t + 2n − 1, (n + 1)t − (n + 2)), and similar considerations for [n 2 t − (n + 1), nt − (n + 1)] show that its only two direct successors are [nt − (n + 1), n 2 t − (n + 1)], by the edge ((n 2 + n)t − (n + 1), (n 2 + n)t − (n + 1)), and [0, 0], by the edge ((n 2 + n)t − (n + 2), 1). It may then be shown that the only direct successors of [0, 0] are [nt − (n + 1), n 2 t − (n + 1)] and itself, in reasoning almost identical to that of the computation of the direct successors of the starting node. This fully determines H(g, k). All nodes in the graph precede some pivot node, and so Y (g, k) is the same labeled graph as H(g, k), namely the one depicted in Figure 6 .
A similar result seems to hold for cyclic graphs on five nodes.
Conjecture 2. For t ≥ 3 and n ≥ 3, the Young graph Y ((n 2 + n)t − (n + 2), n 2 t − (n + 1)) is a Z 5 .
A proof of this could likely proceed along similar lines to the proof of Theorem 5.1.
Z n present themselves as a natural next step, given the frequency of their occurrence, especially for small values of n, and the results of Section 5. While it would be ideal to characterize all equivalence classes, this is likely a rather difficult task given present methods. However, it might further the study of equivalence classes to study of the graphs H(g, k), in addition to the graphs Y (g, k) that are the focus of this paper. It should be easier to study H graphs, because their generation does not involve the additional, potentially complicating step of removing all nodes that do not precede pivot nodes.
Since Young graph isomorphism is a stronger condition than isomorphism of the underlying directed graphs, and since the set of directed graphs that may occur as the underlying directed graphs of Young graphs is a proper subset of the set of all directed graphs, Young graph isomorphism should be an easier condition to test than normal directed graph isomorphism; indeed, Theorem 4.1 demonstrates this. This raises the question of identifying the most efficient test for Young graph isomorphism. Answering this question could significantly speed the computations involved in testing isomorphism, as our current program for this purpose is rather slow. The program, given substantial time, was unable to decide whether Y (173, 54) and Y (337, 54) are isomorphic, whether Y (458, 431) and Y (459, 436) are isomorphic, and whether Y (471, 45) and Y (159, 45) are isomorphic; these might be good cases on which to attempt new methods.
Conjectures
We used a program in Java to generate all graphs with g ≤ 336 and sort them into the equivalence classes determined by isomorphism. These programs and some data on Young graphs may be found at https://sites.google.com/site/younggraphs/home. From the examination of these graphs and their isomorphism classes, we conjecture the following.
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