ABSTRACT This paper addresses an enrichment of translation-based knowledge graph embeddings. When new knowledge triples become available after a knowledge graph is embedded onto a vector space, the embedding should be enriched with the new triples, but without the triples used in training the embedding. The main challenge is that the enrichment of new triples should be accomplished without forgetting the knowledge of current embedding. This paper achieves the goal by minimizing a risk over the new triples penalized by rapid parameter change between old and new embedding models. The effectiveness of the proposed method is shown by learning a translation-based knowledge graph embedding trained incrementally using a series of knowledge triples. The experimental results from two tasks of knowledge graph embedding prove that the proposed method not only incorporates new knowledge of new triples into the existing embedding successfully but also preserves the knowledge of the current embedding.
I. INTRODUCTION
Embedding a knowledge graph into a low dimensional continuous vector space is an effective way to learn representations of the graph while preserving its properties. Among various knowledge graph embedding models, translationbased model is one of the simplest models to learn the representations. When a set of knowledge triples (h, r, t) composed of a relation (r) and two entities (h and t) is given, it finds vector representations of h, t, and r by compelling the vector of t to be close to the sum of the vectors of h and r. These representations are trained using a margin-based ranking loss with an insight that the embedding of an entity is more similar to the embeddings of relevant entities than those of other irrelevant entities with respect to a given relation. Thus, they have been used in several applications such as knowledge graph completion [1] and question answering [2] .
There are also many recent studies that extract knowledge from large web corpora [3] - [5] . To incorporate new triples of the extracted knowledge into an existing knowledge graph embedding, the entities and relations that are not seen during learning the existing embedding have to be vectorized by the embedding. However, most current methods for knowledge graph embedding follow the closed-world assumption so that entities and relations are fixed after an embedding model is trained. Thus, current methods cannot represent new triples which have a new entity or a new relation. One simple solution to this problem is to train the embedding again from the scratch using both old and new triples. This solution is obviously inefficient in two folds. One is that old triples should be preserved even after they have been used for training an embedding model, and the other is that both old and new triples are needed to train a new embedding whenever a new triple becomes available. This problem becomes severer if a knowledge graph embedding is updated periodically. This paper proposes an enrichment method for a knowledge graph embedding when only new triples become available. The main issue of this enrichment is how to acquire new knowledge from new triples as well as simultaneously preserve the capability of the representation of the new triples in the original embedding space. If the enrichment focuses on new triples, the new representation will lose its original capability. On the other hand, if it concentrates on preserving the original capability, it will fail to obtain new knowledge from new triples.
According to recent research, the preservation of model parameters of an old task in learning a new task helps retain the performance of the old task in the new task [6] - [8] . In this paper, this approach is applied to the enrichment of a knowledge graph embedding by regularizing rapid change in current representations. That is, when new triples arrive, the proposed method learns their vector representations by minimizing their empirical risk. At the same time, it withholds the change between current and newly updated representations by introducing a regularization term for the change to the risk. As a result, the proposed method achieves both objectives simultaneously by minimizing the risk penalized by the rapid change in representations.
The effectiveness of the proposed method is verified through extensive experiments. WN18 and FB15k, widely used data sets for knowledge graph embedding, are used as the base data sets. For each data set, five variant sets are prepared for enriching a knowledge graph embedding. An initial embedding model is trained using the first variant. Then, the model is incrementally updated using remaining four variants, and the performance of the model is measured for two tasks, link prediction and triple classification, whenever it is updated. While updating the model, it is trained only with a newly available variant. That is, the data set used to train the model is not used to update it. According to the experimental results, when a new data set arrives, the updated model learns it well at the expense of a slight performance drop for the previous data set, even if it is trained only with the new set. These results imply that the proposed method can enrich knowledge graph embeddings even if old triples are not available.
The contributions of this paper can be summarized as follows.
• We introduce a novel task, namely, enriching knowledge graph embeddings. This task concerns augmentation and updation of an existing knowledge graph embedding only when new triples become available.
• We formally formulate the enrichment as a minimization of the regularized empirical risk. Then, we provide a simple enrichment method based on continual learning specialized in translation-based knowledge graph embeddings.
The remainder of this paper is organized as follows. Section 2 reviews related studies on knowledge graph embeddings and continual learning. Section 3 presents the enrichment of knowledge graph embeddings and describes the proposed method. The experimental results appear in Section 4. Section 5 draws the conclusion.
II. RELATED WORK A. KNOWLEDGE GRAPH EMBEDDINGS
Knowledge graph embedding has been studied actively for the past couple of years. As a result, various embedding models such as a translation-based model and a bilinear model have been proposed. Translation-based models try to embed entities and relations by treating relations as translation operators of entities on an embedding space. The most well-known translation-based model is TransE [1] , which embeds entities and relations in a single vector space. Several models have been developed by extending or modifying TransE. For example, TransR [9] extends TransE by mapping entity vectors into different relation spaces according to relation. TransD [10] maps entity vectors into different vectors in relation spaces according to entity and relation types. Based on these embeddings, many variants, such as lppTrans [11] , STransE [12] , TransA [13] , and KBGAN [14] , have been proposed.
Bilinear embeddings try to measure the score of a triple by capturing interactions between the two entity vectors using the relation of the triple [15] , [16] . In RESCAL, each relation is represented as a matrix, and the score of a triple (h,r,t) is calculated using a bilinear map [15] . This map corresponds to a relation matrix with arguments h and t. Some variants have been proposed by modifying the bilinear map. Neural Tensor Network represents each relation as a bilinear tensor operator [17] , and DistMult restricts the relation matrices as diagonal matrices [18] . Recently, HolE [19] and ComplEx [20] were proposed to deal with symmetry and antisymmetry relations efficiently, and ConvE [21] were proposed by making use of convolutional neural networks. Both translation-based and bilinear embedding models, however, follow the closed-world assumption. Thus, a critical problem occurs if a new entity or relation appears after training of an embedding is completed. That is, they cannot cope with newly appearing entities or relations.
There are some studies that try to relax the closed-world assumption. Most of them utilize external resources such as entity names and descriptions to predict embeddings of newly appearing entities or relations [22] - [25] . On the other hand, Hamaguchi et al. [26] tackled this problem without any auxiliary resource. They obtained the embeddings of newly appearing entities through a graph neural network that uses the structure of a knowledge graph. The problem of their study is that the triples for learning the network should be always kept to express newly appearing entities. Thus, this method cannot be used if the triples are discarded after learning is completed.
B. CONTINUAL LEARNING
Continual learning, often called lifelong learning, refers to a general form of online learning in which data arrive continuously in a non-independent and identically distributed way [27] - [29] . In this environment, machine learning systems should not only learn new knowledge from new data without revisiting all previous data, but also keep previously learned knowledge. If the systems pay too much attention to new data, the knowledge from previous data will be lost, which is known as the catastrophic forgetting problem [30] . On the other hand, if they focus only on preserving previous knowledge, they will fail in obtaining new knowledge from new data. Therefore, the challenge of continual learning is how to adapt the systems to new data while preserving knowledge from previous data.
Several studies have been proposed to prevent the catastrophic forgetting on neural networks. Some achieved the goal by freezing weights in the network [31] , [32] , and some others did it by using dropout to sparsify gradients [33] . Regularizing model parameters while learning a new task is another solution to preventing the forgetting. Learning without forgetting proposed by Li and Hoiem [6] regularizes the output of the previous task's network for new data. That is, it enforces the output of previous task's network for new data to be kept by the new task's network. Kirkpatrick et al. [7] proposed elastic weight consolidation that penalizes the difference between the parameters of old and new models. The critical parameters are protected when learning a new task where the criticality of a parameter is calculated by Fisher information. On the other hand, Zenke et al. [8] proposed a higher dimensional synaptic model that computes a persynapse consolidation strength in an online fashion. Then, this study penalizes the changes of the synapses with high strength. These approaches proved empirically that regularization prevents the catastrophic forgetting effectively.
III. ENRICHING TRANSLATION-BASED KNOWLEDGE GRAPH EMBEDDINGS A. CONTINUAL LEARNING BY REGULARIZATION
It is well known that human beings can preserve previously learned knowledge while learning new knowledge. According to recent evidences from the field of neuroscience, mammalian brain avoids the forgetting by protecting previously acquired knowledge onto neocortical circuits [34] - [36] . When a mammal learns new knowledge, a proportion of excitatory synapses in the brain are strengthened. Then, this strength causes the volume of individual dendritic spines of neurons to increase [37] . The important thing here is that the enlarged dendritic spines, which are closely related to memory retention, last for a long time even if the mammal learns new knowledge. Following this result, some recent studies showed that continual learning can be achieved by penalizing the parameters for new tasks that are much different from those for the old task [7] , [8] .
Assume that a previous model parameterized by θ n−1 is given. Note that this model is trained with a data set D n−1 . When a new data set D n arrives, continual learning tries to construct a new model parameterized by θ n with D n while preserving knowledge of previous model. This can be formulated as minimization of the regularized empirical risk and defined as
where R emp (D n ; θ n ) is the empirical risk for new data and φ(θ n , θ n−1 ) is a regularization term that penalizes the new parameter θ n towards θ n−1 . Here, λ n is a hyper-parameter that controls how much θ n retains the knowledge from previous data. Since this regularization term encourages θ n to stay close to θ n−1 , the previous knowledge is preserved in a new model while new knowledge is obtained through minimizing R emp (D n ; θ n ).
B. TRANSLATION-BASED KNOWLEDGE GRAPH EMBEDDINGS
Translation-based knowledge graph embeddings aim to find vector representations of knowledge graph entities in an embedding space by regarding relations as a translation of entities in the space. Let E be a set of entities and R be that of relations. Assume that a knowledge graph G represented as a set of triples (h, r, t) where h, t ∈ E and r ∈ R is given. Then, the translation-based knowledge graph embeddings find vector representations of h, t, and r in G by compelling the vector of t to be a sum of the vectors of h and r. The simplest model among the translation-based knowledge graph embeddings is TransE [1] which assumes that all vectors lie on a single vector space. Let W e ∈ R |E|×|m| and W r ∈ R |R|×|m| be an embedding matrix of entities and that of relations, respectively, where m is a dimension of entity embeddings and relation embeddings. The vector representation h of h and t of t are expressed as
Similarly, the relation representation, r, is represented as r = W r r.
These vector representations are constrained by norm, i.e. ||h|| 2 ≤ 1, ||t|| 2 ≤ 1, and ||r|| 2 ≤ 1.
The parameter θ = {W e , W r } is determined by minimizing a margin-based ranking loss over the knowledge graph G
where [x] + = max(0, x) and γ is a margin, and s is a score function that compels t to be h + r. Thus, s is defined as
G is a set of corrupted triples. It should be artificially constructed because a knowledge graph has only correct triples. Normally, G is constructed by replacing entities in a correct triple with another entities in E following the closedworld assumption. Then, θ is optimized by stochastic gradient descent.
C. ENRICHING KNOWLEDGE GRAPH EMBEDDINGS THROUGH CONTINUAL LEARNING
All existing methods for knowledge graph embeddings including TransE work under the closed-world assumption. That is, the sets of entities and relations are fixed after training. When new knowledge triples become available after an embedding model is trained, they can contain some entities and relations that are not experienced during the model training. Then, the existing methods fail in enriching their embedding with the new triples due to newly appearing entities or relations. Therefore, a method is required to incorporate the new entities and relations into existing representations.
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Let θ n−1 = {W n−1 e , W n−1 r } be a parameter of the model for embedding a knowledge graph at time n − 1, where
|×|m| and W n−1 r ∈ R |R n−1 |×|m| are the embedding matrices of entities and relations, respectively. Here, E n−1 and R n−1 are sets of entities and relations at time n − 1. Assume that a set of new triples D n = {(h , r , t )} becomes newly available, where h , t ∈ E and r ∈ R . Since E can contain some new entities, the set of entities at time n, E n , becomes a union of E n−1 and E . That is,
Similarly, the set of relations at time n becomes
∪ R . Then, the enrichment of knowledge graph embeddings becomes equivalent to learning a new parameter θ n = {W n e , W n r } only with D n , where W n e ∈ R |E n |×|m| and W n r ∈ R |R n |×|m| .
Algorithm 1 Continual Learning for Translation-Based Knowledge Graph Embeddings
Input : 
until itr < max_iter; Return parameter θ n After learning θ n = {W n e , W n r }, not only the new entities and relations in D n should be represented well, but those in E n−1 and R n−1 should also be retained. Algorithm 1 describes how θ n should be learned to meet these two goals under a continual learning framework. In this algorithm, W n e and W n r are first initialized using W n−1 e and W n−1 r , respectively. Note that W n e should represent the entities that appear for the first time in D n as well as the entities at time n − 1. Thus, |W n e | = |W n−1 e | + α, where α is the number of new entities in D n , and | · | indicates the number of rows in the matrix. Then, w n e , the parameter value for an entity e is initialized as w n−1 e if e is experienced at time n−1. Otherwise, it is randomly initialized using xavier algorithm [38] . That is, the parameter value for each entity e is 
W n r is also initialized in the same way. That is,
At each iteration, a small set of correct (mini-batch) triples are sampled from D n , which is denoted as D batch . Then, a set of corrupted triples, D batch is generated using D batch . Both W n e and W n r are updated to minimize R emp in Equation (1) for D batch and D batch . That is, they move toward the minimization of the sum of the margin-based ranking loss in Equation (2) over the mini-batch and a regularization term to preserve the representations from θ n−1 . The regularization term φ(θ n , θ n−1 ) withholds drastic change between θ n−1 and θ n . To accomplish this, a L 2 regularization is adopted in this paper. Since the entities in D n−1 are represented as W n e E n−1 by θ n in TransE, ||W n e E n−1 − W n−1 e || 2 denotes the difference of entities in E n−1 by θ n−1 and θ n . Similarly, ||W n r R n−1 − W n−1 r || 2 represents the difference of relations in R n−1 by θ n−1 and θ n . Therefore, the regularization term becomes
where β controls the relative importance of relations over entities. This paper uses β = 1, which implies that the same importance is given to entities and relations. This framework can be applied to other translation-based knowledge graph embeddings by changing the score function and the regularization term. For example, TransR [9] maps the entity representations onto a different relation space according to a relation. Thus, its score function is s(h, r, t) = ||M r h + r − M r t|| 1, where M r is a projection matrix that projects entities from the entity space to the space of relation r. Since the score is measured in the relation space, the parameter change should also be measured in the relation space. Therefore, the regularization term pertaining to continual learning for TransR becomes
IV. EXPERIMENTS A. EXPERIMENTAL SETTINGS 1) DATA SETS
Experiments are conducted on two well-known knowledge graphs: WordNet [39] and Freebase [40] . WN18 and FB15k that are a subset of WordNet and Freebase respectively are chosen as a base data set for the graphs. Since there is no official data set for continual learning of knowledge graph embeddings, this paper generates the data set for continual learning using WN18 and FB15k. The process of the data set generation is as follows. 1) Set entity distribution: We first initialize the entity distribution to be uniform. That is, the probability of an entity k is E(k) = 1 M , where M is the number of entities in a data set. 2) Choose entities: We sample 50% of the entities without replacement following E, the entity distribution above. 3) Construct the i-th variant of training, validation, and test dataset: The triples of which head and tail belong to the sampled entities are extracted from training, validation, and test set, respectively. The triples extracted from the training set belong to the training set of the i-th variant. Similarly, the triples from validation and test sets belong to the validation and test set of the i-th variant, respectively. 4) Update the entity distribution: To make the entities in the i-th variant sampled less in the (i + 1)-th variant, the entity distribution is updated by
, where Z is a normalization factor. 5) Repeat the steps 2-4 until no more new triple exists or the iteration reaches the predefined maximum number.
In this paper, we set the maximum repeat number as five, and thus obtain five variants of WN18 and FB15k for continual learning.
The simple statistics on WN18 and FB15k are given in Table 1 . These two data sets that are used as base data sets for our experiments have been used commonly in the experiments on most knowledge graph embeddings. WN18 consists of 18 relations and 40,943 entities, while FB15k has 1,345 relations and 14,951 entities. We generate the data set for continual learning from WN18 and FB15k as described in Section 4.1. Table 2 shows the statistics of the generated data sets. Since we sample 50% of the entities in every variant, the number of entities in each variant is the same, 20,471 for WN18 and 7,475 for FB15k. That is, the number of entities in a variant of WN18 is 20,471, while that in a variant of FB15k is 7,475. However, the number of relations is different unlike that of entities. The number of relations in WN18 is 18 which is much smaller than that in FB15k. Thus, all relations in WN18 are connected to the sampled entities and used in each variant. On the other hand, all relations are not used in each variant in FB15k. As a result, the number of relations is different at each variant in FB15k. ''# of Accumulated Entities'' and ''# of Accumulated Relations'' in this table show the cumulative entities and relations after each variant is generated. Note that over 99% of entities and relations appear after variant 5, even for FB15k.
The reason we chose 50% of entities to create variants is explained in terms of the number of accumulated entities. If less than 50% were sampled, there could be no common entities between the first variant and the second variant. If more than 50% were used, new triples would not appear after the second or third variant. Thus, by sampling 50% of the entities, we can show the robustness of the continual learning.
2) EVALUATION TASK, PROTOCOLS, AND HYPER-PARAMETERS
The proposed method updates a knowledge graph embedding incrementally. Thus, after training TransE with the first variant data set, we update it sequentially using the remaining four variants. Whenever TransE is updated, its performances for two tasks are evaluated. The first task is link prediction [1] , which predicts a missing entity when a missing entity in a given triple exists. The other is triple classification [17] which decides whether a triple is correct with respect to a given knowledge graph. This task requires a corresponding corrupted triple given a correct test triple. Thus, we generate corrupted triples by following the strategy of the previous study [17] .
We obey all the evaluation protocols of the previous studies [1] , [9] . Especially, Hits@10 is used to evaluate link prediction. It measures the proportion of correct triples ranked in top 10. In addition, we use the ''Filter'' evaluation setting. That is, the triples that are already included within training, validation, and test sets are removed before the ranking. The ''Bern'' method [41] is applied to create a corrupted triple. The classification accuracy is used as an evaluation metric for triple classification.
There are three hyper-parameters in the proposed method: margin γ , embedding dimension m for entities and relations, and retainment parameter λ n . The values for these parameters are determined using a validation set of each variant data set. γ = 1 and λ n = 1 are used for all the experiments. However, m = 50 is used for WN18, whereas m = 100 for FB15k. The learning rate and the number of training triples in a mini-batch TABLE 2. Statistics of the generated data set. VOLUME 6, 2018 are 0.001 and 5,000, respectively. The maximum iteration number for stochastic gradient descent is 1,000.
The proposed method is compared with two baselines. The first is fine-tuning, in which the parameters of the current model are used only as initial values for the parameters of the updated model. This is equivalent to the proposed method without regularization (λ n = 0). The other is ''elastic weighted consolidation'' (EWC) [7] , which also protects its parameter by regularization. The important parameters in the current model are protected during learning the next model in EWC, where the importance of a parameter is computed using the Fisher information matrix. EWC is a widely used baseline in many continual learning applications because it is computationally inexpensive and shows promising results.
B. RETAINMENT PARAMETER λ N Before listing our experimental results, we first examine the performance change by the retainment parameter λ n . Fig. 1 shows how the performance of the proposed model is affected by λ n , where the performance is measured for link prediction on the validation set of WN18. For simplicity, only two variants of WN18 (VAR1 and VAR2) are used in this experiment. That is, TransE is first trained with the training set of VAR1, and then is updated with training set of VAR2 only. The X-axis of this figure denotes the values of λ n in log scale, and the Y-axis represents Hits@10 of the updated model. Hits@10 is measured for the test sets of VAR1 and VAR2. As λ n goes to zero, the updated model pays more attention to VAR2, and thus gets difficult to preserve the representations learned with VAR1. On the other hand, if it becomes larger, the model focuses more on preserving the knowledge from VAR1, and thus it hardly learns new knowledge from VAR2. Therefore, the performance of the model improves on VAR1 and deteriorates on VAR2 as λ n increases. The highest average Hits@10 of 87.60 is achieved at λ n = 1. Therefore, λ n = 1 is used in all experiments below. Fig. 2 compares the proposed method with the baselines for WN18 and FB15k in the link prediction. Hits@10 of the model trained with the i-th variant data set (1 ≤ i ≤ 5) is measured for every variant test set from the first to the i-th variant, and then averaged. When the models are trained with the first variant set and updated with the second variant, all their performances drop down because the models experience many new entities and relations. Especially, the performances on FB15k drop down until the third variant because FB15k contains more relations than WN18. Note that the performance drop of the proposed method is the smallest among the models compared. As i increases, the performances generally improve. This is because the probability of experiencing new entities is small for large i.
C. EXPERIMENTAL RESULTS
After updating four times, that is, i = 5, the proposed method achieves 90.71 of the average Hits@10 for WN18. On the other hand, those of fine-tuning and EWC are just 89.60 and 89.87, respectively. Similarly, the proposed method shows the best Hits@10 score of 68.49 for FB15k. Since finetuning pays no attention to the previously learned parameters, it forgets previous knowledge easily while learning new knowledge. Thus, its performance is the worst. EWC protects only some important parameters when updating a model. However, since translation-based knowledge graph embedding is implemented as a shallow network, most parameters are important when updating a model. As a result, the performance of EWC is worse than that of the proposed method.
In order to assess how well the previously learned knowledge is preserved while updating a base embedding model, Hits@10 is measured for every variant data set whenever the model is updated. Fig. 3 shows the results. Note that a model can be updated four times since there are five variant data sets. When TransE is first trained with the training set of VAR1, its Hits@10 over the test set of VAR1 is 91.90 on WN18 and 74.42 on FB15k. Then, it is enriched by the three methods using the training set of VAR2. When the performance of the enriched TransE is measured on the test set of VAR1, the enrichment by the proposed method outperforms those by the other two methods. The same phenomenon is observed when the performance is measured on the test set of VAR2. Thereafter, TransE is enriched again with the training set of VAR3, and Hits@10 is measured for test sets of VAR1, VAR2, and VAR3. For all the test sets, the proposed method outperforms the baselines. This implies that the proposed method preserves the knowledge of VAR1 and VAR2 well while enriching TransE with VAR3. Similar results are observed whenever the model is enriched. Therefore, the proposed method is effective at preserving existing knowledge while enriching a base embedding model. Table 3 summarizes the final performance after four enrichments for the two tasks. The test sets of all variant data sets are merged into a single test set to measure the final performance. Joint learning in this table implies that TransE is trained using all training sets of the variant sets. Thus, it is not an enrichment model, but it can be an upper bound of enrichment. The proposed method outperforms both fine-tuning and EWC on WN18 with 85.74 of Hits@10 in link prediction and 94.27 in triple classification. Similarly, the proposed method achieves 57.53 Hits@10 score in link prediction and 76.80 in triple classification for FB15k. Especially in triple classification on WN18, the accuracy difference by the proposed method and joint learning is just 1.27. Therefore, the proposed method generalizes the base embedding model well even after a number of enrichments.
D. ENTITIES IN CORRUPTED TRIPLES
Since the margin-based loss function is used in translationbased knowledge graph embeddings, a set of corrupted triples is needed to train an embedding model. In general, corrupted triples are generated by changing the head or tail entity of the correct triples. In Algorithm 1, this generation is described with a function named corrupted. When the current set of entities is E n in Equation (4), the corrupted entities can be sampled from E n or E when implementing the function corrupted. θ n−1 is affected by the corrupted triples in learning θ n . That is, the vectors by θ n−1 move to minimize the risk of D n in learning θ n . Thus, if they are sampled only from E , the effect on θ n−1 will be small because E shares only a small number of entities with E n−1 . On the other hand, if they are sampled from E n , the effect will be large because E n and E n−1 share many entities. Table 4 shows how the proposed method is affected by the choice of E n or E . The performances are measured for both test sets of VAR1 and VAR2 of WN18, after TransE trained with the training set of VAR1 is updated with the training set of VAR2. When the corrupted set is made using E n , Hits@10 is 84.14 on VAR1 and 94.32 on VAR2. On the other hand, the corresponding values are as low as 80.62 on VAR1 and 92.05 on VAR2 if sampling is done with E . Therefore, the use of E n in preparing the corrupted set allows gains of 3.52 in Hits@10 on VAR1 and 2.27 on VAR2, and E n should be used to generate a corrupted triple set.
V. CONCLUSION
We have introduced an approach to enrich a translation-based knowledge graph embedding. The proposed method is based on regularized risk minimization. It enriches a knowledge graph embedding by minimizing a risk over new triples, and preserves the previously learned vector representations by penalizing the risk for the rapid change in embedding parameters. Our experimental results on two benchmark knowledge graph completion tasks show that the proposed method can enrich a knowledge graph embedding accurately without forgetting previously learned representations. Hee University in 2018, where he is currently a Full Professor of computer science and engineering. His research interests include machine learning, natural language processing, and information retrieval. VOLUME 6, 2018 
