This paper presents a numerical study of the dynamic self-assembly of neutrally buoyant
Introduction
Flows in microsystems have received increasing attention over the past decade because of the broad range of potential applications, as described in the review paper of Stone et al. ͓1͔ . Microdevices can be used for multiple purposes ranging from biomedicine ͑drug delivery, molecular diagnostic using Lab-On-Chip equipment͒ to the transport of fluids in aerospace engineering ͓2͔. Microfabrication techniques primarily developed for microelectronics provide a convenient way to achieve channels with complex geometries and also surface patterning. Both academic research and engineering applications ͓2͔ have revealed the particular behavior of flows in very confined geometries. It is now possible to control more efficiently the basic transport phenomena ͑heat and mass͒ that drive the overall performance of the system. Mixing in such small-scale devices ͓3͔ is a challenge as turbulence is generally absent at the low Reynolds numbers encountered in flows in these systems. Different strategies, ranging from passive to dynamically enhanced mixing ͓4,5͔, have been proposed to overcome these limitations. Manipulating the flow with actuators or internal micropumps is another important issue. One way to achieve this is through the organized motion of particles in a controllable manner. For example, experiments by Terray et al. ͓6͔ have demonstrated the peristaltic pumping action produced by a transverse wave traveling along a chain of micron scale beads. Numerical simulations ͓7͔ confirm the basic flow features and provide additional information including the effects of different channel sizes. The application of magnetic fields to magnetic or paramagnetic beads provides a valuable means to drive the particle motion. Magnetic fields, in general, are more benign for handling biological samples and do not require large electrostatic potentials encountered in flows driven by electro-osmosis.
Recently, there has been a focus on fabricating self-assembled structures using paramagnetic particles suspended by liquids in microchannels ͓8, 9͔ . In an open suspension, at void fractions of a few percent or less, magnetic beads form linear chains under the action of a steady magnetic field. The beads acquire a magnetic dipole parallel to the applied field and then align themselves in response to the mutual interaction of the dipoles, forming long chains through aggregation. For micron-sized particles, there are competing effects of Brownian motion and magnetic forces and the average length of the chains has a power law growth in time ͓10,11͔. In a confined microchannel, the length and position of the chains is controlled by the geometry. Experiments by Hayes et al. ͓8͔ show that paramagnetic particles suspended in a pipe will form a chain along a diameter of the pipe when a transverse magnetic field is applied. This represents the longest available dimension parallel to the applied field. The chain, once formed, will then rotate as the magnetic field is rotated, maintaining the alignment of the chain with the magnetic field. Corresponding numerical simulations by Liu et al. ͓12͔ confirm this behavior and show similar preferred alignments of paramagnetic chains in ducts with a triangular cross section. Self-assembled matrices of paramagnetic particles in a microchannel have been proposed for DNA separation chips ͓9͔.
Self-assembly is a specific form of particle manipulation. Autonomous organization can spontaneously lead to the formation of large-scale structures and through the balance of opposing forces or processes, particles can form stable patterns. This behavior is common to several systems ranging from molecular to planetary scales ͓13͔. Studies of self-organization have been mainly focused on static structures, such as crystal formation, where a static equilibrium is achieved through an energy minimization. In contrast, a stable particle aggregate that is moving in a viscous fluid is continuously dissipating energy and a dynamic equilibrium between the external forcing and the viscous dissipation is needed to maintain the self-assembled pattern. This represents, in general, a dissipative dynamical system rather than a conservative system governed by Hamiltonian dynamics.
The present paper is motivated by the experiments reported by Grzybowski et al. ͓14-16͔ in which the self-assembling system is composed of millimeter-sized disks floating just beneath a liquidair interface. These disks are doped with magnetite resulting in magnetized particles with a permanent dipole moment coplanar with the disk. A large permanent bar magnet rotates at a constant angular frequency above the interface in a plane parallel to the interface. The disks spin about their centers at the same rotation rate as the rotating bar magnet in response to the magnetic torque on the disks. The particles experience also a gradient of the mean magnetic field resulting in a centripetal force toward the axis of rotation of the bar magnet. As the disks are rotating in a viscous fluid, they force the formation of a vortex like flow around their surfaces. Complex hydrodynamic interactions between the spinning disks then take place and drive the formation of supraparticle aggregates.
By comparison, the interactions of these vortical flows differ from the motion of two-dimensional point vortices in an inviscid fluid described by Aref ͓17͔. In the latter case, the system is Hamiltonian and nondissipative. The dynamics can be complex and chaotic motions may occur depending on the number of vortices and the initial separation distance of the vortex centers. Similarly, Campbell and Ziff ͓18͔ have investigated theoretically the possible equilibrium patterns formed by point vortices in an inviscid superfluid using energy minimization principles. In the present study, viscous forces and viscous dissipation play a central role in damping fluctuations and sustaining the stable dynamic equilibrium.
The aim of this paper is to present results of numerical simulations for an analog of the physical situation described by Grzybowski et al. ͓15,16͔. The floating disks are instead neutrally buoyant spheres, suspended in a viscous liquid and initially seeded in a coplanar configuration ͑see Fig. 1͒ . A constant torque is applied to each particle to generate their spinning motion and the centripetal attraction force due to the radial gradient of the ambient magnetic field is prescribed. In the following sections, we describe the numerical approach used to simulate the flow and particle trajectories, giving details of the force coupling method. The flow around individual spinning particles is described and the hydrodynamic interactions of the particles evaluated. Then, we describe the results obtained from simulations of systems of particles and compare these carefully with the experimental data ͓15͔. We emphasize the effect of the low but finite Reynolds number on the flow dynamics. This point is particularly important as the Reynolds number is of order unity in the experiments and no reliable analytical theory is available for such an intermediate regime.
Simulation methods
The physical problem under discussion involves magnetic attraction forces and torques as well as fluid forces induced by the rotation of small particles embedded in a viscous fluid. The crucial mechanism that needs to be represented is the repulsion force between spinning particles produced by their hydrodynamic interactions. We use the force coupling method ͑FCM͒ ͓19,20͔ to describe the coupled dynamics of the dispersed two-phase flow of the particles in suspension. The resulting equations are solved numerically, in a three-dimensional periodic domain using a standard Fourier pseudo-spectral method.
2.1 Overview of the Force Coupling Method. The basic concept of the FCM is to represent the presence of particles in a fluid flow by locally distributed body forces added to the NavierStokes equations for the fluid momentum. Fluid is assumed to fill the whole domain including the volume occupied by the particles. The body forces result in a low-order, finite multipole expansion for the disturbance flow of each particle and the forces effectively constrain the fluid to respond locally as a rigid body. Multibody interactions are achieved by solving the Navier-Stokes Eqs. ͑1͒ and ͑2͒ including simultaneously the forcing f͑x , t͒ from all the particles
The velocity field is u͑x , t͒; is the fluid viscosity; and p is the pressure. The fluid motion is incompressible, with uniform density , and the velocity field satisfies the continuity equation
The momentum source term f͑x , t͒ on the right-hand side of Eq. ͑1͒ is expanded using a multipole decomposition
where Y ͑n͒ is the position of the nth spherical particle and F ͑n͒ is the force it exerts on the fluid. The first term on the right-hand side of Eq. ͑3͒ is a force monopole. The force dipole term, the second term on right-hand side of Eq. ͑3͒, is a combination of a symmetric stresslet term and an antisymmetric part related to the torque T ͑n͒ exerted on the fluid by the nth particle. These terms are summed over the total number of particles, N B . The density functions ⌬ and ⌬Ј are spherical Gaussian envelopes that model the finite size of the particles
with corresponding length scales for ⌬͑x͒ and Ј for ⌬Ј͑x͒. In terms of the particle radius a, these scales are set as a / = ͱ and a / Ј = ͑6 ͱ ͒ 1/3 . The strength of each force monopole F ͑n͒ is related to the external force on the particle F ext ͑n͒ and the excess buoyancy force or inertia of the particle relative to that of the displaced fluid as
Similarly, the torque term T ͑n͒ is specified by a combination of the external torque on the particle and excess inertia
Here, m P and m F are the mass of the particle and mass of displaced fluid, respectively; and I P and I F are appropriate coefficients for the moment of inertia. The contribution of the torque term to the force dipole coefficient is G ij ͑n͒ =1/2 ijk T k ͑n͒ . In general, the symmetric stresslet coefficient for each particle is set through an iteration process to ensure that the average rate of strain within the volume occupied by each particle
is zero. The particles move in a Lagrangian framework with their trajectories computed from the local fluid velocity. Particle velocities and rotation rates are obtained by a spatial average of the fluid velocity and vorticity over the volume of fluid occupied by the particle, based on the spherical Gaussian envelopes Eq. ͑4͒ as Transactions of the ASME Downloaded 11 Jan 2011 to 128.148.216.117. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm
From this the trajectory of each spherical particle is computed as
In a Stokes flow, FCM gives exact results for the drag force on an isolated particle as well as the torque on a rotating sphere or the stresslet for a spherical particle in a uniform straining flow ͓19,20͔. The response to a single force monopole captures both the usual Stokeslet and the associated degenerate force quadrupole needed to represent the flow past an isolated sphere. Even though boundary conditions are not imposed on the particle surface and only the constraints Eqs. ͑7͒-͑9͒ are imposed, the flow field is generally a good approximation at distances greater than 25-50% of the particle radius from the particle surface. Similarly, the hydrodynamic interaction of a pair of particles is well represented when the gap between the particles is larger than 25% of the radius, or 50% for the specific case of particles moving toward each other their line of centers where lubrication forces are then an issue ͓21͔.
The effects of finite fluid and particle inertia are well represented by the FCM scheme under low, but finite Reynolds numbers. This has been tested by comparisons with experiments for sedimenting particles ͓22͔ and against full direct numerical simulations for a variety of flows including particles in wall-bounded shear flows ͓23-25͔. For flow past a fixed sphere, it has been verified so far that the drag forces and flow structure agree well with full direct numerical simulations at particle Reynolds numbers up to 12 ͓25͔. FCM also gives good estimates for the lift forces on particles near a wall in a parallel shear flow, including situations involving a pair of interacting particles ͓26͔. The computational effort for FCM as compared to direct numerical simulations for particulate flows is discussed by ͓23,24͔.
The Navier-Stokes Eqs. ͑1͒ and ͑2͒ are solved for a periodic cubic domain, large compared to the size of the particles and the typical scale of the aggregate. A Fourier pseudo-spectral representation is used for the flow field and a standard Fourier collocation scheme. Second-order time accuracy is achieved by using an Adams-Bashforth scheme for both the fluid and the particle motions. Simulations are carried out on both 64 3 and 128 3 grids. Typically 5-6 grid points per particle diameter are needed to ensure that the Gaussian force envelope Eq. ͑4͒ is resolved and that the body force distributions Eq. ͑3͒ are accurately represented, without aliasing errors.
Magnetic Forces.
We now consider the effect of the magnetic field on the particles and the conditions relevant to the experiments ͓15͔ used here to motivate the simulations. The magnetized disks are of uniform size with diameter in the range of 1 -2 mm and the final aggregated clusters are 10 mm or less in diameter. At 2 -4 cm above the free surface a large permanent bar magnet is suspended, with horizontal dimensions 5.6 cm by 4 cm, which is then rotated rapidly at rates variously between ϳ200 rpm and 1200 rpm. On the free surface, the magnitude of the magnetic field has a maximum at the axis of rotation and the magnetic field is aligned with the long axis of the bar magnet. Locally, the magnet exerts a torque on a magnetized disk equal to m ϫ B where B is the local magnetic flux density of the bar magnet and m is the fixed dipole moment of the disk ͓27͔. Provided the two are aligned the torque is zero but any misalignment will generate a significant torque tending to bring the two back into alignment. The torque is more than sufficient to overcome the viscous resistance to rotation and so the disks rotate in synchrony with the bar magnet.
The bar magnet also exerts a force on each disk m · ١B associated with the gradient of the magnetic field. As the dipole moment is aligned with the bar magnet and the magnetic flux density is diminishing away from the axis of rotation, the force is directed toward the axis at all times. The magnitude of the force fluctuates as the magnet is rotated but as the rotation rate is much larger than the precession rate of the cluster of disks, the force may be represented by a time-averaged, constant force. The magnetic force also varies with radial distance from the axis of rotation. If the dimensions of the magnet were very large, we would expect a linear variation in the gradient of the flux density ٌB with radial distance and so too of the magnetic force. This is only partially true and an alternative is to assume a locally uniform value of the flux gradient density over a limited range of distances from the axis. Both representations were used by Grzybowski et al. ͓15͔ . In the present simulations, we consider both a constant and a linearly varying radial magnetic force directed towards the axis of rotation to set F ext . The magnetic forces between individual disks, due to their dipole moments, are negligible by comparison.
The present numerical analogy of the experiments is composed of neutrally buoyant particles instead of disks floating at a liquid/ air interface. It has been argued in the physical analysis of the self-assembly dynamics that capillary effects related to particleinterface interactions have no role. The net effect is only to prevent disks from settling under gravity in the fluid layer. We agree with such an analysis and set the density ratio m P / m F = 1 throughout all the simulations. The hydrodynamic interactions are obtained by the force coupling method and these drive the Lagrangian motion of the spherical particles. The magnetic torque T ext acting on each particle is fixed so that the angular velocity for a single particle matches the rotation of the magnetic field and that the corresponding rotational Reynolds numbers match.
Flow Interactions of Isolated Particles
The dynamics of self-assembly for particles under rotation and magnetic attraction are closely related to the hydrodynamic interactions of spinning spheres. In this section, we consider the flow generated by a single spinning sphere and the fluid forces acting on a pair of particles. We first compute the fluid velocity induced by a single isolated particle rotating around the fixed z axis passing through the center of the sphere. The particle radius is a and the rotation rate about the axis is . All quantities are made dimensionless using these two characteristic scales. In Fig. 2 , we compare the radial profile of the azimuthal velocity, u in the equatorial plane = / 2 specified in terms of spherical polar coordinates ͑r , , ͒. Simulations using the Stokes equations, at zero Reynolds number, are in good agreement with the analytic profile u = a 3 / r 2 , for r ജ a. Close to the sphere surface at r / a = 1 the discrepancy is slightly greater but at distances larger than r / a = 1.5, good agreement is achieved. The FCM profile is smoothly varying and peaks inside the sphere volume. As the particle Reynolds number Re = a 2 / for the rotation is increased, where is the kinematic viscosity / , the FCM results ͑with both torque and stresslet terms͒ indicate that there is little change in the azimuthal velocity profile. At Re = 8, the profile is essentially identical to that at zero Reynolds number. At higher Reynolds number it is known that a boundary layer structure eventually develops ͓28͔ and the variation in azimuthal velocity with also changes.
In using the force coupling method here, the particle rotation rate is determined from the simulation, using Eq. ͑9͒, in response to the flow generated by a prescribed torque T ext . We initially imposed T ext =8a 3 , based on the reference set of scales and the viscous torque in Stokes flow ͓29͔, and then varied the fluid viscosity to achieve the required particle rotation Reynolds number. The relation between the torque and the angular velocity has been thoroughly investigated in the literature. Fig. 3 , where we include results with both torque and stresslet terms ͑FCM-TS͒ or with just a torque term ͑FCM-T͒. The stresslet term has a significant effect in improving the estimate of M as a function of Re and improves the representation of the flow. At Re = 8, the expected value of ͓1+ f͑Re ͔͒ is 1.050 while the results for FCM-TS give 1.016. The results are closer at lower Reynolds numbers.
Overall, the estimate from Stokes flow provides a good approximation for the torque and the FCM results tend to underestimate the increase in torque. The working range for the experiments ͓15͔ is 0 Ͻ Re Ͻ 4. At finite Reynolds number a secondary, meridional circulation develops with an inflow at the poles and outflow near the equator. Figure 4 shows the simulation results for Re = 2 with rotation about the z axis. We have included the volume inside the particle to illustrate the internal circulation and the location of the stagnation points. The secondary flow can be approximately estimated by a regular perturbation expansion at low Reynolds number. Following Bickley ͓32͔, the three velocity components in terms of spherical polar coordinates are This result illustrates the low Reynolds number stresslet component of the radial velocity in the plane = / 2, where u r varies asymptotically as ͑a 3 /8r 2 ͒Re . If in addition to rotation, a sphere is moving with a translational velocity U through still fluid there will be both a drag force and a lift force. The lift is orthogonal to both the linear velocity and the angular velocity. Rubinow and Keller ͓34͔ have estimated these forces for small, but finite Reynolds number using an Oseen representation for the far field flow. The drag coefficient is equal to the usual Oseen prediction, C D =24͑1+3Re/16͒ / Re, where the Reynolds number Re= 2aU / and the lift coefficient is C L =3/4. A force balance can be derived for steady motion with velocity V
while the particle is driven by a constant external force and Re Ӷ 1. Similarly for a sphere translating relative to a flow with a uniform shear, there is also a lift force. This is again an effect of finite Reynolds number and has been estimated by Saffman ͓35,36͔ to first order in Re. Extensive comparisons with FCM and full direct numerical simulations ͓23,25͔ have shown that the present simulation methods accurately capture these lift forces for low to moderate Reynolds numbers. We now consider the motion of a pair of co-planar particles, each subject to a constant torque and co-rotating with an angular velocity . In a Stokes flow, at zero Reynolds number, the particles will follow a circular path moving in response to the flow Transactions of the ASME generated by the other particle. There is no repulsion force between the particles and the radius of the circular path R does not change. This is shown by the closed path trajectories in This situation may be thought ͑as in the original discussions of the experiments͒ to give rise to a lift force at finite Reynolds number, either due to the shear flow ͑Saffman lift force͒ of the induced fluid motion or the rotation of the particles ͑Rubinow-Keller lift force͒. If this were the case then corotating particles would repel and counter-rotating particles would attract at finite Reynolds number. A simulation, similar to that shown in Fig. 5 , with counter-rotating particles demonstrates that there is a repulsion not an attraction between the particles. Both the RubinowKeller lift force due to rotation and the Saffman lift force due to a local mean shear require a relative motion between the particle and the ambient fluid. Specifically, some wake region must develop behind each particle. The particles here are neutrally buoyant and their translational motion is due to the motion of the surrounding fluid, induced by the spinning particles. No such wake region will develop.
The flow structure for a pair of corotating particles is shown in Fig. 6 . The particles are spinning about axes parallel to the z axis at Re = 2. They are subject to a fixed force of attraction that in the stationary state keeps them at a constant separation distance and the particles move in a circular path in the x , y plane. The distance between the particle centers, 2R is approximately 6a. The secondary flow effect is clearly evident and the radial outflow in their common plane tends to push the particles apart. The flow structure is similar if the particles are counter-rotating, i.e., there is a common radial outflow for each particle.
We have computed the hydrodynamic repulsion force between a pair of particles, at fixed Reynolds numbers Re , as a function of the particle separation distance 2R. In the simulations, a constant force of attraction is set and then the equilibrium distance is determined. The results are show in Fig. 7 for Re = 0.25, 2, and 8. The force is scaled as F / a 4 2 . The results for Re = 0.25 and 2 are very similar for R / a Ͼ 2. There is no simple power law for the variation with separation distance but the trend is not far from an R −3 dependence. At the higher Reynolds number, the decrease with R is less.
The precession angular velocity ⍀ of the pair of particles can be theoretically predicted in Stokes flow by a linear summation of the velocity perturbations of each particle. Considering one particle of the aggregate, we can predict the azimuthal velocity induced by the rotation of the second particle as u = a 3 / ͑2R͒ 2 . The angular frequency of the two particle system ͑precession velocity͒ is ⍀ = u / R, and
͑13͒
The relation strongly depends on the separation distance, varying as 1 / R 3 . For an aggregate of three particles, following the same arguments we can derive Figure 8 summarizes the simulation results for a pair of particles. The results were obtained in the same way as in Fig. 7 . It is important to note that the rotation rate of the aggregate ⍀ is typically one or two orders of magnitude lower than the reference angular frequency of the bar magnet. The above theoretical prediction based on Stokes flow is in good agreement with the At the higher Reynolds number, Re = 8, the decrease in ⍀ is more rapid with separation distance.
Self-Assembly of Rotating Particles
We now consider the motion of spinning particles that are also subject to a central attraction force due to the rotating magnetic field and make comparisons with the experiments ͓15͔. Particles are initially seeded at random positions in the same plane ͑see Fig.  1͒ to correspond to the coplanar experimental conditions where disks were floating beneath a liquid-air interface. We do not force the particles to stay in the initial plane and the particles may move freely within the three-dimensional periodic domain. Throughout, a stable coplanar configuration of the aggregate is reached as selfassembly occurs. It is important to note that the typical size of the cluster of particles is small compared to the domain width ͑24 or 48 particle radii͒ and the periodic boundary conditions have been verified to have only a small effect on the overall dynamics.
4.1 Two Particle System. The simplest stable aggregate is composed of two particles, where the repelling hydrodynamic force is balanced by a centripetal force given by the magnetic attraction toward the rotation axis of the bar magnet. Note that stable does not mean fixed since the particles are spinning around their own axes, and they induce a disturbance flow leading to the precession of the aggregate itself. We consider both a constant value for the magnetic attracting force and a linearly varying force to compare with the experimental data ͓15͔. In Fig. 9 , the increasing separation distance between the two particles of the rotating aggregate depends on the angular frequency. With increasing rotation rate of the bar magnet, the magnitude of the flow associated with the spinning particles increases and so too the inertial repulsion force. The particles then move apart from each other giving larger separation distance 2R / a. In order to set an appropriate magnitude for the magnetic attraction force the result at = 500 rpm, which corresponds to Re = 2, was used as reference point. The separation distance 2R / a is equal to 4.42 in this case.
There is good general agreement between the experimental data and the results of the simulations over the entire range of angular frequency. The results with the constant value of the magnetic force, shown by the triangular symbols in the figure, are in better agreement to the experiments than those for the linearly varying magnetic force, shown by the open circles. Note that with a linearly varying force, the attraction is stronger for larger values of R while the hydrodynamic repulsion becomes weaker. As a result, the separation distance 2R is smaller for a high rotation rate and conversely larger at a low rotation rate. The largest distance between the particles is less than 8 particle radius which is much lower that the width of the simulation domain ͑24 particle radius͒.
Multiple Particle System.
As the number N B of particles involved in an aggregate is increased, the topology of the selfassembling cluster changes. From two to five particles, the aggregate is composed of one single shell without particle in its center. The particles are distributed evenly on the circular orbit described by each particle trajectory. When N B equals six, seven, or eight particles, one particle is located in the center of the circular orbit of the rotating aggregate. If nine particles are initially seeded at random positions, the aggregate achieves a stable configuration composed of two shells: two inner particles rotating around the rotation axis of the bar magnet and an outer shell composed of seven particles following circular paths ͑see Fig. 10 for stable Transactions of the ASME configurations for N =6, 8, or 9͒. We checked the stability of these aggregate organizations by simulating the self-assembling transient from different initial random seeding. The particles always reach the same configuration as observed experimentally. At this point, we do not have a complete understanding of the selection mechanism for the aggregate patterns but the simulations show clearly that the FCM simulations are able to reproduce such complex dynamics.
In Table 1 , the geometric parameters that define the aggregate pattern for N = 6, 8, and 9 particles are given. These are compared with the experimental data and it can be seen that the agreement is more than qualitative for the cases N = 6 and N = 9. Our simulations overestimate slightly ͑13% error͒ the separation distance for a cluster composed of eight particles, as compared to the experiments. Full agreement is not to be expected because of the differences in the configuration of the experiments ͑disks͒ and the simulations ͑spheres͒. The values of R / a are all in a similar range and the results are similar whether a linearly varying or constant magnetic force is used. Figure 11 shows the flow field for a stable aggregate of seven particles, plotted for their common plane of motion.
For the particular values of N = 10 and N = 12, a polymorphism was observed in the experiments ͓16͔, whereby two different stable configurations of the particles can occur. Figure 12 shows the corresponding simulation results for ten particles at Re =2. The two stable patterns have either seven or eight particles in the outer shell and correspondingly three or two particles nearer the center. For N = 12, Fig. 13 shows that the stable patterns have either eight or nine particles in the outer shell. Both observations agree with the experiments. Starting from different, random initial positions of the particles it was seen in the experiments that the eight particles in the outer shell were more common for N = 10 and the nine particles in the outer shell for N = 12. The statistics varied somewhat with the rotation rate. We do not have sufficient data to estimate the relative frequency of each pattern but the results show a similar trend.
Discussion
In this paper, we give results from the numerical simulation of dynamic self-assembly of spinning particles. The key mechanism is the hydrodynamic repulsion between the particles that balances the magnetic attraction toward the center of the domain. Multibody hydrodynamic interactions are determined by numerical solutions of the Navier-Stokes equations combined with the force Table 1 Typical scales of a rotating aggregate "experiments, simulations… coupling method as a representation for the interphase coupling between the fluid flow and the particles. The model is fully coupled in that particle rotations induce velocity perturbations in the flow that in turn drive the overall dynamics of the aggregate formation and govern the stability. We simulate the formation of self-assembling aggregates composed of different numbers of particle. The configuration of two particles was compared to the reference experiments of Grzybowski et al. ͓15,16͔. Our simulations on the evolution of the interparticle distance with the rotation rate of the bar magnet are in good agreement with the experiments carried out with spinning disks at a liquid-air interface. This demonstrates that the dynamics are purely related to hydrodynamic interactions and are not driven by interfacial phenomena. An important conclusion of our simulations is that the basic features are prescribed by low but finite Reynolds number dynamics and would not develop in the absence of fluid inertia. The repulsion force is Reynolds number dependent and the precession velocity is a function of the Reynolds number of the flow and the interparticle distance. When the number of particles is further increased, the arrangement of the particles displays symmetric patterns with one or more particles in the center surrounded by a rotating shell of equidistant particles. Polymorphism is observed too for groups of 10 or 12 particles.
Such tunable properties are highly desirable at microscales where the precise control of particle organization can drive the macroscopic properties of the equivalent medium. We may expect a high efficiency of mixing in a flow using such active microsystems, as indicated by Campbell and Grzybowski ͓37͔. Although the effects depend on fluid inertia at finite Reynolds number, a low value of Re ϳ 0.1 would be sufficient to produce self-assembly. Such values are quite feasible in microflow systems at high rotation rates.
We have demonstrated that the source of the hydrodynamic repulsion force observed in the simulations and the experiments is the secondary flow generated by the spinning particles as opposed to lift forces. The variation of the force with separation distance, shown in Fig. 7 , is consistent with the observations from the experiments. Grzybowski et al. ͓15͔ postulate scaling relations for the repulsion force assuming some form of lift force but conclude that straightforward estimates do not agree with the observed variations of the force with separation distance. By assuming a radial repulsion force that scales as r −3 ͓16͔ and suitable scaling coefficients, they were able to obtain a good correspondence between analytical model estimates and the experiments. In the present simulations, no such assumptions are required. Qualitatively, the secondary flow around each spinning particle will further produce a pressure force that will tend to support the particle at the free surface between the liquid and the air and the spinning particles could be viewed as roughly analogous to spinning hemispheres.
Finally, we note that there are several unresolved issues. The most important is that the FCM simulations tend to underpredict the strength of the secondary flow, although the spatial variation is approximately correct. Preliminary investigations have shown this to be the result of limited resolution of the flow near the surface of the sphere. The secondary flow is forced by pressure variations on the surface of the particle and is sensitive to the profile of u . The differences between the exact solution and the FCM results shown in Fig. 2 , while small, are significant for 1 Ͻ r / a Ͻ 1.5. We are continuing to investigate this issue and improve the accuracy of the simulations. Transactions of the ASME Downloaded 11 Jan 2011 to 128.148.216.117. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm
