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Abstract	
Transcranial	 electrical	 stimulation	 (tES)	 is	 a	 non-invasive	 neuromodulation	 technique	
applicable	 to	 healthy	 and	 diseased	 subjects	 that	 can	 manipulate	 brain	 activity	 for	 both	
therapeutic	 and	 research	 purposes.	 Simultaneous	 combination	 of	 tES	 with	 non-invasive	
brain	 imaging	 techniques	might	 be	 useful	 for	 guiding	 stimulation	 parameters	 to	 influence	
brain	 activity	 efficiently,	 and	 for	 closed-loop	 stimulation	 of	 the	 brain.	 Moreover,	 such	 a	
simultaneous	observation	is	necessary	to	understand	mechanisms	underlying	tES	effects	at	
the	network	level.	However,	strong	stimulation	artifacts	at	the	stimulation	frequency	make	
such	 a	 simultaneous	 monitoring	 by	 means	 of	 MEG	 or	 EEG	 (M/EEG)	 challenging.	 At	
commonly	used	tES	strengths,	these	artifacts	are	about	1000	times	bigger	than	brain	signals	
recorded	 by	 M/EEG.	 Therefore,	 sub-optimal	 removal	 of	 stimulation	 artifacts	 leads	 to	
residual	artifacts	that	could	be	mistakenly	taken	as	brain	signals.	Designing	optimal	artifact-
removal	 methods	 requires	 detailed	 knowledge	 about	 properties	 of	 artifacts.	 In	 this	
dissertation,	we	provide	this	missing	fundamental	information	by	carefully	analyzing	M/EEG	
signals	during	tES.	We	show	that,	in	contrast	to	previous	assumptions,	tES	artifacts	are	non-
linearly	 transformed	 versions	 of	 stimulation	 currents.	 This	 non-linearity	manifests	 itself	 in	
both	 the	 amplitude	 and	 the	 phase	 of	 tES	 artifacts,	 and	 is	 partly	 dependent	 on	 the	
stimulation	 frequency.	 Specifically,	 we	 show	 that	 each	 heartbeat	 and	 every	 respiratory	
breath	strongly	modulates	both	the	amplitude	and	the	phase	of	stimulation	artifacts,	which	
makes	 artifacts	 dependent	 on	 the	 physiological	 state	 of	 the	 subject.	 Due	 to	 these	
modulations,	tES	artifacts	are	not	narrow	band,	but	contaminate	recorded	signals	even	8	Hz	
beyond	 the	 stimulation	 frequency.	Moreover,	 the	 spatial	 pattern	of	 artifacts	 continuously	
varies	over	 time,	which	decreases	 the	performance	of	artifact-removal	methods	based	on	
PCA,	 ICA	 or	 beamforming.	 In	 light	 of	 our	 findings,	 we	 evaluate	 available	 artifact-removal	
pipelines	and	show	that	their	outputs	are	contaminated	with	residual	artifacts,	which	could	
have	potentially	driven	biological	conclusions	made	using	these	pipelines.	Finally,	we	discuss	
consequences	of	our	findings	and	provide	some	ideas	for	future	research	regarding	how	to	
investigate	 brain	 activity	 during	 tES.	 In	 sum,	 this	 dissertation	 reconsiders	 assumptions	
regarding	tES	artifacts	in	M/EEG	and	provides	missing	fundamental	information	about	their	
properties.	Our	results	could	be	used	to	prevent	pitfalls	of	simultaneous	tES	and	M/EEG	and	
to	design	and	evaluate	new	artifact-removal	pipelines.		
		2	
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1 Introduction	
Our	brains	are	encased	in	thick	skulls.	This	is	beneficial	to	protect	them,	but	at	the	same	
time	 makes	 it	 challenging	 for	 scientists	 to	 non-invasively	 monitor	 and	 manipulate	 brain	
activity.	 Nowadays,	 neuroscientists	 are	 equipped	with	 various	 non-invasive	 brain	 imaging	
techniques	 that	 provide	 different	 levels	 of	 spatial	 and	 temporal	 resolution.	 Over	 the	 last	
decades,	 brain	 imaging	 techniques	 like	 electroencephalography	 (EEG)	 and	
magnetoencephalography	(MEG)	have	been	widely	used	for	understanding	different	aspects	
of	brain	function	through	mainly	correlative	approaches	(Baillet,	2017;	Baillet	et	al.,	2001).	
To	further	our	understanding,	new	causal	approaches	are	required.	For	instance,	it	has	been	
shown	 that	 features	 of	 neuronal	 oscillations	 correlate	 with	 different	 cognitive	 states	
(Donner	and	Siegel,	2011;	Siegel	et	al.,	2012).	Whether	or	not	neuronal	oscillations	causally	
contribute	to	cognition	should	be	investigated	with	causal	approaches,	which	requires	brain	
stimulation	tools	to	manipulate	brain	activity	in	a	controlled	manner	(Dayan	et	al.,	2013).		
Transcranial	 electrical	 stimulation	 (tES)	 is	 one	 of	 few	 non-invasive	 brain	 stimulation	
techniques	 that	 could	 be	 employed	 to	 manipulate	 brain	 activity	 in	 both	 healthy	 and	
diseased	 subjects	 (Fertonani	 and	 Miniussi,	 2016).	 In	 this	 technique,	 weak,	 temporally	
patterned	 electrical	 currents	 are	 applied	 to	 the	 subject’s	 head.	 Although	 most	 of	 these	
currents	run	through	the	skin,	part	of	them	reach	the	brain	(Huang	et	al.,	2017;	Opitz	et	al.,	
2016).	There	is	accumulating	evidence	that	tES	is	capable	of	modulating	different	aspects	of	
brain	 activity,	 including	 neuronal	 oscillations	 (Vossen	 et	 al.,	 2015;	 Woods	 et	 al.,	 2016).	
Online	 monitoring	 of	 brain	 activity	 during	 tES	 is	 necessary	 to	 understand	 its	 immediate	
neuronal	effects.	Moreover,	simultaneous	brain	imaging	can	be	used	to	stimulate	the	brain	
in	a	closed-loop	manner	to	manipulate	healthy	and	diseased	brain	states	(Bergmann	et	al.,	
2016).	 However,	 strong	 stimulation	 artifacts	 make	 the	 simultaneous	 monitoring	 of	 brain	
activity	challenging	(Thut	et	al.,	2017).	
Despite	 several	 attempts	 by	 different	 groups	 to	 remove	 tES	 stimulation	 artifacts	 from	
simultaneously	recorded	M/EEG	signals	(Helfrich	et	al.,	2014;	Neuling	et	al.,	2015;	Soekadar	
et	al.,	2013;	Voss	et	al.,	2014),	a	well-designed	and	well-evaluated	pipeline	 for	monitoring	
brain	activity	during	tES	is	still	missing.	This	is	to	some	extent	because	previous	efforts	have	
been	made	without	proper	knowledge	of	the	properties	of	stimulation	artifacts.	Therefore,	
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available	 artifact-removal	 methods	 are	 suboptimal	 and	 do	 not	 account	 for	 pitfalls	 of	
simultaneous	tES	and	M/EEG.	This	dissertation	contains	a	series	of	publications	that	provide	
this	 fundamental	 information	 for	 the	 rapidly	 emerging	 field	 of	 tES.	 By	 carefully	 analyzing	
EEG	and	MEG	recordings	during	application	of	 tES,	we	characterize	stimulation	artifacts	 in	
time	and	frequency	domains,	uncover	so	far	unknown	nonlinearities	in	both	the	amplitude	
and	 the	phase	of	 tES	artifacts,	 and	 show	 that	 the	projection	between	 the	artifact	 sources	
and	recording	sensors	is	time-variant.	Moreover,	we	critically	reconsider	recent	findings	by	
other	 research	 groups	 and	 show	 that	 disregarding	 these	 features	might	 have	 led	 to	 false	
positive	results.		
The	first	part	of	this	dissertation	aims	to	provide	a	brief	general	overview	about	various	
available	 invasive	 and	 non-invasive	 brain	 stimulation	 techniques.	 This	 includes	 a	 section	
focusing	in	more	detail	on	tES.	 In	the	second	part,	we	discuss	benefits	of	monitoring	brain	
activity	 during	 electrical	 stimulation,	 and	 briefly	 present	 available	 pipelines	 designed	 by	
various	research	groups	for	such	an	online	monitoring.	In	the	third	part,	we	first	point	to	the	
fact	 that	all	 available	methods	are	built	upon	untested	assumptions.	Next,	we	go	 through	
our	papers	and	present	our	main	findings	regarding	stimulation	artifacts.	Finally,	we	discuss	
consequences	of	our	findings	and,	in	their	light,	provide	an	outlook	regarding	possible	ways	
to	use	brain-imaging	techniques	during	tES.		
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2 Brain	Stimulation		
When	we	listen	to	a	motivating	TED	talk,	drink	a	cup	of	coffee,	or	take	a	Diazepam,	we	
induce	some	changes	in	our	brain	activity.	In	that	sense,	we	are	all	the	time	modulating	our	
and	others’	brain	activities.	In	neuroscience,	neuromodulation,	neurostimulation,	and	brain	
stimulation	are	similar	terms	referring	to	modulation	of	specific	elements	of	either	central	
or	peripheral	nervous	systems,	typically	by	electric	or	electromagnetic	fields	(Krames	et	al.,	
2009;	Reti,	2015),	for	therapeutic,	prosthetic,	or	investigatory	purposes	(Luan	et	al.,	2014).		
Application	of	electricity	for	therapeutic	purposes	has	a	long	history	in	medicine.	In	the	
first	 century	 AD,	 Scribonius	 Largus	 used	 electric	 shocks	 generated	 by	 the	 torpedo	 fish	 to	
treat	not	only	gout,	but	also	headache,	by	applying	electric	shocks	to	the	forehead	(Lewis	et	
al.,	 2016;	 Tsoucalas	 et	 al.,	 2014).	About	 two	 thousand	 years	 later,	 at	 the	 end	of	 the	18th	
century,	discoveries	by	Luigi	Galvani	on	“animal	electricity”,	and	the	invention	of	the	voltaic	
pile	by	Alessandro	Volta,	gave	rise	to	a	series	of	experiments	conducted	by	Giovanni	Aldini,	
which	laid	ground	for	the	development	of	various	forms	of	electrotherapy	that	were	heavily	
used	later	in	the	19th	century	(Aldini,	1803;	Lewis	et	al.,	2016;	Parent,	2004).	In	one	exciting	
experiment,	Aldini	 transcranially	applied	electric	currents	of	a	voltaic	pile	to	a	hospitalized	
patient	 suffering	 from	 deep	melancholy	 (Figure	 1A).	 The	 treatment	 continued	 for	 several	
weeks,	 after	 which	 the	 patient	 was	 apparently	 completely	 cured	 and	 returned	 to	 live	 a	
normal	life	(Aldini,	1803;	Parent,	2004).		
Since	 Aldini’s	 experiments,	 several	 findings	 in	 science,	 engineering	 and	medicine	 have	
given	 rise	 to	 a	 huge	 neuromodulation	 industry	 with	 plenty	 of	 invasive	 and	 non-invasive	
stimulation	 techniques	 (Fregni	 and	 Pascual-Leone,	 2007;	 Goroszeniuk	 and	 Pang,	 2014;	
Krames	 et	 al.,	 2009;	 Lewis	 et	 al.,	 2016;	 Luan	 et	 al.,	 2014;	 Reti,	 2015).	 Each	 of	 these	
techniques	offers	specific	 spatial	and	temporal	 resolutions,	and	requires	a	specific	 level	of	
invasiveness	 (Luan	 et	 al.,	 2014).	 These	 properties	 in	 turn	 define	 which	 technique	 will	 be	
appropriate	 for	 a	 specific	 application.	We	 briefly	 review	 available	 stimulation	 techniques	
and	their	applications	in	the	following.	
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Figure	1.	 (A)	 Illustration	of	 the	electrical	 treatment	developed	by	Aldini	 two	centuries	ago	
(Lewis	et	al.,	2016).	A	patient	 receives	strong	electrical	currents	 from	a	Voltaic	pile	 that	 is	
connected	 to	 his	 head	 and	 hand.	 (B)	 An	 example	 of	 a	 tES	 electrode	 montage.	 Weak	
electrical	currents	are	applied	to	the	head	through	two	rubber	electrodes.			
	
2.1 Invasive	stimulation	techniques	
Invasive	stimulation	techniques	are	traditionally	defined	as	those	requiring	an	incision	or	
insertion	 of	 materials	 into	 the	 body	 (Davis	 and	 Koningsbruggen,	 2013).	 Thus,	 different	
invasive	 stimulation	 techniques	 require	 different	 levels	 of	 invasiveness.	 Examples	 are	
subcutaneous	 implantation	 of	 stimulation	 electrodes,	 implantation	 of	 deep	 brain	
stimulation	 (DBS)	electrodes,	or	even	genetic	manipulation	 in	optogenetics.	 Each	of	 these	
techniques	offers	a	specific	level	of	stimulation	focality	and	selectivity.		
Among	 different	 invasive	 stimulation	 techniques,	 those	 that	 directly	 apply	 electrical	
power	to	the	central	or	peripheral	nervous	system	are	the	most	widely	used	ones.	By	means	
of	electrical	currents,	 these	techniques	change	the	membrane	potential	of	neurons,	which	
in	 turn	 influences	 the	 function	 of	 voltage-sensitive	 channels	 of	 neuronal	 membranes	
(Brocker	 and	Grill,	 2013;	 Tehovnik,	 1996).	Apart	 from	 influencing	neuronal	 cells,	 electrical	
stimulation	 can	 also	modulate	 brain	 activity	 through	 its	 influence	 on	 glial	 cells,	 especially	
under	conditions	of	high	frequency	stimulation	(Fenoy	et	al.,	2014).		
A B 
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Invasive	 electrical	 stimulation	 has	 a	 wide	 range	 of	 applications.	 In	 neuroscience,	
electrical	 microstimulation	 has	 been	 widely	 used	 to	 probe	 neural	 circuitry	 and	 function	
(Afraz	et	al.,	2006;	Clark	et	al.,	2011;	Fetsch	et	al.,	2014;	Salzman	et	al.,	1990).	In	medicine,	
epidural	 and	 subdural	 stimulation	 has	 been	 used	 to	 treat	 chronic	 neuropathic	 pain	 and	
tinnitus	 (Tronnier	 and	 Rasche,	 2013),	 and	 DBS	 is	 widely	 used	 to	 treat	 several	 disorders,	
including	Parkinson’s	disease,	dystonia,	essential	tremor	and	obsessive-compulsive	disorder	
(Schwalb	and	Hamani,	2008;	Udupa	and	Chen,	2015).	Finally,	invasive	electrical	stimulation	
of	 the	 central	 and	 peripheral	 nervous	 system	 has	 interesting	 applications	 in	 prosthetics	
(Capogrosso	 et	 al.,	 2016;	 Eapen	 et	 al.,	 2017),	 including	 cochlear	 and	 retina	 implants	
(Srinivasan	et	al.,	2010;	Zrenner,	2013).	
Apart	from	electrical	stimulation,	many	novel	invasive	stimulation	techniques	are	under	
development,	including	optogenetics	(Boyden	et	al.,	2005),	micromagnetic	stimulation	(Park	
et	al.,	2013)	and	thermal	stimulation	(Duke	et	al.,	2013;	Huang	et	al.,	2010).	Among	them,	
optogenetics	 is	a	 technique	with	high	 temporal	and	spatial	 resolution	 that	neuroscientists	
widely	 use	 for	 investigatory	 purposes	 in	 animal	models	 (Cardin	 et	 al.,	 2009;	 Fenno	 et	 al.,	
2011;	 Kim	 et	 al.,	 2015;	 Rajasethupathy	 et	 al.,	 2015;	Wimmer	 et	 al.,	 2015).	 Each	 of	 these	
novel	techniques	faces	specific	challenges	that	have	to	be	solved	before	it	can	be	translated	
into	clinical	practice	(Lewis	et	al.,	2016;	Luan	et	al.,	2014).		
2.2 Non-invasive	stimulation	techniques	
Stimulation	 techniques	 that	 do	 not	 require	 an	 incision	 or	 insertion	 in	 the	 body	 are	
considered	non-invasive	brain	 stimulation	 techniques.	 It	 is	 noteworthy	 that	 this	 definition	
has	 recently	 been	 challenged	 (Davis	 and	 Koningsbruggen,	 2013).	 This	 is	 due	 to	 the	 low	
spatial	 resolution	of	 some	 techniques,	which	 leads	 to	unintentional	 stimulation	of	 regions	
beyond	 the	 stimulation	 target	 (e.g.,	 see	 Rossi	 et	 al.,	 2016).	 According	 to	 the	 traditional	
definition	of	non-invasive	stimulation	techniques,	several	techniques	are	available	that	use	
electricity,	 magnetism,	 or	 ultrasound	 waves	 to	 non-invasively	 stimulate	 the	 central	 or	
peripheral	nervous	 system.	Among	 them,	 tES	and	 transcranial	magnetic	 stimulation	 (TMS)	
are	the	most	commonly	used	techniques.	Compared	to	invasive	stimulation	methods,	these	
techniques	are	applicable	to	both	healthy	and	diseased	subjects.	However,	this	comes	at	the	
expense	of	generally	lower	spatial	resolution	and	stimulation	target	selectivity.		
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Based	on	Faraday’s	law,	time	varying	magnetic	fields	generate	electric	fields.	This	is	the	
basic	principle	underlying	TMS,	in	which	strong	but	short	magnetic	pulses	(about	1	ms	long)	
are	 generated	 next	 to	 the	 subject’s	 head.	 These	 time-varying	 magnetic	 fields	 induce	
electrical	 currents	 in	 the	 subject’s	 brain	 (Barker,	 1991).	 TMS-induced	 currents	 are	 strong	
enough	to	evoke	neuronal	spikes	(Barker	et	al.,	1985).	Compared	to	tES,	spatial	resolution	of	
TMS	for	cortical	stimulation	is	quite	high	(Luan	et	al.,	2014).	Moreover,	specific	coil	designs	
allow	stimulation	of	deep	brain	structures,	although	with	lower	stimulation	focality	(Deng	et	
al.,	2013).	However,	due	to	safety	concerns	and	especially	in	order	to	prevent	triggering	of	
seizures	in	subjects,	application	of	TMS	is	restricted	to	short	trains	with	limited	numbers	of	
pulses	depending	to	the	stimulation	frequency	(Rossi	et	al.,	2009).		
TMS	has	a	wide	range	of	therapeutic	and	investigatory	applications.	There	are	plenty	of	
different	TMS	protocols	(Dayan	et	al.,	2013;	Klooster	et	al.,	2016),	among	which	repetitive	
TMS	 (rTMS),	 i.e.	 a	 train	 of	 TMS	 pulses	 at	 a	 specific	 frequency,	 has	 been	 shown	 to	 be	
effective	 for	 the	 treatment	 of	 depression	 and	 migraine	 (Lefaucheur	 et	 al.,	 2014).	 In	
neuroscience,	TMS	has	been	widely	used	to	causally	study	neuronal	mechanisms	underlying	
various	cognitive	functions	(Parkin	et	al.,	2015;	Walsh	and	Cowey,	2000).	This	 includes	not	
only	 investigation	 of	 the	 functional	 role	 of	 cortical	 regions,	 but	 also	 the	 chronometry	 of	
cortical	 function	during	a	 specific	 task	 (Pascual-Leone	et	al.,	 2000;	Sack	and	Linden,	2003;	
Veniero	et	al.,	2016),	and	the	role	of	neuronal	oscillations	(Romei	et	al.,	2016a,	2011).		
Apart	from	tES	and	TMS,	several	novel	non-invasive	stimulation	techniques	are	available.	
Low-field	 magnetic	 stimulation	 (LFMS)	 and	 low-field	 synchronized	 transcranial	 magnetic	
stimulation	 (sTMS)	 are	 two	 techniques	 that	 have	 been	 used	 to	 treat	 major	 depression	
(Leuchter	 et	 al.,	 2015;	 Rohan	 et	 al.,	 2004,	 2014).	 Both	 of	 these	 techniques	 use	 weak	
magnetic	fields	to	stimulate	the	brain.	In	LFMS,	the	magnetic	field	is	applied	at	500	Hz	trains	
that	 repeat	every	2	seconds,	while	 in	sTMS	the	magnetic	 field	 is	applied	at	an	 individual’s	
alpha	 frequency.	 The	 other	 novel	 technique	 that	 offers	 very	 high	 spatial	 and	 temporal	
cortical	 stimulation	 resolution	 is	 low-powered	 transcranial	 focused	 ultrasound	 stimulation	
(tFUS).	 Although	 ultrasound	 was	 already	 used	 in	 1929	 to	 manipulate	 neuronal	 activity	
(Harvey,	 1929),	 it	 has	 only	 recently	 been	 used	 as	 a	 transcranial	 stimulation	 technique	 to	
modulate	brain	activity	 in	humans	 (Legon	et	al.,	2014;	Mueller	et	al.,	2014).	Low-powered	
tFUS	 is	 thought	 to	 modulate	 brain	 activity	 through	 mechanical	 effects	 on	 neuronal	
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membranes	 (Lewis	et	al.,	2016).	More	 research	on	 tFUS	 is	 required	 to	explore	capabilities	
and	limitations	of	this	technique.		
2.3 Transcranial	Electrical	Stimulation	(tES) 
Electrical	 brain	 stimulation	 has	 a	 long	 history	 in	 psychiatry.	 Since	 the	 19th	 century,	
electroconvulsive	therapy	(ECT)	has	been	widely	used	to	treat	various	psychiatric	disorders,	
including	major	depression	and	mania	(Lewis	et	al.,	2016;	Reti,	2015).	In	this	method,	strong	
direct	 or	 alternating	 electrical	 currents	 are	 applied	 to	 the	head	 to	 induce	a	 seizure	 in	 the	
patient.	 Similar	 to	 ECT,	 transcranial	 electrical	 stimulation	 (tES)	 uses	 electrical	 currents	 to	
manipulate	brain	activity	(Figure	1B).	However,	in	contrast	to	ECT,	electrical	currents	used	in	
tES	 are	 very	 weak	 (about	 1	 mA)	 and,	 when	 kept	 below	 sensation	 threshold,	 the	 subject	
cannot	distinguish	between	stimulation	and	sham	(i.e.	no	stimulation)	conditions	 (Ambrus	
et	al.,	2012;	Gandiga	et	al.,	2006;	Wallace	et	al.,	2016).	 In	contrast	to	TMS,	computational	
models	as	well	 as	 in	 vivo	 recordings	 in	nonhuman	primates	and	humans	 show	 that	 tES	at	
usual	amplitudes	is	unable	to	evoke	action	potentials	in	resting	neuronal	networks	(Datta	et	
al.,	2009;	Opitz	et	al.,	2016;	Rahman	et	al.,	2013).	 Instead,	tES	slightly	modulates	neuronal	
resting	membrane	 potential	 and	 cortical	 excitability	 (Huang	 et	 al.,	 2017;	 Kar	 et	 al.,	 2017;	
Veniero	 et	 al.,	 2016).	 Under	 specific	 conditions,	 these	 online	 modulatory	 effects	 lead	 to	
synaptic	changes	that	last	longer	than	the	stimulation	period	(Fritsch	et	al.,	2010).	
In	 tES,	 electrical	 currents	 are	 usually	 injected	 into	 the	 head	 through	 two	 stimulation	
electrodes	that	are	attached	to	the	head	with	conductive	gel	(Woods	et	al.,	2016).	Electrical	
currents	 leave	 one	 stimulation	 electrode,	 go	 through	 the	 body,	 and	 reach	 the	 other	
stimulation	electrode.	Due	to	the	high	conductivity	of	the	skin	compared	to	the	skull,	most	
of	 the	 stimulation	 current	 runs	 through	 the	 skin.	 However,	 a	 small	 part	 of	 this	 current	
passes	 the	 skull	 and	 reaches	 the	 brain.	 Invasive	 recordings	 from	 monkeys	 and	 human	
studies	 suggest	 that	 usual	 tES	montages,	with	 two	 stimulation	 electrodes	 and	 stimulation	
amplitudes	 of	 1	 mA,	 generate	 peak	 stimulation	 strengths	 of	 about	 2	 V/m.	 It	 should	 be	
emphasized	 that	 the	 exact	 peak	 value	 is	 highly	 dependent	 on	 the	 montage	 of	 the	
stimulation	electrodes	and	on	details	of	the	subject’s	anatomy	(Huang	et	al.,	2017;	Kar	et	al.,	
2017;	Opitz	et	al.,	2016).	These	weak	stimulation	currents	seem	to	be	capable	of	modulating	
neural	activity	(Fritsch	et	al.,	2010;	Kar	et	al.,	2017;	Ozen	et	al.,	2010).	For	example,	 it	has	
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been	 shown	 that	 week	 transcranially	 applied	 electric	 fields	 are	 able	 to	 entrain	 cortical	
neuronal	populations	in	rats	(Ozen	et	al.,	2010).		
High	 conductivity	of	 the	 skin	 compared	 to	 the	 skull	 not	only	weakens	 the	 current	 that	
reaches	 the	 brain,	 but	 also	 strongly	 decreases	 stimulation	 focality.	 This	 poor	 stimulation	
focality	 can	 be	 improved	 by	 optimizing	 the	 placement	 of	 stimulation	 electrodes	
(Dmochowski	et	al.,	2011;	Ruffini	et	al.,	2014;	Villamar	et	al.,	2013).	These	optimizations	are	
based	 on	 finite	 element	 method	 (FEM)	 computer	 simulations,	 in	 which	 the	 pattern	 of	
distribution	of	 stimulation	currents	 in	 the	head	can	be	predicted	 for	each	arrangement	of	
stimulation	electrodes.	Consequently,	one	can	search	for	the	arrangement	that	provides	the	
best	pattern	of	current	distribution.	 In	fact,	when	details	of	a	subject’s	anatomy	are	taken	
into	account	for	optimizing	electrode	placement,	stimulation	focality	can	be	improved	by	a	
factor	of	two	(Dmochowski	et	al.,	2011).	
Different	tES	methods	apply	different	waveforms	to	the	brain.	Transcranial	direct	current	
stimulation	 (tDCS),	 transcranial	 alternating	 current	 stimulation	 (tACS),	 and	 transcranial	
random	 noise	 stimulation	 (tRNS)	 are	 three	 commonly	 used	 tES	methods.	 The	most	 well-
known	tES	method,	tDCS,	applies	direct	electrical	currents	to	the	head	(Nitsche	and	Paulus,	
2000).	 During	 tDCS,	 cortical	 neurons	 close	 to	 positive	 (anodal)	 and	 negative	 (cathodal)	
electrodes	on	average	experience	slight	depolarization	and	hyperpolarization,	respectively,	
but	 the	 details	 of	 each	 neuron’s	 modulation	 are	 dependent	 on	 the	 exact	 shape	 of	 local	
cortical	folding	and	the	neuron’s	morphology	(Rahman	et	al.,	2013).	tACS	and	tRNS	use	time	
varying	 stimulation	 currents.	 In	 tACS,	 the	 applied	 current	 has	 a	 fixed	 frequency,	 which	 is	
usually	 set	 to	one	of	 the	oscillatory	 frequencies	of	 the	stimulated	cortical	 region	 (Antal	et	
al.,	 2008).	 In	 tRNS,	 the	 stimulation	 current	 is	 a	white	 noise	 signal	 with	 a	 bandwidth	 of	 a	
couple	 of	 hundred	 Hertz	 (Terney	 et	 al.,	 2008).	 Therefore,	 in	 tACS	 and	 tRNS,	 neuronal	
membranes	will	not	experience	a	constant	depolarization	or	hyperpolarization,	but	a	 time	
varying	modulation	pattern.	It	is	believed	that	these	time	varying	modulations	interact	with	
the	endogenous	cortical	oscillations	and	result	in	oscillatory	entrainment	and/or	resonance	
(Miniussi	et	al.,	2013;	Schmidt	et	al.,	2014).		
Over	 the	 last	 two	 decades,	 transcranial	 electrical	 stimulation	methods,	 especially	 tDCS	
and	tACS,	have	been	widely	used	to	manipulate	brain	activity.	Long	 lasting	changes	 in	 the	
excitability	of	motor	cortex	following	tDCS	was	the	first	reported	effect	of	tDCS	(Antal	et	al.,	
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2008;	Nitsche	and	Paulus,	2000).	This	observation	led	to	plenty	of	tES	experiments	to	study	
and	influence	various	aspects	of	brain	function	like	memory	consolidation	(Lustenberger	et	
al.,	2016;	Marshall	et	al.,	2006),	working	memory	(Violante	et	al.,	2017),	motion	perception	
(Antal	et	al.,	2004b),	motor	learning	(Reis	and	Fritsch,	2011;	Zimerman	et	al.,	2013),	decision	
making	(Bogdanov	et	al.,	2017;	Polanía	et	al.,	2015),	disorders	including	Parkinson’s	disease	
(Brittain	 et	 al.,	 2013),	 depression	 (Fregni	 et	 al.,	 2006),	 dystonia	 (Furuya	 et	 al.,	 2014),	
schizophrenia	 (Reinhart	 et	 al.,	 2015),	 and	 neural	mechanisms	 such	 as	 cortical	 oscillations	
(Polanía	et	al.,	2012;	Vossen	et	al.,	2015;	Zaehle	et	al.,	2010).	 It	 should	be	noted	 that	 the	
wide	 spectrum	 of	 claimed	 effects,	 inter-subject	 variability,	 and	 lack	 of	 replication	 studies	
have	made	many	researchers	question	the	validity	of	some	of	the	findings	(Bestmann	et	al.,	
2015;	Dubljević	et	al.,	2014;	Horvath	et	al.,	2015;	Parkin	et	al.,	2015).	Future	research	using		
tES	 should	 address	 these	 issues	by	 standardizing	 stimulation	protocols	 and	optimizing	 tES	
parameters	 (Bestmann	 et	 al.,	 2015;	 Fertonani	 and	 Miniussi,	 2016;	 Minarik	 et	 al.,	 2016;	
Romei	et	al.,	2016b)	before	tES	makes	its	way	as	a	reliable	therapeutic	tool	into	the	clinics	
(Brunoni	et	al.,	2012).		
It	 should	be	noted	 that	 to	date	no	 cases	of	 tES	 induced	 seizure	or	 brain	damage	have	
been	reported.	This	is	in	contrast	to	TMS	and	suggests	that	tES	is	a	safer	method	than	TMS	
(Woods	et	al.,	2016).	In	fact,	tES	could	be	used	continuously	for	intervals	of	as	along	as	20	
minutes,	while	 TMS	 could	be	 applied	only	 discontinuously	 and	 for	 a	 restricted	number	of	
pulses.	This	feature,	together	with	the	high	flexibility	in	defining	stimulation	currents,	makes	
tES	 a	 potent	 neuromodulation	 technique	 that	 could	 not	 be	 replaced	 by	 TMS.	 Taken	
together,	each	of	these	techniques	has	unique	features	that	meet	requirements	of	specific	
applications.	Overall,	TMS	fits	applications	that	require	strong	and	focal	stimulation	pulses,	
while	 tES	meets	 requirements	 of	 applications	 that	 require	 slight	 but	 long	 and	 continuous	
excitability	modulation	of	specific	cortical	regions	with	a	specific	temporal	pattern.	
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3 Electrophysiological	recordings	during	tES	
To	understand	the	immediate	effects	of	tES	at	the	network	level,	one	needs	to	monitor	
physiological	effects	of	tES	by	means	of	neuroimaging	techniques	(Miniussi	et	al.,	2012).	EEG	
and	MEG	are	two	widely	used	neuroimaging	techniques	that	offer	high	temporal	resolution.	
However,	the	physics	behind	EEG	and	MEG	make	them	challenging	to	use	during	application	
of	tES.	This	 is	because	tES	generates	huge	artifactual	electrical	currents	that	 interfere	with	
the	 electrical	 currents	 of	 interest	 produced	 by	 brain	 activity.	 These	 artifacts	 might	 even	
exceed	 the	 dynamic	 range	 of	 common	 recording	 systems.	 Even	 when	 recording	 devices	
provide	 the	 dynamic	 range	 to	 accommodate	 stimulation	 artifacts,	 EEG	 and	 MEG	 signals	
recorded	during	tES	contain	both	brain	signals	and	tES	artifacts,	which	makes	them	hard	to	
dissociate.	Due	to	these	technical	 issues,	measurement	of	EEG	and	MEG	in	tES	studies	has	
mostly	been	limited	to	the	study	of	tES	after-effects	(Miniussi	et	al.,	2012;	Thut	et	al.,	2017).		
Monitoring	 brain	 activity	 after	 application	 of	 tES	 has	 been	 shown	 to	 be	 useful	 for	
studying	brain	function	and	understanding	mechanisms	underlying	tES	effects	(Antal	et	al.,	
2004a;	Marshall	et	al.,	2004;	Polanía	et	al.,	2011;	Veniero	et	al.,	2016).	However,	answering	
other	 specific	 questions	 requires	 simultaneous	 recordings	 (Miniussi	 et	 al.,	 2012).	 One	
example	are	neuronal	oscillations.	The	causal	role	of	the	amplitude	and	phase	of	neuronal	
oscillations	in	various	brain	functions	has	been	widely	discussed	in	the	last	decades	(Buzsáki	
and	Draguhn,	2004;	Siegel	et	al.,	2012).	One	approach	to	study	this	 topic	 is	 to	manipulate	
oscillations	 by	means	 of	 brain	 stimulation	 techniques	 and	 to	 probe	 correlated	 changes	 in	
behavior.	In	fact,	several	in	vivo	and	in	vitro	studies	suggest	that	electrical	fields	at	specific	
frequencies	are	capable	of	entraining	neuronal	oscillations	(Fröhlich	and	McCormick,	2010;	
Ozen	et	al.,	2010;	Schmidt	et	al.,	2014).	However,	it	is	not	clear	whether	weak	tACS	currents	
are	 able	 to	 entrain	 brain	 activity	 in	 humans.	 Therefore,	 application	 of	 tACS	 to	 study	 the	
causal	 role	 of	 neuronal	 oscillations	 in	 humans	 requires	 simultaneous	monitoring	 of	 brain	
activity	 oscillations	 by	 means	 of	 EEG	 or	 MEG	 to	 check	 for	 the	 presence	 and	 strength	 of	
potential	tACS-induced	entrainments	(Thut	et	al.,	2017;	Vossen	et	al.,	2015).		
Apart	 from	purely	 experimental	 applications,	 simultaneous	 recordings	make	 it	 possible	
to	fine-tune	stimulation	parameters	during	the	experiment.	This	might	be	useful	not	only	to	
magnify	tES	effects	by	optimizing	stimulation	parameters	(Romei	et	al.,	2016b),	but	also	give	
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rise	to	new	closed-loop	applications	(Bergmann	et	al.,	2016;	Thut	et	al.,	2017).	For	example,	
it	has	been	shown	that	closed-loop	stimulation	of	the	motor	cortex	by	means	of	tACS	and	
phase-locked	 to	 the	 ongoing	 tremor	 is	 able	 to	 significantly	 suppress	 Parkinsonian	 tremor	
(Brittain	et	al.,	2013).	Although	that	study	did	not	directly	make	use	of	brain	activity	during	
stimulation,	one	can	think	of	similar	experiments	using	EEG	or	MEG	signals	(Bergmann	et	al.,	
2016).	 For	 instance,	 short	 trains	 of	 tACS	 triggered	 by	 sleep	 spindles	 has	 been	 shown	 to	
enhance	motor	memory	consolidation	(Lustenberger	et	al.,	2016).			
Over	 the	 last	 couple	of	 years,	 there	have	been	 several	 efforts	 to	monitor	 EEG	or	MEG	
signals	during	tES.	Each	of	these	methods	takes	a	different	approach	to	remove	stimulation	
artifacts.	Next,	we	briefly	explain	them.	
3.1 Available	methods	for	simultaneous	tES	and	M/EEG	
EEG	and	MEG	recordings	during	tES	are	contaminated	by	huge	stimulation	artifacts	that	
have	to	be	removed	before	one	is	able	to	look	at	brain	activity	(Soekadar	et	al.,	2016).	These	
stimulation	artifacts,	which	 look	 similar	 to	 the	 stimulation	current	of	 tES,	 in	 some	sensors	
can	 be	up	 to	 1000	 times	 bigger	 than	normal	 brain	 signals	 and	might	 exceed	 the	dynamic	
range	of	common	EEG	recording	devices.	Therefore,	expected	artifact	strengths	should	be	
considered	before	choosing	an	appropriate	EEG	device	(Miniussi	et	al.,	2012).	Based	on	the	
exact	features	of	the	desired	application,	the	required	artifact-removal	method	might	have	
different	 levels	 of	 complexity.	 For	 example,	 if	 the	 stimulation	 frequency	does	not	 overlap	
with	 the	 frequency	band	of	 relevant	brain	 activity,	 a	 simple	 filtering	might	be	enough	 for	
artifact-removal	 (Marshall	 et	 al.,	 2004).	 Here,	 we	 are	 interested	 in	 methods	 that	 aim	 to	
remove	stimulation	artifacts	at	the	stimulation	and	nearby	frequencies.	Such	methods	could	
be	 used	 to	 study	 how	 brain	 oscillations	 at	 the	 stimulation	 frequency	 respond	 to	 tACS.	 In	
particular,	 these	 methods	 could	 be	 used	 to	 study	 potential	 entrainment	 of	 neural	
oscillations	 by	means	of	 tACS	 (Vossen	et	 al.,	 2015).	Over	 the	 last	 couple	of	 years,	 several	
groups	 have	 developed	methods	 to	 look	 into	 EEG	 and	MEG	 recordings	 at	 tES	 stimulation	
frequency	(Helfrich	et	al.,	2014;	Neuling	et	al.,	2015;	Soekadar	et	al.,	2013;	Voss	et	al.,	2014)	
that	we	briefly	explain	below.		
Strong	magnetic	fields	might	damage	MEG	sensors.	This	is	why	until	recently	researchers	
did	not	consider	using	tES	inside	MEG	systems.	In	a	pioneering	study,	Soekadar	et	al.	(2013)	
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showed	that,	under	specific	conditions,	tES	could	be	combined	with	MEG.	Further	on,	they	
suggested	that	beamforming	might	be	able	to	remove	stimulation	artifacts.	Beamforming	is	
a	 spatial	 filtering	 technique	 in	which	 signals	 of	MEG	 sensors	 are	 combined	 in	 an	 optimal	
manner	 to	estimate	electrical	 sources	of	magnetic	 fields	 inside	 the	brain	 (Van	Veen	et	al.,	
1997).	Because	tES	artifact	sources	are	localized	outside	the	brain	(i.e.,	currents	in	wires	and	
on	the	skin),	Soekadar	et	al.	argued	that	tES	artifacts	would	not	affect	beamforming	results.	
Further	on,	they	verified	this	idea	in	a	tDCS	experiment	on	a	phantom.	Based	on	this	study,	
Neuling	 et	 al.	 (2015)	 applied	beamforming	 to	MEG	 signals	 recorded	during	 10	Hz	 tACS	 to	
remove	stimulation	artifacts.	They	showed	that	the	visual	alpha	power	increase	that	results	
from	 eye	 closure	 could	 be	 detected	 in	 beamformed	 signals	 of	 both	 sham	 and	 tACS	
conditions.	 Neuling	 and	 colleagues	 took	 this	 observation	 as	 evidence	 in	 favor	 of	 the	 idea	
that	source-level	signals	estimated	by	beamforming	are	free	from	artifacts.	
In	another	study,	Helfrich	et	al.	(2014)	adopted	a	method,	which	was	originally	designed	
for	cleaning	fMRI	artifacts	from	EEG	recordings	(Niazy	et	al.,	2005),	to	remove	tACS	artifacts	
from	 EEG.	 This	 method	 consists	 of	 three	 steps.	 In	 the	 first	 step,	 each	 channel’s	 data	 is	
chopped	into	epochs	that	contain	a	desired	natural	number	of	tACS	stimulation	cycles.	Next,	
for	 each	 channel,	 a	weighted	 temporal	 average	of	 neighboring	 epochs	 is	 subtracted	 from	
each	epoch	of	EEG	data.	This	step	removes	a	substantial	amount	of	artifact	that	neighboring	
epochs	 have	 in	 common.	 Finally,	 principle	 component	 analysis	 is	 applied	 to	 data	 from	 all	
sensors.	 After	 detecting	 artifactual	 components	 based	 on	 their	 spatial	 topography,	 these	
components	are	discarded	 (two	components	on	average)	and	 the	 rest	of	 the	components	
are	 projected	 back	 to	 obtain	 sensor-level	 EEG	 signals.	 Helfrich	 et	 al.	 evaluated	 the	
performance	of	this	method	through	simulations.	In	their	simulation,	they	considered	each	
sensor’s	 artifact	 to	 be	 a	 linearly	 transformed	 version	 of	 the	 stimulation	 current,	 and	
concluded	that	their	method	successfully	removes	stimulation	artifacts.	Using	this	method,	
Helfrich	et	al.	(2014)	claimed	to	observe	entrainment	of	alpha	band	brain	activity	during	10	
Hz	tACS.		
Finally,	Voss	et	al.	(2014)	designed	a	two-step	pipeline	to	remove	tACS	artifacts	from	EEG	
recordings	 during	 sleep.	 They	 first	 subtracted	 a	 template	 signal	 from	 an	 EEG	 channel	 of	
interest	that	was	corrupted	by	artifacts.	This	template	was	constructed	by	scaling	and	phase	
shifting	the	average	signal	of	two	channels	in	the	neighborhood	of	the	desired	channel.	This	
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step	removed	most	tACS	artifacts.	To	account	for	residual	artifacts,	Voss	et	al.	applied	band-
stop	 digital	 filters	 to	 the	 output	 of	 the	 first	 step.	 Similar	 to	 Soekadar	 et	 al.	 (2013),	 the	
authors	 verified	 this	 method	 by	 means	 of	 a	 dummy	 experiment.	 Based	 on	 behavioral	
results,	 the	authors	claimed	that	 tACS	applied	at	40	Hz	 is	able	to	 induce	self-awareness	 in	
dreams.	Moreover,	using	this	artifact	cleaning	method,	they	claimed	that	EEG	signals	during	
40	Hz	tACS	show	an	increase	in	gamma	band	power	only	when	subjects	report	experience	of	
self-awareness	 in	 sleep.	 Voss	 et	 al.	 took	 these	 findings	 as	 evidence	 supporting	 the	 causal	
role	of	gamma	band	neural	oscillations	in	higher-order	consciousness.		
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4 Our	results:	tES	artifacts	in	EEG	and	MEG		
All	available	tES	artifact-removal	methods	are	developed	based	on	the	assumption	that	
stimulation	 artifacts	 are	 linearly	 transformed	 versions	 of	 stimulation	 currents.	 This	
assumption	 manifests	 itself	 in	 how	 various	 groups	 verify	 their	 methods	 by	 means	 of	
simulations	and	phantom	experiments.	In	phantom	experiments,	artifact-cleaning	methods	
are	applied	 to	EEG	or	MEG	signals	 recorded	 from	a	dummy	during	application	of	 tES.	The	
rational	is	that,	if	an	artifact-cleaning	method	successfully	removes	tES	artifacts	in	a	dummy	
experiment,	 cleaned	 outputs	 should	 contain	 only	 signals	 from	 known	 sources	 positioned	
inside	the	dummy	(Neuling	et	al.,	2017;	Soekadar	et	al.,	2013;	Voss	et	al.,	2014).	A	similar	
approach	 is	 taken	 in	 verifications	based	on	 simulation.	Here,	 the	 simulated	 signal	 of	 each	
sensor	 is	 set	 equal	 to	 a	 scaled	 version	 of	 the	 stimulation	 current	 (Helfrich	 et	 al.,	 2014).	
Importantly,	 the	 validity	 of	 these	 assumptions	 and	 verification	 methods	 has	 not	 been	
investigated	 by	 any	 of	 these	 studies	 (Noury	 et	 al.,	 2016).	 In	 other	words,	 these	methods	
have	 been	 designed	 to	 remove	 stimulation	 artifacts,	 despite	 the	 fact	 that	 properties	 of	
stimulation	 artifacts	were	 not	 studied	 beforehand.	 Consequently,	 all	 these	methods	were	
developed	based	on	subjective	 feelings	about	how	clean	processed	outputs	 look	 like.	This	
fundamental	 problem	 might	 lead	 to	 false	 positive	 findings	 driven	 by	 complex	 behaving	
residual	artifacts,	which	could	be	mistaken	as	neural	signals	(Noury	et	al.,	2016).	Therefore,	
we	set	out	to,	 for	the	first	time,	systematically	characterize	tACS	and	tDCS	artifacts	 in	EEG	
and	MEG.		
We	recorded	EEG	and	MEG	signals	in	4	subjects	during	application	of	11	Hz	tACS,	62	Hz	
tACS,	 and	no	 stimulation	 (sham)	 conditions.	 Stimulation	 currents	with	 1	mA	peak-to-peak	
strength	 were	 applied	 through	 Ag/AgCl	 EEG	 electrodes	 and	 12	 minutes	 of	 data	 per	
stimulation	condition	was	 recorded	 from	each	subject.	 Subjects	were	asked	 to	 fixate	on	a	
red	dot	at	the	center	of	the	screen.	To	check	the	influence	of	stimulation	electrodes	on	tES	
artifacts,	in	one	control	experiment	we	recorded	EEG	and	MEG	signals	during	tACS	that	was	
applied	 with	 commonly	 used	 large	 rubber	 electrodes.	 In	 another	 control	 experiment,	 we	
recorded	EEG	and	MEG	signals	during	tDCS	to	compare	tDCS	artifacts	with	tACS	artifacts.	In	
all	the	above	experiments,	EEG	and	MEG	signals	were	recorded	simultaneously.	Therefore,	
in	 the	 last	control	experiment	we	recorded	MEG	but	not	EEG	signals	during	tACS	to	check	
whether	observed	artifacts	 in	MEG	were	dependent	on	the	EEG	device	or	EEG	electrodes.	
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Importantly,	 in	 all	 experiments,	 we	 recorded	 ECG	 and	 respiratory	 signals	 of	 subjects	 in	
parallel	to	EEG	and	MEG	signals.		
4.1 First	paper:	amplitude	of	stimulation	artifacts		
In	our	first	paper	(Noury	et	al.,	2016),	we	showed	that	contrary	to	previous	assumptions	
tES	 artifacts	 do	 not	 simply	 reflect	 stimulation	 currents,	 but	 that	 they	 are	 amplitude-
modulated	versions	of	stimulation	currents.	These	modulations	are	 locked	to	the	subject’s	
physiological	 processes.	 In	 other	 words,	 we	 showed	 that	 although	 the	 tACS	 stimulation	
current	 is	a	sinusoidal	wave	with	constant	amplitude	during	the	experiment,	 tACS	artifacts	
in	 EEG	 and	MEG	 signals	 are	 sinusoidal	waves	with	 time-varying	 amplitudes.	 The	 rhythmic	
part	of	these	modulations	is	locked	to	the	heartbeat	and	the	respiratory	cycle,	and	for	most	
sensors,	 their	 strength	 is	 even	 bigger	 than	 normal	 EEG	 and	MEG	 signals.	 Therefore,	 they	
cannot	be	discarded	in	the	design	and	verification	of	artifact-removal	methods.	Moreover,	
we	 showed	 that	 these	 modulations	 happen	 irrespective	 of	 the	 stimulation	 frequency.	
Therefore,	 because	 tDCS	 can	 be	 seen	 as	 a	 special	 case	 of	 tACS	 with	 0	 Hz	 stimulation	
frequency,	we	predicted	that	the	same	modulations	take	place	during	tDCS.	Indeed,	this	 is	
what	our	tDCS	experiment	showed.		
Most	 tES	 experiments	 use	 large	 rubber	 stimulation	 electrodes.	 Therefore,	 in	 a	 control	
experiment,	we	checked	whether	the	observed	nonlinear	artifacts	might	be	due	to	our	small	
Ag/AgCl	stimulation	electrodes.	We	found	that	these	modulations	are	not	due	to	the	size	of	
stimulation	electrodes.		
From	 the	 independence	 of	 artifactual	 modulations	 from	 stimulation	 electrode	 type,	
stimulation	 electrode	 size,	 or	 stimulation	 waveform	 shape,	 we	 concluded	 that	 these	
modulations	are	results	of	time-varying	body	resistance	and	head	position.	We	showed	that,	
due	to	these	continuous	modulations,	the	mapping	between	artifact	sources	and	recording	
sensors	is	time-variant.	In	other	words,	since	the	spatial	pattern	of	tES	artifacts	continuously	
varies	 over	 time,	 algorithms	 like	 PCA	 or	 ICA	 are	 unable	 to	 capture	 tES	 artifacts	 in	 few	
components.	 Moreover,	 we	 showed	 that,	 in	 contrast	 to	 previous	 assumptions,	 tACS	 and	
tDCS	 artifacts	 are	 not	 narrow-band.	 This	 is	 because	 heartbeat	 and	 respiration-induced	
modulations	 are	 not	 sinusoidal.	 In	 fact,	 tACS	 artifacts	 contaminate	 power	 spectra	 of	
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recordings	in	a	symmetric	manner	and	are	detectable	at	frequencies	even	8	Hz	beyond	the	
stimulation	frequency.		
None	of	 the	 currently	 available	 artifact-removal	 techniques	 has	 been	 designed	 to	 deal	
with	either	nonlinear	and	time-variant	artifact	modulations	or	the	artifacts’	dependence	on	
the	 subject’s	physiological	 state.	Moreover,	none	of	 the	 verification	methods	used	 to	 test	
the	 performance	 of	 these	 techniques	 is	 sensitive	 to	 the	 artifact’s	 amplitude	modulations.	
Therefore,	 in	 the	 next	 step	 we	 evaluated	 the	 performance	 of	 available	 artifact	 cleaning	
methods	(Helfrich	et	al.,	2014;	Neuling	et	al.,	2015;	Soekadar	et	al.,	2013;	Voss	et	al.,	2014).	
We	 used	 our	 findings	 as	 landmarks	 to	 track	 tES	 artifacts	 over	 different	 stages	 of	 artifact-
removal	pipelines,	and	to	check	whether	the	output	of	these	pipelines	is	free	from	artifacts.	
In	fact,	we	found	that	none	of	the	above	methods	accounts	for	the	features	of	tES	artifacts	
that	 we	 described,	 and	 that	 their	 outputs	 are	 contaminated	 with	 residual	 artifacts.	 In	
addition,	 we	 showed	 that,	 because	 of	 the	 complex	 nature	 of	 tES	 artifacts	 and	 their	
dependence	on	the	subject’s	physiological	state,	residual	artifacts	are	prone	to	be	mistaken	
as	neural	entrainment.	
4.2 Second	paper:	phase	of	stimulation	artifacts		 	
In	 the	second	paper	 (Noury	and	Siegel,	2017),	we	extended	our	work	by	characterizing	
the	phase	of	tACS	stimulation	artifacts	in	EEG	and	MEG	recordings.	 It	 is	generally	assumed	
that	 sinusoidal	 stimulation	 artifacts	 of	 different	 channels	 show	 either	 zero	 or	 180	 degree	
phase	shifts	relative	to	the	injected	stimulation	current.	However,	by	carefully	analyzing	the	
phase	of	 the	 recorded	 signals,	we	 realized	 that	 the	phase	of	 EEG	and	MEG	 signals	 during	
tACS	 shows	 tiny,	 but	 stable,	 deflections	 from	 the	 expected	 zero	 or	 180	 degree	 phases.	
Moreover,	we	showed	that	the	size	of	each	channel’s	phase	deflection	is	dependent	on	both	
the	frequency	and	the	strength	of	the	stimulation	artifact.	Importantly,	we	found	that	these	
phase	 deflections	 are	 not	 due	 to	 brain	 activity,	 but	 that	 they	 result	 from	 a	 nonlinear	
mechanism	 that	 shifts	 the	 phase	 of	 the	 sinusoidal	 stimulation	 artifacts.	 Although	 these	
phase	deflections	are	very	small,	their	effective	strength	is	often	several	times	bigger	than	
the	 brain	 signals.	 In	 other	 words,	 discarding	 them	 leads	 to	 residual	 artifacts	 bigger	 than	
brain	signals	at	the	sensor	level.	Thus,	these	phase	deflections	have	to	be	accounted	for	in	
artifact-removal	methods.		
	Our	results:	tES	artifacts	in	EEG	and	MEG	 19	 	
The	average	value	of	each	channel’s	phase	deflection	 is	 stable	over	minutes.	However,	
the	artifact’s	phase	jitters	on	faster	time	scales.	By	analyzing	phase	variations	over	time,	we	
found	that	the	artifact’s	phase	is	modulated	locked	to	heartbeat	and	respiration.	Although	
much	 weaker	 than	 the	 average	 phase	 deflections,	 the	 effective	 strength	 of	 these	 phase	
modulations	 is	comparable	to	normal	EEG	and	MEG	signals.	These	phase	modulations	add	
another	dimension	to	the	dependence	of	tES	artifacts	on	the	subject’s	physiological	state.		
We	 further	 discussed	mechanisms	underlying	 artifactual	 phase	 features.	 Especially,	 for	
the	 case	 of	 EEG	 we	 explained	 how	 these	 phase	 features	 arise	 from	 known	 physical	
properties	 of	 EEG	 electrodes	 and	 EEG	 electronics.	 By	 presenting	 an	 electrical	 model,	 we	
showed	that	these	phase	features	happen	mainly	due	to	small	capacitive	effects	at	contact	
points	 of	 EEG	 electrodes	 and	 skin.	 This	 model	 explains	 several	 features	 of	 the	 artifact’s	
phase,	including	its	dependence	on	the	stimulation	frequency.		
Knowledge	about	artifact	 features	 is	not	only	useful	 for	detecting	artifacts,	but	also	for	
simulating	them.	Therefore,	we	further	summarized	findings	of	the	first	and	second	paper	in	
a	complex-valued	mathematical	model.	This	model	transforms	the	phase	and	the	amplitude	
of	the	stimulation	current	according	to	the	artifact	features	of	the	recorded	data	to	simulate	
stimulation	artifacts	of	various	EEG	or	MEG	sensors.		These	simulated	artifacts	can	be	used	
to	evaluate	the	performance	of	artifact-removal	techniques	and	to	estimate	the	strength	of	
residual	 artifacts	 in	 processed	 data.	 Such	 evaluations	 may	 be	 useful	 for	 interpreting	
electrophysiological	 recordings	cleaned	from	artifacts,	and	for	clarifying	whether	observed	
effects	in	artifact-cleaned	signals	reflect	residual	artifacts	or	changes	in	brain	activity.	
In	sum,	our	second	paper	uncovers	features	of	the	heretofore	disregarded	phase	of	tACS	
artifacts.	 Together	 with	 the	 results	 of	 our	 first	 paper,	 it	 explains	 why	 artifact-removal	
methods	based	on	PCA	or	beamforming	fail	to	completely	remove	stimulation	artifacts.	This	
is	simply	because	these	methods	assume	a	time-invariant	and	non-delayed	projection	from	
sources	of	artifacts	to	sensors.	Our	findings	show	that	this	assumption	does	not	hold	for	EEG	
and	MEG	recordings	during	tES.	Importantly,	because	tES	artifacts	are	very	strong	compared	
to	 brain	 signals,	 tiny	 violations	 of	 this	 assumption	 lead	 to	 residual	 artifacts	 that	 are	 even	
bigger	than	usual	EEG	and	MEG	signals.	Therefore,	our	results	strongly	argue	for	revisiting	
well-accepted	assumptions	in	the	design	and	verification	of	tES	artifact-removal	methods.		
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4.3 Third	paper:	reply	and	physics	behind	stimulation	artifacts	
Our	third	paper	is	to	a	large	extent	a	reply	to	a	paper	by	Neuling	et	al.	(2017),	which	was	
published	in	response	to	our	first	paper.	In	their	paper,	Neuling	et	al.	raised	several	points	
concerning	 our	 findings.	 Mainly,	 the	 authors	 claimed	 that	 the	 artifactual	 amplitude	
modulations	 reported	 by	 us	 happen	 due	 to	 a	 technical	 problem	 at	 the	 stimulator	 level.	
Despite	the	fact	that	we	already	explicitly	addressed	this	issue	in	the	first	paper	and	showed	
that	 such	a	 technical	 problem	does	not	 cause	 the	 reported	effects,	 in	our	 third	paper	we	
further	discussed	this	point	and	showed	in	more	detail	that	such	a	technical	problem	did	not	
occur	 in	 our	 experiments.	 Briefly,	 we	 re-analyzed	 the	 electrical	 output	 current	 of	 the	
stimulation	 device,	 and	 showed	 that	 artifact	 features	 observed	 in	 EEG	 and	MEG	 are	 not	
present	 in	 the	 stimulation	 current.	 In	 other	 words,	 the	 observed	 artifact	 features	 are	
independent	 from	the	stimulation	device.	To	 further	clarify	 the	properties	of	 tES	artifacts,	
using	 Ohm’s	 and	 Biot-Savart	 laws,	 we	 also	 discussed	 in	 detail	 the	 physics	 behind	 these	
artifacts	 and	 showed	 that	 the	 artifacts’	 amplitude	 modulation	 is	 independent	 of	 the	
stimulator	and	happens	due	to	head	movement	and	impedance	changes	of	the	body.	
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5 Summary	and	discussion	
The	 studies	 on	 tDCS	 and	 tACS	 artifacts	 comprised	 in	 this	 thesis	 uncover	 previously	
unknown	 nonlinearities,	 and	 time	 and	 physiological-state	 dependencies	 of	 both,	 the	
amplitude	 and	 the	 phase	 of	 stimulation	 artifacts.	 Our	 results	 reveal	 several	 pitfalls	 of	
investigating	EEG	and	MEG	signals	recorded	during	tES,	which	might	result	in	false	positive	
findings.	 Therefore,	 these	 results	 should	 be	 considered	 in	 the	 design	 and	 evaluation	 of	
artifact-removal	methods	and	when	interpreting	outputs	of	such	methods.		
Our	studies	suggest	that	the	problem	of	removing	tES	stimulation	artifacts	from	EEG	and	
MEG	recordings	has	been	underestimated	so	far.	This	holds	particularly	true	for	the	case	of	
monitoring	brain	activity	at	frequencies	close	to	the	stimulation	frequency.	Currently,	there	
is	 no	well-evaluated	pipeline	 available	 for	 such	 a	 purpose.	 So	 far,	 all	 efforts	 for	 designing	
such	a	pipeline	have	been	made	without	considering	the	actual	properties	of	the	problem.	
In	 fact,	 future	 efforts	 should	 reconsider	 current	 assumptions	 and	 methodologies.	
Considering	 the	 revealed	 complexity	 of	 the	problem,	 it	 is	 also	 necessary	 to	 perform	 cost-
benefit	analyses	before	undertaking	further	efforts,	especially	if	alternative	approaches	are	
available.	Next,	we	discuss	 such	alternatives	 and	also	provide	 some	 ideas	on	how	 to	 look	
into	brain	activity	by	means	of	M/EEG	during	tES.	
5.1 Invasive	recordings	
Various	 applications	 require	 continuous	 monitoring	 of	 brain	 activity	 during	 tES.	 One	
interesting	example	 is	related	to	studying	the	causal	roles	of	neuronal	oscillations	(Buzsáki	
and	Draguhn,	2004).	It	has	been	suggested	that	tACS	might	be	able	to	entrain	and	enhance	
neuronal	oscillations	at	the	stimulation	frequency	(Fröhlich	and	McCormick,	2010;	Zaehle	et	
al.,	2010).	In	that	case,	one	could	manipulate	neuronal	oscillations	and	check	whether	these	
manipulations	 have	 causal	 effects	 on	 brain	 activity	 and	 behavior	 (Helfrich	 et	 al.,	 2014;	
Romei	 et	 al.,	 2016b).	 However,	 recent	 evidence	 questions	 the	 capability	 of	 weak	 tACS	
currents	 to	 induce	 neuronal	 entrainment	 in	 the	 human	 brain	 (Vossen	 et	 al.,	 2015).	
Therefore,	online	monitoring	of	brain	activity	during	tACS	with	high	temporal	 resolution	 is	
necessary	for	understanding	the	true	effects	of	tACS	on	human	brain	activity.		
Such	monitoring	could	be	achieved	by	means	of	EEG	or	MEG.	This	is	beneficial,	especially	
because	 these	 non-invasive	 methods	 can	 be	 used	 in	 healthy	 and	 diseased	 subjects	 to	
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monitor	the	activity	of	the	entire	cortex.	However,	removing	stimulation	artifacts	seems	to	
be	much	more	challenging	than	it	was	thought	to	be,	and	there	is	no	guarantee	that	further	
efforts	will	 result	 in	 an	 ideal	 artifact-removal	method.	 Therefore,	 it	might	be	easier	 to	do	
such	recordings	in	patients	with	implanted	electrodes	or	using	animal	models	(Huang	et	al.,	
2017;	 Kar	 et	 al.,	 2017).	 Through	 this	 approach,	 one	 could	 directly	measure	 the	 effects	 of	
stimulation	on	the	spiking	of	neurons	without	the	signal	being	affected	by	technical	artifacts	
(Kar	et	al.,	2017;	Ozen	et	al.,	2010).	However,	this	comes	at	the	expense	of	using	animals	for	
research	or	strong	limitations	in	recruiting	human	subjects.	Moreover,	this	approach	usually	
provides	information	about	neuronal	activity	at	few	positions	in	the	brain,	which	might	not	
be	 enough	 if	 understanding	 effects	 of	 tES	 at	 the	 network	 level	 is	 required.	 Researchers	
should	reconsider	costs,	benefits,	and	risks	of	 failure	of	these	approaches	before	choosing	
their	approach	in	the	future.		
5.2 Discontinuous	closed-loop	approaches	
The	study	of	neuronal	oscillations	is	not	the	only	application	that	requires	monitoring	of	
brain	activity	during	stimulation.	Accumulating	evidence	suggests	 that	 the	effect	of	 tES	on	
brain	activity	relies	on	the	state	and	dynamics	of	cortical	networks	(Alekseichuk	et	al.,	2016;	
Fritsch	et	al.,	2010;	Fröhlich	and	McCormick,	2010;	Guerra	et	al.,	2016;	Romei	et	al.,	2016b;	
Schmidt	 et	 al.,	 2014).	 This	 has	motivated	 several	 closed-loop	 brain	 stimulation	 paradigms	
that	 make	 use	 of	 brain	 activity	 or	 behavior	 during	 stimulation	 to	 enhance	 memory	
consolidation	(Lustenberger	et	al.,	2016),	control	epileptic	seizures	(Berényi	et	al.,	2012),	or	
suppress	 Parkinsonian	 tremor	 (Brittain	 et	 al.,	 2013).	Measurement	 of	 EEG	or	MEG	 signals	
during	tES	might	be	a	powerful	approach	for	such	closed-loop	brain	stimulation	paradigms	
(Bergmann	 et	 al.,	 2016).	 Although	 continuous	 monitoring	 of	 EEG	 or	 MEG	 signals	 at	 the	
stimulation	 frequency	 might	 be	 necessary	 to	 suppress	 or	 enhance	 specific	 neuronal	
dynamics	in	a	closed-loop	manner	(Brittain	et	al.,	2013;	Fröhlich	and	McCormick,	2010),	less	
demanding	discontinuous	monitoring	approaches	might	be	 sufficient	 in	 some	other	 cases.	
Specifically,	EEG	or	MEG	signals	in	absence	of	tES	might	be	used	to	decode	specific	network	
states	 and	 trigger	 short	 stimulation	 trains.	 For	 example,	 Berényi	 et	 al.	 (2012)	 monitored	
electrophysiological	recordings	to	detect	epileptic	seizures,	and	further	used	these	events	to	
trigger	 tES	 trains	 to	suppress	upcoming	seizures.	Such	an	approach	could	also	be	used	 for	
investigatory	purposes.	For	 instance,	Lustenberger	et	al.	 (2016)	 took	a	similar	approach	to	
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study	the	role	of	brain	spindles	in	memory	consolidation.	Here,	spindle	events	triggered	tES	
trains.	 In	 these	 discontinuous	 approaches,	 processing	 pipelines	 should	 only	 account	 for	
transient	 artifacts	 that	 result	when	 stimulation	 currents	 are	 switched	 off	 (Marshall	 et	 al.,	
2004;	Vossen	et	al.,	2015),	which	 is	 less	 challenging	 than	 removing	artifacts	 in	 continuous	
approaches.	 In	sum,	when	possible,	problems	of	 removing	tES	artifacts	should	be	reduced	
by	use	of	its	less-demanding	versions.		
5.3 Cross-frequency	approaches	 	
In	 this	 dissertation,	 we	 focused	 on	 electrophysiological	 recordings	 at	 frequency	 bands	
that	overlap	with	the	stimulation	frequency.	However,	tES	at	a	specific	frequency	might	also	
influence	brain	activity	at	frequency	bands	far	from	the	stimulation	frequency.	In	fact,	many	
studies	 suggest	 that	 brain	 rhythms	 at	 different	 frequency	 bands	 interact	with	 each	 other	
through	 phase	 coupling,	 amplitude	 coupling,	 or	 phase-amplitude	 coupling	 (Alekseichuk	 et	
al.,	 2016;	 Siegel	 et	 al.,	 2012).	 Therefore,	 tES	 at	 a	 specific	 frequency	 could	 be	 used	 to	
influence	 brain	 rhythms	 at	 other	 frequencies	 (Alekseichuk	 et	 al.,	 2016).	 For	 instance,	 in	 a	
recent	example,	Witkowski	et	al.	 (2016)	developed	a	new	stimulation	protocol,	called	AM-
tACS,	in	which	tACS	at	a	high	carrier	frequency	(220	Hz)	is	used	to	manipulate	target	brain	
rhythms	 at	 lower	 frequencies.	 This	 has	 been	 done	 through	 amplitude	modulation	 of	 the	
high	carrier	signal	at	the	frequency	of	the	target	brain	rhythm.	Although	 it	 is	not	yet	clear	
how	the	physiological	effects	of	this	specific	stimulation	approach	compare	to	conventional	
tACS,	stimulation	artifacts	of	AM-tACS	are	significantly	smaller	that	artifacts	of	tACS.	In	fact,	
in	 this	 case	 processing	 pipelines	 should	 only	 remove	 stimulation	 sub-harmonics	 from	
recordings.	 Considering	 their	 lower	 amplitude	 compared	 to	 artifacts	 at	 the	 stimulation	
frequency,	 removing	 stimulation	 sub-harmonics	 is	 likely	 to	 be	 less	 challenging.	 However,	
these	 artifacts	 have	 not	 been	 investigated	 so	 far	 and	 future	 research	 should	 consider	
characterizing	them.		
5.4 Accounting	for	residual	artifacts	
Although	 it	 is	 very	 challenging	 to	 completely	 remove	 stimulation	 artifacts	 at	 the	
stimulation	frequency,	 it	 is	possible	to	suppress	them.	In	fact,	all	available	artifact-removal	
methods	strongly	suppress	tES	artifacts.	One	possibility	is	to	diminish	the	effect	of	residual	
artifacts	 by	 means	 of	 well-designed	 analysis	 pipelines.	 For	 instance,	 this	 can	 be	 done	 by	
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comparing	 several	 experimental	 conditions	 with	 similar	 levels	 of	 residual	 artifact.	 This	 is	
particularly	useful	when	modulatory	 effects	of	 tES	during	 specific	 conditions,	 states,	 or	 at	
specific	time	points	of	an	experiment	are	the	matter	of	investigation	(Marshall	et	al.,	2016;	
Neuling	et	al.,	2015;	Voss	et	al.,	2014).	For	example,	one	could	ask	if	the	amount	of	gamma	
power	 increase	 due	 to	 visual	 stimulation	 differs	 between	 sham	 and	 tES	 conditions.	 After	
using	one	of	the	available	methods	for	suppressing	stimulation	artifacts,	one	could	assume	
that	 the	 same	 amount	 of	 residual	 artifact	 exists	 prior	 to	 and	 after	 visual	 stimulation.	
Therefore,	 by	 calculating	 the	 difference	 between	 average	 power	 before	 and	 after	 visual	
stimulation,	an	artifact-free	estimation	of	visual	gamma	power	increase	during	tES	could	be	
obtained.	Finally,	this	estimation	could	be	compared	with	the	visual	gamma	power	increase	
of	the	sham	condition	(Marshall	et	al.,	2016).		
The	main	question	regarding	the	aforementioned	approach	is	how	to	check	whether	the	
two	conditions	contain	the	same	levels	of	residual	artifact.	Our	results	suggest	that	features	
of	stimulation	artifacts	depend	on	the	subject’s	physiological	state	and,	in	the	case	of	MEG,	
head	 movement.	 Therefore,	 by	 comparing	 various	 physiological	 signals	 and	 head	
movements	between	conditions,	 it	 is	possible	 to	check	whether	 the	assumption	of	 similar	
residual	artifact	levels	are	justified.	There	are	many	situations	in	which	this	assumption	does	
not	 hold.	 One	 recent	 example	 comes	 from	 the	 study	 by	 Voss	 et	 al.	 (2014),	 in	 which	 the	
authors	compare	EEG	signals	 recorded	during	 tACS	between	 lucid	dreaming	and	non-lucid	
dreaming	 conditions,	 despite	 the	 fact	 that	 lucid	 dreaming	 is	 known	 to	 influence	 the	
physiological	state	of	subjects	(LaBerge	et	al.,	1986).	Consequently,	assuming	similar	 levels	
of	residual	artifact	in	these	two	conditions	is	not	justified.	Therefore,	before	attributing	any	
observed	difference	between	signals	from	two	conditions	to	a	change	in	brain	activity,	the	
influence	of	a	difference	between	residual	artifacts	should	be	investigated.		
Specific	measures	of	brain	activity	could	also	cancel	out	the	effect	of	residual	artifacts.	In	
other	words,	while	one	specific	measure	applied	to	a	dataset	that	contains	residual	artifacts	
might	result	in	artifact-free	data,	another	measure	applied	to	the	same	dataset	might	result	
in	 artifactual	 outcomes.	 Here,	 we	 emphasize	 the	 prominent	 difference	 between	 time	
domain	 event-related	 analysis	 and	 frequency	 domain	 power	 analysis,	 which	 has	 been	
overlooked	so	far	(Helfrich	et	al.,	2014;	Neuling	et	al.,	2015).	For	the	case	of	power	analysis,	
residual	 artifacts	 generally	 lead	 to	 a	 positive	 bias	 in	 power	 estimates	 during	 tACS.	 This	 is	
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because	residual	artifacts	are	sinusoidal	waves	and,	irrespective	of	their	phase,	their	power	
always	 adds	 up	 to	 the	 power	 of	 underlying	 brain	 activity.	 This	 is	 not	 the	 case	 for	 time	
domain	event-related	analysis,	if	the	stimulation	current	is	not	phase-locked	to	the	event	of	
interest.	 Under	 this	 condition,	 residual	 artifacts	 have	 random	 phases	 at	 each	 single	 trial.	
Therefore,	averaging	across	a	large	number	of	trials	generates,	in	a	statistical	sense,	artifact-
free	event-related	 signals.	However,	 it	 should	be	noted	 that	 in	 this	 case,	 residual	artifacts	
effectively	 increase	the	noise	 level	across	trials.	Therefore,	the	number	of	trials	needed	to	
obtain	 significant	 results	 might	 be	 bigger	 than	 for	 experiments	 without	 tES.	 In	 sum,	 it	 is	
important	 to	 realize	 that	 obtaining	 artifact-free	 results	 through	 one	 measure	 does	 not	
guarantee	obtaining	valid	results	through	another	measure	of	brain	activity.		
5.5 Computer	simulations	
Our	 findings	 suggest	 a	model	 for	 stimulation	 artifacts	 that	 provides	 the	 nonlinear	 and	
time-variant	transformations	that,	when	applied	to	the	stimulation	current,	 lead	to	signals	
that	 resemble	 tES	 artifacts	 in	 EEG	 and	MEG.	 This	 knowledge	 can	 be	 used	 for	 simulating	
stimulation	 artifacts.	 Such	 simulations	 could	 be	 used	 not	 only	 for	 designing	 new	 artifact-
removal	 methods,	 but	 also	 to	 evaluate	 their	 performance	 and	 to	 estimate	 features	 of	
residual	artifacts.	Consequently,	by	comparing	 these	estimates	with	 results	obtained	 from	
real	recordings,	one	could	argue	whether	the	results	are	reflecting	residual	artifacts	or	true	
brain	signals.		
5.6 Other	stimulation	methods		
	As	a	final	remark,	we	would	like	to	mention	that	the	last	two	decades	have	seen	a	strong	
focus	on	TMS	and	tES	as	two	powerful	non-invasive	brain	stimulation	techniques.	However,	
several	 new	 non-invasive	 brain	 stimulation	 techniques	 are	 emerging	 (Lewis	 et	 al.,	 2016).	
Among	them,	low-powered	transcranial	focused	ultrasound	stimulation	(tFUS)	is	particularly	
interesting.	 This	 is	 not	 only	 because	 of	 the	 high	 spatial	 and	 temporal	 resolution	 of	 this	
technique,	 but	 also	 because	 it	 is	 unlikely	 to	 generate	 strong	 artifacts	 in	 EEG	 recordings.	
Recently,	 it	 has	 been	 shown	 that	 this	 method	 is	 able	 to	 transcranially	 modulate	 brain	
activity	in	humans	(Legon	et	al.,	2014;	Mueller	et	al.,	2014).	Therefore,	tFUS	might	be	very	
suitable	for	closed-loop	brain	stimulation	approaches	that	use	EEG	for	online	monitoring	of	
brain	 activity.	 However,	 the	 capabilities	 of	 tFUS	 are	 not	 clear	 yet.	 For	 instance,	 although	
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tFUS	is	able	to	modulate	neural	event-related	responses	(Legon	et	al.,	2014),	so	far	its	effect	
on	 neural	 oscillations	 has	 not	 been	 studied.	 More	 research	 on	 tFUS	 is	 required	 to	
understand	its	capabilities	in	modulating	different	aspects	of	brain	function.		
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Transcranial electric stimulation (tES) is a promising tool to non-invasively manipulate neuronal activity in the
human brain. Several studies have shown behavioral effects of tES, but stimulation artifacts complicate the simul-
taneous investigation of neural activity with EEG or MEG. Here, we ﬁrst show for EEG andMEG, that contrary to
previous assumptions, artifacts do not simply reﬂect stimulation currents, but that heartbeat and respiration non-
linearly modulate stimulation artifacts. These modulations occur irrespective of the stimulation frequency, i.e.
during both transcranial alternating and direct current stimulations (tACS and tDCS). Second, we show that,
although at ﬁrst sight previously employed artifact rejection methods may seem to remove artifacts, data are
still contaminated by non-linear stimulation artifacts. Because of their complex nature and dependence on the
subjects' physiological state, these artifacts are prone to be mistaken as neural entrainment. In sum, our results
uncover non-linear tES artifacts, show that current techniques fail to fully remove them, and pave the way for
new artifact rejection methods.
© 2016 Elsevier Inc. All rights reserved.
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Introduction
Manipulative approaches aremuchneeded in systemsneuroscience.
Take neuronal oscillations as an example. They are ubiquitous in the
brain and have been implicated in various functions (Buzsáki and
Draguhn, 2004; Fries, 2005; Jensen and Mazaheri, 2010; Siegel et al.,
2012; Singer, 1999; Womelsdorf et al., 2014). However, supporting ev-
idence, especially in humans, remains largely correlative and only few
studies have addressed this causally (Helfrich et al., 2014; Marshall
et al., 2006; Polanía et al., 2012; Romei et al., 2011, Romei et al., 2010;
Voss et al., 2014). One strategy to causally assess potential roles of neu-
ral oscillations is to manipulate them and to simultaneously measure
the effect on neural activity and behavior. This is technically challenging
and well-deﬁned experimental protocols as well as analysis pipelines
have not been established yet.
Transcranial electric stimulation (tES) is a non-invasive brain
stimulation technique, which provides the possibility to control stimu-
lation strength, frequency and, to some extent, stimulation site
(Dmochowski et al., 2011; Kanai et al., 2008; Schutter and Hortensius,
2010; Schwiedrzik, 2009). These features render tES and in particular
one of its variants, transcranial alternating current stimulation (tACS),
suitable for manipulating speciﬁc brain rhythms (Herrmann et al.,
2013). During tACS, a sinusoidal electrical current at a speciﬁc frequency
is applied to the subject through electrodes placed on the scalp. The
potential of electrical stimulation to manipulate neuronal oscillations
has been shown in animal models (Fröhlich and McCormick, 2010;
Ozen et al., 2010). However, in humans, tACS has largely been limited
to investigating effects on behavior and on neurophysiological afteref-
fects (Brittain et al., 2013; Herrmann et al., 2013; Marshall et al., 2011,
Marshall et al., 2006; Polanía et al., 2012; Zaehle et al., 2010). A key rea-
son for the limited number of studies directly investigating effects on
neural activity during stimulation is themassive electrophysiological ar-
tifact induced by the stimulation. These artifacts are particularly prob-
lematic when attempting to investigate effects on neuronal activity
within the same frequency range as the stimulation frequency (Zaehle
et al., 2010).
Recently, different approaches have been proposed to remove tES
artifacts from EEG and MEG for studying neuronal activity during stim-
ulation (Helfrich et al., 2014; Neuling et al., 2015; Soekadar et al., 2013;
Voss et al., 2014). Based on the assumption of linear stimulation
artifacts, these methods follow approaches like template subtraction,
component analysis, beamforming or temporal ﬁltering. However, a
thorough characterization of stimulation artifacts, which is needed for
assessing artifact cleaning procedures, is missing. Here we provide this
characterization.
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Materials and methods
Methods outline
Wemeasured EEG and MEG during several different tES conditions.
First, we tested if a pure sinusoidalmodel can explain tES artifacts. Next,
we investigated in the time and frequency domain whether heartbeat
and respiration modulate tES artifacts. Finally, we used temporal and
spectral features of tES artifacts to track them through different stages
of available artifact rejection pipelines. The rationale behind each anal-
ysis is explained in the Results section.
Participants and experimental protocol
All experiments were conducted in 5 healthy male participants. All
subjects gave written informed consent before participating. All exper-
iments were conducted in accordance with the Declaration of Helsinki
and approved by the local ethics committee. The main tACS experiment
with small stimulation electrodes was conducted in 4 subjects that each
participated in 6 experimental runs. Each run consisted of the following
sequential conditions: sham, tACSa, tACSb, sham, tACSb, and tACSa.
Each condition lasted 66 s. For each run, 11 Hz tACS and 62 Hz tACS
were randomly assigned to tACSa and tACSb conditions to avoid any po-
tential sequence effects. During theﬁrst 5 runs, subjectsﬁxated a central
ﬁxation spot at the center of a blankmonitor (60 Hz refresh rate). In the
last run subjects kept their eyes closed. Before start of the experiment,
subjects were habituated to transcranial electric stimulation. In one of
the four subjects, we performed a control experimentwith large rubber
electrodes. In this control experiment runs 3 and 6weremeasuredwith
eyes closed. We performed two more control experiments on a ﬁfth
subject with the same electrode layout as in the main tACS experiment.
In both experiments, the subject ﬁxated a central ﬁxation spot. In the
ﬁrst control experiment, we checked for the potential inﬂuence of the
EEG ground electrode placement on the stimulation artifact during
62 Hz tACS. We recorded 10 min of EEG with ground on the right fore-
arm and 10min with ground on the forehead (Fpz of 10–10 system). In
the second control experiment, we recordedMEG and EEG during cath-
odal tDCS, anodal tDCS and sham conditions (10 min per condition).
Cathodal and anodal are deﬁned based on the polarity of the parietal
stimulation electrode.
Transcranial electric stimulation
Stimulation current was applied with an IZ2h stimulator (Tucker
Davis Technologies Inc.). Stimulation amplitude was 0.5 mA (i.e., 1 mA
peak-to-peak for tACS). Stimulation did not induce ﬂicker percepts.
For the main experiment, stimulation was applied through two stan-
dard Ag/AgCl EEG electrodes over right occipital and right parietal
areas (electrodes O10 and CP4 of the 10–10 electrode system). For the
control experiment with large electrodes, 35 cm2 MR-compatible rub-
ber electrodes (neuroConn GmbH)were placed over occipital and fron-
tal lobes underneath the EEG cap. For all experiments, stimulation
electrodes were attached using Ten20 conductive paste (Weaver and
Company) and their impedance was kept below 2.5 kΩ. To minimize
magnetic artifacts produced by the stimulation current, we carefully
twisted all stimulation cables.
Data acquisition and preprocessing
We simultaneously recorded 72-channel EEG (NeurOne system,
Mega Electronics Ltd) and 272-channel MEG (Omega 2000, CTF Sys-
tems) throughout all experiments at 10,000 Hz and 2343.8 Hz sampling
rate, respectively. EEG electrodes were positioned based on the 10–10
electrode system using an EEG cap (EC80, EASYCAP). All signals were
in the dynamic range of recording systems and no clipping was ob-
served for either EEG or MEG signals. Due to the interference between
stimulation currents and electrical currents of the head-positioning cir-
cuits of theMEG system, we could not monitor headmovement contin-
uously during the experiment. Instead we measured head positions at
the beginning and at the end of each run.
EEG electrodeswere attached using Abratyl 2000 conductive gel and
impedanceswere kept below 2.5 kΩ formost electrodes.We referenced
EEG electrodes to FCz and, except for one control experiment, posi-
tioned a ground electrode on the right forearm. EEG signals were re-
referenced to average reference ofﬂine. Along with EEG and MEG, we
recorded the injected current, the ECG and respiratory movements
using bipolar channels of the EEG system. The injected currentwas indi-
rectly measured by recording the voltage drop across a 200 Ω resistor
positioned in series to the head. The ECG was recorded through 2 elec-
trodes placed below the right clavicle and below the left pectoral mus-
cle. Respiration was continuously recorded with a piezo respiratory
belt transducer (Vermed-Medizintechnik).
Sinusoidal model subtraction
To remove an optimal sinusoidal model from artifactual signals, we
ﬁtted the amplitude, frequency and phase of a sinusoid to the MEG
and EEG data and subtracted it from the data. For this, it is important
to estimate the stimulation frequency with μHz accuracy. This is be-
cause, if the internal clocks of the stimulation and recording systems
are not synchronized, as in the present case, even small errors of the es-
timated stimulation frequency lead to strong residual artifacts around
the main peak. To this end, we ﬁrst chose 20 MEG channels with stron-
gest tACS artifacts and split their data into 33 s long segments on which
we ﬁtted amplitude, frequency and phase of a sinusoidal model sepa-
rately for each channel. We estimated the stimulation frequency as
the median across all segments and channels (standard deviation of
8.50 and 4.85 μHz, for 11 Hz and 62 Hz tACS, respectively). Next, we de-
ﬁned a new sinusoidalmodel ﬁxing its frequency at the estimated stim-
ulation frequency. We then separately ﬁtted amplitude and phase of
this new model to each segment and channel and removed it from the
data.
We followed a similar strategy for EEG. As we also recorded the
injected current with the EEG system, this allowed for estimating the
stimulation frequency based on the injected current. This is more accu-
rate than estimation based on the EEG signal, because the injected cur-
rent does not include any brain signals. As for the MEG, we split the
injected current into 33 s long segments and estimated the stimulation
frequency for each piece.Weestimated the stimulation frequency as the
median across all segments (standard deviation of 0.10 and 0.66 μHz, for
11 Hz and 62 Hz tACS, respectively).
Spectral analyses
To estimate the power spectral density (PSD) in tACS experiments,
we ﬁrst split the data into either 4 s or 33 s long segments, according
to the desired spectral resolution. Then, we applied a Hanning window
to each segment and computed its Fourier transform. Finally, we calcu-
lated the average power across all segments and scaled the results to
PSD (μV2/Hz and fT2/Hz for EEG and MEG, respectively). For the case
of tDCS and to reveal the spectral structure of artifacts in face of strong
low frequency activity of EEG and MEG, we estimated spectra with
higher resolution. We split the data into 120 s segments, estimated
the Thomson's multitaper PSD of each segment (Slepian tapers with
0.05 Hz bandwidth, NW= 6) and calculated the average power across
all segments.
Heartbeat and respiration frequencies
For each subject, heartbeat and respiration rates were deﬁned as the
inverse of themedian of the temporal intervals between successive ECG
R-peaks and respiration ends, respectively.
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Temporal analyses
For all analyses of tACS artifact envelopes, we ﬁrst band-pass ﬁltered
the recorded signals using a 6th-order zero-phase Butterworth ﬁlter
centered at the stimulation frequency of interest with a pass-band of
±5 Hz. For all comparisons between sham and tACS conditions, we
ﬁltered the sham data with the same ﬁlter that we applied to the corre-
sponding tACS data. After band-pass ﬁltering, we down-sampled EEG
and MEG signals to 1000 Hz and 781.25 Hz, respectively, and applied
the Hilbert transform to obtain signal envelopes. To investigate heart-
beat and respiration lockedmodulations, we extracted 4 s or 8 s long en-
velope segments centered on all ECG R-peaks or inspiration ends,
respectively. We subtracted the temporal mean from each segment
and tested a signiﬁcant modulation at each time point using permuta-
tion statistics: We compared the average envelope across all segments
against the distribution of average envelopes from 1000 random place-
ments of segments on the data. We converted the resulting p-values to
z-scores for displayingmodulation envelopes. We Bonferroni-corrected
p-values for the number of timepoints to assess the signiﬁcance ofmod-
ulation for each channel.
For testing the effect of heartbeat and respiration on the tDCS artifact,
we band-pass ﬁltered the recorded signals using a 6th-order zero-phase
Butterworth ﬁlter between 0.05 and 5 Hz, extracted 4 s long heartbeat-
locked and 8 s long respiration-locked segments, removed the mean of
each segment, and applied the same permutation statistics as for tACS.
We performed an adapted PCA on the average heartbeat and respira-
tion locked envelopes to test the temporal stability of spatial artifact pat-
terns. For each sensor,we calculated the average of all envelope segments
without removing their mean. These average envelopes contain the
amplitude of the constant sinusoidal artifacts (the temporal mean of
the envelopes) together with their heartbeat locked modulation. We de-
rived the temporal mean of the envelopes of all channels as the ﬁrst PC.
We then removed this ﬁrst PC from the average envelopes and applied
PCA on the resulting zero-mean envelopes to derive the remaining PCs.
AM-transformation of modulation kernel
For each channel and each subject, we refer to the mean-removed
average of all heartbeat-locked modulations as the heartbeat kernel.
To calculate the AM-transformed heartbeat kernel (Fig. 5), we applied
the AMmodel and simply multiplied the kernel with a 62 Hz sinusoidal
wave.
Template subtraction and PCA based artifact removal
We applied the procedure used by Helfrich et al. (2014) on the EEG
data recorded during 11 Hz tACS with small stimulation electrodes of
one subject. We ﬁrst band-pass ﬁltered the data between 1 Hz and
35 Hz using a 4th-order zero-phase Butterworth ﬁlter and up-sampled
the data to 30 kHz. Next, we split one channel's signal into 3 s long seg-
ments and adjusted the temporal position of each segment to maximize
its correlationwith the ﬁrst segment.We segmented all remaining chan-
nels according to these adjusted alignments. Next, for each segment and
channel, we calculated an artifact template by averaging the ten adjacent
segments. To construct the template-subtracted signal, each segments'
template was regressed out from the corresponding segment.
In a second step, we applied PCA on the template-subtracted data.
For investigating heartbeat-related modulations of the resultant PCs,
we ﬁrst extracted heartbeat-locked segments from 0.7 s prior to 1 s
after ECG R-peaks. As the method applied by Helfrich et al. (2014)
cuts the data into 3-s segments, we restricted the analysis on heartbeats
forwhich the entire 1.7 s interval fell in one segment (about one third of
heartbeats). For each heartbeat-locked segment, we computed the en-
velope of 11 Hz power using a sliding window Fourier-analysis (0.5 s
Hanning window, 0.1 s step size). Because the ﬁrst template-
subtraction step destroyed the consistent heartbeat-locked envelope
modulation, it becamemore difﬁcult to track the non-linear artifact dur-
ing the second step (PCA). Notably, the difﬁculty to track the artifact
does not imply that it is gone. To overcome this problem, we devised a
3-step procedure. PC1 strongly captured the stimulation artifact
(Fig. 8c): The topography reﬂected the position of stimulation elec-
trodes, the power spectrum showed symmetric peaks around the stim-
ulation frequency, and 11 Hz power was signiﬁcantly modulated by
each heartbeat (P b 0.05; permutation test). We used these features of
PC1, to identify additional artifactual PCs. First, we tested which PCs
show heartbeat-lockedmodulations of 11 Hz power signiﬁcantly corre-
lated to the heartbeat-locked modulation of PC1. 9 PCs showed this ar-
tifactual feature, even though their topographies seemed physiological
(P b 0.05 uncorrected). Second, we employed a similar analysis to also
account for non-linear artifacts not locked to heartbeats. We tested
which PCs showed a signiﬁcant correlation of modulations of 11 Hz
power to modulations of PC1 across all 3-s segments. We found 8 PCs
out of the remaining 62 PCs that showed signiﬁcantly correlatedmodu-
lations (P b 0.05 uncorrected). Third, as a simple spectral heuristic for
additional potentially artifactual PCs, we checked which PCs showed
symmetric peaks around the stimulation frequency in their spectrums.
We found that among 54 remaining PCs, 18 showed this symmetricity
of their power spectrum.
Beamforming
We applied adaptive linear spatial ﬁltering (beamforming) (Van
Veen et al., 1997) to theMEG data of the ﬁnal two runs of tACS stimula-
tion with small stimulation electrodes, which includes one run with
eyes open and one run with eyes closed. We ﬁrst band-passed the
data using a 6th-order zero-phase Butterworth high-pass ﬁlter at 2 Hz
and a low-pass ﬁlter at 90 Hz. Afterwards we notch ﬁltered the line
noise by means of a 6th-order zero-phase Butterworth band-stop ﬁlter
from 49.8 Hz to 50.2 Hz band. We down sampled the data to
585.94 Hz and calculated the covariance matrix based on the
concatenated data of the 11 Hz tACS and sham conditions of both
runs. For tACS recordings, the high signal power caused by the stimula-
tion artifactmakes it difﬁcult to determine the cutoff between brain sig-
nals and sensor noise. Thus, we set the regularization factor (λ), which
is an estimate ofmeasurement noise, based on sham recordings only. To
this end, we applied PCA on the covariance matrix of sham recordings,
and set the regularization factor equal to Eigenvalue of PC at which
the cumulative explained variance reached 99% of the total variance.
Finally, based on the covariance matrix and regularization factor, for
each source location, we calculated three orthogonal ﬁlters (one for
each spatial dimension) and linearly combined them to a single ﬁlter
in the direction of maximum variance.
Source locations and physical forward model
We performed the beamforming analysis on a regular three-
dimensional grid that covered the whole brain with 1-cm spacing in
MNI space (2982 source locations). We nonlinearly transformed source
locations into individual head space using the participants' individual
T1-weighted structural MRI. The MEG sensors were aligned to the
head geometry on the basis of three ﬁducial points (nasion, left ear,
right ear) that were registered before and after the MEG acquisition
by three head localization coils. To derive the physical relation between
sources and sensors (leadﬁeld), we employed a single-shell headmodel
(Nolte, 2003).
Source-space analysis
We computed the ratio of source-level alpha power (8–14 Hz)
between eyes open and eyes closed conditions, to test if beamforming
during tACS was able to reveal physiological activity. To this end, we
band-pass ﬁltered the source-level time-courses from 8 to 14 Hz using
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a 4th order zero-phase Butterworth ﬁlter and divided the variance of
eyes closed time-courses by the variance of eyes open time-courses.
To assess the signiﬁcance of alpha-power modulation we compare the
log power of 2 s segments between eyes open and eyes closed
conditions (120 segments each) using t-statistics. To test if source-
level activity was contaminated by the non-linear stimulation artifact,
we estimated the power spectrum at each source position with
0.05Hz resolution (20 s segments, Hanningwindow).We then comput-
ed the linear correlation (Pearson's r) between the brain-wide distribu-
tion of 11 Hz power and the distribution of power at all other
frequencies.We tested if this correlation peaked speciﬁcally at the stim-
ulation frequency ± the heart rate.
Analysis software
All data analyseswere performed inMatlab (MathWorks) using cus-
tom scripts and the open source toolbox Fieldtrip (Oostenveld et al.,
2011).
Results
tACS artifacts in EEG and MEG
We recorded EEG andMEGduring 11Hz tACS, 62Hz tACS, and sham
stimulation in 4 subjects. Stimulation currents were injected through
two Ag/AgCl electrodes with 1 mA peak-to-peak strength (Fig. 1a).
EEG was recorded through the 72 remaining electrodes of the 10–10
electrode system, alongwith 272MEG channels. Throughout the exper-
iment, we also recorded the electrocardiogram (ECG) and respiration of
subjects. For both, EEG and MEG, during stimulation, signals showed
strong artifacts at tACS frequencies (Fig. 1b–g). These stimulation arti-
facts were observed at almost all electrodes with a spatial distribution
that reﬂected the location of stimulation electrodes. At electrodes near
the stimulation site, artifacts were more than 1000 times bigger than
neural signals. In the frequency domain, artifacts manifested as a main
peak at the stimulation frequency together with its harmonics. This
reﬂected the spectral peaks of the stimulation current (Supplementary
Figure 1a, b).
Nonlinear effect of heartbeat and respiration
To characterize the tACS artifact in more detail, we ﬁrst evaluated
the performance of the stimulation system and tested if, as intended,
the main peak of the stimulation current resembled a pure sinusoid.
This is critical, because any imperfection of the stimulation current
would be reﬂected in the stimulation artifact. Subtracting an optimum
sinusoidal model from the injected current almost perfectly removed
the main peak (more than 100 dB suppression; Fig. 2a, b; Materials
and methods). Thus, the main stimulation peak of the injected current
well resembled a pure sinusoid.
Next, we characterized stimulation artifacts on EEG and MEG. A key
question about the nature of these artifacts is if they reﬂect a simple si-
nusoid as the injected current, or if they showmore complex character-
istics. To test this, we performed the same analysis as for the stimulation
current and removed a sinusoidal artifact model from the EEG andMEG
during tACS (Fig. 2c–f). This indeed removed themain stimulation peak
for 11 Hz and 62 Hz tACS. However, high-resolution spectra revealed
that, in contrast to the stimulation current, many EEG and MEG chan-
nels showed prominent side peaks up to several Hertz around the stim-
ulation frequency. These side peaks remained after removing the
sinusoidal model (see Supplementary Figure 2 for a larger frequency
range). Thus, stimulation effects on EEG andMEGwere not purely sinu-
soidal as the stimulation current. Does this reﬂect neural entrainment?
Notably, side peaks in EEG and MEG were symmetric around the
stimulation frequency and very similar for 11 Hz and 62 Hz tACS.
These characteristics suggested that side peaks reﬂected a non-linear
process underlying artifact generation, rather than neural entrainment.
Symmetric side-peaks around a central frequency are reminiscent of the
amplitude modulation (AM) technique that is used in electronic com-
munication. In this technique, the amplitude of a high-frequency sinu-
soidal carrier is modulated by a low frequency signal. This results in a
spectrum with symmetric side-peaks, which reﬂect the low-frequency
signals' spectrum around the carrier frequency peak (Fig. 2g–i). The
fact that we found side peaks positioned symmetrically around the
stimulation frequency (Fig. 2) suggested that AM modulation may be
involved in the non-linear stimulation artifact. Which processes may
modulate the stimulation artifact? We hypothesized that this may be
the subjects' heartbeat and respiration. If that was true, spectra should
show side peaks at the stimulation frequency ± individual heartbeat
and respiration frequencies. Indeed, for each subject, we found four
side peaks at exactly the predicted frequencies (Fig. 2c–f).
To directly test our hypothesis in the time domain, we performed
a time-locked analysis in which we averaged the M/EEG signals'
envelope at the stimulation frequency temporally aligned on heart-
beats (Fig. 3a–d). Indeed, in all subjects we consistently found that
the heartbeat strongly modulated the main stimulation artifact. This
modulation happened for both EEG and MEG, and irrespective of the
Fig. 1. Simultaneous tACS, EEG, andMEG. (a) EEGand tACSwere performedwith74Ag/AgCl
electrodes placed according to the 10–10 system. Purple circles indicate the position of the
stimulation electrodes. The brown circle and black square indicate the position of channels
used for demonstrating EEG (PO10) and MEG (MRT57) results, respectively. (b) Typical
EEG signal and average EEG power spectral density during sham. (c) Typical MEG signal
and average MEG power spectral density during sham. (d) EEG and (e) MEG signals and
spectra during 11 Hz tACS. (f) EEG and (g) MEG signals and spectra during 62 Hz tACS.
Topographies show the strength of artifacts, quantiﬁed as decadic logarithm of the
standard deviation of signals during tACS divided by standard deviation of signals during
sham. This ﬁgure shows data from subject S1, during one experimental run with eyes open.
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stimulation frequency. Almost all M/EEG channels showed a signiﬁcant
modulation by heartbeat (p b 0.05 corrected, permutation test) with
strongest effects close to the stimulation site. Effects were clearer for
62 Hz stimulation frequency likely reﬂecting weaker electrophysiologi-
cal signals at that frequency (see also Supplementary Figure 2). Impor-
tantly, for many channels the strength of non-linear modulation was
even bigger than strength of neural signals recorded during the sham
condition (Fig. 3 topographies).
Control analyses
Any change in the injected current inﬂuences the stimulation artifact.
Thus, we performed a control analysis and tested if the injected current
showed heartbeat-locked modulations. We did not ﬁnd any side-peaks
around the stimulation frequency and no heartbeat-locked modulations
of the injected current (Fig. 2a, b and Supplementary Figures 1c, d). This
rules out that the heartbeat-locked modulations of artifacts were driven
by variations of the injected current.
In another control analysis, we investigated if the non-linear stimula-
tion artifact reﬂected the well-known electro- and magnetocardiogram
(E/MCG; Supplementary Figure 3). To this end, we removed the average
E/MCG around each heartbeat. This had no effect on the heartbeat-
locked envelope modulation during tACS. In sum, we concluded that
the non-linear stimulation artifact neither was driven by modulation of
the stimulation current nor merely reﬂected the E/MCG.
Spatial stability of heartbeat-locked non-linear artifact
Wenext investigated if the heartbeat-locked non-linear artifact had a
constant spatial pattern over time similar to the spatial pattern of the
main stimulation peak. This is particularly important for potential artifact
cleaning algorithms that employ linear decomposition or spatialﬁltering,
such as e.g. PCA, ICA or beamforming. To this end, we employed an
adapted PCA and tested if the stimulation artifact's envelope was cap-
tured in one component (Fig. 3e–f; see Materials and methods). The
ﬁrst principal component captured the average stimulation artifact
together with part of its modulation over time. However, in addition to
the ﬁrst components, 6 additional components for EEG and 3 additional
components for MEG also showed clear rhythmic modulations (Fig. 3e–
f). Accordingly, the relation between rhythmically modulated compo-
nents was not constant over time. Thus, the spatial pattern of the stimu-
lation artifact was not constant over time, but was modulated by
heartbeats, for both EEG and MEG.
Respiration-locked modulation
We repeated the time-locked analysis using the respiration signal
(Fig. 4a–d). Irrespective of stimulation frequency, artifact envelopes of
most EEG and MEG channels were strongly modulated by respiration
(p b 0.05 corrected, permutation test). Similar to heartbeat-lockedmod-
ulations, for many channels, respiration-related modulations were
stronger than neural activity and were easier observable for 62 Hz
than for 11Hz tACS.Weperformed a control analysis of the injected cur-
rent and ruled out any inﬂuence of the injected current on the observed
respiration-locked artifact (Supplementary Figures 1e–f). Again, we
performed an adapted PCA on the average respiration locked envelopes,
to check if respiration-locked modulations showed a stable spatial pat-
tern over time (Fig. 4e–f). Similar as for the heartbeat-locked effect, we
found that PCA did not capture the artifact in one principal component.
Thus, we concluded that, alike heartbeats, respiration non-linearly
modulated the strength and spatial pattern of the stimulation artifact
over time.
Ground electrode
We checked whether the stimulation artifacts observed in EEG may
be related to the position of the EEG ground electrode. Thus, in one sub-
ject we recorded two sessions of EEG signals during 62 Hz tACSwith the
ground electrode positioned on either the forearm or forehead. We ob-
served very similar stimulation artifacts for both ground positions (Sup-
plementary Figure 4). Thus, we concluded that heartbeat-locked and
Fig. 2. Stimulation artifacts in the frequency domain. (a, b) Power spectral density of the stimulation current around the stimulation frequency for 11 Hz and 62 Hz tACS. Subtracting a
sinusoidal model from the stimulation current (magenta) removed almost all power. (c) EEG power spectral density around the stimulation frequency during sham and 11 Hz tACS,
with and without removal of a sinusoidal artifact model. The large spectrum shows data from subject S1. Smaller spectra show all other subjects. Red and green arrows mark the
stimulation frequency ± individual average heartbeat and respiration frequencies, respectively. (d) EEG spectra for 62 Hz tACS. (e) MEG spectra for 11 Hz tACS. (f) MEG spectra for
62 Hz tACS. Subtracting the sinusoidal artifact model reveals the symmetric spectral peaks. See Supplementary Figure 2 for a wider frequency range. EEG and MEG data show channels
PO10 and MRT57, respectively. (g, h, and i) Schematic illustration of amplitude modulation (AM) in time and frequency domains. The amplitude of a carrier signal (g) is modulated by
a slower modulation signal (h), which results in the amplitude-modulated signal (i). In the frequency domain, this corresponds convolution of modulation and carrier spectra, which
results in a symmetric spectrum, where the spectrum of the modulation signal is symmetric around the peak of the carrier frequency.
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Fig. 3.Heartbeat locked artifacts. (a) Time-courses depict themodulation of the EEG envelope around the time of heartbeats during 11Hz tACS quantiﬁed as the statistical z-score against a
null-hypothesis of nomodulation. The topography shows the strength ofmodulation relative to the neural signal of interest quantiﬁed as thedecadic logarithmof the standarddeviation of
heartbeat-locked modulation divided by standard deviation of the sham signal at the stimulation frequency (non-signiﬁcant modulations are masked at P = 0.05 corrected). The large
panel shows data from subject S1. Smaller panels show all other subjects. (b) Heartbeat locked modulation of MEG envelope during 11 Hz tACS. (c) Heartbeat locked modulation of
EEG envelope during 62 Hz tACS. (d) Heartbeat locked modulation of MEG envelope during 62 Hz tACS. EEG and MEG data show channels PO10 and MRT57, respectively. (e) PCA of
average heartbeat-locked EEG envelope modulations during 62 Hz tACS. Shown are the ﬁrst 3 PCs in the time domain together with their sensor topographies (eigenvectors). PCs are
sorted by explained power as indicated in the lower right panel. The top right panel shows the average heartbeat-locked modulation time-course projected on the ﬁrst three PCs.
(f) PCA of average heartbeat-locked MEG envelope modulations during 62 Hz tACS. (g) Autocorrelation of the ECG.
Fig. 4. Respiration locked artifacts.Modulation of (a) EEGand (b)MEGenvelope by respiration during11Hz tACS.Modulation of (c) EEG and (d)MEGenvelope by respiration during62Hz
tACS. PCA of average heartbeat-locked (e) EEG and (f) MEG envelope modulations during 62 Hz tACS. (g) Autocorrelation of the respiration signal. All other conventions as in Fig. 3.
104 N. Noury et al. / NeuroImage 140 (2016) 99–109
	Paper	1	 43	 	
	 	
respiration-locked stimulation artifacts are not related to the position of
the ground electrode.
Bandwidth of non-linear stimulation artifact
We next assessed the spectral extent of the non-linear stimulation
artifact (Fig. 5). Heartbeat and respirationmodulations are not purely si-
nusoidal (Figs. 3 and 4) and may thus affect M/EEG signals during tACS
beyond the side peaks directly related to heart and respiration rate. Be-
cause heart rate is high compared to respiration rate, in particular har-
monics of heart rate may contaminate electrophysiological signals in a
wide frequency band. To investigate this, similar to the AM model, we
multiplied the average heartbeat-locked envelope artifact, which in
the followingwe term the heartbeat kernel, with a sinusoid at the stim-
ulation frequency and compared the resultant power spectrum to the
measured spectrum. Indeed, in all subjects, all peaks of the
transformed heartbeat kernels well matched the symmetric peaks of
M/EEG spectra during tACS. Importantly, these peaks reached ±10 Hz
beyond the stimulation frequency. Furthermore, because subjects
showed differentmodulation patterns, the artifact bandwidth and spec-
tral pattern was unique for each subject. We concluded that the non-
linear stimulation artifact affected M/EEG signals during tACS up to
10 Hz around the stimulation frequency.
Electrode size
In contrast to the small stimulation electrodes used here, many tACS
studies use big rubber electrodes for stimulation. Thus, we repeated the
experiments with big rubber electrodes in one subject, to test if our re-
sults may depend on the size of stimulation electrodes (Fig. 6). We
found the same results for big rubber electrodes indicating that the ob-
served artifacts are not related to electrode size.
In sum, our results demonstrate non-linear tACS artifacts related to
physiological processes (heartbeat, respiration) that have a variable to-
pography, are on the order of concurrent electrophysiological signals of
interest, and are consistently found in all tested subjects. These artifacts
pose a substantial problem for assessing neuronal activity during tACS.
tDCS artifact
The observed heartbeat-locked and respiration-locked tACS artifacts
occur irrespective of the stimulation frequency. Thus, we hypothesized
that the same artifacts also interferewith EEG andMEGduring transcra-
nial direct current stimulation (tDCS), which can be interpreted as tACS
at 0Hz. To test this, we performed a control experiment, inwhichwe re-
corded EEG and MEG during cathodal and anodal tDCS. Indeed, the re-
corded EEG and MEG signals showed heartbeat and respiration related
artifacts similar to tACS artifacts in both, frequency and time domains
(Fig. 7). High-resolution spectra of EEG and MEG signals showed clear
peaks at the individual's heart rate and its harmonic during both cath-
odal and anodal tDCS (ﬁlled and open red triangles in Fig. 7). Concerning
respiration, strong signals below 1 Hz masked potential peaks at the
individual's respiration rate (ﬁlled green triangles in Fig. 7), but peaks
at the ﬁrst harmonic of the respiration rate were clearly visible in the
power spectrum (open green triangles in Fig. 7). Next, we applied
heartbeat-locked and respiration-locked analyses in the time domain.
Similar to tACS, recordings during tDCS showed strong rhythmicmodu-
lations locked to heartbeat and respiration (Fig. 7). The opposite polarity
of these artifacts for cathodal and anodal stimulation as well as the arti-
fact topography show that these modulations do not merely reﬂect the
well-known electro- and magnetocardiogram (E/MCG) or respiration
artifacts that are also observable during the sham condition. In sum,
we concluded that EEG and MEG recordings during tDCS show artifacts
similar to tACS artifacts.
Available artifact rejection methods
Recently, different approaches have been proposed to clean EEG and
MEG signals from tES artifacts (Helfrich et al., 2014; Neuling et al., 2015;
Soekadar et al., 2013; Voss et al., 2014). As our above ﬁndings provide
new insights into the extent and characteristics of stimulation artifacts,
we tested if existing methods account for them (Fig. 8; see also
Materials and methods).
A recent combined EEG and tACS study (Helfrich et al., 2014)
adopted a method used in simultaneous EEG-fMRI studies (Niazy
et al., 2005) for cleaning of tACS artifacts: First, an adaptive artifact tem-
plate is subtracted from each channel followed by PCA to remove arti-
factual components. We applied this approach on the EEG of one
subject during 11 Hz tACS and investigated how well heartbeat-
related non-linear artifacts were accounted for. We hypothesized that
this approach was not able to completely remove the non-linear stimu-
lation artifact, ﬁrst, because the artifact template subtracted in the ﬁrst
step is temporally not aligned to heartbeat lockedmodulations, and sec-
ond, because the variable spatial pattern of non-linear artifacts prevents
fully capturing them in few components (Figs. 3 and 4). Indeed, we
found that template subtraction did only reduce the main stimulation
peak, but did not remove the side-peaks related to non-linear artifacts
(Fig. 8a). Furthermore, because heartbeats are randomly positioned
relative to stimulation phase, template subtraction destroyed the con-
sistent heartbeat-locked modulation and replaced it with a variable
modulation (Fig. 8b). This does not only fail to remove non-linear arti-
facts, but also complicates tracking them. As hypothesized, the second
PCA step did not capture the non-linear artifacts in few components
(Fig. 8c). We developed a pipeline based on three different criteria to
identify components potentially affected by non-linear stimulation arti-
facts (Materials and methods). With this, we found about half of the
components (36 of 72) as potentially affected. In sum, we concluded
that the template subtraction step did not remove non-linear artifacts,
but rather complicated tracking them, and that removing few principal
components, did reduce, but not entirely remove non-linear artifacts.
Fig. 5.AMtransformation of heartbeat kernel. (a) Left panels depict the averageheartbeat-
lockedEEG envelopemodulation (heartbeat kernel) in time (top) and frequency (bottom)
domains for subject S2 (channel PO10). The central panel shows EEG power spectral
density for 62 Hz tACS, sham, and the AM-transformed heartbeat kernel. Smaller panels
on the right show all other subjects. For tACS spectra, the main stimulation artifact was
removed by subtracting a sinusoidal artifact model. (b) AM transformation of heartbeat
kernel for MEG during 62 Hz tACS. EEG and MEG data show channels PO10 and MRT57,
respectively.
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Other recent combined MEG and tES studies (Neuling et al., 2015;
Soekadar et al., 2013) suggested that adaptive linear spatial ﬁltering
(beamforming) (Van Veen et al., 1997)may not onlymap sensor signals
to source space, but also remove stimulation artifacts. To test this for
tACS and similar to another recent study (Neuling et al., 2015), we
employed beamforming on our MEG recordings during 11 Hz tACS
(Fig. 8d–e). At ﬁrst sight, beamforming results looked promising. Com-
paring eyes open and eyes closed conditions revealed similar occipital
alpha power increases for closed eyes during sham and tACS (Fig. 8d).
However, source-level activity during tACS may be confounded by
Fig. 6. tACS artifacts for large stimulation electrodes. (a) Two large rubber stimulation electrodes were positioned between 62 EEG electrodes placed according to the 10–10 system. The
brown circle and black square indicate the position of channels used for demonstrating EEG (AF3) andMEG (MLO31) results, respectively. (b) The top panel shows the EEG power spectral
density around the stimulation frequency during 11Hz tACS and sham. Themiddle and bottom panels show heartbeat- and respiration-lockedmodulations of EEG envelope, respectively.
Topographies show the strength of modulation relative to the neural signal of interest quantiﬁed as the decadic logarithm of the standard deviation of heartbeat-locked modulation
divided by standard deviation of the sham signal at the stimulation frequency (non-signiﬁcant modulations are masked at P = 0.05 corrected). (c) EEG artifacts for 62 Hz tACS.
(d) MEG artifacts for 11 Hz tACS. (e) MEG artifacts for 62 Hz tACS.
Fig. 7. tDCS artifacts. (a) Top panel shows the power spectral density of EEG signals during cathodal (blue) and anodal (magenta) tDCS compared to sham (gray). Power spectra show
peaks at heart rate (HR) and respiration rate (RR) related frequencies. Harmonic of each rhythm refers to twice its rate. Middle and bottom panels depict z-score of heartbeat-locked
and respiration-locked modulations of EEG during cathodal and anodal tDCS. Polarity of modulations depends on stimulation polarity. The three topographies in each panel show the
strength of the artifact for cathodal (top), anodal (middle) and sham (bottom) recordings. Artifact strength is quantiﬁed as the decadic logarithm of the standard deviation of
heartbeat or respiration-locked modulations divided by standard deviation of the sham signal (non-signiﬁcant modulations are masked at P = 0.05 corrected). (b) Heartbeat and
respiration artifacts in MEG signals recorded during tDCS. All conventions as in (a). MEG artifacts during sham might be enhanced due to the stimulation and EEG setup. EEG and MEG
data show channels PO10 and MZO2, respectively.
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stimulation artifacts, which subtracted out when comparing eyes open
and eyes closed conditions. To test this, we exploited our ﬁnding that
spectra of non-linear artifacts peaked at the stimulation frequency ±
heartbeat and respiration frequencies.We hypothesized that, if stimula-
tion artifacts confounded source-level activity, we should observe a
spectrally speciﬁc correlation between the spatial patterns of source ac-
tivities at 11 Hz (i.e. the stimulation frequency) and 11 Hz ± heartbeat
and respiration frequencies. This is exactly what we found (Fig. 8e). We
concluded that beamforming did not remove non-linear stimulation ar-
tifacts, but that they were still detectable at the source-level.
In summary, although current artifact-cleaning approaches reduced
non-linear artifacts, they did not entirely remove them. Consequently,
even after applying these approaches, power enhancements during
stimulationmay reﬂect remaining stimulation artifacts rather than neu-
ral entrainment.
Discussion
Here, we provide, to the best of our knowledge, the ﬁrst systematic
characterization of transcranial electric stimulation artifacts on EEG
and MEG. We uncovered so far unknown non-linear stimulation arti-
facts, which reﬂect the modulation of stimulation artifacts by heartbeat
and respiration.
Artifact mechanism
Non-linear stimulation artifacts were not caused by modulations of
injected currents. Thus, following Ohm's law, we conclude that modula-
tions observed in EEG are due to rhythmic changes of the body's imped-
ance. Indeed, variations of blood volume in vessels caused by heartbeat
and respiration, rhythmicallymodulate body impedance, a phenomenon
that is used in impedance plethysmography to monitor cardiodynamic
parameters (Dornhorst et al., 1952; Kristiansen et al., 2005; Michard,
2005; Nyboer et al., 1950).
For MEG, heartbeat and respiration can modulate the artifact
through two different mechanisms. First, changes of body impedance
slightly change the distribution of stimulation current on the head,
which in turn inﬂuences the measuredmagnetic ﬁelds. A secondmech-
anism, that may even contribute more strongly, is the movement of
head and body due to respiratory efforts and heartbeats, a phenomenon
used in ballistocardiography (Pinheiro et al., 2010). Rhythmic body
movements change the distance between stimulation current, both on
wires and on the head, and MEG sensors, which in turn leads to rhyth-
mic modulations of the measured magnetic ﬁelds.
An important consequence of these mechanisms it that not only
heartbeat and respiration, but also other factors thatmodulate body im-
pedance, such as e.g. sweating or blood pressure, will non-linearly affect
stimulation artifacts in EEG. In analogy, also other factors that cause
body movement will non-linearly contribute to artifacts in MEG. Be-
yond the heartbeat and respiration related side-peaks, such slow chang-
es of body impedance and head positionmay contribute to the width of
the artifact peak in the power spectrum (Fig. 2).
Artifact characteristics
The strength of the demonstrated non-linear artifacts renders them
highly relevant for the investigation of neural activity. For stimulation
currents with 0.5 mA amplitude, which are commonly applied in the
ﬁeld, artifacts for many channels were stronger than the brain signals
of interest. In the frequency domain, non-linear artifacts manifest as
symmetric contamination of the neighborhood of the stimulation fre-
quency, which corresponds to a spreading of artifacts well up to 10 Hz
beyond the stimulation frequency. The extent and strength of this con-
tamination depends on the exact strength and shape of variations in
body impedance (EEG) and movements (MEG). Thus, the bandwidth
and strength of the non-linear artifact differs between subjects. Further-
more, non-linear artifacts are more easily observed for higher stimula-
tion frequencies where neural activity is weaker.
Fig. 8. Evaluation of existing artifact rejection approaches. (a–c) Method proposed by Helfrich et al. (2014). (a) Power spectral density before and after template subtraction. (b) Effect of
template subtraction on heartbeat-locked modulations. Envelopes of raw signal, constructed template, and template-subtracted signal during 2 consecutive heartbeats for one EEG
channel (O9, 11 Hz tACS). The raw envelope is consistently modulated with the ECG. Template subtraction yields inconsistent modulations reﬂecting the variable mismatch between
raw signal and template (c) 4 example PCs. The power spectrum of each PC is shown with high (0.3 Hz, black) and low (1 Hz, gray) resolutions. PC1 has a symmetric power spectrum,
an artifactual topography, and its 11 Hz power modulates signiﬁcantly locked to heartbeats (P b 0.05). The small red inset shows %-modulation of 11 Hz power relative to the PC's
average power before the R-peak. PC2 is an example PC with heartbeat-locked modulation of 11 Hz power signiﬁcantly correlated to PC1's heartbeat-locked modulation (P b 0.05).
PC3 is an example PC with non heartbeat-locked modulations of 11 Hz power signiﬁcantly correlated to modulations of PC1 (P b 0.05). PC4 is an example PC with symmetric spectral
peaks around the stimulation frequency. Notably, symmetric spectral peaks are detectable only with high-resolution spectra. (d, e) Evaluation of beamforming. (d) Source-level
contrast between alpha power for eyes closed and eyes open conditions during sham and 11 Hz tACS (masked for P b 10−7; subject S2). (e) Correlation between the source
distribution of 11 Hz power and the power distribution at other frequencies for sham and 11 Hz tACS. Red and green arrows mark the stimulation frequency ± individual average
heartbeat and respiration frequencies, respectively.
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Importantly, respiration, heart rate, and other physiological parame-
ters such as skin conductance and blood pressure do not only vary
between subjects, but also between cognitive states. Thus, when com-
paring different cognitive states, potential changes in physiological pa-
rameters, and thus stimulation artifacts, need to be ruled out or
accounted for. For example, a recent tACS study compared lucid and
non-lucid dreaming (Voss et al., 2014). Heart and respiration rates
change during lucid dreaming (LaBerge et al., 1986). Thus, confounding
factors due to such physiological changes should be ruled out when at-
tributing power changes to neural entrainment.
The nature of the non-linear artifact implies that it is independent of
the stimulation frequency. This has several important consequences:
First, not only the main stimulation frequency, but also all harmonics
in the injected current are contaminated by non-linear artifacts. Thus,
in particular for low stimulation frequencies like 10 Hzwithmany near-
by harmonics most of the spectrum is contaminated. Second, the spec-
tral bandwidth of non-linear artifacts will be identical for different
stimulation frequencies. Thuswhen comparing different simulation fre-
quencies, potentialﬁltering in the frequency domain should be identical
for all frequencies. In contrast, a recent study applied different ﬁlters for
different stimulation frequencies (Voss et al., 2014). This may be prob-
lematic, because different remaining artifacts may in principle induce
spurious differences between stimulation frequencies. Third, as our
data and other recent results (Marshall et al., 2016) show, non-linear ar-
tifacts also affect electrophysiological recordings during tDCS, which is
effectively tACS at 0 Hz. Modulations contaminate electrophysiological
signals well up to the theta range, while higher frequencies may be
clean due to the lack of harmonics (Marshall et al., 2016; Soekadar
et al., 2013). It should be noted that artifactual modulations during
tDCS have opposite polarities in cathodal and anodal conditions. Thus,
their combination with normal E/MCG and, respiration artifacts that
are independent of tDCS polarity,may lead to spurious differences of re-
corded low-frequency power between anodal and cathodal stimulation.
This difference between cathodal and anodal stimulation also has to be
accounted for in ERP/ERF analyses, when the events of interest interfere
with heart and respiration rhythms.
We found that heartbeats and respiration do not only modulate the
amplitude of the stimulation artifact, but also its spatial pattern (Figs. 3
and 4). In otherwords, the stimulation artifact is not projected onto sen-
sors with a constant weight vector, but with a rhythmically varying vec-
tor. In turn, this implies that there is no single linear combination of
sensor signals that fully captures the artifact. This property is problem-
atic for potential cleaning procedures that are based on linear decompo-
sitions or linear ﬁltering such as e.g. PCA, ICA, or beamforming. These
methods rely on a constant spatial relationship between sources of
interest and sensors. Indeed, our results indicate that removal of few
principal components or beamforming does not completely remove
non-linear artifacts. Our results accord well with recent ﬁndings that
beamforming does not eliminate heartbeat-locked tDCS artifacts in
MEG (Marshall et al., 2016).
Artifact rejection
Our ﬁndings allow for assessing existing artifact rejection ap-
proaches and provide critical constraints for developing new model-
based rejection methods.
One application of our work is to track and quantify stimulation ar-
tifacts through steps of cleaning pipelines to evaluate their perfor-
mance. We have shown how different characteristics of stimulation
artifacts can be used as landmarks to detect stimulation artifacts
(Fig. 8). Importantly, the employed approach needs to be adapted to
the speciﬁc artifact rejection method at hand. For example, as we have
shown, certain processing steps may destroy the consistent pattern of
heartbeat-locked modulations and therefore a simple heartbeat-
locked analysis of envelopes would not be able to track artifacts.
Although the discussed artifact-cleaning methods were not able to
fully reject the stimulation artifact, they substantially suppressed it.
While this suppression may allow for studying physiological responses
(Helfrich et al., 2014;Neuling et al., 2015; Soekadar et al., 2013), spectral
changes due to stimulation may still reﬂect remaining artifacts rather
than stimulation induced neuronal entrainment. The same holds for ob-
served changes of spectral modulations by cognitive state (Voss et al.,
2014). In this situation, a feasible strategy may be to estimate the
strength of residual artifacts as a necessary lower bound for potential
entrainment of neural activity. Our work provides the basis for this
approach.
Finally, our results pave the way for new artifact-suppressing
methods. For example, one may regress out an amplitude-modulation
model of the stimulation artifact from the data. This model may be con-
structed by combining the average kernel of heartbeat and respiration
induced modulations with ECG and respiration peaks (Fig. 5). Another
option would be to use the output voltage of the stimulation system
for cleaning artifacts from EEG, because the output voltage at least part-
ly reﬂects the underlying changes in body impedance. Similarly, for
MEG it may be useful to track head-movements during stimulation
and measurements. However, an important caveat for all these ap-
proaches is that any error in estimating the artifact amplitude, nomatter
whether over- or underestimating it, leads to an artifactual increase in
signal power at the stimulation frequency, which might be mistaken
as neural entrainment.
Apart from artifact suppression methods, also new stimulation ap-
proaches may allow for reducing stimulation artifacts. E.g., amplitude-
modulated tACS may allow for effectively avoiding stimulation artifacts
at the frequency band of interest (Witkowski et al., 2016). It remains to
be determined how the physiological effects of this stimulation ap-
proach compare to conventional tACS.
Conclusion
In sum, we have uncovered and characterized non-linear stimula-
tion artifacts in EEG and MEG during transcranial electric stimulation.
These artifacts depend on the subjects' physiological state and are not
fully accounted for by current artifact rejection methods. Our work
shows how to track these artifacts andpaves theway for newartifact re-
jection approaches.
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Supplementary Figure 1. Stimulation current. (a) Raw stimulation current in the time-
domain (left) and broad-band power spectral density (right) of the 11 Hz tACS 
stimulation current. (b) Stimulation current for 62 Hz tACS. (c) The left panel shows the 
average heartbeat-locked envelope of the stimulation current for 11 Hz tACS quantified 
as t-scores against the null-hypothesis of no modulation. The right panel shows the 
corresponding p-values. The red line shows the significance threshold at P=0.05 
corrected for the number of time points. (d) Heartbeat-locked envelope of 62 Hz tACS 
stimulation current. (e) Respiration-locked envelope of 11 Hz tACS stimulation current. 
(f) Respiration-locked envelope of 62 Hz tACS stimulation current. 	  
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Supplementary Figure 2. Broad-band tACS artifacts. (a) EEG power spectral density 
around the stimulation frequency during sham and 11 Hz tACS (0.25 Hz resolution). 
For the tACS condition, a sinusoidal artifact model was removed from the data. The 
large spectrum shows data from subject S2. Smaller spectra show all other subjects. 
(b) MEG spectra for 11 Hz tACS. (c) EEG spectra for 62 Hz tACS. (d) MEG spectra for 
62 Hz tACS. EEG and MEG data show channels PO10 and MRT57, respectively. 	  
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Supplementary Figure 3. tACS artifacts and E/MCG. To test if heartbeat-locked 
modulations of envelopes merely reflected the E/MCG, we computed the E/MEG signal 
phase-locked to heartbeats, i.e. the E/MCG, by heartbeat-locked averaging. Non-
phase locked signals were computed by subtracting the E/MCG aligned to heartbeats 
from the raw signals (a) Top panel: Heartbeat-locked envelope modulation at 11 Hz 
during sham for the raw EEG. Middle panel: ECG (EEG phase-locked to heartbeats). 
Bottom panel: Heartbeat-locked modulation of 11 Hz envelope for the EEG non phase-
locked to heartbeats, i.e. after removing the ECG. During sham, the ECG contributes to 
a significant envelope modulation at 11 Hz. (b) 11 Hz envelope modulations during 
11 Hz tACS. Removing the phase-locked components, i.e. removing the ECG, does 
not affect the large heartbeat-locked envelope modulations. Thus these modulations do 
not merely reflect the ECG (c) MEG sham and (d) MEG 11 Hz tACS show the same 
results. All signals are quantified as t-scores against the null-hypothesis of no 
modulation. All EEG and MEG channels are depicted.  
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Supplementary Figure 4. Effect of the ground electrode. (a) Top panel shows the 
heartbeat-locked envelope artifact during 62 Hz tACS in EEG recordings (channel 
PO10) with ground electrode placed either on forearm (blue) or forehead (purple). The 
topographies in the bottom panel show the strength of modulation relative to the neural 
signal quantified as the decadic logarithm of the standard deviation of heartbeat-locked 
modulation divided by standard deviation of the sham signal at the stimulation 
frequency in recordings with ground electrode placed on either forearm (left) or 
forehead (right). non-significant modulations are masked at P = 0.05 corrected. (b) 
Autocorrelation of the ECG signal in the two EEG recordings. The difference in the 
average heart rate of the two recordings is evident in both ECG autocorrelation (b) and 
the rhythmic envelope modulations (a). (c,d) Respiration-locked envelope artifact (c) 
and autocorrelation of recorded respiratory effort (d). All conventions as in (a) and (b). 
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A B S T R A C T
Monitoring brain activity during transcranial electric stimulation (tES) is an attractive approach for causally
studying healthy and diseased brain activity. Yet, stimulation artifacts complicate electrophysiological recordings
during tES. Design and evaluation of artifact removal methods require a through characterization of artifact
features, i.e. characterization of the transfer function that deﬁnes the relationship between the tES stimulation
current and tES artifacts. Here we characterize the phase relationship between stimulation current and tES ar-
tifacts in EEG and MEG. We show that stimulation artifacts are not pure in-phase or anti-phase signals, but that
non-linear mechanisms induce steady phase deﬂections relative to the stimulation current. Furthermore, phase
deﬂections of stimulation artifacts are slightly modulated by each heartbeat and respiration. For commonly used
stimulation amplitudes, artifact phase deﬂections correspond to signals several times bigger than normal brain
signal. Moreover, the strength of phase deﬂections varies with stimulation frequency. These phase effects should
be accounted for during artifact removal and when comparing recordings with different stimulation frequencies.
We summarize our ﬁndings in a mathematical model of tES artifacts and discuss how this model can be used in
simulations to design and evaluate artifact rejection techniques. To facilitate this research, all raw data of this
study is made freely available.
1. Introduction
Current neuroscience in humans largely relies on correlative ap-
proaches. Thus, manipulative techniques to precisely interfere with
human brain function are much needed. Transcranial Electric Stimula-
tion (tES) is a non-invasive brain stimulation technique, applicable to
both healthy and diseased subjects, in which a weak electrical current is
applied to the subject's head (Fertonani and Miniussi, 2016; Nitsche and
Paulus, 2000). Despite promising behavioral effects of tES, its use in both
forms of direct and alternating current stimulation (tDCS and tACS,
respectively) has been mainly restricted to behavioral and after effect
studies (Kuo and Nitsche, 2012; Soekadar et al., 2016; Thut et al., 2017).
This is because strong stimulation artifacts interfere with simultaneous
electrophysiological recordings (Noury et al., 2016).
Recently, several approaches to monitor brain activity during tES by
means of EEG and MEG have been proposed (Helfrich et al., 2014;
Neuling et al., 2015; Soekadar et al., 2013; Voss et al., 2014; Witkowski
et al., 2016). Several of these efforts are based on artifact removal
techniques that aim to dissociate brain signals from stimulation artifacts.
These techniques, as well as computer simulations and phantom exper-
iments employed to design and evaluate these techniques, are based on
critical assumptions about stimulation artifacts. If these assumptions are
wrong, this may lead to misleading results and wrong interpretations
when trying to dissociate human brain signals and tES artifacts from EEG
and MEG (Noury et al., 2016). Thus, a thorough understanding of stim-
ulation artifacts is needed to prevent pitfalls of simultaneous tES-M/EEG
research and to pave the way for new artifact removal methods. Impor-
tantly, this understanding of stimulation artifacts is also needed to verify
artifact removal methods by means of phantoms or computer
simulations.
Recently, we characterized the amplitude of tES artifacts and showed
that, contrary to previous assumptions, for both EEG and MEG, tES ar-
tifacts do not simply reﬂect stimulation currents, but that heartbeat and
respiration strongly modulate the strength of stimulation artifacts in a
non-linear fashion and cause a time-varying mapping between stimula-
tion current and tES artifacts (Noury et al., 2016). Here, we extend our
previous work by characterizing the phase properties of tACS stimula-
tion artifacts.
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2. Materials and Methods
2.1. Participants and experimental protocol
All experiments were conducted in 5 healthy male participants, were
carried out in accordance with the Declaration of Helsinki, and were
approved by the local ethics committee. All subjects gave written
informed consent before participating. 4 subjects participated in 6
experimental runs of the main tACS experiment with small stimulation
electrodes. EEG and MEG signals were recorded during the entire
experiment. Each run consisted of the following sequential conditions:
sham, tACSa, tACSb, sham, tACSb, tACSa. Each condition was 66 s, and
tACSa and tACSb were randomly assigned to 11 Hz and 62 Hz tACS. In
the ﬁrst 5 runs, subjects were ﬁxating at a central ﬁxation spot (60 Hz
monitor refresh rate) and in the last run they were asked to close
their eyes.
To check the inﬂuence of stimulation electrode size on the artifact's
phase, we performed a control experiment with large rubber electrodes
in one subject (6 experimental runs similar to the main experiment,
subject 2). In another control experiment in the same subject, we
recorded one experimental run with only MEG signals recorded during
application of tACS with large rubber electrodes (no EEG cap attached to
the subject, eyes open). The aim of this control experiment was to check
for potential noise effects of the EEG device on the MEG system. We
performed one more control experiment on another single subject (sub-
ject 5) to check for the potential inﬂuence of the EEG ground electrode
placement on the stimulation artifact. The recording and stimulating
electrode layout was the same as the layout in the main tACS experiment.
In this control experiment, we applied 62 Hz tACS and continuously and
recorded 10 min of EEG with ground on the right forearm and 10 min of
EEG with ground on the forehead (Fpz of 10-10 system), while the sub-
ject ﬁxated a central ﬁxation spot.
2.2. Transcranial electric stimulation
Stimulation current was applied with an IZ2h stimulator (Tucker
Davis Technologies Inc.) with 0.5 mA amplitude (i.e., 1 mA peak-to-peak
for tACS). None of the subjects reported any ﬂicker percept. For the main
experiment, stimulation was applied through two standard Ag/AgCl EEG
electrodes over right occipital and right parietal areas (electrodes O10
and CP4 of the 10-10 electrode system). For the control experiment with
large electrodes, 35 cm2 MR-compatible rubber electrodes (neuroConn
GmbH) were placed over occipital and frontal lobes underneath the EEG
cap. For all experiments, stimulation electrodes were attached using
Ten20 conductive paste (Weaver and Company) and their impedance
was kept below 2.5 kΩ. To minimize magnetic artifacts produced by the
stimulation current, we carefully twisted all stimulation cables.
2.3. Data acquisition and preprocessing
We simultaneously recorded 72-channel EEG (NeurOne system, Mega
Electronics Ltd) and 272-channel MEG (Omega, 2000; CTF Systems)
throughout all experiments at 10,000 Hz and 2343.8 Hz sampling rate,
respectively. EEG electrodes were positioned based on the 10-10 elec-
trode system using an EEG cap (EC80, EASYCAP). All signals were in the
dynamic ranges of the recording systems and no clipping was observed
for either EEG or MEG signals.
EEG electrodes were attached using Abralyt 2000 conductive gel and
impedances were kept below 2.5 kΩ for most electrodes. In the main
experiment, we referenced EEG electrodes to FCz, while in the control
experiment with large rubber electrodes signals were referenced to Fz,
because of the placement of the stimulation rubber electrodes. The
ground electrode was positioned on the right forearm, except for one
control experiment with 10 min of ground electrode placement on the
forehead. We did not apply any ofﬂine re-referencing to the EEG re-
cordings. Along with EEG and MEG, we recorded the stimulation
(injected) current, vertical EOG (two electrodes above an below the right
eye), ECG, and respiratory movements using bipolar channels of the EEG
system. The injected current was measured by recording the voltage drop
across a 200 Ω resistor positioned in series to the head. The ECG was
recorded through 2 electrodes placed below the right clavicle and below
the left pectoral muscle. Respiration was continuously recorded with a
piezo respiratory belt transducer (Vermed-Medizintechnik).
2.4. Eye blinks
We applied a zero-phase 6th order Butterworth low-pass ﬁlter at 4 Hz
to the difference of the vertical EOG channels, and visually inspected the
result to ﬁnd the moments of eye blinks. Application of a low-pass ﬁlter
was necessary, because during 11 Hz tACS strong stimulation artifacts
mask the effect of eye blinks. All intervals with eye blinks were removed
from the phase signals.
2.5. Artifact phase shift
For each EEG and MEG channel, we deﬁned the temporal artifact
phase-shift signal as the phase shift between each channel's signal and the
injected current. As the injected current was recorded with the EEG
system, for calculating the phase shift of the MEG channels, we used an
MEG-synchronized version of the injected current (see below). The
original injected current recorded with the EEG system was used for the
EEG channels. We ﬁrst band-pass ﬁltered the signals using a 6th-order
zero-phase Butterworth ﬁlter centered at the stimulation frequency of
interest with a pass-band of ±5 Hz. After band-pass ﬁltering, we down-
sampled signals to 1 000 Hz and 781.25 Hz, respectively for EEG and
MEG, and applied the Hilbert transform to obtain phase signals. Finally,
we subtracted the un-wrapped phase of the injected current form the un-
wrapped phase of each channel. For all comparisons between sham and
tACS conditions, we used the ﬁlter and injected current of the corre-
sponding tACS condition. To test the signiﬁcance of the phase shift of
each channel, we calculated phase shifts of 1 000white noise signals with
the same procedure as applied to the recorded signal for the corre-
sponding condition, and compared the circular standard deviation of
each channel's phase shift over time with the population of circular
standard deviations of the noise phase signals.
EEG recordings corresponding to the reference channel by deﬁnition
contain only measurement noise. Therefore, we excluded this channel
from all following analyses.
2.6. Phase deﬂection
For each channel, we calculated the circular mean of the phase shift
over time and deﬁned the phase deﬂection as the smallest value among
the phase mean subtracted by 0, π and -π.
To test the signiﬁcance of the phase deﬂection of each channel, we
applied a permutation test. First, we calculated the phase deﬂection from
0, π or -π at each time point (the temporal average of this signal is the
phase deﬂection, as deﬁned above). Band-pass ﬁltering around the
stimulation frequency induces a dependency of phases at nearby time
points. To take into account this dependency, we re-sampled the phase
deﬂection signal at 2 Hz, i.e. substantially below the bandwidth of the
pass-band (±5 Hz). We then computed the p-value of the null-hypothesis
of zero phase deﬂection, by comparing the absolute of the temporal
average of this signal against the distribution of the absolute of temporal
averages of 1 000 random phase deﬂection signals. These random signals
were generated by randomly assigning a sign to the phase deﬂection at
each time point.
We deﬁned the effective strength of phase deﬂections as the strength
of a sine signal that could have generated these phase deﬂections, when
added to a sinusoidal artifact with no phase deﬂection. To ﬁnd such a sine
signal, for each channel and each stimulation frequency, we calculated
the difference between a sine wave with zero-phase and a sine wave with
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the observed phase deﬂection, and multiplied the result with the mean
artifact amplitude. Finally, we calculated the standard deviation of this
signal and compared it against the standard deviation of sham recordings
(the sham signal was band-passed ﬁltered with a 6th order Butterworth
ﬁlter centered at the stimulation frequency of interest with a pass-band of
±5 Hz). We applied a similar procedure to quantify the effective strength
of phase jitters over time. We calculated the difference between a sine
wave with zero-phase and a sine wave with mean-removed phase signal
(i.e. containing only the phase jitter) of each channel, multiplied the
result with the mean artifact amplitude of each channel, and divided the
variance of this signal by the variance of the sham recording.
To test the effect of tACS frequency on phase deﬂections, for each
channel, we calculated the ratio between the absolute value of phase
deﬂections of the two stimulation conditions, found the median across all
channels and subjects, and compared this value to the distribution of
1 000 randomly generated values. These random values were generated
by applying the same procedure with condition labels randomly assigned
to the phase deﬂections.
2.7. MEG-synchronized injected current
Because the stimulation current was recorded with the EEG system,
we generated the MEG-synchronized version of the stimulation current
by estimating and correcting the differences in system clocks and tem-
poral offsets between the MEG and EEG systems based on trigger codes
that were simultaneously sent to both systems. We ﬁrst generated two
time vectors, representing moments that triggers were received by EEG
and MEG systems. Next, we performed a linear regression to ﬁnd the best
scale and shift parameters that map MEG time to EEG time. Using these
parameters, we estimated the corresponding EEG time points for the
moments at which the MEG system sampled the data, and ﬁnally
resampled the injected current at these time points to ﬁnd the rate-
corrected version of the injected current.
This procedure corrected for the difference between EEG and MEG
clock rates, and most of the temporal offset between the two systems.
However, the resulted rate-corrected injected current still contained a
small temporal offset relative to the MEG signals. This offset was either
due to a difference of hardware-induced delays between EEG and MEG
signals (e.g. due to anti-aliasing ﬁlters), or due to a small difference in
how fast MEG and EEG hardware register the received trigger codes. We
estimated this temporal offset based on the increase in the phase differ-
ence between the rate-corrected injected current and MEG signals from
6.99! to 38.85! (median across channels and subjects), when the stim-
ulation frequency increases from 11 Hz to 62 Hz. These phase values
correspond to a temporal offset of 1.7 ms between the MEG signals and
the rate-corrected injected current. Therefore, we generated the MEG-
synchronized injected current by shifting the rate-corrected injected
current by 1.7 ms.
2.8. Temporal analyses
To ﬁnd the effect of heartbeats on artifact phase signals, we ﬁrst found
the R-peaks of each subject's simultaneous ECG, deﬁned 4 s long seg-
ments of the phase shift signal centered on the R-peaks, and averaged all
these segments. To assess the signiﬁcance of each subject's heartbeat
related modulation, for each channel we calculated the power of the
average heartbeat-locked phase signal at the frequency of the subject's
average heart rate by means of the discrete-time Fourier transform. Next,
we assigned a p-value to this power value based on the histogram of
1 000 power values generated with the same procedure but using random
R-peak moments. The resulting p-values were corrected for false dis-
covery rate (FDR; Benjamini and Hochberg, 1995). We studied the
temporal dynamic of the heartbeat-locked phase modulations by means
of PCA. PCA was applied only to the average heartbeat-locked phase
modulation of those channels that showed signiﬁcant heartbeat-locked
phase modulations. Finally, we estimated the effective strength of these
phase modulations. For each channel, we generated two 4 s long sinu-
soids, one with no phase modulation and the other one with the
measured average heartbeat-locked phase modulation, subtracted them
from each other, multiplied the result with the channel's average artifact
strength (the standard deviation of each channel's signal over time), and
compared the standard deviation of this residual signal with the standard
deviation of the sham recordings.
We applied the same procedure to check the effect of respiration on
8 s long segments centered on inspiration endpoints.
2.9. Spectral analyses
We estimated the power spectra of sham and tACS conditions on 4 s
long segments. We ﬁrst split the data in 4 s long segments, applied a
Hanning window to each segment, computed the Fourier transform of
each segment, and calculated the average power across segments. To
study the inﬂuence of the artifact's phase modulation on the artifact's
power spectrum (Fig. 3e, j), we ﬁrst estimated the average heartbeat-
locked phase modulation as explained above. Then we constructed two
4 s long 62 Hz sine waves: one without phase modulation and one with
the average heartbeat-locked phase modulation. We scaled both sine
waves with the average artifact strength of the relevant channel. Finally,
to check the inﬂuence of the phase modulation on the power spectrum,
we subtracted the non phase-modulated signal from the phase-
modulated signal and calculated the power of the Fourier transform of
the residual.
2.10. Inﬂuence of pure amplitude modulation
Heartbeat and respiration strongly modulate the strength of artifact
signals (Noury et al., 2016). To make sure that these amplitude modu-
lations do not inﬂuence Hilbert transformation and phase estimations in
a way that leads to the observed heartbeat and respiration locked phase
effects, we repeated the temporal analysis on a fake phase signal. For
each channel and each stimulation condition, we excluded the actual
phase of signals and generated waveforms that only reﬂected the
amplitude modulations of the recordings. This was done by calculating
each signal's amplitude by means of Hilbert transform and multiplying it
with the injected current. Finally, we obtained the fake phase signals by
estimating phase of the resulted waveforms.
2.11. Heartbeat simulation
We checked if a combination of EEG referencing, small random phase
shifts on each EEG electrode (i.e. the random capacitive effect), and
heartbeat-locked artifact amplitude modulations might generate
heartbeat-locked artifact phase modulations (Fig. 5c). We ﬁrst re-
referenced EEG recordings to average reference to estimate the tACS
artifact of each EEG electrode prior to referencing to Fcz. By means of
Hilbert transform, we found the artifact amplitude at each EEG electrode,
segmented it into 4 s long pieces centered at each ECG R-peak, and
computed the average heartbeat-locked artifact amplitude modulation at
each EEG electrode. For each electrode, we then multiplied this ampli-
tude signal onto a 4 s long sine wave at 11 Hz, which had a small constant
random phase drawn from a uniform distribution from 0 to 0.05 radians.
This speciﬁc interval was chosen because the absolute value of phase
deﬂections of the 10 percent of channels with strongest artifact ampli-
tudes were lying in an interval of about 0.05 radians. The rational behind
this selection is that, based on the model presented in Fig. 5a, phase
deﬂections of channels with strong artifacts should mostly reﬂect the
capacitive effect of the EEG electrodes. Next, we simulated the effect of
referencing by simply subtracting the signal of the desired reference
electrode from all other electrodes. Finally, for each channel we esti-
mated the temporal phase modulation by means of Hilbert trans-
formation, and quantiﬁed the modulation strength as the temporal
standard deviation of the phase modulation in radians. We repeated this
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simulation 100 times and calculated the mean across all simulations.
2.12. Heartbeat and respiration frequencies
For each subject, heartbeat and respiration rates were deﬁned as the
inverse of the median of the temporal intervals between successive ECG
R-peaks and inspiration endpoints, respectively.
2.13. Analysis software
All data analyses were performed in Matlab (MathWorks) using
custom scripts, the open source toolbox Fieldtrip (Oostenveld et al.,
2011), and the circular statistics toolbox (Berens, 2009).
2.14. Raw data
The raw data analyzed here is the same as the data analyzed in our
previous study (Noury et al., 2016), and is available by contacting: noury.
siegel.2017@gmail.com.
3. Results
3.1. Anti-phase regions of artifact
We recorded EEG and MEG during 11 Hz tACS, 62 Hz tACS, and sham
stimulation in 4 subjects. Stimulation currents were injected through two
Ag/AgCl electrodes with 1 mA peak-to-peak strength (Fig. 1a). EEG was
recorded through the 72 remaining electrodes of the 10-10 electrode
system, along with 272 MEG channels. Throughout the experiment, we
also recorded the electrocardiogram (ECG) and respiration of subjects.
The stimulation current leaves one tACS electrode, runs through the
entire head, and reaches the other tACS electrode. Therefore, all EEG
electrodes experience strong sinusoidal stimulation artifact. The artifact's
amplitude topography reﬂected the location of the stimulation and
reference electrodes (top topographies in Fig. 1b and c). This is because,
for each EEG channel, the EEG device measures the voltage difference
between that EEG electrode and the reference electrode. Due to this
subtraction, one expects that the artifact phase divides EEG channels into
two anti-phase groups. To test this, we calculated the phase difference
between each EEG signal and the stimulation current. All channels
showed signiﬁcant phases relative to the stimulation current and, as
Fig. 1. tACS experiment and artifact phase. (a) 74 Ag/AgCl electrodes were placed according to the 10-10 system. Two electrodes (purple circles) were used for tACS stimulation and the
all other electrodes were used for EEG measurement. The brown circle and black square indicate the channels used for demonstrating the EEG (O9) and MEG (MLT31) results in the next
ﬁgures, respectively. The blue circle shows the reference EEG electrode. (b) Typical EEG and (d) typical MEG recordings during 11 Hz tACS. Time domain plots show 2 cycles of normalized
signals of all channels (solid lines) and stimulation current (dashed lines). Subplots show the zero-crossing moment. Notably, different channels cross the zero line at different moments.
The top topography shows the artifact strength relative to sham recordings, i.e. the standard deviation of signals recorded during tACS divided by the standard deviation of sham re-
cordings, in logarithmic scale. Middle and bottom topographies depict the average phase shift of each channels signal relative to the stimulation current. Bright colors indicate regions with
signiﬁcant phase shift. (c) and (d) show recordings during 62 Hz tACS. The data shown is from the ﬁrst subject.
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expected, the phase topography reﬂected two anti-phase regions (Fig. 1b
and c, blue and red regions in middle topographies).
For theMEG, themain sources of artifacts are the inward and outward
currents running through the stimulation cables and the scalp. Due to the
opposite current direction of inward and outward currents, artifact phase
should be divided into two anti-phase regions. Indeed, similar to EEG, all
MEG channels showed signiﬁcant phase shifts relative to the stimulation
current, and the phase topography was divided into two anti-phase re-
gions (middle topographies in Fig. 1d and e). As a simple control, we
checked whether band-passed sham recordings show any signiﬁcant
stable phase throughout the experiment. We did not ﬁnd a signiﬁcant
phase in any EEG or MEG channel during sham condition (bottom to-
pographies in Fig. 1b, c, d, e).
3.2. Artifact phase deﬂections in EEG and MEG
If EEG and MEG signals at the stimulation frequency were reﬂecting a
purely linearly transformed version of the stimulation current, each
channel's signal had to be on average either an in-phase (0! phase shifted)
or an anti-phase (180! phase shifted) version of the stimulation current.
To test this, we quantiﬁed each channel's phase deﬂection from such a
pure in-phase or anti-phase signal (Materials and Methods). For almost
all EEG and MEG channels this revealed an average phase deﬂection that
was signiﬁcantly different from 0! or 180! with small jitters over time
(subplots in Figs. 1 and 2a, d, p < 0.05 Bonferroni-corrected for multiple
comparisons across channels, for properties of phase jitter see Supple-
mentary Fig. 1).
Do these average phase deﬂections from pure linear artifacts reﬂect
the effect of tACS on brain activity, or are they due to nonlinear technical
artifacts? We hypothesized that if the observed phase deﬂections were
due to technical artifacts, their value should be related to the artifact's
strength. Indeed, for both, EEG and MEG and for both tACS conditions,
we found a signiﬁcant negative correlation between the strength of the
tACS artifact and strength of the phase deﬂection (Fig. 2b, e; Spearman
correlation (r) of " 0.32 and " 0.26, for EEG, and " 0.51 and " 0.61, for
MEG, p < 1e" 6, pooled across subjects and channels). To further address
this question, for each channel we quantiﬁed the effective strength of
phase deﬂections as the smallest sinusoidal signal that, when added to an
artifact with no phase deﬂection (pure in-phase or anti-phase), could lead
to the observed phase deﬂection (Materials and Methods). Next, we
compared the strength of these sinusoids to the strength of sham re-
cordings in the same frequency band (Fig. 2c, f). For most of the channels
the sinusoids that would have to be added to a purely linear artifact were
more than 10 times bigger that the normal EEG and MEG signals (79%
and 94% of EEG channels and 18% and 69% of MEG channels for 11 Hz
and 62 Hz tACS, respectively). As none of the subjects experienced
phosphenes or other sensations during the experiment, we concluded
that the brain could not have generated such strong sinusoids. We
concluded that the observed phase deﬂections are part of the stimulation
artifacts (see the next section for a third observation supporting this
conclusion).
We tested if the phase deﬂections of the two stimulation conditions
were related to each other. In both EEG and MEG, phase deﬂections of
11 Hz and 62 Hz tACS artifacts were strongly correlated across sensors
(Spearman correlation (r) of 0.79 and 0.85 for EEG and MEG, respec-
tively; both p < 10" 16). Next, we investigated if the strength of phase
deﬂections changes with tACS frequency. For both, EEG and MEG we
found a signiﬁcant change in phase deﬂections by increasing the stimu-
lation frequency from 11 Hz to 62 Hz. For EEG, the median of ratios of
absolute phase deﬂections (62 Hz divided by 11 Hz) across channels was
0.84, suggesting a general decrease of phase deﬂections, while the me-
dian of ratios across MEG channels was 1.32, suggesting an increase in
phase deﬂections ([10th, 90th] percentile of [0.4, 1.39] and [0.56, 4.48]
for EEG and MEG, respectively; all p < 1e-3, permutation test, Materials
and Methods).
3.3. Heartbeat-locked phase modulations
Heartbeats move the head and EEG electrodes and inﬂuence the
electrical properties of the body (Kristiansen et al., 2005; Nyboer et al.,
1950; Pinheiro et al., 2010). Consequently, heartbeats modulate the
amplitude of tES stimulation artifacts for EEG and MEG (Noury et al.,
2016). Therefore, we hypothesized that heartbeats also modulate the
phase of the stimulation artifact. To test this, in each subject we checked
whether the artifact phase in EEG andMEG shows a rhythmic modulation
locked to the subject's ECG R-peak (Materials and Methods). Indeed, in
all subjects and for both, 11 Hz and 62 Hz tACS, most channels showed a
signiﬁcant rhythmic modulation of their artifact phase (P < 0.05, FDR
Fig. 2. Artifact phase deﬂection. (a) Artifact phase deﬂection in EEG. Time domain plot shows 1 min of artifact phase shift relative to the stimulation current during 11 Hz (red) and 62 Hz
(blue) tACS (channel O9 of the ﬁrst subject). Topographies show the phase deﬂection for each channel in radians. Almost all channels show signiﬁcant phase deﬂections (non-signiﬁcant
regions are masked at P ¼ 0.05 corrected). (b) Relation between artifact strength (standard deviation of signals during tACS) and absolute value of phase deﬂection in log-log scale. Data
from all subjects is shown. Each point corresponds to a single channel in one subject. (c) Effective strength of phase deﬂections relative to sham recordings. Topographies show, in
logarithmic scale, how big the signal is that results from the artifact deﬂection from pure in-phase or anti-phase linear artifacts, relative to the signal during sham recordings. (d-f) Artifact
phase deﬂection properties in MEG. Same conventions as in (a-c). The time domain plot in (d) shows results from channel MTL31 in the ﬁrst subjects. Bigger topographies correspond to the
ﬁrst subject (S1) and smaller topographies correspond to all other subjects (S2-S4).
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corrected, Fig. 3a, b, f, g). Heartbeat-locked phase modulations were
clearer for 62 Hz tACS as compared to 11 Hz (topographies in Fig. 3a, b, f,
g), which might be due to weaker physiological signals mixing with the
artifact at 62 Hz. In the frequency domain, these phase modulations
spread the stimulation artifact beyond the stimulation frequency (Fig. 3e,
j). This is because frequency is proportional to the temporal derivative of
phase. Due to the heartbeat-locked phase modulations, the temporal
derivative of the artifact's phase is not constant. Therefore, in the fre-
quency domain, several frequencies are contaminated with the stimula-
tion artifact. In other words, similar to the inﬂuence of the artifact's
amplitude modulation (Noury et al., 2016), the artifact's phase modula-
tion results in broadband artifacts.
To characterize the temporal dynamic of the spatial pattern of
heartbeat-locked modulations, in each subject we applied PCA to the
average heartbeat-locked phase modulations (Fig. 3c, h, Materials and
Methods). In each subject, at least 2 of the ﬁrst 3 PCs showed rhythmic
dynamics and the ﬁrst 3 PCs explained more than 99% and 97% of the
variance for EEG and MEG, respectively. Consequently, the spatial
pattern of phase modulations is not constant over time, but shows
rhythmic temporal changes. Moreover, this suggests that for simulating
tES artifacts, simulated phase modulations should contain at least 2 PCs.
The strength of heartbeat-locked phase modulations tended to be
stronger for channels with bigger artifact phase deﬂections. For both EEG
andMEG, we found a strong positive correlation between the modulation
strength and absolute value of the artifact phase deﬂection (spearman
correlation (r) of 0.56 and 0.64, for EEG, and 0.5 and 0.5, for MEG, for
11 Hz and 62 Hz tACS, respectively; all p < 10!9). Furthermore, we found
that for both, MEG and EEG and for both stimulation frequencies across
channels, the strength of the heartbeat-locked phase-modulation was
negatively correlated with the overall strength of tACS artifacts
(spearman correlation (r) of !0.78 and !0.55, for EEG, and !0.85 and
!0.69 for MEG, for 11 Hz and 62 Hz tACS, respectively; all p < 10!16).
These effects provide additional evidence for the interpretation that the
observed phase deﬂections are caused by nonlinear artifacts, and not by
brain activity.
Heartbeat-induced phase modulations were in the range of milli-
radians (Fig. 3a, b, f, g). Therefore, we asked if the effect of these small
phase modulations is negligible, or if they should be considered in design
and evaluation of artifact removal techniques. To answer this, we
quantiﬁed each channel's modulation strength, in analogy to how we
quantiﬁed the effective strength of average phase deﬂections before
(Fig. 3d, i, Materials and Methods). For many channels, heart-beat locked
phase modulations lead to artifact signals bigger than 10% of the EEG
and MEG signals, and in some channels, in particular for MEG, the effect
of heartbeat-locked phase modulations was as big as the signals recorded
without stimulation. In sum, heartbeat-locked modulations of the arti-
fact's phase induced sizable artifacts that should be accounted for in the
design and evaluation of artifact removal techniques.
Heartbeats modulate artifact amplitudes in both EEG and MEG
(Noury et al., 2016). Therefore, we checked if these amplitude modula-
tions may inﬂuence our phase estimations such that the observed phase
modulations may merely reﬂect these amplitude modulations. We
simulated the case of stimulation artifacts with only amplitude modula-
tion (Materials and Methods) and repeated the heartbeat-locked phase
analysis on the estimated phase of these simulated artifacts. None of the
EEG or MEG channels showed any signiﬁcant heartbeat-locked phase
modulation (p > 0.05, FDR corrected). Thus, we concluded that the
observed phase-modulations did not merely reﬂect heartbeat locked
amplitude modulations.
3.4. Respiration-locked phase modulations
Similar to the heartbeat, also respiration moves the head and EEG
electrodes, modulates body impedance, and modulates tES artifact am-
plitudes (Dornhorst et al., 1952; Michard, 2005; Noury et al., 2016;
Pinheiro et al., 2010). Thus, we expected to observe respiration-locked
modulations of artifact phase, similar to heartbeat-locked effects.
Indeed, for many channels, respiration-locked segments of artifact phase
showed signiﬁcant rhythmic modulations with sensor topographies
similar to heartbeat-locked modulations (Supplementary Fig. 2).
Compared to heartbeat-locked phase modulations, respiration-locked
phase modulations reached signiﬁcance in fewer channels, which may
be due to the lower number of respirations as compared to heartbeats.
3.5. Ground electrode
We investigated whether the position of the EEG ground electrode
could have generated the artifact phase-features observed in EEG re-
cordings. To this end, in one subject we recorded two sessions of a 62 Hz
tACS control experiment with EEG ground positioned either on the
forearm or forehead. The two recordings showed similar artifact phase
deﬂection and heartbeat-locked phase modulations (Supplementary
Fig. 3). Thus, we concluded that artifact phase features in EEG are not
related to the position of the EEG ground electrode.
3.6. Stimulation electrode size
In one subject, we performed another control experiment with big
rubber stimulation electrodes to test if the observed features of the
artifact phase might be due to the size of our stimulation electrodes
(Fig. 4). For both, EEG and MEG and for both, 11 Hz and 62 Hz tACS, we
found artifact phase deﬂection and phase modulations similar to the
experiment with small stimulation electrodes. Thus, we concluded that
the observed features are not related to the stimulation electrode size.
3.7. MEG without EEG
As the EEG cap and recording device may potentially generate noise
on the MEG recordings, we checked if the artifact phase features
observed in MEG were due to the simultaneous EEG measurements. In
one subject, we recorded 2 min of MEG per tACS condition, without the
EEG cap (Materials and Methods). We observed phase features in the
recorded MEG data that were similar to the phase features observed
during simultaneous MEG and EEG recordings (Supplementary Fig. 4).
Thus, we concluded that the observedMEG phase effects were not related
to the simultaneous EEG recordings.
4. Discussion
Here, we provide, to the best of our knowledge, the ﬁrst character-
ization of the phase relationship between stimulation current and tACS
artifacts in EEG and MEG. We show that tACS artifacts are not simple
sinusoids at either 0 or 180" phase relative to the stimulation current, but
that each channel shows a frequency dependent phase deﬂection. The
magnitude of this phase deﬂection is negatively correlated with the
amplitude of tACS artifact. Moreover, we show that the artifact phase is
modulated by heartbeat and respiration. These phase modulations result
in weak tACS artifacts at frequencies beyond the stimulation frequency.
To facilitate research on tES artifacts and artifact rejection methods, all
raw EEG and MEG data used in this study is made available online.
4.1. Artifact's bandwidth
The artifact's phase modulations spread stimulation artifacts beyond
the stimulation frequency (Fig. 3e, j). This is in general similar to the
effect of artifact's amplitude modulations, which result in broadband
stimulation artifacts contaminating the power spectrum up to ±10 Hz
beyond the stimulation frequency for a stimulation current of 1 mA peak-
to-peak (Noury et al., 2016). It should be noted that the effective strength
of phase modulations (Fig. 3d, i and Supplementary Fig. 2) is on average
about hundred times smaller than the effective strength of amplitude
modulations (Figs. 3 and 4 of Noury et al., 2016). In other words,
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Fig. 3. Heartbeat-locked artifact phase modulation. (a) The time courses show how on average the EEG phase-shift relative to the stimulation current modulates around the time of
heartbeats during 11 Hz tACS (signal from channel O9). The topography shows the modulation strength quantiﬁed as the decadic logarithm of the standard deviation of average heartbeat-
locked phase modulation (non-signiﬁcant modulations are masked at P ¼ 0.05 corrected). The large panel shows data from subject S1. Smaller panels show all other subjects. (b) Similar to
(a), but for 62 Hz tACS. (c) First 3 principle components (PCs) of a PCA applied to the average heartbeat-locked phase modulation. Only channels with signiﬁcant heartbeat-locked
modulations are included in the PCA. Data from 62 Hz tACS condition of the ﬁrst subject. (d) Topographies show the effective strength of heartbeat-locked phase modulations, rela-
tive to the strength of sham recordings in decadic logarithmic scale. (e) Inﬂuence of the artifact's phase modulation on the artifact's power spectrum. Light and dark gray curves depict
average power spectra of recordings from sham and 62 Hz tACS conditions, respectively (EEG channel O9). The magenta curve shows the power spectrum of a sine wave with constant
amplitude and time-varying phase. The phase of this wave was set equal to the heartbeat-locked phase modulations of the same channel. The blue curve shows the effect of phase
modulations in the frequency domain, i.e. the power spectrum of the residual signal, when a pure sine wave with no phase modulation is removed from the sine wave with phase
modulations. (f-j) Same conventions as for (a-e), but for MEG recordings. Figures (f, g, j) depict results from channel MTL31.
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although both, phase and amplitude modulations contribute to broad-
band tACS artifacts, the bandwidth of tACS artifacts is practically gov-
erned by the artifact's amplitude modulations.
4.2. Underlying mechanisms
Capacitive effects at the contact surface of EEG electrodes and skin
(Fig. 5a, Bronzino and Peterson, 2015; Tyner and Knott, 1983) induce
small phase shifts to the voltages sensed by different EEG electrodes
(Fig. 5b, phase of turquoise and magenta vectors). Small differences in in
this capacitive effect between the reference electrode and other elec-
trodes (Fig. 5b, phase difference of turquoise and magenta vectors),
together with the variable strength of tACS artifact across electrodes
(Fig. 5b, length of magenta vectors), lead to variable artifact phases
across different EEG channels (Fig. 5b, phase of dashed vectors).
Conceptualizing this effect in vector space explains the negative corre-
lation between artifact amplitude and phase deﬂection observed for EEG
(Fig. 5b). Most electrodes pick up either much stronger or much weaker
artifacts relative to the reference electrode. Differential recordings from
these electrodes show big artifacts with phases close to zero or 180!
(Fig. 5b, ﬁrst and last vector drawings). On the other hand, few electrodes
experience artifacts with very similar strength as the reference electrode.
Recording from these electrodes show small artifacts with phases close to
either 90 or -90! (Fig. 5b, middle vector drawing). This mechanism leads
to the observed negative correlation between artifact amplitude and
phase deﬂection across channels (Fig. 2b and topographies in Fig. 5b).
Furthermore, because of the capacitive effect at the contact surface,
electrode impedance is frequency dependent, which explains why we
observed a change in phase deﬂection across frequencies.
The aforementioned mechanism can not only explain the observed
EEG artifact phase deﬂections from pure linear in-phase or anti-phase
versions of the stimulation current, but it may also explain the observa-
tion of heartbeat-locked and respiration-locked artifact-phase modula-
tions. As we have shown before (Noury et al., 2016), the artifact's
amplitude is modulated by physiological processes. The artifact phases of
EEG measurements depends on the electrodes' capacitive effect and the
artifact amplitude at each electrode (Fig. 5b). Thus, rhythmic modula-
tions of artifact amplitude at each electrode (amplitude modulation of
magenta and turquoise vectors in Fig. 5b) could lead to observed
rhythmic phase modulations of the measured artifacts (phase of dashed
vectors in Fig. 5b).
We tested this idea in a simulation, in which each electrode had a
small random phase shift and its amplitude was modulated by each
heartbeat (Fig. 5c, Materials and Methods). This simulation conﬁrmed
Fig. 4. tACS artifact phase properties for large stimulation electrodes. (a) Two large
rubber stimulation electrodes (purple squares) were positioned between 62 EEG electrodes
placed according to the 10–10 system. The brown circle and black square indicate the
position of channels used for demonstrating EEG (P6) and MEG (MLT54) results,
respectively. The blue circle shows the reference EEG electrode. (b) EEG artifact phase
during 11 Hz tACS. The top left topography shows the average phase shift relative to the
stimulation current. As expected, this topography is divided into two anti-phase regions.
The top right topography shows artifact phase deﬂections from linear artifacts. Similar to
tACS with small stimulation electrodes, different channels' artifacts deﬂect from linear
artifacts. Bottom panel shows the heartbeat-locked phase modulation. The topography
shows the standard deviation of phase modulation in decadic logarithmic scale (non-sig-
niﬁcant modulations are masked at P ¼ 0.05 corrected). (c) As (b), but for 62 Hz tACS. (d-
e) As (b-c), but for MEG recordings.
Fig. 5. EEG artifact phase. (a) Schematic diagram of tACS stimulation and EEG re-
cordings. The stimulation current leaves the tACS device, ﬂows through the head, and
returns to the tACS device. The EEG device senses the voltage deference between the scalp
position touched by the reference electrode (blue) and the scalp position touched by
another electrode (purple). Electrochemical processes at the contact surface of electrodes
and skin give rise to capacitive effects. These effects happen for both stimulation and EEG
electrodes. (b) Schematic display of an EEG measurement in vector space. The length and
phase of each vector represent amplitude and phase of the corresponding time domain
signal, respectively. Blue and purple vectors correspond to the voltage sensed by the
reference and example EEG electrodes, respectively. Dashed vectors represent the differ-
ential EEG signal measured for an EEG electrode, which is simply the difference between
voltages sensed by that electrode (purple) and the reference electrode (blue). Capacitive
effects of EEG electrodes (blue and purple in (a)) induce small phase shifts to the voltage
sensed by each EEG electrode (non-zero phase of blue and purple vectors). This effect,
together with the difference in the amplitude of voltages sensed by different electrodes,
leads to various phase shifts of EEG measurements. The vector model explains the negative
correlation between artifact amplitude and phase deﬂection, which is demonstrated in
topographies. The bottom topography shows the absolute value of artifact phase de-
ﬂections. The top topography shows the inverse of the artifact amplitude in decadic log-
arithmic scale (11 Hz tASC, averaged over subjects). (c) Simulating heartbeat-locked phase
modulations. The vector model in (b) generates heartbeat-locked phase modulations,
when the amplitude of each electrode's voltage is modulated by each heartbeat. Topog-
raphies show the average result of simulations with reference electrodes at Fcz (left) and
P8 (right). Top topographies show inverse artifact amplitude and bottom topographies
depict the standard deviation of heartbeat-locked phase modulations, in decadic loga-
rithmic scale. Channels with smaller artifact amplitude (yellow regions in top topogra-
phies) show higher heartbeat-locked phase modulations (yellow regions in bottom
topographies).
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that the mentioned mechanism could lead to heartbeat-locked phase
modulations. As observed in the experimental measurements (Fig. 3a and
b), in the simulation heartbeat-locked phase modulations were strongest
for channels on the zero isoline, i.e. channels with artifact amplitudes
similar to the artifact amplitude of the reference channel (Fig. 5c). This
led to a negative correlation between artifact amplitude and phase-
modulation strength (Spearman correlation (r) of !0.84, p < 10!16), as
also observed in the experimental measurements.
In addition to rhythmic amplitude modulation, also rhythmic
impedance changes may contribute to the observed phase-modulation. In
particular, rhythmic movements of EEG electrodes induced by each
heartbeat may rhythmically change capacitive and resistive electrode
impedances.
Capacitive effects also affect invasive electrophysiological recordings
during tACS. Thus, the abovementioned model could also explain phase
properties of those recordings. In fact, a recent study (Opitz et al., 2016)
reported small phase shifts in invasive recordings during tACS in the
range of the phase deﬂections reported here. Although the authors do not
statistically check the relationship between signal strength and phase
shifts, they report largest phase shifts at electrodes with smallest signals,
and relate this to less accurate phase estimations at these electrodes. Our
model suggests that the reported phase deﬂections result from small
capacitive effects together with referencing. Moreover, according to our
model, we speculate that the phase of invasive recordings should also be
rhythmically modulated by heartbeat and respiration due to small
rhythmic brain movements or blood volume changes. It should be noted
that these phase features happen at the measurement level. In other
words, we predict that neuronal tissues experience tACS currents in-
phase with the stimulation current. However, neuronal responses to
these electrical currents are not necessarily in-phase with the stimulation
current, and might show phase shifts that depend on different parame-
ters, including bioelectrical features of the neurons. Detailed computer
simulations and invasive recordings (Ali et al., 2013; Opitz et al., 2016)
are necessary to further our understanding of the phase relationship
between tACS currents and induced neuronal responses.
Our results show that phase features of MEG artifacts are generally
similar to phase features of EEG artifacts. However, we are not aware of
any direct counterpart of the capacitive EEG effects for SQUID-based
MEG that could lead to the observed phase features of MEG artifacts.
These phase features may arise from the special electronics of the MEG
system. One candidate could be the ﬂux feedback loop of the SQUID
circuitry. The delay of this feedback loop could potentially generate
phase delays in the recordings. Another alternative is the effect of elec-
tromagnetic waves generated by oscillating stimulation currents. Usu-
ally, it is assumed that MEG signals are measured under the quasi-static
condition. This is a fair assumption when measuring brain activity,
because electromagnetic waves produced by time varying brain activity
are negligible. However, stimulation currents are usually much bigger
than electrical currents produced by brain activity. Consequently, their
produced electromagnetic waves are also several orders of magnitude
bigger than electromagnetic waves produced by brain activity. These
electromagnetic waves are not necessarily in-phase with stimulation
currents, and therefore they could induce phase shifts in artifacts
measured by MEG sensors. Pinpointing the exact mechanisms underlying
observed MEG phase effects remains subject to future investigations.
4.3. Consequences for artifact rejection methods
Any sub-optimality in artifact rejection leads to a decrease in the
signal to noise ratio of the recovered brain signal and residual artifacts,
which, in the worst case, may lead to spurious results. This is particularly
important to consider because tACS artifacts are typically several orders
of magnitude larger than brain signals. Optimizing artifact rejection
methods requires knowledge of the nature and characteristics of artifacts.
By providing these characteristics, our results pave the way for this
optimization.
Widely used EEG and MEG signal-processing methods like PCA, ICA
and beamforming assume a linear and time-invariant mapping between
sources (artifactual or non-artifactual) and sensors. These methods have
been recently used for removing stimulation artifacts (Helfrich et al.,
2014; Neuling et al., 2015). However, artifact phase and amplitude fea-
tures reﬂect a non-linear and time-varying mapping between stimulation
current and tES artifacts. During normal EEG and MEG recordings
without tES, discarding non-linear and time-varying properties of source-
to-senor projections leads to negligible errors, because their effective
strength is small relative to brain signals. However, because tACS arti-
facts are several orders of magnitude larger than brain signals, small non-
linear and time-varying effects cause artifact components that are well on
the order of, or even larger than, brain signals (Figs. 1–3; and Noury et al.,
2016). These components are hard to capture with linear and time-
invariant signal processing methods. In other words, using these signal
processing methods for removing stimulation artifacts result in residual
artifacts (Marshall et al., 2016; Noury et al., 2016). These residual arti-
facts are likely to lead to higher artifactual power of the processed signal
at or near the stimulation frequency compared to the sham condition.
Importantly, an increase in neuronal activity at the stimulation frequency
is one of the targeted physiological effects of tACS. Thus, dissociating a
potential physiological signal power increase from a power increase
caused by residual artifacts is challenging and requires a careful assess-
ment of the measured power changes in comparison to the effects of
potential residual artifacts. Such comparisons could be done by means of
computer simulations and evaluations that are based on realistic arti-
fact models.
Another approach to artifact rejection is to design appropriate non-
linear and time-varying methods. For example, in the artifact rejection
method introduced by Voss et al. (2014) an optimum phase-shift is
applied to the artifact estimation of each EEG channel. Although this
approach is theoretically powerful, it is not able to completely remove
stimulation artifacts. The main challenge in this approach is to estimate
the exact amplitude and phase of the artifact over time. This is difﬁcult
because signals recorded during tES contain both artifact and brain ac-
tivity. Therefore, estimations of phase and amplitude of artifact might be
sub-optimal and artifact-removed signals might contain residual arti-
facts. Similar to the previous approach, one might be able to deal with
this problem by means of computer simulations. In other words, one
could estimate the strength of residual artifacts through realistic artifact
models in silico, to then quantitatively assess if the observed changes in
recordings during tES relative to sham recordings could be explained by
residual artifacts.
We showed that artifact phase properties in EEG and MEG depend on
tACS frequency. This suggests that the performance of a single artifact
rejection method may vary with stimulation frequency. Therefore, arti-
fact rejected signals of different tACS frequencies should be compared
with caution. In this context, it is also important to note that, as tDCS
artifacts by deﬁnition do not have any phase shift, tES artifact removal
methods may perform better for tDCS as compared to tACS.
4.4. Evaluation of artifact rejection methods in silico
Whether or not all properties of stimulation artifacts are considered in
the design of artifact rejection methods, their performance needs to be
evaluated. One possibility for such evaluations is to apply the artifact
rejection methods to the EEG or MEG data recorded during tES, and
compare the results with ground truth EEG or MEG signal. Such a ground
truth, especially at the stimulation frequency, is not easy to obtain,
because it is not clear how tES inﬂuences the brain activity during
stimulation. The alternative is to use computer simulations to simulate
artifactual signals with known ground truth. For example, Helfrich et al.
(2014) simulated the artifactual signals by adding a constant 10 Hz sine
wave to sham recordings, and further evaluated the performance of their
artifact rejection method by applying their method to this simulated data
and comparing artifact-removed results with the original sham
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recordings. However, from our ﬁndings, it is clear that such a simulation
does not reﬂect the non-linear and time-varying phase and amplitude
features of tES artifacts, and thus, is not suited to assess the performance
of artifact rejection method. This highlights that a necessary and critical
part of such simulations is an appropriate model of stimulation artifacts
that captures all relevant artifact characteristics. Our results provide the
basis for such simulations by characterizing phase and amplitude features
of tES artifacts, and by showing how the strength of different artifact
features could be estimated from EEG and MEG recordings during tES.
4.5. A model for tES artifacts
We next suggest a complex-valued model for simulating EEG and
MEG recordings during tES at frequencies close to the stimulation fre-
quency, i.e. frequencies that do not include any stimulation harmonic.
This model summarizes the results presented here and in our previous
paper (Noury et al., 2016):
ArtðtÞ ¼ aðtÞ $ eiφðtÞ $ CurðtÞ (1)
sðtÞ ¼ RefArtðtÞg þ bðtÞ (2)
in this model, sðtÞ is the EEG or MEG recording, bðtÞ is the brain activity,
and ArtðtÞ and CurðtÞ are analytic representations1 of stimulation artifact
and normalized stimulation current, respectively. aðtÞ and φðtÞ represent
each channel's time-varying artifact amplitude and phase and are
deﬁned as:
aðtÞ ¼ aavr þ aslowðtÞ þ HeartðtÞ*hah þ RespðtÞ* harðtÞ (3)
φðtÞ ¼ φavr þ φjitterðtÞ þ HeartðtÞ*hφh þ RespðtÞ* hφrðtÞ (4)
While a model for tACS requires both aðtÞ and φðtÞ, Eqn. (4) should be
discarded for tDCS models and φðtÞ in Eqn (1) should be replaced with
zero. In Eqns (3) and (4), aavr and φavr represent each channel's average
amplitude and average phase shift relative to the stimulation current,
respectively. aslowðtÞ represents slow changes in the artifact amplitude
due to slow head movements or slow changes in EEG electrode imped-
ance. φjitterðtÞ represents artifact's phase jitter, hahðtÞ and harðtÞ represent
mean-removed average heartbeat-locked and respiration-locked ampli-
tude modulations, and hφhðtÞ and hφrðtÞ represent mean-removed average
heartbeat-locked and respiration-locked phase modulations, respec-
tively. HeartðtÞ and RespðtÞ are impulse trains with impulses at moments
of, respectively, ECG R-peaks and inspiration ends. In Eqns (3) and (4), *
denotes temporal convolution. This operation simply applies heartbeat
locked and respiration locked modulations to amplitude and phase sig-
nals with each heartbeat and respiratory effort.
To evaluate the performance of an artifact rejection method, one
could ﬁrst estimate the parameters of the model based on EEG or MEG
signals recorded during tES. This could be done with methods presented
in this and our previous papers (Noury et al., 2016). Using these pa-
rameters, a simulated version of the recorded data, sðtÞ, could be calcu-
lated. Next, the artifact rejection method should be applied to this
simulated data and the results should be evaluated. It should be noted
that any model parameter estimates cannot be ideal, simply because the
EEG and MEG recordings that are used for estimating model parameters
contain tES artifacts together with brain activity and measurement noise.
That said, a versatile artifact rejection method should be able to deal with
different artifact magnitudes and should not be sensitive to small changes
of model parameters.
While most of the parameters in (2) and (3) could be estimated from
EEG and MEG recordings, estimating φjitterðtÞ is not straightforward. This
is because it is not clear how much of the observed band-passed signal's
phase jitter is related to the artifact and how much is related to brain
activity (Supplementary Fig. 1, bottom row). Therefore, one should
evaluate the performance of artifact rejection methods assuming
different levels of φjitterðtÞ to ﬁnd the potential effect of φjitterðtÞ on results
of the artifact-rejection pipeline.
The abovementioned simulation could be done with different as-
sumptions regarding the effect of tES on brain signal (i.e. bðtÞ). Four
situations are possible: no effect of tES on the brain, phase-locked
entrainment of brain signal, non-phase-locked increase in brain's oscil-
latory activity at the stimulation frequency, and a combination of the
latter two cases. For the ﬁrst case, bðtÞ could be replaced with sham re-
cordings and a simulation could be performed to check whether artifact
rejected signals show any spurious effect of stimulation, i.e. a false pos-
itive result. For the other three cases, the likelihood of a false negative
result could be tested by adding different levels of phase-locked or/and
non-phase-locked stimulation effects to the sham recordings, applying
the artifact rejection method to the simulated data (i.e. bðtÞ), and ﬁnally
checking whether the induced stimulation effects are observable after the
artifact removal.
It should be noted that heartbeat-locked and respiration-locked
modulations of amplitude and phase might slightly vary across heart-
beats and respiratory efforts. Therefore, in the case that an artifact
rejection method uses heartbeat-locked and respiration-locked modula-
tions, these variations should be estimated from recorded data and
considered in simulations and evaluations. Furthermore, it should be
noted that the above model only captures those aspects of tES artifacts
described here and in our previous work (Noury et al., 2016). Further
research should investigate if there are other artifact properties that
should be incorporated into the model.
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Supplementary Figure 1. Phase jitter of recordings during tACS. (a) EEG phase jitter. 
Top topographies depict standard deviation of temporal jitters of the phase shift 
between EEG recordings and the stimulation current (in decadic logarithmic scale). 
Bottom topographies show effective strength of the signals that when added to artifacts 
without phase jitter, would result in signals with the observed phase jitters in 
recordings. Bottom topographies show the effective strength of phase jitters relative to 
sham recordings in decadic logarithmic scale. The effective strength is quantified as 
the difference between each channels signal and the same signal without phase jitter. 
The left column corresponds to 11 Hz tACS and the right column to 62 Hz tACS. (b) 
Similar to (a), but for MEG recordings. In both EEG and MEG, phase jitter’s effective 
strength in most channels is comparable with the strength of sham recordings. 
Therefore, in most channels, phase jitters reflect brain signals and not jitters in the 
phase of artifact.  	  
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Supplementary Figure 2. Respiration-locked artifact phase modulation. (a) Time 
courses depict how on average the EEG phase-shift relative to the stimulation current 
modulates around the time of respiratory efforts during 11 Hz tACS (signal from 
channel O9). The topography shows the modulation strength quantified as the decadic 
logarithm of the standard deviation of average respiration-locked phase modulation 
(non-significant modulations are masked at P = 0.05 corrected). The large panel shows 
data from subject S1. Smaller panels show all other subjects. (b) Similar to (a), but for 
62 Hz tACS. (c) First 3 PCs of the PCA applied to the average respiration-locked 
phase modulations. Only channels with significant respiration-locked modulations are 
included in PCA analysis. Data from 62 Hz tACS condition of the first subject. (d) 
Topographies show effective strength of respiration-locked phase modulations, relative 
to the strength of sham recordings in decadic logarithmic scale. In other words, they 
show how big is the signal generated by phase modulations compared to sham 
recordings. (e-h) Similar to (a-d), but for MEG recordings. Figures (e-f) depict results 
from channel MTL31.  
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			 4 
 
Supplementary Figure 3. Influence of EEG ground electrode on artifact phase 
properties. Top and bottom rows depict results from recordings during 62 Hz tACS with 
ground electrode positioned on, respectively, forearm and forehead (EEG channel 
Fpz). (a) Phase of artifact relative to the stimulation current. As expected, channels are 
divided in to anti-phase groups. (b) Artifact phase deflection from pure linear in-phase 
and anti-phase artifacts. Recordings from the two conditions show similar phase 
deflections. (c) Heartbeat-locked phase modulations. Topographies show standard 
deviation of temporal modulations in radian (decadic logarithmic scale). Both conditions 
show significant heartbeat-locked phase modulations in many channels.  
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			 5 
 
Supplementary Figure 4. Artifact phase in MEG recordings without EEG. Top and 
bottom rows correspond to, respectively, 11 Hz and 62 Hz tACS. Stimulation was done 
with large stimulation electrodes as in Fig. 4. (a) Artifact phase shift relative to the 
stimulation current. As expected, MEG channels are divided into two anti-phase 
groups. (b) Artifact phase deflections from pure linear in-phase or anti-phase artifacts. 
Similar to recordings done with simultaneous EEG (Fig. 4), many channels show phase 
deflections from pure linear artifacts. Therefore, observed phase deflections in MEG 
are not due to the noise of simultaneous EEG recordings.  
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Abstract	Transcranial	 Electric	 Stimulation	 (tES)	 is	 a	 widely	 used	 non-invasive	 brain	stimulation	 technique.	 However,	 strong	 stimulation	 artifacts	 complicate	 the	investigation	of	neural	activity	with	EEG	or	MEG	during	tES.	Thus,	studying	brain	signals	 during	 tES	 requires	 detailed	 knowledge	 about	 the	 properties	 of	 these	artifacts.	 Recently,	 we	 characterized	 the	 phase-	 and	 amplitude-relationship	between	tES	stimulation	currents	and	tES	artifacts	in	EEG	and	MEG	and	provided	a	mathematical	model	of	 these	artifacts	 (Noury	and	Siegel,	2017,	and	Noury	et	al.,	 2016,	 respectively).	 Among	 several	 other	 features,	 we	 showed	 that,	independent	 of	 the	 stimulation	 current,	 the	 amplitude	 of	 tES	 artifacts	 is	modulated	time	locked	to	heartbeat	and	respiration.	In	response	to	our	work,	a	recent	 paper	 (Neuling	 et	 al.,	 2017)	 raised	 several	 points	 concerning	 the	employed	stimulation	device	and	methodology.	Here,	we	show	that	none	of	the	concerns	by	Neuling	et	al.	are	correct	or	applicable	to	our	results.	Furthermore,	we	 explain	 in	 detail	 the	 physics	 underlying	 tES	 artifacts,	 and	 discuss	 several	approaches	how	 to	 study	brain	 function	during	 tES	 in	 the	presence	of	 residual	artifacts.				 	
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1.	Introduction	Transcranial	 Electric	 Stimulation	 (tES)	 is	 a	 noninvasive	 brain	 stimulation	technique	 that	 is	 widely	 used	 to	 manipulate	 brain	 function	 (Fertonani	 and	Miniussi,	 2016;	 Kuo	 and	 Nitsche,	 2012).	 However,	 the	 neurophysiological	mechanisms	underlying	tES	effects	are	largely	unknown,	mainly	because	strong	stimulation	 artifacts	 render	 the	 electrophysiological	 investigation	 of	 brain	activity	with	EEG	or	MEG	during	tES	challenging	(Bergmann	et	al.,	2016;	Thut	et	al.,	2017).	Such	simultaneous	measurements	may	not	only	provide	insights	into	the	 mechanisms	 underlying	 tES	 effects,	 but	 may	 also	 pave	 the	 way	 for	 new	feedback-controlled	 brain	 stimulation	 protocols,	 in	 which	 stimulation	parameters	 are	 continuously	 optimized	 based	 on	 the	 simultaneously	 recorded	brain	 activity	 (Bergmann	 et	 al.,	 2016;	 Brittain	 et	 al.,	 2013;	 Lustenberger	 et	 al.,	2016;	Romei	et	al.,	2016).	Despite	 several	 efforts	 to	 remove	 tES	 artifacts	 from	 simultaneously	 recorded	EEG	and	MEG	signals,	a	comprehensive	artifact-removal	pipeline	that	completely	removes	 artifacts	 is	 still	 missing	 (Helfrich	 et	 al.,	 2014;	 Neuling	 et	 al.,	 2015;	Soekadar	 et	 al.,	 2013;	 Voss	 et	 al.,	 2014).	 This	 is	 at	 least	 partly	 because	 the	employed	 methods	 have	 been	 designed	 and	 used	 without	 considering	 the	properties	of	tES	artifacts.	Recently,	we	characterized	both,	amplitude	(Noury	et	al.,	2016)	and	phase	(Noury	and	Siegel,	2017)	properties	of	tES	artifacts	for	EEG	and	 MEG.	 We	 suggested	 a	 mathematical	 model	 for	 the	 transfer	 function	 that	defines	 the	 relationship	 between	 the	 stimulation	 current	 and	 tES	 artifacts	 and	may	be	used	 for	 simulating	 tES	artifacts	 (Noury	and	Siegel,	2017).	We	showed	that	the	mapping	between	stimulation	current	and	tES	artifacts	is	non-linear	and	time-varying.	 The	 non-linearity	manifests	 itself	 in	 the	 amplitude	 and	 phase	 of	stimulation	 artifacts.	 Moreover,	 both,	 phase	 and	 amplitude	 of	 artifacts	 are	rhythmically	modulated	time-locked	to	heartbeats	and	respiration,	due	to	body	resistance	 changes	 and	 head	 movements.	 These	 modulations	 have	 a	 time-varying	spatial	pattern,	which	makes	the	transfer	function	time-varying.	We	used	the	rhythmic	modulation	of	artifact	amplitudes	as	 landmarks	of	 tES	artifacts	 to	quantify	their	bandwidth	in	the	frequency	domain,	and	to	detect	the	presence	of	artifacts	 at	 different	 stages	 of	 available	 artifact-removal	 pipelines.	We	 showed	
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that	none	of	the	available	artifact-removal	pipelines	is	able	to	completely	remove	stimulation	artifacts.	Therefore,	we	concluded	that	residual	artifacts	need	to	be	considered	to	prevent	false	positive	results	and	wrong	conclusions	(Noury	et	al.,	2016).		In	 response	 to	our	work	 regarding	 the	amplitude	of	 tES	artifacts	 (Noury	et	 al.,	2016),	a	recent	paper	(Neuling	et	al.	2017)	raised	several	concerns.	First,	Neuling	at	 al.	 argued	 that	 the	 amplitude	 modulations	 reported	 by	 us	 were	 due	 to	 a	malfunction	 of	 our	 stimulation	 device.	 Second,	 they	 suggested	 that	 wrong	parameters	in	our	beamforming	pipeline	led	to	residual	artifacts	in	our	source-level	estimations.	Critically,	the	authors	made	both	claims	without	applying	any	of	 the	critical	analyses	 suggested	 in	our	paper	 to	 their	own	data.	Furthermore,	the	authors	ignored	several	findings	in	our	previous	paper	that	already	ruled	out	the	 raised	 concerns.	 Thus,	we	 suspect	 that	 these	 concerns	may	 be	 based	 on	 a	misunderstanding	 of	 our	 results	 and	 of	 the	 physics	 underlying	 tES	 artifacts.	Therefore,	 in	 the	 following	 we	 first	 discuss	 in	 detail	 the	 physics	 behind	amplitude	modulations	of	tES	artifacts	and	explain	our	previous	findings	in	more	detail.	We	then	systematically	go	through	all	sections	of	Neuling	et	al.	(2017)	and	show	that	none	of	the	raised	points	are	correct	or	relevant	to	our	results.	Finally,	we	point	out	several	approaches	and	directions	on	how	brain	signals	 recorded	during	tES	can	be	studied.		
2.	Materials	and	Methods	
2.1.	Participants	and	experimental	protocol	All	experiments	were	conducted	in	3	healthy	male	participants.	All	subjects	gave	written	informed	consent	before	participating.	All	experiments	were	conducted	in	accordance	with	the	Declaration	of	Helsinki	and	approved	by	the	local	ethics	committee.	Two	of	the	subjects	participated	in	a	transcranial	alternating	current	stimulation	 (tACS)	 experiment.	One	 of	 the	 two	 received	 stimulation	with	 large	rubber	 electrodes	 and	 the	 other	 one	 received	 stimulation	 with	 small	 Ag/AgCl	electrodes	(same	data	previously	used	in	Noury	et	al.	(2016)).	This	experiment	included	6	experimental	runs,	and	each	run	consisted	of	the	following	sequential	conditions:	sham,	tACSa,	tACSb,	sham,	tACSb,	and	tACSa.	Each	condition	lasted	66	
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seconds.	For	each	 run,	11	Hz	 tACS	and	62	Hz	 tACS	were	 randomly	assigned	 to	tACSa	 and	 tACSb	 conditions	 to	 avoid	 any	 potential	 sequence	 effects.	 Subject	fixated	 a	 central	 fixation	 spot	 at	 the	 center	 of	 a	 blank	monitor	 (60	Hz	 refresh	rate),	 except	 from	 runs	 3	 and	 6,	 in	which	 subject	 kept	 his	 eyes	 closed.	 Before	start	 of	 the	 experiment,	 subject	 was	 habituated	 to	 transcranial	 electric	stimulation.	In	another	experiment,	one	subject’s	head	movement	during	an	MEG	experiment	 was	 continuously	 measured	 for	 10	 minutes	 using	 MEG	 head	localization	coils.	The	subject	was	fixating	at	rest.		
2.2.	Transcranial	electric	stimulation	Stimulation	 currents	 were	 applied	 with	 an	 IZ2h	 stimulator	 (Tucker	 Davis	Technologies	 Inc.).	 Stimulation	 amplitude	was	 0.5	mA	 (i.e.,	 1	mA	peak-to-peak	for	 tACS)	 and	 did	 not	 induce	 flicker	 percepts.	 In	 the	 experiment	 with	 large	rubber	electrodes	 (35	cm2	MR-compatible,	neuroConn	GmbH),	electrodes	were	placed	 over	 occipital	 and	 frontal	 lobes	 underneath	 the	 EEG	 cap.	 In	 the	experiment	with	small	stimulation	electrodes,	two	Ag/AgCl	electrodes	were	used	for	 the	stimulation	over	right	occipital	and	right	parietal	areas	(electrodes	O10	and	CP4	of	 the	10–10	electrode	 system).	 Stimulation	 electrodes	were	 attached	using	Ten20	conductive	paste	(Weaver	and	Company)	and	their	impedance	was	kept	below	2.5	kΩ.	To	minimize	magnetic	artifacts	produced	by	the	stimulation	current,	we	carefully	twisted	the	stimulation	cables.	
2.3.	Data	acquisition	and	preprocessing	We	 simultaneously	 recorded	 the	 EEG	 (NeurOne	 system,	Mega	 Electronics	 Ltd)	and	 272-channel	 MEG	 (Omega	 2000,	 CTF	 Systems)	 throughout	 the	 tACS	experiment	at	10,000	Hz	and	2,343.8	Hz	sampling	rate,	respectively.	Due	to	the	placement	 of	 stimulation	 electrodes,	 the	 EEG	 was	 recorded	 with	 62	 and	 72	electrodes	 in	 the	 experiments	 with	 large	 and	 small	 stimulation	 electrodes,	respectively.	 EEG	 electrodes	 were	 positioned	 based	 on	 the	 10–10	 electrode	system	using	an	EEG	cap	(EC80,	Easycap).	All	signals	were	in	the	dynamic	range	of	 the	 recording	 systems.	 No	 clipping	 was	 observed	 for	 either	 EEG	 or	 MEG	signals.	 Due	 to	 the	 interference	 between	 stimulation	 currents	 and	 electrical	currents	 of	 the	 head-positioning	 circuits	 of	 the	 MEG	 system,	 we	 could	 not	monitor	head	movement	continuously	during	the	stimulation	experiments.	
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EEG	 electrodes	 were	 attached	 using	 Abratyl	 2000	 conductive	 gel	 and	impedances	 were	 kept	 below	 2.5	 kΩ	 for	 most	 electrodes.	 We	 referenced	 EEG	electrodes	 to	FCz	and	positioned	a	ground	electrode	on	 the	right	 forearm.	EEG	signals	 were	 re-referenced	 to	 average	 reference	 offline.	 Along	 with	 EEG	 and	MEG,	 we	 recorded	 the	 injected	 current,	 the	 ECG	 and	 respiratory	 movements	using	 bipolar	 channels	 of	 the	 EEG	 system.	 The	 injected	 current	was	 indirectly	measured	 by	 recording	 the	 voltage	 drop	 across	 a	 200	Ω	 resistor	 positioned	 in	series	to	the	head.	The	ECG	was	recorded	through	2	electrodes	placed	below	the	right	 clavicle	and	below	 the	 left	pectoral	muscle.	Respiration	was	continuously	recorded	with	a	piezo	respiratory	belt	transducer	(Vermed-Medizintechnik).	In	 the	 second	experiment,	 the	head	 localization	 system	of	 the	MEG	device	was	used	to	continuously	measure	10	minutes	of	one	subject’s	head	movement.	The	head	 position	 relative	 to	 the	 MEG	 sensors	 was	 measured	 using	 three	 head	localization	coils	 (nasion,	 left/right	preauricular	points)	with	 the	sampling	rate	of	24.4	Hz.	The	subject’s	ECG	was	simultaneously	recorded	as	explained	above.	
2.4.	Sinusoidal	model	subtraction	To	 remove	 an	 optimal	 sinusoidal	model	 from	 artifactual	 signals,	 we	 fitted	 the	amplitude,	 frequency	 and	 phase	 of	 a	 sinusoid	 to	 the	 MEG	 and	 EEG	 data	 and	subtracted	it	 from	the	data.	For	this,	 it	 is	 important	to	estimate	the	stimulation	frequency	 with	 μHz	 accuracy.	 This	 is	 because,	 if	 the	 internal	 clocks	 of	 the	stimulation	and	recording	systems	are	not	synchronized,	as	in	the	present	case,	even	small	errors	of	the	estimated	stimulation	frequency	lead	to	strong	residual	artifacts	around	the	main	peak.	To	this	end,	we	first	chose	20	MEG	channels	with	strongest	tACS	artifacts	and	split	their	data	into	33	s	long	segments	on	which	we	fitted	amplitude,	frequency	and	phase	of	a	sinusoidal	model	separately	for	each	channel.	 We	 estimated	 the	 stimulation	 frequency	 as	 the	 median	 across	 all	segments	and	channels	(standard	deviation	of	8.50	and	4.85	μHz,	for	11	Hz	and	62	 Hz	 tACS,	 respectively).	 Next,	 we	 defined	 a	 new	 sinusoidal	 model	 fixing	 its	frequency	 at	 the	 estimated	 stimulation	 frequency.	 We	 then	 separately	 fitted	amplitude	 and	 phase	 of	 this	 new	 model	 to	 each	 segment	 and	 channel	 and	removed	it	from	the	data.	
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We	followed	a	similar	strategy	for	EEG.	As	we	also	recorded	the	injected	current	with	the	EEG	system,	this	allowed	for	estimating	the	stimulation	frequency	based	on	the	injected	current.	This	is	more	accurate	than	estimation	based	on	the	EEG	signal,	because	the	injected	current	does	not	include	any	brain	signals.	As	for	the	MEG,	we	 split	 the	 injected	 current	 into	 33	 s	 long	 segments	 and	 estimated	 the	stimulation	frequency	for	each	piece.	We	estimated	the	stimulation	frequency	as	the	median	across	all	segments	(standard	deviation	of	0.10	and	0.66	μHz,	for	11	Hz	and	62	Hz	tACS,	respectively).	
2.5.	Spectral	analyses	To	estimate	the	high-resolution	power	spectral	density	(PSD),	we	first	split	 the	data	 into	33	s	 segments.	Then,	we	applied	a	Hanning	window	to	each	segment	and	 computed	 its	 Fourier	 transform.	 Finally,	we	 calculated	 the	 average	 power	across	 all	 segments	 and	 scaled	 the	 results	 to	PSD	 (μV2/Hz	 and	 fT2/Hz	 for	EEG	and	 MEG,	 respectively).	 The	 power	 spectrum	 of	 the	 beamformed	 data	 was	calculated	analogously	on	5	s	segments.		The	PSD	of	 the	mean-removed	head	movement	was	 calculated	 as	 above,	 using	30	s	segments	(M2/Hz).	For	simulating	the	effect	of	amplitude	modulation	using	head	movement	signal,	we	multiplied	 the	normalized	head	movement	signal	 (x	axis)	with	a	sinusoid	of	amplitude	one.	As	the	sampling	rate	of	the	MEG	was	not	an	 integer	 number,	 signal	 segments	 were	 not	 exactly	 30	 s	 long.	 Therefore,	 to	avoid	 power	 leakage	 of	 the	 main	 peak	 to	 nearby	 frequencies,	 we	 set	 the	sinusoid’s	 frequency	 equal	 to	 the	 sampled	 FFT	 frequency	 that	 was	 closest	 to	11	Hz.	Heartbeat	 and	 respiration	 rates	 were	 defined	 as	 the	 inverse	 of	 the	median	 of	temporal	 intervals	 between	 successive	 ECG	 R-peaks	 and	 respiration	 ends,	respectively.	
2.6.	Head	movement	The	MEG’s	localization	coil	movement	data	were	converted	to	head	movements	using	the	method	presented	in	Stolk	et	al.	(2013).			
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2.7.	Beamforming	We	 applied	 adaptive	 linear	 spatial	 filtering	 (beamforming)	 (Van	 Veen	 et	 al.,	1997)	to	the	MEG	data	of	the	experiment	with	small	stimulation	electrodes	and	11	Hz	tACS.	The	procedure	was	exactly	as	explained	in	Noury	et	al.	(2016).	Data	were	band-passed	using	a	6th-order	zero-phase	Butterworth	high-pass	filter	at	2	Hz	and	a	low-pass	filter	at	90	Hz.	Then,	we	notch	filtered	line	noise	by	means	of	a	6th-order	zero-phase	Butterworth	band-stop	filter	from	49.8	Hz	to	50.2	Hz	band.	We	down-sampled	 the	data	 to	585.94	Hz	and	 calculated	 the	 covariance	matrix	based	on	the	concatenated	data	of	the	11	Hz	tACS	and	sham	conditions	of	both	runs.	Importantly,	as	explained	in	Noury	et	al.	(2016),	during	application	of	tACS	the	 high	 signal	 power	 caused	 by	 the	 stimulation	 artifact	 makes	 it	 difficult	 to	determine	 the	 cutoff	 between	brain	 signals	 and	 sensor	noise.	 Thus,	we	 set	 the	regularization	 factor	 (λ),	which	 is	an	estimate	of	measurement	noise,	based	on	sham	recordings	only.	To	this	end,	we	applied	PCA	on	the	sham	recordings,	and	set	 the	 regularization	 factor	 equal	 to	 the	 Eigenvalue	 of	 the	 PC	 at	 which	 the	cumulative	explained	variance	reached	99%	of	the	total	variance.	Finally,	based	on	 the	 covariance	 matrix	 of	 pooled	 sham	 and	 stimulation	 data	 and	 on	 the	regularization	 factor	 based	 only	 on	 sham	 data,	 for	 each	 source	 location,	 we	calculated	three	orthogonal	filters	(one	for	each	spatial	dimension)	and	linearly	combined	them	to	a	single	filter	in	the	direction	of	maximum	variance.		To	check	the	effect	of	the	regularization	factor	on	the	beamforming	results	(Fig.	4),	we	also	estimated	source	level	activity	using	λ	values	of	0%,	1e-7%,	5%,	15%,	100%,	 300%	 and	 600%.	 These	 values	were	 defined	 as	 percentages	 relative	 to	the	 average	 power	 of	 MEG	 sensor-level	 signals	 during	 pooled	 sham	 and	 tACS	conditions.			
2.8.	Source	locations	and	physical	forward	model	We	performed	beamforming	 for	 a	 regular	 three-dimensional	 grid	 that	 covered	the	 entire	 brain	with	 1-cm	 spacing	 in	MNI	 space	 (2982	 source	 locations).	We	nonlinearly	 transformed	 source	 locations	 into	 the	 individual	 head	 space	 using	each	 participants'	 individual	 T1-weighted	 structural	 MRI.	 MEG	 sensors	 were	aligned	 to	 the	 head	 geometry	 based	 on	 three	 fiducial	 points	 (nasion,	 left	 ear,	right	 ear)	 that	 were	 registered	 before	 and	 after	 the	MEG	 acquisition	 by	 three	
	Paper	3	 79	 	
	 	
head	 localization	 coils.	 To	 derive	 the	 physical	 relation	 between	 sources	 and	sensors	(leadfield),	we	employed	a	single-shell	head	model	(Nolte,	2003).	
2.9.	Analysis	software	All	data	analyses	were	performed	 in	Matlab	(MathWorks)	using	custom	scripts	and	the	open	source	toolbox	Fieldtrip	(Oostenveld	et	al.,	2011).	
3.	tES	artifacts	
3.1.	Physics	underlying	amplitude	modulations	of	tES	artifacts		EEG	 measures	 the	 voltage	 difference	 between	 a	 reference	 electrode	 and	electrodes	placed	at	different	points	on	the	head	as	defined	by	Ohm’s	law:	
∆! =  −  ! !. !"         1 	
∆!!!" = ! .  ∆!	Considering	 tES	 artifacts,	∆! 	stands	 for	 the	 voltage	 difference	 between	 two	points	on	the	body,	∆!!!"	is	 the	voltage	that	 the	EEG	device	reports,	!	is	a	scale	factor	 (close	 to	one)	 that	depends	on	electrode	 impedances,	which	may	 induce	phase-shifts	 through	 capacitive	 effects,	 and	 on	 the	 input	 resistance	 of	 the	 EEG	amplifier, !	is	 the	stimulation	current	density	vector	on	the	head	(in	A/m2),	!	is	the	head’s	electrical	resistivity	(in	Ω.m),	!"	is	a	path	element,	and	the	integral	is	along	the	path	from	the	skin	underlying	the	reference	EEG	electrode	to	the	skin	underlying	a	specific	EEG	electrode.		MEG,	 on	 the	 other	 hand,	 measures	 the	 magnetic	 fields	 generated	 by	 current	sources	mainly	inside	the	MEG	room.	Under	the	quasi-static	condition	(Baillet	et	al.,	2001),	the	magnetic	field	is	defined	by	the	Biot-Savart	law:	
! =  !4! ! !" × !! !!       (2)	For	the	case	of	tES	artifacts,	!	is	the	artifactual	magnetic	field	sensed	by	an	MEG	sensor,	 ! 	is	 the	 stimulation	 current	 density	 vector	 in	 stimulation	 wires,	stimulation	 electrodes,	 and	 on	 the	 head,	!	is	 the	 distance	 vector	 between	 the	position	 of	 the	 electrical	 current	 and	 the	 MEG	 sensor,	! 	is	 the	 magnetic	
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permeability,	 and	!" 	is	 the	 volume	 element.	 It	 is	 worth	 noting	 that	 recent	findings	 indicate	 small	phase	 shifts	of	 tACS	artifacts	 relative	 to	 the	 stimulation	current,	 which	 may	 be	 due	 to	 the	 influence	 of	 time-varying	 electromagnetic	waves	 produced	 by	 tACS	 currents	 (see	 Noury	 and	 Siegel,	 2017	 for	 more	information	on	phase	 features	of	 tES	artifacts).	 In	other	words,	 the	quasi-static	estimation	 of	 magnetic	 fields	 during	 tACS	 (i.e.	 equation	 2)	 may	 not	 reflect	 all	aspects	of	the	stimulation	artifacts.	However,	the	influence	of	such	time-varying	electromagnetic	 fields	 should	 be	 small,	 and	 thus,	 equation	 (2)	 can	 be	 used	 to	explain	the	basic	features	of	the	stimulation	artifact’s	amplitude.		From	equations	(1)	and	(2),	it	follows	that	the	stimulation	current	linearly	scales	tES	 artifacts.	 Therefore,	 to	 identify	 the	 origin	 of	 any	 observed	 electromagnetic	effect	 during	 tES,	 it	 is	 necessary	 to	 first	 closely	 examine	 the	 waveform	 of	 the	injected	current.	 In	other	words,	one	must	make	sure	that	 the	observed	effects	do	not	already	exist	in	the	output	current	of	the	stimulation	device.	In	particular,	it	is	necessary	to	rule	out	wrong	conclusion	resulting	from	a	malfunction	of	the	stimulation	device	(Noury	et	al.,	2016).	The	stimulation	current	can	be	measured	by	 recording	 the	 voltage	drop	across	 a	 small	 resistance	positioned	 in	 series	 to	the	head	by	means	of	an	EEG	amplifier.	Importantly,	this	resistance	needs	to	be	small	enough	that	the	produced	voltage	drop	does	not	exceed	the	dynamic	range	of	the	EEG	device.		TES	artifacts	would	only	 linearly	reflect	 the	 injected	current,	 if	except	 from	the	stimulation	current	no	other	part	of	the	equations	(1)	and	(2)	was	time	varying.	However,	 the	 EEG	 electrode	 impedance,	 the	 body’s	 resistivity	 (i.e.	!)	 (Fisch,	1999),	 and	 head	 position	 (i.e.	!)	 (Stolk	 et	 al.,	 2013)	 are	 all	 time	 varying.	 From	equations	 (1)	 and	 (2)	 it	 follows	 that	 any	 change	 in	 the	 spatial	 pattern	 of	 the	body’s	 resistivity	 or	 electrode	 impedance,	 and	 any	 change	 in	 the	 distance	between	the	stimulation	current	and	the	MEG	sensors,	results	in	a	change	of	the	observed	 tES	 artifact	 for	 EEG	 and	 MEG.	 In	 other	 words,	 because	 of	 the	multiplications	in	equations	(1)	and	(2),	changes	in	!,	!	and	!	over	time	result	in	modulations	 of	 the	 amplitude	 of	 stimulation	 artifacts.	 For	 EEG,	 this	 is	 simply	because	 any	 change	 in	 impedance	 changes	 the	 voltage	 drop	measured	 by	 the	EEG	device.	For	MEG,	moving	a	current	source	closer	to	an	MEG	sensor	increases	
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the	magnetic	field	that	is	sensed	by	that	MEG	sensor.	It	 is	worth	noting	that,	as	the	 stimulation	 current	 ( ! )	 is	 orders	 of	 magnitude	 bigger	 than	 normal	physiological	currents,	the	multiplications	in	(1)	and	(2)	have	magnifying	effects	such	 that	 even	 very	 small	 changes	 of	! ,	! 	and	! 	can	 lead	 to	 tES	 artifact	modulations	comparable	to	the	strength	of	physiological	signals	of	interest	at	the	sensor	level.		The	above-mentioned	amplitude	modulation	(AM)	of	stimulation	artifacts	in	the	time	 domain	 has	 a	 direct	 influence	 on	 the	 power	 spectrum	 of	 stimulation	artifacts	 in	 the	 frequency	 domain.	 Because	 multiplication	 in	 the	 time	 domain	translates	 to	 convolution	 in	 the	 frequency	 domain	 (Oppenheim	 and	 Schafer,	2009),	 amplitude	 modulation	 of	 artifacts,	 in	 the	 frequency	 domain	 leads	 to	artifacts	with	symmetric	power	spectra	and	a	wider	bandwidth	compared	to	the	bandwidth	of	the	injected	current.	In	case	of	a	stimulation	current	with	a	sharp	main	peak	at	!!"#$	and	a	modulation	waveform	with	bandwidth	!,	the	resulting	tES	artifact	will	have	a	bandwidth	of	2!	(i.e.	the	frequency	band	from	!!"#$ −!	to	!!"#$ +! ),	 and	 a	 symmetric	 power	 spectrum	 that	 contains	 normal	 and	mirrored	versions	of	the	spectrum	of	the	modulation	waveform	around	the	main	stimulation	peak	(Fig.	1).	For	the	special	case	of	tDCS,	the	artifact	will	occupy	the	frequency	band	from	0	to	!.		Apart	 from	 the	 symmetricity	 of	 tES	 artifacts	 in	 the	 frequency	 domain,	 the	artifacts’	power	spectra	have	other	general	features	that	derive	from	properties	of	the	body’s	resistivity	(!)	and	head	position	(!).	In	general,	temporal	changes	in	!	and	!	include	both	slow	non-rhythmic	components	like	sweating	(for	!)	and	head	drift	 (for	!),	 and	 rhythmic	 components	 like	 eye	blinks	 (for	!),	 heartbeats,	and	respiration	(for	both	!	and	!,	Dornhorst	et	al.,	1952;	Kristiansen	et	al.,	2005;	Michard,	2005;	Nyboer	et	al.,	1950;	Pinheiro	et	al.,	2010;	Stolk	et	al.,	2013).	In	the	frequency	 domain,	 power	 spectra	 of	 these	 modulations	 have	 a	 general	 1/f	appearance	 due	 to	 the	 arrhythmic	 components,	 with	 several	 local	 peaks	 at	frequencies	of	rhythmic	variations	and/or	their	harmonics	(Fig.	2A).	Therefore,	as	a	results	of	 the	AM	mechanism	explained	above,	artifacts	at	 the	sensor	 level	have	 a	 symmetric	 power	 spectrum	 that	 decays	 at	 frequencies	 away	 from	 the	stimulation	frequency,	and	shows	symmetric	local	side	peaks	at	the	stimulation	
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frequency	±	the	fundamental	and	harmonic	frequencies	of	rhythmic	variations	of	!	and	!	(Fig.	2B).	It	is	important	to	note	that	both,	non-rhythmic	and	rhythmic	components	of	the	artifact	 amplitude	 modulation	 should	 be	 removed	 from	 the	 data	 before	attempting	to	assess	brain	activity.	However,	a	major	problem	for	this	is	that	no	ground	truth	is	currently	available	for	evaluating	the	output	of	artifact	cleaning	methods.	As	suggested	in	Noury	et	al.	(2016),	in	the	absence	of	ground	truth,	one	possibility	 is	 to	 use	 the	 known	 features	 of	 artifacts	 to	 test	 the	 presence	 of	residual	 artifacts	 at	 different	 stages	 of	 artifact	 cleaning	 pipelines.	 Notably,	because	 of	 the	 lack	 of	 information	 about	 specific	 features	 of	 non-rhythmic	artifact	modulations,	it	is	particularly	difficult	to	track	and	dissociate	these	non-rhythmic	artifact	modulations	 from	brain	activity.	Nevertheless,	 the	broadband	symmetricity	 of	 the	 spectrum,	 and	 peaks	 related	 to	 heartbeat	 and	 respiration	induced	 artifact	modulations	 are	 two	 critical	 artifact	 features	 that	 can	be	used	for	such	tests.	Based	on	these	two	features,	in	Noury	et	al.	(2016),	we	presented	several	 methods	 for	 detecting	 and	 tracking	 artifacts	 in	 time,	 frequency	 and	space,	which	we	briefly	present	in	the	following.		
3.2.	Detecting	artifacts	in	raw	recordings		Prior	 to	 the	 application	 of	 artifact	 cleaning	 methods	 and	 in	 each	 subject,	heartbeat	and	respiration-induced	modulations	of	artifacts	can	be	well	detected	in	the	time	domain	by	analyzing	each	channel’s	artifact	amplitude,	time-locked	to	heartbeats	and	respiration.	Another	way	is	to	determine	local	peaks	of	the	high-resolution	 spectrum	 at	 frequencies	 around	 the	 stimulation	 frequency	 and	 to	check	if	they	match	the	predicted	frequencies	for	artifactual	side	peaks	based	on	the	AM	model	as	explained	above.	Compared	to	the	time	domain	analysis,	this	is	a	 less	 sensitive	method,	 because	 it	 does	 not	 use	 all	 the	 information	 about	 the	timing	 of	 heartbeats	 and	 respiration.	 Furthermore,	 in	 the	 frequency	 domain,	several	 confounds	 may	 hinder	 the	 detection	 of	 rhythmic	 artifact	 modulations	(Noury	et	al.,	2016).	 In	particular,	power	 leakage	of	 the	main	stimulation	peak,	strong	 non-rhythmic	 artifact	 modulation,	 and	 overlapping	 brain	 activity	 are	three	confounds	that	we	briefly	explain	next.	
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Power	leakage		If	stimulation	and	recording	devices	share	the	same	clock,	the	power	spectrum	is	estimated	with	 high	 resolution,	 and	 the	 data	 is	 segmented	 properly,	 the	main	peak	 at	 the	 stimulation	 frequency	 will	 be	 sharp	 and	 will	 not	 leak	 to	 nearby	frequencies	 (Fig.	 2B).	 However,	 normally	 this	 is	 not	 the	 case	 and,	 even	 after	appropriate	windowing,	 the	 strong	 peak	 at	 the	 stimulation	 frequency	 leaks	 to	nearby	 frequencies,	 which	 may	 mask	 important	 details	 of	 the	 spectrum.	 As	explained	in	Noury	et	al.	(2016),	to	solve	this	problem	and	to	uncover	details	of	the	power	spectrum,	one	needs	to	first	remove	a	non-linearly	fitted	sine	model	of	the	stimulation	artifact	from	the	recorded	signal	of	each	channel.	This	procedure	not	 only	 substantially	 reduces	 the	 stimulation	 peak	 itself,	 but	 also	 its	 spectral	leakage,	 which	 helps	 to	 uncover	 artifact	 peaks	 at	 frequencies	 close	 to	 the	stimulation	frequency	(compare	dark	gray	vs.	magenta	curves	in	Fig.	3C-F).		
Non-rhythmic	components	As	explained	above,	non-rhythmic	components	of	artifact	modulations	generate	a	 symmetrical	 1/f	 decay	 of	 the	 power	 spectrum	 around	 the	 stimulation	frequency.	 In	 particular	 close	 to	 the	 stimulation	 frequency,	 this	 may	 mask	artifactual	 peaks.	 As	 this	 contamination	 decays	 away	 from	 the	 stimulation	frequency,	 side	 peaks	 related	 to	 harmonics	 of	 rhythmic	 modulations	 may	 be	easier	 to	 detect	 than	 the	 side	peaks	 at	 the	 fundamental	 frequency	 of	 rhythmic	modulations	(Fig.	3F).		
Overlapping	brain	activity	Power	spectra	of	M/EEG	during	tACS	reflect	both,	brain	activity	and	stimulation	artifacts.	Therefore,	strong	brain	activity	at	the	stimulation	frequency	may	mask	details	 of	 the	 artifact’s	 spectrum	 and	may	 influence	 its	 symmetric	 appearance	(Fig.	3C,	F).	As	the	power	of	brain	signals	generally	decays	at	higher	frequencies,	stimulation	 artifacts	 at	 higher	 frequencies	 are	 generally	 easier	 to	 observe	(artifacts	are	easier	observable	in	Fig.	3D,	F	than	in	Fig.	3C,	E).	Therefore,	control	stimulation	conditions	at	high	frequencies	(for	example	in	the	high	gamma	range	or	 higher)	 may	 be	 useful	 for revealing	 the	 spectral	 features	 of	 stimulation	artifacts.	
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3.3.	Detecting	residual	artifacts	The	 above-mentioned	 tools	 for	 detecting	 stimulation	 artifacts	 prior	 to	application	 of	 artifact-cleaning	 methods	 may	 not	 be	 able	 to	 detect	 residual	artifacts	after	artifact	cleaning.	As	detailed	in	Noury	et	al.	(2016),	this	is	mainly	due	to	two	reasons.	First,	artifact-cleaning	methods	strongly	attenuate	artifacts.	Therefore,	 brain	 activity	 may	 mask	 the	 spectral	 and	 temporal	 landmarks	 of	residual	artifacts.	Second,	artifact-cleaning	methods	 (e.g.,	 template	subtraction)	may	destroy	the	consistent	pattern	of	rhythmic	artifactual	modulations.		Importantly,	difficulty	in	detecting	the	residual	artifacts	does	not	imply	that	they	do	not	exist	in	the	data.	Therefore,	ad-hoc	tests	are	required	to	carefully	evaluate	how	clean	the	output	of	an	artifact-cleaning	pipeline	is.	In	Noury	et	al.	(2016),	we	devised	 and	 applied	 several	 methods	 for	 evaluating	 the	 output	 of	 different	artifact-cleaning	 methods	 based	 on	 the	 artifact	 features	 explained	 above.	Relevant	to	the	present	paper,	for	beamforming	we	suggested	to	investigate	the	spatial	 distribution	 of	 power	 of	 the	 beamformed	 data	 at	 different	 frequencies.	The	 stimulation	 artifact	 leads	 to	 a	 non-physiological	 relation	 between	 the	stimulation	frequency	and	AM-related	side-peak	frequencies.	We	argued	that,	for	artifact	 free	beamformed	data,	 there	 should	be	no	 significant	 relation	between	signals	 at	 these	 frequencies.	 Therefore,	 we	 suggested	 to	 test	 if	 the	 spatial	distribution	of	power	at	 the	stimulation	 frequency	 is	significantly	correlated	 to	the	 spatial	 distribution	 of	 power	 at	 side	 peak	 frequencies	 (i.e.,	 stimulation	frequency	 ±	 heartbeat	 and	 respiration	 related	 frequencies).	 In	 case	 of	 a	significant	 correlation,	 the	 beamformed	 data	 contains	 residual	 artifacts	 at	 the	stimulation	and	side	peak	frequencies	(see	Figure	8e	in	Noury	et	al.	2016).		
4.	Reply	to	Neuling	et	al.	A	 recent	 paper	 (Neuling	 et	 al.,	 2017)	 claimed	 that	 the	 features	 of	 stimulation	artifacts	described	in	Noury	et	al.	(2016)	are	merely	due	to	technical	problems	of	the	 stimulator	 or	 of	 the	 applied	 methods,	 and	 that	 these	 artifacts	 are	 largely	absent	in	recordings	of	Neuling	et	al.	Unfortunately,	Neuling	et	al.,	(2017)	made	these	claims	without	applying	any	of	the	critical	artifact-detection	tests	that	we	suggested	in	Noury	et	al.	(2016)	to	their	data.	In	the	following,	we	go	through	all	
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sections	of	Neuling	et	al.	(2017),	and	show	that	none	of	their	points	are	correct	or	applicable	to	our	results.	
4.1.	Reply	to	“the	origin	of	the	nonlinear	artifacts”	The	 central	 claim	 of	 this	 section	 of	Neuling	 et	 al.	 (2017)	 is	 that	 the	 amplitude	modulations	reported	in	Noury	et	al.	(2016)	are	due	to	technical	problems	of	the	stimulation	device.	This	claim	is	wrong.		If	the	stimulation	device	is	used	beyond	its	technical	limits,	the	output	current	of	the	 stimulator	may	be	 non-sinusoidal,	 i.e.	 show	 increased	harmonics,	 and	may	become	 time-varying,	 which	 leads	 to	 artifacts	 at	 frequencies	 surrounding	 the	stimulation	frequency.	We	carefully	ruled	this	out	for	all	our	experiments.	First,	we	 directly	 measured	 the	 stimulation	 current	 generated	 by	 our	 stimulation	device	and	ensured	that	this	current	was	sinusoidal.	According	to	the	Biot-Savart	law	 (eq.	 2),	 direct	 evaluation	 of	 the	 stimulation	 current	 is	 the	 necessary	 and	sufficient	 control	 analysis	 to	 rule	 out	 any	 technical	 issue	 related	 to	 the	stimulation	device.	Unfortunately,	Neuling	et	al.	did	not	provide	measurements	or	analyses	of	the	applied	stimulations	currents	for	any	of	their	work	(Neuling	et	al.	 2015,	 2017).	We	 showed	 that	 the	 stimulation	 current	 recorded	 during	 our	experiments	 displayed	 neither	 any	 modulations	 locked	 to	 heartbeat	 or	respiration	 in	 the	 time	 domain,	 nor	 side	 peaks	 at	 relevant	 frequencies	 in	 the	frequency	domain	(Supplementary	Figure	1	of	Noury	et	al.	2016).	Moreover,	by	fit	and	removal	of	a	single	sinusoidal	model,	we	showed	that	at	the	stimulation	and	nearby	frequencies,	the	output	of	our	stimulation	device	was	almost	a	pure	sinusoid	(Fig.	3A,	B	and	Figure	2	of	Noury	et	al.	2016).	Thus,	 in	contrast	 to	the	claim	 of	 Neuling	 et	 al.	 (2017),	 we	 did	 not	 reach	 the	 technical	 limits	 of	 our	stimulator	and	none	of	the	results	presented	in	our	paper	can	be	attributed	to	a	dysfunction	of	the	stimulation	device.		It	should	be	noted	that	our	experimental	procedures	were	carefully	designed	to	prevent	 any	 technical	 problems	 caused	 by	 using	 the	 stimulator	 beyond	 its	technical	 limits.	 We	 kept	 each	 stimulation	 electrode’s	 resistance	 below	 2.5	 K	Ohm	(Noury	et	al.	2016).	Consequently,	the	stimulator	had	to	produce	less	than	5	Volt	 peak-to-peak	 sine	waves	 to	 drive	 a	 stimulation	 current	 of	 1	mA	 peak-to-peak.	 In	 contrast	 to	 the	 claim	 of	 Neuling	 et	 al.	 (2017),	 this	 is	 far	 below	 the	
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dynamic	 range	 of	 the	 used	 stimulator	 (24	 Volt	 and	 6	mA	 peak-to-peak	 output	voltage	and	output	current,	respectively).	Three,	 more	 points	 about	 this	 section	 of	 Neuling	 et	 al.	 (2017)	 should	 be	addressed.	 First,	 as	 correctly	 pointed	 out	 by	 the	 authors,	 in	 their	 phantom	experiments,	their	stimulation	device	failed	to	produce	a	single	sinusoidal	output	with	 constant	 amplitude.	 This	 can	 be	 inferred	 from	 the	 fact	 that,	 although	 the	melon	phantom	did	not	move	during	the	experiment	(i.e.	constant !	in	eq.	2),	the	power	spectrum	of	 the	magnetic	 field	at	 the	sensor	 level	 (i.e.	!	in	eq.	2)	shows	more	than	one	peak,	which	speaks	for	a	non-sinusoidal	stimulation	current	(i.e.	!	in	eq.	2).	This	may	have	happened	because	of	the	20	K	Ohm	electrode	resistance	of	 their	 tACS	 electrodes,	 which	 is	 much	 higher	 than	 the	 2.5	 K	 Ohm	 electrode	resistance	in	our	experiments	(Noury	et	al.,	2016).		The	 second	point	 is	 related	 to	 the	 claim	of	Neuling	 et	 al.	 (2017)	 that,	 for	 their	data,	 only	 6	 out	 of	 17	 subjects	 showed	 side	 peaks	 at	 the	 sensor	 level,	 and	therefore	 data	 from	 most	 of	 their	 subjects	 were	 not	 contaminated	 with	 non-linear	 artifacts.	This	 claim	 is	not	 supported	by	 sufficient	 evidence,	 because	 the	authors	did	not	apply	any	of	 the	critical	 tests	 to	detect	artifacts.	As	we	pointed	out	before	 (Noury	et	al.,	2016)	and	above,	 it	 is	 important	 to	 first	eliminate	 the	spectral	leakage	of	the	main	stimulation	peak	by	fit	and	removal	of	a	sine	model	for	 each	 sensor,	 before	 being	 able	 to	 assess	 the	 details	 of	 the	 spectrum.	Unfortunately,	Neuling	et	al.	did	not	perform	this	critical	analysis	step.	Moreover,	averaging	 over	 sensors	 blurs	 details	 of	 the	 spectra.	 However,	 even	 under	 this	condition,	all	power	spectra	presented	in	Figure	1a	of	Neuling	et	al.	 (2017)	are	highly	symmetric	around	the	stimulation	frequency,	which	is	a	strong	indication	for	 a	 potential	 amplitude	modulation	 of	 the	 tACS	 artifact.	 Even	 if	 after	 careful	evaluation	of	the	power	spectrum,	heartbeat	and	respiration-related	side	peaks	are	not	present,	a	 simple	heartbeat	or	 respiration-locked	 time-domain	analysis	of	 the	 artifact	 envelope	 must	 be	 applied,	 before	 concluding	 the	 absence	 of	artifact	modulations.	 Unfortunately,	 Neuling	 et	 al.	 (2017)	 did	 not	 perform	 this	critical	analysis.		Third,	Neuling	et	al.	assessed	source	 level	power	spectra	to	evaluate	how	clean	the	beamformed	data	was.	As	explained	 in	 the	previous	section,	 this	 test	 is	not	
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sufficiently	sensitive.	We	also	did	not	observe	clear	side	peaks	in	our	data	at	the	source	 level	 (Fig.	4A).	Therefore,	 in	our	original	paper	 (Noury	et	al.,	2016),	we	suggested	 and	 demonstrated	 the	 use	 of	 a	 cross-frequency	 spatial	 correlation	analysis	 to	 investigate	 the	 presence	 of	 residual	 artifacts	 at	 the	 source	 level.	Again,	unfortunately,	Neuling	et	al.	(2017)	did	not	perform	this	critical	analysis.		
4.2.	Reply	to	“methodological	concerns”	In	this	section,	Neuling	et	al.	(2017)	claim	that	tES	artifact	modulations	may	be	related	 to	 the	 use	 of	 small	 stimulation	 electrodes	 in	 Noury	 et	 al.	 (2016),	 and	question	 if	 artifact	 modulations	 also	 hold	 for	 big	 stimulation	 electrodes.	 This	claim	 is	 wrong	 and	 surprising,	 because	 in	 our	 original	 paper,	 we	 already	provided	 results	 of	 a	 control	 experiment	 with	 big	 stimulation	 electrodes	 that	clearly	 showed	 strong	 heartbeat	 and	 respiration-related	 artifact	 modulations	(Figure.	6	of	Noury	et	al.,	2016).	To	further	investigate	this,	we	re-calculated	the	power	spectra	of	this	control	experiment	with	higher	spectral	resolution	(Fig.	3).	In	accordance	with	our	previous	results	(Figure	6	of	Noury	et	al.,	2016)	and	 in	contrast	 to	 the	 claim	 of	 Neuling	 et	 al.	 (2016),	 high-resolution	 power	 spectra	showed	clear	 side	peaks	at	heartbeat	and	 respiration	 frequencies	 as	well	 as	 at	their	 harmonic	 frequencies.	 Notably,	 in	 accordance	 with	 our	 findings,	 another	recent	tDCS	study	with	large	stimulation	electrodes	by	an	independent	group	of	researchers	 (Marshall	 et	 al.,	 2015)	 also	 showed	 heartbeat-induced	 nonlinear	stimulation	artifacts	at	sensor	and	source	levels.	In	sum,	these	results	falsify	the	claim	of	Neuling	et	al.	(2017)	and	show	amplitude	modulations	of	tACS	artifacts	for	both,	small	and	large	stimulation	electrodes.		
4.3.	Reply	to	“the	real	tACS	signal”	This	section	of	Neuling	et	al.	(2017)	again	builds	on	the	wrong	assumption	that	the	non-linear	artifact	modulations	shown	in	our	paper	(Noury	et	al.	2016)	are	due	 to	 a	 stimulator	 dysfunction	 and	 non-sinusoidal	 stimulation	 currents.	 As	discussed	 above,	 evidence	 presented	 in	 our	 original	 and	 current	 paper	 clearly	falsifies	 this	 assumption	 and	 shows	 that	 stimulation	 currents	 were	 sinusoidal	(Fig.	3A,	B	and	Figure	2	of	Noury	et	al.	2016).	If	 the	stimulation	current	 that	 is	generated	by	 the	stimulator	 is	not	modulated,	but	the	measured	EEG	voltages	show	modulations,	what	does	this	imply	for	the	
	Paper	3	88	
	 	
effect	of	tES	on	neurons?	The	effect	on	neurons	depends	only	on	the	current	that	reaches	 them.	 In	 the	present	situation,	 the	sum	of	stimulation	currents	 flowing	through	the	head	 is	constant,	 i.e.	equal	 to	 the	stimulation	current	generated	by	the	 stimulator.	But,	 the	way	 that	 the	 current	 flows	are	distributed	 through	 the	head	 may	 vary	 over	 time.	 For	 example,	 these	 variations	 could	 result	 from	changes	 of	 the	 relative	 resistivity	 of	 the	 skull	 and	 the	 scalp,	 or	 of	 the	 relative	resistivity	of	different	parts	of	the	scalp.	Neurons	experience	such	rhythmic	and	non-rhythmic	modulations	only	if	the	spatial	pattern	of	tES	current	flows	varies	in	 such	 a	 way	 that	 the	 currents	 that	 reach	 neurons	 are	 modulated.	 Our	 PCA	analysis	 suggests	 that	 rhythmic	 changes	 in	 the	 spatial	 distribution	 of	 the	stimulation	currents	indeed	happen,	but	that	these	rhythmic	variations	are	about	1000	times	smaller	than	the	average	tES	current	(Figures	3	and	4	of	Noury	et	al.,	2016).	Thus,	 future	 simulation	 studies	 and	 invasive	 recordings	 are	 required	 to	clarify	 to	 what	 extent	 rhythmic	 as	 well	 as	 non-rhythmic	 changes	 in	 current	distribution	 reach	 neurons,	 and	 if	 neural	 responses	 are	 affected	 by	 these	modulations	(Ali	et	al.,	2013;	Fröhlich	and	McCormick,	2010;	Huang	et	al.,	2017;	Opitz	et	al.,	2016,	2015).			
4.4.	Reply	to	“regularization	impedes	beamforming	performance”	In	this	section,	Neuling	et	al.	claim	that	the	regularization	factor	(λ)	used	in	our	original	paper	(Noury	et	al.	2016)	was	not	optimal.	This	claim	is	wrong.		Figure	2	of	Neuling	et	al.	(2017)	shows	the	effect	of	λ	on	beamforming	of	tACS-MEG	data.	The	figure	shows	that	the	strength	of	residual	artifacts,	i.e.	the	peak	at	the	 stimulation	 frequency,	 monotonically	 increases	 with	 increasing	 λ.	 In	 this	figure,	 the	 peak	 of	 the	 curve	 that	 is	 claimed	 to	 correspond	 to	 our	 method	 is	bigger	 than	 the	peak	of	 the	curve	 for	a	λ	of	100	%	of	 the	average	MEG	power.	However,	 the	average	regularization	 factor	 that	we	used	 in	Noury	et	al.	 (2016)	was	2.5e-6	%	of	the	average	MEG	power	(4e-7	%	STD	across	subjects).	Thus,	 it	follows	 that	 Neuling	 et	 al.	 did	 not	 correctly	 apply	 our	method,	 but	mistakenly	assigned	a	λ	bigger	that	100%	to	our	method.	To	correct	this	mistake	of	Neuling	et	al.,	we	replicated	their	analysis	with	the	correct	λ	 for	our	method	and	found	that,	 as	 expected,	 the	 results	 for	 our	 method	 were	 indistinguishable	 from	 the	results	for	a	λ	of	zero	or	7e-7	%.	In	sum,	Neuling	et	al.	applied	a	wrong	(too	high)	
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regularization	parameter	 for	what	was	claimed	 to	be	 ‘our	method’.	Our	 results	were	not	affected	by	such	a	wrong	regularization.	Furthermore,	related	to	this	section	of	Neuling	et	al.	(2017),	it	should	be	pointed	out	 again	 that	 average	 power	 spectra,	 as	 provided	 by	 Neuling	 et	 al.,	 are	insufficient	 to	 conclude	 that	 source-level	 data	 is	 artifact	 free.	 As	 mentioned	above,	we	 also	 did	 not	 observe	 side	 peaks	 in	 the	 averaged	 source	 level	 power	spectrum	(Fig.	4A).	In	fact,	in	our	paper	we	did	not	make	any	claims	concerning	the	 appearance	 of	 the	 source	 level	 power	 spectrum.	 But,	 as	 explained	 before,	difficulty	in	detecting	artifactual	side	peaks	in	spectrum	does	not	imply	that	the	source	level	data	is	artifact	free,	especially	because	side	peaks	only	represent	the	rhythmic	part	of	artifact	modulations.	Therefore,	we	introduced	a	more	sensitive	test,	 which	 is	 evaluating	 the	 spatial	 distribution	 of	 power	 at	 different	frequencies.	Unfortunately,	Neuling	et	al.	(2017)	did	not	perform	this	analysis.		
5.	Discussion	Here,	 we	 discussed	 the	 physics	 underlying	 amplitude	 modulations	 of	 tES	artifacts	in	EEG	and	MEG.	These	amplitude	modulations	are	independent	of	the	stimulation	 device	 or	 electrode	 size,	 and	 contain	 both	 non-rhythmic	 and	rhythmic	 components.	 Both	 components	 should	 be	 removed	 from	 data	 before	investigating	 brain	 activity.	 Rhythmic	 components	 generate	 landmarks	 in	 the	data,	and	thus,	provide	opportunities	to	detect	and	track	tES	artifacts	at	different	processing	stages.	We	went	through	all	points	raised	in	Neuling	et	al.	(2017)	and	showed	that	none	of	these	points	are	correct	or	applicable	to	our	results.		Stimulation	artifacts	in	EEG	and	MEG	are	orders	of	magnitude	larger	than	brain	signals	and	have	complex	phase	and	amplitude	 features.	However,	 it	 should	be	emphasized	that	it	may	still	be	possible	to	investigate	brain	activity	during	tES.		One	approach	is	to	employ	new	stimulation	protocols	that	prevent	tES	artifacts	in	the	frequency	band	of	interest	(Witkowski	et	al.,	2016).	The	potential	of	such	new	 stimulation	 protocols	 to	 manipulate	 brain	 activity	 should	 be	 thoroughly	investigated	 (Chander	 et	 al.,	 2016).	 Another	 approach	 is	 to	 use	 established	stimulation	 protocols,	 and	 employ	 artifact-removal	 pipelines	 to	 suppress	stimulation	 artifacts	 strongly	 enough	 to	 be	 able	 to	 study	 brain	 activity	 in	
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presence	 of	 residual	 artifacts.	 For	 this	 approach,	 it	 should	 be	 noted	 that	 all	available	 artifact-cleaning	pipelines,	 including	beamforming,	 strongly	 attenuate	tES	artifacts.	Therefore,	it	may	be	possible	to	devise	specific	measures	or	control	experiments	to	check	for	the	influence	of	residual	artifacts.	In	the	following,	we	first	 discuss	 why	 beamforming	 is	 unable	 to	 completely	 remove	 stimulation	artifacts,	 and	 then	 provide	 ideas	 on	 how	 to	 account	 for	 residual	 artifacts	 and	study	brain	activity	in	their	presence.	
5.1.	Beamforming	as	an	artifact	removal	method	Although	 beamforming	 strongly	 reduces	 tES	 artifacts,	 it	 cannot	 completely	remove	them.	Beamformed	data	contains	residual	artifacts	(Marshall	et	al.,	2015;	Noury	et	al.	2016).	We	suggest	that	this	is	largely	due	to	time	varying	(Noury	et	al.	 2016)	 and	 phase-shifted	 (Noury	 and	 Siegel,	 2017)	 artifact-leadfields.	 The	former	 factor	 is	 a	 result	 of	 artifact	 amplitude	 modulations	 caused	 by	 head	movements	and	body	impedance	changes.	This	leads	to	time	varying	pattern	of	tES	artifacts	at	the	sensor	level.	Therefore,	a	time	invariant	beamforming	filter	is	not	 able	 to	 remove	 tES	 artifacts	 at	 all	 time	 points.	 The	 latter	 factor	manifests	itself	 in	artifact	phase	deflections	at	 the	 sensor	 level	 (Noury	and	Siegel,	2017).	For	 both,	 EEG	 and	 MEG,	 tACS	 artifacts	 are	 not	 pure	 in-phase	 or	 anti-phase	sinusoids,	 but	 have	 different	 phase	 shifts	 relative	 to	 the	 stimulation	 current,	which	 is	 probably	 due	 to	 capacitive	 effects	 and	 time	 varying	 electromagnetic	fields	 for	 EEG	 and	 MEG,	 respectively	 (see	 Noury	 and	 Siegel,	 2017	 for	 more	information	on	phase	features	of	tES	artifacts).	Theoretically,	both	factors	can	be	modeled	 as	 artifact	 sources	 that	 are	 not	 100%	 correlated	 with	 each	 other.	Consequently,	beamforming	results	contain	residual	artifacts	that	result	from	to	the	 uncorrelated	 part	 of	 stimulation	 artifact	 (Mäkelä	 et	 al.,	 2017).	 In	 sum,	beamforming	 results	 contain	 residual	 artifacts	 that	 should	 be	 accounted	 for.	Next,	we	present	some	ideas	how	to	cope	with	residual	artifacts.	
5.2.	Artifact-sensitive	control	experiments		TES	artifacts	are	easier	observable	at	higher	frequencies,	for	which	MEG	and	EEG	contain	 weaker	 physiological	 signals.	 Therefore,	 artifact-sensitive	 control	experiments	 with	 high	 stimulation	 frequencies	 may	 be	 used	 to	 evaluate	 the	strength	 and	 effects	 of	 residual	 artifacts.	 This	 is	 particularly	 useful	 when	 the	
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tACS	 frequency	of	 interest	 is	 in	 the	alpha	range	or	below,	because	at	 these	 low	frequencies,	 strong	 brain	 signals	mask	 the	 detectable	 features	 of	 tES	 artifacts,	which	in	turn	complicates	estimating	the	strength	of	residual	artifacts.	Although	tES	may	influence	brain	signals	at	any	frequency,	it	seems	unlikely	that	the	very	same	 physiological	 effects	 can	 be	 produced	 by	 stimulating	 at	 very	 different	frequencies.	 Thus,	 one	 can	 compare	 the	 observed	 effects	 of	 tES	 at	 the	 main	stimulation	frequency	of	interest	with	effects	at	tES	at	a	higher	artifact-sensitive	control	frequency	to	check	if	residual	artifacts	could	drive	the	effects	observed	at	the	main	tES	frequency	of	interest.		
5.3.	Event	related	responses	Residual	artifacts	have	 little	effect	on	event	 related	potentials	and	 fields.	 If	 tES	waves	are	not	time-locked	to	stimuli,	and	physiological	processes	do	not	become	time-locked	 to	 either	 stimuli	 or	 tES	 waves,	 averaging	 brain	 responses	 time-locked	 to	 stimuli	 cancels	 out	 tES	 artifacts.	 In	 this	 situation,	 residual	 artifacts	merely	increase	the	noise	level	of	trials.	Therefore,	the	number	of	trials	needed	to	obtain	specific	results	will	be	larger	than	for	experiments	without	tES.		
5.4.	Contrasting	two	populations	under	the	same	tES	condition	If	 two	 signal	 populations	 contain	 the	 same	 amounts	 of	 tES	 artifacts,	 one	 can	subtract	 their	mean	values	 from	each	other	 to	 cancel	 the	effect	of	 tES	artifacts	and	 to	 quantify	 the	 difference	 of	 brain	 activity	 between	 the	 two	 populations	during	tES.	For	example,	these	populations	can	be	obtained	from	M/EEG	signals	at	 two	 different	 trial	 time-points,	 or	 from	 M/EEG	 signals	 of	 two	 different	cognitive	 states.	 Importantly,	 both	 populations	 should	 be	measured	 under	 the	exact	 same	 tES	 condition.	 Furthermore,	 to	 ensure	 the	 same	 average	 residual	artifacts	 for	 both	populations,	 it	 needs	 to	be	 ensured	 that	 the	 two	populations	have	the	same	physiological	states	(heart	rate,	respiratory	rate,	body	resistance	etc.).		To	 give	 an	 example,	 one	 may	 ask	 if	 alpha	 power	 decrease	 or	 gamma	 power	increase	 due	 to	 visual	 stimulation	 differs	 between	 sham	 and	 tES	 conditions.	 If	there	was	no	 temporal	 relationship	between	 tES	waves	and	visual	 stimuli,	 and	visual	 stimulation	 did	 not	 affect	 the	 physiological	 states	 of	 subjects,	 one	 may	
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assume	 the	 same	 levels	 of	 residual	 tES	 artifacts	 before	 and	 after	 stimulation	onset.	 Under	 this	 condition,	 the	 average	 power	 of	 these	 time	 points	 could	 be	subtracted	from	each	other,	and	the	results	from	sham	and	tES	conditions	could	be	compared.	However,	it	is	important	to	note	that	during	tES,	the	power	at	each	time	 point	 contains	 residual	 tES	 artifacts.	 Therefore,	 non-linear	 contrasts	 like	“percent	 change	 relative	 to	 baseline”	 cannot	 be	 compared	 between	 sham	 and	stimulation	conditions,	simply	because	the	baseline	during	tES	contains	residual	artifacts,	which	is	not	the	case	for	the	sham	condition.	
5.6.	Simulation	Another	 approach	 would	 be	 to	 quantitatively	 evaluate	 the	 performance	 of	 an	available	artifact-cleaning	pipeline,	 and	 to	 check	 if	 the	observed	M/EEG	effects	could	be	attributed	to	residual	artifacts.	Currently,	no	phantom	is	available	that	reflects	 all	 features	 of	 tES	 artifacts.	 However,	 computer	 simulations	 could	 be	used	 for	 such	 evaluations	 (Noury	 and	 Siegel,	 2017).	 First,	 different	 features	 of	tES	 artifacts	 can	 be	 estimated	 from	 sensor	 level	 recordings.	 Based	 on	 these	features,	simulated	tES	artifacts	could	be	added	to	sham	data.	Then,	the	effect	of	artifact-cleaning	 of	 this	 simulated	 data	 could	 be	 compared	 to	 the	 results	 of	artifact-cleaning	of	the	real	tES	data	to	estimate	if	the	observed	effects	could	be	accounted	for	by	residual	artifacts.		
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Figure	1.	Schematic	illustration	of	amplitude	modulation	(AM)	in	the	time	(left)	and	 frequency	 (right)	 domain.	 In	 this	 example,	 the	 carrier	 signal	 (A)	 is	 a	 pure	sinusoidal	 wave	 with	 constant	 amplitude.	 The	 ideal	 estimation	 of	 the	 power	spectrum	of	such	a	signal	contains	only	a	sharp	peak	at	the	carrier	frequency	c.	A	modulation	wave	shows	slow	variations	over	time	(B	left).	These	variations	can	be	 rhythmic	 or	 arrhythmic.	 Rhythmic	 variations	 correspond	 to	 a	 peak	 in	 the	power	 spectrum	 at	 frequency	 a,	 and	 non-rhythmic	 variations	 correspond	 to	 a	power	 increase	at	 low	frequencies	(B	right).	Multiplying	the	carrier	signal	with	the	 modulation	 wave	 yields	 the	 amplitude-modulated	 signal	 (C	 left).	Multiplication	 in	 the	 time	domain	corresponds	 to	 convolution	 in	 the	 frequency	domain.	 Therefore,	 the	 power	 spectrum	 of	 the	 amplitude-modulated	 signal	 is	symmetric,	with	 the	power	 spectrum	of	 the	modulation	wave	and	 its	mirrored	version	around	the	carrier	frequency.		
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Figure	 2.	 (A)	 The	 left	 panel	 shows,	 ten	 minutes	 of	 a	 healthy	 subject’s	 head	movement	in	the	MEG	system.	Head	movements	contain	both,	rhythmic	and	non-rhythmic	components.	The	 inset	shows	30	s	of	rhythmic	head	movements.	The	right	panel	shows	the	power	spectrum	of	the	same	head-movement	data.	While	non-rhythmic	movements	have	a	1/f	power	spectrum,	rhythmic	movements	lead	to	 observable	 peaks	 in	 the	 power	 spectrum.	 In	 particular,	 heartbeats	 lead	 to	rhythmic	head	movements.	The	red	rhombus	indicates	the	heartbeat	frequency	and	red	triangles	indicate	its	harmonics.	(B)	Modulating	the	amplitude	of	an	11	Hz	 sinusoid	 with	 the	 normalized	 head	 movement	 signal	 yields	 a	 symmetric	power	spectrum.	Heartbeat	related	peaks	are	symmetric	around	the	11	Hz	peak.	Also	 the	1/f	head-movement	 component	 is	 reflected	 symmetrically	 around	 the	11	Hz	peak.						 	
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Figure	3.	Stimulation	artifacts	in	the	frequency	domain	for	tACS	experiment	with	large	 rubber	 stimulation	 electrodes.	 (A,	 B)	 High	 resolution	 power	 spectral	density	of	the	stimulation	current	(gray)	around	the	stimulation	frequency	for	11	Hz	and	62	Hz	 tACS.	 Smaller	 subplots	 show	 the	power	 spectra	zoomed	 into	 the	stimulation	frequency	±	1	Hz.	Importantly,	subtracting	a	sinusoidal	model	from	the	stimulation	current	(magenta)	removes	almost	all	power	of	 the	stimulation	current.	This	shows	that	the	technical	limits	of	the	stimulator	were	not	reached,	and	that	the	stimulator	successfully	generated	a	pure	sinusoidal	output	current	at	 the	 stimulation	 frequencies.	 (C,	 D)	 EEG	 power	 spectral	 density	 around	 the	stimulation	 frequency	 during	 sham	 and	 tACS,	 with	 and	 without	 removal	 of	 a	sinusoidal	artifact	model.	(E,	F)	MEG	power	spectra	for	sham	and	tACS.	Red	and	green	rhombuses	mark	the	stimulation	frequency	±	individual	average	heartbeat	and	respiration	frequencies,	respectively.	Triangles	mark	harmonics	of	heartbeat	and	respiration	frequencies.	Peaks	of	EEG	and	MEG	power	are	at	the	frequencies	related	 to	 physiological	 processes.	 Subtracting	 the	 sinusoidal	 artifact	 uncovers	details	of	the	power	spectrum	for	frequencies	close	to	the	stimulation	frequency.	In	 addition	 to	 side	 peaks,	 power	 spectra	 contain	 symmetric	 1/f	 components,	which	likely	reflect	arrhythmic	artifactual	amplitude	modulations.	EEG	and	MEG	data	show	channels	CPz	and	MRT34,	respectively.		 	
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Figure	4.	 Influence	of	the	regularization	factor	(λ)	on	beamforming	results.	(A)	Average	 source	 level	 power	 at	 the	 stimulation	 and	 nearby	 frequencies	 in	 one	subject.	Each	curve	corresponds	to	beamforming	with	a	specific	λ.	Percentage	is	relative	 to	 the	 average	MEG	power	during	both	 sham	and	 tACS.	Darker	 curves	have	higher	λ	values.	Note	that	some	of	the	curves	overlap	with	each	other.	The	red	dashed	 line	corresponds	to	 the	λ	used	 in	Noury	et	al.	 (2016)	(0.0000032%	for	this	subject).	(B)	The	average	power	at	the	stimulation	frequency	(11	Hz)	is	monotonically	related	to	λ.		
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