Since June 2013, when Brazil faced the largest and most significant mass protests in a generation, a political crisis is in course. In midst of this crisis, Brazilian politicians use social media to communicate with the electorate in order to retain or to grow their political capital. The problem is that many controversial topics are in course and deputies may prefer to avoid such themes in their messages. To characterize this behavior, we propose a method to accurately identify political and non-political tweets independently of the deputy who posted it and of the time it was posted. Moreover, we collected tweets of all congressmen who were active on Twitter and worked in the Brazilian parliament from October 2013 to October 2017. To evaluate our method, we used word clouds and a topic model to identify the main political and nonpolitical latent topics in parliamentarian tweets. Both results indicate that our proposal is able to accurately distinguish political from non-political tweets. Moreover, our analyses revealed a striking fact: more than half of the messages posted by Brazilian deputies are non-political.
Introduction
Democracy is facing a difficult time in Brazil, where a political crisis is in course. It all started in 2013, when Brazil faced the largest and most significant mass protests in a generation (Saad-Filho 2013) . One year after the protests, a new general election took place, when Dilma Rousseff was reelected president of Brazil in midst of corruption scandals that involved not only the executive power, but also legislators and companies in a corruption scheme of bribes, kickbacks and inflated contracts (Watts 2016) . In the same year, Operação Lava Jato [Car Wash Operation] started, revealing the biggest corruption scandal in the history of Brazil. Among other things, billionaires were put in jail and a former president was dragged into court. In December 2015 Rousseff was charged of taking loans from state banks without congressional approval (Bucci 2016) , resulting in an impeachment process that was approved by Congress in August 2016. There are several factors that contribute to the troubled political scenario in Brazil. In short, Brazil is the fifth largest country in the world, has a plethora of political parties (Vaz Copyright c 2018 , Association for the Advancement of Artificial Intelligence (www.aaai.org). All rights reserved. de Melo 2015) , three levels of government and an openlist election system for lawmakers (Mainwaring 1999) . As a consequence, no single party has ever come close to a commanding majority in Congress, so support is bought with cabinet posts and/or cash, and the election process always leads to a patronage or a personalist relation between politicians and their constituents (Moisés 2011) .
In such systems, social media can play a determinant role. In fact, some studies have shown that social media play an important role in shaping political discourse and can be a valid indicator of offline behavior (Conover, Ratkiewicz, and Francisco 2011; Amaral and Pinho 2016; Lietz et al. 2014) . Unfortunately, despite all these efforts, little is known about the content of the speech given by deputies in social media. Defining the correct communication strategy in social media is a major challenge for politicians. Such strategy is in the spectrum of being totally conservative, where the politician shares only non-political, personalistic and individualist communications, and being fully transparent, where the politician fully discloses her/his political views over the current national issues.
Thus, the goal of this work is to accurately classify tweets posted by politicians into two categories: political and nonpolitical. Our method is independent of the deputy who posted the tweet and of the time the tweet was posted. To evaluate our proposal, we collected tweets of all congressmen who were active on Twitter and worked in the Brazilian parliament from October 2013 to October 2017. During this time, Brazil faced two major political events: the 2014 elections and the 2016 impeachment process. The objective of this method is to identify communications focused on meaningful political opinions from those focused on trivialities, such as personalistic and individualistic messages.
Related Work
The task of identifying social media messages about political issues is not new in the literature. Paul (2017) proposed a semi-supervised approach to distinguish tweets related to politics from non-political ones. From a collection of news articles, the authors used a topic model approach to identify words related to political topics. Conover et al.(2011) performed a simple hashtag co-occurrence discovery procedure to identify political tweets. From a collection of tweets posted around the US election day, Gao et al. (2017) proposed a weakly supervised two-path bootstrapping approach for detecting and characterizing online hate speech. In the aforementioned studies (Paul et al. 2017; Conover, Ratkiewicz, and Francisco 2011; Gao, Kuppersmith, and Huang 2017) , a initial list of hashtags or words was used as input for the creation of the final list of terms. Thus, these approaches are very difficult to be generalized or to be accurate over a long period of time. Nevertheless, the neural network architecture proposed by (Gao, Kuppersmith, and Huang 2017) is similar to the one we propose in this article. However, we used a Convolutional Neural Network (CNN) with different filter size instead of a Long Short Term Memory network (LSTM), as the latter presented worse results in our experiments.
Political Dataset
In this work we collected 1.1 millions public tweets from 692 Brazilian deputies from October 2013 to October 2017 by means of the Twitter API (Application Programming Interface). The names of the active congressmen during this period were retrieved and validated by a researcher in March 2015 from the Chamber of Deputies Open Data website 1 . The list of the Twitter accounts associated with the congressmen was collected from the personal profile pages of each congressman. After this process, each account was manually validated. Table 1 summarizes our data set.The tweets and the number of followers and followees of each congressman were collected twice, once in December 2015 and once in November 2017. After that, we merged these two datasets and prepared the text of the tweets for processing: we removed duplicated tweets, punctuation, words with less than 2 characters, Portuguese stop words, hashtags, URLs, and mentions. Finally, we labeled each congressmen according to their position before and after the 2014 elections. If a congressman had a sit in Congress before the elections and was able to be reelected, we labeled they as reelected. Conversely, if a politician had a sit in Congress before the elections and was not able to be reelected, we label they as loser. Finally, if a politician did not have a sit in Congress before the elections and was able to be elected in 2014 (or was a supplant of a congressman after election), we label they as newcomer. 
Identification of Political Tweets
Federal deputies are elected by the population of a country and their duty is to propose, discuss and pass laws, which can change even the Constitution. In this section we present a methodology to identify tweets that have a political content, i.e., tweets that reveal to the population the work or the political view a given deputy has. To the best of our knowledge, we are the first to use this general classification ap-proach to tackle this problem. More formally, we define a political tweet as follows. Definition 1. A political tweet is a message posted in Twitter by a politician whose content express subjects related to fundamental issues of state, politics, govern and justice.
More specifically, such tweets can cover one or more of the following topics: federal programs, projects and laws; political campaign; public statements about the Congress agenda; government subsidies; judicial decisions; public expenditures and crimes against public administration. The process of identifying political tweets using a classification approach involves several methodological decisions. These decisions can be thought as the meta parameters of the methodology and are related to the following challenges: (i) the number and the selection of instances to manually label; (ii) the text embedding method to be used to transform tweets into vectors; (iii) the selection of the classification method. Table 2 describes all the meta parameters and their possible values. During our experiments, we verified that the meta parameters are independent among themselves, e.g., changing the text embedding technique does not alter the relative performance of the classification methods. Because of that, exception made to meta parameter being evaluated, the configuration used to generate the results is: 2000 labeled tweets, Word2Vec C-BoW with 300 dimensions as the text embedding technique and Convolutional Neural Network (CNN) as the classification method. The first challenge is to select the tweets to be manually labeled as political and, conversely, non-political. Then, we generate classification results for the following number of labeled instances: 100, 500, 1000 and 2000. For all cases, half of the tweets are manually labeled as political and half as non-political. The collections of tweets to be manually labeled were sampled from the data set using the original frequency distribution of tweets over time. To do that, we grouped all tweets by the month it was posted and got the tweet frequency for each month. Then we calculated how many tweets per month were necessary to sample for each class in order to mimic the original distribution. Figure a shows the Macro F1 score for the classification task when the size of the manually labeled data is varied. Observe that, as expected, the model accuracy grows as we increase the training set size. Also, observe that, although the cross validation results stabilizes with a training set of 500 instances, the results for the test set grows significantly up to 2000 instances, with a Macro F1 score of 99% in the training set and 91% in test set.
It is also worth mentioning the importance of having an unbiased training set in terms of time. To show that, we compared the performance of the classifier when three different training sets are used: (i) the previous randomly and unbiased collection of 500 manually labeled tweets, (ii) a biased collection of 500 labeled tweets in the time dimension and (iii) a biased collection of 500 labeled tweets in the deputy dimension. In these two biased collections, we artificially made the frequency of tweets more skewed towards a few months and, for the second case, a few deputies. In such cases, more than half of the labeled tweets are from only a few months, for the first biased collection, and from a few deputies, for the second biased collection. In Figure b we show the Macro F1 score for these three collections of training sets. Observe that for the biased collections, the cross validation results grow, revealing an overfitting. On the other hand, the results in the test set for the unbiased collection decay, what is expected. Before running the classification methods, we execute a text embedding technique to transform every word in a numerical vector. We compare four text embedding techniques. The first three word vectors are publicly available and were trained over a large Portuguese data set (Hartmann et al. 2017) , which is able to produce an embedding matrix for a vocabulary of 1.3 trillions words. These vectors were produced using the following methods: Word2Vec CBoW (Mikolov et al. 2013 ), Word2Vec Skip-Gram (Mikolov et al. 2013 and Glove (Pennington, Socher, and Manning 2014). Additionally, we trained the Word2Vec C-BoW model using the collection of tweets of deputies described in this work. Thereafter, we evaluated the different embedding techniques using the parameters described in Table 2 . Figure c exhibits that Word2Vec C-BoW and Glove have the same 99% of accuracy in the training set. On the other hand, the result in the test set show that Word2Vec C-BoW achieved a higher Macro F1 score than Glove. Also, it is important to note thatWord2Vec Skip-Gram and Word2Vec C-BoW obtained the same 91% of Macro F1 score in test set. Finally, the Word2Vec model trained using our dataset obtained the worst results.
The last decision is to choose which Neural Network architecture to use. More specifically, we evaluated three different architectures: Convolutional Neural Network (CNN) (Kim 2014), Long Short Term Memory networks (LSTM) (Hochreiter and Schmidhuber 1997) and FastText (Joulin et al. 2016) . Evaluation was done through a 10-Fold Cross Validation in the training set and, after that, we calculated the Macro F1 scores. In addition, we also validated the result in a external test set using the same Macro F1 score.
For comparison purposes, we standardize the neural network input layer and output layer. In the input layer each word in a congressman tweet is represented as a dense vector with 300 dimensions learned by Word2Vec C-BoW. In case the word is not present in the vocabulary, we replaced it by a special symbol UNK (unknown) and get its embedding representation. Thus, we have a matrix of words and embeddings with vocabulary size × 300 dimensions that we provide as the embedded input layer. Additionally, for the output layer, we use a single neuron with a sigmoid activation function. Moreover, we optimized the neural network by means of cross entropy loss function using the RMSProp optimization algorithm. Figure d shows the performance of the different Neural Networks. Observe that CNN has the highest Macro F1 score in both data sets, achieving 99% in the training set and 91% in the test set, followed by LSTM with 93% in the training set and 89% in the test set. Finally, the FastText neural network achieved a 86% Macro F1 score in the training set and 88% in the test set.
Finally, in order to verify if there is any significant bias in our results, we evaluated the accuracy of the classification for each deputy and each month separately. Figure e shows the Macro F1 score per deputy and per month. Observe that the median Macro F1 score for deputies is 0.95, with a minimum of 0.84. Similarly, the results per month were also good in general, with a median Macro F1 score of 0.97 and a minimum of 0.83. For both cases, outliers obtained better results than a random classifier.
Qualitative Evaluation
Besides the Macro F1 score, we also evaluated our proposal from qualitative perspective 2 . First, we used word clouds, a visual representation that depicts the most frequent words in a text. Our objective is to visualize the most common political and non-political words that occurs in congressmen tweets in election period. Figure 2 exhibits the word clouds of political and non-political tweets during this period. Figure 2a shows the main words related to politics in election period. The most preeminent words are "campaign","federal","support","government" and "dilma", which clearly indicate campaign tweets. In contrast, Figure 2b shows the most predominant words of non-political tweets for the same period. Observe that these words could be related to personalism and/or clientelism/patronage, e.g."God", "I published", "Facebook", "together", "congratulations", "thank you", etc.
Second, we used a short text topic modeling approach, namely BTM (Biterm Topic Modeling) (Yan et al. 2013) , to identify the main political and non-political latent topics in parliamentarian tweets. Using our classification method, we first separate all tweets into two disjoint corpora: political and non-political tweets. After that, we trained the BTM algorithm with these two corpora, using the following parameters: number of topics K = 10, α = 50/K, β = 0.005 and number of iterations = 1000. Results are shown in Table 3 , which lists the five most important words of each topic for both corpora. The use of BTM jointly with our method highlighted the use of personalism by Brazilian parliamentarians. In non-political topics, note that there are many personalistic topics (2, 3, 5, 6, 8, 9, 10) , which are represented by words such as "congratulations", "friend", "hugs", "moments" and "together". Concerning the political corpus, observe that there are indications of patronage or a more pragmatic behavior of politicians, such as (2, 5) and others related to the schedule of the deputies (6, 7, 10) . Since the classification is not perfect, we found a personalistic topic (8) in the middle of the political tweet corpus. Nevertheless, the other topics reflect important facts and issues related to the Brazilian political scenario, such as the political crisis (1, 3).
What is striking about our analysis is the amount of non-political discourse presented in the tweets of Brazilian deputies. Observe in Table 1 that at least half of tweets are non-political for all classes of deputies. Concerning the specific topics, the two most popular topics, comprising 25% of all tweets, are non-political: topics (1, 4), of a broad and populist nature. Note also that political tweets are scattered over many topics and the most important is topic (6), which is related to pragmatic deputy behavior and comprises 8% of all tweets. program live day radio interview 2 about law against education project 5 8
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Conclusions
In this work we proposed a supervised method to identify short messages with political and non-political content posted by parliamentarians. Quantitative and qualitative results showed that our proposal was able to accurately separate political from non-political tweets.
