Abstract
Introduction
There is a growing need for information servers with capabilities to handle large amounts of information accessed by a potentially unlimited number of users in asymmetric communication environments (e.g., traffic information, stock quotes, weather, news). In some cases, the users require the information by a certain time, and therefore information should be provided with deadline constraints associated with the requests of the data. We will refer to these as time-critical asymmetric communication environments. For example, let us consider a traffic information server and the driver of a vehicle who, at some point ahead in the road, needs to take one of two possible routes in order to get to her destination. Obviously, it is necessary for the server to provide the driver with the desired traffic information (for example, one of the routes is congested because there has been an accident) before the decision point is reached, otherwise the information has no value for the driver.
One way to try to meet the needs of such applications is to use the classic client/server model. Unfortunately, it suffers from a lack of scalability. Beyond a certain workload, the server becomes overwhelmed, that is, it is not able to serve more than a certain number of requests per time unit, due to resource and bandwidth limitations. On the other side of the spectrum some bandwidth-efficient data broadcast models have been proposed [1] . They provide high scalability by broadcasting the information simultaneously to a large population of users, using a single, high-capacity downlink channel (i.e., a channel from the server to users). The weaknesses found in pure broadcast models result from the absence of direct interaction of the users with the server, which implies the impossibility of adaptation to changing access patterns.
Recently, some bidirectional broadcast models have been studied [2, 13] , trying to exploit on the one hand the benefits derived from the high bandwidth efficiency and scalability of data broadcasting, and on the other hand the direct interaction of users with the server. Bidirectional schemes are based on the incorporation of a low-capacity uplink channel (i.e., a channel from users to server), devoted to the transmission of requests made explicitly by those users not satisfied by the broadcast program. Most bidirectional broadcast models are hybrid, that is, there exist two different information transmission modes: the periodic broadcast mode, in which information is broadcast periodically, and the on-demand broadcast mode, devoted to broadcasting information explicitly requested by users via the uplink channel. Unfortunately, the only hybrid model in which deadline constraints are taken into account [13] is not adaptive, that is, the information that is broadcast periodically and the fraction of the bandwidth allocated to each mode do not vary.
Consequently, none of the existing models is adequate for environments in which the user access distribution is not static and there are timing constraints present. This paper addresses this lacuna. It introduces an adaptive hybrid broadcast model, that extends the functionality and performance of current hybrid schemes, by means of an online scheduling algorithm that takes into account the access frequency distribution of data, bandwidth limitations in both uplink and downlink channels, and deadline constraints associated with data requests. The information server dynamically adapts (a) the specific data items that have to be broadcast periodically, and (b) the amount of bandwidth assigned to each transmission mode. The remainder of this paper is organized as follows: Section 2 states the main issues and considerations when designing an information server for a time-critical asymmetric communication environment. Section 3 discusses related work. The description of our adaptive hybrid data broadcast model is presented in section 4, in which the adaptive scheduling approach is also detailed. Section 5 presents and analyzes the results of the experimental study. Finally, section 6 summarizes and concludes the paper.
Issues and considerations
The characteristics that an information server should include in order to perform effectively in time-critical asymmetric communication environments include high bandwidth efficiency, high scalability, adaptation to changing user profiles and awareness of deadline requirements. In order to satisfy the first two characteristics, a broadcast-based information server is the only reasonable option to consider. The key point is that by broadcasting information, the bandwidth is, in effect, multiply used, as a single transmission of a given piece of information can reach an unlimited number of users. In order to provide adaptiveness, the broadcast server should use the available bandwidth to satisfy as many clients as possible, by broadcasting the right information in each situation. At the same time, as user profiles may change, the server needs some feedback from the actual users to estimate the current user access pattern, and consequently the broadcast server has to be bidirectional, making use of both downlink and uplink channels. In bidirectional servers, hybridness provides the following two benefits:
• Potential to use uplink and downlink bandwidth effectively. This is achieved by periodically broadcasting the heavily-demanded items. Periodic broadcast of frequently demanded items is very likely to satisfy a large number of users via a single transmission. The remaining items have to be requested and are broadcast on demand. Assuming that some index information is interleaved with the broadcast, users should consult the index to check if the information they need is already being broadcast periodically and if they would receive it on time, before requesting it to the server. This decreases the number of requests sent to the server, reducing the probability of saturation of the uplink channel.
• Capability of handling deadline requirements adequately. A hybrid model can be viewed as having two separate logical servers, where the first one prefers to broadcast data items based on their relative popularity, resulting in an efficient usage of the bandwidth, and the second one prefers data items depending on their relative deadline constraints. Both servers must work in conjunction to maximize the utility of the bandwidth allocated to each. Now we proceed to state the three main issues to address when designing an adaptive hybrid broadcast model to work in a dynamic time-critical asymmetric communication environment:
• What should be the fraction of the total available bandwidth allocated to each broadcast mode? The amount of bandwidth assigned to each logical server should be adjusted dynamically, depending on the actual user access frequency distribution. There is a trade-off between the relative importance given to popularity and to deadline constraints.
• Which data items should be broadcast periodically and which ones should be broadcast only when requested explicitly? An item should be broadcast periodically when there is a potential bandwidth saving with respect to broadcasting it on-demand.
• How should the periodic and on-demand broadcast programs be computed? Once we know which items are worth broadcasting periodically, we have to decide their relative broadcast frequencies and compute the periodic broadcast program accordingly. Similarly, on-demand broadcast schedule needs to be constructed.
Related work
In the traditional Broadcast Disks (BD) model [1] , the server periodically repeats an off-line computed broadcast program, based on previously known user access patterns. A broadcast cycle is defined as one transmission of the periodic broadcast program. The broadcast program is static and only one downlink channel is used. The main disadvantages of this approach are the lack of adaptation to the current population demands (as there is no feedback from clients to the server), the impossibility of guaranteeing the meeting of deadline constraints for current clients, and the potential waste of bandwidth derived from the off-line decision about the items to broadcast and their corresponding broadcast frequency. The BD model has been extended in [2] , providing push and pull for data dissemination, by integrating an uplink channel.
Nevertheless, in this hybrid model the bandwidth is assigned to the two broadcast modes statically, and there is no adaptation to the current workload, as the contents of the periodic broadcast are constant. In addition, data requests are not associated with deadlines.
In [11, 12] , a model for adapting the allocation of the bandwidth to the periodic and on-demand modes is proposed. This work tries to provide adaptation in order to minimize average data access latency, so they minimize the number of requests arriving at the server by broadcasting periodically the most demanded items, providing the rest of the items only on demand. Clients listen to the broadcast first, and make a request only if the data item needed is not in the periodic broadcast program. All requests are served sooner or later, but again, information requests are not associated with deadline constraints.
Deadline constraints have been integrated into the BD model in [5, 6, 8] . The server tries to compute a periodic schedule that provides worst-case guarantees, even in the event of failures and data updates. However, this model is not bidirectional, that is, there is no uplink channel and consequently the server periodically broadcasts items based on a static estimation of the potential user population, not on the actual workload.
Closer to our work is the hybrid Broadcast On-Demand (BoD) model, presented in [13] , as an extension of the traditional BD model. BoD is a hybrid bidirectional server that considers data temporal constraints. Time division multiplexing is used, reserving a fixed fraction of the available bandwidth for periodic broadcast, and the remaining bandwidth for on-demand processing. Note that now a broadcast cycle includes the transmission of a periodic broadcast program and the time intervals when data chosen for on-demand broadcast is transmitted. BoD is not adaptive to dynamic workloads, as it is assumed that the access distribution will remain constant. In BD and BoD, a large amount of bandwidth is likely to be wasted, not only because the periodic broadcast program is static and the offline computed access patterns can differ from actual ones, but also because the broadcast frequency is not related to the deadline distribution of the items.
Time-critical adaptive hybrid data dissemination
In this section we present the time critical adaptive hybrid broadcast (TC-AHB) model and its scheduling approach. After an overview, we describe the approach taken to choose the data items for periodic broadcast and on-demand broadcast. This is followed by details of the scheduling algorithms that dynamically compute the periodic broadcast program and the on-demand broadcast program. We end this section explaining the sampling technique used by the server to estimate the actual user access frequency distribution.
Overview
In TC-AHB, both (a) the specific data items being broadcast periodically, and (b) the amount of bandwidth assigned to each transmission mode change dynamically to adapt to the needs of the clients. The server performs this adaptation on a per-cycle basis. At the end of each broadcast cycle, the server classifies the data items, deciding which ones to broadcast periodically in the next broadcast cycle. This decision depends on the access distributions observed in the previous broadcast cycle and the amount of bandwidth needed to broadcast each item periodically. As we will see shortly, this amount is related to the deadline constraints associated with each item.
Then, the server computes the periodic broadcast program for the next cycle. An item is included in the periodic broadcast program if the server expects to save some bandwidth as compared to broadcasting the item upon request. In order to prevent the items not included in the periodic broadcast program from starving, we always leave a minimum fraction of bandwidth for on-demand broadcast mode. The broadcast frequency of a periodically broadcast item should be the minimum needed to satisfy all the deadlines associated with potential requests for that item.
After computing the periodic broadcast program using the classification of the items and their broadcast frequencies, the server assigns the remaining bandwidth to on-demand broadcast, where an on-line scheduling algorithm is used to prioritize requests according to their relative deadlines. Note that the periodic broadcast program is computed at the end of each cycle, whereas the ondemand broadcast is scheduled dynamically, as requests are received from the users.
Scalability of the server is compromised by the number of requests that have to be processed and the capacity of the uplink channel. Assuming that some indexing technique is used to help users know what is being broadcast and when, every user is supposed to first listen to the broadcast, check the index, and only issue a request if the desired item is not being broadcast periodically. This will lower the number of requests sent to the server via the uplink channel. In our model the index is interleaved with data and it is broadcast many times in each broadcast cycle, in order to decrease the time needed for a client to receive the index. There are several bandwidth efficient indexing techniques (e.g., [9] ) that keep the index bandwidth requirements very low.
We should observe that the more accurate the periodic broadcast program, the less information the server has about the user access distribution. The problem is that the server does not receive any information about the number of users that are being satisfied by the periodic broadcast program, and therefore is unable to know if any of the items should be removed from the program because its access frequency has decreased. As we will see in section 4.4, this problem is overcome using a sampling technique, that basically stops broadcasting some of the items included in the periodic broadcast during short time intervals. This results in the receipt of requests for those items. The server can then estimate the actual access frequencies for these requests, information needed to dynamically adjust the periodic broadcast program to the needs of the actual users.
Classification of data
The TC-AHB server considers any item to be Periodic (included in the current periodic broadcast program) or OnDemand (not included). At the end of each broadcast period, the server updates the status of every item, depending on the estimated access frequency distribution and the bandwidth required to include it in the periodic broadcast program. Intuitively, items with high access frequency and low bandwidth requirements should be broadcast periodically in order to minimize the number of unsatisfied requests. However, as the bandwidth is limited, the server may not be able to broadcast periodically all items whose access frequency is high and bandwidth requirements are low.
The problem is how to determine the allocation of bandwidth for periodic and on-demand broadcast. The server should include a given item in the periodic broadcast when it is likely to save bandwidth by doing so, as long as there is still some predetermined minimum amount of bandwidth left for on-demand broadcast. In order to know if there exists a potential bandwidth saving when classifying an item as Periodic, the server needs to compute first the bandwidth requirements of that item. This depends on its broadcast frequency. In section 4.2.1, we show how to calculate the bandwidth requirements of an item when its broadcast frequency is the minimum needed to satisfy all deadlines associated with potential requests for that item.
In order to prevent starvation of the items broadcast ondemand and to keep some bandwidth for transmitting the index, we define BWThreshold, the maximum amount of bandwidth available for periodic broadcast. Only in strong overload conditions does it become necessary for the server to use all the available bandwidth (up to BWThreshold) for the periodic broadcast schedule.
It is important to note that, in order to give more priority to the items that are likely to satisfy more requests per bandwidth unit, for each data item we should define its priority as the number of requests received for that item during the last broadcast period divided by the bandwidth required to broadcast that item periodically.
We are now ready to specify the adaptation algorithm executed by the server at the end of each broadcast period:
1. Calculate the bandwidth requirements of an item. Suppose every item has a certain size in pages, or units of data to be broadcast. Assume we have n items to be scheduled periodically, with sizes and the minimum relative deadlines associated to them are . For each pair , its bandwidth requirements are defined as follows: This is the bandwidth required to broadcast the item with the minimum broadcast frequency needed to satisfy all deadlines associated to it, according to the algorithm in section 4.2.1. 2. For each data item, its estimated priority is calculated as the number of deadlines expected to be met per bandwidth unit if included in the periodic broadcast program:
3. Every item is checked in priority order to see if it is worth broadcasting it. To do this, we check if the number of requests received for an item during the last cycle exceeds the CutoffThreshold. The CutoffThreshold is the number of times that we would broadcast the item in a broadcast cycle if the item was classified as Periodic, and equals the last broadcast cycle length multiplied by the broadcast frequency of the item. 4 . If the item is worth broadcasting, check if the total bandwidth required so far is still below the BWThreshold when we add this item to the periodic broadcast program. If this is the case, the status of the item is considered to be Periodic for the following period, and then we go back to
Step 3, where the next item is checked. Otherwise we proceed to step 5. 5. We have used a certain portion of the bandwidth for periodic broadcast, that does not exceed BWThreshold. The rest of the bandwidth is used for on-demand broadcast, as detailed in section 4.3.
To summarize, which items should be Periodic in the next broadcast period? The m highest priority items, given that these conditions hold:
Computation of periodic broadcast program.
Assuming that the minimum deadline value is known for each item, we need to compute a schedule that guarantees that all the deadlines will be met for every item included in the periodic broadcast program. This is possible if the items are scheduled in a pfair manner [3, 4, 7] .
There exist algorithms that, if the total bandwidth required is below some value, efficiently compute a schedule in which it is guaranteed that any subsequence of pages contains at least pages corresponding to item i. This periodic schedule is called a pfair schedule, because it provides fairness in the allocation of the resource
(downlink channel) to the set of items considered. The algorithm described below can be used to generate the desired schedule. It is based on the PinOpt [7] algorithm. First, we need to define the following:
• allocated(i,t) = number of slots (i.e., broadcast pages) allocated to item i in the interval [0,t)
• Item i is said to be contending at time slot t if it may receive the resource without becoming overallocated, that is, if the following condition is true:
• Pseudodeadline of item i at time slot t is defined as:
These are the two steps that form the algorithm:
, add a dummy pair such that . The slots corresponding to item n+1 will be used to broadcast copies of the index and the items served on-demand.
•
Step 2: schedule the new multiset by assigning each broadcast slot to the contending item with the smallest pseudodeadline. Ties can be broken arbitrarily. This algorithm can be efficiently implemented in O(logn) per time slot [10] . The period of the schedule generated is the least common multiple of the deadlines, and this will be the broadcast cycle length. The broadcast frequency of item i is the inverse of deadline . The periodic broadcast program is laid out using the algorithm just described. Consequently, all deadline requirements for Periodic items will be automatically satisfied by the periodic broadcast. It is assumed that clients can reorder data pages locally.
Scheduling of the on-demand broadcast
When a request arrives at the server, it means that the periodic broadcast will not satisfy it, and therefore the ondemand broadcast has to handle it. Requests should correspond to infrequently demanded information or data with high bandwidth requirements.
The on-demand broadcast mode requires the use of an on-line server transmission scheduling policy. In order to take into account deadline requirements, a scheduling policy that tries to minimize the number of deadlines missed is used, specifically the Earliest Deadline First policy. The schedule corresponding to the on-demand broadcast does not take into account the relative access
frequency of the data, only the relative deadlines. Requests will be satisfied by the server according to their priorities, using the bandwidth remaining for the on-demand broadcast to transmit the required data items, in the slots reserved to the dummy item n+1 by the algorithm described in the previous section. As pointed out in 4.2.1, there is always at least a minimum amount of bandwidth reserved for on-demand broadcast and the broadcast of the index, namely, (1-BWThreshold).
The performance of the EDF scheduling policy is increased by batching multiple requests for the same data item [13] , satisfying all the batched requests via a single transmission of the requested data item. When a request for a given data item comes via the uplink channel, the server first checks if there is already a transmission scheduled for the same item with a deadline not greater than the one associated with the request, in which case the scheduled transmission will satisfy it. This batching technique produces an important saving of bandwidth in overload conditions, resulting in a large increase of satisfied users.
Estimating the access frequency distribution
The transmission of a periodic broadcast program combined with indexing decreases the number of requests arriving at the server, clearly increasing the scalability of the server. Unfortunately, this causes the server not to receive any information about the demands corresponding to Periodic items, information the server needs to calculate the priority of these items in subsequent broadcast periods.
To overcome this problem, we have incorporated a sampling technique into the model, inspired by the method used in [12] . When an item is added to the periodic program, the number of requests received in the previous cycle is conveniently stored for later use. At the end of each subsequent cycle, this number is artificially decreased (it is multiplied by a Cooling Factor, typically in the range 0.7-0.9), and this fictitious number of requests received is used to calculate the estimated priority of the item.
After a few cycles, this estimated priority decreases to the point in which the item would not be included in the periodic broadcast. At that point, before removing the item from the periodic broadcast, the sampling technique is used to estimate the access frequency for the item during the next broadcast period. In the following broadcast cycle, the server still includes the item in the periodic broadcast, but only for part of the cycle. For a short interval at the end of the cycle, the server decides not to broadcast the item, in order to receive a few requests (SampleSize) and obtain information about the present access frequency of that item.
The index, interleaved with the data, is updated to reflect this change. This forces users to make explicit requests for this item, whereby the server collects a small number of requests, and estimates the total number of requests that would have been received during the whole cycle. This estimation is used to compute the actual priority of the item, and finally decide if its status should remain Periodic or changed to On-Demand. This technique allows an item to remain Periodic if appropriate.
Experiments and results
In order to evaluate quantitatively the performance of our time-critical adaptive hybrid model, we have carried out several simulation-based experiments. The clients are modeled by a workload generator, that produces an effective information demand rate. The interarrival time of client demands is exponentially distributed, that is, the sequence of demands is a Poisson process. Some of these demands will be satisfied by the periodic broadcast and so will not result in requests sent to the server. Given this, we have two evaluation metrics: (a) the total percentage of information demands unsatisfied, i.e., the percentage of cases where a user is unable to obtain the information needed before the deadline associated with the demand, and (b) the total number of requests that are sent to the server (corresponding to user demands not satisfied by the periodic broadcast program). The time unit in our simulator is the time needed to broadcast a single data page. Table 1 shows some important simulation parameters and their corresponding values (these values represent a realistic asymmetric communication environment.)
Two access frequency distributions are modeled:
• Two-level Uniform: The first 20 items are accessed with 90% probability, the rest of the items with 10%.
• Zipftian: the probability of accessing an item i is proportional to 1/i. The experiments are carried out using static and dynamic versions of these workloads. The dynamic uniform workload changes the specific 20 heavilydemanded items four times during the simulation time. The dynamic zipftian workload is constructed by shifting the static zipftian distribution to the right, that is, adding a small quantity to the number of the item accessed. Note that the workload ranges from 1 to 40 pages demanded per time unit, and consequently the server works in overload conditions over the whole workload range. The deadline distribution is uniform, allowing only a small set of values {200, 500, 1000}, in time units. One of these values is permanently associated with every item.
As pointed out in [12] , there is a trade-off in the values of the cooling factor and the sample size. As our dynamic workloads do not change very frequently, we decided to choose a high cooling factor, 0.9, and a moderately low sample size, 5 requests.
The uplink capacity can only be reached when the offered workload is exactly one request per time unit. If the offered workload is higher, the effective real capacity of the uplink channel decreases, due to an increasing number of collisions, as the uplink protocol is contention-based (a CSMA-like protocol has been used). We model the effect of contention by assuming that, after the maximum capacity is reached, the capacity of the channel decreases linearly as the workload increases. We should point out that the maximum potential request rate, 4 items demanded per time unit, is four times the uplink channel capacity.
As mentioned previously there is only one hybrid (but non-adaptive) model in which temporal constraints are taken into account [13] . We compare TC-AHB with two models based on this protocol: (this comparison will measure the performance improvement in TC-AHB resulting from the adaptation of the periodic broadcast program to the actual user access distribution):
• Non-Adaptive-1: the first i items that fit in a fixed fraction of the available bandwidth (40% in uniform distribution, 50% in zipftian) are included in the periodic broadcast mode
• Non-Adaptive-2: only used with the two-level uniform distribution, the periodic broadcast program includes the first 20 items, the highly demanded ones. We also include a non-hybrid protocol (there is no periodic broadcast program) in the comparison, EDFBatching. This model has been included in order to measure the benefits of TC-AHB derived from the effective use of uplink and downlink channels. All hybrid protocols use pfair scheduling for computation of periodic broadcast. All protocols use EDF with batching for on-demand broadcast.
The index is interleaved with the data and its bandwidth requirements are equivalent to 1% of the total bandwidth. The index waiting-time overhead has been taken into consideration in the experiments.
Each point obtained in the simulations is the average of 5 different simulation runs. In the worst case, the 95% confidence interval equals 8.2% of the mean when measuring the percentage of deadlines missed, and 4.3% when measuring requests scheduled per time unit. Figure 1 shows that the periodic broadcast program in TC-AHB and NonAdaptive-2 fits the needs of the actual user population, obviating the need for a large percentage of the potential requests, and consequently the uplink channel is not congested. The number of requests scheduled per time unit (figure 2) is only near 0.4 even in the worst case.
Static client profiles

Static uniform distribution.
However, the EDF-Batching and Non-Adaptive-1 models do suffer from the effect of uplink channel saturation, and beyond the point in which the workload starts saturating the uplink channel, which is 1 and approximately 2.3 items demanded per time unit (see figure  2 ), many requests are suffering collisions and not arriving successfully at the server. Due to this congestion effect, the number of deadlines missed increases very fast after the saturation point ( figure 1) , and the number of requests that arrive successfully at the server decreases linearly when the offered workload is higher than the point at which the uplink channel gets saturated, as figure 2 shows.
Static zipftian distribution.
In figure 3 we observe a crossover point between EDF-Batching and Non-Adaptive-1, when the workload is around 0.5. The reason is that, under low workloads, most items are not worth broadcasting, and the Non-Adaptive-1 model is wasting bandwidth by using 50% for the periodic broadcast program. On the contrary, under high workloads EDFBatching is not able to use the bandwidth effectively, because its scheduling approach is only influenced by deadline requirements, not by data access frequencies.
TC-AHB performs similarly to EDF-Batching under low workloads, as very few items are Periodic, and clearly better than both Non-Adaptive-1 and EDF-Batching under high workloads, because it allocates most of the bandwidth to the periodic broadcast (the BWThreshold chosen implies that at least 10% of the bandwidth has to be reserved for the on-demand mode and the index), using the bandwidth much more efficiently. In fact, we can see that in TC-AHB the number of deadlines missed does not increase significantly even in strong overload conditions. Figure 4 shows that saturation is felt by the three models compared, but the saturation point is reached earlier in EDF-Batching, when the workload equals 1 item demanded per time unit. In Non-Adaptive-1, the uplink channel starts to become saturated when the workload is 1.5, and for TC-AHB it happens at 2 items demanded per time unit. This is the reason why the number of deadlines missed grows so fast in Non-Adaptive-1 in strong overload conditions.
In figure 4 before uplink channel saturation, there is also a crossover point: TC-AHB schedules more requests than Non-Adaptive-1 when the workload is in the interval [0. 1, 0.7] , because the periodic broadcast program is very small, whereas in the interval [0.7, 1.5] TC-AHB schedules less requests, as the periodic broadcast program grows. 
Dynamic client profiles
Dynamic uniform distribution.
As stated before, in the dynamic two-level uniform distribution, the specific 20 items with the highest access frequencies are changed four times during the simulation time. Non-Adaptive-1 has not been included in the comparison, as its performance is very similar to Non-Adaptive-2. Non-Adaptive-2 includes the first 20 items in the periodic broadcast program during all the simulation time. That means that it is periodically broadcasting 20 items that do not correspond to the most frequently demanded ones after the first change in the distribution takes place, and therefore it is wasting bandwidth and allowing all requests corresponding to the heavily-demanded items to be issued.
As a consequence, as we can see in figure 5 , the number of deadlines missed in the Non-Adaptive-2 model is much higher as compared to TC-AHB, over the whole workload range. The similarity between the TC-AHB curves in figures 1 and 5 proves that, unlike non-adaptive models, TC-AHB is appropriate for environments where the user profiles change, without a significant loss in performance. There is a small performance difference in TC-AHB between figure 1 and figure 5 , about 7% in the worst case, when the workload is 4. This is due to the time that it takes to adapt the periodic broadcast program every time the most 20 heavily-demanded items change. Figure 6 shows that, in the Non-Adaptive-2 model, the uplink channel becomes saturated when the workload is 1.2, just after EDF-Batching. TC-AHB makes it possible to keep the uplink channel away from saturation: in the worst case, only about 46% of its capacity is required. As expected, EDF-Batching obtains the same performance for static and dynamic distributions, as its scheduling algorithm does not take into account the relative access frequencies of the data items. As in the static case, EDF-Batching performs worse than TC-AHB as workload increases in terms of deadlines missed, and also suffers from uplink channel congestion to a much larger extent.
Dynamic zipftian distribution.
Now the NonAdaptive-2 model performs significantly worse than TC-AHB for all workloads. Figure 7 shows that the number of deadlines missed by Non-Adaptive-2 is much higher than the equivalent in TC-AHB in all cases. The TC-AHB curve is practically identical to the corresponding one for the static Zipftian distribution in figure 3 . The difference in performance with the static curve is only about 3% in the worst case, which means that TC-AHB is almost insensitive to changes in the access frequency distribution.
In figure 8 we notice that Non-Adaptive-2 is only able to avoid a small percentage of requests from being issued, resulting in a very early uplink channel saturation, when the workload is 1.1. TC-AHB avoids the uplink channel saturation for all workloads less than 2, obtaining a good performance in terms of deadlines missed even in strong 
Discussion of results
Among the different alternatives considered, TC-AHB is the only reasonable choice for obtaining adequate performance in a dynamic time-critical asymmetric communication environment. TC-AHB adapts dynamically to different access patterns, allowing higher workloads without uplink channel saturation and missing a smaller number of deadlines than the rest of the models. The reason is that the periodic broadcast program changes according to the actual users' needs.
The results show that non-adaptive models compare favorably with TC-AHB only when the client's profiles are static, and even in that unrealistic situation, the fact that the fraction of bandwidth assigned to each broadcast mode is fixed does not allow non-adaptive models to perform well over the whole workload range, unless (a) there is a clear difference between frequently demanded items and nonfrequently demanded items (e.g., two-level uniform distribution) and (b) the precomputed broadcast program exactly includes all the frequently demanded items.
EDF-Batching is inadequate unless the workload is very light, a high-capacity uplink channel is used, and the server has enough resources to schedule a large number of requests. The two main problems of this pure pull-based model are: (1) it is unable to use the bandwidth effectively in overload situations, and (2) all the potential requests have to be issued, causing the uplink channel to become congested earlier than in the hybrid models.
Conclusion and future work
In this paper we have presented and evaluated a new model for effective data dissemination in dynamic, timecritical asymmetric communication environments. Our technique uses adaptive hybrid broadcast transmission, allowing the users to request specific items with deadline requirements. In order to minimize the total number of deadlines missed by making the most effective use of the available bandwidth, our scheduling approach combines factors such as access frequency, deadline distribution and bandwidth requirements. The results obtained from simulation show that, by broadcasting periodically only those items predicted to have high access frequencies and low bandwidth needs, our scheduling algorithm clearly outperforms non-adaptive broadcast servers in terms of deadlines missed and number of requests scheduled, when dynamic client profiles occur and in overload conditions.
The dynamic adaptation of the contents of the periodic broadcast program to the real client access profile is essential for any broadcast server to work in environments where the data access distribution changes over time, as in most real situations (specially if the clients have mobility).
The effect of the bandwidth limitations of the uplink channel is an important factor to be considered. Our adaptive broadcast model assigns more bandwidth to the periodic transmission mode when the workload is high, avoiding an excessive request traffic coming to the server and accommodating higher workloads before the uplink channel becomes congested.
Future work includes extending the functionality of the server by incorporating loss probability, different broadcast channels, and scheduling algorithms to allow multimedia information broadcasting and QoS guarantees.
