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Abstract. We study a generalized Frenkel-Kontorovamodel. Using minimal and Birkhoff
solutions as building blocks, we construct a lot of homoclinic solutions and heteroclinic so-
lutions for this generalized Frenkel-Kontorova model under gap conditions. These new so-
lutions are not minimal and Birkhoff any more. We use constrained minimization method
to prove our results.
1. Introduction
In recent years, a generalized n-dimensional (or n-D for short, with n ≥ 2) Frenkel-
Kontarova (or FK for short) model has been extensively studied (cf. e.g., [10, 15, 13, 11]).
In particular, part of the results of Moser-Bangert theory has been established for this
model (cf. [15, 13, 11], see also [8]). By Moser-Bangert theory, following Rabinowitz and
Stredulinsky ([22]), we mean an elegant theory initialed by Moser ([14]), and extended
by Bangert ([1, 2, 3]), and generalized by Rabinowitz and Stredulinsky ([18, 19, 20, 21,
16, 17, 22]) and other researchers. Moser-Bangert theory also has many applications,
cf. [5, 6, 25, 24, 4, 9, 7] and the references therein. Moser and Bangert considered a
variational problem and studied the minimal and without self-intersections solutions of
this problem. They clarified the structure of the set of these solutions. Rabinowitz and
Stredulinsky studied an Allen-Cahn type equation, which belongs to the classes of the
variational problem of Moser and Bangert. Rabinowitz and Stredulinsky obtained a lot of
homoclinic and heteroclinic solutions of the Allen-Cahn type equation. Note that although
Rabinowitz and Stredulinsky studied a special class of the variational problem of Moser
and Bangert, their methods and results hold for more generalized equations besides their
Allen-Cahn type equation.
In this paper, we use variational method to obtain more homoclinic and heteroclinic
solutions of a generalized n-D FK model. The construction of these new solutions are based
on minimal and Birkhoff solutions of [11]. The method of this paper follows [22]. This
method is also used in dynamical systems by Mather ([12]) for constructing heteroclinic
orbits. We recall some definitions and results of the generalized FK model considered in
[11].
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1.1. Generalized FK model.
The generalized FK model considered in this paper is a problem on the lattice Zn. To
introduce this problem, we recall some notations. A configuration is a function u : Zn → R
and we denote such a function by u ∈ RZ
n
. Similarly we can define u ∈ RE for any E ⊂ Zn.
We use i, j,k, etc. (resp. i, j, k, etc.) to represent elements in Zn (resp. Z). For i ∈ Zn,
we set ‖i‖ :=
∑n
k=1 |ik|. Fix r ∈ N and let B
r
0 = {k ∈ Z
n | ‖k‖ ≤ r}. We introduce a local
potential as follows (cf. [11, 15, 13]). Assume that s ∈ C2(RB
r
0 ,R) satisfies:
(S1) s(u+ 1Br
0
) = s(u), where 1Br
0
is the constant function 1 on Br0;
(S2) s is bounded from below and coercive in the following sense,
lim
|u(k)−u(j)|→∞
s(u) =∞, for k, j ∈ Br0 with ‖k− j‖ = 1;
(S3) ∂k,js ≤ 0 for k, j ∈ B
r
0 with k 6= j, while ∂0,js < 0 for any j with ‖j‖ = 1.
For u ∈ RZ
n
, set Sj(u) = s(τ
n
−jn · · · τ
1
−j1
u|Br
0
), where τ j−k : R
Zn → RZ
n
is defined by
τ j−ku(i) = u(i+ kej). With these locally potentials Sj, we define a formal sum∑
j∈Zn
Sj(u). (1.1)
The Euler-Lagrange equation of (1.1) is
∑
j∈Zn
∂iSj(u) =
∑
j:‖j−i‖≤r
∂iSj(u) = 0 (1.2)
for all i ∈ Zn. Note that (1.2) always makes sense since the sum in this equation only
involves finite terms. An example of (1.2) is
−
1
2n
∑
j:||j−i||=1
(u(j)− u(i)) + V ′(u(i)) = 0, (1.3)
where V ∈ C2(R,R) is 1-periodic. Setting
s(u|B1
0
) = V (u(0)) +
1
8n
∑
k:‖k‖=1
(u(k)− u(0))2
and letting Sj as above, we have that (1.3) is exact the Euler-Lagrange equation of (1.1).
(1.3) is an n-D form of the classical 1-D FK model.
1.2. Minimal and Birkhoff solutions in [11].
In [11], we used the minimization methods developed by Rabinowitz and Stredulinsky
([22]) to construct heteroclinic solutions for a generalized FK model. In this paper, we will
construct some multitransition solutions, a term by Rabinowitz and Stredulinsky, by the
methods in [22].
The first theme of Moser-Bangert theory is to study minimal and without self-intersections
(Birkhoff, in our case) solutions. For v ∈ RZ
n
, define supp(v) = {i | v(i) 6= 0}. We say that
v has compact support if supp(v) is a bounded set of Zn. A point i of E(⊂ Zn) is called
to be an interior point of E if
i+Br0 := {i+ j | j ∈ B
r
0} ⊂ E.
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We denote all the interior points of E by int(E). A configuration u ∈ RZ
n
is said to be
minimal, if for any v ∈ RZ
n
with compact support,
∑
j∈E
Sj(u) ≤
∑
j∈E
Sj(u+ v)
holds for any bounded set E with supp(v) ⊂ int(E).
To introduce Birkhoff configuration, we define some partial ordered relations in RZ
n
as
follows. We say u ≤ ( or <, or =)v if u(j) ≤ ( or <, or =)v(j) for all j ∈ Zn; u  v if
u ≤ v and there exists some k such that u(k) 6= v(k); Similarly one define ≥,	, > in RZ
n
.
We say u is Birkhoff if for any k ∈ Z and for any j = 1, 2, · · · , n, one and only one of the
following holds:
τ j−ku < u or τ
j
−ku = u or τ
j
−ku > u.
The unit vector with jth component 1 and other components 0 is denoted by ej . If u
is 1-periodic in all directions, that is, u(i + ej) = u(i) for all i ∈ Zn and j = 1, 2, · · · , n,
then it will be denoted by u ∈ R(Z/{1})
n
. Similarly we can define R(Z/{k})
n
, RZ×(Z/{1})
n−1
,
etc. The most important feature of Birkhoff configuration is that it has a rotation vector.
Rotation vector is an analogue of rotation number of Aubry-Mather theory and is used in
the clarification of minimal and Birkhoff solutions. For u ∈ RZ
n
, if the limit
lim
|m|→∞
u(mi)
m
exists and equals 〈α, i〉, we say u has rotation vector α. To state and prove our main results
simply, we take α = 0 and will indicate how to generalize α = 0 to α ∈ Q at the end of
this paper. In recent years, minimal and Birkhoff solutions of (1.2) are carefully studied,
cf. [8, 10, 15, 13, 11]. We mention some results related to this paper. In [11] (see also
[15]), the authors obtained periodic solutions with rotation vector α = 0, denoted by M0.
M0 is an ordered set. That is, for any u, v ∈ M0, u < v, or u = v, or u > v. To construct
heteroclinic solutions, we need a gap condition:
there are adjacent v0, w0 ∈M0 with v0 < w0. (∗0)
Recall that in an ordered set A, v, w ∈ A with v < w are said to be adjacent if there is no
element of A lying between v and w.
In [11], the authors proved that if (∗0) holds, there are heteroclinic solutions lying
between v0, w0 and asymptotic to v0 (resp. w0) as i1 → −∞ and to w0 (resp. v0) as
i1 → ∞, and these solutions are denoted by M1(v0, w0) (resp. M1(w0, v0)). Note the
elements in M1(v0, w0) and M1(w0, v0) are 1-periodic in i2, · · · , in. It is also proved in
[11] that M1(w0, v0) and M1(w0, v0) are ordered. To construct more complex heteroclinic
solutions, we need
there are adjacent v1, w1 ∈M1(v0, w0) with v1 < w1,
and there are adjacent v˜1, w˜1 ∈M1(w0, v0) with v˜1 < w˜1.
(∗1)
If s does not satisfy (∗0) and (∗1), one can perturb s to obtain these conditions. If s satisfies
(∗0) and (∗1), then for all s¯ close to s in some sense, (∗0) and (∗1) are satisfied by s¯. Please
see [11] for more discussions.
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1.3. Main results.
Now our main result of this paper can be stated.
Suppose s ∈ C2(RB
r
0 ,R) satisfies (S1)-(S3), and (∗0) (∗1) holds. Then
(1) there are infinitely many homoclinic solutions asymptotic to v0 (resp. to w0) as
|i1| → ∞ and 1-periodic in i2, · · · , in;
(2) there are infinitely many solutions of (1.2) that asymptotic to v0 (resp. to w0) as
i1 → −∞ and to w0 (resp. to v0) as i1 →∞, and 1-periodic in i2, · · · , in.
The basic heteroclinic solutions inM1(v0, w0) andM1(w0, v0) are 1 transition solutions.
The homoclinic solutions obtained in (1) are 2k transition (k ≥ 1). For solutions homoclinic
to v0, 2k transition means it will experience 2k times phase transitions before returning
back to v0. Similarly, the heteroclinic solutions of (2) are (2k + 1) transition (k ≥ 1).
Note that if v is a solution of (1.2), so is τ 1kv for any k ∈ Z. We say τ
1
k v and v are not
geometrically distinct ([23]). But in our results, there are infinitely many geometrically
distinct solutions. Please see Remark 2.9 below.
This paper is organized as follows. Section 2 gives some preliminaries needed for proving
the existence of multitransition solutions of (1.2) and section 3 is devoted to prove the
existence of 2 transition solutions. In section 4, we illustrate the existence of general k
transition solutions of (1.2) and give some generalizations.
2. Preliminaries
We prove our main theorem by constrained minimization method that will be stated in
this section. Before that, we recall some facts about the generalized FK model.
Lemma 2.1 (cf. [13, Lemma 2.6], [11, Lemma 2.8]). For u, v ∈ RZ
n
and for any finite set
B ⊂ Zn, we have ∑
j∈B
Sj(φ) +
∑
j∈B
Sj(ψ) ≤
∑
j∈B
Sj(u) +
∑
j∈B
Sj(v),
where φ, ψ are defined by φ = max(u, v), ψ = min(u, v).
For v, w ∈M0 with v < w, set
Γˆ1(v, w) = {u ∈ R
Z×(Z/{1})n−1 | v ≤ u ≤ w},
and
Γ1(v, w) = {u ∈ Γˆ1(v, w) | ‖u− v‖Ti → 0, i→ −∞,
‖u− w0‖Ti → 0, i→∞}.
Here Ti = ie1 and ‖u‖j = |u(j)|. Define
c0 = inf
u∈R(Z/{1})n
S0(u).
For u ∈ Γˆ1(v, w), p, q ∈ Z with p ≤ q, define
J1,p(u) = STp(u)− c0, J1;p,q(u) =
q∑
j=p
J1,j(u),
and
J1(u) = lim inf
p→−∞
q→∞
J1;p,q(u). (2.1)
The next lemma shows that J1 is well-defined for u ∈ Γˆ1(v, w).
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Lemma 2.2 (cf. [11, Propositions 3.2, 3.4 and Lemma 3.3]). (1) If u ∈ Γˆ1(v, w) and
p ≤ q ∈ Z, there is a constant K1 = K1(v, w) ≥ 0, such that
−K1 ≤ J1;p,q(u) ≤ J1(u) + 2K1.
(2) If u ∈ Γ1(v, w), J1,i(u)→ 0 as |i| → ∞. If u ∈ Γ1(v, w) and J1(u) <∞,
J1(u) = lim
p→−∞
q→∞
J1;p,q(u),
that is, the lim inf in (2.1) becomes limit.
When one wants to apply minimization method, one of the difficulties is to show that
a minimization sequence has a convergent subsequence. But in our case, it is easy to
overcome this difficulty.
Lemma 2.3 (cf. [11, Proposition 3.7]). Let Y ⊂ Γˆ1(v, w) and define
c(Y) = inf
u∈Y
J1(u). (2.2)
Suppose (uk) is a minimizing sequence for (2.2), then there is a U ∈ Γˆ1(v, w) such that
along a subsequence, uk → U pointwise. If c(Y) <∞, then
−K1 ≤ J1(U) ≤ c(Y) + 1 + 2K1,
where K1 is defined in Lemma 2.2.
The next proposition tells us how to verify a minimizer of a suitable functional over a
set is a solution of (1.2). For i ∈ Z, define
δTi(j) =
{
1, j1 = i,
0, j1 6= i.
(2.3)
Lemma 2.4 (cf. [11, Proposition 3.8]). Let Y ⊂ Γˆ1(v, w). If c(Y) < ∞ and there is a
minimizing sequence (uk) for c(Y) such that for some i ∈ Z, the function δTi and some
t0 > 0, we have
c(Y) ≤ J1(uk + tδTi) + ǫk (2.4)
for all |t| ≤ t0, where ǫk → 0 as k → ∞. Then the limit U of uk satisfies (1.2) at Ti.
Moreover, U satisfies (1.2) at any j with j1 = (Ti)1 = i.
We have the following strong comparison result, which is very important in our analysis.
Lemma 2.5 (cf. [13, Lemma 2.5], [15, Lemma 4.5], [11, Lemma 2.6]). Assume that u, v
are solutions of (1.2) and u ≤ v. Then either u < v or u = v.
Corollary 2.6 (cf. [11, Corollary 2.7]). Assume that u, v are solutions of (1.2). If ψ :=
min(u, v) or φ := max(u, v) is a solution of (1.2), then
u < v, or u = v, or u > v.
To introduce a useful comparison result that appears repeatedly, for v ∈M0, we define
Γ1(v) = {u ∈ Γˆ1(v − 1, v + 1) | ‖u− v‖Ti → 0, as |i| → ∞},
and
c1(v) = inf
u∈Γ1(v)
J1(u), and M1(v) = {u ∈ Γ1(v) | J1(u) = c1(v)}.
Lemma 2.7 (cf. [11, Theorem 3.11]). If s ∈ C2(RB
r
0 ,R) satisfies (S1)-(S3), then c1(v) = 0
and M1(v) = {v}.
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We are now in a position to state the constrained variational problem. The case of
2 transition solution will be treated in detail and k (k > 2) transition solution will be
sketched in Section 4. Recall that under the gap conditions (∗0)-(∗1), M1(v0, w0) and
M1(w0, v0) are ordered sets. If we set
ρ−(u) = ‖u− v0‖T0 and ρ+(u) = ‖u− w0‖T0 ,
then ρ−, ρ+ are monotone on M1(v0, w0) and M1(w0, v0). Let ρ¯ = ‖w0 − v0‖T0 . By
(∗1), M1(v0, w0) and M1(w0, v0) do not contain a continuum of members, so we can take
ρi ∈ (0, ρ¯), 1 ≤ i ≤ 4, satisfying
ρ1 6∈ ρ−(M1(v0, w0)), ρ2 6∈ ρ+(M1(v0, w0)),
ρ3 6∈ ρ+(M1(w0, v0)), ρ4 6∈ ρ−(M1(w0, v0)).
(2.5)
For l ∈ N, let m = (m1,m2,m3,m4) ∈ Z4 satisfy
m1 <m2 <m2 + 2l <m3 < m4. (2.6)
The functional space of the constrained variational minimization problem is defined as
follows. Let
Ym,l := Ym,l(v0, w0) := {u ∈ Γˆ1(v0, w0) | u satisfies (2.8)− (2.9)}, (2.7)
where 

(a) ρ−(τ
1
−iu) ≤ ρ1, m1 − l ≤ i ≤m1 − 1,
(b) ρ+(τ
1
−iu) ≤ ρ2, m2 ≤ i ≤m2 + l − 1,
(c) ρ+(τ
1
−iu) ≤ ρ3, m3 − l ≤ i ≤m3 − 1,
(d) ρ−(τ
1
−iu) ≤ ρ4, m4 ≤ i ≤m4 + l − 1,
(2.8)
and
‖u− v0‖Ti → 0, |i| → ∞. (2.9)
Set
bm,l := bm,l(v0, w0) := inf
u∈Ym,l
J1(u). (2.10)
We restate the main result in Section 1.3 as some theorems. The first and the simplest
theorem is:
Theorem 2.8. Suppose s ∈ C2(RB
r
0 ,R) satisfies (S1)-(S3). Assume that (∗0) and (∗1)
hold. Then for each sufficiently large l ∈ N, there is a U = Um,l ∈ Ym,l such that J1(U) =
bm,l. Moreover, U is a solution of (1.2) provided that m2 −m1 and m4 −m3 are large
enough.
Remark 2.9. Enlarging l,m2−m1 andm4−m3 gives infinitely many 2 transition solutions
of (1.2). Of course, these solutions are geometrically distinct.
We postpone the proof of Theorem 2.8 until section 3. The other theorems for proving
the main result in Section 1.3 will be stated in Section 4. The remainder of this section is
devoted to give some preliminaries. Set
c1(v0, w0) = inf
u∈Γ1(v0,w0)
J1(u), and c1(w0, v0) = inf
u∈Γ1(w0,v0)
J1(u).
Lemma 2.10. Suppose (∗0) holds. Then we have c1(v0, w0) + c1(w0, v0) > 0.
Proof. By (∗0) and [11, Theorem 3.13, Remark 3.14], M1(v0, w0) and M1(w0, v0) are not
empty. Then the proof of Lemma 2.10 is the same as [22, Lemma 6.11] except for
J1(Φ) + J1(Ψ) ≤ J1(V ) + J1(W ),
which follows from Lemmas 2.1 and 2.2. 
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For k ∈ Z, set
Xk := ∪
r
i=−rTk+i.
The following proposition is very useful in comparison arguments.
Proposition 2.11. Suppose (∗0) holds. For any γ ∈ (0, ρ¯), there is a β = β(γ) > 0 such
that J1(u) ≥ β for any
u ∈ {u ∈ Γ1(v0) ∩ Γˆ1(v0, w0) | ‖u− v0‖X0 ≥ γ},
or u ∈ {u ∈ Γ1(w0) ∩ Γˆ1(v0, w0) | ‖u− w0‖X0 ≥ γ}.
Proof. We only prove the case of u ∈ Γ1(v0)∩ Γˆ1(v0, w0) since the other case can be proved
similarly. Define
Y := {u ∈ Γ1(v0) ∩ Γˆ1(v0, w0) | ‖u− v0‖X0 ≥ γ}
and set c(Y) := infu∈Y J1(u). Then by Lemma 2.7, 0 = c1(v0) ≤ c(Y) <∞, where
c1(v0) := inf
u∈Γ1(v0)
J1(u). (2.11)
If c(Y) > 0, set β(γ) := c(Y) and we are done. Now suppose, by contradiction, c(Y) = 0.
Take (uk) ⊂ Y such that J1(uk) → c(Y) = c1(v0) = 0 as k → ∞. Since Y ⊂ Γ1(v0),
Lemma 2.3 ensures there are a subsequence, still denoted by uk, and a P ∈ Γˆ1(v0, w0) such
that J1(P ) <∞ and
uk → P pointwise as k →∞. (2.12)
So ‖P − v0‖X0 ≥ γ.
We claim that:
P is a solution of (1.2). (2.13)
We need to verify that the condition of Lemma 2.4 is satisfied. A comparison argument as
in the proof of (A) of [11, Theorem 3.13] will be employed. Indeed, let δTi be as in Lemma
2.4 and
2|t| ≤
{
min(1, v0 − w0 + 1), if v0 > w0 − 1,
1, if v0 = w0 − 1.
Set χk = max(v0,min(uk+ tδTi, w0)). Then χk,min(v0,min(uk+ tδTi, w0)) ∈ Γ1(v0). Thus
J1(χk) ≤J1(χk) + J1(min(v0,min(uk + tδTi, w0)))
≤J1(min(uk + tδTi, w0))
≤J1(max(uk + tδTi, w0)) + J1(min(uk + tδTi , w0))
≤J1(uk + tδTi),
where the first and the third inequalities follow from Lemma 2.7, while the second and the
last inequalities follow from Lemma 2.1. Hence we have
c1(v0) ≤ J1(uk) =: c1(v0) + ǫk
≤J1(χk) + ǫk ≤ J1(uk + tδTi) + ǫk,
where ǫk → 0 as k →∞. Applying Lemma 2.4 shows that (2.13) holds.
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It is easy to see that max(uk, τ
1
−1uk),min(uk, τ
1
−1uk) ∈ Γ1(v0) ∩ Γˆ1(v0, w0). By Lemma
2.1,
J1(max(uk, τ
1
−1uk)) + J1(min(uk, τ
1
−1uk))
≤J1(uk) + J1(τ
1
−1uk)
=2J1(uk)
→2c1(v0) = 0
as k → ∞. Therefore max(uk, τ
1
−1uk) and min(uk, τ
1
−1uk) are also minimizing sequences
for (2.11). Noting that max(uk, τ
1
−1uk) → max(P, τ
1
−1P ), min(uk, τ
1
−1uk) → min(P, τ
1
−1P )
pointwise as k → ∞, by the arguments proving (2.13), max(P, τ 1−1P ) and min(P, τ
1
−1P )
are solutions of (1.2). By Corollary 2.6, we have
(a) P = τ 1−1P or (b) P < τ
1
−1P or (c) P > τ
1
−1P.
If (a) is satisfied, P ∈ Γ0. Since J1(P ) < ∞, J1(P ) = 0, thus P = v0 or P = w0. Note
‖P − v0‖X0 ≥ γ, so P = w0. Case (b) and case (c) are proved similarly, so we only prove
case (b). If (b) holds, then P ∈ Γˆ1(v0, w0) \ {v0, w0}. Noting J1(P ) < ∞, [11, Corollary
3.6] implies P ∈ Γ1(v0, w0). Thus
‖P − w0‖Ti → 0, as i→∞. (2.14)
Since (2.14) also holds for P = w0 of case (a), to complete the proof of Proposition 2.11,
we shall show (2.14) leads to a contradiction.
For any ǫ > 0, by (2.12) and (2.14), there is a q = q(ǫ) ∈ N such that for k ∈ N large
enough,
q+2+r∑
i=q−1−r
‖uk − w0‖Ti ≤ ǫ. (2.15)
Set
gk =
{
uk, i1 ≤ q,
w0, q < i1,
and
hk =
{
w0, i1 ≤ q,
uk, q < i1.
We have gk ∈ Γ1(v0, w0), hk ∈ Γ1(w0, v0). Then by (2.15), for k large enough, there is a
function κ(θ) satisfying κ(θ)→ 0 as θ→ 0 such that
0 <c1(v0, w0) + c1(w0, v0)
≤J1(gk) + J1(hk)
≤J1(uk) + κ(ǫ).
Letting k →∞ and then ǫ→ 0 leads to a contradiction. Thus c(Y) > 0 and we complete
the proof of Proposition 2.11. 
As in [22], the following proposition is important for proving Theorem 2.8.
Proposition 2.12. Suppose (∗0) holds and u ∈ Γˆ1(v0, w0) with J1(u) ≤ M < ∞. Then
for any σ > 0 and t ∈ Z, there is an l0 = l0(σ,M) ∈ N independent of u and t such that
whenever l ∈ N and l ≥ l0,
‖u− φ‖Xi < σ
for some i = i(l, t) ∈ (t− l/2, t+ l/2) and φ = φl,t ∈ {v0, w0}.
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Proof. Suppose, by contradiction, there exist a σ > 0, t ∈ Z, and a sequence (uk) ⊂
Γˆ1(v0, w0) such that
J1(uk) ≤M
and
‖uk − φ‖Xi ≥ σ
for φ ∈ {v0, w0} and for any i ∈ (t − k, t + k). Note that φ does not depend on k, if
not, replace (uk) by a subsequence. Since (uk) ⊂ Γˆ1(v0, w0), by Lemma 2.3, there is a
U∗ ∈ Γˆ1(v0, w0) such that up to a subsequence uk → U
∗ pointwise as k →∞,
−K ≤ J1(U
∗) ≤ M + 1 + 2K1, (2.16)
and
‖U∗ − φ‖Xi ≥ σ (2.17)
for all i ∈ Z and φ ∈ {v0, w0}.
Take U ∈M1(v0, w0) such that
‖U − w0‖Xi ≤
σ
6
for any i ≥ 0. (2.18)
This is possible, if not, replacing U by τ 1−jU for large j ∈ N. Define
B := {τ 1−jU
∗ | j ∈ Z},
Y := {u ∈ Γˆ1(v0, w0) |u ≤ U and ‖u− g‖Ti → 0, as i→∞
for some g = g(u) ∈ B},
and
c1(Y) := inf
u∈Y
J1(u). (2.19)
To show c1(Y) ∈ R, set
f :=
{
v0, i1 ≤ 0,
min(U, U∗), i1 ≥ 1.
Obviously, f ∈ Y 6= ∅. For 1 + r ≤ p ≤ q, by Lemma 2.1,
J1;p,q(f) + J1;p,q(max(U, U
∗)) ≤ J1;p,q(U) + J1;p,q(U
∗).
Thus
J1;p,q(f) ≤J1;p,q(U) + J1;p,q(U
∗)− J1;p,q(max(U, U
∗))
≤(J1(U) + 2K1) + (J1(U
∗) + 2K1) +K1
≤(c1(v0, w0) + 2K1) + (M + 1 + 2K1 +K1) +K1
<∞,
where the first and the second inequalities follow from Lemmas 2.1 and 2.2, respectively;
the third inequality follows from the choice of U and (2.16). So by Lemma 2.2,
−K1 ≤ c1(Y) ≤ J1(f) <∞.
The idea to obtain a contradiction is that we can use variational problem (2.19) to
construct a solution of (1.2), say Φ. Then choose W ∈ M1(v0, w0) such that Φ and W are
‘cross’, that is, there are i, j ∈ Zn, with i 6= j, such that Φ(i) ≤ W (i), Φ(j) > W (j). The
contradiction lies in that we can prove min(Φ,W ) also is a solution of (1.2), contrary to
Corollary 2.6.
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Now take a minimizing sequence, say (φk), for (2.19) satisfying J1(φk) ≤ c1(Y)+1. Then
for any k ∈ N, there exist an sk ∈ N and a gk ∈ B such that for s ≥ sk,
‖φk − gk‖Xs ≤
σ
6
. (2.20)
To compare the desired solutions Φ,W , we ask Φ, obtained by minimization method,
satisfies some uniform condition (see (2.27) below). Thus translating φk by τ
1
−sk
, but
τ 1−skφk may be not contained in Y . To overcome this difficulty, we truncate τ
1
−sk
φk obtaining
another minimizing sequence for (2.19). Set ψk = max(τ
1
−sk
φk, U) and χk = min(τ
1
−sk
φk, U).
It is easy to see that ψk ∈ Γ1(v0, w0) and χk ∈ Γˆ1(v0, w0), χk ≤ U . Noticing that
∥∥χk − τ 1−skgk
∥∥
Ti
≤


∥∥τ 1−skφk − τ 1−skgk
∥∥
Ti
, if τ 1−skφk(Ti) ≤ U(Ti),∥∥τ 1−skφk − τ 1−skgk
∥∥
Ti
, if τ 1−skgk(Ti) ≤ U(Ti) < τ
1
−sk
φk(Ti),
‖U − w0‖Ti , if U(Ti) < min{τ
1
−sk
gk(Ti), τ
1
−sk
φk(Ti)},
we have ∥∥χk − τ 1−skgk
∥∥
Ti
≤ 2
∥∥τ 1−skφk − τ 1−skgk
∥∥
Ti
+ ‖U − w0‖Ti → 0 (2.21)
as i→∞. Thus χk ∈ Y .
We claim:
J1(ψk) + J1(χk) ≤ J1(φk) + J1(U). (2.22)
Note we can not take limit in Lemma 2.1 since χk 6∈ Γ1(v0, w0). We need caution to prove
(2.22). By Lemma 2.1, for any p < q ∈ Z,
J1;p,q(ψk) + J1;p,q(χk) ≤ J1;p,q(τ
1
−sk
φk) + J1;p,q(U). (2.23)
By Lemma 2.2,
J1;p,q(τ
1
−sk
φk)
≤J1(τ
1
−sk
φk) + 2K1
=J1(φk) + 2K1
≤c1(Y) + 1 + 2K1.
(2.24)
Therefore (2.23) and (2.24) imply J1(ψk), J1(χk) < ∞. Taking pi → −∞, qi → ∞ as
i→∞ such that J1;pi,qi(τ
1
−sk
φk)→ J1(τ
1
−sk
φk) = J1(φk) as i→∞, Lemma 2.2 gives
J1(χk) ≤ lim inf
i→∞
J1;pi,qi(χk)
≤J1(φk) + J1(U)− J1(ψk),
i.e., (2.22) holds.
Since ψk ∈ Γ1(v0, w0), J1(U) = c1(v0, w0) ≤ J1(ψk). Thus by (2.22),
J1(χk) ≤ J1(φk). (2.25)
Hence (χk) is a modified minimizing sequence of (2.19). Thus by Lemma 2.3, there is a
Φ ∈ Γˆ1(v0, w0) such that χk → Φ (up to a subsequence) pointwise as k →∞. As in (2.13),
Φ is a solution of (1.2). Moreover, Φ > v0. If not, by Lemma 2.5 and Φ ≥ v0, Φ = v0.
Thus χk = min(τ
1
−sk
φk, U)→ v0 pointwise as k →∞. But U > v0, so for all large k,∥∥τ 1−skφk − v0
∥∥
X0
= ‖φk − v0‖Xsk
≤
σ
3
. (2.26)
Hence for all large k, one have the following contradiction:
σ ≤ ‖gk − v0‖Xsk
≤ ‖gk − φk‖Xsk
+ ‖φk − v0‖Xsk
≤
σ
6
+
σ
3
,
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where the first inequality follows from (2.17) and the last inequality follows from (2.20),
(2.26). Thus Φ > v0.
We claim that Φ satisfies the following uniform condition:
‖Φ− w0‖Xi ≥
σ
2
for any i ≥ 0. (2.27)
Indeed,
‖χk − w0‖Xi
≥
∥∥w0 − τ 1−skgk
∥∥
Xi
−
∥∥χk − τ 1−skgk
∥∥
Xi
≥σ −
∥∥χk − τ 1−skgk
∥∥
Xi
≥σ −
[ ∑
j∈Xi∩{U≥τ1−sk
φk}
∥∥τ 1−skφk − τ 1−skgk
∥∥
j
+
∑
j∈Xi∩{τ1−sk
gk≤U<τ
1
−sk
φk}
∥∥τ 1−skφk − τ 1−skgk
∥∥
j
+
∑
j∈Xi∩{U<min(τ1−sk
gk,τ
1
−sk
φk)}
‖U − w0‖j
]
≥σ − (
σ
6
+
σ
6
)
≥
σ
2
,
(2.28)
where the third inequality is implied similarly to (2.21) and the fourth inequality follows
from (2.20), (2.18). Letting k →∞ gives (2.27).
Since Φ > v0, we can take W ∈ M1(v0, w0) such that W < Φ on X0. Noting by
[11, Theorem 3.13], W ∈ M1(v0, w0) implies W is a solution of (1.2). Now we prove
min(W,Φ) also is a solution of (1.2). As before, one can prove min(W,χk) ∈ Y and
max(W,χk) ∈ Γ1(v0, w0). Therefore as in (2.25),
J1(min(W,χk)) ≤ J1(χk),
and as k → ∞, min(W,χk) converges pointwise to min(W,Φ), a solution of (1.2). Note
that for i ∈ Z large enough, by (2.27), W (Ti) > Φ(Ti). Since Φ,W and min(W,Φ) are
solutions of (1.2), as stated earlier, we obtain a contradiction by Corollary 2.6. 
If u in Proposition 2.12 is a solution of (1.2), it should be asymptotic to periodic solutions.
This fact is proved in the following proposition.
Proposition 2.13. Suppose (∗0) holds and u ∈ Γˆ1(v0, w0) with J1(u) ≤ M < ∞. If
u satisfies (1.2) for i1 ≥ R (resp. i1 ≤ −R), then ‖u− φ‖Xi → 0 as i → ∞ (resp.
‖u− φ‖Xi → 0 as i→ −∞), where R ∈ R and φ = v0 or w0.
Proof. By Proposition 2.12, for any σ > 0, we obtain sequences (tk) ⊂ Z, (sk) = (sk(σ) ⊂ N
with tk →∞ and sk+1 − sk ≥ 2r + 1, and φ ∈ {v0, w0} such that
‖u− φ‖Xsk
≤ σ. (2.29)
For such a φ, we shall prove
‖u− φ‖Xi → 0, (2.30)
as i → ∞. Suppose, by contradiction, (2.30) fails, then there are a γ > 0 and a sequence
pi →∞ as i→∞ such that
‖u− φ‖Xpi
≥ γ. (2.31)
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Deleting some sk if necessary, we can assume that pi ∈ (si + r, si+1 − r). Define
hi =
{
φ, i1 ≤ si − r − 1 or i1 ≥ si+1 + r + 1,
u, si − r ≤ i1 ≤ si+1 + r,
then hi ∈ Γ1(φ) ∩ Γˆ1(v0, w0). Choosing σ > 0 small enough, we have
J1;si−2r,si−1(hi) + J1;si+1,si+1+2r+1(hi) ≤ 2κ(σ) ≤
2
3
β(γ),
where κ(θ)→ 0 as θ → 0 and β(γ) is given by Proposition 2.11. Thus
J1;si,si+1−1(u)
=J1(hi)− J1;si−2r,si−1(hi)− J1;si+1,si+1+2r+1(hi)
≥β(γ)− J1;si−2r,si−1(hi)− J1;si+1,si+1+2r+1(hi)
≥β(γ)−
2
3
β(γ)
=
1
3
β(γ).
(2.32)
Suppose that si > R + r for i ≥ i0. We have the following contradiction:
M ≥J1(u)
=J1;−∞,si0−1(u) +
q−1∑
j=0
J1;si0+j ,si0+j+1−1(u) + J1;si0+q,∞(u)
≥−K1 +
q−1∑
j=0
J1;si0+j ,si0+j+1−1(u)−K1
≥− 2K1 +
q
3
β(γ)
→∞ as q →∞,
where the third inequality follows from Lemma 2.2 and the last inequality follows from
(2.32). Thus (2.30) holds, and this proves Proposition 2.13. 
We also need the following comparison result, which is useful in proving that the minima
of J1 over Ym,l is a solution of (1.2). Recalling ρi is defined in (2.5), we set
Λ1(v0, w0) = {u ∈ Γ1(v0, w0) | ‖u− v0‖T0 = ρ1 or ‖u− w0‖T0 = ρ2}
(resp. Λ1(w0, v0) = {u ∈ Γ1(w0, v0) | ‖u− v0‖T0 = ρ4 or ‖u− w0‖T0 = ρ3})
and
d1(v0, w0) = inf
u∈Λ1(v0,w0)
J1(u), (2.33)
(resp. d1(w0, v0) = inf
u∈Λ1(w0,v0)
J1(u)).
Proposition 2.14. With d1(v0, w0) (resp. d1(w0, v0)) defined as in (2.33), we have
d1(v0, w0) > c1(v0, w0) (resp. d1(w0, v0) > c1(w0, v0)).
Proof. d1(v0, w0) ≥ c1(v0, w0) is obvious since Λ1(v0, w0) ⊂ Γ1(v0, w0). To prove the strict
inequality, take a minimizing sequence (uk) for (2.33). Thus
‖uk − v0‖T0 = ρ1 or ‖uk − w0‖T0 = ρ2. (2.34)
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By Lemmas 2.3 and 2.4, there is a P ∈ Γˆ1(v0, w0) with J1(P ) < ∞ such that uk → P
(taking a subsequence if necessary) pointwise as k →∞, and
‖P − v0‖T0 = ρ1 or ‖P − w0‖T0 = ρ2. (2.35)
Proceeding as in (2.13) shows that P is a solution of (1.2) whenever i1 6= 0. Thus by
Proposition 2.13, for some φ, ψ ∈ {v0, w0}, we obtain
‖P − φ‖Xi → 0 and ‖P − ψ‖X−i → 0 (2.36)
as i→∞. Now our discussions are divided into three cases: (i) ψ = w0, or (ii) φ = v0, or
(iii) ψ = v0 and φ = w0.
Suppose ψ = w0. For any ǫ > 0, by (2.36), there is an s ∈ {i ∈ Z | i < −r} such that for
any k ≥ k0(s),
‖uk − w0‖Xs ≤ ǫ.
Noting uk ∈ Γ1(v0, w0), for any k ∈ N, there exists q = q(k) ∈ N large enough, such that
‖uk − w0‖Xq ≤ ǫ.
Define
gk =
{
w0, i1 ≤ s− 1 or i1 ≥ q + 1,
uk, s ≤ i1 ≤ q,
and
hk =
{
uk, i1 ≤ s− 1 or i1 ≥ q + 1,
w0, s ≤ i1 ≤ q.
Then we have
J1(uk) ≥ J1(gk) + J1(hk)− κ(ǫ), (2.37)
where κ(θ)→ 0 as θ → 0, and gk ∈ Γ1(w0), and
‖gk − w0‖T0 = ‖uk − w0‖T0 .
Thus by (2.34),
‖w0 − gk‖T0 ≥ min(ρ2, ρ¯− ρ1) =: γ.
Applying Proposition 2.11 gives
J1(gk) ≥ β(γ). (2.38)
Since hk ∈ Γ1(v0, w0), by (2.37) and (2.38),
J1(uk) ≥ β(γ) + c1(v0, w0)− κ(ǫ). (2.39)
Taking ǫ small enough such that
2κ(ǫ) ≤ β(γ),
and then letting k →∞ in (2.39) shows
d1(v0, w0) ≥ c1(v0, w0) +
1
2
β(γ). (2.40)
If case (ii), i.e., φ = v0 occurs, the above argument can be easily modified to prove that
(2.40) still holds.
Now suppose (iii) is satisfied, i.e., ψ = v0 and φ = w0. By (2.35) and (2.36), P ∈
Λ1(v0, w0) and then J1(P ) ≥ d1(v0, w0). We claim that
d1(v0, w0) ≥ J1(P ). (2.41)
Suppose (2.41) holds for the moment. If d1(v0, w0) = c1(v0, w0), then P ∈ M1(v0, w0)
follows from P ∈ Γ1(v0, w0). But this contradicts (2.35) and the choices of ρ1, ρ2. Thus
d1(v0, w0) > c1(v0, w0).
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To complete the proof of Proposition 2.14, we need to prove (2.41). For this purpose,
we use the argument as in the proof of (C) of [11, Theorem 3.13]. Define Tˆi = ∪
i+r+1
j=i−r−1Tj .
For any ǫ > 0, by (2.9), there is a p0 = p0(ǫ) such that if p ≥ p0,
‖P − v0‖Tˆ−p ≤ ǫ/2, ‖P − w0‖Tˆp ≤ ǫ/2.
Since uk → P as k → ∞, then for any p ≥ p0, there is a k0 = k0(p) such that for any
k ≥ k0,
‖uk − P‖Tˆ−p ≤ ǫ/2, ‖uk − P‖Tˆp ≤ ǫ/2.
Thus for such k and p,
‖uk − v0‖Tˆ−p ≤ ǫ, ‖uk − w0‖Tˆp ≤ ǫ. (2.42)
For any fixed k ≥ k0(p), since uk ∈ Λ1(v0, w0), there is a q0 = q0(k) such that for q ≥ q0,
‖uk − v0‖Tˆ−q ≤ ǫ, ‖uk − w0‖Tˆq ≤ ǫ. (2.43)
Define
f¯k =
{
w0, p− r ≤ i1 ≤ p + r or q − r ≤ i1 ≤ q + r,
uk, p+ r + 1 ≤ i1 ≤ q − r − 1,
and
g¯k =
{
v0, −q − r ≤ i1 ≤ −q + r or − p− r ≤ i1 ≤ −p+ r,
uk, −q − r + 1 ≤ i1 ≤ −p + r − 1,
Now we extend f¯k (resp. g¯k) to a (q + 2r + 1 − p)-periodic function of i1 and still denote
it by f¯k (resp. g¯k). Then by (2.42)-(2.43), there is a κ1(ǫ) (κ1(ǫ)→ 0 as ǫ→ 0) such that
|J1;p,q(uk)− J1;p,q(f¯k)| ≤ κ1(ǫ),
|J1;−q,−p(uk)− J1;−q,−p(g¯k)| ≤ κ1(ǫ).
(2.44)
By [11, Proposition 3.1],
J1;p,q(f¯k) = J1;p−r,q+r(f¯k) ≥ 0,
J1;−q,−p(g¯k) = J1;−q−r,−p+r(g¯k) ≥ 0.
(2.45)
By (2.44)-(2.45),
J1;1,∞(uk) = J1;1,p−1(uk) + J1;p,q(uk) + J1;q+1,∞(uk)
≥ J1;1,p−1(uk)− κ1(ǫ) + J1;q+1,∞(uk),
J1;−∞,0(uk) = J1;−∞,−q−1(uk) + J1;−q,−p(uk) + J1;−p+1,0(uk)
≥ J1;−∞,−q−1(uk)− κ1(ǫ) + J1;−p+1,0(uk).
Adding the above two inequalities and letting q →∞, we get
J1(uk) ≥ J1;−p+1,p−1(uk)− 2κ1(ǫ).
Thus letting k →∞ shows that
d1(v0, w0) ≥ J1;−p+1,p−1(P )− 2κ1(ǫ).
Finally, letting p→∞ and then ǫ→ 0 yields
d1(v0, w0) ≥ J1(P ).
This proves (2.41) and complete the proof of d1(v0, w0) > c1(v0, w0). d1(w0, v0) > c1(w0, v0)
can be proved similarly. 
The following result means that minimal solutions of (1.2) in Γˆ(v0, w0) are Birkhoff. It
will be used to show that our solution obtained in Theorem 2.8 is not minimal any more.
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Proposition 2.15. If u ∈ Γˆ1(v0, w0) is minimal, u is Birkhoff.
The proof of Proposition 2.15 almost follows [22, Proposition 6.93] with slight modifica-
tions. For example, in the proof of [22, Proposition 6.93], the quoted Corollary 6.54 and
Theorem 3.2 are replaced by Proposition 2.13 in the present paper and [11, Theorem 3.13],
respectively; J1,−p−1(up) and J1,p(up) ([22, p.79, line -4]) are replaced by J1;−p−1−r,−p+r(up)
and J1;p−r,p+1+r(up) since our problem is nonlocal. Thus we omit the proof here.
3. Proof of Theorem 2.8
Now we prove Theorem 2.8. Take a minimizing sequence (uk) for (2.10). We claim that
there is an M > 0 such that J1(uk) ≤ M for all k ∈ N. Indeed, fix some V1 ∈ M1(v0, w0)
and W1 ∈ M1(w0, v0). Translating V1 (resp. W1) by τ
1 if necessary, we may assume that
V1 (resp. W1) satisfies
ρ−(τ
1
−iV1) ≤ ρ1, for any i ≤m1,
(resp. ρ−(τ
1
−iW1) ≤ ρ4, for any i ≥ m4)
and J1;p,q(V1) ≤ 1/2 (resp. J1;p,q(W1) ≤ 1/2) for any p ≤ q ≤ m1 (resp. q ≥ p ≥m4). Let
κ(θ) := sup
u:
∑r
j=−r‖u−v0‖Tj
≤θ
J1,0(u) + sup
v:
∑r
j=−r‖v−w0‖Tj
≤θ
J1,0(v). (3.1)
Set
Uˆ =


V1, i1 ≤ m1,
w0, m1 + 1 ≤ i1 ≤m4 − 1,
W1, m4 ≤ i1.
If m4 −m1 ≥ 2r + 1,
J1(Uˆ) = J1;−∞,m1−r−1(V1) + J1;m1−r,m4+r(Uˆ) + J1;m4+r+1,∞(W1)
= J1;−∞,m1−r−1(V1) + J1;m1−r,m1+r(Uˆ) + J1;m4−r,m4+r(Uˆ) + J1;m4+r+1,∞(W1)
≤
1
2
+ κ(ρ¯)(2r + 1 + 2r + 1) +
1
2
=: M ;
if m4 −m1 ≤ 2r,
J1(Uˆ) = J1;−∞,m1−r−1(V1) + J1;m1−r,m4+r(Uˆ) + J1;m4+r+1,∞(W1)
≤
1
2
+ κ(ρ¯)(m4 −m1 + 2r + 1) +
1
2
≤M.
(3.2)
Note that M > 0 is independent of m and l.
By Lemma 2.3, with Y = Ym,l, there is a U ∈ Γˆ1(v0, w0) satisfying uk → U (maybe up
to a subsequence) pointwise as k →∞, and such that
J1(U) ≤ M + 2K1
and U satisfies (2.8). U will be shown to be a solution of (1.2). Note that using the
arguments of proving (2.13), U satisfies (1.2) outside the four constraint regions of (2.8).
To complete the proof of Theorem 2.8, we shall prove:
(A) if l ≫ 0, there is an Xi in every constraint region such that U satisfies (1.2) on Xi;
(B) U satisfies (2.9) and then U ∈ Ym,l;
(C) J1(U) = bm,l;
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(D) if m2 −m1, m4 −m3 ≫ 0, U satisfies (1.2) on the four constraint regions.
Proof of (A). The proof of (A) almost the same as ‘Proof of (A)’ in [22, p.82]. Here we
provide the details for the reader’s convenience. Applying Proposition 2.12 to
σ ∈ (0, min
1≤j≤4
(ρj, ρ¯− ρj))
and M gives an l0 = l0(σ,M). For l ≥ l0, we have an Xi ⊂ [m1 − l,m1] × {0}
n−1 and
φi ∈ {v0, w0} such that
‖U − φi‖Xi ≤ σ.
Owing to the choice of σ, φi = v0 and
ρ−(τ
1
−jU) < ρ1 (3.3)
for all j ∈ Xi. We claim that
U satisfies (1.2) on Xi. (3.4)
In fact, note that (3.3) also holds for uk with k large enough. So for t small enough and k
large, we have max(uk + tδTj , v0) ∈ Ym,l and
bm,l ≤J1(uk) =: ǫ
′
k + bm,l
≤ǫ′k + J1(max(uk + tδTj , v0))
≤ǫ′k + J1(max(uk + tδTj , v0)) + J1(min(uk + tδTj , v0))
≤ǫ′k + J1(uk + tδTj ),
where ǫ′k → 0 as k → ∞. The fourth inequality follows from Lemma 2.7 and min(uk +
tδTj , v0) ∈ Γ1(v0). The last inequality follows form Lemma 2.1. Now Lemma 2.4 implies
(3.4).
Similarly, one can obtain three subsets (we abuse notations here by a same notation)
Xi contained in [m2,m2 + l] × {0}
n−1, [m3 − l,m3] × {0}
n−1 and [m4,m4 + l] × {0}
n−1,
with corresponding φi = w0 in the two former cases and φi = v0 in the third case. That
U satisfies (1.2) on these Xi can be proved as that of (3.4) with a few obvious modifications.
Proof of (B). We only check the case of i → ∞ since the other case can be proved
similarly. By Proposition 2.13 with R = m4 + l, we have
‖U − φ‖Xj → 0, j →∞, (3.5)
for some φ ∈ {v0, w0}. If φ = v0, we are done. Now suppose, by contradiction, φ = w0. By
(3.5), for large k we have
‖uk − v0‖Tp ≥ ‖U − v0‖Tp − ‖uk − U‖Tp ≥
3
4
ρ¯−
1
4
ρ¯ =
1
2
ρ¯. (3.6)
By (A), there exists an i ∈ (m4 + 2,m4 + l − 2) such that
‖U − v0‖Xi ≤ σ,
and thus for large k,
‖uk − v0‖Xi ≤ 2σ.
Choose qk > p satisfying
‖uk − v0‖Xqk
≤ σ.
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Define
hk =
{
v0, i1 ≤ i− r − 1 or i1 ≥ qk + r + 1,
uk, i− r ≤ i1 ≤ qk + r.
(3.7)
Thus hk ∈ Γ1(v0) ∩ Γˆ1(v0, w0), and by (3.7) and (3.6), for k large enough
β(
ρ¯
2
) ≤ J1(hk) = J1;i−2r−1,qk+2r+1(hk)
= J1;i−2r−1,i−1(hk) + J1;i,qk(uk) + J1;qk+1,qk+2r+1(hk)
≤ J1;i,qk(uk) + κ(2σ)(4r + 2),
(3.8)
where β is given by Proposition 2.11. By (3.8), we have
J1(uk) ≥ J1;−∞,i−1(uk) + β(
ρ¯
2
)− κ(2σ)(4r + 2) + J1;qk+1,∞(uk). (3.9)
Setting
gk =
{
uk, i1 ≤ i− 1 or i1 ≥ qk + 2,
v0, i ≤ i1 ≤ qk + 1,
gives
|J1;−∞,i−1(uk)− J1;−∞,i−1(gk)|+ |J1;i,qk(gk)|+ |J1;qk+1,∞(uk)− J1;qk+1,∞(gk)| ≤ κ0(σ)
with κ0(θ)→ 0 as θ → 0. Therefore
J1;−∞,i−1(uk) + J1;qk+1,∞(uk) ≥ J1(gk)− 2κ0(σ). (3.10)
Thus (3.9) and (3.10) yield
J1(uk) ≥ J1(gk) + β(
ρ¯
2
)− κ(2σ)(4r + 2)− 2κ0(σ).
Let σ be small enough such that
κ(2σ)(4r + 2) <
1
3
β(
ρ¯
2
), 2κ0(σ) <
1
3
β(
ρ¯
2
).
Thus
J1(uk) ≥ J1(gk) +
1
3
β(
ρ¯
2
) ≥ bm,l +
1
3
β(
ρ¯
2
),
where the last inequality follows from (gk) ⊂ Ym,l. But this is absurd since J1(uk) → bm,l
as k →∞.
Proof of (C). J1(U) ≥ bm,l follows U ∈ Ym,l. A variant proof of (2.41) shows J1(U) ≤ bm,l.
Proof of (D). By the proof of (3.4), to prove (D), it suffices to show that there are strict
inequalities in (2.8) for U provided that m2−m1, m4−m3 are large enough. Suppose, by
contradiction, there is some i, such that
‖U − v0‖Ti = ρ1 or ‖U − w0‖Ti = ρ2.
By (A), there is a q ∈ [m3 − l + 2,m3 − 3] such that
‖U − w0‖Xq ≤ σ. (3.11)
Set
Φ =
{
U, i1 ≤ q,
w0, q + 1 ≤ i1,
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and
Ψ =
{
w0, i1 ≤ q,
U, q + 1 ≤ i1,
Since τ 1−qΦ ∈ Λ1(v0, w0) and Ψ ∈ Γ1(w0, v0), we have
J1(Φ) = J1(τ
1
−qΦ) ≥ d1(v0, w0) and J1(Ψ) ≥ c1(w0, v0). (3.12)
By (3.11)-(3.12),
J1(U) ≥ J1(Φ) + J1(Ψ)− κ0(σ)
≥ d1(v0, w0) + c1(w0, v0)− κ0(σ).
(3.13)
Concatenating suitable minimal and Birkhoff solutions of (1.2), we can construct a
configuration in Ym,l, which gives an upper bound for J1(U). To this end, choose V1 ∈
M(v0, w0) and W1 ∈M(w0, v0) such that ‖V1 − w0‖Xq ≤ σ, ‖W1 − w0‖Xq ≤ σ and
J1;−∞,q(V1) + J1;q+1,∞(W1) ≤ c1(v0, w0) + c1(w0, v0) + ǫ.
Here ǫ = ǫ(m2 −m1,m4 −m3) > 0 satisfies ǫ→ 0 as m2 −m1,m4 −m3 →∞. Define
Uˆ =
{
V1, i1 ≤ q,
W1, q + 1 ≤ i1.
Then we obtain
J1(U) ≤ J1(Uˆ) ≤ c1(v0, w0) + c1(w0, v0) + ǫ+ κ0(σ), (3.14)
Hence (3.13)-(3.14) and Proposition 2.14 imply
0 < d1(v0, w0)− c1(v0, w0) ≤ ǫ+ 2κ0(σ).
But ǫ and κ0(σ) can be taken arbitrary small, a contradiction. Similarly, one can prove
that there will not hold equalities in (2.8) (c), (d), provided that m2 −m1,m4 −m3 are
large enough. This proves (D) and thus Theorem 2.8. 
Remark 3.1. As stated in Section 1, we obtain infinitely many geometrically distinct
solutions of (1.2). Indeed, noticing the dependence of the solution U given by Theorem 2.8
on l,m and ρi (1 ≤ i ≤ 4), there will be infinitely many solutions if we fix ρi and enlarge
l,m2 −m1,m4 −m3.
Remark 3.2. Since the solution U obtained in Theorem 2.8 is not Birkhoff, by Proposition
2.15, U is not minimal.
Since lacking of the properties of Birkhoff and minimum, the structure of the set of
solutions given by Theorem 2.8 is difficult to analyze. Rabinowitz and Stredulinsky proved
for fixed ρi (1 ≤ i ≤ 4), there is an ordered pair of solutions with different parameters
l,m. In our setting, we have a similar result, but we shall not state and prove it here. The
interested reader is referred to [22, Corollary 7.40] for this result.
4. Generalizations
We give some generalizations in this section. We only state the necessary changes of the
variational problems and the corresponding theorems but without proofs. The proofs of
these results follow as that of Theorem 2.8 in Section 3 with slight modifications. Through-
out this section, we assume ρi (1 ≤ i ≤ 4) are defined as in (2.5).
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4.1. Homoclinic solutions to w0.
The first generalization is solutions homoclinic to w0 as |i1| → ∞ and periodic in
i2, · · · , in. Comparing to the variational problem (2.7)-(2.10), we have to modify (2.8)
and (2.9) as follows. Suppose m satisfies (2.6). If we replace (2.8) and (2.9) by

(a) ρ+(τ
1
−iu) ≤ ρ3, m1 − l ≤ i ≤m1 − 1,
(b) ρ−(τ
1
−iu) ≤ ρ4, m2 ≤ i ≤m2 + l − 1,
(c) ρ−(τ
1
−iu) ≤ ρ1, m3 − l ≤ i ≤m3 − 1,
(d) ρ+(τ
1
−iu) ≤ ρ2, m4 ≤ i ≤m4 + l − 1,
and
‖u− w0‖Ti → 0, |i| → ∞,
respectively, then we obtain a theorem for this case that is same to Theorem 2.8 without
any modification.
4.2. Homoclinic solutions: 2k transition solutions.
The second is 2k (k > 1) transition solutions. Suppose m = (m1,m2, · · · ,m4k) ∈ Z4k
satisfies
mi <mi+1 and mj + 2l <mj+1 for j even. (4.1)
Comparing to the variational problem (2.7)-(2.10), what is needed to modify is (2.8). (2.8)
should be replaced by

(a) ρ−(τ
1
−iu) ≤ ρ1, m1+4j − l ≤ i ≤m1+4j − 1, j = 0, 1, · · · , k − 1,
(b) ρ+(τ
1
−iu) ≤ ρ2, m2+4j ≤ i ≤m2+4j + l − 1, j = 0, 1, · · · , k − 1,
(c) ρ+(τ
1
−iu) ≤ ρ3, m3+4j − l ≤ i ≤m3+4j − 1, j = 0, 1, · · · , k − 1,
(d) ρ−(τ
1
−iu) ≤ ρ4, m4+4j ≤ i ≤m4+4j + l − 1, j = 0, 1, · · · , k − 1.
We obtain:
Theorem 4.1. Assume that s ∈ C2(RB
r
0 ,R) satisfies (S1)-(S3), k ≥ 2, and (∗0) (∗1) hold.
If l ≫ 0, there is a U ∈ Ym,l such that J1(U) = bm,l = infYm,l J1. Moreover, U is a solution
of (1.2) provided that m2 −m1, · · · ,m4k −m4k−1 are large enough.
Remark 4.2. As in Section 4.1, we also have homoclinic solutions asymptotic to w0 as
|i1| → ∞. We omit the statement of the corresponding result.
4.3. Heteroclinic solutons: 2k + 1 transition solutions.
The third is heteroclinic solution in Γˆ1(v0, w0) that asymptotic to v0 and w0 as i1 → −∞
and i1 → ∞, respectively. This solution is 2k + 1 (k ≥ 1) transition solution. Suppose
m = (m1,m2, · · · ,m4k+2) ∈ Z4k+2 satisfies (4.1). Comparing to the variational problem
(2.7)-(2.10), we have to modify (2.8) and (2.9) as follows:

(a) ρ−(τ
1
−iu) ≤ ρ1, m1+4j − l ≤ i ≤m1+4j − 1, j = 0, 1, · · · , k,
(b) ρ+(τ
1
−iu) ≤ ρ2, m2+4j ≤ i ≤m2+4j + l − 1, j = 0, 1, · · · , k,
(c) ρ+(τ
1
−iu) ≤ ρ3, m3+4j − l ≤ i ≤m3+4j − 1, j = 0, 1, · · · , k − 1,
(d) ρ−(τ
1
−iu) ≤ ρ4, m4+4j ≤ i ≤m4+4j + l − 1, j = 0, 1, · · · , k − 1.
(4.2)
and
‖u− v0‖Ti → 0, i→ −∞,
‖u− w0‖Ti → 0, i→∞.
(4.3)
We obtain:
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Theorem 4.3. Let s ∈ C2(RB
r
0 ,R) satisfies (S1)-(S3), k ≥ 1, and (∗0) (∗1) hold. If l ≫ 0,
there is a U ∈ Ym,l such that J1(U) = bm,l = infYm,l J1. Moreover, U is a solution of (1.2)
provided that m2 −m1, · · · ,m4k+2 −m4k+1 are large enough.
Remark 4.4. Interchanging v0, w0 in (4.3) and modifying (4.2) suitably will give the het-
eroclinic solution from w0 to v0 in i1.
4.4. Multitransition solutions in higher dimension.
In [11, Section 4], we construct solutions of (1.2) heteroclinic in i1, i2 and periodic in
i3, · · · in under gap conditions (∗0), (∗1). We denote byM2(v1, w1) the solutions heteroclinic
in i2 from v1 to w1, and by M2(w1, v1) the ones heteroclinic in i2 from w1 to v1. In
particular, M2(v1, w1) andM2(w1, v1) are ordered sets. Please see [11, Section 4] for more
details.
Using the constrained variational method of the present paper, we can obtain multitran-
sition solutions lying between v1 and w1 provided
there are adjacent v2, w2 ∈M1(v1, w1) with v2 < w2,
and there are adjacent v˜2, w˜2 ∈M1(w1, v1) with v˜2 < w˜2.
(∗2)
For example, 2 transition solutions lying between the gap of v1 and w1 can be obtained as
follows. Define
Γˆ2(v1, w1) := {u ∈ R
Z×Z×(Z/{1})n−2 | v1 ≤ u ≤ w1}.
Set ρ¯ := ‖w1 − v1‖E0 , ρ−(u) := ‖u− v1‖E0, and ρ+(u) := ‖u− w1‖E0. Take ρi ∈ (0, ρ¯),
1 ≤ i ≤ 4, satisfying
ρ1 6∈ ρ−(M2(v1, w1)), ρ2 6∈ ρ+(M2(v1, w1)),
ρ3 6∈ ρ+(M2(w1, v1)), ρ4 6∈ ρ−(M2(w1, v1)).
Let
Ym,l := Ym,l(v0, w0) := {u ∈ Γˆ2(v1, w1) | u satisfies (4.4)− (4.5)},
where 

(a) ρ−(τ
2
−iu) ≤ ρ1, m1 − l ≤ i ≤m1 − 1,
(b) ρ+(τ
2
−iu) ≤ ρ2, m2 ≤ i ≤m2 + l − 1,
(c) ρ+(τ
2
−iu) ≤ ρ3, m3 − l ≤ i ≤m3 − 1,
(d) ρ−(τ
2
−iu) ≤ ρ4, m4 ≤ i ≤m4 + l − 1,
(4.4)
and
‖u− v0‖Ei → 0, |i| → ∞. (4.5)
Set
bm,l := bm,l(v1, w1) := inf
u∈Ym,l
J2(u). (4.6)
We have:
Theorem 4.5. Suppose s ∈ C2(RB
r
0 ,R) satisfies (S1)-(S3). Assume that (∗0), (∗1) and
(∗2) hold. Then for each sufficiently large l ∈ N, there is a U = Um,l ∈ Ym,l such that
J2(U) = bm,l. Moreover, U is a solution of (1.2) provided that m2 −m1 and m4 −m3 are
large enough.
Remark 4.6. The results of Sections 4.1-4.3 can be easily generalized as above.
Remark 4.7. More multitransition solutions in higher dimension can be obtained under
more gap conditions, cf. [11, Section 5.1].
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4.5. Multitransition solutions in other coordinate systems.
In [11, Section 5.2], we know that changing coordinate system will not produce more
periodic solutions, but it will give more heteroclinic solutions. So multitransition solutions
as in Theorem 2.8 and Sections 4.1-4.4 can be obtained in the new coordinate system. The
interested reader is referred to [11, Section 5.2] (see also [22, Section 5.2]).
4.6. Multitransition solutions constructed by heteroclinic solutions of rotation
vector α ∈ Q \ {0}.
If we replace the rotation vector α = 0 by α ∈ Q\{0}, we can obtain more multitransition
solutions. Indeed, in [11, Section 5.3], we construct periodic solutions and basic heteroclinic
solutions corresponding to rotation vector α ∈ Q \ {0} by transferring this problem into a
problem of the form as in [11, Section 5.2]. Thus using the same idea, by Section 4.5 we have
multitransition solutions lying between periodic solutions corresponding to α ∈ Q \ {0},
and multitransition solutions lying between basic heteroclinic solutions corresponding to
α ∈ Q \ {0}.
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