Genetic drift is an important evolutionary force of strength inversely proportional to N e , the effective population size. The impact of drift on genome diversity and evolution is known to vary among species, but quantifying this effect is a difficult task. Here we assess the magnitude of variation in drift power among species of animals via its effect on the mutation load -which implies to also infer the distribution of fitness effects of deleterious mutations (DFE). To this aim, we analyze the nonsynonymous (amino-acid changing) and synonymous (amino-acid conservative) allele frequency spectra in a large sample of metazoan species, with a focus on the primates vs. fruit flies contrast. We
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from 1261 to 8604 genes (Table S1 ). The data set was built by selecting in each group a unique set of genes common to all species. Distinct groups, however, have distinct gene sets.
The primate and fruit fly data sets are of particularly high quality in terms of genome annotation and sample size. The two groups, furthermore, have contrasted levels of genetic diversity, with primates being among the least polymorphic, and fruit flies among the most polymorphic, taxa of animals (Leffler et al. 2012 , Romiguier et al. 2014 . We therefore focused on these two groups in most of the analysis. In primates, the Papio anubis data set had a relatively low sample size of five diploid individuals and was not analyzed here. In fruit flies, the Drosophila sechellia data set contained a relatively small number of SNPs and was also removed. Our main data set therefore includes five species of catarrhine primates -Homo sapiens, Pan troglodytes, Gorilla gorilla, Pongo abelii, Macaca mulatta -and five species of fruit flies -D. melanogaster, D. simulans, D. teissieri, D. yakuba, D. santomea.
In each species, the synonymous and non-synonymous SFS were generated by counting, at each biallelic position (SNPs), the number of copies of the two alleles, tri-or quadri-allelic positions being ignored. To account for missing data, a specific sample size, n, was chosen for each species, this number being lower than twice the number of sampled individuals. Biallelic SNPs at which a genotype had been called in less than n/2 individuals were discarded. When genotypes were available in exactly n/2 individuals, the minor allele count was simply recorded. When genotypes were available in more than n/2 individuals, hypergeometric projection to the {1, n} set was performed (Hernandez et al. 2007 , Gayral et al. 2013 . We used the so-called "folded" SFS in our main analysis, i.e., did not rely on SNP polarization, but rather merged counts from the k th and (n-k) th categories, for every k. Unfolded SFS were also used in a control analysis.
To account for the confounding effect of GC-biased gene conversion, we also generated folded GCconservative synonymous and non-synonymous SFS by only retaining A|T and G|C SNPs, following Rousselle et al. (2018b) . Estimates based on GC-conservative SFS are expected to be unaffected by any bias due to GC-biased gene conversion, but this comes at the cost of a much smaller number of SNPs.
Two species, ribbonworm Lineus longissimus and fowl Pavo cristatus, had less than 100 GCconservative SNPs and were removed from the data set. We also re-analysed two previously-published coding sequence population genomic data sets. Chen et al. (2017) gathered SFS data from published genome-wide analyses in 34 species of animals. We focused on the 23 species in which at least five diploid individuals were sampled. These include 13 vertebrates (ten mammals, one bird, two fish), nine insects (seven Anopheles mosquitoes, one fruit fly, one butterfly) and one nematode. Galtier (2016) analyzed a data set of 44 species from eight distinct metazoan phyla. We selected the 28 species in which sample size was five or above, i.e., six species of vertebrates, six insects, five molluscs, three crustaceans, three echinoderms, two tunicates, one annelid, one cnidarian, and one nematode.
Inference methods
For each species, the population-scaled mean selection coefficient of deleterious mutations,S , was estimated using the maximum likelihood method introduced by Eyre- Walker et al. (2006) , in which a model assuming Gamma distributed deleterious effects of amino-acid changing mutations is fitted to the synonymous and non-synonymous SFS. Following up on Galtier (2016), we developed a multispecies version of this model, where the shape parameter of the Gamma distribution can be shared among species. We also implemented distinct models for the DFE, namely the Gamma+lethal, partially reflected Gamma and their combination. The Gamma+lethal model simply assumes that a fraction p lth of the non-synonymous mutations are lethal, i.e., cannot contribute any observable polymorphism, whereas a fraction 1-p lth has Gamma-distributed effects (Eyre-Walker et al. 2006 , Elyashiv et al. 2010 .
The partially reflected Gamma model of the DFE was introduced by Piganeau and Eyre-Walker (2003) and considers the existence of back mutations from the deleterious state to the wild type. This model entails no additional parameter compared to the Gamma model, and can be easily combined with the "+ lethal" option. These methods were here newly implemented in a multi-SFS version of the grapes program (Galtier 2016, https://github.com/BioPP/grapes). The amount of neutral polymorphism of each species was assessed using the p S statistics, following Romiguier et al. (2014) . Following Rousselle et al. (2018a) , we performed simulations using SLIM V2 (Haller & Messer 2016) in order to assess how quickly π s and the estimated S (Gamma model) reach their equilibrium when N e varies in time. We simulated the evolution of coding sequences in a single population evolving forward in time and undergoing first an increase and then a decrease in population size. We considered a panmictic population of 10 4 or 2.10 4 diploid individuals whose genomes consisted of 1500 coding sequences, each of 999 base pairs. The mutation rate was set to 2.2 10 -7 per base pair per generation and the recombination rate to 10 7 per base pair per generation. The assumed distribution of the fitness effect of mutations comprised 50 % of neutral mutations and 50 % of mutations following a negative gamma distribution of mean -2.5 and shape 0.3. Each mutation that arose during a simulation was categorized as either synonymous (if the fitness effect was zero) or non-synonymous (if the fitness effect was different from zero), allowing us to compute π n , π s , and π n /π s at any time point throughout the simulation. In order to make simulations tractable, we used small population sizes and high mutation rates and selection coefficients, knowing that only the products of these quantities, i.e., 4N e m=0.88.10 -2 and 4N e s=-0.025 , are relevant. Simulations were replicated 50 times.
Results

Synonymous genetic diversity
We first analyzed synonymous and non-synonymous SFS in five species of primates and five species of fruit flies. The estimated synonymous diversity, p S , was much higher in fruit flies than in primates (Table 1) , consistent with the literature (Leffler et al. 2012) . The estimated p S varied from 0.062% in H. sapiens to 3.2% in D. yakuba, i.e., a factor of 51 (figure 1, X-axis). The per group median p S was 0.11% in primates and 1.5% in fruit flies, i.e., varied by a factor of 13.
Gamma DFE
A model assuming Gamma-distributed population scaled selection coefficient was fitted to SFS data separately in the 10 species. We uncovered substantial variation in b, the shape parameter of the Gamma DFE: the maximum likelihood estimate of b varied from 0.09 to 0.36 among species (figure 1, 9 240 245 250 255 260 Y-axis). When we rather fitted a model assuming a common b across species, the likelihood dropped severely (one b per species, log-likelihood=-1100.8; shared b, log-likelihood=-1382.7), and the hypothesis of a common DFE shape across the 10 species was strongly rejected by a likelihood ratio test (LRT; p-val<10 -20 ; nine degrees of freedom). There was a trend for species from the same group to provide similar estimates of b (figure 1). In primates, the range of estimated b was narrow ([0.09;0.16]) and the hypothesis of a common DFE shape was not rejected by LRT (optimal b for primates: 0.11; p-val=0.45; four degrees of freedom). In fruit flies, the optimal b was close to 0.3 in four species, but much lower in D. santomea (figure 1). The optimal fruit fly b was firmly rejected by primates as a group (LRT; ; one degree of freedom), and reciprocally (LRT; p-val<10 -20 ; one degree of freedom; the test includes D. santomea).
Estimates ofS=4 N es , the population scaled mean selection coefficient, varied greatly among species in this analysis but this was largely explained by variations in b. Gamma shape and mean are known to be correlated parameters, and this was verified here: the across species correlation coefficient between log-transformedS and log-transformed b was -0.94 in primates and -0.99 in fruit flies (figure S1). The among-species variation in estimatedS can therefore not be taken as a reliable indicator of the variation in N e when b differs much among species.
The observed variation in estimated DFE shape might in principle reflect biological differences among species and groups, e.g., differences in composition/structure of the proteome/interactome, maybe strengthened by our gene sampling strategy -here, species from the same group share the same genes, whereas distinct groups have distinct gene sets. The D. santomea behavior, however, appears difficult to reconcile with this hypothesis. D. santomea is closely related to D. yakuba and D. teissieri (Turissini and Matute 2017) , and shares the same gene set as other species of fruit flies. We see no obvious reason why the DFE of deleterious non-synonymous mutations in D. santomea would differ strongly from other fruit flies, and resemble the primate DFE. Interestingly, D. santomea shares with primates a relatively low genetic diversity (figure 1), perhaps as a consequence of its restricted geographic distribution (Bachtrog et al. 2006) . For this reason, we hypothesized that the among-species variation in estimated b we report could reflect a failure of the Gamma model to capture the details of the DFE at all values of N e , rather than genuine differences in DFE among species. 
Gamma + lethal DFE
It should be recalled that very highly deleterious alleles have essentially zero probability to be observed at polymorphic stage with the sample size we used here. We reasoned that, if the DFE included a proportion of mutations of effects essentially independent of N e , this could lead to undesired effects when fitting a Gamma distribution of S, a variable proportional to N e .
To investigate this, we fitted to SFS data a model assuming a proportion p lth of lethal mutations, and a proportion (1-p lth ) of mutations of Gamma distributed effects. Lethal mutations are here defined as mutations having a probability to be observed at polymorphic stage equal to zero. Figure 2 shows how the likelihood responds to p lth and b in primates and fruit flies. In fruit flies, the optimal b was close to 0.3 irrespective of p lth , and the likelihood was maximal when p lth was close to 0.75. In primates, the optimal b varied more visibly with p lth . It was close to 0.1 when p lth was low, as indicated above, but increased towards higher values when p lth increased. The maximal likelihood in primates was still obtained when p lth was close to zero and b close to 0.1, but importantly, areas of the parameter space close to the fruit fly optimum (e.g., p lth~0 .65 and b~0.3) provided a reasonably good fit to the data We jointly analyzed the ten species from the two groups under the Gamma+lethal model assuming a shared shape parameter among species, and found that the likelihood was maximal when p lth was in the range 0.6 -0.65 ( figure S2 ). We considered these two values as plausible estimates of p lth . When p lth was set to 0.6, the maximum likelihood estimate of b was 0.278. In this analysis the maximum First, it should be recalled that, unlike the non-synonymous to synonymous contrast, the genetic diversity of a species is influenced by the mutation rate. If the mutation rate was negatively correlated with population size, and differed by one or two orders of magnitude between species of animals, then our results could be explained very simply. Empirical estimates in humans (Kong et al. 2012) and
Drosophila (Keightley et al. 2009 ) indeed seem to point to an order of magnitude of difference in per base, per generation mutation rate between these two taxa. We lack, however, a reliable estimate of the mutation rate in the vast majority of the species of our data set. The existence of a negative relationship between N e and m, although somehow expected theoretically (Sung et al. 2012) , is so far hypothetical.
Demographic fluctuations are another potential cause of discrepancy between genetic diversity-based and mutation load-based estimates of N e . Brandvain and Wright (2016) recalled that the mutation/selection/drift equilibrium is reached more quickly when selection is strong, with neutral mutations being the slowest to converge. This suggests that the mutation load might be less strongly influenced by ancient bottlenecks than the neutral genetic diversity, and therefore yield more reliable estimates of present-day drift power. In order to further investigate this hypothesis, we simulated coding sequence evolution in a population after a strong bottleneck. We found that the estimatedS indeed equilibrates faster than p S during the recovery phase (figure 4, generations 0-10,000). In these simulations, diversity-based estimates of N e would be biased downwards during a substantial period of time after the bottleneck, whereas the mutation load would more quickly provide a reliable estimate.
Ancient bottlenecks, therefore, might explain why genetic diversity-based and mutation load-based estimates of drift power sometimes disagree -e.g. see above our discussion of the D. santomea case.
Can this effect account for the increased between species variance in drift power we report, compared to genetic diversity-based estimates? This would require additional assumptions, such as, e.g., that large-N e species tend to fluctuate more than small-N e ones, or that the minimal value reached by N e as 20 580 585 590 595 600 populations fluctuate varies less among species than the maximal one. Such hypotheses have already been proposed (Romiguier et al. 2014 ) but so far lack any empirical support.
A third and major factor potentially affecting the estimation of N e is linked selection. The mutation load results from stochastic variations in allele frequency, which we have so far interpreted in terms of genetic drift. Linked selection -i.e., selective sweeps and background selection -is another source of stochasticity, which like drift is expected to result in a decreased genetic diversity and an increased mutation load (Barton 2010, Hartfield and Otto 2011). Corbett-Detig et al. (2015) demonstrated that the reduction in genetic diversity due to linked selection is stronger in large than in small population-sized species of plants and animals. Linked selection, therefore, tends to homogenize the genetic diversity among species. The impact of linked selection on the mutation load has been less thoroughly investigated, either theoretically or empirically. What we know is that recurrent selective sweeps result 
How variable among species is N e ?
Lewontin's paradox has been a recurrent cause of concern/excitement over the last decade (Leffler et al. 2012 , Romiguier et al. 2014 , Corbett-Detig et al. 2015 , Coop 2016 , Filatov 2019 , Mackintosh et al. 2019 ). In animals, the within-species genetic diversity roughly spans two orders of magnitude, whereas population density and geographic range vary considerably more across species. Our analysis of the mutation load rather suggests that N e varies by a factor of 10 3 , or maybe 10 4 , among species of animals. This is a step towards reconciling genetic with ecological estimates of population size -but how big is this step?
On one hand, one or two additional orders of magnitude can be seen as a moderate improvement, far from reconciling the effective and census population sizes of animal populations. Small insects or nematodes presumably outnumber large vertebrates by much more than a factor of 500 or 5000. On the other hand, Lewontin's paradox may appear somewhat naive in suggesting that the genetic diversity should be proportional to population size. Clearly, very large populations can just not follow the p=4N e m prediction. This equation assumes mutation-drift equilibrium, which is only reached after a number of generations of the order of N e . As N e increases, the assumption that the considered population has been devoid of bottlenecks and sweeps during the last ~N e generations becomes less and less plausible (Gillespie 2000) . So maybe should we be satisfied, after all, by an estimated ratio of 10 3 or 10 4 of long-term N e among species of animals? We suggest that Lewontin's "paradox" in part reflects the varying definition/usage of the N e parameter in the molecular evolutionary literature. Assessing the amount of stochasticity in allele frequency evolution, the prevalence of linked selection vs. drift, and their impact on genome evolution are key goals of current population genomics that perhaps do not need to be phrased in terms of a paradox, and probably cannot be reduced to just the issue of estimating one "N e " per species. Figure S2 ). X-axis continuously covers the 0.4-0.8 range, and also shows the p lth =0 case (Gamma model). Each dot is for a species of animals. X-axis: relative synonymous heterozygosity. Y-axis: relative estimatedS . Colors indicate groups, see Table 3 . Estimates ofS were divided by its minimal value, which was obtained in Formica pratensis. Each dot is for a species of animals. X-axis: relative synonymous heterozygosity. Y-axis: relative estimatedS . Colors indicate groups, see Table 3 . Estimates ofS were divided by its minimal value, which was obtained in The simulation starts at time t=0 in a population devoid of polymorphism. The estimatedS converges towards its equilibrium value faster than p S during the recovery phase. Then a bottleneck is simulated at t=15,000 generations. The two statistics quickly reach their new equilibrium. Two population sizes were used: N e =10,000 and 20,000. Error bars represent the variance across 50
replicates. Simulated datasets in which the estimated shape parameter was smaller than 0.1 or greater than 0.6 were discarded -they yield extreme estimates ofS . Each dot is for a species. Y-axis: separate analysis: each species has its own shape parameter. X-axis: species from the same group share a common shape parameter. Each dot is for a species of animals. X-axis: relative synonymous heterozygosity. Y-axis: relative estimatedS . The highest two estimates ofS were obtained in nematode Caenorhabditis brenneri and mosquito Culex pipiens.
Figure S7: Distribution of r i 's across species of primates (blue) and fruit flies (red)
Model fitting was realized separately -no shared parameter among species. The Gamma+lethal model was applied to folded SFS, with parameter p lth set to 0.6. Only one species of fruit flies has more than 9 categories of SNPs.
