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ABSTRACT
The system-optimized static traffic assignment problem in a freeway
corridor network is the problem of choosing a distribution of vehicles
in the network to minimize average travel time.
It is of interest to know how sensitive the optimal steady state
traffic distribution is to external changes including accidents and
variations in incoming traffic.
Such a sensitivity analysis is performed via dynamic programming.
The propagation of external perturbations is studied by numerical
implementation of the dynamic programming equations.
When the network displays a certain regularity and satisfies certain
conditions, we prove, using modern control theory and graph theory, that
the effects of imposed perturbations which contribute no change in total
flow decrease exponentially as distance from the incident site increases.
We also characterize the impact of perturbations with nonzero total flow.
The results confirm numerical experience and provide bounds for the
effects as functions of distance.
This study gives rise to theoretical results, used in performing
our analysis but also of a broader interest. Flow conservation in a
class of networks can be described by linear discrete dynamical systems
in standard form. The controllability of these systems is intimately
related to the structure of the network, and is connected with graph
and Markov chain theory. When the cost function is quadratic (which is
the case in our traffic context), asymptotic properties of the optimal
cost and propagation matrix are derived. In addition to proved results,
we formulate some conjectures, verified in the numerical experiments.
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CHAPTER 1
INTRODUCTION
1.1 Physical motivation
This work represents part of a much larger effort dealing with
the dynamic stochastic control of freeway corridor systems. The overall
focus of the research program is to use, derive and analyze various
methods of optimization, estimation and control, involving static as
well as dynamic issues, deterministic as well as stochastic approaches,
in order to achieve the most efficient use possible of a given freeway
corridor network system.
A freeway corridor network system is defined as a set of roads
whose primary purpose is to carry large volumes of automobile traffic
between a central business district of a city and the neighboring
residential areas. It consists of one or more freeways and one or
more signalized arterials which carry the bulk of the traffic, as
well as other roads (such as freeway entrance ramps) which connect
these highways [2].
See Fig. 1.1.1 for an example.
The point of view that is adopted is to achieve an improved
efficiency in the use of the existing roadway structure, rather than
modifying that structure. Improved efficiency or better yet optimality
-11-
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can be defined only with respect to some criterion. The one that was
selected for this work was the average aggregate travel time, although
the methods that have been used can also be applied if one uses other
criteria, such as energy consumption. Also, it is to be emphasized
that the system-optimizing, rather than the user-optimizing strategy,
was chosen. (This is the terminology of Payne and Thompson [8]. The
two approaches are discussed in [2].)
In particular, one important concern is to reduce traffic con-
gestion at rush hours or at the onset of an incident. Practically,
the way to achieve maximal efficiency is to divert under suitable con-
ditions some part of the traffic from the freeway to parallel roads.
The basic optimization problem thus consists of allocating the traffic
optimally along the various road links, depending on how the volume
of traffic flows into the network and how it is distributed among the
entering nodes. A static model [2] and a dynamic model [3] have been
used in a complementary fashion. In the static model, the flow in
the network is optimized at specific times, e.g. once every twenty
minutes, or whenever a serious incident is detected. This means that,
given the incoming traffic flow (as detected by sensors), a program-
ming routine instantaneously determines the best static traffic assign-
ment along the road links, according to the performance criterion [2].
The dynamic regulator program uses an extended Kalman filter which
estimates the traffic variables permanently and a controller which
keeps the traffic in the neighborhood of the static optimal assignment
-14-
till a new static optimization is performed.
However, traffic conditions vary with time, and this raises the
question of the meaningfulness of a purely static formulation. The
traffic situation may vary substantially between two successive static
optimizations. If the freeway corridor network is long enough, it
will happen that a car that entered it at the time of a given optimi-
zation will not yet have left it when the next optimization occurs. If,
in the meantime, the traffic conditions at the entrance nodes have
changed, the optimal static assignment will no longer be the same.
Therefore, a static optimization is sensible only insofar as the static
optimal traffic assignments are insensitive to changes in incoming
traffic. Indeed, let us suppose that even a small change in the in-
coming traffic, near the entrance nodes, leads to important changes in
traffic assignment downstream. Then the optimization routine will
perform those changes accordingly. But this is not satisfactory; for,
let us consider a car that entered the network at the time of the
previous optimization and still is within the network, though very far
from the entrances. Such a car has not yet been affected by the
traffic that appears at the entrances at the same instant. Therefore,
the previous optimal assignment is still optimal for it, and yet the
optimization routine will change it drastically. A change in the
entering traffic should affect the downstream distribution, but not
until the new entering traffic reaches the corresponding points. Thus,
applying static optimization to a problem whose optimal solution is
-15-
highly sensitive to the initial data (the entering traffic) would lead
to absurd policies [2].
The above considerations show that the question of the meaning-
fulness of a static optimization constitutes a first reason to study
the impact of a small change in the incoming traffic on the downstream
optimal traffic distribution, in other words the downstream perturba-
tions caused by an initial perturbation. Still another reason for
studying these perturbations is the possible occurrence of an abrupt
change in the traffic distribution at some point of the network, as a
result of an accident or any other sudden and unpredictable event. In
such cases, the optimization routine will have to be called to optimally
reallocate the traffic. If one knew that, a certain distance away
from where the incident took place, the difference between the new
optimal assignments and the previous ones is negligible (i.e. does
not exceed a pre-assigned bound), then it would be sufficient to
reoptimize only the traffic within that immediate "vicinity" from
the location of the incident. If that vicinity is small, this could
lead to great economies instead of recomputing the "global" static
traffic optimal assignment for the entire freeway corridor. To
establish whether or not this property in fact holds, one has to study
not only the downstream, but also the upstream perturbations
(Fig. 1.1.2); that is, the differences between the traffic assignments
that were optimal before the incident occurred, and those that are
now optimal, upstream from the incident location.
-16-
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To recapitulate: we have discussed the main reasons to conduct
a sensitivity analysis of optimal static assignments within a freeway
corridor network system. They are:
* to establish the validity of a static optimization
* to achieve great economies in computer effort by substituting
a local optimization for a global one when an abrupt event
drives the system suddenly away from optimality
· to orient the design toward achieving robustness.
-18-
1.2 Literature survey
This report is a part of a consistent approach toward using road
networks with maximum efficiency. The overall aim as well as the
coordination of all parts within the whole, are explained in [1].
The global static optimization algorithm is described in [2].
It uses as data: traffic volumes, roadway conditions and possibly
occurrences of accidents. These parameters are estimated by an ex-
tended Kalman filter [4] using information from roadway sensors [5].
A dynamic control algorithm [31 compares the estimations of the actual
traffic variables with the desired values given by the static algorithm
and is intended to diminish the deviations. The present work is a
sensitivity analysis of the static optimization problem [2].
First of all, the problem was formulated from the point of view
of "system-optimization" rather than "user-optimization". This is the
terminology used by Payne and Thompson [81 or Dafermos and Sparrow
[ 9 1 to distinguish between the two principles proposed by J.C. Wardrop
in 1952 [61]. Our static optimization algorithm makes the average
travel time within the network a minimum. Therefore, some vehicles
will possibly spend more time than others. User-optimization would
require an enumeration of all possible routes within the network. Both
principles are discussed in [6], [7], [8], [9], [0l], [11] and [2].
The behavioral model consists of three main assumptions. First,
it assumes the existence of a precise deterministic relation (the
fundamental diagram of traffic) between flow and density on all freeway
Flow,
Vehicles per hour
Ei2
Density, Vehicles
per mile
Fig. 1.2.1 Fundamental Diagram
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sections (Fig.l.2.1). The flow is the number of vehicles per hour, and
the density, the number of vehicles per mile. This relation was dis-
cussed in [15] and others and has been demonstrated experimentally
( [16], [17]).
Secondly, the model of signalized intersections does not take
cycle time into account, as is done in [14], 181], nor synchronization
offset effects [14]. However, it shares the most important features
with those more refined models [2].
Finally, an M/M/1 queuing model was adopted at freeway entrance
ramps and signalized intersections; more refined models are found in
the literature [181, [19], but not in the context of freeway networks.
As early as 1956, Bellman [291 had pointed out the applicability
of dynamic programming to transportation problems. General concepts
and applications of modern optimal control, in particular dynamic
programming, can be found in (26] and [27]. Our cost function is quad-
ratic, and the dynamical system, expressing the conservation of flow,
is linear. A transformation of the state and control variables casts
our problem into a format near to the classical linear-quadratic
problem [251, [28]. Under the assumption that all subnetworks are
identical, the system becomes stationary. We can then apply the results
on the asymptotic behavior of the optimal cost, for the linear-
quadratic problem as given by Dorato and Levis [21] and also a direct
analytical expression for the solution of an algebraic Riccati equation,
derived by Vaughan [221. This, combined with the state-costate
-21-
approach [23], gives a basic relation which is the crux of our proof
that perturbations tend to diminish away from the incident location.
In this context, the spectral theorems on powers of matrices [31] prove
very useful.
Those asymptotic results rely mainly on controllability pro-
perties. To make the meaning of that notion precise in the context
of networks, we have used some graph theory [35], [36], [37], in parti-
cular the intrinsic classification of directed graphs associated with
Markov chains [32], [33].
Thus, the tools we have been using come, on the one hand, from
modern control theory - in particular, dynamic programming and the
linear-quadratic problem, and on the other hand, from graph and Markov
chain theory. This is sensible because we are doing dynamic program-
ming, with quadratic cost, and over directed networks.
-22-
1.3 Contribution of this report
In order to conduct the sensitivity analysis, we had to use a
great deal of control theory. It seems that some theoretical results
that we derived, not only are extremely useful for our original traffic
oriented purpose, but could perhaps also be of a wider theoretical
interest. Therefore, we split this section into two parts: in 1.3.1,
we summarize our contribution to the traffic problem presented in 1.1
and, in 1.3.2, survey our possible contribution to the theory.
1.3.1 Contribution to traffic engineering
We show that a general freeway corridor network system can be
studied by splitting it into subnetworks, and also that it is rea-
sonable to approximate the average travel time cost function of [21
to the second order perturbation term about an optimal solution. This
procedure allows one to reduce the perturbation sensitivity analysis
to a quadratic optimization problem, with linear constraints that
express flow conservation. Moreover, the quadratic cost function can
be split into a sum of terms, each of which corresponds to one sub-
network. The minimization of that cost function subject to the con-
straints is performed by discrete dynamic programming, taking the
label of the subnetwork as the stage parameter in the dynamic pro-
gramming algorithm. One can thus determine the downstream or upstream
perturbations from the dynamic programming equations. This is compu-
tationally much more economical than recomputing the new optimal
assignments by the accelerated gradient projection algorithm used in
--- - --
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[2].
By using dynamic programming, we show numerically that a change
in incoming flow distribution that does not affect the total incoming
flow gives rise to perturbations whose magnitudes decrease very
quickly away from the point where the initial perturbation happened,
say due to an incident. This method can be applied to any succession
of subnetworks, all totally different: both the number of entrances
and the number of links may vary from one to the next.
We then further consider the case when all subnetworks are
identical, i.e. consist of the same pattern of entrances and exits
connected by links, and contribute to identical terms in the cost
function. As artificial as it may be, this special case throws light
on the general one. Also, some networks seemingly more general
pertain in fact to that case (Fig. 1.3.1). In this special case, we
have been able to prove rigorously the following statements about the
downstream and upstream perturbations, under a controllability
assumption and two other auxiliary ones.
1. If the entrance to the network is far enough from the exit,
then the downstream flow perturbations (caused by a change in incoming
traffic that does not affect the total flow) decrease in magnitude
as an exponential function of the distance (counted in number of
subnetworks). We give a way to obtain bounds for those flow pertur-
bation magnitudes as a function of the distance. This enables one to
determine exactly the neighborhood of that point over which the
-24-
Fig. 1.3.1 Example of "quasi-stationary network"
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traffic assignment must be re-optimized, to any desired level of
accuracy. Obtaining these bounds involves computing only the eigen-
values and eigenvectors of a small matrix. As an illustration, the
flow perturbation magnitudes would typically be decreased by a factor
-10
of 10 1 0 after 30 stages in a network with two entrances.
2. An initial perturbation perhaps due to a change in an en-
trance ramp that alters the total flow converges exponentially fast
to a distribution which is propagated from one subnetwork to the next.
This distribution is easily calculated.
3. The same results hold for the upstream flow perturbation,
provided that the initial perturbation (due to an accident or other
sudden traffic surge) occurs far enough from the entrance to the
network. To obtain the bounds for the upstream perturbations, the
same procedure is followed as for the downstream ones except for
interchanging two matrices in all calculations. It amounts to solving
the downstream perturbations problem for the same network but where
the direction of traffic is reversed.
4. The optimal value of the cost is a quadratic function of
the incoming traffic perturbation, and its homogeneous term goes
to infinity with the number of subnetworks. It does so in such a
way that the cost of adding one subnetwork goes to a constant, which
we can calculate.
Remark 1. When we say "far enough from the entrances or from the
-26-
exits", it is in the mathematical meaning of "infinitely far". In
fact, it means "far enough for some converging quantities to have
practically reached their limit" and, according to our numerical
experience, ten or even five subnetworks are quite enough.
Remark 2. All the above results rest mainly on the property that a
certain dynamical system is controllable. To help the user check this
property, we have formulated a geometrical as well as an algebraic
criterion based on the topological structure of the subnetwork.
Roughly speaking, the required property holds if there are enough
links connecting the entrances with the exits of a typical subnetwork.
1.3.2 Contributions to theory
We have shown that the equations describing the conservation of
flow in a network can be transformed into a discrete dynamical
system in standard form by defining new states and controls. This we
call a reduced system. We have characterized the controllability of
such a system directly from the network topological structure by asso-
ciating a directed graph to it in a natural manner. This graph is of
the same type as those that are used to describe the possible transi-
tions of a Markov chain. The controllability of the reduced systems
can be related to properties concerning the final classes of any
Markov chain whose possible transitions are described by that graph.
In a wide class of networks, the uniqueness of the final class is
equivalent to controllability of the reduced systems. In all of them,
-27-
the aperiodicity of a unique final class guarantees controllability.
Thus, we have related a notion of importance in modern control theory,
namely controllability, with an important criterion in the classifica-
tion of Markov chains, in the case of systems arising from flow con-
servation in networks. Markov chain theory appears naturally in this
context although our problem is strictly a deterministic one.
We have also characterized the spectrum of the propagation matrix
over infinitely many stages. That is, we have studied the limit of
the matrix derivative of the optimal state at one stage with respect
to the state at the previous stage, when the number of stages goes to
infinity. When a reduced system is controllable (and under two
auxiliary assumptions, probably not necessary), this matrix has the
number 1 as simple eigenvalue and its other eigenvalues have a magni-
tude less than 1. These properties are exactly those enjoyed by the
transition probability matrix of a PMarkov chain which has only one
final class, when that class is aperiodic. We were thus led to
conjecture that the propagation matrix over infinitely many steps
is a stochastic matrix. This fact we observed numerically for the
propagation matrices in any number of steps, but we did not prove
rigorously.
In the same spirit, we characterize both the asymptotic
marginal cost per unit of flow and the fixed point of the infinite-
step propagation matrix by a minimal property. We next conjecture
a simple relation giving the propagation matrix over infinitely many
-28-
steps as an analytical function of the one-step propagation matrix.
We observed those conjectures to hold in the numerical examples.
-29-
1.4 Outline of the report
Chapter 2 is the cornerstone of this work and contains all the
results about downstream perturbations. In Section 2.2 our approach is
contrasted with respect to the static optimization problem presented
in [2]. We introduce the notation, describe the constraints and set
up the cost function. Next we solve the quadratic minimization problem
by dynamic programming and derive the chain of equations that leads to
the calculation of optimal downstream flow perturbations.
Section 2.3 is devoted to establishing the main results about
downstream perturbations in a succession of identical subnetworks,
which we call a stationary network. However, some general construc-
tions performed there apply to more general types of networks as well.
Also, the restriction is not so stringent as it might appear at first
sight (Fig. 1.3.1). We show that, by a suitable transformation, one
can replace our dynamical system by one that is in standard form (as
far as existing control theory studies are concerned) and we give
conditions ensuring the controllability of that new system.
Next we extend slightly some classical results of linear-
quadratic optimal control theory to the case when the cost function
is quadratic, but not homogeneously quadratic. In that manner, we
can apply this extended linear-quadratic theory to our problem, and
prove the numerically observed properties and derive a crucial
relation that yields bounds on the perturbations. To do so, we have
to make another transformation of the system and to combine the state-
-30-
costate approach with an explicit solution of the algebraic Riccati
equation; also, to use a standard theorem on powers of matrices.
In Chapter 3, we are concerned with upstream perturbations. We
show that the same steps as in Chapter 2 can be repeated and indicate
the adjustments to be made, so as to derive the corresponding results.
In Chapter 4, we characterize steady-state constants of the
network, that emerged in Chapters 2 and 3, by a variational property.
Chapter 5 methodically describes how a general network can be
divided into subnetworks and how the cost function of [21 can be
expanded to the second order so as to make dynamic programming appli-
cable. The method is used on an example that was presented in [2], and
values for the perturbations are compared with those obtained in [21
when dealing with the complete cost function.
Chapter 6 is devoted to certain conjectures. We motivate those
conjectures, formulate them and present numerical as well as intuitive
evidence in their favor.
Finally, in Chapter 7, we list and comment briefly on a repre-
sentative variety of examples numerically studied and show the corres-
ponding computer outputs. On that material, the proved results as
well as the conjectures can be checked.
Chapter 8 presents our conclusions.
Several technical theorems or proofs are grouped in appendices,
not to divert the reader's attention from the main points. In
appendix A, graph-theoretical terminology and results are collected.
-31-
(We have done so for self-containedness and because we needed an
intrinsic graph formulation of a classification often found in the
literature under Markov chains).
In appendix B, the system transformation described in section
2.3 is more carefully examined for a category of subnetworks that are
peculiar in some respect. Also, the controllability condition studied
in section 2.3, as well as the result from linear-quadratic optimal
control theory, are extended to those subnetworks.
Appendix C is a short theorem on convergence of recursive
linear difference equations, used in section 2.3.
Appendix D is a proof of a theorem on convergence of the powers
of some matrices, usually found in the literature for stochastic
matrices but valid for a more general class and used here.
In appendix E, a theorem is proved on the equivalence between
the general linear-quadratic optimal control problem and a class of
such problems with "diagonal" cost function. This theorem is stated
and used in section 2.3.
Appendix F is a presentation and very brief discussion of the
computer program we have used.
CHAPTER 2
DOWNSTREAM PERTURBATIONS IN A FREEWAY CORRIDOR
NETWORK WITH QUADRATIC COST
2.1 Introduction
In this chapter, we establish all the results concerning down-
stream perturbations caused in a freeway network by a small change in
incoming traffic at the entrance. In Section 2.2, we contrast the
present work with respect to the static optimization approach pre-
sented in [2] and introduce notation. Next we discuss the structure
of a general network. It is split up into subnetworks; no assumptions
are made as to the individual structures of the various subnetworks.
We then set up the linear constraints that arise from flow conservation
and the quadratic cost resulting from a Taylor series expansion of the
cost function used in [2]. Finally, we solve the quadratic minimiza-
tion problem by dynamic programming, derive and summarize the key
equations that yield the optimal solution and can be implemented on
a digital computer.
In Section 2.3, we prove rigorously tne nature of the behavior
apparent from the numerical implementation of the equations of
Section 2.2. We do so for the case when all the subnetworks have the
same structure (i.e., topology) and contribute to identical terms in
the cost function. Even in that special case, several technical
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obstacles had to be resolved, using a great deal of linear-quadratic
optimal control theory, graph theory, and matrix analysis. The central
result is the calculation of bounds for the downstream perturbations
as functions of the distance away from the entrance, counted in number
of subnetworks.
2.2 Problem Statement and Solution by Dynamic Programming*
2.2.1 Summary of the Static Optimization Problem
We briefly review the way the static optimization problem was
formulated and solved in [2], and the conjectures to which it had led.
The static traffic assignment is intended to minimize the total
vehicle-hours expended on the network per hour, namely
J = ii (2.1)
all i
where di is the flow along link i, i.e. the number of vehicles per
hour flowing through link i, and t. the average time a vehicle spends
on link i. The cost J given by Eq. (2.1) is therefore expressed in
units of vehicles, or vehicle-hours per hour.
It was shown in [2] that minimizing J is equivalent to mini-
mizing the average time that vehicles spend on the network. The
average time Ti is composed of two parts: the time to traverse at the
average velocity and the time spent waiting in queues, present only if
i is an entrance ramp or leads to a traffic light.
(*) The material of this section is almost entirely due to Dr. S. B.
Gershwin.
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Using the "fundamental diagram" [151- that relates the flow 4i
along link i and the density Pi (the number of vehicles per mile along
link i), and assuming an M/M/l queuing model, one can show that the
cost J is given by
2
J= E Q 1PiYiY+ E - (2.2)
all ii E i 2.2 ).
where i. is the length of link i, in miles; A is the class of freeway
links (as opposed to entrance ramps or signalized arterials); E i is
the effective capacity of link i (see [21); Pi(4i) is the inverse
relation of the fundamental diagram obtained by taking 4i < Ei'
The flows must be nonnegative and must not exceed the effective
capacities; i.e.,
0 < 4i < Ei (2.3)
The expression for E. differs according to whether i is an entrance
ramp or a signalized arterial.
If i is an entrance ramp,
E. = . (l -4 /4 ) (2.4)
E1 ax j max
where 4. and 4 j are the maximum capacities of links i and ji max j max
respectively, and link j is the portion of freeway which ramp i
impinges upon.
If i is a signalized arterial, then
E. = gi max (2.5)
i1 ; max
-35-
where gi is the green split, i.e. the proportion of time the light is
green for traffic coming along link i.
0 < gi < a (2.6)
for some number a < 1 that is part of the data.
Problem Statement
The static problem is that of minimizing J, given by (2.2).
by choosing both the flows .i and the green splits gi, subject to
the constraints (2.3) and (2.6) and to the flow conservation con-
straints:
E 4). = E fi(2.7)
incoming outgoing
There is one such constraint per node: the left-hand side sum in (2.7)
is over all links whose flow enters the node, and the right-hand side
sum is over all links whose flow leaves it.
Discussion
An accelerated gradient projection algorithm was used in [21
to solve that static traffic assignment problem on various examples
of networks and to study the effect of incidents and congestions. In
that minimizing problem, there is an exogeneous parameter: the flow
entering the network. To see how the optimal traffic assignments 4i
and gi* vary as a result of a change in entering flow, one can solve the
problem with each set of new data, using the gradient projection
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algorithm. That is what was done in [2], and, based on that numerical
experimentation, the author conjectured the following. A modification
in entering traffic that does not affect the total flow gives rise to
perturbations in the optimal assignments that decrease in magnitude
downstream from the entrances. However, reworking the whole problem
each time the exogeneous parameter is changed (from one optimiza-
tion time to the next, or because of an incident) is very costly and
cannot lead to general statements. Therefore, it is of interest to
derive a way to deal directly with perturbations, i.e. with changes
CSi and .gi in optimal assignments resulting from changes in the
external parameter. This is what we do here.
2.2.2 Structure of the Network
Throughout this work, we shall avail ourselves of a single,
but important property. A freeway corridor network can be split into
a succession of subnetworks; the exits of subnetwork k are the entrances
to subnetwork (k+l). This can always be achieved, possibly by adding
fictitious links that do not contribute to the cost. The procedure
is explained, and an example is treated, in Chapter 5. This decomposi-
tion of the network is schematically illustrated in Fig. 2.2.2, with
the notation that we introduce below.
The number of subnetworks the total network consists of is
N-1. Each box in Fig. 2.2.2 represents a subnetwork. Subnetwork k
consists of nk entrances, X+1 exists and mk links connecting them.
Nothing is assumed as yet as to mk, nk, nk+l, for different values of
--- · --------~----------- k
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k (except that they are positive integers). In other words, the
number of entrances as well as of links may vary from one subnetwork
to the next. The flows (in vehicles/hour) along thek links of
subnetwork k constitute an mk-dimensional vector that we denote by
¢(k). Its ith component 4i(k) is the flow along link i of subnetwork
k.
The flows entering subnetwork k constitute an nk-dimensional
vector denoted by x(k). Its ith component xi (k) is the flow (in
vehicles per hour) entering subnetwork k through entrance i or, equiva-
lently, leaving subnetwork (k-l) through exit i.
It is possible to express the cost function (2.2) as a sum
of (N-l) terms, each of them depending only on the vector of flows
along the links of that subnetwork. Thus
N-1
Jcpf1, ..., B(N-1))= J (J(k) (2.8)
k=l
A suitable partitioning into subnetworks leads to this decomposition
of the cost function. In this analysis, we temporarily neglect the
green splits; we show in Chapter 5 how they can be included without
modifying the basic framework.
2.2.3 Linear Constraints
The constraints are of two types: (a) positivity and capacity
constraints, and (b) flow conservation constraints. We concentrate
here on the flow conservation constraints (2.7) because the former
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ones (2.3) and (2.6) will not play an important role in our sensitivity
analysis (see Section 2.2.4). Once the decomposition of the freeway
corridor in subnetworks has been performed, the conservation of flow is
expressed by the following linear relations between x(k), 9(k) and
x(k+l), for each k.
x(k) = Y(k) ¢(k) (2.9)
x(k+l) - Z(k) ¢(k) (2.10)
where Y(k) and Z(k), the entrance and exit node-link incidence matrices,
respectively, are defined as follows.
Definition 2.1 :
The matrix Y(k) has nk rows and mk columns. Its (i,j) entry is
equal to 1 if and only if the j link originates from the ith en-
trance, and is equal to 0 otherwise. Thus, each column of Y(k) has
exactly one entry equal to 1 and all other entries equal to 0, since
column j of Y(k) corresponds to link j, and link j originates from
exactly one entrance.
Definition 2.2:
The matrix Z(k) has nk+l rows and mk columns. The (i,j) entry
of Z(k) is equal to 1 if and only if link j leads to exit i. Each
column of Z(k) has exactly one entry equal to 1, and all other entries
equal to 0, since column j of Z(k) corresponds to link j, and link j
leads to exactly one exit.
An example of a subnetwork is given in Fig. 2.2.3. The links are
-40-
(1) 2 (1)
entrance- (2) ~ (2) ) exit-nodes
nodes 4
(3) (3)
Fig. 2.2.3 Example of Subnetwork
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labeled and the entrances and exits are labeled with numbers between
parentheses. For the example of Fig. 2.2.3, nk = 5
1 1 0 0 0 1 0 1 1 0
Y(k) = 1 0 0 ; Z(k) = 1 0 O 0
0 0 0 1 1 O 0 O 0 1
In order for the conservation of flow to hold, Y(k) and Z(k) have
to be such that, for every k,
nk
E xi(k) = F (2.11)
where, by definition,
nl
Fb C xi(l) (2.12)
i=l
or
T T AV x(k) = V x(l) = F (2.13)
-nk 1-
T
for everyk. Note that in Eq. (2.13), for any integer J, Vj = (1,...1)
denotes a row vector of dimension J with all components equal to 1.
In fact, it follows from the previous remarks on the columns of the
matrices Y(k) and Z(k) that
T T
V Y(k) = V Z(k) = V (2.14)
-t-kt n k+ 1 - k
so that the constraints (2.13) are implied by (2.9) and (2.10).
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2.2.4 Quadratic expansion of cost function
The full problem treated in [2] was what we call below problem P.
Definition of Problem P
N-1
minimizing J(§) = Ck((k)) (2.15)
k=- 1
subject to: x(k) = (k) (k) k = 1 N (2.16)
(2.16)
x(k+1) = 2(k) ¢(k) 
,¢(k) > o (*)
and to the initial condition
(2.17)
x(l) = 
Suppose the solution ¢*(k), k = 1,...N-1 has been found, applying the
algorithm used in [2].
Definition of Problem P'
Now we are interested in problem P', exactly the same as problem
P except that the condition (2.17) has been replaced by
x(l) = + - (2.18)
where Hi is small, compared to i.
Comparison of Problems P and P'
The nominal solution l* satisfied all the constraints (2.3),
(2.6), (2.7). Let us call , the solution of problem P', and set
(*) For a vector v, v > 0 means that each component of v is nonnegative.
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6(k) = -(k) - * (k) (2.19)
We assume that the initial perturbation _ is small enough so that the
A
positivity and capacity constraints are binding for ~ if and only if
they were for 4*. Therefore, we delete those links on which those con-
straints were binding, and ignore those constraints on the remaining
links. If (i(k) = 0, we assume that in the perturbed solution,
i(k) = 0 will hold, so that 6¢.(k) = 0. One way to impose that
'Mi(k) = 0 is to delete link i of subsection k, since we know it will
be effectively absent in the optimal solution. Deleting links amounts
to deleting columns in the Y(k) and Z(k) matrices, and consequently
reducing the dimension of ¢_(k).
Since the flow conservation constraints are linear and are
satisfied both by _* and _, with initial condition 5 and i + 6g res-
pectively, they are satisfied by 64* with initial condition 8.
6x(k) = Y(k) 6¢(k) )
k - 1,.. A N-1 -(2.20)
6x(k+l) = Z(k) 6¢(k)
6x(l) - 6E (2.21)
where Sx(k) = x(k) - x*(k) (2.22)
and x(k), x*(k) are the optimal state-vectors in problems P' and P
respectively.
Now, let
6J(& = )J(*+ 6 J( *) (2.23)
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T T T Tfor any (1) = ((U-(1), 1f(2), . ., N- 7),
Let us define:
J1 = . min J ( )
. subject to: (2.16)
and to initial condition: (2.17) (2.24)
J 2 - min J(* + 6-)
8~ subject to: (2.20)
and to initial condition: (2.21) (2.25)
J = min SJ(O)
6_ subject to: (2.20)
and to initial condition: (2.21) (2.26)
Then,
J1 J2 J(*) + J3 (2.27)
Therefore, problem P' is equivalent to:
min ~J 6J()
subject to: 6x(k) = Y(k) 61(k) N-
* k = 1,... N-1 (2.28)
6x(k+l) = Z(k) _ (k)
and to the initial condition: 6x(1l) = _
Now we use a second order Taylor expansion for 6J(6_).
6J(6p) = J(.* + 64) - J(f*) = x {Jk(*(k)+6 (k))-Jk(l*(k))}
N-1
-,E s~: jk) L (k) 6J(k) + hT k) 6'(k)}
~~k-1~~~l~ (2.29)
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where
aJ k
~(k) ~2 (- *(*(k))(k)
(2.30)
a k
h(k) = (k) ( *(k))
that is, L(k) is the hessian matrix of Jk and h(k) is the gradient of
Jk' both evaluated at the optimal solution ¢* (k) of the unperturbed
problem P.
2.2.5 Solution by Dynamic Programming
In the previous section, we have shown that the sensitivity
analysis is reduced to the following quadratic problem:
N-1
minimize 6J(68) = E (~ 6T(k) ) 6§k)+h (k) 6§(k))
N-1
- L dJk(6d(k))
k=l
subject to: 6x(k) = Y(k) 6S(k) k
k l, ... N-1
6x(k+l) = Z(k) 6¢(k)
and to the initial condition: 6x(l) = _
where 6_ is an exogeneous parameter.
Notation. Now this is merely a mathematical problem, and the rest of
this chapter will be devoted to its analysis. It is irrelevant how we
denote the symbols provided we retain their precise meaning. Therefore,
-46-
we shall write (_(k), x(k), Jk' 5 instead of 6¢(k), 6 x(k), Jk' 6- for
notational convenience. It has to be borne in mind, however, that we
deal with perturbations, as it was precisely stated in 2.2.4. Let us
rewrite the problem in that notation.
Mathematical Problem Statement
Problem P:
1 N-1 N-1
min J (4) = E (2 (k) L (k) ()(k) + hT (k) 4)(k)) 2 Jk _((k))2 1 
(2.31)
subject to: x(k) = Y(k) ¢(k)
k = 1, ... N-1 (2.32)
x(k+l) = Z (k) 4_(k) 
and to the initial condition: x(l) = 5 (2.33)
To solve this problem by dynamic programming, we define the partial
optimization problems and the value functions Vk for k = 1, ... N,
by: N-1
vk(a) min Ji ( i)) (2.34)
i=k
subject to: x(i) = Y (i) i(i) )
i = ktk+l. ..,N-l
x (i+l) = z (i) (i)
and to the initial condition: x(k) = 
In particular,
VN () 2 0. (2.35)
The minimum of the cost function (2.31) under the constraints (2.32) and
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and (2.33) is equal to Vl( .
The sequence of value functions Vk is recursively determined
backwards from (2.35) by the Bellman functional equations:
Vk (x(k)) = min [Jk(I(k)) + Vk+l (Z(k) 4(k))] (2.36)
~(k)
subject to: Y(k) P(k) = x(k) (2.37)
Let us emphasize that, at stage k, the only constraint is (2.37) since
x(k) is specified. The constraint x(k+l) = Z(k) ¢_(k) in the minimiza-
tion problem is taken into account by substituting Z(k) ¢(k) for x(k+l)
as the argument of Vk+l in the right-hand side of (2.36). The results
concerning the solution of our problem through the recursive determina-
tion of the sequence Vk(-) by solving Bellman's equations are summed
up in Theorem 2.1.
Theorem 2.1
Assume that the matrices L(k) in the cost function (2.31) are
all positive definite. Then
1. The minimization problem (2.31) is well defined and has
*T *T *T *T
a unique minimizing point ~ = (I (1), f (2),... (N-l))
The minimum value is V1 (), where X is the exogeneous para-
meter in (2.33) and V1 is defined by (2.34).
2. The sequence of value functions (2.34) is given by:
1 T T
Vk ( x )
= x k x + k x + ak (2.38)
where
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2.1 C are positive definite (nk x nk) matrices (for
k < N) and are recursively obtained from the relations
~ --0
SN -- YT
-k _ Y(k)(L(k ) + Z (k) C(k+l) Z(k))- (k) (2.39)
2.2 bk are (nk x 1) vectors, recursively obtained from:
b =0
bk C(k) Y(k) M (k) (h(k) + Z (k) b(k+l)) (2.40)
where
M(k) = L(k) + Z (k) C(k+l) Z(k) (2.41)
2.3 ak are scalars, recursively obtained from:
a- 0
1 T yT
a Kak 5+ + -½(h(k) + ZT(k) b(k+l))T(M- (k) YT(k) C(k)-
Y(k) M-k - M-(k))(h(k) + ZT(k) b(k+1))
(2.42)
3. The unique minimizing vector is given by the feedback law:
d (k) =- M (k)YT(k)C(k) x(k) + (M- (k)YT(k)_ Y(k) (k)
*(h(k) + Z (k) b(k+l)) (2.43)
Proof. To determine the value functions defined by (2.33) we solve
Bellman's functional equations:
Vk( ~ ) = +in [J( ~) + Vk+l(Z )] (2.44)
subject to: Y(k) j = T
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The sequence of functions Vk given recursively by (2.44) from (2.35)
is unique provided that, at each stage, the minimization problem is
well-defined. We shall now show that it is the case and that the
value functions are quadratic:
1 T T
Vkx = x + x + ak (2.45)
with positive definite matrices i (k < N), and determine the recurrent
relations satisfied by SC, b, ak.
Using expression (2.31) for Jk' and adjoining a Lagrange multi-
plier A of dimension nk to the constraint (2.37), we obtain
Vk(i) ~= mn {2 (k) L(k) (k) + ¶b(k) + (x(k) - Y (k))
+~~Vki~~~l(~( ~ )) (2.46)
subject to: Y(k) 4(k) = x(k)
with initial condition: VN() - 0
The initial condition shows that (2.45) is satisfied for k = N, with
i = 0, b = 0 and aN = 0. It remains to prove (2.45) for general k
by induction. Thus, assuming that (2.45) holds for Vk+l1 with Ck+l
positive definite if k+l < N and C = 0 if k+l = N, we substitute
-k+l1
(2.45) for Vk+l in (2.46) and obtain:
Vk() = min { 2-k + k + k i
+ 2b~T < -+1 \ + bT z k_ + a } (2.47)2 -ek SkeZ 1 -21k + · 1 ~kkl -k+k
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subject to: Yk -=
The minimization is performed by equating to zero the derivative of
the right-hand side of (2.46) with respect to k , to obtain
L A + \ YT X +zT b + (2.48)
kk k -= -k -ek ;-k+ 1 0k+A (2.R48)
Let
I T
N - L + zT C Z (2.49)
Since i is positive definite by assumption and Z T+1 C is positive
semi-definite (because C+ 1 is, by induction hypothesis), ~ is
positive definite and therefore invertible.
Accordingly,
d -1 T -1 TA lZ bl + (2.50)
Now the constraint (2.37) implies that
l -lhk -I T
-1 T
Equation (2.51) may be solved for A because k ; is invertible.
Let us prove this statement.
Each column of Y contains exactly one 1 and zeros for other
entries. It is possible to find nk different columns with the 1 on
a different row in each because there are nk different links
originating each from a different entrance. Thus
Ex. Yij (k) = 0 for j = 1,... (2.52)
implies x = 0; or, xT Y(k) = 0 implies x = 0.
On the other hand, Y -k 1 Y is positive semi-definite. Since ,
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T -1 T
and therefore M1 is positive definite. But x = O implies
T -1 T
= 0 and therefore x = 0 from (2.52) so -Mk is positive
definite, hence invertible.
Define
= (¢ ~) (2.53)
The matrix Nk is positive definite, so equation (2.51) can be trans-
formed into
= Nki + %Ye (- + b 1] (2.54)
and so equation (2.50) becomes:
M \ + b ktl) _+ 3s+ V1 N (h + Q k+l)
(2.55)
The matrix of second derivatives of the right-hand side of (2.46-) with
respect to is equal to i + i+1Z = , and is positive definite;
therefore, k given by equation (2.55) is the unique minimizing
vector. Substituting its value from equation (2.55) in equation (2.47)
gives the minimum value Vk(X)), and one can show that it is quadratic
in i, and obtain , b k, ak in terms of k+1k' b ak+' In parti-
cular,
-k -1T -IMT -1 T
'NY -1 T -ikT -I T -1
_ +N k< ~=
_ ,m.-t k
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Therefore, C is positive definite, since the induction hypothesis
-1
implies the positive definiteness of N . Equivalently, rk =
k (L + Z C+ ZTk) l which is equation (2.39). In like manner,
equations (2.40) and (2.41) are easily derived. Equation (2.55) can
be slightly modifed into (2.43). Q.E.D.
Remark: Calculation of perturbations
Having solved the quadratic minimization problem, we can now find
the sequence of optimal states, {Xk} , recurrently, from (2.43) and
the constraint x(k+l) = Z(k) ¢(k). Thus,
x*(k+l) = Z(k) ~*(k)
or
x*(k+l) Z(k)NlyT(k)C x*(k) + Z(k) ( 4 YT(k) y(k)M- 1 ).
T
k+ (2.56)
Those results are valid for any quadratic minimization problem with a
cost function given by eq. (2.31), constraints (2.32) and (2.33) provided
the assumptions of Theorem 2.1 are fulfilled. However, in our
particular problem, wlere x(k) represents the perturbations at stage k
caused by an initial perturbation i, the coefficients L(k) and h(k)
are not arbitrary; rather, they are given by equation (2.30).
If r = 0, the downstream perturbations will certainly be equal
to zero, since the full problem had been optimized (Section 2.2.4) for
= 0. Likewise, a zero perturbation at stage k induces a zero per-
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turbation at stage (k+l). Therefore, our particular L(k) and h(k) are
such that the constant coefficient in (2.56) vanishes, and equation
(2.56) becomes:
x*(k+l) = Z(k)tlYT(k)C x*(k) (2.57)
We sum up below the key equations that lead to the calculation of down-
stream perturbations.
Theorem 2.2
In the quadratic approximation to the static optimization problem
stated in Sections 2.2(1-2-3), the downstream perturbations x*(1),
x*(2), ... x*(k),.. are given recurrently from the initial perturbation
i, by:
x*(l) = E (2.58)
x*(k+l) = D x*(k) k = 1,... N-1 (2.59)
where:
D = Z(k)(L(k) + Z (k) C(k+l) Z(k))-yT(k)C(k) (2.60)
and the i are found recurrently (backwards in k) from:
CN = 0 (2.61)
i = Y(k)(L(k) + ZT(k) C(k+l) Z(k))-yT(k) (2.62)
k = N-l, N-2,...2,1
Proof. Theorem 2.2 is an immediate Corollary of Theorem 2.1 and the
remark following it.
Remarks. 1. We call PD the propagation matrix at stage k. Its study
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is essential for our purposes, which are to prove that, for an initial
perturbation h (not too large in magnitude, as compared with the
optimal initial steady state flow allocation [21, so that the quadratic
approximation in 2.2.4 be valid), not affecting the total flow, the
sequence |6xi(k)I goes to zero as k goes to infinity, for every
i 1 l,...nk. Also, we want to find bounds for max 16xi(k) I as
i
functions of k. In section 2.3, we shall concentrate on the case of
a "stationary network", i.e. a network whose subnetworks are identical,
and obtain those'results in that framework.
2. The only assumption of Theorem 2.1 (and therefore of Theorem 2.2)
is that the L(k) be positive definite matrices. Given the definition
of L(k) by (2.30), this is equivalent to requiring that the cost
function of section (2.2.1) (equation 2.2) be locally strictly convex
in the neighborhood of the optimal solution to the unperturbed
problem. As explained in section 2.2.3 (and, with further details, in
Chapter 5), we delete the links corresponding to binding constraints
for the quadratic sensitivity analysis. In the global optimization
problem solved by a numerical algorithm,. there are always some non-
binding constraints. Consequently the solution point lies in the
interior of some manifold of reduced dimension. Therefore the non-
linear cost function (used in [2]) must be locally convex around that
point in that manifold.
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2.3 Asymptotic Analysis in the Stationary Case
2.3.1 Introduction
In this section, we concentrate on the case when all subnetworks
are identical and contribute to identical costs. We call this the
stationary case.
We summarize, in 2.3.2, the main features observed when applying
the equations of 2.2. to calculate perturbations in a variety of sta-
tionary networks. We go through several steps to explain and prove
those features and to derive quantitative bounds. In subsection 2.3.3,
we perform a transformation to describe the flow conservation con-
straints by a linear system in standard form and express the cost
function in the new variables. In 2.3.4, we investigate the con-
trollability of the new system, because this property determines the
system's asymptotic behavior. We present a geometrical and an alge-
braic criterion.
In subsection 2.3.5, we extend slightly the classical results
on the linear-quadratic optimal control problem to the case when the
cost function contains linear terms, and apply that extension to the
study of the asymptotic behavior of the cost function. In subsection
2.3.6, we give an expression for the propagation matrices, and show
in particular that the asymptotic propagation matrix can be found
by solving an algebraic Riccati equation and a linear equation.
Subsection 2.3.7 is devoted to the sensitivity analysis itself.
We show there that, if a reduced system is controllable and two minor
technical conditions hold, then the magnitudes of zero-flow pertur-
bations decrease geometrically with distance, at a rate that depends
on the eigenvalues of a certain matrix. We give a direct method to
compute those eigenvalues. Also, we show how to find the stationary
distribution to which perturbations with non-zero total flow converge
exponentially. Finally, we discuss the importance of the assumptions
made and illustrate the theory by applying it to a special class of
examples in subsection 2.3.8. In subsection 2.3.9, we show how a class
of networks, that are apparently not stationary, can be studied as sta-
tionary networks. We call them quasi-stationary networks. The entire
analysis of sections 2.3.3 to 2.3.7 is applicable to them.
2.3.2 Numerical experiments
The equations of section 2.2 have been applied to various
examples of stationary networks, i.e. networks where m k, , L(k),
Y(k), and Z(k) are the same for all k. The complete set of numerical
examples is presented in Chapter 7. In particular, we shall often
refer to the subnetwork of Fig. 7.1 as the "standard two-dimensional
example". This example appears in Bellman's 1956 work 291]. Also,
several subnetworks with three entrances and three exits - therefore
giving rise to a three-dimensional state vector x(k) - were studied,
with various structures and various costs.
We briefly state the main features that have been observed in
all our numerical experience. The numerical examples are discussed
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in greater detail in Chapter 7.
Main observed features
A. A perturbation x(l) which leaves the total flow unchanged
gives rise to a sequence x(k) of perturbations that decrease very
fast in magnitude downstream.
n
If E xj(1) = 0, we observe: Ixi(k) + 0 for k + a, for all i.
j=l
Typically, for k - 30, Ixi(30)1 ~ 10-l1 0 xi(l). Assume that an
external cause, like an accident, modifies the distribution of the
incoming traffic in subnetwork 1 among the various entrances. If
the traffic assignments are changed so as to remain optimal, the
resulting change in the downstream distribution of traffic will become
negligible not very far from the accident. Therefore, if such an
external modification happens, it will be sufficient to recalculate
the assignments in the immediate neighborhood of the accident. The
main purpose of this section (2.3) is to prove this in the general
stationary case and, in addition, to derive a quantitative estimate
of that neighborhood, given a tolerance. That is, given S > 0,
determine k0 such that Ixi(k)| < C for i = 1,...nk, for all k > k0
This amounts to establishing a bound for !xi(k) , given x(l).
B. For the sequence {_c}, the interesting asymptotic behavior
occurs upstream, i.e. toward the entrance, when (N-k) + a, since the
sequence is specified downstream by _i = 0. Using the computer pro-
gram (see Chapter 7 and Appendix F), it was observed that,
as (N-1) + I, Cij (k) + I. This simply means that the cost to travel
1)
an infinite distance is infinite.
C. More informative is the property that the matrix AC(k)
defined by
AC(k) = C(k) - C(k+l) (2.63)
goes to a constant as (N-l) + I. Moreover, this constant matrix has
all its entries equal.
AC(k) + AC.
1 1 .... 1
1 1 ..... 1
AC =a VT ................. (2.64)
-n-n
where a is a positive number.
(Recall that V C Rn; T = (1, ...1); and nk n for all k,
-n -
since the network is stationary).
For instance, in the standard two-dimensional example, with
1 0 0 0
0 1 0 0
L = (2.65)
0 0 2 0
0 0 0 2
a was observed equal to 1/3.
Thus, the limiting behavior of C(k) as (N-1) + X is linear in k:
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C(k) C+ (N-k) aV VT (2.66)
_--n
with C positive definite and finite.
Qualification: In the disconnected subnetwork of Fig. 7.7,
where the top part is the standard two-dimensional example, what was
observed was:
AC(k) + AC = a O 0
o 0 8
where a is the same as in the standard example of Fig. 7.1 and 8 = L5
is the entry of the cost matrix L corresponding to link 5. This is
due to the impossibility, in this case, of describing the flow conser-
vation by a controllable system because of the disconnectedness of
the subnetwork (see 2.3.4).
D. The propagation matrices D(k) were observed to have posi-
tive entries, with all entries of each column adding up to 1. By
T
definition, D (k) was observed to be a stochastic matrix. Also, it
Twas found that the sequence {DT(k)} converged to a constant stochastic
matrix DT as (N-k) + a. For instance, in the standard two-dimensional
example with L given by (2.65), one finds:
2 - /i ri - 1
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2.3.3 System transformation. Corresponding expression for
cost function.
Because we want to use results that are found in the literature
for dynamical systems in standard form, and ours is in implicit form,
we have to perform a transformation of the states and the controls
so that the new system will be in standard form. We describe this
transformation in this section and express the cost function in the
new variables. We then illustrate it on the standard two-dimensional
example.
Definition 2.3: A dynamical system-is 'described in implicit-form if
the state equations are of the type:
(~ \ ' +l1' Yc) 0 ° k 0, 1, 2,... (2.67)
where F is a function of the states i and X+1 at times k and k+l
respectively and of the control X at time k.
Definition 2.4: A dynamical system is said to be in standard form
if the state equations are of the type:
Xk+1 = fk (x' u) (2.68)
with some function fk.
Definition 2.5: A dynamical system in standard form is linear if the
function f of (2.68) are linear functions of the state and the
control at time k:
,f (\ ' i· YZ) = $\Ej; + ·~ t~(2.69)
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Example. The state equations (2.9) and (2.10), expressing the flow
conservations, are in implicit form, with
Fk(\ ' i1~' I) = [ X it(2.70)
We define below a new state Ak and a new control Ak instead of the
former state x and the former control -k' so that the system,
expressed in .k and Yk, will be in standard form and linear. Also,
we express the cost functions of (2.31) in terms of At and Yk.
This transformation is valid for stationary networks.
Before describing the transformation, we have to classify the
subnetworks in three categories according to their structure.
Structural classification of networks
Be definition, in the stationary case, the number of entrances
is equal to the number of exits. We may label the n entrances in any
manner we like, but we have to label the exits in the same manner,
so that entrance i corresponds to exit i; otherwise the it h component
of x(k) would not have the same physical meaning as the ith component
of x(k+l). Therefore, we can speak of the entrance-exit pairs
bearing the same label, or of the exit corresponding to some entrance.
Definition 2.6: We shall call a subnetwork where at least one
entrance is connected by a link to the corresponding exit a subnetwork
of class 1.
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Definition 2.7: A subnetwork of class 2 is a subnetwork where no
entrance is connected by a link to the corresponding exit, and where
there is at least one entrance from which more than one link origi-
nates.
Definition 2.8: A subnetwork of class 3 is a subnetwork where no
entrance is connected by a link to the corresponding link, and where
only one link originates from each entrance.
Examples. The subnetworks of Examples 7.1, 7.2, 7.3, 7.5, 7.7 are
of class 1. Those of Examples 7.4 and 7.6 are of class 2. That of
Fig. 2.3.3 is of class 3.
Remark: Subnetworks of class 3 are really unimportant for our study,-
because the route followed by a car in the entire network is then
completely determined from the time it enters the network. Indeed,
there is no choice at any node, and therefore the traffic allocation
problem is trivially solved, since the flow along each link is com-
pletely determined by the entering traffic distribution J.
Accordingly, we shall completely exclude subnetworks of
class 3 in the sequel. The proofs will only be given in the main
course of the work for subnetworks of class 1. The proofs concerning
subnetworks of class 2 as well as technical proofs for class 1 are
to be found in Appendix B. Subnetworks of class 1 are by far the
most important, because a connection between an entrance and an exit
bearing the same label represents a through roadway. In our context
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(1) (1)
(2) (2)
(3) (3)
Fig. 2.3.3 Example of Subnetwork of Class 3
-64-
of main roads and side roads connecting them, those through roadways
will most often be present.
We state all the results concerning state and control transfor-
mation, and the corresponding expression for the cost function, in the
following theorem.
Theorem 2.3
1. For a subnetwork of class 1:
If
a. The n entrance-exit pairs are so labeled that entrance n is
connected by a link to exit n.
b. The m links are so labeled that the n first links originate
from n different entrances, and link n is the one that connects
entrance n to exit n.
c. The new state z(k) is an (n-l)-dimensional vector defined by
x(k) = - (2.71)
(k)
d. The new control v(k) is an (m-n)-dimensional vector defined
by
/ u(k)
¢(k) = _( (2.72)
v(k)
where u(k) is an n-dimensional vector,
Then
a. The flow conservation constraints are expressed by a dynamical
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system in z(k) that is in standard form, linear and stationary:
z(k) = A z(k) + B v(k) (2.73)
b. The cost function is quadratic but not homogeneously quadratic
in the states and the controls. It is given by:
N-1
J = Jk(z(k(, v(k)) (274)
k=l
with
Jk(zk) ,v(k)) = T T (k) M + (k)
T+ Fb(k) +r (2 75)
2. For a subnetwork of class 2:
There exists a possible labeling of the entrance-exit pairs and
and an (n-l)-dimensional vector d such that, if
z'(k) = z(k) + d (2.76)
where z(k) is defined by (2.71),
then
a. The flow conservation constraints are expressed by the
dynamical system (2.73) in z' (k) instead of z(k), with the
same coefficients A and B as in case 1.
b. The cost function is expressed in terms of z' (k) and v(k) by
(2.75) with the same coefficients Q, M, R as in case 1 and
with coefficients p', a', r' different from p, q, r of case 1.
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Remarks
1. For a subnetwork of class 1, the construction described in part 2
of the theorem is also possible, that is: one has the choice be-
tween describing flow conservation by the state z(k) given by
(2.71) or by the state z' (k) defined by (2.76).
These descriptions, however, will often correspond to two different
labelings of the entrance-exit pairs. We shall refer to them as
"subsystem in z" and "subsystem in z"'.
For a subnetwork of class 2, only the parametrization of part 2
of the theorem is possible (see Appendix B).
2. The parametrization of part 1 is applicable to a nonstationary
network provided that the number of entrances is the same for each
subnetwork (nk is constant with k) and all subnetworks are of
class 1. Exactly the same construction can be performed. The
system (2.73) becomes nonstationary and the coefficients Q, M, R,
p, i, r depend on k, because Y(k), Z(k), L(k), h(k) depend on k.
3. Conditions a. and b. of the theorem (part 1) are not restrictions
on the structure of the subnetwork: they are just indications as
to how the nodes and links have to be labeled to define the
subsystem. It is possible to label the entrance-exit pairs so
that a. be satisfied, because the subnetwork is of class 1. It
is possible to label the links so that b. be satisfied because
at least one link originates from each entrance.
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Proof of theorem 2.3
We give here only the proof of part 1 (class 1 links). For
part 2 (class 2 links), the reader is referred to Appendix B.
Proof of part l.a
The coefficients A, B,  M, R, Ep , r are obtained by suc-
cessive partitioning of the incidence matrices Y and Z and the cost
matrix and vector L and h.
Specifically, one goes through the following steps:
1. Y is partitioned into
Y (I , Y) (2.77)
where I is the (nxn) identity matrix and Y is n x (m-n).O-n
Z is partitioned into
Z (Z Z) (2.78)
_-1 :--2
where A1 is nxn and Z2 is n x (m-n).
2. Z is further partitioned into
(Z)7,= (t n -lln (2.79)
Z-l) nl (Z1 )nn
where Z is (n-l) x (n-l), (Z)ln is (n-l) x 1, (Z)nl is
1 x (n-l) and (Z1) is scalar.
Z2-Z Y is partitioned into
~~Z -- Zs~ ~Y~ ~ =(jZ1~~~ |(2.80)
_) _1_ -
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where (Z_-ZIY
_
) is (n-l) x (m-n) and (Z2-Z Y)n is 1 x (m-n).
3. L and h are partitioned into
u L12
L I L --) 1 (2.81)
21 22
and
h(h (2.82)
1-2
where L 1 is nxn, Li2 is n x (m-n), L2 is (m-n) x n and L
is (m-n) x (m-n); hl is nxl and h2 is (m-n) x 1.
4. L-and h1 are further partitioned into
=L (2.83)
\(-1()nl (Lll)nn/l
h= -1 (2.84)
w (hl)
where llis (n-) x (n-), (L)ln is (n-l) x 1, (L)n is
1 x (n-l) and (Lll) is scalar; h is (n-l) x 1 and (hl) is
scalar.
Setting
A = L12 -L 1 1 (2.85)
one partitions A into
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A= (;) (2.86)
where A is (n-l) x (m-n) and A is 1 x (m-n).
--
5. The coefficients occuring in a. and b. are given by
TA Z- (z) V (2.87)?--1 -i in n-
-B = z2 -Y (2.88)
2IL, 12(Ll)Thn l(Li) nn y V (2.89)
='El -1 +(-l1 )-1 -+ L nn -1- (2.9)
MA T ATvT (2.90)
-TL -T +.
- --1-. -- 12 -22
l - (h)n + F(Lll)ln nnn- (2.92)
q -2 Y-T + FAT (2.93)
F2r = 2 (L 1 )M (2.94)
where F is the total entering flow perturbation.
F - V~x(l) (2.95)
---
Let us now establish the above equations.
From the definition of u(k) and v(k) (2.72), the partitioning
of Y given by (2.77) and that of Z given by (2.78), it follows that
the flow conservation constraints
ere-k' -ks+1' inc) = 0 (2.96)
where Fis defined by (2.70), become:
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u (k)
x(k) = (In, Y) (2.97)
v (k)
x(k+l) = (Z1 , Z) (2.98)
M(k)
From (2.97) it follows that
u(k) = x(k) - Y v(k) (2.99)
which, combined with (2.98), yields:
x(k+l) = Z x(k) + (Z - ZY)v(k) (2.100)
--1 - -2 -1Y (2.100)
Now the definition of z(k) (2.71), together with the conservation
of total flow (2.13), imply that:
T
x (k) = F - V 1 z(k) (2.101)
n -n-l
for every k.
We now take the (n-l) first components of (2.100) and express
xn (k) in terms of z(k) and F through (2.101). With the further par-
titioning of El and 2 defined by (2.79) and (2.80), we can express
the (n-l) first components of (2.100):
z(k+l) = Zl z(k) + (Z ) x (k) + (Z -Z Y)v(k) (2.102)
or, using (2.101) ,
T
z(k+l) = [Z-1- (Z-1) 1 ](k) + (2-Z-1Y)v(k) + F(Zlln
(2.103)
which would be (2.73) (with A defined by 2.87 and B by 2.88) if the
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term (Z1) in was zero.
Let us now show that indeed, (Z) 0. In fact, (2.79)
--1 in
and the definition of Z (Definition (2.2)) show that the i t h component
of (Z)ln is 1 if and only if un is the flow along a link leading to
exit i. All other components of (Zl) l are equal to zero. But
condition l.b, together with (2.72) shows that un is the flow along
link (n,n), so that (Z1 )i n = 0 and (Zl)nn = 1. Thus, part l.a of the
theorem is proved.
Proof of part l.b
We now express the cost function (2.31) in terms of z(k) and
v(k).
From the partitioning (2.81) and (2.82) of L and h, and from
(2.77), if follows that
1 $ T
Jk(x(k) ,v(k)) = [x (k)Lx(k) +2x (k) (L -L )v(k)
T -T T
+ v (k) (Y L Y- 2Y L+L)v(k) + h x(k)
T T-
+ (h -h Y) v(k)] (2.104)
We can express x(k) in terms of z(k) and F through (2.101) and
use the further partitioning (2.83), (2.84) and (2.86), so that:
T T T
x (k)L lx(k) z (k)L z(k) + 2z (k) (Li) -(kk)
+ (Lll)nn EXn(k) 12
= -( 11_(k) + 2z (k)(L (F V z(k))z (k)L z ~ ~ LiI l
-72-
+ (F - 2 lz(k)) (Lll) (2.105)
and
2x(k) = 2(k) A v(k) zT(k) + (k) F - zT (k)]v )v(k)
T
2z (k) (A - V A )v(k) + 2FA V(k) (2.106)
- -n-i--n -
and also
T -T T
h x(k) = hlz(k) + (h ) (F - zk))
E= h_ - (h1) vT ]z(k) + (hl)F (2.107)
-1 1 n-n-ii n
Replacing the corresponding terms by the right-hand sides of (2.105),
(2.106) and (2.107) respectively in (2.104) gives equation (2.75)
with the coefficients defined by equations (2.87) through (2.94).
Q.E.D.
Illustration: Standard two-dimensional example
Let us apply the transformation of Theorem (2.3) to the stan-
dard two-dimensional example 7.1. This is a subnetwork of class 1.
The labeling required in part l.a and l.b of the theorem is
shown in Fig. 7.1. In this case, n = 2 and m = 4.
T
From (2.72), u (k) = (cl(k), ¢2(k))
T
and v (k) = (¢3 (k), ¢4(k))
Also, from (2.71), the state is scalar: z(k) = xl(k).
It is seen directly from Figure 7.1 that, in this example,
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xl (k+l) = (k) + (k)
x2(k+l) = 2(k) + ( k)
which, in the new notation, becomes (using 2.13 )
z(k+1l) = ul (k) + v2 (k) I
>1 2 (2.108)
F - z(k+l) = u 2 (k) + v (k)
Also, from Fig. 7.1,
u1(k) = x (k) - v l (k) = z(k) - v l (k)
(2.109)
U2 (k) = x2(k) - v2 (k) = F - z(k) - v 2 (k)
so equations (2.108) become:
z(k+l) = z(k) - vl(k) + v2(k) (2.110)
which is a special case of (2.73), with
A 1 (2.111)
B = (-1, 1) (2.112)
The same result can be found by applying equations (2.87) and (2.88)
with
Z = (2.113)
and
[I 1(2.114)
Z2= 11 0
The cost function is given in z(k) and v(k) by 2.75.
The corresponding coefficients are:
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Q = L1 + L2 (2.115)
M = (2.116)
R =1 3 )(2.117)
( L L2+L 4
p = -FL (2.118)
(2.119)
-2
r = 2 L2 (2.120)
obtained by applying equations (2.89) through (2.94) with
L1 = L1
1Lll)nn 2
(Lll)ln = (Lll)nl = 0
1 = 1 (Z1)nn
(Zlln (Zl )nl = 0
2.3.4 Controllability of Reduced Systems
In this section, we investigate the controllability of the
reduced systems defined in section 2.3.3. Let us recall that the
reason why we are interested in controllability is to be able to make
the statements about the asymptotic behavior in section 2.3.5. We
shall not apply the standard controllability tests to the matrices
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A and B of equations (2.87 ) and (2.88 ), because of the complicated
sequence of transformations to obtain them. Instead, we shall go back
to the definition of controllability and take advantage of both the
graph structure of the network and the way the reduced state z or z'
is related to the original state x. For the proofs, we concentrate
on subnetworks of class 1 (and on the reduction to subsystems in z,
rather than in z'). The proofs for subnetworks of class 2 are included
in appendix B. In 2.3.4.1, we consider the meaning of controllability
of a reduced system in the context of repeated subnetworks. In
2.3.4.2, we formulate a condition for controllability in the language
of graph theory. It is necessary and sufficient for class 1 subnet-
works, and at least sufficient for class 2. The reader is referred
to appendix A and to the bibliography, for graph terminology. In
2.3.4.3, we translate the condition into an algebraic one by means of
Markov chain theory.
2.3.4.1 The meaning of controllability in this context
Remark The state reduction performed in 2.3.3 was artificial insofar
as it seemed to favor one entrance-exit pair by labeling it n and
treating it differently from the others. We had to do so to substitute
a system in standard form for one in implicit form, but that operation
has no physical meaning. Any entrance-exit pair could have been
labeled n, provided the entrance and the exit were connected by a
link. Thus, we had the choice between as many subsystems as there are
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entrance-exit pairs connected by links (for subnetworks of class 1).
We shall see that, provided the subnetwork does not have a certain
peculiar feature, either all possible subsystems are controllable, or
none is. Therefore, we now interpret the controllability of a sub-
system in z in terms of the full state x.
Theorem 2.4
1. For subnetworks of class 1, the system (2.73) describing
the evolution of the reduced state z defined by (2.71) is controllable
if and only if, for any initial state x(l), it is possible to drive
the full-state x in some number of steps, say k, to
x(k) = ( ) (2.121)
by a feasible choice of the flow perturbations -(l), 4(2),...,~(k-1).
2. For subnet;w.orks of class 2, there exist r < n nodes
il, i2, "' ir such that the following holds. The sytem (2.73) des-
cribing the evolution of the reduced state z' defined by ( 2.76) is
controllable if and only if, for any initial state x(l), it is possible
to drive the full state x in some number of steps, say k, to x(k),
where
x.(k) -r l r (2.122)
0 otherwise.
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Remark. Part 2 is also applicable to subsystems in z' describing the
flows in subnetworks of class 1 (see remark after theorem 2.3).
Proof of Theorem 2.4
We prove only part 1 here. See appendix B for part 2. Con-
trollability of the reduced system in z(k) means, by definition, that
it is possible to drive the reduced state z in some number of steps,
say k, to z(k) = 0, by an appropriate choice of v(l), v(2),...v(k-l).
T T
But, since V x(k) = V x(l) = F (2.13), z(k) = 0 is equivalent to
(2.121), given the definition (2.71) of z(i). On the other hand, from
the definition (2.72) of v(i), choosing the sequence v(i), i = 1,..k-l
is equivalent to choosing the sequence ¢(i), i = 1,...(k-l) so as to
satisfy the flow conservation constraints (2.9), (2.10). Q.E.D.
Remark. Since z or z' satisfies a linear system (2.73), once z(i) has
been brought to 0 (at stage k), one can choose the controls v(k+l),
v(k+2) at subsequent stages k+l, k+2,... to be 0 so that z(j) = 0
for all j > k. Therefore, equations (2.121) or (2.122) hold, in the
full state, for all j > k. Physically they mean that, for -subnetworks of
class 1, the entire incoming flow perturbation of traffic can be driven
to entrance n after k subnetworks, and made to enter all downstream sub-
networks through entrance n. Likewise, for subnetworks of class 2,
it can be spread out evenly between entrances i1 , i2 ..".i to sub-
network k and made to enter all downstream subnetworks in the same
manner.
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2.3.4.2 Graph formulation of controllability
The meaning of negative flow perturbations
Since we deal with flow perturbations, and not with flows (see
2.2), some components of the vectors ¢(Q) can be chosen to be negative.
This possibility makes the reduced systems more easily controllable,
because the conditions of theorem 2.4 will be more easily satisfied.
In addition, an important class of perturbations we consider are those
that do not change the total flow passing through the network. Some
components of x(1l) and therefore of c will certainly be negative in this
case. We have been describing the subnetworks by directed bipartite
graphs with 2n nodes and m arcs. However, the possibility of choosing
some components of ¢(Q) to be negative allows one to disregard the
arrows in those graphs, i.e. to consider them to be undirected graphs.
Indeed, driving a flow perturbation a > 0 from exit j to entrance i
of subnetwork £ is possible by assigning (r(L) = -a if r is the label
of link (i,j). This is illustrated in Fig. 2.3.4-1. Thus, we drive
a negative flow perturbation -a from entrance i to exit j.
In Fig. 2.3.4-2, it is illustrated how the use of negative flow
perturbations makes it possible to drive the reduced state to 0 in
one step, in that example. Even when no link exists from entrance i
to entrance j, we may be able to follow some path back and forth
between the entrances and exits of the subnetwork to send some flow
perturbations from entrance i to exit j. With that construction in
mind, we shall introduce the notion of the accessibility graph to
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describe the connectivity properties of a subnetwork.
Definition 2.8
Let S be a subnetwork. Its associated accessibility graph G
is obtained from it as follows:
1. Graph G has n nodes, one for each entrance-exit pair in S.
2. Graph G is directed and arc (i,j) exists if and only if
there is a path from entrance i to exit j in S (without
taking the arrows into account in S).
Remark. Consider the entire network, whose typical subnetwork is S.
From the definition of G, it follows immediately that the existence
of a path from entrance i in subnetwork k to exit j in subnetwork Z
(Z > k) in the network is equivalent to the existence of a path of
length (Z-k) from node i to node j in G.
Example. The accessibility graph corresponding to the subnetwork of
Fig. 2.3.4-2 is drawn in Fig. 2.3.4-3. It is complete.
Pre-view. The definition 2.8 of G will enable us to characterize
the controllability of reduced systems in the following theorem. We
consider here only those subnetworks whose accessibility graph does
not contain any transient node (appendix A). Subnetworks giving rise
to graphs with transient nodes are somewhat peculiar and are con-
sidered in appendix B. An example is given in Fig. 2.3.4-4 and the
corresponding accessibility graph is drawn in Fig. 2.3.4-5.
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entrances exits
0
0
Fig' 2.3.4-1 Negative Flow Perturbation
a--tl 
-"9()-/, - O
0 . y
/~ -¢2) + r- -
Fig. (3).4-1 Ne--atie (a+ yon
Fig. 2.3.4-2 Rapid Control, by Negative Flow Perturbations
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2 31
Fig. 2.3.4-3 Accessibility Graph of the Subnetwork
of Fig. 2.3.4-2
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(1) (1)
(2) 0 > - (2)
(3) (3)
Fig. 2.3.4-4 Subnetwork whose Accessibility Graph has Transient Nodes
Fig. 2.3.4-5 Accessibility Graph of the Subnetwork of Fig. 2.3.4-4
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Theorem 2.5. Let S be a subnetwork. Assume that its accessibility
graph G does not have any transient node. Then
1. If S is a subnetwork of class 1
A necessary and sufficient condition for any reduced system
in z to be controllable is that G be strongly connected *)
2. If S is a subnetwork of class 2
2.1. If the accessibility graph G is strongly connected and
aperiodic , all reduced systems (in z') are
controllable.
2.2. If the accessibility graph G is not strongly connected,
no reduced system is controllable.
Proof of Theorem 2.5.
We shall give only the proof of part 1; the proof of part 2 is
in appendix B.
1. First, let us notice that a subsystem in z, where z is
defined by (2.71), is controllable if and only if there is a path in the
accessibility graph G from node i to node n for all i = l,...n and
all paths have the same length.
2. Indeed, that statement is merely a reformulation, in terms
of G, of a condition that can be stated in the context of S itself.
That condition is the following: there must be n paths in the
succession of identical subnetworks, with origin 1,2,...n respectively
* See appendix A for definition.
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and extremity n. In addition, these n paths must go through the same
.s
number of subnetworks, so flow perturbations along those n paths will
arrive at entrance n at the same stage. This condition is necessary
and sufficient for being able to drive any incoming flow perturbation
to the nth entrance at some stage k, and that is precisely controlla-
bility in our problem, according to theorem 2.4.(1). On the other
L)
hand, the statement of i. is clearly an appropriate translation of
this condition in terms of G, according to the remark following
definition 2.8.
3. We thus have a necessary and sufficient condition for con- is
trollability of the reduced system in Z corresponding to some specific
labeling of the entrances and exits. Let us show that it is equiva-
lent to the strong connectedness of graph G. Since this property does
not depend on the labeling of the nodes of G, we shall have shown that
either all reduced systems are controllable if the property holds,
or none are if it does not.
4. Strong connectedness of G is necessary. Let C1 be the
strongly connected component of node n. If G is not strongly con-
nected, C1 " G. If i is a node in G and i ¢ C1, then there is no path
from node i to node n in G. Therefore, according to 1., the sub-
system corresponding to that particular choice of n is not con-
.trollable.
5. Strong connectedness of G is sufficient. If G is
strongly connected, then for all nodes i = 1,2,...n, there is a path
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in G with origin i and extremity n. It remains to be shown that it is
possible to find n paths with the same length. Since the subnetwork S
is of class 1, there is at least one entrance connected to the cor-
responding exit by a link. Accordingly, there is a loop at the cor-
responding node in G, which implies that G is aperiodic. Aperiodicity
in turn implies (by elementary arithmetic reasonings, in appendix AA4)
the existence of n paths of same length from nodes 1,2,...n, respec-
tively, to node n. Q.E.D.
Remark. For subnetworks of class 2, we do not know if condition 2.1 is
necessary as well as sufficient.
Examples of controllable and uncontrollable systems
Fig. 2.3.4-2 shows a subnetwork of class 1 that gives rise to
controllable subsystems. The corresponding accessibility graph is
drawn in Fig. 2.3.4-3. The network of Fig. 2.3.4-6, also of class 1,
gives rise to uncontrollable subsystems: its accessibility graph
(Fig. 2.3.4-7) has two strongly connected components.
The network of Fig. 2.3.4-8 is of class 2 and gives rise to
controllable subsystems; its accessibility graph is shown in Fig.
2.3.4- 9 . That of Fig. 2.3.4-10 is of class 2 and gives rise to un-
controllable subsystems. Its accessibility graph (2.3.4-11) is
periodic (with period 2).
Remark. In the above examples, when controllability holds, it is
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(1) ................ (1)
(2) o - .---- (2)
(3)0 0(3)
Fig. 2.3.4-6 Uncontrollable Subnetwork of Class 1
Fig. 2.3.4-7 Accessibility Graph of Subnetwork of
Fig. 2.3.4-6
-87-(1) (1)
(2) (2)
(3) (3)
Fig. 2.3.4-8 Controllable Subnetwork of Class 2
ig. 2.3.4-9 Acceibty Graph of the beok of Fig 2.3.4-8
Fig. 2.3.4-9 Accessibilty Graph of the Subnetwork of Fig. 2.3.4-8
(3) 0(3)
Fig. 2.3.4-10 Uncontrollable Subnetwork of
Class 2
2 D3~3D
Fig. 2.3.4-11 Accessibility Graph of the Sub-
network of Fig. 2.3.4-10
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(3) \t(3)
(2) (2)
Fig. 2.3.4-12 Subnetwork of Class 1, Controllable
but not in one Step
2
Fig. 2.3.4-13 Accessibilty Graph of the Subnetwork
of Fig. 2.3.4-12
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possible to achieve it in one step, that is to drive the reduced
state to 0 in one step. In Fig. 2.3.4-12, an example is shown of a
subnetwork which gives rise to controllable subsystems since it is of
class 1 and its accessibility graph, shown in Fig. 2.3.4-13, is
strongly connected and without transient nodes. However, in this
example, the reduced state z cannot be driven to 0 in only one step.
Indeed, there is only one entrance connected to the corresponding exit
by a link, so we have to label it n = 3 to define a subsystem in z.
It is impossible to drive the flow entering entrance 1 to entrance 3 in
one step. Controllability is possible in two steps, because there are
paths of length two with origin 1, 2 and 3 respectively and extremity
3.
2.3.4.3 Algebraic formulation of controllability
In this paragraph, we wish to translate the geometrical condi-
tions given in theorem 2.5 into algebraic tests. This will make easier
the task of determining whether or not a given subnetwork gives rise
to controllable subsystems, in the case of large subnetworks.
Definition 2.9
The entrance-exit adjacency matrix U of a subnetwork is an
(nxn) matrix of zeros and ones defined by:
1 if there is a link from entrance i to exit j
ij { 0 otherwise.
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Lermma 2.6
1. If Y and Z are the entrance and exit node-arc incidence
matrices respectively, defined in 2.2.3 (equations 2.9 and 2.10), then
U = Y ZT (2.123)
2. If V is the (nxn) matrix defined from the adjacency matrix
U by:
n-1 n-1
V -= E (U UT)k = (y zTz yT)y ZT (2.124)
k=0 k=0
then V.. is a nonnegative integer equal to the number of paths of
length not greater than (2n-1) having entrance i as their origin and
exit j as their extremity, in the undirected bipartite graph des-
cribing the subnetwork S (i.e. in which the arrows are neglected).
Proof of Lemma 2.6
Part 1. The (i,j) entry of Y zT is equal to YikZjk, and
k=l
YikZjk is not zero (and is equal to 1) if and only if link k connects
entrance i to exit j. Since, on the other hand, at most one link may
connect entrance i to exit j, there will be at most one k for which
km (l1 if i is connected to j by a link
Yljk= 1, therefore _ k=l ikZjk l otherwise
and the claim follows from the definition of U.
Part 2. By induction, one can show that the (i,j) entry of
(U UT) k is the number of paths of length (2k) having entrance i as
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their origin and entrance j as their extremity (see appendix A). A
path from an entrance to an exit is necessarily of odd length. A path
of length (2k+l) from entrance i to exit j is obtained from a path of
length (2k) from entrance i to some entrance Q by adding link (Z, j).
Let X= (U UT)k . Then
n
E XiY, Uj
is the number of paths of length (2k+l) from entrance i to exit j.
To obtain the total number of paths from entrance i to exit j of
length not greater than (2n-1), one has to sum over k, from k = 0 to
k = n-l, so that (2k+l) = 1,3,...2n-1. Hence our claim. Q.E.D.
Definition 2.10
We define the following (nxn) stochastic matrix P:
V..
P.. = -_n (2.125)13 n
V
k=-
Remark. The denominator in (2.125) is different from zero: indeed, from
Lemma 2.6, it is equal to the total number of paths in the bipartite
graph describing S, that originate from entrance i and have some exit
as their extremity, and whose length is not greater than (2n-1). Since
n
there is at least one link originating from each entrance, E Vij.. > O.
k=l
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Lenma 2.8. The stochastic matrix P defined by (2.125) is naturally
associated to the accessibility graph G, in the sense that its (i,j)
entry is non-zero if and only if arc (i,j) exists in G.
Proof of Lemma 2.8: P is a stochastic matrix by construction. By
(2.125), Pij 3 0 if and only if Vij i 0. By lemma 2.6, V..ij 0 if
and only if there is a path from entrance i to exit j in S with length
not greater than (2n-1). By the definition 2.8 of G, this is equiva-
lent to the existence of arc (i,j) in G, because, the total number of
nodes in the bipartite graph being 2n, the existence of a path implies
that of a path of length not greater than (2n-1). Q.E.D.
Those definitions and lemmas enable us to present the algebraic
test, in the following theorem.
Theorem 2.6.
Let S be a subnetwork whose accessibility graph G has no tran-
sient node. Let P be defined by (2.125) from (2.124). Define
Condition C : The number 1 is a simple eigenvalue of P.
Condition C2 : The number 1 is a simple eigenvalue of P, and P
has no other eigenvalue of magnitude 1.
Then
1. For a subnetwork S of class 1
S gives rise to controllable subsystems if and only if
condition C 1 holds.
2. For a subnetwork S of class 2
.~~'""LX~"~~X~~~~~~~"I~~"" -  ~ ~ ~ ~ ISBIIIRI~~~~~- ~ II1I~~ I ~ ~ _XIII_ -.~~~~--------
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(a) If condition C1 does not hold, S gives rise to
uncontrollable systems
(b) If condition C2 holds, S gives rise to controllable
systems.
Proof of Theorem 2.6.
Taking into account Lemma 2.8, it follows that the state classi-
fication of the Markov chain whose transition probabilities are the
entries of P is equivalent to the two-level partition of G discussed
in appendix A. Therefore, from a standard Markov chain theorem [32],
[33], [341
1. Condition C1 ==G has one single final class
2. Condition C 2=G has one single final class, and that
final class if aperiodic.
Since, by assumption, G has no transient node, its having one single
final class is equivalent to its being strongly connected, and the
aperiodicity of the final class implies the aperiodicity of G. There-
fore, Theorem 2.6 is a mere translation of Theorem 2.5 Q.E.D.
Remarks
1. We assume here that G has no transient nodes. If it does,
some subsystems are controllable and others are not (according to
whether n is transient, in class 1). We discuss that point, and give
an algebraic criterion to determine if some node is transient, in
appendix B.
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2. The conditions of Theorem 2.6 are valid as well for any
stochastic matrix P naturally associated with G in the sense of
Lemma 2.8, not only for P given by (2.125). Indeed, all such matrices
correspond to Markov chains with the same state classification.
Examples
Let us apply the above technique to some examples encountered.
We obtain V through equation (2.124). For the example of Fig. 2.3.4-6,
21 21 0
V= 21 21 0
0 0 3
so that
1/2 1/2 0
P=[/2 1/2 0
0 0 1
2
whose characteristic polynomial is s(1-s) . The number 1 is an eigen-
value with multiplicity 2 so that condition C1 is not satisfied and
every subsystem is uncontrollable.
For the example of Fig. 2.3.4-10, we have
0 7 0
V= 03 0 3 ,
Lo 7 0
so that
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0 1 0
P= /2 0 1/2
with characteristic polynomial det(P-sI) 2 -s(l-s2 ) : +s(s-1) (s+l).
The number (-1) is an eigenvalue of P, so that condition C2 is not
satisfied for this subnetwork of class 2.
In this case, theory does not allow us to conclude, because
condition C1 holds and C2 does not. However, we established only
that C 1 was necessary and C2, sufficient. Nevertheless, in this
particular example, the subsystems are not controllable (see discussion
in Chapter 7).
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2.3.5. Extension and Application of Linear-Quadratic Optimal
Control Theory
The expression (2.75) for the cost function in the new vari-
ables, derived in section 2.3.3, would make our problem linear-
quadratic if the coefficients p and a of the linear terms, given by
(2.92) and (2.93), were equal to zero. This category of optimization
problems has been studied extensively, both in the continuous-time
[25], [26], [271 and discrete-time cases [211]. However, linear terms
are present in our cost function expressed in the new variables z and
v, even when the cost is homogeneously quadratic in x and W. e state
all the results concerning the extended linear-quadratic problem in
the following theorem.
2.3.5.1 Extended Linear-Quadratic Problem
Theorem 2.8
Let us consider the problem:
N-1
minimize J = (z(i), v(i)) (2.126)
i=l
over v(l),...v(N-l)
subject to: z(i+l) - A(i)z(i) + B(i)v(i) (i=l,...N-l)
(2.127)
where
J.(z(i),v(i)) = lTz3(i)Q(i)z(i)+2v (i)M(i) zi)+v (i)R(i)v(i)lv(i)v(i) + F2r(i)] (2.128)
+ [FE (i) z) + F. (i)v(i) + F r(i)] (2.128)
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z(i) is an (ni-l)-dimensional state vector, v(i) is an (mi-ni)-
dimensional control vector, and all the matrix and vector coefficients
have the corresponding dimensions. The factor F is a nonzero scalar
measured in the same units as z and v, so that all coefficients:
Q(i), M(i) , R(i) , (i), i(i) and r(i) are measured in units of cost
per squared unit of z.
Assume the following: Assumption Al
Q(i) > 0; R(i) > 0; (i) - MTi)R (i(i)(i) > 0 (2.129)*
Define the value functions V(.,k), k = 1,...N-1 by
N-1
V(z(k), k) = min J (z(i),v(i)) (2.130)
v i=k
subject to: z(i+l) = A(i)z(i) + B(i)v(i) (i=k,k+l,...N-l)
Then
1. The minimum value of J is equal to V(z(l),1).
The sequence of value functions is given by
1 T 2
V(z(i) ,i) = z (i)K(i)z(i) + FZ(i)z(i) + F m(i) (2.131)
where K(i) is a positive semi-definite (n.-l)x(n.-l) matrix, R(i) is1 1
an (ni-l)-dimensional vector and m(i) is a scalar, all measured in
cost per squared unit of. z.
The coefficients are recursively obtained from
(*) For any matrix X, X > 0 means that X is positive semi-definite,
and X > 0 means that X is positive definite.
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K(N) = Q0; Q(N) = 0; m(N) = 0 (2.132)
and
K(i) Q(i) + A(i) K(i+l)A(i) - [BT(i)K(i+l)A(i) + M(i)]T-
-[R(i) + BT(i)K(i+l)B(i) ] i[B ((il)K(ii)AKi) + MI(i)]
(2.133)
Q(i) = A (i), i+l) + e(i) - [M (i) + A (i) Ki+l)B(i) ]-
T -1 T
J[R(i) + B (i)K(i+1)B(i) ]1 -[(i) + B(i Z(i+l)] (2.134)
m(i) = m(i+l) + r(i) - 2 [j(i) + BT(i)2 _(i+l) T.
(R(i) + B (i)K(i+l) B(i) [-(i) + BT (i) (i+l)] (2.135)
2. Consider the case of stationary coefficients (i.e., n., mi, A(i),
B(i), Q(i), M (i)i R(i) p(i) qi), r(i) are independent of i).
Then
2.1 If the system (2.127) is controllable, the sequence of
matrices K(i) converges to a limit matrix , which is
at least positive semi-definite, and a solution of the
algebraic Riccati equation
K ATK A + Q- (BTK A + M)( R + B TK B) - 1 (BTK A + M)
(2.136)
2.2 If the matrix
A AT (MT + AK B) (R + B K B) (2.137)
_ _ _ _  _  _ -_ _ 
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is stable( , then the sequence _(i) converges to a limit Z
given by:
2,=~~~(~I-A).~ 8~ (2.138)
where I is the (n-l)x(n-1) identity and
A T TT -l
_= (M + AK. B)(R + BTK B) (2.139)
2.3 Under the conditions of 2.1 and 2.2, (i.e. controllability and
stability of A), the sequence of differences m(i) - m(i+l)
converges to a constant Am given by
Pm = r 1( + F B) (R + B K B) 1+F+ Bi) (2.140)
Proof of Theorem 2.8
Proof of Part 1. We shall apply dynamic programming. Bellman's
functional equation is:
V(z(i), i) = min [Ji(v(i) i) + V(z(i+l),(i+l)] (2.141)
v(i)
subject to: z(i+l) = A(i) z(i) + B(i) v(i)
Let us prove (2.130.) by induction. Clearly, equation (2.130)holds
for i = N. Let us prove it for general i by construction.
Assuming equation (2.130) holds for j = N, N-l,...i+l, with
K(j) > 0, equation (2.141) can be written:
A matrix is said to be stable if all its eigenvalues have magnitudes
strictly less than 1.
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V(z(i), i) = min (zi)(i)z(i) + (i) i)( ) 2v(i M(i)z(i)
v(i)
+ v(i) TR(i) v(i)) + F p(i) z(i) + F I(i) v(i)
+ F r(i) + - z (i+l) K(i+l) z(i+l)
T 2
+ F .T(i+l) z(i+l) + F m(i+l)] (2.142)
where z(i+l) is given in terms of z(i) and v(i) by (2.127).
Substituting the right-hand side of (2.127) for z(i+l) in (2.142), and
equating the derivative of the quantity to be minimized to zero, we have:
MJi) z(i) + R(i) v(i) + F q(i) + B(i) K(i+l)Ai) z(i) i)
+ B(i)TK(i+l) B(i)v(i) + F B(i) T (i+l) = 0
(2.143)
The second derivative matrix of the right-hand side of (2.143)
with respect to v(i) is
R(i) + B(i)TK(i+1) B(i).
This matrix is positive definite since, by assumption A1, R(i) > 0, and
also K(i+l) > 0 by the induction hypothesis. Therefore, v (i) solution of
(2.143) minimizes the right-hand side of (2.141), and is given by:
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* T -1 T
v -(i) =i1 B(M(i) + B(i) (i)K(i+l)A(i)]z(i)
+ F g(i) + F B (i) _(i+l) (2.144)
where the inversion indicated is justified by the positive definiteness
properties.
Substituting the expression (2.144) just found for v (i) in (2.142)
yields the minimum V(z(i), i). One then sees that
1T T 2
V(z(i), i) = (i)K(i(i) i) + F _(i) z(i) + F m(i)
with K(i), Z(i) and m(i) given by (2.133), (2.134), (2.135) respec-
tively in terms of the same coefficients at stage (i+l). Using assump-
tion Al (equations 2.129), it is possible to show from (2.133) that K(i)
is positive semi-definite if K(i+l) is [21].
Proof of Part 2.
2.1 In the case when E = 0 and q = 0, Dorato and Levis show [21]
that, if the system,(2.12 7) is controllable, the sequence K(i) converges
to a matrix K > 0 solution of (2.136). The recursive equations (2.133)
for K(i) are the same as in the true linear-quadratic problem (when
p = 0 and q = 0). Therefore, the result still holds in our problem.
2.2 The sequence Z(i) is given by linear recursive equations:
M(i) = A. £(i+l) + B.
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with A. = AT (MT + AT K(i+l)B) (R + BT K(i+l)B) B
- (MT + AT K(i+l)B) (R + BT +B)
From the convergence of K(i), it follows that lim A. = A given by
(2.137) and lim B. = B given by (2.139). Therefore, if A is stable,
i converges and the lmit satisfies: = A + B (appendix C). Part
Z. converges and the limit satisfies: R = A Z + B (appendix C). Part
(2.3) is an immediate corollary of parts (2.2) and (2.3), given equation
(2.135). Q.E.D.
2.3.5.2 Application to the original cost function
The property that enables us to translate the results of the pre-
vious section (2.3.5.1) into the earlier variables x of section 2.2 is
the equality between the value function expressed in terms of x as given
in (2.2) and its expression in the reduced state z (or z') given by
(2.131). Indeed, the change of variables performed in section 2.3.3 is
merely a reformulation of the optimization problem presented in section
2.2 and does not alter the minimum value or its properties.
This allows us to identify the two expressions of the value function
and to derive the asymptotic behavior of the quadratic terms of the value
function expressed in x (i.e. the matrix C(i) of section 2.2). We are
interested in the quadratic term, and not in the linear and constant
T
terms b. x and a. for the following reason.
The quantities that yield the perturbations are the propagation ma-
trices D(i) (equations (2.59) and (2.60)). They depend only on the quad-
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ratic coefficients L(i) in the cost function (2.31) expressed in x and
not on the coefficients h(i) of the linear terms. Therefore, we may
set h(i) = 0 for all i to obtain the sequence D(i), and this implies
(through equations (2.40) and (2.42)) that b(i) = 0 and a(i) = 0, for
all i, so that the value function becomes:
i T
Vi(x)= x C(i) x (2.145)
We summarize the results on the asymptotic behavior of the C(i) matrices
in the following theorems.
Lemma 2.9 Let A(i), B(i), Q(i), M(i) R(i) be defined by equations (2.87),
(2.88), (2.89), (2.90) and (2.91) of section 2.3.3 respectively.
Let
= (L ) -(L) V (2.146)E -11 1n "-11 nn-n-l
T
T= A: n -(2,'147)
r = (Lll)nn (2.148)
where the subscript indicating the stage has been omitted for clarity.
The partitions of the L matrix are defined by (2.83), and A by (2.85),
(2.86). Let us partition the matrix C(i) into the submatrices
C(i) = (2.149)
Lc2 (i) c22 (i) 
where c is (n-1)x(ni-1), 2( is (ni -1)xl, c21(i) C12(i);--1 1 i S12 i S (i)21 12
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and C22(i) is scalar.
The recursive equations (2'.132), (2.133), (2.134) and (2.135) of
theorem 2.8 are satisfied by the sequences K(i), £(i), m(i), where:
K(i) = Cll(i) - 2 C12(i)T 1 + C22i) V (2T150)
L(i) = C12 (i) - - (i) (2.151)1 22
C 22(i)
m(i) = 22 (2.152)
Proof of Lemma 2.9
Let us consider the cost function when h(i) = 0 for all i. When
expressed in terms of z and v (as in section 2.3.3), it is apparent that
it is put in the format studied in theorem 2.8, with the coefficients
A(i), B(i), Q(i) , M(i), R(i), p(i), j(i) and r(i) given in this lemma.
The matrix R(i) is positive definite. Indeed, from (2. 91),
-T -TR = Y L Y - 2 Y L + L
- - -11- - -12 -22
Thus, let v C R and define ¢ (-Y v, v) S R as in (2.72) with
u = -Yv. Then v R v L > and, if v R v = 0, then = because
L > 0, so v = 0. Therefore, R > 0. Let us prove by induction
that the value function, in the z variables, is given by (2.130) with
K(i), Z(i) and m(i) defined by (2.150), (2.151), (2.152). It is clearly
true at stage i=N since K(N) = 0 and C(N) = 0. If it is true for stages
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n.-l
j=N, N-l, ...i+l, then K(i) > 0 since, to any z £ R one can associate
T T n T T
an x = (z ; -V z) C R such that x C(i) x = z K(i) z, with K(i)
n-l
defined by (2.150) and we know from section 2.2 that C(i) > 0.
Therefore, the matrix R(i) + B (i) K(i+l)B(i) is positive definite,
hence invertible, and we may apply theorem 2.8, to find that (2.131) holds
and K(i), Z(i), m(i) are derived from the same coefficients at stage
(i+l) by (2.133), (2.134), (2.135).
Thus we can identify the two expressions of the value function at
stage i, using the partition (2.149) of C(i) and equation (2.101) ex-
pressing xn(i) in terms of F and z(i)
V.(X) 1 IzTC(i) 2 C1 2 (i) + l nc )-
1 I22
+ 2 F(C i) C V )z + C (i)F 2 ]
+ 2 F( - C22 -n.l 22
Al T T 2
_ z K(i)z + F T(i) z + m(i)F
which yields (2.150), (2.151) and (2.152). Q.E.D.
The lemma we have just proved enables us now to characterize the
asymptotic behavior of the quadratic term in the value function. This is
done in the following theorem.
Theorem 2.10
Assume the network is stationary, that is: ni, mi, Li, Y., Zi do not
depend on the stage parameter i.
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1. If the reduced system in z is controllable, then the sequence K(i)
defined by (2.133) converges to a positive semi-definite matrix K solu-
tion to the algebraic Riccati equation (2.136) (with the coefficients
given as in lemma 2.9).
2. If in addition to controllability, the matrix A (of equation (2.137))
is stable, then
2.1 The sequence _(i) defined by (2.151) converges to a limit k_,
and
2=(I - Af)1 8 (2.153)
where
- (M + ATK B)(R + K B) (2.154)
2.2 The sequence m(i) defined by (2.152) is such that
lim (mi) - m(i+l)) = - (2.155)
and
lim (c(i) - C(i+l)) = a v vT (2.156)
i-*-oo -n-n
where
A A TA^T T -1 ^ TA
a = 2 r- (+ B ) (R + BK B) ( + B) (2.157)
Proof of Theorem 2.10
1. According to theorem (2.8), controllability implies the convergence of
K(i) to a positive semi-definite solution of the Riccati equation (2.136).
-108-
According to lemma (2.9), K(i) is given by (2.150).
2.1 The stability of A implies the convergence of _(i) to k given
by (2.138), with B as in (2.139). (theorem 2.8).
2.2 Equation (2.134) then implies that (mi - mi+l) converges to
a/2 where a is given by (2.157). Equations (2.150), (2.151) and
(2.152) can be solved for C(i) and yield:
C (i) = 2 m(i)
C (i) = (i) + 2 m(i) Vn
--12 -- - n-1 -i
C (i) = K(i) + 2 Q(i)vT + 2m(i)v v
Subtracting C(i+l) from C(i) and taking into account parts 1 and
2.1, one obtains (2.156), since
C22(i) C22(i+l) 2 Am
C12(i) - C12(i+l) + 2 Am Vnl-
c (i)-- £ (i+l) - 2 Am V V
-n-l n-l
and this implies (2.156) where a = 2 Am Q.E.D.
Remark. The proof relies on the property that A, given by (2.137), is
stable. That will be shown independently in section 2.3.7, assuming only
the controllability of the subsystem in z. We shall thus have proved
theorem 2.10 under the sole controllability assumption.
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Physical interpretation of equation (2.156)
Equation (2,156) is a proof of one feature of the asymptotic be-
havior of C that was observed numerically (see 2.3.2). It shows that,
for (N-i) large, C(i) grows linearly in the number of subnetworks (N-i):
T
C(i) - + (N-i) a vv
-n-n
with some fixed finite positive definite matrix C. Thus,
x (i)C(i) x(i) ~ x (i)C x(i) + a(N-i)F
for (N-i) large, since
T T 2
x (i) V V x(i) F
-n- -
Therefore, as far as the quadratic part of the cost is concerned, adding
one more subnetwork adds a term F2 to the total cost; n more subnetworks
adds naF to the cost. The rate of increase a is given by (2.157) which
can be obtained by solving an algebraic Riccati equation (2.136).
Equation (2.156) implies that x(i) TC(i)x(i) goes to infinity for
(N-i) + 0 if F40. This means that the cost to travel through an infinitely
long network in infinite, which is to be expected. Notice, however, that
if F=0O, the cost of a perturbation x(i) goes to a finite limit.
We shall see in section 2.3.7 that, after a long time, flow rear-
ranges itself so that the same distribution is repeated. The only important
parameter is then F and one may solve a minimum cost problem on one single
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T
subnetwork under the constraint n x = F, to obtain a. This leads to
a variational characterization of a, given in chapter 4.
2.3.5.3 Example
We illustrate the theory of this section (2.3.5) on the standard
two-dimensional example already considered several times, (2.3.2, 2.3.3,
2.3.4), that is, the subnetwork of Fig. (7.1). We have already calculated
the coefficients A, B, Q, R, M, , r in 2.3.3.
To obtain the Riccati equation (2.136), which is here a scalar second
degree algebraic equation, we need the following expressions:
-K
B' K A =
K/
- (K+L
B' K A + M =
K + L2
/ K -KB' K B -
/ (L +L3) + K -K j
-K (L2+L4 ) + K
(R + B' K B) [ (L1+L2+L2 3+L4)K + (L1+L3) (L2+L4)] [(L2+L4 ) + K
· K
corresponding to
L1 0 00 
L 0 L 2 00
0 0 L30
0 0 0L4
and to the labeling of the links and nodes shown on Fig. (7.1).
The Riccati equation (2.136) becomes, in this case:
(L+L4) + K K -(K+L
. (L+L+L3+L4) + (L +L3)( (2.158)
Let us consider the numerical case when L1 = L2 = 1 and L3 = L4 = 2.
Equation (2.158) then becomes:
K+3 K -(K+l)
K= K + 2 -6K+9 (K+l) (K+1)] 
-K+9 tl~ K+3 (K+I) J
which yields K 3= 2.
Since K > 0, the solution is K = I. This is precisely the value
found by computer implementation of equations (2.39)
at stage i=20, which confirms equation 2.150 of lemma 2.9 in this parti-
cular example.
Now we can compute Q by (2.138). For that purpose, we need
A = AT (MT + AT K^ B) (R + BT K B)- T
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and
(M + AT K B) (R+ B K B) -
In this particular case,
(L+L) + K +KA = 1 - [-(K+L )(K+L2) ]+K [ I
+K (L +L 3) +K13
[ (L1+L3+L+L)K+ (L1+L3 ) (L2+L4 )]
and
= -L - 4) (+L+L )K+ L+L 3) (L2+L4)]- 1 [-(K+L 1 ) (K+L)].
2 4
[ L K (L+L 3 ) + K L2
In the numerical example L1 = L2 = 1 and L3 = L4 = 2, equation (2.138)
becomes
F(/2+3) iF 
Q = Q -1 -[-(1+M2(1+2)] [+3 )-
J/ (v2+3) Q-1
which yields 2 = 
Now we can substitute the values found for K and Z in the right-hand
side of 2.157 to obtain a.
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= 1i- [1 - (1+)l] J ][ + =
~2 E 2+3-(1+r2) 6r2+9 3
It was indeed observed numerically (see chapter 7) that, in this example,
-1/3 1/3
C(i) - C(i+l)+ 
1/3 1/3
2.3.6 The Propagation Matrix and its Asymptotic Behavior
Our main concern is the sequence of propagation matrices D(k) since
it yields the perturbations recursively from the initial one (equation
2.59). Here, we relate D(k) to the coefficients of the value function ex-
pressed in the new variables z and v, i.e. we express D(k) as a function
of the sequences K(j) and _(j). The asymptotic behavior of D(k) (when
k + -o) is then derived from the results of section 2.3.5. We state the
results in the following theorem.
Theorem 2.11
Consider the case when the dimension is stationary, i.e.: k = n
for all k.
1. The propagation matrix at stage k, D(k), is given in partitioned form
by T
Dk(k) + (k) k 1 (k)
D(k) = - - - - - - - - - - - - - - - - - - - (2.159)
E -(Ik T T
whe (I- A(k) - (k) is '1an - nsional vctor,(k
where A(k) is an (n-1)x(n-1) matrix, H(k) is an (n-1)-dimensional vector,
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and I is the (n-l)x(n-l) identity. For a state reduction in z (see
section 2.3.2)
2. The matrices A(k) and I1(k) are given by:
A(k) = A(k) - B(k)(R(k) + B (k) K(k+l)B(k)) (M(k) + B (k)K(k+l)A(k))
(2.160)
T -1 T T
I_(k) = -B(k)(R(k) + _ (k) K(k+l)B(k)) (() k + B (k)_(k+l))
(2.161)
where A(k), B(k), M(k), R(k) are the coefficients of the dynamical system
and the cost function in the new variables, as given in lemma 2.9. The
matrix K(k) is obtained recursively from (2.132) and (2.133) and L(i)
from (2.132) and (2.134). Also,
T (i) = A(i) (2.162)
where A(i) is the matrix occurring in 2.134, i.e.
Z(i) = A(i)_Z(i+l) + B(i)
3. If the dynamical system (2.127) is stationary and controllable,
A(k) goes to a limit : lim A(k) = A and
k-+-
A = A - B(R + BT K B) -(M + BTK A) (2.163)
where K - lim K(k) is a positive semi-definite matrix solution of (2.136).
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4. If in addition, the matrix A is stable, Q(k) goes to a limit Q given
by (2.138) and E(k) goes to a limit EI.
T -1 T T
l = - B(R + B K B) (A + B Y) (2.164)
R-1 _ 
Consequently, D(k) goes to the corresponding limit: lim D(k) =D and
A+f T ,
--n-1 -1
D = -- - - - - - --- (2.165)
V (I - A - n _ , l vT 
-n-1 -n-l -n-1
For a state reduction in z'.
The results in parts 2, 3, 4 hold except that EI(k) and R_ have to be
modified; see Appendix B.
Proof of Theorem 2.11
We consider here only the case of a state reduction in z. Equations
(2.60) and (2.62) of section 2.2 show that D(k) is independent of the
linear coefficients h(i) in the cost function (2.31). Therefore, we can
restrict ourselves to the case h(i) = 0 for all i when studying D(k). In
that case,
x (k+l) = D(k) x (k) (2.166)
(where * denotes optimality as usual), because
x (k+l) = Z(k) W Ck)
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and the constant term in the expression (2.43) of M (k) in terms of x (k)
vanishes (since b(i) = 0 for all i, given 2.40). On the other hand,
z (k+l) = A(k)z (k) + B(k) v (k) (2.167)
where v (k), the optimal control at stage k in the reduced system, is
given by (2.144). Therefore,
z (k+l) = A(k) z (k) + 1T(k)F (2.168)
where F is the total flow, i.e., the sume of the components of x(l), A(k)
is some (n-l)x(n-l) matrix, and 11(k) is some (n-l)-dimensional vector.
Both A(k) and E_(k) are pure numbers, i.e. without units of cost, flow,
etc. We shall first transform equation (2.167), in the z, F variables,
into an equivalent expression in x, to derive the relation (2.159) between
D(k) and A(k) and _E(k). Thereafter, we shall use equation (2.144) for
v (k) to obtain the expressions (2.160) and (2.161) for A(k) and 11(k),
respectively.
Proof of Part 1
Replacing z and F in terms of x by means of (2.71) and (2.101) trans-
forms (2.167) into
n-l n
xi (k+l) = ij (k) x. (k) + Ti(k) x (k) (i=l,...,n-l)
'j= j=l
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n-1 *
xn (k+l)= F - z. (k+l)J1
n n-l n-l rn-l n
= ii x.(k) - C Ai(k)xj () [ ik ) x.(k)
jl i-=l j=l i=l j 
or equivalently,
n-l
x.(k+l) = X [Aij (k) + .(k)] Xk) (k) x (k) (i=l, ..,n-l) (2.169)
1 3j=l 1 
n-l n-l n-l n-l
Xn (k+l) = 1- A - (k) (k) (-k) H 1(k x) (k)
j=l s=l S3 sj1 s s= 
(2.170)
Identifying the coefficients of those two equations with those of
(2.166) yields:
Di (k) A= . .(k) + TII(k) i=l,...,(n-1);j-1,...,(n-1) (2.171)
Din(k) = Hi (k) (2.172)Di (k) =TIti.(k) i=-,..., (n-l) (2.172)
n-l n-l
D .(k) l- A .(k)- s 1s(k) (i=l,...,n-1) (2.173)
s=l S s=l
n-l
D (k) = 1- I s (k) (2.174)
nn atrix form, becomes 
which, in matrix form, becomes (2.159) .
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Proof of Part 2
Substituting (2.144) for v (k) into (2.167) yields:
z(k+l) = [A(k) - B(k) (R(k) + B (k)K(k+l)B(k)) (M(k) + B (k)K(k+l)A(k))1z (k)
T -1 T2 '2
- B(k) (R(k) + B (k) K(k+l)B(k)) [A (k) + B (k)_(k+l)]F
(2.175)
where we have expressed i(k) from equation (2. 93), with h(i) 0= for all
i, to make the dependence on F explicit.
Identifying equation (2.175) with (2.168) yields A(k) and 11(k), as
given by (2.160) and (2.161), respectively. It is easy to check (2.162)
by inspection of equation (2.134).
Proof of Part 3
From theorem 2.8 and lemma 2.9, we know that, if the system is con-
trollable, K(i) converges to a limit K, a positive semi-definite solution
of (2.136). Therefore, A(i) goes to the corresponding limit, given by
(2.163)
Proof of Part 4
T
Because of (2.162), A = A where A is given by (2.137), and A is
stable if an only if A is. Accordingly, if A is stable, theorem 2.8 im-
plies that _(i) converges to . given by (2.138), and the sequence 11(i)
converges to H given by (2.164). Q.E.D.
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Remarks
1. The propagation matrices D(k) are homogeneous functions of degree
zero in the cost matrices L(k), i.e., if all the cost matrices L(k) are
multiplied by the same scalar constant, the matrices D(k) remain unchan-
ged.
Indeed, let us notice that M(i), j(i) and R(i) are homogeneous of
degree 1 in the sequence L(k). This is easily seen from equations (2.89),
(2.90) and (2.91) in the case where h(k) = 0 for all k. Therefore,
K(i) is homogeneous of degree 1 in the sequence L(k), according to equa-
tions (2.133), and equations (2.160) and (2.161) then show that A(k) and
IE(k) are homogeneous of degree zero; consequently, from (2.159), so is
D(k).
2. The entries of every column of D(k) add up to 1. This is an immediate
consequence of equation (2.159). This property is to be expected because
of flow conservation. Indeed, combining the mathematical expression of
flow conservation:
T T
V x (k+l) =V x (k)
with the propagation equation (2.166), yields
T * T *
V D(k)x.(k) = V x (k) (2.176)
-4 - --n -
But this equation would hold as well if the optimization were carried over
stages k, k+l,...N instead of 1,2,...,N. In that case, the exogeneous
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parameter would be x (k), instead of x (1), so that
T TV D(k) = V (2.177)
-n -n
must hold.
Another way of stating this property, expressed by equation (2.177),
is to say that the number 1 is an eigenvalue of D (k), and V a corres-
-n
ponding eigenvector.
Numerically, we always observed that, in addition to that property,
Tthe entries of D(k) were positive. Therefore D (k) was a stochastic
matrix in all numerical examples. If we could establish directly that
DT is a stochastic matrix, we would at the same time have shown that its
eigenvalues lie within the closed unit circle, and, under certain condi-
tions, within the open unit circle. Therefore, we would immediately be able
to make the desired statements on the decrease of perturbations in an
infinitely long network.
3. In section 2.3.7, we prove that, if the reduced system is controllable,
the matrix A is stable. Therefore, theorem 2.11 can be applied under the
sole assumption of controllability.
Example
Let us calculate A and T_ in the numerical standard two-dimensional ex-
ample considered earlier. For the example we have:
A = 1 - 1 [-1 1] = 3 - 2/2
(E r+3) (1+1 t %
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[i+ 3 -$ 4
= -1 .[-1 1] = - 1
62+9-+i9 _ /yZ2 <i + 3 ( -2] + 1) 
Therefore, by (2.165),
(E + I n
D
_1 -(E + H) 1- H
I(2 - J) (/2 - 1)
(r2 - 1) (2 - r2)
This is indeed the matrix D(i) was found to converge to by implementing
the equations of section 2.2 on a digital computer. For instance, after
19 steps, the result displayed in the output was
-.5857864376 .4142135624
D(i) =
_.4142135624 .5857864376
which is a correct approximation of D up to at least seven decimal places.
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2.3.7 Sensitivity Analysis
2.3.7.1 Physical motivations
Our basic problem is to determine whether zero net flow optimal
perturbations decrease downstream and, if so, how fast they do.
The optimal flow perturbations are given recursively by equation
(2.59):
x (i+l) D(i) x (i) i=l,...,N
We have just derived expressions for the propagation matrices D(i) and
their limit D, (see section 2.3.6) for i + -o. Let us emphasize the phy-
sical meaning of that limit by a more complete notation. In a network
consisting of N subnetworks, we shall denote by D(k, N) the propagation
matrix at stage k. This was previously denoted by merely D(k). Corres-
* *
pondingly, we write x (k, N) instead of x (k) for the perturbation at
stage k in a network of length (N-1). In this notation,
* * *
x (i+l,N) = D(i,N) x (i,N) i=l,...,N (2.178)
While it is mathematically correct to let the parameter k go to -~ as we
did in 2.3.6, it is not notationally very satisfying because one wishes to
label the subnetworks with positive integers, the most upstream being
called 1 and the most downstream, (N-1). However, the only physical quan-
tity that matters for the purpose of an asymptotic behavior is the number
of subnetworks that separate the k one from the exit, i.e. (N-k-l).
(see Fig. 2.2.2 ) This is the parameter that shall go to +A.
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Instead of fixing N and letting k go to -~ (which we did in 2.3.6
when writing D = lim D(i)), we can as well think of k as fixed and let
N, the "length" of the downstream network, go to +-. This way of view-
ing things shows that the physical interpretation of D is
D = lim D(k, N)
N++o
This does not depend on k, since D(k, N.) depends only on N-k. Let
us set D(i) = D(k, k+iL. Then D = lim D(i). Therefore, D can be viewed
i-)+cX
as the propagation matrix in an infinitely long network. Letting N go to
+a in (2.178) yields:
* *
limr x (i+l, N) = D lim x (i, N) (2.179)
N~o No-
or, denoting lim x (i,N) by x (i),
N-o
* *
x (i+l) = D x (i) (2.180)
hence, by induction,
* D i
x (i) = x (2.181)
Where x (i) now represents the vector of optimal flow perturbations at
stage i resulting from a perturbation x at stage 1, in an infinitely long
network.
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Numerical experience with speed of convergence
It has been observed in all numerical experiments that the conver-
gence
D(k, N) + D
as N-o-, is very fast. This is reported in chapter 7.'
For example, in the standard two-dimensional example with the same
data as in 2.3.6, it has been found that, with N = 20, D(l, 20) -D(2, 20)
- .-.. D(11, 20) to 14 decimal places. They are equal to D(14, 20),
D(15, 20), D(16, 20), to 5 decimal places; and even to D(17, 20) and
D(18, 20) to 2 decimal places. D(19,20) is drastically different from
all other matrices.
This is the generally observed behavior: D(N-1, N), the propagation
matrix for one-step optimization, is very different from all the D(i, N),
N-i > 1, i.e. the propagation matrices for optimization over more than
one step. D(N-2, N) is already very close to the limit lim D(i, N) = D.
N3t
In view of these numerical results, it is very accurate to use D instead
of D(i, N) for N-i > 10 say, and even not at all unreasonable to do so
as long as N-i > 1.
These considerations have be be borne in mind when we use the ex-
pression "infinitely long network", i.e. when we let N go to infinity.
It is the rapid convergence of D(i, N) that justifies using D in finite
networks.
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2.3.7.2 Mathematical formulation
The mathematical developments of this section lead to a character-
ization of the eigenvalues of D, under unrestrictive assumptions. This
characterization enables one to prove the central result: optimal per-
turbations with zero total flow decrease geometrically downstream in an
infinitely long network. We can even say more about general perturbations
with nonzero total flow.
In the following theorem, we state what spectral properties of D we
shall need, and how they will be used in proving our main point. There-
after, we establish how these spectral properties can be derived from
those of A. Finally we establish the spectral properties of A, using
controllability and two auxiliary assumptions. We can then sum up the
central result, discuss the assumptions on which it rests and illustrate
it on a special class of examples.
Definition 2.10
The algebraic multiplicity of an eigenvalue is its order as a root
of the characteristic polynominal. The geometrical multiplicity of an
eigenvalue is the dimension of the vector space spanned by the corres-
ponding eigenvectors.
Theorem 2.12
If
1. D is invertible.
2. The number 1 is a simple eigenvalue of D.
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3. All other eigenvalues of D have magnitudes strictly less than 1.
4. The eigenvalues of D all have a geometrical multiplicity equal
to their algebraic multiplicity.
Then
1. There exist constant matrices B(1),...B(r), (r < n-l being the number of
distinct eigenvalues other than 1) such that, for any positive integer k,
Dk =B(o) + I B(i)(s)k (2.182)
p=l
where
T
B(o) = E (2.183)
S1,...S r are the r distinct eigenvalues other than 1 and E is that eigen-
vector corresponding to the eigenvalue 1, uniquely defined by:
D p = p (2.184)
VT = 1 (2.185)
-n
2. There exists a constant M such that, for any vector x E R and any
positive integer k,
IDk _F al| <Mlslkllxl (2.186)*
where
isl = max jsil <1 (2.187)
i=l,...r
n
'For any vector v in Rn, ||VII is its euclidean norm: v I = ( X vil= 2)
i=l1
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and
F T
- x
3.
lim Dkx = F E (2.188)
k+t
4. If all eigenvalues of D are simple, then
-l
Bst(i) Vsi ()it (2.189)
and V is an (nxn) matrix of linearly independent eigenvectors of D.
Remark
If the vector x is such that Vn x 0, i.e. if it describes an ini-
tial perturbation that does not alter the total incoming flow, equation
(2.188 becomes: !HDkxI <Misiklixi or, according to (2.181),
* k *
i Ix (k)II| < Ms! I !!x (1)!
which shows that the magnitudes of the optimal downstream flow perturba-
tions for an infinitely long corridor network decrease exponentially to zero.
On the other hand, equation (2.186) shows that a general perturbation
distributes itself among the entrances according to the distribution A,
which is repeated from one subnetwork to the next, according to (2.184).
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Proof of Theorem 2.12
Proof of Part 1
See Appendix D. We follow there step by step a proof which is usually
found in textbooks over Markov chains, but which utilizes only the assump-
tions of this theorem.
Proof of Part 2
From equations (2.182) and (2.183)
-DkX VT XI I I D kx - F E = B(i)X I
X Isi k IIB(_ )II * I1I!I1 < r BI lkllxilI
i=l
where B = max IIB(i)ll and Isl= max Isil, the matrix norm being de-
i=l,...r i=l,...r
fined, for any matrix X, by | X{{l = max jX x|li, which is equivalent to
s.t. Ix!1=1T
ix = e i where is the largest eigenvalue of X X. (see 25]).
max max
Thus equation (2.186) is proved with M = rB.
Part 3 is a straight-forward consequence of part 2, since Is l < 1,
so lim IDkx - F eji < Miix|I lim Is = s . Q.E.D.
k+.. kQ.E.D.
Remark
Equation (2.189) makes it possible to compute the constant M pro-
vided the eigenvectors of D are known (in the case of distinct eigen-
values). Indeed, M = (n-l) max iB(i) II, as shown in the proof of theor-
i=l,... (n-l)
em 2.12, since r = n-l in this case. On the other hand, the constant Isl
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is the largest magnitude of an eigenvalue of D other than 1.
In the case of multiple eigenvalues, the B_(i) can be obtained from
the Jordan form.
Relation between the spectral properties of D and those of A
We have shown in theorem 2.11 that our main goal - obtaining bounds
for perturbations - will be reached if some properties of the eigenvalues
of D can be established. Now we show, in the following lemma, how those
properties can be derived from those of A. Also we relate the eigenvec-
tors with eigenvalue 1 to the matrices A and T.
Lemma 2.12
1. The following relation holds between the characteristic polynomials
of D and A.
det(D - s I) = (1-s)det(A - s I) (2.190)
for any complex number s. (I is the nxn identity matrix).
2. If z is an eigenvector of A, then x given by
-n- (2.191)
is an eigenvector of Dwith the same eigenvalue.
3. If u is an eigenvector of D with eigenvalue 1 and v u = F, then if
u is partitioned into
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(u =1 ) 
-(2.192)
u 2
n-l
with uc R ,
(I- A)ui = F II (2.193)
Proof of lenmna 2.12
Proof of Part 1
From equation (2.165) (section 2.3.6), it follows that
A -s+l A+II +H1 A11 12 1 l,n- l+1 1.
A21 +2 A22 -s+2 2.. ,n-l+ 2 2
det(D-s I) = I
A +11 +11 A -s+flH I
n-, n-l n- 1,2 n-l' n-l,n-l n-l n-l
I_n 1 n n n 
n-l n-l n-1 n-1
1- (iA.i 1 +if ( i2 (A +I (-s)- InI.
i i il iil
(2.194)
Let us notice that, denoting x.. the (i,j) entry of the above determinant,
n-l
xnj (1 s) - X.. for j=l,...,n (2.195)
n] i1
~~IX~~i---l__II__I.. ~3
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therefore,
X1 1 x 1 2 i ' ' Xln-l Xln
det(D-s I) -
Xn-l,1 Xn-1,2 .. Xnln Xn-l,n-n
(l-s) (l-s) (1-s) (1-s
or, factoring (l-s) in the bottom row,
I (-S) +1 ,n-1 2 1
21+1 22-S+ 2 2,n-1 +2 2
det(D-sI)=(l-s)
A +II A +T1 A -s+It It
n-l,l n-l n-1,2 n-l" ' n-l,n-l n-l n-l
1 1 ... 1 1
= (l-s) det (A - s I)
where the last equality is justified because the determinant does not
change if the last column is subtracted from all other columns.
Proof of Part 2
Let z be such that
Az=s z
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for some complex number s. Let us define x by (2.191). Then, from equa-
tion (2.165), it follows that the vector of the (n-l) first components
of D x is given by
T TA z+ V Z - V z=Az=sz
-- n-1 -1---
T T T TOn the other hand, V D = V so that v D x = = 0 and therefore,
-n - -- -n --- -n -
the nth element of D x is (Dx) -s VT 1 Z. Consequently, D x = s x.
n -S ~
Proof of Part 3
Partitioning u according to (2.192) with u £ R- and u2 £ R and
applying (2.165),
A + u +l U+ =U
- - -n-1 -l - 2 -l
or, since
2 -n- l-l 
a Ul + IT Unll + 11(1 - V Tjl) =
or
u -LU Fit n Q.E.D.
Remark: Similarity of the propagation matrices corresponding to different
state reductions
1. Equation (2.190) of lemma 2.12 is valid whichever labeling of the en-
trance-exit pairs has been adopted (section 2.3.3). Different labelings
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lead to different state reductions, and to different matrices A, but
equation (2.190) shows that the eigenvalues of A do not depend on the
particular state reduction since they are canonically related to those
of D. Therefore, two matrices A corresponding to two different state
reductions are similar. They represent the same linear mapping in two
different coordinate systems.
2. The derivation of lemma 2.12 can be applied to D(k) and A(k), E(k),
for any k and not only to their limiting values. This is because it
uses only equation (2. 159) which is valid for any k. Remark 1 concerns
the various A(k) matrices as well. We shall now derive a corollary re-
lating the eigenvalues and eigenvectors of D with those of A.
Corollary 2.13
1. If the number 1 is not an eigenvalue of the matrix A, then
a) the number 1 is a simple eigenvalue of D
b) the sum of the components of an eigenvector corresponding to
unit eigenvalue is different from zero, so it can be normalized
to 1 and is then uniquely defined by (2.193), with F=l.
2. If in addition, the eigenvalues of A all have a geometrical multi-
plicity equal to their algebraic multiplicity, then the eigenvectors of D
with eigenvalues other than 1 are all derived from those of A by (2.191).
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Proof of Corollary 2.13
1. Equation (2.190) shows that 1 is a simple eigenvalue of D if, and
only if, it is not an eigenvalue of A.
A T2. Let D u = u with u30 and let us prove that F Vu f 0 by contra-
T Tdiction. Assume V u = 0. Then u Y 0 because if = 0 andn * u
-n -1n *u-1
T
-= Vnl + u2 = 0, then u2 = 0 and u = 0. But equation (2.193), with
F= 0, becomes: (I - A)u1 = 0 which, together with Ul 3 0, contradicts
the fact that 1 is not an eigenvalue of A.
Therefore, n u 4 0 and u can be normalized by Vn u= 1. Let us
call B that normalized eigenvector with eigenvalue 1.
According to equation (2.193) again, p is uniquely defined by:
-1
=I A)- II (2.196)
and
P2 = 1 - 2 n-l .1 (2.197)
3. Equation (2.191) shows that linearly independent eigenvectors all
corresponding to the same eigenvalue of A (and thus, of D) give rise to
as many linearly independent eigenvectors of D corresponding to the same
eigenvalue. Moreover, equation (2.190) shows that an eigenvalue of A has
the same algebraic multiplicity as an eigenvalue of D and, therefore, from
the assumption of this corollary, it has also the same geometrical multi-
plicity. Therefore, there may not be eigenvectors of D that are not derived
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from eigenvectors of A by (2.191).
Corollary 2.14
If the eigenvalues of A are simple and 1 is not among them, then a
matrix V of linearly independent eigenvectors of D can be obtained as
follows:
P1 Z 
1 E- · -n-1
V -- - - -- - - - - - (2.198)
T TP2 Vn-lZl -El -1-- n-ln-1
where zl z2 '. z-1 are (n-l) linearly independent eigenvectors of A and
P1 and P2 are given by (2.196) and (2.197).
Proof
This is an immediate consequence of corollary 2.13, and the express-
ion of D in terms of A and R.
Remark
The matrix V given by (2.198) can be used to compute the constant
M that occurs in (2.186) to yield bounds for the perturbations. The
whole problem of seeking bounds for perturbations is therefore completely
reduced in terms of A and H.
Pre-view
Having shown in theorem 2.12 that the perturbation problem in an
infinitely long network reduces itself to a question about the eigenvalues
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of D, which in turn amounts to characterizing those of A, we now turn
our attention to A.
According to (2.163), the matrix A depends on the data L, Y, Z,
and on K. Therefore,any further study of A involves an explicit expres-
sion for K. Obtaining one is equivalent to solving analytically an alge-
braic Riccati equation. To do so, we follow a method due to Vaughan [22],
which is an adaptation of Potter's method to discrete-time systems. It
uses the Hamiltonian formulation and involves only linear operations.
This method is particularly attractive because it allows us to derive
immediately a simple expression for A, instead of substituting the value
of K in (2.163) However, Vaughan's method is directly applicable only
to cost functions with no linear terms and without cross terms coupling
state and control, i.e. to block-diagonal cost functions.
Let us notice though, that A and K are the same whether or not linear
terms are present. As far as the quadratic cross term is concerned, we
can define a related system with different state equations, a diagonal
cost function and the same A and K matrices. We can apply Vaughan's method
to this system.
Diagonalization of cost function
We state here the result concerning the existence of an equivalent
system with a diagonal cost function.
Theorem 2.15
Assume the following:
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>_ ; S > 0
Assumptni~ A2 t R > 0 (2.199)
T -1
2 - M R' > 0
Let problem 1 be: minimize
1 .v TJ1=2I [£zT (k), vT(k)] + -- z S z (2.200)1 2 -- - - 2-N ---Nk=l -- M R _y
over v(l), v(2),...v(N-l) subject to:
z(i+l) = A z(i) + B v(i) (i=l,...,N-1) (2.201)
Let problem 2 be: minimize [ T z-
N-1 T R M) 0 Z (k) 1 T
J2 z (k) v (k)J + IP S (2.202]
k=il L 0 v (k)]-
over v(1), v(2),...v(N-1) subject to:
z(i+1) = (A - B R-M)z(i) + B v(i) (2.203)
Then, Problem 1 and Problem 2 are equivalent in the sense that they have:
- the same value function
1 T
vl( z ) = 2 z K(i) z (2.204)
with K(i) given by the recursive equations (2.133) and
K(N) = S (2.205)
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- the same optimal trajectory z (i) corresponding to the same
initial condition
z(1) = (2.206)
Proof
See Appendix E. This result is often presented in the continuous-
time case [26].
State-costate approach. Vaughan's method and its applications
It is well known that, given a discrete-time optimal control problem,
there exists a sequence a (i) (i=l,...,N) of vectors of same dimension
as the state vectors, called co-states, and whose evolution is described
together with that of the states by equations involving the Hamiltonian
function. This is usually referred to as the discrete minimum principle [23],
[24]. It is of special interest in the linear-quadratic problem, as
stated in the following proposition.
Proposition 2.16
In the linear-quadratic problem, with state equations
z (i+l) = A(i)z(i) + (i)v(i)
and diagonal cost function
N-1 1 T Q(i) ° z r 1 T
J = N- [ - ( i) l ].- + Z (N) Sz (N) (2.207)
i=l 0 R(i) v(i)J - -
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the discrete minimum principle implies:
S >0
If Q(i) > 0; R(i) > 0
A(i) invertible
then:
the optimal state z (i) and the optimal co-state E (i) at stage i
are related by:
(i) = K(i)z (i) i=l,...,N-l (2.208)
where K(i) is the matrix defining the value function (2.204) at stage i.
The optimal state-costate pair at stage i is given recursively by:
z (i) z (i+l)
[ i - H (i) (i,... ,N-) (2.209)
E p(i) ! p (i+l)J
where the Hamiltonian matrix H(i) is obtained as follows:
K-l~i) ' A-!(i) B(i) R -(i) B (i)
H(i)- - - - - - - - - - - - - - - - - - - - - - - - (2.210)
Q(i)A (i) |A (i) + 2(i)A (i) B(i4R (i)B (i
Proof: see [23].
Remark
We can apply proposition 2.16 not to problem 1, but to problem 2 of
theorem 2.15, that is, with
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- 1
B=B
_=a-MR M
R=R
provided that A = A - B R. M is invertible. (assumption A3)
Indeed, problem 2 has a diagonal cost function and assumptions A2
and A3 guarantee the assumptions of proposition 2.16.
Vaughan's method
Using the Hamiltonian approach, Vaughan [21], [22] has given an
explicit expression for the sequence {K(i)}, in the case of the discrete
linear-quadratic problem with stationary coefficients. We summarize
his results below.
Proposition 2.17
For the problem of proposition 2.16, if H is the Hamiltonian matrix
defined by (2.210), then:
1. The inverse of any eigenvalue of H is also an eigenvalue of H. There-
fore, if the eigenvalues of H are simple, we have
W-1H W = (2.212)
where W is a 2(n-l)x 2(n-1) matrix of linearly independent eigenvectors of
H (where (n-l) is the dimension of the state z); and A is an (n-l)x(n-l)
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diagonal matrix of eigenvalues of H of magnitude at least equal to 1.
(NOTE): As far as eigenvalues of magnitude 1 are concerned, we include
in A those with argument between 0 and 7i. Automatically, their inverses
are in A- 1 .
That is, if IXI 1, then X = ei , with 0 < w < 27 uniquely defined.
If 0 < w < I, we include X in A; if T < X < 2V, we include X in A- 1 .
Instead of dividing the unit circle in this fashion, we might have chosen
any other partition into two half circles. The important feature is not
to include both in A or both in A 1 two eigenvalues that are inverses of
one another.
2. If the matrix W is partitioned into four (n-l)x(n-l) sub-matrices:
W W
W = (2.213).
-21 -22
then the sequence K(j) is given by
TFj [=22 -J [A- 1 .2 S -
F(j) = AjT A 1 (2.214)
K(j) [E21 + 22 (J)] [ + W12 F(j)] 
and j = N-i
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Proof (see [21], [22]),
We shall apply Vaughan's results to problem 2 (of theorem 2.15) to
derive an important expression for A. To do this, we need the following
corollary.
Corollary 2.18
Let the eigenvalues of the Hamiltonian matrix H be simple. If the
sequence K(j) converges when j - +0, then the limit K is given by
h -1
K =W W (2.215)
where W and W2 are the partitions of W defined by (2.213).
;-11 -21
Proof
1. If H does not have any eigenvalue of magnitude 1, then lim A J = 0
and lim F(j) = O so that, according to equations (2.214),
j4oo
lim K (j) W w
:-2 1-11
2. The number 1 is not an eigenvalue of H since the inverse of an eigen-
value is also an eigenvalue, so that all eigenvalues could not be simple
if the number 1 were one of them.
3. If H has some eigenvalues of magnitude 1, but different from 1, then
if lim K(j) exists, it is still given by (2.215).
Indeed, F(j) does not converge in the usual sense in that case, but
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F(j) does converge in the sense of Cesaro [39], to zero, that is,
n
lim F(j) = 0
no* j=1
which we write Clim F(n) = 0, where Clim stands for "Cesaro limit".
n -+o0o
This is true since
1 (j) = n ( A-i) T A 1 n A 1 (A-n-I)(A-1-T A-1
j=l=
and the magnitudes of the entries of An - I remain bounded by 2 as n grows.
Therefore, it follows that K = Wo1 W_1 , from the following reasoning.
From (2.214), for every j,
K(j) + W12 Fj)l = W +W F(j)[-11 -12-( -21 -22
or
W K(j) W K(j) W F(j) - F(j)
-21 - -11 - -12 - -22 J)
The left hand side converges to W - K W1. Therefore, so does the
-21 -- 11
right hand side. On the other hand, since lim K(j) = K,
ji
lim K(j)W1 2 F(j) - W 2 2F(j) = li (K W2 - W)F(j)
and, since the usual convergence implies the convergence in the sense of
Cesaro [39], the right hand side is equal.to
Clim (K -W 22)F(j) = (K W12 W22) Clim F(j) = 0
This result is usually found for scalars, but extends trivially to ma-
trices, taking each entry separately.
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Therefore,
W -K W =0O
-21 - 11
which yields (2.215). Q.E.D.
Controllability occurs here in our analysis: it enables us to show
that the matrix A has no eigenvalue of magnitude 1. After having estab-
lished this result, we shall prove, using the Hamiltonian matrix, that
those eigenvalues have, in fact, a magnitude less than 1.
Theorem 2.19
If the cost matrix L is positive definite, the matrix A corres-
ponding to a controllable reducedsystem has no eiqenvalue of'magnitude
Proof
Suppose X were an eigenvalue of A, JXI = 1, and that a were a cor-
responding eigenvector of A
T ^
-A a=~ X a (2.216)
Consider the steady state, i.e. when A_(i) = A. Then the evolution of
the optimal state is described by
* *
z (i+l) = h z (i) + E F (2.217)
in the linear-quadratic problem with linear terms.
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(the rigorous formulation being: lim [z (i+l) - A z (i)- 1F] 0).
Consider now the full state
z (i)
x(i) =
AxT
If F - V x(l) = 0, then equation (2.217) becomes
* _ *
z (i+l) = A z (i) (2.218)
which, together with (2.216), implies:
T ^T 
a z(i+l) = a z (i) (2.219)
Therefore, if we define a = [] Rn , then for any initial state x(l)
~T~0
such that V x(1l = 0, we have
T T
a x (i+l) = A aTx(i) (2.220)
thus
aTx *(i+l)|l =l aTx (i) | - (2.221)
since X = 1.
Therefore
aTx*(i) | = Tla x(l) I for i=1,2,3,... (2.222)
by induction.
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Consider our minimization problem P1 in its original formulation
(section 2.2)
N-1 1 T
min(P1) = min (2 ) L (j)) (2.223)
j=1 - --
subject to:
x(j) = Y t(j)
x(j+l) =Z ¢(j)
x(l) = 
where we choose _ such that V T= 0.
L-
Then, the optimal states x (j) satisfy constraints (2.222) if
N -o.
Now consider the auxiliary minimization problem P2:
min2 L~
subject to:
| j< ~TyTa~ =l I ~aI~ |(2.224)
For any j, the optimal flow perturbation vector _ (j) of problem P
satisfies (2.224), hence is feasible for problem P . Therefore,
1 T* 
(j) L (j) > min (P2) for any j.
Consequently,
min (P 1 ) 2 *(j) L (j) > (N-) min (P2)j=1
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or, precisely,
2~t - 2(2.225)lira (N-l) min (P) < min (P) (2.225N-x*
Using the controllability of the system in z, we can drive the state
z to zero in some number of steps, say k. That is, we can choose controls
v(l), v(2),...,v(k-1) such that z(k) = 0, which implies x(k) = 0, since
T T
V x(k) = V x(l) = O. Also, we can choose v(j) = 0 for all j > k, which
--r r- 
implies z(j) = O for all j > k, and x(j) = 0 for all j > k. Therefore,
the corresponding flow _(j) = 0 for j > k (see section 2.3.3).
Accordingly,
k-1i1 l.
min (P1) < 2 (j) L (j) (2.226)
j=l3=1
when _(1), _(2),...,_(k+l) are the feasible flow vectors corresponding
to v(l), v(2),...v(k-l). This is because v(j) are feasible but not neces-
sarily optimal for problem P1. Comparing (2.225) and (2.226) yields
lim (N-1) min (P2)< (j) L (j) < (2.227)
N-Mw j=l
which is clearly impossible unless min (P2) = 0. (It is to be emphasized
that neither k nor min (P2) depends on N). And in fact, min (P2 )> 0 for,
let ( be the optimal flow in problem P2 and
min (P2 ) =27L 0O
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Since L is positive definitethis implies ~ = 0 which, in view of (2.224)
if feasible only if
TET(a%= O
But it iis possible to choose such that e v0 and yet, = 0 for a and
V are linearly independent (aC2 = 0). We have evidenced the contradiction
(2.227) by assuming at the same time that the system was controllable and
thatA had an eigenvalue of magnitude 1. Q.E.D.
We shall now apply Vaughan's results to A and combine them with
those of theorem 2.19.
Theorem 2.20
If
1. The cost matrix L is positive definite.
2. The matrix Z L-1 YT is invertible.
3. The Hamiltonian matrix H given by (2.210) and (2.211) has
simple eigenvalues.
4. Some reduced system is controllable.
Then
1. The Hamiltonian matrix H has no eigenvalues of magnitude 1.
2. The corresponding matrix A satisfies
Aw 1= w -- (2.228)
-- lp --11
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where A and W are defined by (2.212) and (2.213).
Consequently, the eigenvalues of A are those of H that lie within
the open unit disk.
3. To each eigenvector of H associated to an eigenvalue of H outside
the unit disk, there corresponds an eigenvector of A associated to the in-
verse of that eigenvalue. Its components are the (n-l) first components
of that of H. The columns of W are (n-l) linearly independent eigen-
vectors of A. The matrices A(i) and A are invertible.
4. The following equations hold, relating them to the partition
A(N-1) of the one-step propagation matrix D(N-1).
A(i) = (I + B R-BTK(i+l))-'lA(N-1)
(2.229)
A = (I + B R 1BTK)1 A (N-l)
Before proving theorem 2.20, let us state and prove its corollary,
that closes and sums up our investigation of the optimal downstream per-
turbations in an infinitely long stationary network.
Corollary 2.21
Under the assumptions of theorem 2.20
1. The asymptotic propagation matrix D is invertible and has the
number 1 as a simple eigenvalue. The corresponding normalized eigen-
vector p uniquely defined by
) (2.230)
TE = 1
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is given by:
( P(2.231)
P = (I - I)
(2.232)
T
P2 = 1 - 1
Where the matrix A is obtained from (2.163) and the vector E is ob-
tained from (2.164), using
-1
K = W. W (2.233)
- 21-11
A T
2. An initial perturbation x with total flow input F = V x gives
-n
rise to a sequence x(k) that converges to F E as k goes to infinity, at
an exponential rate.
3. Specifically,
iix(k) - F A|| < M isik lxii (2.234)
where
3.1 Isl is the largest magnitude of an eigenvalue of the Hamiltonian
matrix within the open unit disk.
3.2 M = (n-l)B (2.235)
and B = max |IB(i)i (2.236)
i=l, ·. n
where B() is an nxn matrix defined by
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1r isr=l,...n
B (i) =V .(V) - (2.237)
V= Wi 1 (2.238)
2 -fsT.1
Proof of Corollary 2.21
Under the assumptions of theorem 2.20, the eigenvalues of A lie with-
in the.open unit disk,.so that, by lemma 2.12 (part 1), the number 1 is a
simple eigenvalue of D. Also, all other eigenvalues of D have magnitudes
strictly less than 1. Finally, the Hamiltonian matrix H has simple eigen-
values, so, the same is true for A, as equation (2.228) shows. Lemma
2.12 then implies that also D has only simple eigenvalues. Therefore,
all assumptions of theorem 2.12 hold. The present corollary is merely
k
a restatement of theorem 2.12, where we adopt the approximation x(k)=D x.
(infinitely long network). The expression for p is derived from lemma
2.12 (part 3) taking into account the invertibility of I - A. Also,
the expression for V comes from corollary 2.14, and that for M from the
proof of lemma 2.12.
Proof of Theorem 2.20
To apply Vaughan's results, we first defined, in theorem 2.15, a
problem with diagonal cost which is equivalent to our original linear-
quadratic problem. Vaughan's results are applicable to this new problem
if the assumptions of proposition 2.16 hold.
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1. S > 0 since S = 0
2. >O0
QQ- MTR-1M by (2.211)
The recurrent equations for K(i) (equation (2.133) show that
T -1K(N-1) Q - M R M (2.239)
since K(N) = 0.
On the other hand, we have shown in lemma 2.9 that K(i) > 0.
Therefore, we have Q > 0.
3. R > 0 was shown in lemma 2.9.
4. A invertible
X = A - B R1 M
by (2.211).
Equation (2.160) for A(i) shows that
A- B R M = A(N-1) (2.240)
From lemma 2.12, with s=0, det (A(N-1)) = det (D(N-1).
Finally, from equations (2.60), (2.62) of section 2.2,
D(N-1) = (Z L -1YT )(Y L- Y) (2.241)
Hence, D(N-1) is invertible if and only if Z L YyT is, since we know that
-Y is invertib TY L Y is invertible, from the positive definiteness of L. (section 2.2)
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Therefore, assumption 2 of the present theorem guarantees that A is in-
vertible. We can therefore apply Vaughan's results. Since the subsystem
is controllable by assumption, we know that K(i) converges; from corollary
2.18, the limit K satisfies
A -1
K W21Wll (2.242)
Partitioning H into four (n-l)x(n-l) blocks and using (2.108),
* *
z (i) H 1 z (i+) + l) (2.243)
or, by (2.208),
z (i)= (H1 + H 2 K(i+l))z (i+l) (2.244);-11 --12
Let us now show that H 1 + H 2 K(i+l) is invertible. Since
- 1 -12 -
K(i+l) > 0, K (i+l) > 0. Also B R BT > 0 since R > 0. Thus,
Kl(i+l) + B R-lB > 0 and is hence invertible. The claim follows from
the equality
H + H K_(i+l) A- (K l(i+l) + B R-BT)K(i+l) (2.245)
-11 -12 -
that is an immediate consequence of the expression (2.210) for H.
Accordingly, (2.243) can be written
z (i+l) = (H + H' K(i+l)) z (i) (2.246)
-11 -12 -
Recall that, since we are interested in {A(i)} , the problem we are now
studying is the truly linear-quadratic problem, where the linear terms
-154-
are absent from the cost function (in the reduced state). Therefore,
z (i+l) = A(i) z (i) (2.247)
Identifying (2.246) and (2.247) yields
-1
A(i) = (H i + H1 2 K(i+l))- (2.248)
Taking now (2.242) into account, we obtain
=nlim A(i) -'1 + 2 -2 -
_i, _() - (- 11 812 w1 
= wlLHi W n + H W2 (2.249)
Using (2.212),
H w +H w =w A (2.250)11 --11 -12 -21 -11 -
so that equation (2.249) becomes
A = w A- 1 w-1 (2.251)
- --11
We have thus proved part 2 of the theorem.
On the other hand, we know from theorem 2.19 that A does not have
any eigenvalue of magnitude 1. Therefore, the same is true for H, because
equation (2.251) shows that the eigenvalues of A are those of H that lie
within the cl6sed unit disk. Now we have thus proved part 1 as
well. Equation (2.251) can be rewritten
Aw =w (2.252)
" --11 -1
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which, together with (2.212) and (2.213), justifies part 3 of the
theorem. To prove part 4, we just have to use (2.240), (2.245) and
(2.248) together, and also totake the limit when i -+ -o Equation (2.229)
is then established.
Assumption 2 implies that det(A(N-l))40 and, in turn, there follows
from (2.229) that det(A(i))30 for all i.
Q .E.D.
Remark
Under the assumptions of theorem 2.20, we have shown that A is a
stable matrix. Therefore, under those assumptions, A = AT (see theorem
2.11, part 2.3) is a stable matrix and, from theorem 2.8 of section 2.3.5,
the sequence Q(i) converges, and consequently lim [C(i)-C(i+l)] =an T
Also, the sequence E(i) converges and so does D(i). In the absence of
the assumptions of theorem 2.20 (in particular, if the subsystem in z is
not controllable), we cannot make any statement as to the convergence of
K(i), (i), em(i)- m(i+l), C(i)-C(i+l), E(i), D(i).
Discussion of Assumptions
The assumption under which our main result is valid are those of
theorem 2.20, i.e.
1. The cost matrix L is positive definite.
2. The one-step propagation matrix D(N-1) is invertible.
3. The Hamiltonian matrix has simple eigenvalues.
4. Some reduced system is controllable.
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Assumptions 1 and 4 are fundamental. Assumptions 2 and 3 are pro-
bably of less importance (i.e. they are probably not necessary for the
result to hold). Assumption 1 is deeply rooted in our problem, and we
have made in since the very beginning. Without the positive definiteness
of L, the minimization problem would be ill-posed.
The controllability assumption (4) occurs in all the proofs and is
therefore fundamental. We also have examples (see chapter 7) that illus-
trate the behavior that may occur when this assumption is not met. From
the geometrical interpretation that was given of the controllability in
section 2.3.4, it is intuitive (at least in what we have called class 1)
that, if the system is not controllable, not all entrances are accessible
from any given entrance, and therefore some initial perturbations with
zero total flow input will not decrease toward zero.
Assumptions 2 and 3, although they were explicitly used in the proof
of theorem 2.20, seem easy to elude by a density argument, which however,
is not entirely satisfactory.
Indeed, one can show [301 that, for the usual matrix norm I IMj I
= max IM x ij, the set of all matrices with simple eigenvalues is everywhere
I· =1
dense in the space of all matrices, and so is the set of invertible ma-
trices.
For assumption 3, a look at equations (2.210) and (2.211) shows that
-1
the matrix A - B R M, or its transpose or its inverse, occurs as a factor
in all four partitions. That matrix is also A(N-l), so that H depends
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continuously on A(N-1) which, in turn, depends continuously on the cost
matrix L.
Accordingly, a slight change in L can give rise to a Hamiltonian
matrix with simple eigenvalues, for which theorem 2.20 is valid. There-
fore, by continuity, one shows that the original A matrix has its eigen-
values within the closed unit disk. Applying corollary 2.19 directly to
A, it follows that they lie within the open unit disk.
Likewise, the matrix D(N-1) can be approximated by one thar is non-
singular, since the factor Z L -- T occurs in D(N-1).
The only restriction to the validity of these density arguments is
the fact that Z and Y are both matrices of ones and zeroes which cannot
change continuously. Therefore, it is possible a priori that, for some
subnetowrk, Y and Z be such that det(Z L yT) = 0 for any L, in which
case the above arguments fail.
Finally, let us notice that, when assumption 2 is not met, i.e.
det(D(N-l)) = 0, some non-zero perturbation x will be brought to zero in
one step: D(N-1) x = 0. It is possible that, in this case, also det(D)=0,
so there will be a non-zero x for which D x = 0. This is observed in
examples. (chapter 7).
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2.3.8 Illustration
We illustrate below the theory of section 2.3.7 on a special class
of examples.
We consider the standard two-dimensional example of Fig. 7.1 with
the corresponding labeling. Let us express the Hamiltonian matrix as a
function of L1, L 2, L3, L4
For L = | 3 4
A =1
B = (-1, 1)
Q = L1 2
1 3 and M _ 
0 L2 + L4 Lj2
-0 -L1 L L2
B = - R= 1 3- | 1 - L
-\ 1 3 L2 + L4 L3L + 
__ 1 L 4 1 1 + 3 2 4
L2+L4-2 42
L L 1 L3L4 - L
A_ = A- B R-1M = 1 -L1 + L3 + 2 3 4 L2
1+ L3 L2 + E4 (L1 + L3)(L2 + L4)
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1
M R1 = (L1 + L2) -[L1L2 1 [: i
132 2
L1L3 L2L 4
L + + L1 L3 2 + L4
So we have verified that
R>O
and A is invertible provided L3L4 L1L2 or
L L
1 4 (2.253)
L3 L2
The Hamiltonian matrix is then given by
(L1 +L 3 ) (L2 +L 4 ) L 1 +L2 +L 3 +L4
L L -L L L L -L L3L4-L L L3 L 4-L 2
,I~~( . 2 5
L3 L4 12 ()L1+L3) (L2 +L 4 LI+L3 L2 +L4 L3 L4 -L 1 L2 
(2.254)
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In the special symmetric case when'Ll = L2 = 1 and L2 = L3 = a (see
Fig. 2.3.8-2) the condition of (2.253) for A to be invertible becomes
ail and equation (2.254) reduces to
a+ 1 2
a-1 a-1
H = 1 (2.255)
'2a a + 1
a-1 a-1
whence it follows that the eigenvalues of Hf are the solutions of
a+l 1 . _2
a - s a- 1
det(H-sI) = =2 2(a +)s+ 1 
a-1
2a a'+ 1
a- a -s
which yields
1 ca+ 1
s
-
= + 1 1
-2 - 1 Sl
The eigenvalue of magnitude less than 1 is
X (a) = (2.256)
Aa + 1
On the other hand, the eigenvector corresponding to the eigenvalue L =
is given by
is given by
0r,~~~~~0
tp
~~I ga~~~~~~~
0
"'"' u~ c~~~~~~~4..1·~~~~~~~ 0~
I - D
c-,,,I4
. .
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(2)0 0(2)
Fig. 2.3.8-3 First Uncontrollable Case and Corresponding Accessibility Graph:
a=+co; X= 1
(1) ) (1)
1 2
(2) 0O - (2)
Fig. 2.3.8-4 Second Uncontrollable Case and Corresponding Accessibility Graph
a=0; X= -1
-164-
1 *-
x l ( k) versus k
1
for a a
a=4
xl(k)l < 3(k-
1 2 3 4 5 6 7
Fig. 2.3.8-5 Exponential Decay of Downstream Perturbations
Corresponding to an Initial Perturbation with
Zero Total Flow
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-2 w + 21
a -i W 11 a - 1 21
whence-
-1
K W W = /r (2.257)21 11
Also,
A =X - 1 (2.258)
In this two-dimensional case,
= 1- (A+) 1-I/
In addition, from the symmetry of the topology and costs, it
follows that D must be symmetric : A +1 = 1-E
This can be verified by computing H from (2.164), using K = V, therefore
=E - -- = so that
ra' + 1 a + 1
D ) (2.259)
.1 ,.,ra .
go +1 a + 1
and the unit-flow eigenvector with eigenvalue 1 is
P ) (2.260)
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Let us compute the bounds.
As a matrix V of linearly independent eigenvectors of D, we may take
Q1 ) 1 -1 )
so B(Q) = 2
and B(1) =-
T =( -
so B- (1)B(1) =\
whose eigenvalues are 0 and 1, so that the maximum eigenvalue of
B (1)B(l) is 1, and IB(1) |l = 1 = B.
Also, n=2, so (n-l) = 1 and
M = (n-l) B = 1
Therefore, IDkxlI < lxllkIxl , (/ 1) IXl I
or, in an infinitely large network,
... ~ 1 k-l.
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In the special case a = 2, we have
.. - 1
(a) - 1 3 - 2/2
r2_ + 1
K = 2
- l / 2 - by Fi - A
D+ + 1 _ | .
rF + 1 2 + 1
as observed numerically (chapter 7) and found by the Riccati equation
(section 2.3.6).
Equation (2.256) gives the eigenvalues of D other than 1 as a func-
tion of the parameter a, which is plotted in Fig. 2.3.8-1. Notice that
a(1) = -X(a) so that IX(1 = A a) -. This is not surprising since re-
a a
1placing a by a is equivalent, as far as the D matrix is concerned, to
having a cost a along the through links and a cost 1 along the cross
links. Therefore, it is equivalent to interchanging costs along the
cross links and the through links, which should not influence the rate
at which perturbations decrease. The function X(a) can therefore be
studied for a > 1 only. It is a concave, slowly increasing function with
a horizontal asymptotic line at 1. For a + +~, lim X(a) = 1. Letting
a go to infinity is equivalent to deleting the cross links, since the
corresponding cost becomes.so large that .no traffic is sent along them.
The subnetwork where the cross links are deleted is uncontrollable, since
it corresponds to an unconnected accessibility graph. (Fig. 2.3.8-3).
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On the other hand, for a + 0, lim X(a) = -1. Letting a go to zero is
equivalent to deleting the through links, since the D matrix corresponding
to L1 = L2 = 1; L3 = L4 = a is the same as the D matrix corresponding to
L- = L ; L3 L = 1 (D being homogeneous of degree 0 in L). The
L1 L2 a 3 4
subnetwork with through links deleted is also uncontrollable, (Fig.2.3.8-4)
since it is of class 3, (no choice at any node). For any finite and strictly
positive value of a, the subsystems are controllable, since the subnet-
work is of class 1 and the accessibility graph is strongly connected and
does not have any transient nodes. Let us notice that,for a = 1,
X(a) = 0. In that case, D = (~ A) , so that a perturbation with zero
total flow is driven to zero in one step: D = o.
2.3.9 Quasi-Stationary Networks
The asymptotic analysis of sections 2.3.2 to 2.3.7 rests on the sta-
tionarity property. This is of course an important restriction. However,
our purpose here is to show that the analysis of the previous section is
extendable to a larger class of networks. Let us consider for instance,
the example of Fig.l.3.1. That network consists of two alternating types
of subnetworks. The first one (type 1) is drawn in Fig. 2.3.9-1 and the
other one (type 2) in Fig. 2.3.9-2. The subnetwork of Fig. 2.3.9-2 is
peculiar, because the flows along the various links can be expressed in
terms of the incoming flows. t(k) = x(k). This is because only one link
originates from each entrance, so there is no choice at any point. Let us
-169-
«l(k)
(1) (1)
52(k)
+4(k(2) (2)
P(k)
(3) (3)( 7 (k)
Fig. 2.3.9-1 First Type of Subnetwork
() o,..... o(])
+2(k)(2) 0(2)
+3(k)
(3) O - 0 (3)
Fig. 2.3.9-2 Second Type of Subnetwork
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Fig. 2.3.9-3 Quasi-Stationary Network
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denote by (k) the vector of flows along the kth subnetwork of the
type 2 and by e(k) the vector of flows along the k subnetwork of the
type 1 immediately upstream, as shown in Fig. 2.3.9-3.
The cost function for the subnetwork obtained when juxtaposing
one of the type 1 and one of the type 2 is:
Jk(_Ik), 9P(k)) = 2_ (k) L_(k) + h 1 ¢(k)
+ T(k) i l(k) + hT2 (k) (2.262)
where L and. h come from the subnetwork of type 1, and L and h from
-1 -1 -2 ;-2
that of type 2.
In the above equation, we may express r(k) in terms of ¢_(k), by
'!(k) = 4l(k) + ¢3(k) (2.263)
92(k) = 4 2(k) + ¢4(k) + ¢6(k) (2.264)
+ 3(k) = ¢5(k) + ¢7(k) (2.265)
in the labeling of Fig. 2.3.9-1 and 2.3.9-2.
Thus, we can express the cost (2.262) in terms of ¢_(k) only. The
flow conservation constraints are the same as before:
x(k) = Y ¢(k) (2.266)
x(k+l) = Z _(k) (2.267)
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In equation (2.267), we may express i(k) as a function of ~(k)
through (2.263), (2.264) and (2.265). Therefore, we shall have replaced
the quasi-stationary network of Fig. 1.3.1 by a stationary one, where
the typical subnetwork is that of Fig. 2.3.9-1 and the cost function is
given by (2.262) in terms of ¢(k) only. We generalize the procedure in
the following theorem.
Definition 2.10
We call a network quasi-stationary if it consists of a succession
of two alternating types of subnetworks, with the same number of entrance
nodes, all subnetworks of the same type contributing identical terms in
the cost function, and if moreover, only one link originates from each
entrance node in the subnetworks of one of the two types (type 2). We
denote by IY and Zl the node-link entrance and exit incidence matrices
for the first type of subnetwork (that is the type of the most upstream
subnetwork) and by Y2 and i2 the corresponding quantities for the second
type. Similarly, El', h, L_2' h2 are the cost coefficients corresponding
to the two types. Also,
Theorem 2.22
Let n be the common number of entrance or exit nodes in the two types
in a quasi-stationary network. Then f and Z2 are (nxn) invertible ma-
trices, and the optimization problem is equivalent to that arising from
a stationary network with incidences matrices Y and Z and cost elements
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L and h, given by:
Y- Y (2.268)
- -1
z = z y (2.269)
-2-2 -1
L= L T+Z Y TL Y Z (2.270)
- -1 1 -2 -- 2 -2 -1
h = hi + Z Ty T1 (2.271)
Remark
The matrices Y and Z (defined by (2.268) and (2.269)), are entrance
and exit incidence matrices. Indeed, both Z and Y are permutation mat-
-Y2 a-2
-1
rices, therefore multiplying Z by Z2 Y2 does not change the property
that each column contains exactly one 1 and zeros. Therefore, we have
demonstrated the complete equivalence between the optimization over the
original quasi-stationary network and over the stationary network whose
typical subnetwork is defined by Y and Z. The transformation is not
merely a mathematical artefact.
Proof
A. Let us denote by V(k) the flows along the links of the type 2
subnetwork.
In the subnetworks of type 2, the number of links is equal to n since
exactly one link originates from each entrance, so Y and Z are (nxn)
matrices. It was shown in section 2.2 that they have rank n, so they are
invertible.
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The cost corresponding to the two adjacent subnetworks, one of type
1 and one of type 2 downstream from the previous one, is
1- T T iT
Jk(t(k), u(k)) = (t2 (k) L1 ¢(k) (+ h 1 ¢k)) + (I (k) L2 b(k)
T
+ h2 (k)) (2.276)
From
Z1 (k) = Y p(k) (2.277)
it follows that
?(k) = Y - Z 4(k) (2.278)
-2 -1
which is the general expression corresponding to equations (2.263),
(2.264), (2.265) in the case of Fig. 2.3.9-3.
If we substitute the right-hand side of (2.278) for 4(k), we have:
J (4(k)) = lT(k)( + z T T-1L Y 1 l) (k)2 1 -1 -2 -2 -
,h T T-1 T
which is the expression that would be obtained for the cost in a station-
ary network with L and h given by (2.270) and (2.271).
Also,
x(k) -. ¢(k)
x(k+l) =Z IP(k) = z- - -1 -
_ -2- -2-2 -1
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according to (2.278), so the flow conservation constraints are those of
a stationary network with incidence matrices Y and Z given by (2.272)
and (2.273).
Example
Let us consider another quasi-stationary network. (Fig. 2.3.9-4).
In this example,
Yl o 0 1 1 1 0 0 o 1 0 1 0 1 0
_0 0 0 0 0 1 1 0 0 1 0 1
100 0 1J
-2 O 1 ]0and Z2 1 0 0
0 1 0 1
corresponding to the labeling of the figure.
This example is therefore equivalent to the following stationary
network:
Y 
__ y
00 1 01 1010000 0
Z =z 1 0 0 11 0 1 0 1 0 1 0
0 0 1 0 000101
1 0 1 0 0 0 0
i 1 0 1 0 1 01
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type 1 type 2
(1) (1
(2) (2
(3)(3)
Fig. 2.3.9-4 Other Example of Quasi-stationary Network
5 \
(2)
(3)
Fig. 2.3.9-5 Typical Subnetwork for Equivalent Stationary Network
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which is represented in Fig. 2.3.9-5.
TThe term Z L Z has to be added to the quadratic part of the
-1cost -2 -1 to the l inear part.
cost function, and h T Z to the linear part.
--2 -l
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2.4 CONCLUDING REMARKS
We have shown that the cost function of the static optimization
problem [2] can be expanded up to the 2 order about an optimal solution,
and the network split into subnetworks, in such a way as to apply dynamic
programming. Although our problem is a static one, we use dynamic pro-
gramming by taking a discrete distance as stage variable. In this way
we obtain sequentially the approximate optimal downstream perturbations
caused in the network by an initial perturbation. This procedure is
valid for any network and easy to implement. In the case of a long
stationary network - that is, one that consists of identical subnetworks
contributing identical cost functions, we have completely characterized
the behavior of the perturbations. The main assumption that guarantees
our result is a controllability property, which can be checked either
algebraically, or geometrically, and is closely related to the arrange-
ment of the links. When it holds (and two minor technical assumptions
also hold), any initial perturbation with a non-zero total flow gives
rise to a sequence of downstream perturbations that converges exponentially
to a distribution (among the entrance nodes) that does not depend on
the particular initial perturbation but is a characteristic of the net-
work. We can determine that distribution, as well as bounds for the
magnitudes of the deviations of the downstream perturbations from that
distribution, as functions of-the distance.
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When the initial perturbation contributes a zero gross total flow,
the downstream perturbations converge exponentially to zero.
In a special network, we discuss the bounds as functions of a cost
parameter and see that the controllability assumption is met except
for limiting values of that parameter.
We also show that we can apply these results to a class of non-
stationary networks.
CHAPTER 3
UPSTREAM PERTURBATIONS IN A FREEWAY
CORRIDOR NETWORK
3.1 Physical Description of the Problem
In the previous chapter we have been interested in the downstream
effects of a change in the incoming traffic pattern in the composite
network of Figure 2.2.2. We have posed the question of how the traffic
assignments have to be optimally modified downstream when the incoming
traffic changes. In particular, when the traffic change does not affect
the total incoming flow, we established, under certain assumptions, that
the optimal downstream modifications in traffic distribution resulting
from new optimal assignments decrease geometrically.
In this chapter we ask a different question. Suppose an accident
or any other sudden event occurs at subnetwork (N-k). This has the effect
of shifting the traffic entering subnetwork (N-k+l) from some entrances
to others. As far as subnetworks (N-k+l), (N-k+2),... are concerned,
our previous analysis is applicable. However, to answer the question of
how the assignments are to be changed in the "upstream" subnetworks
N-k, N-k-l,...,2,1 to preserve optimality in spite of the sudden external
change in (N-k), is a different matter.
The resulting optimal variations in the traffic distribution among
the entrances of those subnetworks located upstream with respect to (N-k),
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are called the upstream perturbations. (Fig. 3.1.1) The upstream per-
turbations at stage 1 are constrained to be zero, since the incoming
traffic is also an externally specified parameter.
We now show that, provided subnetwork (N-k) is sufficiently far
from the farthest upstream network (i.e., 1), the upstream perturbations
decrease geometrically, away from (N-k), in quite the same way as the
downstream ones, under similar assumptions. Physically, the expression
"infinitely far" means "far enough for all converging quantities to have
practically reached their limit". According to our numerical experience,
this amounts to 5 to 10 subnetworks, even if considerable accuracy is
required.
3.2 Mathematical Treatment
For our present purposes, only the costs corresponding to the sub-
networks 1,2,...(N-k) are of interest. Therefore, in section 3.2.1, we
shall apply dynamic programming and set up forward Bellman equation to
solve the problem of optimal assignments with the traffic exiting subnet-
work (N-k). In order to meet the requirement that x(l) is prescribed, we
shall impose a quadratic penalty which makes the total cost exceedingly
large if x(l) departs from the specified value, zero. However, for gen-
erality, we shall treat the general case when also a perturbation i in
incoming traffic might be present, that is x(l) = I. If only the inci-
dent at subnetwork (N-k) occurs, = 0. With a relabeling of the subnet-
work, the cost function will be cast into the format studied in section
2.2.5, except for the terminal penalty.
-182-
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In section 3.2.2, we will show that all the steps we went through in
the previous chapters can be repeated "mutatis mutandis". So, we shall
be able to apply the results of section 2.3.7, with a non-zero terminal
penalty. And we shall see that, asymptotically, the presence of that
penalty does not invalidate the conclusions then reached for the down-
stream perturbations. This is confirmed by the numerical experiments
(Ch. 7).
3.2.1 Solution by dynamic programming in the general case. (*)
Figure 3.2.1-1 illustrates the situation. Both x(l) and x(N-k+l)
are now specified: x(l) is the incoming traffic perturbation, and
x(N-k+l) is the traffic perturbation provoked by the accident, and
beyond our control.
Under these conditions, the minimization problem that has to be
solved is
N-k
ain X (3.1)
%4i i=l
(P2) subject to: x(i) = Y(i) ~(i) (3.2)
x(i) = Z(i) ¢(i) l,,N (3.3)
and with boundary conditions: X(i)= (3.4)
x(N-k+l) = _ (3.5)
(*)The analysis of this section is largely due to Dr. S. B. Gershwin.
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where
Ji() = (2 L. - b (3.6)
and all the coefficients have the same significance as in section 2.2.
Problem P2 is the same as problem P1 of 2.2.1 except for the addi-
tional boundary condition (3.5). Problem P2 is thus a two-point boundary
value optimization problem. However, we shall not solve it as such.
Rather, we shall keep only 3.5 as boundary condition and add to the cost
a quadratic penalty function (x_(l) - Q . In other words, instead of
imposing that the perturbation x(l) be exactly i, we penalize strongly
any departure from E through the cost function. Both approaches are
equivalent when the penalty function becomes very large [26]. Specifically,
we study the following problem:
Problem P3 N-k
in )+ (x(l) - ) S x(l) (3.7)
Subject to: x(i) = Y(i) ¢(i)
i = ,... N-k
x(i+l) = Z(i) M(i)
and with boundary condition:
x(N-k+l) = 
In equation (3.7), we have added the term
1 (x(l) - T) S(x(l) - i) to the cost in problem P2. The matrix S
is (nxn) and positive definite; £ is a positive scalar. We intend later
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on to let e go to zero. In that manner, the cost becomes exceedingly
large if x(l) / i. As E goes to zero, the presence of the penalty
function in (3.7) becomes equivalent to imposing the boundary condition
(3.4). This method is classical and is discussed in [26] for continuous-
time systems. It is however only one of the possible approaches to
problem P2. An other approach [26] would be to merely impose the
second boundary condition as such rather than replacing it by a quad-
ratic penalty.
Solving problem (P3) can be achieved by solving the following
sequence of recursive forward Bellman equations:
Vi+ (x(i+l)) = min [Ji ((i)) + V (x(i))] (3.8)
subject to: Z(i)(i) = x(il)
and where x(i) Y (i)(i)
for i = N-k, N-k-l,... 2, 1 and with initial condition
V( l (X - i)T S(x - ).
These equations (3.8) are similar to equations (2.36), (2.37) of 2.2.5
but differ from them in several respects.
At stage i, x(i+l) is specified and the constraint is Z(i)M(i) = x(i+l).
By xi(i) = Y(i)~(i), we just mean that Y(i)J(i) has to be sub-
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stituted for x(i) as the argument of V i in (3.8). We obtain success-
ively V1, V2,...VN_k+l and the corresponding controls in closed loop.
Next we obtain successively x(N-k), x(N-k-1),...x(2), x(l) from x(N-k+l) = n.
Notation
A simple change in the labeling of the subnetworks allows us to
make equations (3.8) resemble equations (2.36) of 2.2.5.
1. We replace i by N-i as the new label of the subnetwork previ-
ously labeled i. So the corresponding incidence matrices, proviously
called Y(i) and Z(i), become Y(N-i) and Z(n-i).
2. The vector x(i) becomes x(N-i+l).
This change of notation is illustrated in Figure 3.2.1-2. In this new nota-
tion, problem P3, (which is an approximation to problem P2 - the closer
C is to zero, the better the approximation) can be formulated as:
Problem P3
N-1l
min I Ji(. ) + . (x (x(N) - i) (3.9)
i=k
subject to: x(i+l) = Y(i)~(i)
i = k, k+l,...N-1
x(i) = Z i)U(i)
and with boundary condition: x(k) = r_.
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Comparing the expression (3.9) of problem P3 with problem P1 of section
2.2.5, we see that:
1. A quadratic penalty term has been added to the cost function.
2. At each stage, the Y(i) and Z(i) matrices are interchanged.
The corresponding sequence of Bellman equations is
Vi. x.) = in (Ji() + V i+l(X+l)) (3.10)
subject to: Z(i)_(i) = x(i)
and where: x(i+l) = Y(i) (i)
for i = k, k+l,...N-l and with initial condition
N 1 EN-(x) = (x - 5)T SSx- -)
Again, the two differences between equations (2.36), (2.37) of section
2.2.5 and equations (3.10) are the interchange Z(i) and Y(i) and the ini-
tial condition for the value function.
Solution to Problem P3
The solution to the Bellman equations is quadratic: all the calcu-
lations of section 2.2.5 can be repeated, simply interchanging Z(i) and
Y(i), and will yield the corresponding results, allowing for that correc-
tion. Only the initial values of the parameters C(i), b(i) and a(i) will
change. We shall keep exactly the same notation as in the study of down-
stream perturbations, because the two sets of coefficients (for the down-
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stream and upstream perturbations respectively) will never appear to-
gether. We formulate the corresponding results in the following theorem.
Theorem 3.1
1. The value function at stage i, given recursively by (3.10),.is
quadratic:
V.(x) -x T C(i) x + b (i) x + a. (3.11)
1 22 13
where C(i) > 0. In particular, the value function at stage N is given
by
1 T 1 T 2 TV (x) -- (x -) S(x - ) = x Sx - S xN(X) N E_-
+ - i S i (3.12)
2. The coefficient C(i), b(i) and a(i) are obtained recursively as
follows:
C(i) = Z(i)(L(i) + y(i) C(i+l) y(i))-Z(i) (3.13)
1 TC(N) - S (3.14)
b (i) = C(i) Z(i) M(i) (h(i) + Y(i) b(i+l)) (3.15)
b(N) = - 2 S 5 (3.16)
= a(i +1 (h(i) + Y(i)T b(i+l))T (M(i) -(i). T
a(i) = a(i+lh(i) + Y(i) b(i+)) (3.17)C(i) Z(i) M(i)- 1 - M(i)- 1 ) (h(i) + _ )T +2)) 17)
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a (N) i (3.18)
where M(i) = L(i) + Y(i) C(i+l) Y(i) (3.19)
3. The optimal flow perturbation at stage i is given in closed loop
by
*-1 -l -1(i) = M(i) ZT(i) C_(i) x (i) + (M(i) Z(i) Ci)M(i)(i)
- M(i) l)(h(i) + y(i) b(i+l)) (3.20)
Proof
Taking into account (3.12) and the previous remarks, we just have
to interchange y(i) and Z(i) in equations (2.32) of section 2.2.5 to
obtain the corresponding recursive equations for the coefficients. The
proof that C(i) > 0 is carried out exactly in the same was as in sec-
-1 T
tion 2.2.5, using now the fact that Z L Z is invertible (instead of
-1 T
Y L y ). We did not then use explicitly the fact that C(N) was zero,
but just the property C(N) > 0, which still holds under (3.14). Q.E.D.
We can now state the main results about upstream perturbations in
the following corollary.
Corollary 3.2 The sequence of optimal upstream perturbations, x(k+l),
x(k+2),..., is given recursively by:
* *
x (i+l) D_(i) x (i) (3.21)
x(k) = T_ (3.22)
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where f_ is the initial perturbation, and
D(i) = Y(i) M(i)-1 Z(i)T C(i) (3.23)
and the sequence C(i) is recursively obtained from equations (3.13) and
(3.14).
Proof
By the same reasoning as done in section 2.2.5, (i.e., because we
start with an optimal solution), the constant term in (3.20) is zero,
so that x (i+l) = Y(i) ~ (i) = Y(i) M(i) Z(i) C(i).
Remark. In the limit, when C -+ 0, the sequence D(i) becomes such that
x (N) = i, or in other words, D(i) = D(i, C) and x (i) = x (i, 5),
The true upstream perturbations are in fact lim x (i, E). And
5+0
* *O
lim x (N, c) = _ . For a given e > 0, the perturbations x (i, c) corres-
pond to an incoming flow perturbation of x (N ). Since the specified
pond to an incoming flow perturbation of x (N, C). Since the specified
incoming flow perturbation is in fact _ (in particular, _ = 0 if there
is no such perturbation), it is only for E--+ 0 that the sequence x (i, C)
corresponds to the real traffic situation.
We have thus solved completely the problem of upstream perturbations
in the general, nonstationary case. (Numerically, taking S very small is
a good approximation). We shall now investigate asymptotic properties,
in the special stationary case.
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3.2.2 Asymptotic Sensitivity Analysis in the Stationary Case
We can now again perform step by step the analysis of the previous
chapter, interchanging everywhere the matrices y and Z.
A. We reduce the states and controls to (n-l)-dimensional states and
(m-n) dimensional controls, as indicated in section 2.3.3.
B. Controllability of a reduced system is reduced to questions about the
accessibility graph G corresponding to a traffic flow from the right to
the left in Figure 3.2.1-1, if we take the definition of G, in 2.3.4, liter-
ally (since y and Z have been interchanged). Alternately, we may now
define G as follows: arc (i, j) exists if and only if there is a path
from exit i to entrance j in the subnetwork (without taking the arrows
into account). Let us denote this new graph by G(u) (for upstream) and
the previous one by G(d) (for downstream). Figure 3.2.2 illustrates the
definition of G(u) on an example.
C. In the reduced state - reduced control formulation, equation (2.150)
is still valid:
K(i) = C (i) -2 C (i) V + i) V (3.24)
_-1 1 - -n-12 C2214 -n-l-n-1
Therefore, K(i) > 0 since C(i) > 0 (the proof is the same as in lemma
2.9). It also follows from the terminal condition (3.14) that
K (N) 1 (S 2 S V + S V VT ) (3.25)£ -11 --12 -n-1 -22 n-1 s-1 
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(1)
Subnetwork S
(2) (2)
(3) (3)
1 l
2 __ \3 2 3
Downstream accessibility graph G(d) Upstream accessibility graph G (u)
Fig. 3.2.2 Downstream and Upstream Accessibility Graphs for one same
Subnetwork
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where S has been partitioned like C(i).
The sequence K(i) satisfies equations (2.133) and converges to a
positive semi-definite solution K of (2.136) if the reduced system is
controllable. Indeed, the proof given in [21] does not use the fact that
K(N) = 0 but only the property K(i) > 0.
D. Equations (3.13) and (3.23) show that D(i) and C(i) do not depend on
the sequence {h(i)} in the cost function. Therefore, we may choose any
sequence {h(i)} that we please so as to make the equations for a(i) and
b(i) the simplest. We need not choose all the h(i) the same.
If we choose
2T
h(N-l) = Y (N-1) S (3.26)
and h(i) = 0 for i=l,... N-2
then equations (3.15) and (3.16) show that b(i) = 0 for all i < N and
equations (3.17) and (3.18) in turn show that
a(i) T (3.27)
for all i.
This choice of {h(i)} makes the sequences { (i)} and {i(i)}, i < N-l,
stationary in the reduced state-reduced control expression (2.75) for the
cost, as equation (2.92) and (2.93) show. The values are the same as in
the downstream case except for interchanging Y and Z.
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The sequence {Q(i)} is still recursively given by equation (2.134),
where the coefficients depend on K(i+l) exactly in the same
manner as though there were no terminal penalty 1 S. The same remark
applies to A(i) and 11(i), which yield D(i) by (2.159).
We now show that, if the subsystem is controllable, lim K(i) = 
i+-s
is exactly the same as though there were no terminal penalty. Thence it
will follow that D = lim D(i) also does not depend on the terminal pen-
alty - S. This is true for any C > 0 and it is still true if we let
£ go to zero.
E. lim K(i) - K does not depend on S.
In section 2.3.7, we display an expression for K(i) (equation (2.214)),
in the general linear-quadratic optimal control problem with quadratic
terminal penalty. This is a result of Vaughan, that we can use provided
the problem is equivalent to one with a diagonal cost function. The
diagonalization is possible if the assumptions A2 (equation (2.199)) of
theorem 2.15 are met. Those assumptions still hold for the upstream
problem:
1. S > 0 by assumption.
2. R > 0 comes directly from the expression 2.91 of R, where y has
been replaced by Z.
3. - M R-1 M > 0 because, if S = 0, then Q - M = K(N-1) > 0.
It does not matter whether S is zero or not in our particular problem,
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because we know that if S were equal to zero, the corresponding C(N-1)
and K(N-1) matrices would be positive definite as well, and in that case,
-1 T
one would have: Q -M M R K(N-1).
4. Q (Q-M RMT) +M R-M T > 0
-15. (A - B R M) is invertible if and only if D(N-1) is, since
A(N-1) = A - B R M and det(D(N-l)) = det(A(N-l)). Now,
D(N-1) = (Y L- ZT)(Z L -Z (3.28)
for the upstream case, so that the invertibility of A - B R M is equi-
valent to the invertibility of (Y L 1 ZT ), which is the same condition
as for the downstream case.
We may therefore use Vaughan's method under the assumptions of
theorem 2.20.
From equation (2.214), we notice that the penalty matrix S occurs
only in T. However, lim F(j) = 0 (at least in the sense of Cesaro)
whatever T. Consequently, the result of corollary 2.18 is still valid
for any S, i.e., if lim K(j) exists, the limit K is given by equation
jc3
(2.215). Therefore theorem 2.20, as well as collary 2.21, are valid
mutatis mutandis: Y and Z are to be interchanged throughout.
Remarks
Remark 1. We do not claim that K(i) and D(i) are idenpendent of S
for every i, but only that their limiting values are. Letting i go to
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-m, or N go to +m, is equivalent to requiring that the incident take
place far from the entrance of the network, at least far enough so that
K(i) = K and D(i) D. Numerically, we have observed the independence
of D and K on S, trying various penalty matrices S. However, when E
becomes very small, numerical inaccuracy arises. It seems plausible
S
that the value of the penalty - affects the rate of convergence of
K(i) and D(i).
Remark 2. One may wonder whether the original systems and the
one derived from it by interchanging the matrices Y and Z both behave
in the same way with respect to controllability. One of those two
systems could contain a controllable (n-l)-dimensional subsystem, while
the other one does not. According to section 2.3.4, this question is
reduced to a comparison between the graphs G(d) and G(u). The graphs
G(d) and G(u) can be derived from one another by reversing the arrows .
Indeed, the existence of an arc (i, j) in G(d) means that of a path from
entrance i to exit j in the subnetwork, which is equivalent to that of
arc (j, i) in G(u). The properties of uniqueness of a final class as well
as its aperiodicity are not in general preserved by reversing the arrows.
However, our graphs G are not arbitrary graphs: they are built in a
specific manner. If G(d) is strongly connected, so is G(u). Indeed,
given nodes i and j, there will be a path from i to j in G(u) since we
In graph terminology, G(u) is called the dual graph of G(d).
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know there is one from j to i in G(d).
Moreover, if G(d) and G(u) are strongly connected, they both have
the same period. Indeed, the period only depends on the lengths of all
the cycles through a given node, and there is a one-to-one correspon-
dence between those cycles in one graph and in the other, which pre-
serves the length of the cycles. Each cycle in G(d) is indeed trans-
formed into a cycle of same length in G(u) by reversing the arrows.
Therefore, in view of theorem 2.5 on controllability,
1. For a subnetwork of class 1
If G is strongly connected , both the upstream and downstream
dynamical systems give rise to controllable subsystems.
2. For a subnetwork of class 2
If G is strongly connected and aperiodic, both the upstream and
downstream dynamical systems give rise to controllable sybsystems.
3.3 Concluding Remarks
We have displayed a method to calculate optimal upstream perturba-
tions in a freeway network split into subnetworks. This method is
dynamic programming over space. It is quite general and can be numeri-
cally implemented fairly easily, just as in the case of downstream
perturbations. In the special stationary case, we have shown that an
analysis entirely comparable to that of section 2.3.7 for the downstream
The strong connectedness implies that no node is transient. (Appendix A)
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perturbations can be carried out. The main result is that the asympto-
tic propagation matrix for the upstream perturbations is the same as the
asymptotic propagation matrix for the downstream perturbations in the
same network where the direction of traffic has been reversed, (i.e.,
where the Y and Z matrices are interchanged). Consequently, the upstream
perturbations provoked by an initial perturbation with zero total flow
decrease exponentially with the distance from the incident site, when
this takes place far enough from the entrances, and do so when the same
connectivity properties hold as for the downstream perturbations.
CHAPTER 4
CHARACTERIZATION OF NETWORK STEADY-STATE CONSTANTS
BY A VARIATIONAL PROPERTY
4.1. Introduction.
In a stationary network, we have proved, both for the downstream
perturbations (Chapter 2) and for the upstream perturbations (Chapter 3),
the following behavior. We assume the imposed perturbation occurs suf-
ficiently far from the exits and the entrances of the network. Then,
both the sequences of downstream and upstream perturbations converge (ex-
ponentially with the distance) to a stationary distribution, repeated
from one subnetwork to the next. The upstream and downstream limiting
distributions do not depend on the imposed perturbation, but are charac-
teristics of the network (i.e. are determined by the structure and the
costs). Also once the perturbation has redistributed itself among the
entrance nodes according to the stationary distribution, the cost of the
perturbation grows linearly with the distance. The rate of growth - the
assymptotic cost increase rate per unit of flow - is also a characteristic
of the network. In Chapters 2 and 3, we expressed these steady state
characteristics through the solution of a Riccati equation, involving
the matrix partitionings of section 2.3.3. Here we wish to relate those
two steady-state characteristics by showing that the asymptotic cost
increase rate satisfies a minimality property. At the same time, this
-201-
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approach allows the direct derivation of these characteristic
quantities from the data of the network (structure and cost).
4.2 Notation and preliminaries.
We need to recall some notation from the previous chapters, for we
shall use it continuously in the sequel of this chapter.We shall con-
centrate on the downstream case in the proofs: as far as the upstream
case is concerned, we know from Chapter 3 that all the asymptotic results
are obtained by interchanging the incidence matrices Y and Z. We here
make the assumptions of theorem 2.20: some subsystem of the dynamical
system in x is controllable, the hamiltonian matrix H of (2.210) has
-l T
simple eigenvalues and the matrix Y L Z is invertible. We then know
that the eigenvalue 1 of the limiting propagation matrix D is simple,
because the matrix A has no eigenvalue of magnitude 1( 2.190).
Therefore, the stationary distribution E is uniquely defined by
D p = p (4.1)
vT 1 (4.2)
-n
As observed several times, the matrix D does not change if the
T
linear terms h - are omitted in the cost function. When these linear
-Ic
terms are not present, the value functions are purely quadratic. The
Bellman equation (2.36) of Chapter 2 at stage i, is therefore:
1 T T T T
x C(i) x = min L C(i+l) Z 4_] (4.3)2- _ 2--- 2 _
s.t. Y = x (4.4)
where Cti+l) is given and C(i) is derived from it by equation (4.3). The
perturbation imposed on subnetwork i is x. In the following, i will
vary, but x is considered given and constant.
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We denote the unique minimizing vector by P (i). It is a linear function
of x, given by equation (2.43). By definition of the propagation matrix
D(i), we have
Z (i) = D (i) x (4.5)
because, from (2.32), ZO is the resulting perturbation after stage i.
Therefore, we know that, in the minimization problem (4.3), the minimiz-
ing vector _ (i) satisfies the constraint (4.5). Accordingly, if that
constraint is added to (4.4), the solution of the new minimization
problem is still D (i), and the minimal value is the same. Thus
1 T 1 TT
x C(i) x = min [-1 L + TZ C(i+l) Z _ 1 (4.6)2 2 2
s.t. · Y = x (4.7)
Z '_ = D(i)x (4.8)
and the solution to (4.6), (4.7), (4.8) is M (i). But for all V's
satisfying the constrant (4.8), the second term on the right-hand side
of (4.6) is constant. Therefore, we can rewrite:
1 T 1TT xTDT ()
x C(i) x - x D (i) C(i+l) D(i) x = min  I T L 4.9)2 - - -2 2  -
s.t. Y = x
Z ~ = D(i) x
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and the unique minimizing vector for this problem is _ (i).
Remark Consider the sequence of problems (4.3) obtained by letting i
vary and keeping the entering traffic flow distribution at stage i always
equal to x. For each value of i, the corresponding minimizing vector
M (i) satisfies constraints (4.7) and (4.8). On the other hand, accord-
ing to the reduced state-reduced control formulation of Chapter 2,
T *
Z T(i) = (ui, vi ) and from equation(2.144),we know that v. converges when
i -+- o,because K(i) and _(i) converge under the hypotheses of theorem
2.20. Accordingly, u = x - y vi (equation 2.99) converges and so does-
~ (i). It is essential in this argument that x be kept fixed.
Let
= lim ~ (i) (4.10)
i Be*
Since lim D(i) = D, we see that _ satisfies:
Y _ = x (4.11)
Z D x (4.12)
In particular, if we choose x = p (defined by (4.1) and (4.2)) to obtain
the sequence of optimization problems, the corresponding Q will satisfy:
Y_ =p (4.13)
Z_ =_ (4.14)
since D E = .
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We shall prove (in lemma 4.2) that the fact that _ (i) is the solution to
(4.6),(4.7) and (4.8) for all i, implies that _ is the solution to the same
problem with the limiting constraints (4.11) and (4.12). To do so, we
need an approximation lemma.
4.3 Approximation lemma.
Lemma 4.1. Let x bea vector in R . Given any positive scalar £ and any
m-dimensional vector D satisfying
Y x=
Z -D x
there exists an integer io and a sequence of m-dimensional vectors
'(i) such that:
(i) ||@(i) ~ i|| < £ for i C i
(ii) Y -= x
(iii) Z _' = D(i) x
Proof.
A. Consider the 2n x m matrix (-). It is the matrix of a linear
m 2n 2
mapping from R to R . Let r be its rank. Let X2 be its kernel and
By definition, the kernel of a linear mapping from R to Rt is the
set of those vectors in Rs that are mapped to zero, i.e. if f :
R + R is a linear mapping, the kernel of f is
Ker f = {x E Rs : f(x) = 0}
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X1, the orthogonal complement of X2. Let W be the image space of the mapping.
Therefore, X1 and W are both of dimension r and the restriction of (-)
to X1 is a one-to-one mapping from X 1 to W [40]. Let us denote by 2 that
restriction. The mapping Q can be represented by an rxr invertible matrix,
after vector bases in X1 and W have been chosen. Every vector f in Rm
is uniquely decomposed into f = f + f with fl X and f2 X
B. For every i, let f(i) be some vector that satisfies:
Y f(i) = x
Z f(i) D (i) x
Such a vector f(i) exists since, in particular, ~ (i) satisfies those
constraints. Define
P(i) = f (i) +
Equivalently, - 1(i) = f (i) and -2 (i) = -2 ' where the subscripts 1 and
2 refer to the decomposition according to the subspaces X1 and X2,
explained in part A. Then
Y M Y--l (i) = x
Z ¢ (i) Z f (i) = D(i)'x
The orthogonal complement V 2 of a vector subspace V 1 in a vector space
V with scalar product < x,y > is the set of those vectors that are
orthogonal to every vector in V 1, i.e. V2 = {x e V: <-x,y> = 0 V C c V 1}
here, the euclidean scalar product is used: <x,y> n= Xi=l xiYi
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Indeed, from the definition of X 2 , Y f2 Y 2 and Z f2 Z = 0.of X2:- - - 2 -- 2 --2
Also,
Y(_ (i) - ) = 0
Since
Y c y x
- -1 _ _
However
z(_l (i) - g) = D(i) x - D x
-1 -
Since Q-1 exists, there is some linear mapping M from W to X1 such that,
for a £ X1 and b E W,
( ) a = b if and only if M b = a
Then, since 1 is uniformly continuous, for all f, g in W. there is some
positive scalar n such that
I f - I <nimplies II M f M < 
Also, there is an integer io such that, for
i < iT D(i) x- D I < '
Therefore,
t l Y h ( (i) Ml ) I I = I Ij -)
for i < i o
The sequence W(i) thus has all the specified properties. Q.E.D.
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4.4 Main result.
We now use the lemmas to establish that _ is the minimizing
vector for the limiting constraints. Our central result will follow.
Lemma 4.2
For any integer i, let _(i) be defined as in section 4.2, and let
_= lim c (i)
i*- _co
Then () is the minimizing vector in the following optimization problem:
min 1 L 
Y -x
Z D= x
Z =Dx
Proof. We shall establish the proof by contradiction. Suppose that there
exists some vector D that satisfies
¥ ¥T1 MAT A< l T*L O*
and
Y - x
z D x
Z~=Dx
1 T* ^TLet = ( L - L ) > 
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Since the function _L + - TL ( is continuous, there exists an n > 0
such that, for any 0 in Rn,
|| r |implies L L 
2 2
According to lemma 4.1, there exists a sequence 0(i) such that:
i -<n for i < i
and
Y $(i) = x
Z c(i) = D(i) x
Therefore,
| - T(i) L (i) < for i < i 0
~2~~- --- 2 -
whence , for i < io,
AOA
lA T ^ 6 1AT A 1 T* -* vR
- I(i) L= (i < -+ - L T =(4.15)2- -L_ (i 2 2 - - 2 2
where the equality is just the definition of 6.Since O_(i) satisfies the
constraints of the problem for which _ (i) is optimal (section 4.2),
1 T(i) L < (i) L (i)
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Therefore,
1 T*6 *a i 6*1 (i) L ~ (i) < T* L for all i < i2 2- 2 o
from (4.15)
Taking limit for i + - o gives:
* 1 T* 1 ' LT** L < -2 2- 2
which is a condradiction, since 6 > 0. Q.E.D.
We can now establish the main theorem of this chapter.
Theorem 4.3
If the assumptions of theorem 2.20 hold, i.e. if
1. The matrix L is positive definite.
2. Some reduced system of the dynamical system in x is controllable.
3. The hamiltonian matrix H of (2.210) has only simple eigenvalues.
4. The matrix YL Z is invertible.
Then, the asymptotic cost increase rate per unit of flow,C , defined by
lim C C = av v (4.16)
-(i) U (l) --n -n
and given by equation (2.157) and the stationary distribution j uniquely
defined by (4.1) and (4.2), are related as follows:
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1. a = min J(r) (4.17)
r
T (4.18)
s.t. V * r 
-n
where, for any r in Rn ,
J(r) = min (OT L ) (4.19)
s.t. Y ~ = r (4.20)
Z _ (4.21)
2. The minimum of J is reached at r = p, i.e.
J(E) = a
Note. If for some r, the constraints (4.20) and (4.21) define an empty
set, J(r) is defined as + a.
Proof of theorem (4.3)
The assumptions of the theorem guarantee the convergence in (4.16)
and the uniqueness of £ (see chapter 2).
A. We first prove that J(p) a= . First of all, the constraints (4.20)
and (4.21) define a non empty set of O's when r = P. Indeed, the remark
of section 4.2 shows that the ~* corresponding to an incoming flow
distribution x = E satisfies those tow constraints, since it satisfies
(4.11) and (4.12) with x = P, and D- = R.
Therefore, J(E) < 
Equation (4.9), with x = A, yields:
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1 T T C D 1 T* *! T _ DT L ((i) - (i) (il) ) 2 (i) -- (i)
whence
T T T* *
lira R (c(i) -(i) c(i+l) D(i) -- -- J (~
where the second equality is lemma (4.1) applied to x= p.
On the other hand, the limit of the left hand side is also
T
lim p (Ci) - C(i+l )p
Since D p = .-
According to (4.16), this limit is equal to
T T
a(p v)(Vn P)=a
from (4.2). Therefore, J(p) = a.
B. We now prove that a is less than or equal to the minimum of J(r) over
T
all r suchthat V * r = 1. Let q be such that the minimum is reached at
---
V VT V
r = .q, and let : such that J(q) = T L '.
Thus
V
Y = Z =5
Let us now consider the minimization problem (4.3), (4.4) with x = q,
and let us call (i) the corresponding minimizing vector. Therefore,
-(i)
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1 T lT _ T T
_q C(i) q = L +-- Z C z
5 (i5 2 -(i) (i)i))- (ilL) (i)
and
Y =q
Hence,
T _ L + Z C = T V L V+ T C
_q C z T (4.22)
where the inequality follows from the fact that 0 is feasible, but not
necessarily optimal, for (4.3), (4.4). From (4.22),
T T M -&(i+ l) q < L c (4.23)q (C(i) -(i+l)) 5 -- (4.23)
Equation (4.23) holds for every i, and ~ does not depend on i. Letting i
go to - ~ and using (4.16), one obtains:
T 2 . T V
-n
or, since q satisfies the constraint (4.18),
<T L = J(q) = min J(r)
r
T
s.t. V - r= 1
-n
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C. Combining the results of parts A and B, we have:
whence
a = J ) = min J(r)
r
T
s.t. V · r=l
which proves parts 1 and 2 of the theorem. Q.E.D.
Remarks.
1. The interpretation of theorem 4.3 is as follows. At points sufficiently
far from the site of an imposed perturbation, the resulting downstream
perturbation redistributes itself according to the stationary distribution
p of the asymptotic propagation matrix D. The cost per unit of flow and
per subnetwork is then constant and equal to a. What theorem4.3 establishes
is that the asymptotic propagation matrix D is such that its stationary
distribution p leads to the least possible cost per subnetwork, a.
However, theorem 4.3 does not fully characterize the matrix D.This matrix
indeed contains additional iniformation: the eigenvalues other than 1 -
that is, the eigenvalues of A, teach us how fast the convergence of the
sequence of downstream perturbations to p occurs. No information on these
eigenvalues is contained in theorem 4.3.
2. The upstream analog of this theorem is obtained by intechanging the
Y and Z matrices (see chapter 3). Note that interchanging Y and Z leaves
the minimization problem (4.17) unchanged, since it leaves J(r) unchanged
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for all r. Therefore, the constant a is the same for the upstream as for
the downstream perturbations. Moreover, if E is the unique point at which
the minimum of J is reached (under the constraint (4.18)), then the
stationary distribution for the upstream perturbations is the same as
for the downstream ones. Thus, although the asymptotic propagation matrices
for the upstream and downstream perturbations are generally different,
they have the same eigenvector corresponding to the eigenvalue 1.
4.5 Explicit expression for a and p in a special case.
We here minimize J(r) under the constraint (4.18) in a special case:
when L is diagonal and some symmetry is present in the subnetwork. When
L is diagonal, each diagonal entry can be thought of as a cost associated
to one specific link. Therefore, it is possible to store all information
about the subnetwork, i.e., L, Y. and Z, in a single (nxn) matrix, that
we denote = [ ij ].
j cost corresponding to link (i,j) if -this link exists
+ - otherwise.
For the network of Fig. 7.2 corresponding to
1 0 0 1
L 0 2 0 
0 4
we have
r= t§+ c4
- 2 4J
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since there is no link from entrance-node 1 to exit-node 2. Replacing also
the (mxl) vector I by an (nxn) matrix _A, where .ij is the flow along link
(i,j), the flow conservation constraints become:
n
Eij(k) = xi(k) i = l,.... n (4.24)
3=1
i(k) j(k+l) j = 1,...n (4.25)
1- ij) =
and the cost function is
n n
1 Z (4.26)
2 i= j=l
where the sum is over those subscripts for which i.. < '.
In this notation, the expression for J(r) becomes:
n nJ(r) -min -E. . i D )
ij' = ri i = l,...n (4.27)
1
n
E 'ij =r rj = ,...n (4.28)
However, let us take only the constraints (4.27) into account. Then
the Lagrangean function is:
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F O, A_ r 2 . .= I, D('' )Eij si j + E i -i j
i=l j=l i=j j=l
Equating to zero the derivative of F with respect to r yields:
2f.. .. - . = O13 13 1
The constraint (4.27) implies:
n
2 1
i 
therefore,
ri
1=J 1 (4.29)
ij k=l ik
is optimal. Substituting the right-hand side of (4.29) for Q in (4.26)
yields
2 2n
r. ri
i eik ( iWe'~'ij i isl
We now minimize J(r) under constraint (4.18). The new Lagrangean is
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ri
Ei' (r, ) = [+
Equating to o the derivative of - with respect to r yields:
2 r.
-z=0
k
5Pik
which, taking constraint (4.18) into account, yields uniquely the
optimal r,
% 1
k ik
r. = - (4.30)
r s rs
The corresponding optimal D, i.e. ~, is given by
_____=__ 1 (4.31)
13 _
r s £r
rs
Now from (4.31),
n
1
n_
Tro fij i= j, 1
Therefore, if S' is symmetric, i.e. if 2'. . for all i,j, then
___ __ ___ __ ___ __1 ) 
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n
and constraint (4.28) is also satisfied. Accordingly, in that symmetric
case, the solutions are , given by (4.31), and p, given by (4.30), i.e.
: 1
k Oi-k (4.32)
Pi= 1 _ 
r rs
The corresponding minimum of J(r) is
v 2 1CC~y~ ~13 (: d1 2 i CC I
a(.= Ez Ez9?i isZ. 1 (4.33)
2.) 1I =.
_r Sr s rs.rs
Example. For the standard two-dimensional example, with cost matrix
1 0 0 01 
0 1 0 0L =
0 0 2 0
0 0 0 2
2 2 3
1
P P2 2
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which are the values of a and p found both numerically (see chapter 7) and
by the method of chapter 2 (i.e. by solving a Riccati equation). When L
is diagonal, but 9' not symmetric, problem (4.17) can still be solved
analytically, but does not lead to compact expressions. In the minimization
problem that defines J(r), the optimal Lagrange multipliers are not unique;
they depend on a scalar parameter, and we re-optimize the cost function
with respect to it. For instance, in the standard two-dimensional example,
with 2 0 0 0
L = 0 1 0 00
0 0 3 0
! 2 0 4
(example 7.1.4 of Chapter 7), one finds:
E = ( 1 29 ) and ac = '21 0.4827586
which are exactly values observed by implementing the. recursive equations
of Section 2.2 on a digital computer. We have not explicitly solved the
minimization problem for non-diagonal matrices L.
CHAPTER 5
AN EXAMPLE OF NONSTATIONARY NETWORK
5.1 Introduction
In section 2.2, we have mentioned that a general freeway
corridor network can be split into subnetworks. Correspondingly, the
average travel time cost function used in [2] can be broken up into
a sum of as many terms as there are subnetworks, where each term
depends only on the flows of a single subnetwork. This allows one
to expand the cost function to the second order about an optimal solu-
tion, and to apply dynamic programming to determining the optimal
perturbations (section 2.2).
Here, we actually show how to split a network into subnetworks
and how to obtain the corresponding expression for the cost function.
We also demonstrate the way to handle positivity and capacity con-
straints. We then illustrate the general technique on an example of
freeway corridor network that was presented in [2]. We compare the
values obtained for downstream perturbations by applying the method
of Chapter 2 (section 2.2) with those found by solving globally the
flow assignment problem over the whole network, applying the acceler-
ated gradient projection algorithm to slightly different incoming
traffic distributions, as had been done in [2]. The agreement is
satisfactory.
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5.2 Splitting of network and cost function
5.2.1 Notation
We shall here adopt again the notation of section 2.2, i.e. we
denote traffic flows by i(k) and flow perturbations by E6(k). Let us
briefly recall the expression for the average travel time cost func-
tion, already given in 2.2.
2
J(¢)= E iPi +.(i E- A)) (5.1)E (E .13- i .i A i i i
where the first sum is over all links, and the second sum only over
links of class B (entrance ramps) and C (signalized arterials) but
not A (see 2.2). Also,
Ei = g ~max if i C C (5.2)
%~i max (1 -I j/4j max) if i e B (5.3)
In equation 5.3, link j is that portion of the freeway the ramp i im-
pinges upon (Fig. 5.2.1).
The function Pi (' ) is the inverse of the fundamental diagram
[15]. In fact, to approximate the inverse of the fundamental diagram
(corresponding to oi < Ei), a seventh degree polynomial was chosen;
in the usual fundamental diagram, 4 attains a maximum, 4max, for a
certain value of p, and d is zero at that value. To invert thedp
fundamental diagram perfectly, one should require that - go to
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j
Fig. 5.2.1 Freeway Entrance Ramp
k
Fi1 2
Fig. 5.2.3 Signalized Intersection
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infinity at a = ax Instead, one adopted here a large finite slope.
Thus we take
P ) k(5.4)Pi(¢) = . + ki
where
.3p - /bi (5.5)
k. imax imax1 )7
imax
which implies that
lim Pi(¢) = .3Pimax (5.6)
1 simax
imax
Also
lim p. ( ) = 0
~+0 1
and
+ -0O Pi ( ) 
Indeed, vi(¢) = p - is the speed along link i corresponding to a
i
flow 4, and lim vi(¢) is the free speed, in the absence of conges-
tion, denoted by b..
1
In the examples, the free speed b i was taken equal to 55 m.p.h.
The maximum number of vehicles per mile, Pimax' was taken equal to
225 times the number of lanes of link i.
5.2.2 Decomposition of the network
There are many ways to decompose a freeway corridor network
into subnetworks. The only restriction is that there be no internal
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nodes, so that the flow conservation constraints may be expressed by
equations (2.9,2.10) via the incidence matrices Y(k) and Z(k). To
fulfill that condition is always possible although it may require
adding fictitious links that do not contribute to the cost. This
is illustrated in the example of section 5.2.7. However, we also need
the cost function (5.1) to be expressed as a sum of terms, each one
depending only on the flows in a single subnetwork. This is explained
in the sequel. In the following section, we discuss how the various
constraints and the green splits are handled.
5.2.3 Constraints. Green split variables.
1. As already mentioned in section 2.2, we delete, for the
sensitivity analysis, those links on which the positivity or capacity
constraints (2.3) were binding in the nominal optimal solution
found by the global nonlinear optimization technique. The reason for
that procedure is that it is extremely likely that, for a small charge
in the initial conditions (i.e., the incoming traffic vector), the
constraints will still be binding in the new optimal solution. There-
fore, if the corresponding links are not deleted, the optimal flow
perturbations obtained by the second order approximation of section 2
will violate those constraints, and give rise to unfeasible new flow
assignments. In effect, inequality constraints are imposed on the
perturbations by deleting the links on which the constraints would
otherwise be violated.
Numerically, we have observed that, if the binding links are not
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deleted, the corresponding flow perturbations violate the constraints.
To be entirely rigorous, if there are £ such links, one should test
the 2 cases corresponding to deleting or not deleting each particular
link. Then, one should make the choice that leads to feasible pertur-
bations with the lowest cost. Each time a link is deleted, in sub-
network k, the number mk of components of ¢(k) is reduced by 1. Also,
the corresponding row and column of L(k) are deleted.
2. In section 2.2, the green splits were not included in our
analysis. We show here how to include them. A traffic light is always
located at an intersection between two different directions of traffic
(Fig. 5.2.3). The green splits along the two different directions
satisfy the relation
gi s+ i > o gi >j (5.7)
with 0 < a < 1. The number a is part of the data. Therefore, gi
and gj cannot be chosen independently. If we decide to include link i
and link j of Fig. 5.2.3 in the same subnetwork, we can define only one
green split variable per signalized arterial, instead of two. In
other words, we replace g.j by (a - gi ) .
Now, in the vector ¢(k) corresponding to subnetwork k, we
shall include not only the flows along the various links of subnetwork
k, but also one green split variable per signalized intersection in
the subnetwork.
The flow conservation constraints apply to flows, and obviously
not to green splits. But equations (2.9,2.10) can be easily modified,
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taking into account the fact that some components of ~(k) are green
split variables, not flow variables. To each green split variable,
there will correspond a column of zeros in the incidence matrices
Y (k) and Z(k). This does not alter the ranks of Y (k) and Z (k), which
are still nk and nk+1 respectively, since Y(k) and Z(k) have more
columns than rows.
5.2.4 Decomposition of the cost function
Taking into account equations (5.2) and (5.3), we can rewrite
the cost function (5.1) in the following form:
Z+ Ji(i' j.) + J(~i' gi)
1)Li fi i B i i C
(5.8)
where
J. (i-) = .iPi.(i) (-5.9)
2
J.1ij.)= (-./. ). (-/. (5.10)
3J i, )=1 imax (l _ j/jax imax(l j /jmaxi 
2
J¶'(4)., ~~~~~~~g.) =(5.11)
g iimax (g iimax -i)
In equation (5.8), the second term E Jl(4i' ,j ) is to be
understood as follows: for any link i of class B, there is one link ji,
uniquely specified, whose relationship with i is explained in Fig.
5.2.1. Link i is a ramp that impinges upon the freeway link ji. We
make explicit the dependence of J' on as well as on becausej. b
1
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both variables have to be considered when differentiating J. Likewise,
the notation Ji (i', gi) emphasizes the fact that J" depends on the
green split gi as well as on the flow 4i. The green split is also a
variable with respect to which J shall be differentiated when expanding
J to the second order.
Below, we now expand the cost function J, given by (5.8), (5.9),
(5.10) and (5.11), about a nominal optimal solution ~ , and show how
the network has to be split into subnetworks so as to decompose J pro-
perly.
5.2.5 Expansion to the second order
We examine separately the three sums occurring in (5.8).
1. Every link i contributes a cost Ji(Li) that depends on the variable
4i only. Therefore, it contributes, in the quadratic expansion of J
aj. *
about the nominal solution c_*, the first derivative i- (4i) and the second
derivative 'ja' (i *)'
2. To each link i in class B, there correspond two terms in (5.8), which
are: J.(.i) and J'!(i , j. ). Each time we encounter such a link, we
shall put links i and k of Fig. 5.2.1 into the same subnetwork, and
link j in the subnetwork immediately downstream. In order not to mix
flows along links of different subnetworks, in the expansion of J, we
replace j. by Oi + k in (5.10). Therefore, we replace J(4i' ( j . ) by
J' (i' +i  and differentiate it, which gives rise to five terms:
aJ! aJi a2J! a2 J a2J
i 21 1 12
22
2. k 302 2.Ok 30
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3. To each link i in class C, there also correspond two terms in (5.8):
they are Ji(i) and JJ(~i, 9i). The second term contributes to five
terms in (5.8), i.e.
aJ a a J, aI2 2 2j,,
' agi ' a ' a.agi ag 2
Corresponding to link i, we also have link j, in the same subnetwork,
leading to the same traffic light. Link j contributes the term
J"'(4j, c-gi) in (5.8), in view of (5.7). This term in turn contributes
·five terms in the quadratic expansion of J.
By these operations, we obtain a quadratic expansion of the cost
function J about the optimal solution O , of the type:
N-i
J( + J( ·. 1 6_T(k) L(k) 6(k) + hT(k)6(k)] (5.12)
k=l
where 6¢(k) is the vector of flow perturbations and perturbations in
green split variables for subnetwork k. We have been careful when de-
fining the subnetwork, to express J as a sum of terms, each of which
depends only on the vector ¢(k) corresponding to one subnetwork k.
5.2.6 Analytical expressions for the derivatives
To actually implement the decomposition method described in sections
5.2.4 and 5.2.5, we need analytical expressions for the first and second
derivatives of the terms that appear in (5.9), (5.10) and (5.11).
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1. Costs common to all links
aJ.1 1 6+7 k.4 (5.13)
2a j.
= 42 k (5.14)
2. Cost special to links of class B
2~~ Zix_ 2
a~- '~i' (i i k) I (2xi (5.15)-)
. + ) 2+ -- 2 2(5.15)
x(x-_i ) j max x (x- -i )
aJ.' 4).' ci max (2x - 2i) Oi
Oir Oi + k 2 2 (5.16)jmax x (x -4)
2
2 ( (i' 4i +k) =v+w (5.1)
a--t ~ ~ · (5.1)iak
a i~jt ~ ~* + 4)) W (5.19)
D~,k2
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where
A 2x (5.20)
(x 3 i )
A i max (4x2-3x4i + (4x2-3x4i + .i)
V 2 3 (5.21)
1 2 3j max x(x- .i)
A 2 maxi i xi2 ( 3x - 3 2 2 5.22)
j max 3
x (x - )
A (1 - k (5.23)
=~i max (1 -~j max
3. Cost specials to links of class C
2 ~i maxgini - i2
.(5.24)
4. -i maxgi(i max i )
2-
1 1a i maxgi
agi imax g4) 2(4 g - )2
a2 Jill 2 5a~x($i maxi)( $i maxgi -i1
(5.26)23
(~i maxgi 
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2 4) 4)42 234) 4) mg. + 
a Ji" i max i(i 3i i maxgi 4i )
=ima 1 21 maxi i (5.27)
i agi (i maxgi) (Oi - i maxgi) 3
ii max 1 i maxi ia Ji" 2(4i maxgi) 4i [() i maxgi) + (.i maxgi - .)(2i maxgi - 4i)]
gi2 ( Xi maxgi)3 (i maxgi - i )3
(5.28)
Remark
The Dk) matrices of Section 2.2 depend only on the L(k) matrices
of equation (5.12), therefore only on the second derivatives of J.
5.2.7 Example
This example, whose network appears in Fig. 5.2.7-1, was solved in
[2] by the accelerated projected gradient algorithm, for various incoming
traffic distributions. The squares represent signalized intersections,
and the nodes represent entrances.
We denote by gl the green split for traffic on link 7, and g2 for traffic
on 15.
gl + g2 = 1.
Likewise, g3 is the green split for traffic coming along 8, and g4
for traffic coming along 9.
g3 + g4 = 1.
Links 1, 2, 3, 4, 5, 6, 8, 10, 16 belong to class A.
Links 11, 12, 13, 14, are of class B.
Links 7, 15, 8, 9 are of class C.
-233-
One Lane
Freeway
(2) (4) 6)
2000 / 2000 2000
2000 12000 2000 2000 Entrance
Sglal jj !~ SignalRamps
(11) /(12) (13) (14)
Three Lane
6000 6/ 6000 ,7 000/ Freeway-
(1) / (3) (5)
2000
(15) /[92 o
Signal [93] (1 i6 Signa 1
(7) • • (8)10
4000 191 4000/ (91 20004000
Signalized 
Arterial
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Fig. 5.2.7-1 Example of Nonstationary Network
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nominal
Pi Pi i maxi p~~.. p ~#of optimalPi ~ P ~i mxma x mlanes flow 
1 .5 675 6000 3 5000
2 .5 225 2000 i 1000
3 .5 675 6000 3 4139
4 .5 225 2000 1 1256
5 .5 675 6000 3 4100
6 .5 225 2000 1 1295
7 .5 450 4000 2 1000
8 .5 450 4000 2 1605
9 .05 225 2000 1 500
10 .5 450 4000 2 1605
11 .1 225 2000 1 0
12 .1 225 2000 1 256
13 .1 225 2000 1 0
14 .1 225 2000 1 39
15 .15 225 2000 1 605
16 .05 225 2000 1 500
TABLE 5.1 DATA OF THE NETWORK
~~~~~~~~~~~~~~___.__.._..... _..~~~~_. .. __~~~.~~~_~~,._..------
-235-
The optimal flows corresponding to the initial condition
T
x =- (1000, 5000, 1000), are listed in Table.5.1. The various para-
meters - maximum flows $ , lengths Q., as well as numbers of lanesi max 1
and maximum capacities Pi ma are also given in Table 5.1.i max
In order to apply the method of sections 3 and 4, we have to split
the network into subnetworks. We shall define four subnetworks, by in-
troducing fictitious links with zero length as shown in Fig. 5.2.7-2
(they are represented by dotted lines).
This network is not stationary, but the dimension of the state is
constant: nk = 3 for each k, since each subnetwork consists of three
entrances and three exits. However, the dimension mk of ¢(k) is not
consistent with k.
The positivity constraint was binding on link (1,2) of subnetwork 2
and on link (1,2) of subnetwork 4. Therefore, according to section
5.2.3, we delete those links in our analysis, and replace the network
of Fig. 5.2.7-2 by that of Fig. 5.2.7-3.
For the new network, the incidence matrices are as follows:
1. Y(1) = Z(1) = Y(3) = Z(3) = I (i.e. the 3 by 3 identity)
2. Y(2) = 1 1 1 0 0 and Z(2) 0 1 0 0 0
0 0 0 1 0 0 0 1 1 0
corresponding to the labeling of Fig. 5.2.7-4.
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Fig. 5.2.7-4 Labeling of Links and Signalized Intersections in Subnetwork 2
Fig. 5.2.7-5 Labeling of Links and Signalized Intersections in Subnetwork 3
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The control 1(2) is 6-dimensional. Its first five components are the
flows along the five links of subnetwork 2, and its sixth component is
the green split gl (Fig. 5.2.7-1). To that sixth component, corresponds
a sixth column of zeros in Y(2) and Z(2).
1 0 0 00 1 1000 
3. Y(4) = 1 1 0 0 and Z(4) = 0 1 0 0
0 0 1 0_ 0 0 1 0 _J
correspond to the labeling of Fig. 5.2.7-5.
The control _(4) is 5-dimensional. Its first 4 components are the
flows along the 4 links of subnetwork 4 and its fifth component is the
green split g3 (Fig. 5.2.7-1). To that fifth component, corresponds a
fifth column of zeroes in Y(4) and Z(4).
The cost matrices L(k) are calculated as explained in section 2.2.4,
using the equations of 5.2.6. Given the changes in the traffic entering
subnetwork 1, the computer program uses the equations (2.59) of section
2.2.5 with initial condition (2.58) to obtain the perturbations,
In order to make the program operational, it was necessary to go through
a finer classification of the links than the distinction between classes
A, B and C, particularly in order to include in the same subnetwork both
links impinging on the same traffic light.
In the present example, the signalized intersection of subnetwork
4 has a pecularity. The links that cross link 4 carry a flow of traffic
that does not interfere with the remaining traffic within subnetwork 4.
We might have added one component to f(4) and one more column of zeroes
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to Y(4) and Z(4). Instead, we devoted, in the computer program, a mem-
ory for the length, maximum capacity, number of lanes, nominal value of
the optimal flow, for the green split and stored into it the corres-
ponding quantities for that link. (see Appendix F)
Numerical Results
We consider, for the network of Fig. 5.2.7-1, three different cases
of incoming traffic distribution.
The nominal case is one in which 5,000 vehicles per hour entered
on link 1 and 1,000 vehicles per hour arrived at link 2 and at link 7.
Alternately, in the notation of Fig. 5.2.7-2, 5,000 vehicles per hour entered
through entrance 1 of subnetwork 1, and 1,000 vehicles per hour arrived
at entrances 2 and 3 of subnetwork 1.
Case 1 is the same as the nominal case except that 1010 veh/hr enter
through entrance 1 to subnetwork 1 instead of 1,000. In case 2, 5010
veh/hr enter through entrance 2 to subnetwork 1, instead of 5,000. In
case 3, 1010 veh/hr enter through entrance 3 instead of 1,000.
Cases 1, 2 and 3 will give rise to downstream optimal distributions
of traffic that are different from the nominal case. For instance, in
case 1, the optimal traffic flows through exits 1, 2 and 3 of subnetwork
4 are 1274.4, 4047.3 and 1638.3 respectively (as calculated by the global
optimization technique of [2]) instead of 1295, 4100 and 1605 respectively
in the nominal case.
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Table 5.2 lists the optimal traffic flow distributions among the
exits of subnetwork 4 corresponding to all four cases (nominal and three
perturbed cases), as obtained in [2]. It is to be noticed that, if
x (a) and xI(6) represent the three-dimensional vectors of input flows
(that is, at the entrances of subnetwork 1) in cases a and a, and x (a),
-o
x (B) represent the output flow vectors (at the exits of subnetwork 4),
then:
!x!(a) - o¢! S| < I1|_~(a) -_
where I IlYI A ( Y.2 ) for any three-dimensional vector Y. This damping
i=l 1
of perturbations in analogous to what we have demonstrated rigorously in
the stationary case. Instead of applying the accelerated gradient pro-
jection method to all four cases in order to obtain x (1), x (2), x (3)
-o -o -o
from xI (1), xI (2) and x(3) respectively, which has been done in [21 and
yields the figures of Table 5.2, we can apply the quadratic sensitivity
analysis as presented in section 2.2.
That is, a numerical optimization technique is used only to compute
traffic assignments in the nominal case. They are given in Table 5.1.
For the other three cases, we focus on the differences in incoming traffic
flows between each particular perturbed case and the nominal case. We have thus
the incoming traffic flow perturbations x T(1) = (Sxi (1), (1) x3 (1)).
In case 1, 6x(l) = (10, 0, 0)
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x1 (4 x(4) X2 (4) X3 (4)
nominal 1271.9 4092.8 1635.3
case 1 1273.7 4097.1 1639.3
case 2 1274.4 4097.3 1638.3
case 3 1273.2 4096.0 1640.8
TABLE 5.2
EFFECT OF VARIATIONS IN INPUT FLOWS
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in case 2, 6x(l) = (0, 10, 0)
'in case 3, 6x(1) = (0, 0, 10)
whereas the nominal case corresponds to 6x = (0, 0, 0). We then
implement the dynamic programming equations of section 2.2, by calcula-
ting the successive perturbation vectors from the initial perturbation
by means of equations (2.59), (2.60), (2.61), (2.62).
We list in Table 5.3 the flow perturbation vectors Sx(4) at the
exits of subnetwork 4 corresponding to each case, obtained by dynamic
programming, in column Q (for quadratic sensitivity analysis). We com-
pare them with the differences between optimal traffic flow assignments
at the exits of subnetwork 4 in the nominal case and in each perturbed
case, in column G, obtained by the general optimization technique used
in [2].
The agreement is satisfactory. Obtaining 6x(4) from 6x(l) by the
quadratic sensitivity analysis is much more economical in computer time
than reapplying the general optimization technique.
In table 5.4, the cost matrices L(k) and propagation matrices
D(k) at each stage are presented.
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6x1(4) (x2(4) x3 (4)
G Q G Q G Q
case 1 2.58 2.60 4.48 4.46 2.94 2.93
case 2 1.80 1.64 4.27 4.20 3.94 4.15
case 3 1.33 1.19 3.16 3.04 5.52 5.77
Table 5.3 Traffic Flow Perturbations,
by the Two Methods
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CHAPTER 6
CONJECTURES
6.1 Introduction.
In the stationary case, the approach of Chapters 2 and 3 was
somewhat unnatural in that we had to reduce the dimensionality of the
state and the control to derive the results, and to reformulate those
results in the initial parametrization x, _. In Chapter 4, we character-
ized one asymptotic property of the network directly in terms of the
initial formulation, and interpreted the steady-state constants in that
manner. We try here to follow a similar approach for the eigenvalues of
the asymptotic propagation matrix, that measure the speed at which a
perturbation settles down. We formulate a conjecture, explaining how it
arises and illustrating it by examples in which it is observed to be true.
Likewise, we conjecture that the propagation matrices at all stages are
transposes of stochastic matrices, and present evidence for that property
in view of what has been proved.
T
6.2 Is D a stochastic matrix?
-(k)
In section 2.3.2, we observed that D was a stochastic matrix in
-(k)
all numerical experiments. In section 2.3.6, we proved that the sum of
the entries of a column of D is equal to 1. We have not proved that D
-(k) (k)
has only nonnegative entries. This property was never needed in our
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argument, but we have shown that the limit D has spectral properties
possessed by stochastic matrices.That is what enabled us to use, in
section 2.3.7, a proof found in text books [32] on stochastic matrices,
to establish the convergence of D x(l). Those spectral properties are:
T
1. The eigenvalues of D have magnitudes not greater than 1.
2. The number 1 is an eigenvalue of D andyT = (1,1,...1) is the
-n
transpose of the corresponding eigenvector.
Moreover, when some reduced system is controllable, we showed (in 2.3.7)
that: the number 1 is a simple eigenvalue and is the only eigenvalue of
T T
D- of magnitude 1. This property: implies that, if D is a stochastic
matrix,then it corresponds to a Markov chain with one single final class,
and that final class is aperiodic [32]. This property is to be compared
with the conditions which we saw in 2.3.4 ensure controllability of a
reduced system.They were: the accessibility graph G has only one final
class, and that final class is aperiodic.
T
Now let us relate the D(k) matrices (for any k) to the accessibility
graph G. We have
* *
x D x (6.1)
-(k+l) -(k)-(k)
n
or * 
Xj (k+l) Dj(k)xl(k) (6.2)
In particular, if
(6.3)
1 for £ = i
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then
* T
x. (k+l) Dji (k) = D. (k) (6.4)
so that the (i,j) entry of D T(k) is the amount of flow perturbation that
comes out of subnetwork k through exit j given that one unit of flow
perturbation enters through entrance i and nothing else enters through
any other entrance. Therefore, if arc (i,j) does not exist in the graph
G, there is no path leading from entrance i to exit j within the typical
subnetwork and, by the above interpretation of (6.1),
D. (k) = 0 for all k.
13
This does not imply that, if arc (i,j) exists in G, then D. (k) = 0. But
it seems reasonable that it would not be optimal to have D.. (k) = 0
inspite of the existence of arc (i,j) in G, i.e. not to make use of the
paths from entrance i to entrance j. We thus have
Conjecture 5.1: D.. (k) > 0 for all (i,j)
and
Conjecture 5.2: D. (k) = 0 if and only if (i,j) is not an arc in G.
Combining these two is equivalent to stating
Conjecture 5.3: D (k) is a stochastic matrix adapted to the graph G
(Appendix A).
This conjecture implies that the conditions on the final classes of G are
equivalent to: Condition C. "the number 1 is a simple eigenvalue of D T(k)
T
and D (k) has no other eigenvalue of magnitude 1". Therefore, we conjecture
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that condition C holds, for D (k), for each k, in a stationary network
whose accessibility graph is strongly connected and aperiodic. (eonjecture
5,4). In the absence of the stationarity assumption, to each subnetwork
k would correspond an accessibility graph Gk. By the same resoning,
Conjecture 5.4 applies to each D(k) corresponding to an accessibility
graph Gk that is strongly connected and aperiodic.
If we could prove that D is a non-expanding mapping for the norm
n
x Iwll ZE lxii (6.5)
i= 1
i.e. that
I ID Xl- 1 < I XI _1 (6.6)
for any x E Rn, it would follow that Dij > 0 (i,j) and therefore that
DT is a stochastic matrix. Indeed, let us take x as in (6.3). Then
T T
V Dx=V x
becomes
n
D3 jj=l nHere, lixil1 = 1 and |I|DXI |1 =Z lDijl
T T
Let J1 = {j: D.. > 0} and J =' {j: D.j < 01 . Then
x1 E Di j D2ij (Eq. Cont-
JJ~1 JJ2
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(E T Dij ZD ii j i1]j = J j=l ijSJ2 jSJ j=l
since
T
-DTj > 0 for j E J2
Thus, unless J2 is empty, we would have2
I IDxlI 1> ] X1 1 for that x, contradicting (6.6)
It should be noticed that condition (6.6) is also necessary for
D to be a stochastic matrix [30] . Therefore, further investigation might
follow these lines, i.e. try to prove (6.6)
6.3 Random walk - like expression for DT .
In Chapter 4, we have given a way to determine directly both the
unit eigenvector p of D corresponding to eigenvalue 1 and the asymptotic
cost increase rate per unit of flow, a. It would be useful also to have
a compact exression for D. To this end, we formulate here another
conjecture that gives the matrix D as an analytical function of the one-
step propagation matrix D( N-l). In spite of the rather unorthodox reason-
ing we are about to present, we obtain an equation that holds in all the
numerical examples studied. To this end, we will concentrate on the case
of a diagonal L matrix, and we will make use of the 9X formulation of
Chapter 4 (section 4.5). The minimization of
n n
*j=l 13 ij
under constraint (4.27) but without constraint (4.28) is in fact the
general optimization problem of section 2.2 for one step (i.e. one single
subnetwork), corresponding to a general incoming traffic flow distribution
r. The propagation matrix for that problem is D c-1).
0O for k i ,
Therefore, if rk = f
1 for k = i
n
then the outgoing traffic at exit j is D. (N-l). It is also E Skj Ac-
k=l
cordingly, from (4.29),
D. (N-l) = (6.7)
13 a3 f:In
k-i l ik
This is the specialcase of diagonal L, with the ' - formulation. The
general expression for D(N-1) is
D(N-1) = (Z L- 1 yT)(Y L-1 yT)- (6.8)
(see section 2.2 and 2.3.7). For simplicity, let us denote D(N-1) by T.
To find a compact expression giving D as a function of T, consider the
following probabilistic reasoning. If DT is really a stochastic matrix,
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then DT. represents the proportion of the flow perturbation entering a
subnetwork through entrance i that will leave it through exit j. This
does not mean the proportion of that flow that will follow link (i, j)
however, because there may be many other paths within the subnetwork that
lead from entrance i to exit j, and we allow negative flow perturbations
T(2.3.4). Also, we may say that D.. is the probability that a unit of flow
perturbation entering through entrance i will leave the subnetwork through
exit.j. In this statement, we are thinking of the downstream perturbations,
but the reasoning applies as well to upstream perturbations (Chapter 3),
by interchanging Y and Z.
We assume that a "particle of flow" goes back and forth between
entrances and exits till the time it leaves the subnetwork, i.e. goes from
an exit, which is also an entrance to the immediately downstream sub-
network, forward to an exit of that downstream subnetwork.
We now make the following assumption: at each step forward within
a subnetwork, the probability that the particle of flow at entrance i
follows link (i,j) to exit j is given by T.. In other words, we assume
that the percentage of the flow perturbation entering through node i that
will follow link (i,j) is given by the j, i entry of the one-step propagation
matrix T.
When the flow particle comes backwards from an exit to an entrance,
we use the one-step propagation matrix equivalent to (6.7) but for the
upstream direction of traffic, i.e.
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j= 1 (6.9)
ji k ki
and the corresponding optimal entering flow distribution j:
C 1
ki
qi = (6.10)
r s rs
where we have replaced Y' by _ T. This is the particular expression for
a diagonal L matrix, of
-1T -1TT-l= (Y Z( L  - )- (6.11)
where Y and Z have been interchanged in (6.8). By reasoning analogously,
we assume that, at each step backward, the probability that the particle
of flow being at exit j, next follows link (i,j) backwards to entiacne i,
is Qi.. In the symmetric case, i.e. when 92 = 9T , then Q = T. We assume
in that case that, each time the particle of flow has reached an exit,
either it goes forward to an exit of the next subnetwork, or it comes
back to an entrance of the same one - both events being equally likely.
With those assumptions, the probability that an entering particle of flow
will leave the subnetwork after exactly n steps (i.e. after having fol-
lowed n links, some forwards and other backwards) is the same as the
probability of a gambler to be ruined in exactly n trialSof a fair
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game [33]. (In the so called"gambler's ruin" problem, it is assumed that
the gambler must bet $1 each game, has an infinitely rich opponent, and
starts with a given capital which is here $1).. This probability is known
to be equal to:
0 if n is even
i n+1 2-n (I if n is odd
-2
c0
of course, a. > O and a = 1.
n0n
According to our heuristic approach, we should therefore have:
(n)
D.. E a Ta . (6.13)
31- n nI
To obtain equation (6.13), we argue as follows. The probability that
the particle, entering at i, leaves the subnetwork through j, is
D.. = P[j, nji]
n=l
where P[j,nji] is the probability that the particle leaves the subnetwork
after exactly n steps and through exit j, given that it enters through i.
also,
P[j, nji] = P[n[i] - P[jln, i]
* 1 1
That is, at each trial, he has a probability 2 to win 1 and a probability 2
to loose 1.
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where P(nji) is the probability that exactly n steps are required to leave
the subnetwork, and P(jjn, i) is the probability that the subnetwork is
left through exit j, given that n steps are required and the particle
entered through i. Our gambler's ruinproblem implies:
P[nli] = an for all i
P[jln, i] = T(.n )
then
P[j, nli] = P[jin, i]P[nji]
and (6.13) follows.
Since a = 0 for n even, equation (6.13) is equivalent to:
n
Di = a T(2n+) (6.14)
Dji ji
From (6.7), it is clear that Tji > 0 , therefore TT is a stochastic
matrix. and so is (T ) for every positive integer n. Therefore, if (6.14)
T
were established rigorously, it would prove that D is a stochastic matrix
(in the case of diagonal L and symmetric Ef). In matrix form, (6.14)
reads:
D a T2n1 l (6.15)
a2n+l-
This is translated into the equivalentrelation for the eigenvalues XT
and X of T and D:
D - -
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D = n a 2n+l T) (6.16)
And, given the particular sequence a (equation 6.12), this series is
equivalent to:
X _ 1/ -. 2 (6.17)
D A
T
We know that IATI < 1 since AT is the eigenvalue of a stochastic matrix;
therefore, the series in (6.16) converges. However, T might be complex,
T
since T is not necessary symmetric though g' is. In the examples, we have
always found AT real, so 1-XT2 > 0. It is clear that the eigenvalue 1 of
T is transformed into 1 by (6.17). Moreover, equation (6.17) has been
checked for the other eigenvalues in all our symmetric examples (i.e.
L diagonal and S = 9) with considerable accuracy.
Consider the standard two-dimensional example with L diagonal and
1 a
= [:a 1
Equation (6.9) gives
La+l a+ 1
aI1 a+l J
a-1
so that the eigenvalues of T are 1 and a+l'- Applying (6.17) with
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a-I
T a- gives
T a+l
1l a+ - (a - -) a+l - .(ai -(a l
a-i a-i a-il a+t
a+l
which is exactly the expression found in section 2.3.8 when aplying the
hamiltonian matrix technique to that class of examples. It is much easier
to obtain the results in the present manner, because it avoids the
laborious and artificial partitioning presented in Chapter 2. However,
the present method is not at all rigorously established.
Consider now a symmetric three-dimensional example. (example 7.3 of
Chapter 7).
f= 212
Equation (6.7) yields
6 3 2
11 11 11
1 1 1
- 4 2 4
2 3 6
11 11 11
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4 5So that the eigenvalues of T are , and 22 Applying (6.17) to
XT yields
A1 (D) = 18826231
11
and, with T = 22 , one obtains
A2 (D) = - . 11514294
5
22
On the other hand, the computer program shows that
( 1 3) (D12 - D13) [ 18826231 . 036559683
D-
(D21 D3 (D22 - D23) 0 .11514299 
so that the two eigenvalues of A, which are the eigenvalues of D other
than 1, are indeed those found from equation 6.17.
In the nonsymmetric case (when L diagonal but ' not symmetric),
equation (6.17) does not hold, but, following the same heuristics, we
nbw argue that Q, given by (6.9) should be used instead of T for back-
ward transitions. Also, the "gambler's ruin" problem might be such that
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the probability of a forward and a backward transition are not the same.
If a is the probability of a forward, and B = 1 - a of a backward trans-
ition, a of equation (6.13), becomes
n
0 for n even
(6.18)
n n 2 2
1n (n 2 )for n odd.
and we replace(TT)2 n + l in (6.15) by TT(QTT ) n
Therefore
DT = _ an T (QT T) (6.19)
which, given equation (6.18) for a , is formally equivalent to
T T (I - / I- 4 ac QT TT) (QT TT)-1
D =T (6.20)
2a
T
If true, (6.19) again implies that D is stochastic. That D would now be
given as a function of 2 matrices does not make as simple the translation
into eigenvalue relations. However, the equation:
XD = 1 - /1- 4 as XQ T (6.21)D 2aXQ
was found to hold in all two-dimensional examples, with a and B chosen as
follows: + 1 =l (6.22)
= qlq2
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where P1 and P2 are the two components of E given by (4.32) and ql
and q2 those of q given by (6.10).
Example. For the standard two-dimensional example,
with L = 3] , or = [ T.
-2/5 4 l 9/25-
Equation (4.32) gives j 4 / and (6.10) gives q j
L3/5J L6/25
2/5 * 3/5
So, according to (6.22), we have = - - and a + = 1.
9/25 * 16/25
144 150
whence 294 294
3/5 2/5
From (6.7), T = . T has eigenvalues 1 and 2/5
i 4
5 5
2/3 1/3
From (6.9), Q= Q has eigenvalues 1 and 5/12.
3/4
If we now apply (6.21) with the values found for a and a,first of all
we see that a < 0, so a < 1/2, therefore, for XQ = 1 and . = 1,
' 1-4ac, s = /-o= - 1a(2c, :/1-2a .1- 2a
and X 1 - (1-2a) = 1 is found.
2a
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Corresponding to XT = 2/5 and XQ = 5/12, we find
~* ~= / 1 -4 -144 .15 5/12294 294
X, · 21337308
D 144 5
294 12
On the other hand, from the implementation of the equations of Chapter
2 or a computer (ch.7),we see that AD 11-D1 2= -21337308 is the eigenvalue
of D other than 1. In three-dimensional nonsymmetric examples, we tried
a P1P2P37 lq2q3 but the results obtained, although close to the true values, were
not as satisfactory. Those equations are of course only conjectural, but
.the coincendence is striking. Perhaps the equations derived in 2.3.7 for
A and K could be used together with (6.8) and (6.11) to derive them, at
least for the range of cases to which they would apply.
CHAPTER 7
NUMERICAL EXPERIMENTATION
7.1 Introduction
In this chapter, we survey the examples of stationary network patterns
to which we have applied the equations of section 2.2.
For each stationary example, we sketch the typical subnetwork and
its associated accessibility graph G. We also give the incidence matrices
Y and Z and the cost matrix L.
For some examples, we refer to the corresponding table that lists
the computed values for
DC(k) = C(k) - C(k+l)
ax* (k+l)
- .k) ax*(k)
Cx(k) (denoted DELTA(k)), the perturbation at stage k.
For others, we just indicate the limiting values, and occasionally
show a graph.
7.2 Various Stationary Networks
Example 7.1 Standard two-dimensional example.
The network and its accessibility graph G are given in Fig. 7.1. The
numbers are link and node labels. Since the graph G is strongly connected
and aperiodic, any subsystem is controllable. The same is still true when
the arrows are reverted in G, i.e., for the upstream case. The incidence
matrices are:
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(1) c() ->( j
21 ( i
(2) (2)
Fig. 7.1 Standard Two-dimensional Example and
Corresponding Accessibility Graph
(1)c - (1 )
(2) - 0O(2)
Fig. 7.2 Limiting Case of Fig. 7.1; the Accessibility
Graph is the same as in Fig. 7.1
-264-
-1 0 1 0 1 0 0 1
Y - and Z=
_0 1 01 11 '
corresponding to the labeling of the links indicated on Fig. 7.1. For
the upstream perturbations, Y and Z are interchanged. We have studied
this example for various cost matrices. For some cases, we present the
upstream perturbations as well as the downstream ones. The penalty
function used is as indicated
010 0
7.1.1 L = 0 2 0
LO 0° 2L0oo002
See table 7.1.1-a (downstream); table 7.1.1-b (upstream with penalty
1 -6 1
S. where S = I and, = 10 ); table 7.1.1-c (upstream, with penalty S,
where S = I and' E= 1).
We notice that the sequence D(k) converges to the same limit in-
dependently of the terminal penalty function, but the speed of convergence
is affected. This particular numerical example is treated analytically
throughout this work.
1 0 0
0 1 0 0
7.1.2 L = 0 10- 10
0 0 0 10-1 0
See Table 7.1.2 (downstream perturbations)
0 100
7.1.3 L = 0o 1 0
001J
See table 7.1.3 (downstream perturbations)
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1 0100
^ 0 1 0 0
The expressions for A and K in the special case L = 0 a 0
_0 0 0 a
given in section 2.3.7, have been checked in a series of examples. See
Fig. 2.3.8-5 for the decay of one component of a zero-flow perturbation,
corresponding to a = 4. Also, Fig. 2.3.8-1 shows that the eigenvalue
X(a) other than 1 increases slowly with a.
Example 7.1.2 is the uncontrollable case corresponding to a -+ 0.
-10
We have approximated a = 0 by a = 10 , because L has to be inverted.
One can observe that the perturbations do not decrease in that case.
Rather, they alternate in sign, which is to be expected from the structure
of the subnetworks. In example 7.1.3, a = 1, which makes det (D(N-1))
and det (D) equal to zero; one can observe that a zero total flow pertur-
bation is driven to zero in one step (apart from numerical errors) as pre-
dicted in section 2.3.7. After stage 3, the numbers are just rounding
errors. 2 0 0
.0.1 0 0
7.1.4 We consider the same structure, but L =- 0 3 .
0 0 4
See table 7.1.4-a for the'downstream perturbations and table 7.1.4-b
for the upstream perturbations. The entering flow perturbation contributes
a total flow of 1. One can observe that it is quickly redistributed
T 11 18
according to E = (29 ' 29') = (.37931, .62069) obtained, in section 4.3,
14
and also that a = 29
In table 7.1.4-b, we used, as a terminal penalty, , S, with' £= 1
and S = [ > 0. The same cost increase rate a and distribution a
;-~~~~-- ~  ~ _--- - .-^~~~~~"I 1- `'- _...~~~~'' ~ ~ -~~~" ^ 1 11--
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are observed, and also the same propagation matric D in this particular
case.
7.2 We have also considered the subnetwork of Fig. 7.2-. The acces-
sibility graph G is still the same as in example 7.1 because the arrows
in the network are not taken into account to construct G. Accordingly,
this example brings nothing new that was not contained already in example
7.1. It is the limiting case of ex. 7.1 when the cost corresponding
to link (1,2) goes to infinite. The incidence matrices are
X- = r o and Z =
0 1 1 01 0,
We have noticed almost no difference with respect to the case where the
structure of 7.1 is used with a very large cost (10 10) along link (1,2).
Example 7.3 See Fig. 7.3 and table 7.3
In this example, every entrance is connected to every exit by a link.
The accessibility graph G is complete. The incidence matrices are:
11 00000 o1 0 0 1 0 0 1 0 0
Y = 000111000 and Z 0 100100101
00000011 1 0 0 1 0 1 0 0 1
We consider
100000000
020000000
003000000
L 000 2 0 0 0 0 0 
- 0 0 0 0 1 0 0 0 0 2 1 2
000002000 3 2
000000300
000000020
000000001
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O-
0
-Q
(3c'
Ct_
co
-o
._J
CO
O
CCO L'U_
C~~ ~~~~~~~,4O
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and input the perturbation 6xT = (-1, 2, 1).
The sequence of downstream perturbations converges to j, the fixed
point of D. One verifies that E is given by equation (4.32), i.e.,
T 11 12 11 3-
a = (~4, , ~). Also, a =-7- .1764705934' 34' 341 7
7.4 See Fig. 2.3.4-8 for this example. The accessibility graph is
again complete.
The incidence matrices are
1 0 0 0 0 1 0 1 01
Y- = 0 110 0 and Z = 0 0  
_ 0 0 1 1 1 1 0 0
We consider:
1r 000
0300000
L 1007000°
000200
00 00 30
000005
or
1+ 1 3
P_7= +7 2
Table 7.4.1 shows the downstream perturbations, and table 7.4.2, the
upstream pertrubations. We have chosen S = I as a penalty. The initial
perturbation is 6x = (-1, 1, 1). The same stationary distribution is
converged to by the downstream and upstream perturbations although the
limiting propagation matrices differ. In fact, we observe:
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.14656750 .29141406 .56558282
D(d) = .53676130 .18965133 .30141036
,.31667120 .51893461 .13 300682
and
14364343 .51897671 .33009378
D(u) = 1.29248921 .19781874 .54214274
.
56386736
.28320455 .12776348
In this example, the graph G is complete although not every entrance is
connected with every exit. In particular, G is strongly connected and
aperiodic, so any subsystem is controllable. Note that the subnetwork is
of class 2 (section 2.3.4).
We present a graph for the sequence of perturbations in entrance node
1 (Fig. 7.4.1). The behavior demonstrated by that graph is very clear
and in accordance with the theoretical predictions. The initial perturbation
settles down very quickly to the stationary distribution, and stays at
that constant level up to the last stages, when an end effect takes place,
at the exit. The end effect is simply due to the important difference
between the one-step propagation matrix and the other propagation matrices.
Example 7.5 See Fig. 7.5.1 and tables 7.5.1 (downstream), 7.5.2 (upstreamwith C=1
and S = I). The initial perturbation is dxT = (-1, 2, 1). Although several
links are missing in the network, the accessibility graph G is still com-
plete.
1l 1 0 0 0 0 1 0 1 0
Y = 0 0 1 1 0 0 and Z 0 1 00 0 0
o 0o 0 1 10 J 0 0 0 1
We used the cost matrix
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1.2
1.1 
1.0
.9
.8 _
.7
.6
INITIAL PERTURBATION
.5 
.4 - EXIT
MIDDLE OF THE CORRIDOR
.3 
.2 
I3 4 I I I 10 11 12 13 14 15 16 17 I 19 20
2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
Fig. 7.4.1 x (k) versus k in example 7.4. Initial perturbation
x(l) = (-1,1,1)
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2() .. . ()
(2) (2)
(3)CG - \ (3)
FIG. 7.5.1 Example of Subnetwork of Class 1 with missing Links. TheAccessibility Graph is the same as in Fig. 7.3.
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02 0 00 0020000
L..A 00 3 0 0 0
000600
000050]L 0 0 0 6 0 0
Again, the downstream and upstream stationary distributions are the
same:
T
E = (.1313, .4425, .2441)
as apparent from tables 7.5.1 and 7.5.2.
The asymptotic cost increase rate is
a = .43540328, and the propagation matrices are
. 65909001 .65205236 .65205236
D(d) .29043477 .08898132 .08898132
L.05047522 .25896632 .25896632J
F.65824275 .86512167 .27034476-
.22026586 .08779220 .46865304
12149131 .04708563 .26100220
We show a graph for the convergence of one component of the downstream
perturbations (Fig. 7.5.2). The same behaviors are observed as in the graph
of Fig. 7.4.2.
We have included both a downstream and an upstream perturbation that
contribute the same total flow. The transient evolution (stage 1) and
the end effect (exit) are different, but the same stationary distribution
is converged to.
The component of the upstream perturbation is plotted with a dotted
line; the downstream perturbation, with a full line.
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1.2
1.1
1.0
.9
.8
.7
.6
INITIAL PERTURBATION
(DOWNSTREAM)
.4
UPSTREAM
.3 
\ 
I/.3-- 8MIDDLE OF THE CORRIDOR
l / ,/ EX IT
.2 UPDOWNSTREAM STRTE
.1WNSTREAM
2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
Fig. 7.5.2 X3 (k) Versus k in Example 7.5 (Downstream and Upstream
Perturbations) 
.
Initial Perturbation x(1) = (-1,2,1).
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Example 7.6 See Fig. 7.6 and table 7.6 (downstream perturbations).
The graph G has only one final class, but it is periodic with period
2. This is the uncertain case (section 2.3.4). In this specific example,
the subsystems described in 2.3.4 are not controllable. Indeed, to find
a vector d as explained in appendix B, we can choose either T = (1,1,0)
T T
or _ = (0,1,1) but not _ = (1,0,1) because there is no cycle between
T
nodes 1 and 3 only. If we take T = (1,1,0) for instance, we should be
able to spread all the flow evenly among 1 and 2, in order for controllability
to hold. However, if all the flow perturbation enters through entrance 3,
then after one step, it is all concentrated in 2; after two steps, some
part of it is in 1 and some in 3, and after three steps, everything is
back in 2. In general, after an odd number of steps, all the flow will
be concentrated in 2. This is because every path of odd length with origin
3 in G has 2 as its extremity. The periodicity subclasses (appendix A)
of G are:
G = {1,3} and G 1= {2}
Therefore, an initial perturbation Tx (1) = (a,0,-a) will never decay
in magnitude. The same is still true for the upstream perturbations, since
G has no transient node (chapter 3). The system with LT = (0,1,1) is
uncontrollable for the same reason. The incidence matrices are:
100 0 1 00 
Y = L1 1 and Z = 0 0 1
O0 1 0 0 1 0
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(1) ( (1)
(2) 0(2)
(3) (3)
Subnetwork S of Example 7.6
2 3
Accessibility graph G of subnetwork S
Fig. 7.6 Subnetwork of Class 2 with Strongly Connected
but Periodic Accessibility Graph
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(1) (1)
(2 ) O --- '- (2)
(3)0 -. . -0(3)
Fig. 7.7 Uncontrollable Subnetwork of Example 7.7
Corresponding Accessibility Graph
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we have chosen
0 0 00
0300
L = °04 .
O 0 3
Example 7.7. See Fig. 7.7 and table 7.7. This example has been discussed
in sections 2.3.2 and 2.3.4.
In this case, G has two final classes: 11,2} and {3}. Therefore,
no subsystem is controllable and that component of the perturbation that
enters through entrance 3 is propagated all the way through.
The part of the perturbation that enters through nodes 1 and 2 con-
stantly remains within those nodes and is quickly redistributed according
T 11
to the vector = (-, 2-) since the cost matrix -12 corresponding to
the partial snetwork with nodes and- 2 is symmetric: 2 
the partial subnetwork with nodes 1 and 2 is symmetric: 9j 2 4j.
N V%~~~~~~~~j~., s I,,,. 4 17..
19 9..656666666666657D 2O ,09609CO$.jeQGj oCo [ 6.6' .6 65 ,65666 ) Oc
-278- 0C..352:+ I1)76 47 U5832D 00 0.3372 5: 93 i°7 3100 O. J32971l ;76,17:'5i',7;. 6 ' (]317 0,3339275103'ieG9i3L 00 0. 33273 9 1136260:57 O0 3]3 7513'.C-: 3 G
16 0.333350839:4! 669 '9D 2; 00 0.3331 274 9;39 0.0333,33 39 1:,9:9 C'
15 C0.33333358 6';7 ,9 2 0 00 ) 0.3333.12 3 71-7): 32L (,7 CG.3.3.333,,::,..6';;,;6 2D 001 0.3333333.3]3t50b330D C0 0.333 3 3 JI i;t, u70 uO .i3233 3333Ur .j 5 j, Go13 0. 33333332377P904 9D CO0 0. 3 33 3333;2d:o75:',[ 00 0.3 3 333313779'j~02 0)
12 0,3333313 133 j4 647 1D 00 0. 33 33 3 J33230 1.8,' 0O O. 3333333 j3a,5 7 8 3D 00O
11 0.3333313333327192 03 0.33 333333..,32j3 L 0. 3333 3 333  3 3337 1)2D 0013 030. 333333333333'43D 00 0 . 3 333 3 33, 3 3 33204D O0 0.33333333 33 3 34L 0o9 0.33333333.3.33326D CO 0 .3 3333333.33333531S 00 0.33333313 3,3 3319D 0o
0.333333313333333310O 00 0.333333333333331, 03 0.33j33333333;33150 03
7 0.3333333333333302D 03 0. 3 3 33333333333i304j 30 0. 33.333313333333C0,t CGO
6 0.333333333333332L4D GO 0.3333333333233313D-i 00 0. 333333333313 33 17i CO5 0. 33333333313 i332' -0 0.3333333333J.3332- 00 0.3333 1 i3"33JJ33 'o G0
4 C.33333333333.333Z2Li2 00 0,33333333333 333322, 00 0,333333333jj33,3 003 0,33333.333333333315 O 3 0 0.333333333333.O33337 33i' 0 0.333335,3 33333317D 032 0.333333.3333.33266O 00 0.3333333333.i3J3270D CO 0.333333333333277. 001 0.3333333333333297D 00 0.3333333S33333332970 1.0 0.333333 3333335D 00GO
D()=IMATRIX NDERIVATIVE OF X.(K+ i) W. RESPECT TO X (K)
K 11 D:2 13
20 0,.66666666656657D 00 0.33333333333333r33 00
19 0.58823529.da1176q71D G0 0.411 70170588z3530C 00
18 0.585858BL58S5358571 00 0.4141 u 1EtL 4 14 03
17 0.5a857i8 5 1525 129;tB 00 0.4 142 13-,38474,&69[;0 00
16 0,58578a5001!i66765 00 0. 4 1: 2 1 29i5139S233 1o 03
15 0 .5 57!36 4 3)tL673737D 00 0. 4 14 21 35 60 5 3 2 6 2 5 7 D 
·0 .. 4,1.4 2 1356 7163D CO14 0.5857864376310828D 00 0.4142135621i8Jl63D 0
'3 0.58578643762849:5D 00 0."1421354623721500 O0
12 0.585786t376269513D 00 0.41421356237304790 0G
11 0 , 5 8 5 7 8,) 4 3 7 6 2' u'9 35 6 1) 0 0 0.4 14 2 i -C1 6 2 3; 3019; 32 5 r0'11 0.58578661376269056D 00 0.4142i1356237309320 00O
1 0.5U57 63,4376 2E690 4D 00 0.4142135623 7309:6D G 009~ 0.58578w643762690450  30 0,14 213S623739' '2'  0
U O. 8 6 4i jI7 2 bi 9 4 9 01r 0 0,14 112 1 -A5 Z 02 7 3UO4: (D 0O7 &.SU~3U7d64JibSb901y L~ 0.4 3L21~~2  31~3 i* (3
6 0-56576437626904D 00 0.4. 1421352373 30 951 CO
5 0.505786iO376269047D 00 0.1 U42135623730949i/ O0
0. 5857 64 376.696047 00 0 ,41 4 21356237309147 C0
3 0.5557t6437626904.D 00 0Q. 4 1 4I213562373 30 9 007 C
2 0.585786l;37b269050D. GU 0.414213562373G949: 00
0 21 i2 D2320 0.33.333333333 333333 , 0.6"666i66666 0ICJ 3
19 0.411764705b882352Dr 00 0.588235.941' i 7C4 711:) O0
Ol.:4 11.-414 1441 C, ;0 C0. Sd5855 558  5$5 :3. 00
17 0.I142 1 1-;341174'IC 0[, 00 0.5 857:3,5 G15,1!512~ g 33
16 0.414213 ,9:6513231D CO 0.505'765C01467 :0: 060
15 0.01421356053,625.UD 00 C.585786;394i7l7q ID C 30
14 O.l1442125623169'1uD 00 C). .r0-,7 6 4. 75 1i 31,
13 0.tila21356 37 L99dD 00 0. 5 573.75943762 9' i GDCO
12 0. 4 14213> 6237 30477D O0 0.8578o4376b2951 D GO
-_ 1 1 04 2'135F, 237!3 C9:'j2 p 00 0. 70~?2.9~3 C;
10 ~~~--·: ..~~~~ ... ! 0 ' ·i,; o -J, ' -s 
9 0.4 142 1 3562 373095JD0 1) 0. 5Le5 7 Y1; 3 7.I 6 7 ;3 0
8 0.4 14 2 J5; 2.373C,9 4D 00 0s5 a5 7 B4 37 C 2 69O3441 ,  4 ,07 0.4142135623730949D 00 0.585786;.,762690630 0;
6 O.4142135623730-9lD CO0 0.5U7u64376269051D 00
5 0.'4142135623730947D 00 0.5857'',376269· ,:' 00
4 0.4142135623730954D0 00 0.5857864376269449 00'
3 0.1942t356237309419 00 0.58578643762690490 C0
2 0.4142125623730947D 00 0.5857864376269044D 00
------- --- ---- -------,,,__ _------- :-----~------ 
---
DELTA (K) =PERTURBATION AT STAG;E K
K DELrA 1 F. TA2 DELA 32 0.1715728752538101D 00 -0.17157287525830970 COD
3 0.2914372515223S959O-01 
-0.29 43725 1522l853'31D-'1) I
4 0.O5050b338833q46 693U-02 
-0.5050633633'461;7 3D-o 2
5 0.86655177722C01922D-03 
-0.86655177 ''99.;30D-03
6 0. 1 It 866 7 7 947: 053, D- 0 3 -0. 1 q :167 67 773') 97 3 ' 2-- 0 3
7 0,2550'J026.37129j3 -0 -0 2550 22662`7354 12J- C4
8 0 .43766 357678 63 -I- 05 -0. q3760357675975 q-0-
9 0.7509119d27'076916--0 
-0.7 59 11329 98;0v274-96
10 0. 1 2 8 8 3122U0221:; 5 4 - 06 -0. 128 3;f'1278i133iC65D-06O
11 0.2210478500782298D-07 
-0.2 Io210 ;?/c nI7, o71--0712 0. 3 7 925'S160714 8q 06D- -0. Table 7.1.1-aU- 0. 3'/9 2 5?0i 3'),8 3 :1 ;7 7-
13 0C.6570:2174726227D-09 
-70.6 b2'00q -7Y')qi&:-09
la 0. I 1 bI,lJ8:1)u 737_r,-$9 -C. 1 : 1 6;37!2')95::7-15 0 19 1':'" 3a64. 
'-:- .
K DC I1 DC12 DC1J
-279- 19 -0.49999929 167 37 5 6 0. 4 9 3999583263250D 06 -0.49999922916737375D O0
18 0.312469S313626310D 00 0.3541364373090060D 00 0.3124698814353906D 0
17 0.3327375647983631D OC 0.3338981393171707D CO 0.33270766479336310D O
16 0.3332a75910004600D 00 0.33332252305990550 CO 0.3332875091143979D 0
15 0.3333122397889383D CO 0.3 3331327045743820 CO 0.3333122397598345D G
14 0.33333126841753256D 00 0.33331271451606839 CO 0.3333126841607736D 0
13 .3333323536979151CD 00 0.3333235373 136970 00 0.3333235369337029D C
12 0.3333135729626520D 00 0.3333135729772039D 00 0.3333135729491000D O
11 0.33330013931H45310D 00 0.33330013934755700D 00 0.33330C1393621039D C
10 0.33329711L2226597D 00 0.3332971142C81078D 00 0.3332971142031078D 0
9 0.3333133756039944D 00 0.33333183755S94424D CO 0.3333183755743905D C
8 0.333308411'4710OD80 00 0.3333084t147130200 00 0.333308t1147108CCD 0
7 0.33330191673303490 00 0.333301916776C936D 00 0,3333019168057945D C
6 0.3333127697551390D 00 0.33331276974058710 00 0.3333127697114833D C
5 0.33332362271903550 00 0.3333236226899317 00 0.33333236226608278D 0
'4 0.3333067193889292D 30 0.333306719'4034811D 00 0.33330671944713690 C
3 0.3333141028706453D 00 0.3333141028851963D 00 0.33331410283519690D C
2 0.3333076082C53594D 00 0.3333076082353594D 00 0.3333076081908075D C
1 0.3333045830368064D 00 0.3333045830368064D 00 0.3333045830368064D C
D(IK)=ATRIX DERIVATIYE OP X(t+1) W. RESPECT TO X(K)
K Dli D12 D1
20 0,.50C0001249863999D 00 0,4999938749S44963D 00
19 0,58333333675363)7D 00 0.4166666631517728D 00
18 0.5857142857730651 OC0 0.41428571414417C9D 00
17 0.5857843137073360D 00 0.41421568626537920 00
16 0.585786375C816250D 00 0.41421362486926230 00
15' 0.585786443576402100 00 0.4142135642041467D CO
14 0.5857864375529971D 00 0.41421356238424780 00
13 0.5857864376066573D 00 0.4 142135623778 13D 00
12 0.5857864375911959D 00 0.4142135623596914D CO
11 0.5857864376039288D 00 0.4142135623573'1240 C0
10 0.5857864 3763 1 21360D 00 0.4142135623587S119D CO
9 0.5857864375957433) 00 0.41421356236605790 00
8 0.5857864375811914D 00 0.4142135623314971D 00
7 0.5857864376039288D 00 0.4142135623733338D 00
6 0.5857864376412181D 00 0.4 1421356238333830 00
5 0.5857864375911959D 00 0.41421356233058'16D G0
4 0.58578643759301490 C0 0.4 1421356234604900 00
3 0,.58578&4375893769D 00 0.4 1421356234241100 00
2 0.5857864375993813D 00 0,4142135623496870D 00
K D21 D22
20 0. 4999998749990482D 00 0,5000001249863999D 00
19 0.41666666317905770 00 0.5833333368063904D 00 -
18 0.414285714155994'4D 00 0.58571428577 124610 00
17 0.L41421568626537920 00 0.58578431372006390D 00
16 0.41421362488472370 00 0.5857863750861725D 00
15 0.41421356421778910 00 0.585786t43576765903 00
14 0.4142135624133516D 00 0.58578643757209650 00
13 0.41421356236969590 00 0.5857864376012003D 00
12 0.41421356235514400 00 0.58578643761575220 00
;; 11 0.4142135623405920D 30 0.5857864375866484D 00
10 0.4142135623696959D 00 0.58578643760120030 00
9 0.41421356236969590 00 0.58578643760120030 00
8 0.41421356236969590 00 0.5857864376012003D 00
7 0.o1421356235514400 00 0.58578643760120030 00
6 0.4142135623696959D 00 0.5857864376012C030D C0
5 0.41421356236969590 00 0.5857864376012003i 00
4 0.41421356238424780 00 0.5857864376157522D 00
3 0.41421356234C05920D 00 0.5857864376012003D 00
2 0.41421356235514400 00 0.5857864376157522D 00
DELtA (K) =PEERTURBATION AT STAGE K
K DELrA 1 DELTA2
2 0.1715728752496943D 00 -0.1715728752606083D C0
3 0.2943725151645833D-01 -0.2943725152971295D-01
4 O.5050633876556619D-02 -0.505063338935o096D-02
5 0.8665517707877339D-03 -0.8665517834402187D-03
6 0.14867677363302780-03 -0.1486767862526517D-03
7 0.255088963C086316D-04 -0.25508908932791190-0Q
8 0.43766294501469$790-330 -0.4376642081933499D-05
9 0.75090566650825700-06 -0.750918297980237 8D-06
10 0.12882981213417633-36 -0. 1288424435754242D-06
11 0.2209846917099289 D-07 -0.2211 1100&1224009D0-07-
12 . 378626577960527 1 D-08 -0.37988972214 9531 08 Table 7.1.1-
;'"~~~~^~~I' ~~~~~~~~ '~ ~^' ~~~Tbl 7."1.--""~" " t -b-- - ·------
0. 190476190476L935D0 00 0. 4761 -)0' 7619 04762 ()O O.1 3047hi90476 I9051) 03
r8 0.32984901277584160 00 O.:33tA3 L7 53389B24ZI) 00 0.329J'931 27 7Ti;41.i3d 03
-280- 0.3332312821036540D 00 0. 333435334563J-~990 00 J.33323121203'1'40 00
16 0.333330329, 7 18z9UO 00 0.333 3369S4T.9, 93 00 3..33333032')671i693D 03
15 0.33333324491418170 O0 3.33s3.33421. IZS442 O 0 0.33333324,9t4d150 O0
14 0.33333333G 73051570 CO 0. 33i33333 593,51i4900 03 0.-"-a33 3 3 7 5162 L O&0O
1~3 0.33.1333  332 5 67tL I 0J0 0.33-3J33333409951'.50 00 0. 3 33 33333 ;5t 7 121 03
12 0.33333333333107710 00 0.33333333333.i5&77?? GO 0.3333333333331 7tv O 03
A1 0.33333333 3 3'2c8D 00 .333. 333i333.9B5D 0 0 0 333333:3 33.332.56 30
10 0 .33333333333333g4D 00 0.3333333333333 33324 00 .3333333333333286D 00
9 0.33333333333333361] GO 0. 33333333333333050 03 0.3 33333333.3330') 0
8 0.3333333333.3333150 00 O.3333333333 3333313r 00 O.3333333333333313U 00
7 0.3333333333333330O 00 0.333333333333323) 03 3.33333J33333333326D 03
6 0. 33333333333330b0 00 0. 3 33333333j330',) 00 03.3 j3333'33 ,3 3i)-DO
5 0. 3 3 333 3 3333333200 03 0.333 33333J332930 00 0.333333333333332393D 03
4 0.3333333333333304D 00 0.33333 3 3 33 333304 0 3.3333333333333041) 00
.3 0. 3333333333333L8.) 00 0.333_3333333;333284') UO 0.33333333333333260 03
2 0.33333333333332770 00 0.3333333333332823) 00 0.33333333333332820 03
1 0.333333333333266D 00 0.3333333333333264.r) 0 0.3333333333333264D 03
UCK)}=ATRIX DERIVATIVE OF X(K+1) '. RESPECT TO XIKJ
K D1il 012 3
20 0.57142857142857140 00 0.42857187t..42t'6 00
19 _ ...- - 0.5,35365853658536~4 00 -.. 0.,.1A463A43
4
_ .
:.
18 0.585774056'7740540 O00 0 i. I 425?' 4  t a2Ž2';3.-. "3
I7 0. 50 57'60732232: 61). 0 3. 4.14,2 13'9;277674C f1j. Ok
16 0.58578642689S',,44D 00 0.4142 135731 0013540 0,
15 0. 535 7 864373 1 331D 00 0.41,tti3"56Z~idi&2U 0:)
14 0.5857d64376176096C; 00 0. 414.I 334,; 3 :2J0 03J
13 0.585786437et2.631 0 C .O 0i I','2 1 356_3 -i3t.3571, 0O
12 0.585718(37626%9640 OU 0. 414 2135c2'3 13-33;'?i) O0
I.I 0.5857864376269040D 00 0. Oi4213 5623'7304 7t) Ou
10 0.5357864376269044D 00 0.4144. 13562373094' ) CO0
9 0.535786437t 2690430 00 0. ., 4142 1-,., 3 73-34; ?Ž OO
8. 0.58578643762LS04%9. 00 O4 t 1 3 : 2 3 3 '0::5,; 00
7 0.5857 Sfb4376269047U 0 0.4142163!ii237>3490 03
6 0.58578643762690450 00 0.4i42i35,>.373J-'4)'.) 0
5 0.5.,157 86 43 7: 2;9044.00 003.414213563 730948-0 Z)
4 0.58578b43762690430 00 0.4142 i135623 73JV 3t' 03
3 0.58578643762690430D ' 004O.4L42135623 7B30470 03
2 .0.5857864376269410D 00 0.414 1 35623'130944) 0O
K 021 022 12I
20 0.4285714285714286D 03 0.57142857142357150 0,
19 0.4146:3414634146340 00 0. 5 Js3 55365i6 5 36 0)3
18 0.41422594142259400 00 0.585 774 158577',OSf J 0
17 0. 4 1 421392677674 07 00 0 .5857 c b:?7322325 8'J4; OJ
16 0.4142.1357310013540 00 0.5357 8642,58 SI6 430 03
L5 0.41421356268886960 00 0o5857.364373110L)32 0)
14 0.41421356238239020 00 0.535785437617610310 0
13 0.41421356237336930 00 0.585786437626o311r 03
12: 0.41421356237310280 00 0.5857864376261367D 00
11 0. 41421356237309480 00 0.5357 643762b934- 7 03
10 0.4142L3562373'09470 00 0.585736437b26904bf) U0
9 0.41421356237309470 00 0.585786437.626934560 0J
a 0.41421356237309470 00 0.50578643762690490 00
7 0.4142,135623730949D 00._ 0.5357864376269049D 00
6 0.4142135623730947 00 "J' 0.56578643-'6263493 00O
5 0.4142135623730947D 00 0.5657864.37626
0 J 4 ' i) 00
4 0.4142135623730949D0 00 0.58578643762643493D 00
3 0o.414213562 30i O4470 00 0.58578643762690460 00
2 0.41421356237309470 00 0.535786437626'0440 O0
O)LTA{ {=PERTURBATION AT STAGE K
K OELTAI DELTAZ DELTA3
2 0.17157287525330970 00 -0.17157237525i3,970 03
3 0.29437251522859320-01 -o0. 2943 72515228'5:)390-01
4 0.5050633gJ834c5380-02 -0.595363338334660Ji-02 
5 0.86.55177722004g96A-03 -0.86655177722012450-03
6 0.14367677997-,91177D--03 -0. 14'36 7779973:36~33-J3
7 0.2550890262357055D-04 -0.2. 55J39026236 1t,- i0O-04
8 0. 43760b3576766438d0)-05 -0. ',J37 635 767 7395f50- 05
9 0.7509 19825 6570780-06 -0. 753'9 1962t040BG7L6)-06
10 0. 12883612 7i50201[DD-06 -0.12CG 361279553700J-0b
11 0.22104784865837520D-07 -0. L04734100,5637 Table 711 -
12 0.3792581465L.22490-03 -0. 3792 58 15403312983O--0
13 0.65070407547407300- 9 -0.65370415064312'50D-09
14 0. 111643138020320D-09 -0. 11L643213£8937.,D-09
-281-
DELTA (K) =PERTURBATION AT STAGE K
K DDLrAl A Di-LT.A2
2 -0.9999999926000005D 00 0.99999992600cG030 00
3 0.99999.985000C0JC D 00 -0.9999999856000008D 00
4 -0,.9999999790000013D 00 0.9999999790000011D 00
5 0.99999)972800C016D 0O -6.9999999728000016D 00
6 -0.99999996700000)19D 00 0. )9999s9b700000 19D 00
7 0.999999j96160GO022D 00 -0.99999U3616000022D 00
8 -0.9999)3956300026D 00 0.9999999S5030062,2 00
9 0.9999999392C00029D CO -0.99'9999520300Gi30u 00
10 -0.999999947800dCO32D 00 0.999999947d000032a 00
11 0.9999999944000035DL 00 -0.9999999440033035D OG
12 -0.9999999406000037D 00 0.9999999406000C37D 00
13 0.9999999376000038D 00 '-0.9999999376300038D 00
14 -0.999999935C000042D 00 0.99999993500000s400 00
15 0.9999999328000042D 03 -0.9999999328.000342D 00
16 -0.99999999310000043D 00 0.999999931,000043D 03
17 0.99999999296000043D 00 -0,.9999'992950G000).3 00
18 -0.9999999286CO0042D 00 0.9999999286000C43D.00
19 0.999999923000004D 00 -0.9999999280000045D 00
20 -0.,9999999278000045D 00 O. 99999992730;00045D 00
Table 7.1.2
DELTA =K)=PERTURBATION AT STAG2 K
K DELrA 1 DELTA2
2 0.2359223927328458D-15 -0.22204q6049250313D-15
3 0.6938893903907111D-17 0.6938893903907185D-17
4 0.69388)39039071550-17 0.6938893903397151D-17
5 0.69388939039071600-17 0.6938339039C7 )57D-17
6 0.6938893903907160D-17 0.69388390390715 70-17
7 0.6938893 C9039071650-17 0.693883390390716JD- 17
8 0.6938893903907166D-17 0.693889390390716t4D-17
9 0.6938893903907167D-17 :. 0.6938893903907165D-17
10 0,69388939G03907172D-17 0.6938.89393907 168d- t7
11 0.6938893903 907176D-17 0.'69383J3903907173D-17
12 0.693 8893 9039J071700-1 7 0.6938893903907 173D-.17
13 0. 6938893992907174D-17 0.69388939039071 7D-17
14 0.69388)3903907173D-17 0.6933893903907173D-17
15 0,.6938893)03907172D-17 0.6938893903i071730-17
16 0, 693889393907171 D-17 0. 6388S39039071720-17
17 0.6 93 8893 90390717 2 -17 0.6938893903907 173D- 17
18 0.6938693903907172D-17 0.69380939039071 73D-17
19 0.69388939 03907173D-17 0. 6938693903907173D-17
20 0.6938893903907'73D-17 0.6938893903907 173D-17
Table 7.1.3 !
.K DC I I DC12 DC2:.
-282- 19 0.12000000000000009 01 0.0000000$0C0c00& 00 00.80000000000000D 00
18 0.524444'4a4444443D 00 00.435555555553554D 00 0.5244 4444441t 4I42 03
17 0.4800211137503299D 00 0.47959U3Th74373160 00 0.407b2206386909t5D 0O
16 0. 4116269'95913391CD 00 0.482417241U998o6 00 0.4635957143097U816D 00
15 0.4824922822734432D 00 0.4827013751274591D 00 0.48292601006l114CD 00
14 0.4827006594292664D 00 0.4827471019724;56D 00 0.82794343177b05 35V 00
13 0.4827462017930286D 00 0.48Z75619'31271230 00 0.482766223748870UD 00
12 0.4827559684870832D 00 0.4827591044685643D 00 0.827602 4210551330 00
11 0.4827f80546742505D 00 0.48275651060765440 00 0.4827589666164285D 00
10 0.4827S8'599123447V 00 0.4327585972041 033D O0 0.ts2758694is4993052D 00
9 0.4827535949108095D CO 0.4827586156786086D 00 0.4'275863643M5652D 00
8 0.482758'66151908387D 00 0.4827586196204374D 00 0. 482758624;050043'D 00
7 0.4827586195163565D 00 O.4d275806204615142D 00 0.402758621405672AD aA/
6 0.4827586204393040D 00 0.4827586206409753D 00 0.4827586208426466D 00
5 0.4827586206362335D 00 0.4827586206792b51D 00 0.4J27536207222967D 00
4 0.48275862067d25370 00 0.4827586206874357D 00 O,48275b6206966175D 00
3 0.4827586206872192D 0O0 0.48275862C06a91781D 00 0.4827586206911372D 00
o .. . . .,---- .. -- . .. ....o .
D(K) =JATRIZ DERIVATIVE/ OF X(K+1) w. RESPECT T[O X(K)
IK D11 D12 D13
20 0.60000000000000L00 ) 00 0.20000300000000)000D O0
19 0.5111111111111110D 00 0.2898P8688888U90 00
18 0.5106888361045130D 00 0.2969121140142517D 03
17 0.5114805616098129D 00 0.29908391074053423, 00
16 0.51168965446382880 00 0.2983157423419973D CO
15 0.5117360970070078D 00 0.2983629835456049D 00
14 0.5117460898016916D 00 0.29837301270175290 00
13 0.5117482257831728D 00 0.2983751503387!18D 00
12 0.51174868171657651) 00 0.298375606347463570 00
11 0.51174877900834120 00 0.2983757036426816D 00
10 0.5117487997681416D 00 0.2.98375724402638'4D CO
9 0.5117488041977399D 00 0.2983757268322439D 00
8 0.5117488051428979D 00 0.29837572977740230 00
7 0.51174i680534456960 00 0.2983757299790736D 00
6 0.5117488053876005D 00 0.29837573002210490 00
5 0.5117488053967825D 00 O.29837573003128670D 00
4 0.5117488053987415D 00 0.29637573003324340 'J0
3 0.5117488053991595D 00 0.29d3757300336641D 00
2 0.5117488053992487D 00 0.2983757300337531D 00
K 021 D22 D23
20 0.3999)99999999999D CO 0.8000000000000000D 00
19 0.488888888888887D 00 0.71111111111110D 00
18 0.48931116389548b9D 00 0.70308788593574820 00
17 0.4885194333901869D 00 0.7019108925946575D 00
1. . 6 0.48c3103455361709D 00 0.7016d'642576580023D 00
15 0.48826390299299190 00 0.70163701645.43948D 00
14 0,4882539101983077D '0 0.70162'9872982368D 00
13 0.4882517742168269D CO 0.7016246496612880D 00
12 0.4882513182834228D 00 0.701.6243936525i39D 00
11 0.4882512209916582D 00 0.7016242963573180D 00
10 0.48825120023185780 00 0.7016242755973612D 00
9 0.4882511350022591D 00 0.70162427116.775540 00
8 04,48825119485710169 00 0.7016242702259740 00
7 0.4882511946554304D 00 0.7016242700209259D CO
6 0.4882511946123991D 00 0.701624269977'd950D CO
5 0.4882511946032171D 00 0.70162426993B7:30D 00
41 0.4882511946012580D 00 0.70162426996675360 00
3 0.4882511946008401D 00 0.7C16242699h633550 00
2 0.4882511946007513D 00 0.701 62426996b2i;65B 00
- - - - - - - - - - - - - - - - - - - - - - -- -- - -- -- ~l 
iiELTA(K)=PERTURt3~TI0N AT STAGIi K
K UZ Lr:A 1 DELTA2 DELrA3
2 0.85002654668257450-01 0.9149973453317416D 00
3 0.31651300737446110 G00 0.6834869r 21255377D 03
4 0.3659110839166023D G00 0.63408,39160833'57D 00
5 0.37645130331o8935D 00 0.6235436966831040., 03
6 0.373.10733023361701) CO 0. 212:' '7:51 a 6i" 0:.
7 0.37'9i Eilj3l17h1 .U0 .i;'lD CO0I S.
'7 .3 7 9 2 '12.., 35 C ;7 1 zi3 1) r, a!t,. (j 7 ) 727, 2L, .c'; 38 0. ,92.t_57392'l/1$ D C0 3 :,20' 11".4i2.7'32iD ,
9 0.37930441733 3 364 00 0.o,2{369 58, 75 73 CO
10 0.3793090742 a6:14D CO 0.62094929$5513§06 U 00
11 0.379310047365'i(3080 00 0.520 68995$.f32363'31 ) 00
12 0.379.1015767;711CD 00 0.620689U42J272831] GO
13 0.3793097252286598D 00 0.6206902747713340) 00
14 0. 3793074959,77286D 00 0.620692b)040522647ZI0 0 Table 7.1.4-a
15 0.3792970049152132D 00 0.6207029950S477(470 A-
DAcii DC 12 DC1
19 0. 3 74, ';99999, 1;cj0r 3o0 0.937't' v99999';':995 0.) -O.5 5 J25J3U.) 3o0oo;r) o,3
-283- 1o 0.5446.I9L 5441&7d) JO O. 51c 5'; o,:'1c.' ) ( J.421 733995i78F) 0:
17 0.49949171 iG4 02 30" OJ) CO 0.4' I ICt57O,: 2 Oi) 3.'/14 Jj124. 5 I,5 1 2 450 o
16 0.48649'833'3i,1-352D 00 J .'3.:32 17.: i- .. 0o. J, 3 't,6,6&,9'U3 69 0 G015 0.4835639e83I2.0106 , 0 .1 ,)', 7o i,'-i It,3 03 0-.' z.t,44Z92? 637 27 0314 ,3 tGi 9 3 J2930161'i72a,;) 00 C.09 79' "i 6 5 f.S4j L) 0 J.Z6 't )i YITj334f 0013 0. ',329535Z~:653~,<cf ,3) 0.'Jd2-917 7 Ji '.+D 0J J.4 6ZcG. SOZ Z59 21 01" O. 4?6b'"457'4®i t) 00 ' 4': 'At460272'.I% 010 3O .4X ?. 5.:3$ 1(0) 0 550 03
*iI 0 43 2 7 f, 0;4396'X; zr,9D Or 0. j3 C ;> 61303;O) 03 0.a 2751$ 7o 59.564[ 0310 O.' 275 1,97 7, 15 77[D 00 0 ." 5L6A,,131JŽ5 5 0 -4-:t27 45 4q4,tt 160 O03
9 0,/4t27.5L9 : ';o7o3f r r)7 O 9. *, i7UA355:f3&6 D 00OO4 0.0 70l57 4Lid 32 5 5 008 U.4fZ 7 5863 6 94 P,91 0 i 0D0J 'J i27 LT 23 Pbl 1 7[6?i; 00 3J.'d3 275351L075 .; 4 -, 1 03
7 04qiZ7586241 5<; 403U 00 L.' - 7JC3; 00 J. 482 75S 1dJ9 532 50 006 0.,2 7 5",,& 1 4 2 q904900 00 .;753J0:c 0 4927[ 2 -'2752 377539 02
5 O.',4 75 8362J, 5 G4 7,9 ?) 3.47 J,;S,%-/u3,,c0 03 3,.48 Z75 5 93 1Z0U O034 O. 6-%275 S 6IZ 33': 7(0 o O.,;32 >'"M'-0'0`6203. : U3 3"4 75 3620e( 1 io 3
3 0-4S F,: 5 iOc.l', ,:3'. 0O C.' 27h2334? sG'tL053'D 00 3.Ea275&,23u.a5 25740 032 0 C) -7 53c v. i. 9 5u 3U .43275d6C608994860 00 0.4S2758623 y 1 2 3.
I 0.43?Z5 I62 2 or9785 0 OD62J 0 .'a2/500I7. 00 *3. 43Z75P06206T3r4rIOD 00O
IKIMATRP.IX DEf:IVAfINv OF X(Klj w. 'fESPCECT To! X(KI
K NI11 012 013
Z?~ 0. '5:,294 9 99 99i 99 0,' 0 0. 4 Jo-" 5'.}J,3O30C,. 0) 00
13'; O 528326745718u5I. 0 D13.317:i2 53)5ct 3,932 03 
IF. 0.5 I 5 5 5 168 44 J 0 5! .3 0. C;3,J22'J 525 'J2 Z1 i;6dl1) 03
17 O.5'i25 ?, 3 9:7019,9Sc!) 00 3J.99`4604..,444j0. %47!) 0O
In.1 iL'J Z S0';2,]i,) I91:, , U4) . r-.. j4 J60 03
1O5 5 0. 5 1 7 644 54,583 3 5 80 On O0.293 4 L[I3IZ 3, .t 5O0 00O
Iq 0. 'l,511' / 6 jJIi;3 84 0 Ou 0. 2'.9aJ0' t I U t,, O u. 
13 0.5. 1 .'5051.93 016 dD O3.293d' 1 7' 44 03' ; 7.; V3
[2 0. '1L745 171 l il.,.ij:b OuG 0 -7I, 7;5,; 70i~)D 00
IL 0.51 i174833 ;349't , ; 00 2:) Ii 7'5)g:76555') 3'Oa
10 0.51 1'43b22C04977 7510 0C J. 22;537. 1', /, 4 z2,.$ZO 03
9 X.: 1 74A 8 080 , 5 20,+:'- d) 00 0.,ci337573 5A';3 5 t454: 3:)
i 0.511.74h-5/%337. 0I0 U.-'93375730191d42:40 ;J
- 0.5 Li1741,PIU5:h 6 I00 ;'.. ;0 0. 0Pi 3 75 i I U/d 3Ž7 · e 51  h8 iii ' CJ L':,! ~r; ~~O. L-~.{~  /i.~JiigbS,!;ilO ',)
6 0.5 1 I L1'b3b5433'/a- Lr) 00 .0. 267573036,d)gi9 Ci ) Oo
5 U,51 1'/48805,5I0,6'--:73o O - 0. 2 3'75130.i'-,4159 0U0
4 0.511748805q03$4,4200.' O O. 4'0a7573 O 43, ,O CO) 00
3 0. 5 1 1 74 (805 S39,;t.io,. 03 0 O 'Zq3375t3o;I341 127J3 00
2 0.511748 O 3 3934, 7V ;JO 0 .2:13 7 5730033 3-4 8i) 00
K 0,21 22 02320 C . A,374 99' 9.'y9999, 0 O 0. 5'I' 1.~00*J3 c')OOz)- ) 0 O0
19 O.47167732542819IL 30 J .636, 7696 q, id 5 3
1a 0.4844 4 3'5515'500(7 O0 0. ); Z0'+74 75 3 50:. 364 0C)
11 0. 4374 2 760 o2 041700. O0 0 3O.:)?193i55'~SD 03
16 O.48A07490799805._EL, O J. 7 1447741i027 5 5399 U3
15 0.4832L3554541643J3 00 0. I70156616.37,j740490 Z3.
{.4 0.4632431620 761590i3 00 0. 401P 12369393399: ) 0.)
13 0. 48824948 Ot.23:2571 00 0. 704i)22555-C.'5523. 00
12 o,,4 8_~QW8 )S [8 2 Or) 3 0.7016'23904d'§629:70 
.'0
1L 0o-.482511,656605510 0'0 0.701.6,4191931 5'3;; 00
10 O. 4 8 8 2 5 11 7 795022 60 00 0.701624253315;1114 0 00
9 0.488251191347S573D 00 0U7016426b4 L.4153I0 O00
8 O0. 4 F 3.B32 5119342613 00 O.73 iC6g 4 69 2 1 5, 0 ) 
7 0.4882511944397580 00 9. 7J1o2426&98344717) 03
6 - 0.488.i1945662i34D 00 0-70 2gZ6991 173C) 0300
5 0.48LZ 5119445933.2 D 00 0.70L6Z4bZ 3958656ZO 004 G .43 8 2511945991 5',4 00 0 7t162 49 2 6 6s 3D3 0.4882511946003916D 00 0.7016o426996515720 03
2 0. 4882511460065540 00 0.70162426996615120 00
DELTAIKM=PERTUREATION AT STAGE K
K DELTA1 OELTA2
2 O. 8500326544 352a1I-O1' 0.91499734533164703 00
3 O. 31651300787493030 00 0.6331G;099Z5 695 O)
4 0-365911083918805P CGO 0. 6 3 4 0589 O16 SL39i 03O
5 0.37645 13o33272 9 0 0D 0672354 6&9t672 7 8 03
& '13 7O 700 30 23 8i568CI 00 0. 62103093 69 7(1 5 433 O0
7 0.3 7 qI8017835716i 4;C) J0 0. 6ZOJ 902j 1 b f 2 832' i )
8 0.379 28257i56554/6D 00 0.6201174L-:43q, 502j 0J3
9 0.3793044223 140230 00 0.623o9557785976y90 JO
lO 0. 3793O90977731558D 00 0.t20 90 032Z26840;, O011 0.37931015677444660 00 0.6 06 ,9943Z2554ethJ 3)
12 0.3793 1067042168 301) UO O. 6206 8'3Jd3L'5735-0Tb OO713 0. 3 793121282915B.40 J0 U O.20oP, 71737OdY0411, 3 03 Table 7.1.4-b
14 0.37931875Z20713130 00 0.62 J-3-£L2-17 ?' S n:
IK..;..-.... .n ~ ·^L...-~
C(K)=C(K-1) -C(KI
K 1DCI1 DC12 DC13
-284- 19 0.5454545454545455D GO 0.OCOOOOCOOOO000000 00 .0000000000000 D 00
18 0.1983305876641964D 00 0.71791715270413580 00 0. 1597143366585648D 00
17 0,177213424249.7264D 00 0.176407739B267617D 00 0.175796314121C793D 00
16 0,.1764961874178161D 00 0.1764697548511150D 00 0.176445539819915C01 00
15 0.1764714854943863D 00 0.176470577 1863468D 00 0.1764697030295998D 00
14 0.1764706199029247D 00 0.176470U858880850D 00 0.1764705567274665D 00
13 0.1764705893559078D 00 0.17647058S2333S17D 00 0. 1764705871 67986D 00
12 0.1764705882749884D 00 0.1764705382352684D 00 0.1 7 64705881956283D 00
11 0,1764705882367001D 00 0.1764705882352935D 00 C. 17 64705882338873D 00
DC22 DC23 DCJi , 
19 0.5OC000000O0000000 00 0.00O000000OOOOGO0 D 00 0.545454545t&4545,55D 00
18 0.18504772004241801 00 00.17179215270C4353D 00 0.19833C587664196o4D 00
17 0.1765858103176036D 00 0.1764077391267Gl77) 00 0. 1772134242&49726lD 00
16 0. 17647211c1062898D 00 0.1764697548311149D 00 0.1764961874178159D 00
15 0.17647060849169850 00 0.17647057718634680 0O O0.764714854943863D 00
14 0.1764705885038518D C00 0.17647058803U8088D 00 0. 1764706199029253D 00
13 0.1764705882388544D 00 0.1764705882333518D 00 0.1764705893559075oD 00
12 0.17647C588235340GD 00 0.1764705882352682D 00 . t7647058827498t84D 00
11 0. 1764705882352948L 00 0.1"764705882352935D 00- 0.176 t47S588 23669993; 0a
D K) =;AT RIX DERIVATIV2 OF X[K+1} W. EESPECT 10 X (K)
____KDlol 
_ 12- D13
9 0.4379799088799248D 00 0.2862772831877294D 00 0.2'297176003698245D 00
8 0.4379799088799251D 00 0.28627728318772990D 0 0.2497176003698248D 00
7 0.43797990887992471 00 0.2862772831877297D 00 C.2497176003698244D 00
6 0.4379799088799245D 00 0.2862772831377297D 00 0.2497176003o83247D 00
5 0.4379799088799247D 00 0.28627728318772970 00 0.2497176003698242D 00
4 0.4379799088799242D 00 0.2862772L331877296D 00 0.24971760036982450 00
3 0,4379799088799246D 00 0.2862772831877960D 00 0.2497176003698240D 00
2 0.4379799088799247D 00 0;2862772831877295D 00 0.24971760036982420D 00
K · D21 )22 D230.3123024907502506D 00 U.4274454336245403D 00 0.31230249075025050 008 0.3123024907502509D 00 0.42744543362454'10D 00 0.3123024907502511D 007 0.3123024907502508D 00 0.4274454336245410 D 00 0.3123024907502509Z1 00
6 0.3123024907502502D 00 0.4274454336245400D 01 0.3123024907502502D 00
5 0.3123024907502498D 00 0.4274454336245402D 00 0.31230259075025225 00
4 0.3123024907502501D 00 0.4274454336245401D 00 0.3123024907502500D 00
3 0.3123024907502505D 00 0.4274454336245398D 00 0.31230249075025033D 00
2 0.3123024907502505D 00 0.42744543362_45399L COC 03123024907502501D 0-O
K Dj31 0D32 D3..-T.
9 0.2497176003698249D 00 0.2862772831877303D 00 0.4379799088799255D 00
8 0.2497176003698249D 00 0.2862772831877300D 00 0.4379799088799254tD 00
7 0.2497176003698244D 00 0.2862778231877300D 00 C.4379799088799255D 00
6 O.2497176003698250D 00 .0.286277283187733nD 00 0.4379799C08799255D 00
5 0.2497176.003698249D 00 0.28b2772831877298D 00 0.43797990887992S2D 00
4 0,2497176003698250 D 00 0.2862772831 8773 04 D CO 0.4379799088799254D 00
3 0.249?176003698249D 00 0.2862772831877305D 00 0.4379799088799254D 00
2 0.2497176003698250D 00 0.2862772831877304D 00 0.4379799088799253D 00
DELTA ,K) PERTURBATION AT STAGE K
K DELTA 1 DELTA2 DELTA3
2 0.3842922578653587D 00 0.8548908672490794D 00 0.7608168748855611D 00
3 0.6030374872984897D 00 0.7230396317919130D 00 0.6739228809095963D 00
4 0.6395395295196795D 00 0.707a576925197637D 00 0.65274357766055 53D 005 0.64568a9040521388D 00 0.706109H223820181D 00 0.b482012735653407D 00
6 0.64680923553675466D 00 0.7059085444420072D 00 O.6472822200212358D 00
7 0.6470127930706999D 00 0.7058u5i367076603i) 00 0.6471018382216384D 00
8 0.6470502679844590D 00 0.705S927001854043D 00 0.6470670318301367D 00
9 0.6470572255379071D 00 0.70588239292589d7D C0 0.6470603815381951D 00
10 0.6470585241495976D 00 0.7058823575449049D GO 0.6470591183054982D OG
11 0.6470537673357876D 00 0.7058d23534712638D OG 0. 64705 88 791929501D 00
12 0.6470588129696503D 00 0.7058823530022134D 00 0.6470588340281380D 00
Table 7.3
DELTA(K}=PERTUP.BATION AT STAGE K
K DELTAI .ELTAZ DELTA
-285- 2 0.71O4293879217859D 00 -0.45699t,3344722560-01 0.33527021542293cIU 03
3 0.Z80431423336606 O 00 0.4737t79249017126D OO 00,2345J535125&, 87Dl 03
4 0.3181991309095O05D 00 0. 31 4 4 6 79056174449,)u 00 00.jO73299,47_98siO 0j
5 0.3(.60352415 798521U 0,3 0341 54190454291239 0) 30.3 id135, 7 965S532u 3 0
6 0.3270549414530.t45D 00 0.344723)36366bt&7JG 30 0-3202223)504d034271) 0o
7 0.33402949015J1544G 00 0-339357183d152?4419 0 ). 32Q11 3 Ji.3195i5L0D 03
8 0.3324411087145'0380 00 0.342J'22£a25l69130 00 0-32551660299978000 00
9 0.33250782335477510 00 0.341%'45,5m53794fD CGJ 0.2067O4J76595b6U 00
10 0.33264802t2709051D i;0 0.34150939tei76719g ;)0 0- jz5s42 7017 4 IA3i,) 00
11 0.33256957742552960 30 0.3415298Z64i5c2713233 G 0.325930>979 t3357 03o
12 0.3325907331927'200 00 0. 3415 2.7051745J9)!). 00 O.25bb8656Lh3275730 03
13 0.3325809564330137D 00 0.34149123310J6J850 00 0.325927d1046336/,7c 00
14 0.332662,464548221C0 00 0.34154761i5C6et4865L) 0 3o 790O13767b67767 03
15 0.332311o313010S061 O0) 0.341 31981927A4L721) 03 0..UZo 56386177153Z40 00
16 0.333254856768213ZD 00 0.34'0!03647023 169f) 03 0.32604149620a45520 30
17 0.3319121870493715D O0 0.344.;,756383772510O) 00 0.32,i7141 7457., 2. ) 00
18 0.329838920923;28480 00 0.3 352180t5221307J) O0 0.3349t,301385539270 00
19 0.35177969684040320 00 0.34589990720312390 00 0.30320395 5645720 O 00
20 0-.265816'8935179243D 00 0.3772049211139730n O0 3 t3569781L3536886 OD 00
Table 7.4.1
DELTAKI=PERTURBAT10N AT STAGE K
K DELTA1 DELTAZ oELTA
2 0.705427047 580719750 00 0.44747227164269890 0 -0.15289932971466720 03
3 0.23308653231174600 00 0.2119549417406477l 00 0.504953525947c. 030U 0'
4 0o31734686816846a280 00 0.39S-438018423JZSJ3 00 0.2d416511 '4U8t446 U0 OJ
5 0.34619193413144460 CO 0.32573696363750000 00 . 3261O10522. 1051dI) 03
6 0. 32706b65178697220 00 0.343565975213603t64- 00 0.3 293673729g' 441,ofC oJ
7 0.334005857208568903 00 0.o342i9139550426691) 00 0.323802747281338b0 OJ
8 0.3324522U7368449D0 00 0.34i)9322080U580640 00 O .32-66153998j331270 00
9 0.3325J39794791941U 00 )0.3417539894307213J 0 0. 3 2574Z0310')0 7 740) 00
10 0.3326507378736575n 00 0.34145713482265950 30 0.32539212730367480 00
I1 0.332563746959914j0D 00 0.34152409997578050 00 0.32591215306429590 03
12 0. 332599184473 7062) 00 0. 3415252649468579D 00 3..3258755535 7942660 00
13 0.33259342666001180 00 0.34149L59585539720 00 0.3259149774845812D 00
14 0.o32526144472295D O0 0. 4159d532-72 79484D 00 0.32587532305't61181 00.
15 0.33204874 1Z2355 940 O0 0.'ti3 5302 L05078-b6503 0 0.32580104 82685834 03
16 0.33191684179029O 00 0.341b00590Si.;3U 0U0 0 3 264 83U9 1 794 00o
17 0.333466464325'+P760 00 0.342b29o348180175D 'J Oi).32390390385644363 ;)
18 0.334446226q51om750 00 )0.3354 8)519057Z591I) 0U .0.330073253991F, l9S:, 00
19 0.31586095767738380 00 0.3603L0970870651do 00 0.32382807125175240 03
20 0.'39564'931116055100 00 0.306L5718659308630 00 0.298.'9353224o35080 03j
Table 7.4.2
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DILTA(K)=PERTURBATION AT STAGZ K
K DELTAI 1 DdLTA2 DELTA:
2 0,1297067086786037D 01 -0.2349081689253385D-01 0.7264237301OCo4928D 00
3 0. 1313233032296180D 01 0.4392612747598714i) 00 0.2475056929439435D 00
4 0.13133468325015593 01 0.4425179b62704473D 00 0.2441352372279362D 00
- Q'0.13133476031760140 01 0.4425408795709340D 00 0.24t111517153C427D 00
6 0,1313347608l08t70D 01 0.4425410409u956-58D 00 0.2441113502195L66oD 00
0.1313347608t50530D 01 0.4425'410:210O7277; 03 0.2441113490447275D 00
:8 0.131334760885038080 01 0.44254 104212tl16i:r 00 0.24411 ;3490Q35S2D 00
9 0.13133476J8850a080 01 0.4425410421127720D D0 0.2411t13!9036.4009D 03
10 0.1313347608850807D 01 0.4425'9410421127720D O0 0.24t1113490364002D 00
11 0. 1313347608850d06D 01 0. 4425410:&21127716D. 00 0.24411134903639~98 00
12 0.131334760*8850804:D 01 01 .442541G42112771UD J0 0.24 i11134903o3996D 00.
13 0.1313347608050803D 01 0.4425410421127701D 00 0.2441113490363990D 00
14 0.1313347608850907D 01 0,44254i0421127021D 60 0.244O113490363609D 00
15 0.1313347608865851D 01 0.4425410421031260D 00 0.2441113490309823D 00
26 0. 1313347610990757b 01 0.4425410407424663D 00 0.24417134;82667L449D 00
,,7 0.1313347912923628D 01 0.442540,34T4023179D 00 0.2441112396740210D 00
18 . 0. 1313390815459 121) 01 0.4425133751279543D 00 0.24409588094121989D 00
19 O.t1319486963918795D 01 0.4386097582811,49D 00 .- 0.2419032778000355D 00
20 0.133333333333331.0 01 0.4398289879729316D 00 0.2268376786937234D 00
Table 7.5.1
Kt OELTA 1 OELTA2 C£LTA3
2 0.1342345359689770U0 1 0.4239?72'5778d516.830) 0:3 J.23368230l45854,ESD JO0
3 0.1313551684762520U) 01 0.4424lJ 363b3741653 03 _44,tqi'7797)i ; O357D0 00)
4 0. 3133490450C488e6 01 0.44254J,12~445iJ37?0 00) J.2441032Z4.s4i003,'i J3O
5 0.13133476189583810 01 0.44254103356t048070 03 3. '411134531 I29,iG 0 
6 0.131 33476089219i,6D 01 0.44254L0)420672243Di) OU 0.24t 41113't+9011)B175'J 00
7 0. 131334 7608 8513120 01 0.44251'Jti4211Z452JU )0 O.244Lli34403622d1) 00
8 0.13133476088508130 31 0.442-I410421iLZ717O 00 O.Z441t[490O.6a994D oJ
9 0.131334760885080O U01 0.44254L3041112772cf) 0 0.244i11349036-06J7 0O3
1800.13133476088508D 01 0.4 4541;)J421127?2 7 03 0.24411134903640020 00
ii Q.!J1334'76 0885080D0 01 0.442'5 41342 177 i9O 0 - 9.Z44;13 4403640iJL 0U
'2 0.131334760'8.50805u O1 0.4425 4 1042112 7 13D U3 0. 44 111349J036399o0 00
13 0. 313347608i850804D 01 0.4425410',21127,25 0 03 O.244J1113490364064U 0O
14 .0.1313347608850772D 01 0;.44,25410421118615b 00 0.a4,t111t4905734110 03
15 0. L31334760ti8462860? 01 0.44254i3t419834963 i)) 00 0.2441113491701899D O)
16 0.131334760U)239093D 01 0.44'254102374376')6D 03 O.441113D61070351D0 u0
17 .0.13133475176t,85750 01 0.44253843201081353 03 0..2 s-',i:4350 3205S19D0 O0
1.8 O.1313334652 498L3tf)D 0.4 17164995371721) 0 :) 0.Z449iL625083)200D 00
19 0. 131150665023 Le86DO )1 C.3S94i20135?7353L) 00 . 29865138438379090 03
20 0.10517535370096500 ol 0.5603Z74-55403 3690X 00 0.38791900758694780 00
Table 7.5.2
DC IK=CK-1)-C(K)
K DC11 3C 12 DC 13
-287- 19 0.200c3q00i0OiOOOU D 0 1 0. )03030900JCOOOO[3 0i J  030 u 3
£8 O. 17L428511428! 5740 01 O.0033003333 030j0G3 00 O. ?1I-t2R5 71 6ZFB?714 01 J
17 0. 1 2 02 300'9i523 805 D 0.L 0.0333 OOOO0 0CO030J) 0 0 0.12023du95239s25 : t
16 A 0. 17142ft 5 r 14 ?  5 L'140 01. U.033) 3jOjJJjJU 0U0 auJ L714Za5 7 L 4 i D 71,4 , 01
15 0. 1 01 5 3 80954D 01 . 00YX"000O0u003OOJOu 03 0. 10O %k9' '1
14 0.17142857 114?t05715r) 01 .303JC33 00 3.1 7142i'7 14& i,714o 3!
13 0. 1ŽZ30 I52'0935O 01 O.O O)JqOOJQO CU. C J( ; 00k 3 30 Z3! cJ.Ii
12 0.17142857142857i4 01 0.30jj.3j00O03J0o0O3 u) 0.171'44,Z57L4257'4: 01
11 0.1202380952380954D 01 0.0333003030O 30 00 3. LJ.Z2305Z36J95-J OL
N('22 0UC23.
19 a0.17142 :t5 7142L85 7 140 01 0 . 0O-3)3003 GOOO3I. -03 0.3J3J3oJ00;) 00000000 0b Oit
1L8 0.1202380952 10i,53U 01 -O.. .00033J303j,3 J-.7:42}714271r7 01
17 0. L714Z5714k3l5715D 01 0. 003',3O0OO33jj00j)y0 3 0 J. 1Z23283G52330A9530D 01
I O. 1202360W'z2380953DU ~. 01 .00303303033-3,))J33 30 0 .1714Zg5714235 71r1) 01
15 0.1 71425714t2857159 01 0. 0OJC33))3JJCU JOOO 03 J. iL'3 9Jdg2G54 OL
14 0. 1 302o 5 e 3t je30l;5 M50 0U1 0. O';3J33030J J LI j Jo.13 000 1 7142357142857 L 4 U 01
13 3. 7 1 142 P,571t428571 4: O01 0.00 32 J3i903 0o ooj ; 3.1 2U'3 8- 'i gZ LbO·952L1; 0
12 O. L2OZHo 9523a0954D 01 0.033O3XO3.3.CA0J D 00 0.1714Z85714?457L40 01
IL 0..17L428571426571 41 01 0. 3)03000000000j JO . 0o1232330%52:380953Di) 01
O(K)=MATRIX DERVATIVE OF X(K+I) W. RESPECT TO X(K)
~K ol 012 .013
9 0.J3030J03v00030D 00 0.Ua3 3J3b3333j3395 03 3 J.3330J030'o)uOJU 00
8 0.OOOOOOO0ooo3oooUu 0) 0.5833333~3,3335,333 OJ O.-J003030J3000000j 03
7 0. 00)3i0000u 030030309 30 0. 58333333333333330 03 03~3.)3jJ J0j~t0o3;1 Jot '336 0.0303000000000000(1 00 0.5833333333333333 00 0 .a 0000 33 3J Oi 3 03 005 0. 03.~)330033001)030309 00 0.5333333333333330 03 0.0a00J330aJ 0o aJJ 0 0
4 O. 03 3 00 O300000330JU 00 0.583 333333 333333330 03 J.3303330 0J00 30 035 ~~~~~~~~~~~~ ~~ ~ ~ ~~-0.00300000300 3 3Jj3333i33 a0-j0Uj0,)O:) 00OD 03
3 0.1003U000000000o00 00 0.5d 3333333333j3.50 00 a0.00Jc0J )jj(3O30.j 03
2 0. 300000000u00000D3 00 0- 5a 33 333 33-33333331 COU Oiooo00030 o330030x.0000 JO
K -L ___. 0232 03
'9~~~~~~~~~~~~~~~~~~~~~~~~~~.--- O. 999go999'~~q.9 00~09 O. 999 99T99 9 v5  00 033i3300".303 0 J: ) 03- 3.9 9')99999999999 79 00
e *9O999909999,cg9999DO. 00 0. 00333j0J)0C3J oi 30 39J99999995n o
7 0. 9999 4(9999999")S9'S0±) 00 0. 000&)3j0000Cc03U0Q 03 0o.9999j99)9S9%i9jt950 03
6 0.999999999999995D 00 .00330 330 3 0.99999900939999970 JO
5 0.9999999999999920 00 0.000J3-000U0C0oj0000 00 J 039991~9Gt2]
4 0.999993999q999S99920 4 0 0.303333 U -)) 000000 03 0.'Lj9999990'S99999 5 0 03
3 0. 9999999999999970 00 0. 0333033O00333033 03 0) . 3 99999999 50 3
2 0.99999999999999920 00 0.0300 033000000000r 0 30.999999999'9S9 9 99bD 03
K C31 032 033
9 ;0.03)o30000000U>00000 0 0.-',1b66oLb 6~LtL465O 0 03 .0030;30000 O03300004 00
8 0.0030000300000o) 0o 0.41i666666666lb6 7t 00 O-.0000000UOOjOO030 00
7 0. 03330300Ou300.COI) 00 0. 4 1b66666ob6667D 00 0. O.3OJ0j3j'J~00j0Ojj0j 03
6 0. O 000030OO0000QOUD 00 0 041'l6o L . 303000'300OOOO 03
5 000000000OOOOOOOOOO 00 0.41666b6ba)bbb6bD 00 J. 00o0oo0UU0 OJ3uji) 00
4 0.00.OO0000300000OU 00 Q.41%t66t&6666bt.bCJ 00 0-00003000,U30000o0b0000 0)
3 O.-000000o 0000000 00 0.4616666666666630 30 J.3300000jJ000300 30 30
2 0.030000000j00000O33 00 0-4.466,b6666b666b70 00 .00 0 03000O3000L 03
fELTA(K)gPERTURBATION AT STAGE K
K DFITA DELTA2 D3cLTA3
2 -0.1166L666666666670 01 0. 19999'4999S9S990 01 -3-3333333333333340 03
"3 0. 11666666666666666b60 0L -0. 199'999999999999 3190 3.333333333333320D3n 00
4 -0. 116L , LtecLt.LD 01 0.19999999s99999973 01 -0. 33 33333,3333332Z0 0')
5 0.11ob666666666650 01 -0. 19:)I99999999999,7 0 01 O.L333333333333317fD 03
6 --.l1666666666666650 01 0.199)9999S900;9690 O1 --0. 333333332i 33i7D 00
7 0.116b66bottC66640 01 -Q.19999'i9995 959q999s ji 0. 3L333333.3333333150 00
8 -0. 11666666b6 61663[) 01 - 0. 19999999 Sv9999't-D 0! -3.8 33'3 .,3)3331ZD 00
9 0.U1166-6UU-c1)66eb33 0l -0.199'9'-99999 i 9qu95i) I3 0.33333333333 3 0 03
10 -0.11h6666b66bUo662D 01 0.199I 9')'j ,93 V;J 9'09i 01 - 3. J333333i3333 310 03
11 0. ll6b566,66:j)6,66L6 01 - 1-0. T-9 99'7J9:23)9001g . 0.8 3J!333333oJ 333Z 3 00
12 -0.116t6LLtat6ctol1 01 0.199 g')9999 Sq910 01 -0.8j3>333333.3330ob 00
Table 7.6
K -288- DCli DCI2 DC13
9 0.33333333333333260 00 0.33333333333333315D 00 00.00000300030003D 00
8 0.333333333333333100 00 0.33333333333333130 00 0.0000000000000000 00
7 0.33333333333333020 00 0.33333333333333040 00 O.00O00000 0000000 00
6 0.3333333333333324D 00 0.33333333333333190 00 0.0000003000000~000 00
5 0.33333333333333240 00 0.3333333333333322D 00 G0003000000000000D 00
4 0.33333333333333220 00 0.3333333333333322D 00 0.3000000000090000 00
3 0.33333333333333150 GO 0.33333333333333170 00 0.000000000000CO 00
2 033333333333332660 00 G.33333333333332700 00 OOOO00000000OOOOOCO 00
1 0.33333333333332970 00 0.35333333333332970 00 0.00C0COOO50030COD 00O
DC22 00C23 DC33
9 0.33333333333333190 00 OO000000000OUOOOO0 00 0.30000000000000000 01
8 0.33333333333333150 00 0.0000000300000003D C0 0.30000000000000000 01
7 0.33333333333333040 00 0.0000000000000000 00 0.30000000000000000 31
6 0.33333333333333170 00 0OOOOOOOOO000000000000COOD 03 0.3000000000300000D 01
5 0.3333333333333322D 00 0000300000003300000 00 0.300GC00000OOOOOD 01
4 0.33333333333333220 00 00OOCOOOOOOOOOOOOOD 00 0.3030000000000000D 01
3 0,33333333333333170 00 0.0000000000000000D 00 0,.30000000000000300 01
2 0.33333333333332770 00 0.00000000000300000 00 0.30000000003000000 GI
1 0.3333333333333295D 00 0.00CO00000000000 00 .000oQnn00QOOO nnO0D C1-
D(KIJMATRIX DERIVATIVE OF X(K+1) W. RESPECT TO X!K)
K DIi D12' 013
9 0.5857864376269045D 00 0.41421356237309480 00 0.OOOOOOOOOOOOboooo 00
1 8 0.58578643762690440 00 0.41421356237309470 00 0.0000000000000000D 00
7 0,5857864376-2690490.00 0.41421356237309490 CO O.00000000000000000 00
· 6 0.50578643762690460 00 0.41421356237309510 00 0.000C00j)C000000Q0O 00
5 0.58578643762690470 00 0.41421356237309490 OC. 0.00000000000000000 00
4 0.58578643762690470 00 0.41421356237309470 00 0.O00000000000000 00
3 0.585786437626904iD 00 0.41421356237309470 00 0.0030000000330000D 00
2 0.58578643762690500 00 0.41421356237309490 00 0.00000000000000000 00
K ... nl3 022 023
9 0.4142135623730951D 00 0.58578643762690470 00 0.0000000000000000D 00
8 0.41421356237309440D00 0.58578643762690440 00 0.OOoooooooooooo 000 O
7 0.41421356237309490 00 0*58578643762690460 00" 0.000000000300000-00
6 0.41421356237309510 00 0.5857864376269051D 00 0O0000000000C000000 00
5 0.41421356237309470 00 0.58578643762690460 00 0.00000003000000000 00
4 0.41421356237309540 00 0.5857864376269049D 00 0.000000 00000OD oo 00
3 0.41421356237309450 00 0.58578643762690490 00 0.000000000030 OD 03
2 0,41421356237309470 00 0.53578643762690440 00 0.OO-O0000000000OD OD
K 931 037. n.33
9 0.00000000030000000O 00 0.000000000000000 00 0.9999999999999998D 00
8 0.00000000000000000 00 0.0000000000000000 00 .t000000OOOOOOOOOOOOOOD 01
7 0.00000000000000 00 0.OCOGOOOOOOOOOOOO 00 0.lOOOOOOOOOO030 1
6 0.000000000000000.0 00.O0000000OOOC0000 00 0.999999999999999980 O.
5 0-000000000o.oooooooooooooo000000o0oo 000000000000000000 00 0.9999999999999993D80 00
4 0,0000000000000000D 00 0.0000000000000000D 00 0.99999999999999980 00
3 0000000000000000000.00 00,000000000000000D 00 0.99999999999999980 00
2 00000OOOOOOOOOuOOOO 00 0.00000000000000000 r, 0.999999999999999Jo3'00
DELTA(K)=PERTURBAT!ON AT STAGE K
K DELTA1 DELTrZ._ - TA3
2 0.242A406871'[928490 00 0.75735931288&7141D O. - -0.99999999999999980 00
3 0.45584412271571000 00 0.54415587728428840 00 -0.99999999999999980 D0
4 0.49242404917497890 00 0.50757595082501910 00 -0.99999999999999980 00
5 C.498700172334 6870..00 0.50129982766582890 03 -0.9999999999999997- 00..
6 0.49977698S83003770 00 0.50022301516995980 0 -0.99999999999999970 0
7 0.49996173664606320 00 0.50033826335393390 0O -0.99991999999999970 00
8 0.49999343504634660 00 0.50030656495364950) 00 - -0.9999999999999997D 00
9 0.499998873-32023e0 00 0.50000112636797180 GO -. 999999999999999970 00
10 0.4999990ob7458056D 00 0.5000001932541894D 00 -0.9999999999999970 00
11 0.49999996684281950 00 0.50000003315717460 C0 -0=99999999999999970 00
12 0.49999999431i[2440 CO 0.50000000C68886900 00 -0.99999999999999950 00
13 0.49999999902394020 00 0.50000000097605250 00 -0.999999999999995D 00
14 0.49999999983253120 00 0.50000000016746090 00 -0.9999999999999950 00
15 0.49999999997126330 00 0.500000000287272840 00 -0-99999999999999950 00
16 0.49999999999506590 00 0.50000000000492550 00 -0.99999999999999q50 00
17 0.49999999999914960 00 0.50000000000084150 00 -0-99999999999999950 00
18 0.49999999999985010 00 0.50000000000014370 0D -0.99999999999999950D 00
19 0.49999999999996980 00 0-5000000000003211o 00 -0.99999999999999950 33.
20 0.49999999999998690 00 0.5000000000000039D 00 -0.99999999999999940 00
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Table 7.7
CHAPTER 8
CONCLUSIONS AND SUGGESTIONS FOR FUTURE RESEARCH
8.1 Summary of This Work
In the introduction, we raise the question of how a traffic pertur-
bation occurring at some point of a freeway corridor network influences
the optimal assignments away from that point. We are particularly, but
not exclusively, concerned with perturbations that leave the total flow
unchanged. Not only the sensitivity of the network to an incident, but
also the meaningfulness of a static optimization in a long c6rridor de-
pends on the answer to that question.
For networks consisting of identical subnetworks (stationary net-
works) we can prove, under a major condition and two technical ones, that
zero flow perturbations decay exponentially, and calculate the bounds
analytically. The main question of the introduction is therefore an-
swered and a static optimization is meaningful even for very long free-
way corridors. Also, if a static assignment is used on-line for traffic
control, a reoptimization has to be carried out only within some neigh-
borhood of an accident. This neighborhood can be determined in advance
and it depends on the level of accuracy required as well as the structure
of the network.
In addition, we have also established what changes are caused in a
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very long corridor by perturbations that contribute a non-zero total
change in flow. They give rise to a sequence of downstream and upstream
perturbations that converge exponentially to a distribution which is a
characteristic of the network and which we can determine analytically.
The major condition that guarantees the results is that there exist
enough cross links between main and side roads so as to allow traffic
perturbations to be spread out all over the network. This condition
can be expressed mathematically, either as a controllability property
of a certain system or in the language of graph and Markov chain theory.
Consequently, for a class of linear discrete dynamical systems, we have
characterized controllability by means of graph concepts.
Our general method of analysis is two-fold:
1. Quadratic expansion of the cost function about a nominal optimal
solution.
2. Splitting of the network into subnetworks and application of discrete
dynamic programming over distance.
This method is applicable to any freeway corridor network and any cost
function locally convex about the nominal solution.
From this, we establish the above results in the stationary case.
For non stationary networks, the only available results are obtained
from the numerical implementation of this method. In all cases checked,
the magnitudes of the perturbations have been found to decrease, but we
have not formulated conditions that ensure that behavior in the non-
stationary case.
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We present below some possible extensions of this work, both to
traffic engineering and optimal control theory.
8.2 Further Research in Traffic Engineering
1. Numerical implementation of the general method to real systems.
One might also try to extend to more general kinds of networks the
approach that we have followed for freeway corridors.
2. In the case of a stationary network, we have proved the quali-
tative property that, if some links are removed, the new network may no
longer be described by controllable systems, and therefore perturbations
in it may no longer decrease. It seems reasonable that a related quan-
titative property would hold. If some links are removed without invali-
dating controllability, the perturbations would still decrease in the
new network, but not so fast as in the previous one. Also, it should be
possible to identify those links whose presence is essential in keeping
the speed of decay high or, alternatively, the eigenvalues of the propa-
gation matrix small. Such a knowledge would prove useful in the design
of new road links.
3. An objection to the usefulness of our results is that stationary
networks do not exist in real freeway corridor systems. However, study-
ing such systems provides insight into the more general situation. For
example, it is qualitatively reasonable that the perturbations should die
away in a non-stationary network, where enough cross links exist, because
they do so in a stationary one.
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However, it would be extremely useful to derive quantitative pro-
perties of a given nonstationary network from those of its "pure com-
ponents", that is the stationary networks corresponding to its various
subnetworks. A timid attempt in that direction was done in section 2.3.9,
when we studied quasi-stationary networks. Perhaps a more general
approach uses a relationship between the one-step and the limiting pro-
pagation matrices, such as conjectured in Chapter 6.
4. One may consider including origin-destination contraints - e.g.
the possibility for cars to arrive or depart at intermediate points in
the network. This should further cause perturbations to decay.
5. Also, the same problem can be studied from a "user optimization"
[6] rather than system-optimization viewpoint.
8.3 Further Research in Optimal Control Theory
1. It should be emphasized that many problems other than traffic
regulation, can be described as optimal assignment of flows within a net-
work.
The network may convey a flow of information, of money, of products,
etc. The nodes may represent warehouses, power- stations, locations,
service points. The links may stand for communication channels, trans-
mission lines, or indicate various relationships like demand and supply...
The literature is abundant on those matters, but in the majority of cases,
linear cost functions have been considered. The general results of lin-
ear programming have then been successfully particularized [41] to the
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case of networks. This leads to important simplifications. However,
linear cost functions are not necessarily satisfactory, for they always
lead to optimal solutions with extreme components. In our traffic con-
text, for instance, this means that some roadways will be either satur-
ated or unutilized.
It seems, on the other hand, that a quadratic expansion of the cost
function about an optimal solution is a natural way to study perturba-
tions.
Analogously to what has been done already for more than a decade in
the case of linear cost functions, the need arises for a particularization.
of many results of optimal control theory to the case of flows in net-
works.
For instance, in our case, the most natural way to define a state
vector is by describing the evolution of the flow distribution among the
various nodes. However, we have seen that this formulation does not lead
far in the analytical explanation of the observed behavior, because the
existing body of optimal control theory requires a certain standard
form. Thus, we had to artificially define other state variables. In
Chapter 4 we tried a more direct way, which deals with the natural formu-
lation. We indicate below possible particularizations of optimal control
theory to networks that might be useful, and illustrate them in the
traffic context.
2. For a class of linear discrete dynamical systems that describe
flow conservation in networks, we have constructed a controllability
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condition that uses graph concepts instead of the standard rank test.
This might be extended by associating networks with some class of linear
systems, much in the same way as one can describe certain matrices by
graphs.
3. Discrete duality theory and the minimum principle would pro-
bably be helpful as specialized to the network context. For instance,
in our case, the downstream and upstream perturbations problems are re-
lated to one another by a "time-reversal" (where the "time" parameter is
the label of the subnetwork).
This property is translated into a correspondence between the
respective assessibility graphs, that are dual of one another (Chapter 3).
Perhaps, in the case of network systems, duality can be described in
a fruitful way by means of graphs.
4. We have stressed several times that Markov chain concepts emerge
quite naturally in the traffic network context, in spite of the determin-
istic character of the problem. This may seem paradoxical. However, it
becomes intuitive if one considers the microscopic level. In our traffic
example, if we observe a particular car chosen at random, instead of
dealing with the aggregate traffic flow, then the route followed by the
car in the network can be viewed as a realization of a discrete stochastic
process: at each node, the case has the choice between several links,
and the successive choices can be viewed as a random process. The ques-
tion is whether there is a rigorous way to define the microscopic level,
and to establish correspondences between the probability distributions
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of the stochastic process alluded to and the optimal control parameters.
We have made an attempt in that direction in Chapter 6 and, although
we do not pretend at rigor, we have derived a result confirmed by num-
erical experiments. In any case, this curious kind of complementarity
between a micro and a macro level is probably worth investigating.
APPENDIX A
GRAPH-THEORETICAL CONCEPTS AND BASIC RESULTS
A.1 Introduction
We collect here the main definitions about graphs, as well as the
basic results that we need in the main course of this work - at least in-
sofar as the terminology is not standard.
The graphs that we consider are those that are usually associated
with Markov chains. We make use of many of the special properties of these
graphs. We wish to consider those properties from the viewpoint of graph
theory without embodying them too early into the algebraic apparatus of
Markov chains. Graph theorists who study this class of graphs [35] and
Markov chains specialists [32], [33] generally are primarily concerned
with algebraic properties of Markov chains, and consider graphs to be
useful tools for this. Here we must follow the reverse order: the Markov
will be a useful tool to study the graph. The only approach that we have
found that does this is by Gordon [321, in French. We translate his graph
terminology here and we use Feller [33] for the standard Markov chain notions,
and Busacker and Saaty [35 J] for standard graph concepts.
A.2 Two Successive Partitions of a Directed Graph
Definition A.1
A directed graph is a pair G = (r, S) where S is a set and r a
multivalued mapping from this set into itself (i.e., for i S S, r(i) is
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is a subset of S). The elements of S are called nodes (or vertices).
If j e r(i) for i in S, an arrow is drawn from i to j in the pictorial
representation of G. The nodes j such that j c r(i) are called the
followers of j. We consider finite graphs, i.e., graphs with a finite
number of nodes. The oriented pairs (i,j) with j; E r(i) are called arcs.
In particular, it is possible that s £r(s). .Arc (s,s) is then called a
loop.
Note: A freeway network can be described by a succession of bipartite
graphs, i.e., graphs where the set of nodes is partitioned into 2 disjoint
sets: S = S1 U S2 and only arcs (i,j) with i in S1 and j in S2 exist. In
this context, S1 will be the set of entrances and S2, the set of exits. We call
the arcs of a freeway network "links" and reserve the word "arc" for other kinds
of graphs.
Definition A2:
A path is an ordered set of arcs where every two consecutive arcs have a
common node: (s1, s 2) (s 3) , (S Sn), denoted (l, s2, ..., )
A path can go several times through the same node, for example
(1,2,3,2,3,2,3,2,1,2). Node s is called the origin of the path, and
s its extremity. If a path exists exists whose origin is i and whose
extremity is j, node j is said to be accessible from node i.
Definition A3:
A cycle is a path whose origin and extremity are the same.
A.2.1 First partition
The notion of cycle enables one to define an equivalence relation on
a directed graph: two nodes i and j are said to be R 1-equivalent, or
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or iRlj, if and only if there is a cycle containing both nodes, or
alternatively, if there is a path from node i to node j and a path from.
node j to node i. One can verify that this relation has all the properties
of an equivalence relation: it is reflexive, transitive and symmetric.
Therefore, any directed graph can be partitioned into subgraphs de-
fined by the Rl-equivalence classes of nodes. Each R1-equivalence class
N defines a subgraph H of G. The nodes of H are the elements of N and
the arcs of H are those arcs of G that connect two elements of N.
Each of these subgraphs is called a strongly connected component
(abbreviated s.c.c.).
Definition A4: The graph G is said to be strongly connected if it contains
only one strongly connected component. This amounts to the property that
each node is accessible from any other one, i.e., given any two nodes i
and j, there is a path with origin i and extremity j.
From these definitions follows:
Proposition A.l: The strongly connected components of a graph are strongly
connected graphs.
Final Classes: We derive a new graph g from G. Each strongly connected
component of G is represented by a node in g. Arc (i,j) exists in g if and
only if there is an arc in G from some node of the ith s.c.c. to some
node of the jth s.c.c. We call g the reduced graph of G.
Definition A5: A strongly connected component of G is called a final
class if it corresponds to a node without follower in g. An example of graph
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G with its reduced graph g is shown in Fig. A.1. The s.c.c.'s are indi-
cated by Roman numerals and identified with dotted lines. The final
classes are III and IV in this example.
Definition A6
The nodes in a final class are called final nodes. All other nodes
are called transient.
Proposition A2
a. Two nodes in the same final class are accessible from each other.
b. If two nodes are in two different final classes, neither is
accessible from the other.
c. No transient node is accessible from a final node.
d. Any transient node is the origin of a path whose extremity
is in some final class.
Proof
Parts a and b are true because final classes are s.c.c.'s. Part c
comes from the definition of the reduced graph. If a transient node were
accessible from a node in a final class, this class would correspond to
a node in g with followers, contradicting definition A5.
Part d follows from the fact that, by definition (A5) of a final
class, every node i is the origin of a path with extremity in some final
class.
A.2.2 Second Partition
We now shall partition each s.c.c. by means of a new equivalence
relation R2.
~,.__~~~_...~ _~~~ ~  ~ ~ ~ r _~~ ~_ ~~__~~~~2'~~~~
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Fig. A.1-a Example of Directed Graph G
Fig. A.l-b Reduced Graph g Corresponding to the Graph G
of Fig. A.1-a
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Definition A7
The length of a path (s o S, ..., sn ) is n, the number of arcs it
consists of. If the path contains cycles, one has to specify how many
times it goes around those cycles to define its length.
For instance, in Fig. A2, the path (1,2,3,2,4) has length 4 because
it consists of the 4 arcs (1,2), (2,3), (3,2), (2,4). However, the path
(1,2,3,2,3,2,4) has length 6 since it goes through arcs (1,2), (2,3),
(3,2) (2,3), (3,2), (2,4) successively.
Proposition A3
The greatest common divisor of the lengths of all cycles through a
given node, in a strongly connected graph, does not depend on the particular
node considered.
Proof:
See 132], [35].
This number is therefore a characteristic of the graph.
Definition A8
The period of a strongly connected graph is the greatest common
divisor of its cycles.
Definition A9
A strongly connected graph is called aperiodic if its period is
equal to 1. In particular, proposition A3 as well as definitions A8 and
A9 apply to the s.c.c.'s of an arbitrary directed graph, since they are
strongly connected graphs.
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Fig. A.2 The Path (1,2,3,2,4) Contains a Cycle: (2,3,2)
and has Length 4
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In the same spirit as proposition A3, it is possible to prove:
Proposition A4
Given any two nodes i and j in a strongly connected graph G, the
lengths of all paths from it to j are congruent modulo the period of G [32], [35].
Thus, if L is the length of a path from i to j,
L = qt + r
where t is the period of G, q and r are integers, r < t and r is the same
for all paths from i to j.
Definition A10
This remainder r is called the distance from i to j and denoted
d(i,j). Proposition A4 makes it possible to define a new equivalence
relation R2 on each s.c.c.
Definition All
Two nodes i and j are said to be R2-equivalent if d(i,j) = 0.
(This amounts to the same thing as d(j,i) = 0 although d(i,j) y4 d(j,i)
in general, because the length of a cycle through i is a multiple of the
period).
The corresponding R2-equivalence classes are easily obtained in the
following manner. Let us choose an arbitrary node i0 and define
G = {j £ G : d(i 0,j) = k} for k = 0, 1, ... t-l
where t is the period of G.
Indeed, if j Gk and i EG k , then d(i0, i) = k. Thus, the length
of a path from i0 to i is congruent to k modulo the period. Adding a path0
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from i to j to the previous one yields a path from i0 to j to the previous
one yields a path from i0 to j, also of length k modulo the period, since
d(i0, j) = k. Therefore, the length of a path from i to j is a multiple
of the period, i.e., d(i,j) = 0.
Definition 12
The R2-equivalence classes Gk are called periodicity subclasses.
These classes are independent of the choice of i0. If we had chosen a
different node to begin with, we would have obtained the same classes
but with different labels [33]. Fig. A3 shows an example of such partition-
ing for a graph of period 5.
Proposition A5
The followers of a node in Gk are in G. (for k+l < t). The followers
of a node in G. are in G.
This is straightforward from the definition of the G 's. Thus, there
is a cyclical movement through these classes. This can be verified in the
example of Fig. A3.
To sum up, we have first partitioned the nodes of a directed graph
into strongly connected components (A.2.1), among which we distinguish
between final nodes and transient nodes. Subsequently, we have partitioned
each s.c.c. into periodic subclasses (A.2.2.).
A.3 Correspondence with Markov Chains
Proposition A6
A directed graph is the graph of possible transitions associated with
some Markov chain if and only if each node has at least one follower [32].
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Fig. A.3 Periodicity Subclasses
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Proof
Starting from the Markov chain, one represents each state by a node,
and each possible transition by a directed arc. Accordingly, each node
in G has at least one follower (which may be itself). Conversely, to
any directed graph that has that property, a Markov chain can be associated
by defining states corresponding to the nodes and transition probabilities
Pij such that Pij > 0 if and only if arc (i,j) exists in the graph. The
graph is then the graph of possible transitions of such a Markov chain.
Q.E.D.
The two partitions defined above can equally well be applied to the
classification of states of the associated Markov chain. The irreducible
subchains of persistent states [33] are precisely the final classes of
the graph. The transient states are those represented by transient nodes
in G. Likewise, the period concept is the same as in Markov chains. These
facts show that the traditional classification of Markov chains [33] de-
pends only on which probabilities are positive and which are zero. One
can associate a Markov chain with a directed graph by means of proposition
A6. Provided that the transitions corresponding to arcs in G have some
positive probabilities, and all others have zero probabilities, the state
classification of the Markov chain will be equivalent to the classification
of nodes of the graph.
The interesting point is that the classification can be performed
by looking only at the transition probability matrix, and algebraic
criteria exist to guarantee uniqueness of final class, aperiodicity,
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etc... [32], [33]. Thus, in section 2.3.4, we use those algebraic
criteria to express conditions for controllability, after having first
formulated them by means of the two-level partition of the accessibility
graph. In our accessibility graph G, each node has at least one follower,
because, from each entrance to a subnetwork, it is possible to reach at
least one exit.
A.4 Lengths of Paths
We establish here a property used in the proof of theorem 2.5 (section
2.3.4).
Proposition A7
Given r nodes 1, 2, ... r in a strongly connected aperiodic directed
graph G, there exist r paths of the same length from nodes 1, 2, ... r,
respectively, to node r.
Proof
1. For any positive integers m and k < m and any node i in G, there
is a path from node i to node r of length congruent to k modulo m. This
statement is an arithmetic consequence of the property that there are
paths from i to r with relatively prime lengths (aperiodicity).
2. Let us then choose a particular cycle through r, with length L,
say, and a particular path from 1 to r with length denoted by Z(1).
There exists a path from node 2 to node r with length Z(2) congruent
to Q(1) modulo L.
2(2) = Z(1) + k2L
----~~-~ `-~'~ 1---~- -~~  1111"1-~_.~ ~ ~ ~ 2
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for some positive integer k2 . Likewise, from any node i (i = 2,3, ... r),
there is a path from i to r with length Z(i), and
2(i) = £(1) + k.L (A.4.1)
1
for some positive integer k.
Let m be the least common multiple of k2, ... kr.
m =m.k i = 2, ... r (A.4.2)
For each i = 2, ... r, we extend the path from i to r of length k(i)
into a new path of length
°'(i) = 2(i) + (m.-l)k.L (A.4.3)1 1
by adding (m.-l)k. times the cycle through r (Fig. A.4). For i=l, we1 1
add m times that cycle.
From (A4.1) and (A4.3),
' (i) = (l) + kL + (m.-l)k.L = (l) + m.k.L
or
Z'(i) = Q(1) + mL (i , ... r) (A..4.4)
using (A.4.2).
Equation (A.4.4) shows that all new paths from 1, 2, ... r respectively,
to r, have the same length.
Q.E.D.
A,.5 Adjacency Matrix and Number of Paths
We prove here a property used in section 2.3.4 when algebraic tests
for controllability are given.
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Fig. A.4 Construction of a New Path
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Definition A.13
An undirected bipartite graph with origin node set S1 and extremity
node set S2 is a graph whose nodes are those of S1 and those of S2, and
where every arc connects a node in S1 with a node in S
In particular, we have described subnetworks by undirected bipartite
graphs having as their two node sets the set of entrances and the set of
exits.
Definition A.14
The adjacency matrix of a graph with m nodes is an mxm matrix X,
where
(1 if (i,j) is an arc
xi,
0O otherwise
The adjacency matrix of an undirected graph is symmetric.
Proposition A.8
In an undirected bipartite graph with n origins and n extremities,
one can label the origins 1,2, ... n and also the extremities 1, 2, ... n.
Then the adjacency matrix is a 2n x 2n matrix of the type:
X = 3 (A.5.1)
where 0 is the nxn zero matrix, and U is the nxn matrix defined by:
1 if there is an arc from origin i to extremity j
U.. = ) (A.5.2)
0 otherwise
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Proof
In a bipartite graph, no arc connects the nodes belonging both to
the set of origins or to the set of extremities. Therefore, the upper
left and lower right nxn partitions of X consist of zeroes. On the other
hand, the upper right nxn partition corresponds to the definition given
for U. The lower left partition is UT because X is symmetric (the graph
being undirected).
Proposition A.9
In an undirected bipartite graph, if U is defined by (A.5.2), the
(i,j) entry of (U U)k is the number of paths of length 2k connecting
origin i and origin j.
Proof
It is well known [35] that the (i,j) entry of X is the number of
paths of length 2k connecting nodes i and j. On the other hand, from
(A.5.l),
2 (° ) U( ) C ( o T)
therefore, by induction,
x2k l-
\ 2k( )2
The claim follows since the upper left partition of X corresponds
to paths of length 2k connecting origins with origins.
Q.E.D.
APPENDIX B
PECULIAR CLASSES OF SUBNETWORKS
B.1 Introduction
This appendix is devoted to extending properly to subnetworks of
class 2 the results that have been presented for subnetworks of class 1.
Most often, the results for class 2 have been stated and we prove them
here. Also, in the section on controllability (section 2.3.4), we have
omitted the case when the accessibility graph contains transient nodes.
We treat here that situation which may occur for subnetworks of any class.
B.2 System Transformation
We prove here part 2 of theorem 2.3. To this end, we need the
following definition and lemma.
Definition B.2.1
To a subnetwork (represented by a directed bipartite graph with
2n nodes), we associate a directed graph G defined as follows:
The nodes of G correspond to the entrance-exit pairs of S. Arc
(i,j) exists in G if and only if there is a link from entrance i to
exit j in S.
Note:
This graph G is different from the accessibility graph G that
we define in the same way but after having removed the arrows from the
subnetwork S.
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Lemma B.2.2
Unless the subnetwork S is of class 3, there exists a cycle passing
through less than n nodes in G.
Proof
We shall prove that, if the subnetwork is not of class 3, there is
at least one cycle passing through less than n nodes in G. Recall that
the subnetwork is of class 3 if and only if, from each entrance, exactly
one link originates, and it does not lead to the corresponding exit. This
amounts to the property that, from each node in G, exactly one arc
originates, and this arc is not a loop.
Let us notice that G is such that at least one arc originates from
each node, and at least one arc leads to each node. Indeed, at least
one link originates from each entrance and at least one link leads to
each exit in the subnetwork.
If S is not of class 3, either some entrance is connected by a link
with the corresponding exit, or there is some entrance from which at
least two links originate. In the former case, G contains a loop, that
is, a cycle with only one node, and the lemma is proved, since n > 1.
In the latter case, there is at least one node in G from which at least
two arcs originate. Let us call such a node i and consider arcs (i,j)
and (i,k) (Fig. B.2.1). Now, consider the graph Gk obtained by removing
from G node k and all arcs adjacent to it. The graph Gk contains n-l
nodes. If Gk contains a cycle, this is a cycle of less than n
nodes in G, and the lemma is proved. If Gk contains no cycle, then Gk
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Fig. B.2.1 The Graph Gk is Localized by a Dotted Line. Arcs are
Represented by Straight Lines and Paths, by Twisted Curves
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can be ordered [321], i.e., it is possible to define the nodes of generation
O (without followers), the nodes of generation 1 (those that would be of
generation 0 if the nodes of generation 0 were removed together with the
adjacent arcs), and so on up to the last generation of nodes in Gk
A node of generation g has followers only in' generations g-l,
g-2, ... 0. Therefore, no arc leads to a node of the last generation.
On the other hand, a node in generation g is the extremity of some arc
with origin in generation g+l. Therefore, recurrently, every node in
a generation other than the last one is accessible from some node in
the last generation. Let 2 be a node of the last generation from which i
is accessible, if i is not in the last generation, and let Z=i if it is.
No arc originating from a node in Gk has 2 as its extremity. But
we know that there is at least one arc in G that has Z as its extremity.
Therefore, that arc can only have node k as its origin, i.e., (k,k) is
an arc in G. Accordingly, if (2, £1' Q2' ... i) is a path from £ to
i, then (2, 21' ,2' .. , i,k,Z) is a cycle in G that has less than n
nodes, since it does not go through j.
Q.E.D.
Proof of Theorem 2.3 (part 2)
We have shown in the proof of part 1 that the equations satisfied
by z(k) (defined by (2.71)) are
z(k+l) A z(k) + B v(k) + e (B.1)
- -----. ._
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where A and B are given by (2.87) and (2.88) and
T
e F(Z) = (V x(l)) (Z.1) (B.2)
-l in -n -- in
When the subnetwork is of class 1, we have shown that (Z)l 0. For a
;-1 in
subnetwork of class 2, this is not true. However, if we define
z' (k) = z(k) + d (B.3)
then
z'(k+l) = z(k+l) + d = A z(k) + B v(k) + e + d
A(z' (k) - d) + B v(k) + e + d
Therefore, if d is such that
Ad - d = e (B.4)
then the sequence z' (k) satisfies
z' (k+l) = A z' (k) + B v(k) (B.5)
We now show that, for a subnetwork of class 2, it is possible to find
such a vector d, and derive the corresponding expression for the cost
function.
Let ~ be the (n-l)-dimensional vector whose Qth component is 1
and whose all other components are zero. Also, recall the partition
T T T n r-n
= (u , v ) of section 2.3.3, where u Rn and v £ R
^I~~~-- ~  ~ -~-"--- ~ -- f -- · t-- -- I~-~ -~` - -
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Equation (2.79) together with the flow conservation constraints (2.10),
shows that U., for j<n, is the flow along link (j,k) if and only if
(B.6)
and u is the flow along link (n,k) if and only if
n
(Z-l) n (B.7)
Using lemma B.2.2, we know that ~ contains a cycle that goes through fewer
than n nodes. Consider such a cycle (il, i2, .. i ), with r < n. This
cycle corresponds, in the succession of subnetworks identical with S that
constitute the stationary network, to a path that visits successively
nodes i1, i2, ... i (Fig. B.2.2 and B.2.3).
Let u be the flow along link (n,i). Then
(z) =6. (B.8)
- in -i
Node i is different from n. Otherwise the subnetwork would be of class 1.
From (B.6), it follows that, if we define u. to be the flow along link
s
(i, is ), for s = 1, 2, ... r-l (and u to be the flow along link
(i , i )), we have:
r 1
6 -- 6. ;6 ; ... Z6. = 6 (B.9)
-1 2 2 3 r 1
Now, let
' 1 + . + + 6 (B.10)
-- --2 
~~---~2·-~·--·-- -'-r
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1 c2
Fig. B.2.2 Graph G Corresponding to the Typical Subnetwork of Fig. B.2.3.
A Cycle with Less than 3 Nodes is (1,2,1 )
(1) . (1) (1)
3)
Fig. B.2.3 Corresponding to the Cycle (1,2,1 ) in G (Fig. B.2.2)is the
Path (1,2,1,2,1,2.....) Among Entrance Nodes 1 and 2
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From (B.9),
-14 = r (B.11)
Choosing now
-FZ
d = *T (B.12)
- 1
it follows that (B.4) is satisfied (taking B.8 into account).
Indeed, from (2.87), A = - (Z)ln so
- -in-i'
T F T
= v = eI
To express the c st function in terms of z' (k) and v(k) we just have to
To express the cost function in terms of z' (k) and v(k) we just have to
replace z(k) by z' (k) - d, where d is given by B.12, and we see that only
the coefficients of the linear terms,', E , r[, are changed into p', a',
r':
p' - p - 2 Q d (B.13)
[' = [. - 2 M d (B.14)
r' =r + dT ET d (B.15)
Q.E.D.
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Remark
In subnetworks of class 1, one has the choice between n entrance-
exit pairs as to which shall be labeled n. Similarly, in subnetworks
of class 2, one can choose among all cycles of less than n nodes to define
? and d. Once such a cycle has been chosen, the entrance-exit pair to
be labeled n must be chosen such that nt {ii, i2, i.. Jr}. This also
gives several possibilities if r < n-l.
B.3 Controllability of Reduced Systems
We first examine the controllability of the reduced systems describing
flow conservation in a stationary network consisting of subnetworks of
class 2 (without transient nodes). The results have been stated, but not
proved, in section 2.3.4. Next, we turn to the case when transient nodes
are present (for subnetworks of class 1 or 2). For that category, the
results have not been studied in the main work.
B.3.1 Subnetworks of Class 2 without Transient Nodes
Proof of Theorem 2.4 (part 2)
The nodes i1, i2 .... i mentioned in the theorem are those of
Section B.2 (i.e., (i1, i... i , i ) is the cycle with r < n
nodes in G that has been chosen to define the reduced system in z').
Controllability of the reduced system in z' means, by definition, that
it is possible to drive the reduced state z' in some number of steps,
say k, to z'(k) = 0. From B.3, z'(k) = 0 is equivalent to z(k) = -d
or, according to B.12, to
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FC
z(k) =T (B.16)
From the way C is defined (B.10), equation (B.16) amounts to:
F if j S{il, i2, ... i }
z.(k) = (B.17)
0 otherwise
On the other hand, n' {i .. i } so that (B.7) is equivalent to:
if j £{ , .. i}) rlr
~~~xjk)~~~~~~ =M~ ~ 9 -(B.18)
0 otherwise
Q.E.D.
Proof of Theorem 2.5 (part 2)
Proof of Part 2.2
The nodes il, i2, ... i are all in the same strongly connected
+
component of G. Indeed, they are successively visited by a cycle in G,
which is also a cycle in G. Let C(i1, ... i ) be the strongly connectedr
component to which nodes il, ... ir belong. If G is not strongly con-
nected, then C(il, ... i ) f G. If i is a node in G and i ~ C(il, ... i ),
r r
then there is no path in G from node i to any of the nodes i, ... ir.
Therefore, it is impossible for a perturbation input in entrance i to
be driven to the set of entrances i1 ... i and it is impossible thatcondition 8 be fulfilled for any 
condition B.18 be fulfilled for any k.
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Proof of Part 2.1
Since the graph G is strongly connected and aperiodic by assumption,
we can find paths of equal length with origin 1, 2, ... n respectively
and extremity jo0 where jo is some specific node. (Proposition A.7 of
appendix A,where we have replaced n by j0 ). Therefore, we can drive all
the components of the flow perturbation to entrance jo0 in a number of
steps (i.e., subnetworks) equal to the common length of the n paths.
It is possible to find paths of equal length with origin and with
extremities il, i2, ... i respectively. To see that it is true, it
suffices to apply proposition Al to il, ... i r and j0 in the graph de-
rived from G by reverting all the arrows. In that graph there are
paths of equal length from il, ... i (and j0) respectively to jo0
since that graph is strongly connected and aperiodic as well as G.
Using those r paths in G from j0 to il, ... ir respectively, one
can carry a flow perturbation - along each of these paths up to the
r
corresponding node i., so that ultimately the total incoming flow per-
turbation is spread out evenly among il ... i, i.e., (B.18) holds.
Q.E.D.
This operation is illustrated in Fig. B.3.1, for the network of Fig. B.2.3.
(It is easily verified that the accessibility graph G is complete, and
thus strongly connected and aperiodic, in that example).
Remark
As noticed in theorem 2.4, part 2 is only a sufficient condition -
at least we have not proved the necessity. This is because we have not
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ca +,+y= F F/2 F/2
-7'/ F/2 F/2 F
Ift" ~ ~ XF/2
0
Fig. B.3.1 Controllability in a Network of Class 2
Here, r = 2; is 1, i = 2; n = 3.
'· 2
The total flow perturbation is sent
to 1 in the first step, then divided
into two equal parts sent to 1 and 2
respectively, in the second step.
The distribution then obtained can be
repeated at will in the subsequent sub-
networks.
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proved that it is necessary first to drive the total flow perturbation to
a specific entrance node before spreading it evenly among the nodes il,
i i2' r
B.3.2 Subnetworks with Transient Nodes
We extend the results of section 2.3.4 to the case where the accessi-
bility graph associated with the typical subnetwork may contain transient
nodes (Fig. 2.3.4-4). In fact, the results of section 2.3.4 are general-
ized in a straight-forward manner, with the only restriction that n (for
a subnetwork of class 1) or il, i2, ... i (for class 2) must not be
transient nodes.
Proposition B.3.1
1. For a subnetwork of class 1
1.1 If the entrance-exit pair labeled n corresponds to a transient
node in the accessibility graph G, the corresponding subsystem in z is
not controllable.
1.2 If the entrance-exit pair labeled n corresponds to a final node
in G, a necessary and sufficient condition for controllability of the
subsystem in z is that the graph G have one single final class.
2. For a subnetwork of class 2
2.1 If the entrance-exit pairs labeled i, i 2, -. i (defined in
section B.2) correspond to transient nodes in the accessibility graph
G, the corresponding subsystem in z' is not controllable.
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2.2 If the entrance-exit pairs labeled i1, ... i correspond tor
final nodes in G, a sufficient condition for controllability of the re-
duced system in z' is that the graph G have one single final class and
that this final class be aperiodic.
Proof
Part 1.1 graph G contains at least one final node. If n is a transient
node, it is not accessible from final nodes. Therefore, a perturbation
input through an entrance i corresponding to a final node in G cannot be
driven to n, and the subsystem is not controllable (Theorem 2.4).
Part 1.2 From proposition A2 (d) (appendix A), we know that from
each entrance corresponding to a transient node, a path originates that
eventually leads to a node in a later subnetwork which corresponds to
a final node in G. Since transient nodes are not accessible from final
ones, it is possible to drive all the incoming flow perturbation to
the entrances corresponding to final nodes and to have it stay within them.
Therefore, the problem of controllability is reduced to the same problem
over the network obtained by deleting the entrances corresponding to
transient nodes and the links adjacent to them. The subsystems describing
flow conservation in that network are controllable if and only if its
accessibility graph is strongly connected (theorem 2.4), which amounts
to the property that the accessibility graph of the original subnetwork
has one single final class.
Part 2 We have already noticed, in B.3.1, that il, i2, ... i are
in the same strongly connected component of G. Therefore, either they
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are all transient or they are all final.
Part 2.1 If il, ... i are all transient, they are not accessible
r
from final nodes. Therefore, a perturbation input through an entrance
corresponding to a final node in G cannot be spread out among i1, ... ir,
and the subsystem is not controllable (Theorem 2.4 and B.3.1).
Part 2.2 By the same reasoning as in part 1.2, we conclude that
the controllability of subsystems in z' is equivalent to the controlla-
bility of the subsystems describing flow conservation in the network
obtained by deleting the transient nodes and the links adjacent to them.
Those subsystems are controllable if the accessibility graph of that sub-
network is strongly connected and aperiodic (theorem 2.5.2). This is
equivalent to requiring that the accessbility graph of the original
subnetwork have only one final class and that this final class be aperiodic.
Q.E.D.
We now give an algebraic test to determine the transient nodes.
Having defined the entrance-exit adjacency matrix U of the subnet-
work (section 2.3.4), the path matrix V and the stochastic matrix P
adapted to the graph G, we know that G has only one final class if
and only if the number 1 is a simple eigenvalue of P. It t is the cor-
responding stationary distribution, i.e.,
T T T
t P = t and t = 1
then the following property holds.
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System in z yes
pn . .NOT CONTROLLABLE
No
No
1 NOT CONTROLLABLE
Yes
CONTROLLABLE
PiR PiL NOT CONTROLLABLE
No
No
ConnC1 iNOT CONTROLLABLE
Yes
, No
Yes
CONTROLLABLE 
Fig. B.3.2 Controllability Flowchart in the General Case
Condition C1 is: "the number 1 is a simple
eigenvalue of the Stochastic Matrix P (of
section 2.3.4):
Condition C2 is: "the Matrix P has no other
eigenvalue of magnitude 1 than 1".
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Proposition B.3.2
The node i is transient if and only if t. = 0.
Proof: in [33]
Taking into account this property, as well as proposition B.3 and
the other algebraic tests given in section 2.3.4, we give in Fig. B.3.2
a flowchart that sums up the algebraic tests for controllability in
the most general case.
We now go throughsections 2.3.5 and 2.3.6, pointing out how little
the results there depend on the class to which the subnetwork belongs.
B.4 Expression for the matrix Derivative
In section 2.3.5, we show that, if the system (A, B) is controllable,
then the sequence K(i) converges. K(i) depends only on the quadratic
coefficients of the cost functions, which are the same whether that
function is expressed in terms of z or z'.
This property is also true for A (i), which determines the convergence
of the sequence _(i). Therefore, in spite of the fact that z(k) satisfies
z(k+l) = A z(k) + B v(k) + e (B.19)
and that it is the sequence z' (k) that satifies the same system without
the constant term e, we express the cost function in terms of z and not
z'. This yields the identification of section 2.3.5, which is valid
whether the subsystem is of class 1 or 2.
In section 2.3.6, we see from equation (2.160) that A(k) is the same
for a system in z' as for a system in z. However, 11(k) will be different.
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Indeed, from equation (2.168),
z*' (k+l) = A(k) z'*(k) + T(k)F (B.20)
where
T -1 T 2MT
' (k) = - B[R + BTK(k+l)B]- 1 [AT + 2M + BT (k+l)] (B.21)
--n T 
-'(k+l) (B.21)
-n-1--
where we have used equation (B.14) for i'.
Equations (2.169) and (2.170) have to be modified. Indeed, (B.20)
can be written
n-1 n
xt:(k+l) + d. =' Aij(k) [xi (k) + d.] + H. (k)( ' x (k))
j=1 j=l
for i=l,2,...n-1.
From which one obtains the equivalent of equation (2.159) for D(k), but
with l_"(k) instead of 11(k), where
T" (k) = ' (k) + (I - A(k)) T (B.22)
n-lC
and T' (k) is given by (B.21).
We can relate I" - lim TI (k) to the corresponding limit i.
k-+ -co
Indeed, comparing equation 2.134 for _(i) with the corresponding equation
for V' (i), and taking into account equations (B.13), (B.14) for p'and
a', one obtains:
'%T T T- T -1 __= + 2(I-AT) [- (MT + ATK B)(R + B K B) (B.23)
--n-1 
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whence (B. 24)
2MC T
IT' _= H-B(R + BT_ B)_ 1 T--- + 2 B (I-A T )-1 r[- T+AT B ) (R+BTRB )-iM ] 
_ _ _(_+_ _)1T V A M
and
I" = H' + (I- A)
-- -- -- - -T
In spite of this change in _(k) and _, lemma 2.12, relating the
eigenvalues of D and those of A, is still valid, because it does not
depend on what H is but only on the structure (2.165) of the matrix
D.
Vaughan's results can then be applied to the linear system in
z'(i) and lead to the same relation for A as before. Also, the
controllability of the system in z' implies that A has no eigenvalue
on the unit circle.
The proof of theorem 2.19 is still valid for, when F = 0, also d 0 O
(equation B.12).
The only change caused by the change in R concerns p, the eigenvector
of D with eigenvalue 1. Also, in the bound
I IDKX II < MslK
valid when x = 0, the ratio Isi is still the same since it is the
n -
maximum magnitude of an eigenvalue of A, but M differs from the case of
a reduction in z, since it involves L, and thus H.
Appendix C
A CLASS OF DISCRETE LINEAR RECURSIVE EQUATIONS
We present here a result on convergence of sequences defined by
recursive linear relations. This result is needed in section 2.3 to
prove that the sequence £(i) converges under certain conditions.
Definition C.1
The spectral radius [25] of a square matrix A, denoted p(A), is
the largest magnitude of an eigenvalue of A.
Definition C.2
A regular vector norm [38] on Rn is a continuous mapping x + Ix 
from Rn to R that has the following properties:
1. 1 x1I 1> 0 and Ilxii = 0 if and only if x = 0.
2. Ila xil = jalj- j xji for any scalar a.
3. jIx + yj I < |i Xt i + IlYI (triangle inequality).
4. There are positive constants a and f such that
- a max |Xk < I|xjI < f max lX
k=l,...,n k=l,...,n
Remark
From part 4 of definition C.2, it follows that
lim I lx(m) - x|I = 0
me00
is equivalent to: lim Ixk(m) - xk = 0 for k = 1,...,n.
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Definition C.3
The matrix norm induced by a regular vector norm is the mapping
from the space R x n of (n x n) matrices to R defined by:
I lAI = maxt lA XtI m ax I [A XI I
Ilxll=1 xfo T11E_
Lemma C. 4
For every matrix norm induced by a regular vector norm:
1. p(A) < IIA_1.
2. Given any positive number E, a regular vector norm can be defined
on R for which the induced matrix norm satisfies the inequality
IlAil < p(A) + c
Proof: See [38].
Lemma C. 5
Every matrix norm induced by a regular vector norm has the follow-
ing properties:
1. |J!A!! |> o.
2. Ilc AJ = I- IJAI| for any scalar c.
3. I IA+ BIt <A I AI I + I BI I.
4. Ila - B11 < IJA_1 +IBI-
and thus
I JA 11 < [Al j i for all positive integers i.
5. I JA xI j < l AJh -* | xI for any matrix A and vector x.
6. There exist positive constants, a and b, such that:
a max jA.ij. < I IJAI < b max A ij
i,3 l,j
for any matrix A.
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Proof: See [38].
Remark
From part 6 of lemma C.5, it follows that
limr IIA(m) - All = 0
maco
is equivalent to
lim IA.. (m) - Aij = 0 for i 1,...,n
we can now state the theorem that we need.
Theorem C.6
1. Let A(i) be a converging sequence of matrices and b(i) a converging
sequence of vectors.
lim A(i) = A (C.1)
i-00
lim b(i) = b (C.2)
i-n0
or alternatively,
lim A k(i) = Aj for j = l,...,n; k = 1,...,njk jk
lim b.(i) = b. for j = l,...,n.
2. Let A be a stable matrix, i.e., a matrix with spectral radius less
than 1.
p(A) < 1.
3. Consider the following recursive sequence x(i) defined from x(l) by:
x(i+l) = A(i) x(i) + b(i) (C.3)
Then (I-A) is invertible, the sequence x(i) converges and the limit x
is given by
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-1
9= (I-A) b (C.4)
Proof:
Since p(A), the maximum magnitude of an eigenvalue of A, is less
than 1, the number 1 is not an eigenvalue, so (I-A) is invertible.
The componentwise convergence is equivalent to the convergence in any
regular norm (or in the induced matrix norm).
By Lemma C.4, we choose a regular vector norm such that, for the in-
duced matrix norm,
1_Alt < p(A) + C <1 (C.5)
A. Let us first study the sequence y(i) defined recursively from (1l)
by
¥(i+l) = A Hy(i) + b (C.6)
Equation (C.6) implies
Y(i+l) = A y(l) + (I+A +...+ A ) b (C.7)
Since i Ail < IIA! i, it follows, from (C.5), that
lim Ai = 0, and
itXO
lim y(i) = lim (I+A +...+ A ) b = (I-A) b = x
B. Consider now x(i) defined by (C.3).
x(i+l) - = A(i) x(i) - x + b(i)
= A(i) x(i) - A 2 + b(i) - b (C.8)
since x = A x + b from (C.4).
Equation (C.8) can be written
x(i+l) -x = A(i) (x(i)-^) + (A(i)-A) x + (b(i)-b) (C.9)
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whence there follows, letting
u(i) Ax(i) x(i)
I U(i+l) | < I A(i) l' llu(i)|J + I A(i)-A|-11|I|I + JIb(i)-bjl (C.10)
where we have used the properties of regular norms (def. C.2 and Lemma
C.5).
Because of (C.1) and (C.2), for any positive number n, there exists
an integer N such that, for i > N,
lA(i)-A_1' 1 11I + !ibci)-b|| < n
I A(i) - A|I < T
We choose j such that IAll+ qT < 1.
From (C.10),
I1u(i+l)I | < IIA(i)!- IIu(i) + n! for all i > N C11ll)
also
I I(i) I < l A IA_ + II (i) - Ail < I A|I + n for all i > N
so (C.11) becomes:
I! u(N+k+1) I < ( cAI +n) I lu(N+k) I I + n (C.12)
for all positive integers k.
And, by induction,
I Iu(N+k)! _< (I Al I+n) k I lu(N) I I
+ rl+(I IAI I+n) + ( IA| 1+) 2+--+(1 IAi I+n)- ]
< (|I JAI +n)kl u(N)I I + Ti
l-(I IAl[ +Tn)
SinceI IA_ I + n < 1, it follows that
lim IKu(N+k) | < T
k+co 1-( IIAI i+n)
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This is true for any n satisfying 0 < n < 1 -< Ai.
Therefore, it is true for r - 0, and
lim il_(N+k) 1.= lim I u(i)l = 0
k-en i->co
or
lim x(i) =
i4co
Q.E.D.
Appendix D
THE POWERS OF A CERTAIN CLASS OF MATRICES
We prove here the first part of theorem 2.12. To do so, let us
use the following expansion, valid for any (n x n) matrix and every
positive integer k [31].
Theorem D.1
Let D be an (n x n) matrix. Then, for any positive integer k,
D = i + I s B ,(k) (D.1)
i=O
where
1., E B B ,...,B are (n x n) matrices.
2. The matrix E is different from zero if and only if 0 is an eigen-
value of D and k < n.
3. D has r + 1 < n distinct eigenvalues:s0 , sl,...,s other than 0.
4. B. (k) is a polynomial in k, with degree 6i = ai - Si, where a. is
the algebraic multiplicity of the eigenvalue s. and .i is its geometri-
cal multiplicity. In particular, if those two multiplicities are equal,
B. (k) is independent of k.
See (31] for the proof of this general theorem. We can particularize
this theorem to our case, taking into account the assumptions of theorem
2.12. Because of assumption 1, E = 0 for all k. We can take so = 1
since D has 1 as an eigenvalue in our case. Because of assumption 4 of
theorem 2.12, the B. matrices are independent of k.
--1
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Therefore, (D.1) can be written
k r k
D =B + Si .B.
i=l
where Isil < 1 for i = 1,2,...,r (by assumption 3). It remains to show
that
T= 
We shall use assumption 2 for that purpose.
Since jsil < 1 for i = 1,2,...,r,
k
iim s. = 0
and
l~ Dk _ ~ 1D.2)
k
k+l k
From D D D and (D. 2), it follows that
DB B (D. 3)
- -o -o
or
D b(j) = b(j) j = l1,...,n (D.4)
where b(j) is the jth column of O.
On the other hand, we know (2.177) that
T TV · D =V
-n - --n
Therefore,
T TV *B V
n -O -n
from (D.2). Or
V T b(j) = 1 j = 1,...,n (D.5)
--n --
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Finally, (D.4) and (D.5) together imply that
b(j) = E j = 1,... ,n (D.6)
because p is the only vector solution of the system (D.4), (D.5) by
assumption 2.
Equation (D.6) is equivalent to:
= T V (D.7)
Q.E.D.
Remark
Theorem 2.12 is usually found in Markov chain textbooks. However,
no positivity assumption on the entries of D is needed, as we have seen.
Only the assumptions of theorem 2.12 have been used. Those assumptions
are usually satisfied by stochastic matrices.
Appendix E
DIAGONALIZATION THEOREM FOR THE DISCRETE-TIME
LINEAR-QUADRATIC PROBLEM
We prove here Theorem 2.15
What is there called problem 1 is a discrete-time minimization problem.
To any sequence v(i), i = 1,2,...,N-1, we can associate the sequence
v(i), i = 1,2,...,N-1, defined by
v(i) = v(i) + R 1 M z(i) (E.1)
The sequences of states z(i) and of controls v(i) satisfy (2.201) if
and only if the sequences of states z(i) and of new controls v(i) satisfy:
z(i+l) = A z(i) + B[v(i) - R M z(i)]
= (A - B R 1M) z(i) + B v(i) (E.2)
which is equation (2.203).
A sequence v(i) and a sequence v(i) related by (E.1) give rise to
the same sequence z(i) of states, given the same initial state z(l).
Now, let us show that it is equivalent to choose v(i) so as to mini-
mize the cost function (2.200) while satisfying (2.201) and to choose v(i)
so as to minimize the cost function (2.202) while satisfying (2.203).
To this end, it suffices to express the cost (2.200) in terms of
z(i) and v(i), using (E.1). One obtains:
T (k T(k) 2 MT1 z(k) T T
z T (k) vT(k)] z (k) Q z(k) + 2z (k) M v(k)
+ v (k) R v(k)
T T T-
= z (k) Q (k) + 2z (k) MT (v(k) - R M z(k))
-1 T 
+ (v(k) - R M z(k))T R (v(k) - R M z(k))
T T -l
= z (k) ( - M R M) z(k) + v (k) R v(k) (E.3)
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Therefore, to the optimal sequence v(i) for the cost function
(2.200) of problem 1, corresponds, by (E.1), the optimal sequence v(i)
for the cost function (2.202) of problem 2.
The minimal value is the same because the value of the cost func-
tion .2.200) corresponding to a given choice of v(i) is equal to the value
of the cost function (2.202) for the corresponding choice of v(i). The
two corresponding choices lead to the same sequence of optimal states
z*(i).
APPENDIX F: COMPUTER PROGRAM
The program is written in WATFIV*, using double precision. See table F.1.
To begin with, the number of subnetworks, N, is read. Next, a para-
meter NSTAT is read. NSTAT is equal to zero if the network is non-
stationary, and different from zero if it is stationary.
F.1 Stationary Network
The data are: dimension NN of the state, dimension M4 of the control,
initial perturbation vector PERT, cost matrix L and incidence matrices
Y and Z. After echoing the data, the program jumps to line 59 where it
reads the terminal penalty C(N). Then the dynamic programming equations
of section 2.2 are implemented, in two steps. In a first step (DO loop
over k from line 66 to line 103), the sequence C(i) is computed back-
wards from C(N) and a sequence of matrices A(k) is kept in memory.
In a second step (DO loop over M from line 127 to line 153), the
sequence D(i) is computed by means of the A(k) . (D is denoted DER, for
derivative).
At the same time, the sequence of perturbations xi. (k) (denoted
DD(I,K)) is computed.
The printing of the results is done by the subroutine IMP, which
selects different formats according to the dimension. TRAPNS is a subroutine
*University of Waterloo version of IBM 370 Fortran
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that transposes matrices. Built-in subroutines for matrix addition (DMAGG),
multiplication (DMMGG), and inversion (DMIG) are used.
F.2 Non-Stationary Network
In this case (i.e., NSTAT = 0), the same steps are followed as in
the stationary case, but the incidence matrices Y(k) and Z(k) have to be
read at each stage k. Also, the cost matrices L(k) are not given as such
in the data, but have to be computed, at each stage, by the subroutine
COST (called at line 71). The data of subroutine COST, at stage k, are:
NSTOP, NCLASS, NRAMP, LIGHT, G, PHI, XLONG, XLANE.
* NSTOP is the number of traffic lights within subnetwork k.
* NCLASS is an MM-dimensional integer vector (where MIM, read at stage
k, is the sum of the number of links and of the number of traffic lights
in subnetwork k).
The ith component of NCLASS is the class number of the link or traf-
fic light to which the ith component of ¢(k) corresponds. We distinguish
between five classes. Class 1 is that of freeway links (called class A
in chapter 5). Class 2 is that of entrance ramps (called class B in chapter
5). Among the links leading to traffic lights (called class C in chapter
5), we distinguish between class 3 and class 4. This has no physical
meaning but comes from the method adopted in chapter 5: we include only
one green split variable per light and replace the other one in terms of
the first one (gj = e - gi, see chapter 5). Thus, we call links of class
3 those that lead to a traffic light and whose corresponding green split
has been chosen as a component of f_(k); we call links of class 4 the other
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links that lead to traffic lights. For instance, in a corridor, we may
adopt, for class 3, the links oriented in the overall direction of traffic
and, for class 4, the side roads that lead to traffic lights. Finally,
class 5 consists of the traffic lights.
NRAMP is an MM-dimensional integer vector. The ith component of
NRAMP is the label of the freeway link that link i impinges upon, if
i corresponds to an entrance ramp, and zero otherwise. More precisely,
if link i is an entrance ramp, NRAMP(I) is the corresponding link k in
Fig. 5.2.1.
* LIGHT is an MM-dimensional integer vector. If the ith component
of ~(k) corresponds to a link leading to a signal, LIGHT(I) is the label
of that signal; likewise, if the ith component of ¢(k) corresponds to a
green split, LIGHT(I) = I . Otherwise, LIGHT(I) = 0.
*G is a vector with NSTOP components, i.e., as many as there are
traffic lights. Its ith component is the optimal value of that greensplit
variable selected for light i (as a component of ¢(k)), found by the
global nonlinear optimization technique.
* PHI is an MM-dimensional vector. If the ith component of C(k)
corresponds to a link, PHI(I) = ¢*(k), that is the optimal value of the
flow along link i found by the global optimization technique. PHI has
also components corresponding to green split variables. Their use is the
following. A link may cross a freeway at a green traffic light without
interfering anywhere else with the remainder of the network (for instance,
links 9 and 16 in Fig. 5.2.7-1). If j is the label of the corresponding traffic
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light, PHI (J) will be the (nominal) optimal flow along the corresponding
crossing link. If there is no crossing link at some traffic light, the
corresponding component of PHI is of no use and we may set it equal to
an arbitrary value.
XLONG is an MM-dimensional vector. If the ith component of ¢(k)
is the flow along some link, then XLONG(I) is the length of that link.
If the ith component of 4(k) is a green split variable, then XLONG(I) is
the length of the corresponding crossing link if such a link exists, and.
zero otherwise.
XLANE is an MM-dimensional vector. If the ith component of C(k)
is the flow along some link, XLANE(I) is the number of lanes that link
consists of; if the ith component of ¢(k) is a green split variable,
XLANE(I) is the number of lanes of the corresponding crossing link if such
a link exists, and zero otherwise. From XLANE(I), PHIMAX(I) and RHOMAX(I)
'(i.e., f. m and P. of chapter 5) are computed.
.max 1 max
After having read the data (of subnetwork k), the subroutine COST re-
views all the links and lights, in a DO loop (lines 292 to 339) and
computes the corresponding terms in the cost function from the equations
of chapter 5. In doing so, it uses three external functions, FUNCT 1,
FUNCT 2 and FUNCT 3.
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