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An important and well known theorem of Queueing Theory establishes the equality of state 
distributions at arrival and departure pochs, provided that the system state varies by unit jumps. 
We generalize this result to a class of bulk systems (arrival occur in groups of random size, or 
departures in groups of fixed size), for which we give a relation between state distributions at 
arrival and departure instants, under quite general conditions. 
bulk queues * arrival and departure distributions * Burke's theorem 
1. Introduction 
An important and well known theorem of Queueing Theory equals state distribu- 
tions at arrival and depalrture pochs: in any "system" (the actual nature of which 
is of no importance), and provided that the number of "customers" it contains 
varies by at most one at a time, the probability distribution of the number of 
customers in the system is the same just prior to an arrival and just after a departure. 
The proof of this property is due to P.J. Burke and can be found in any textbook, 
e.g. Cooper (1972, p. 154), of Kleinrock (1975, pp. 176 and 232). 
In fact, one must emphasize the generality of the result, which is not limited to 
"queueing systems", but holds for any stochastic process which realizations are step 
functions with only unit jumps. In the following, we will extend slightly the theorem, 
by examining some cases where the jumps are larger than unity; the first case will 
concern a queue with service in batches of fixed size; in the second one, customers 
arrive in groups of random size and are served individually. 
In each case, the relation between state probabilities at arrival and departure 
epochs will be conveniently expressed in terms of Laplace transforms. 
1.1. Hypotheses and notations 
Let {X(t), t i> 0} be the process describing the number of customers in the system 
at any time. We choose a time t = 0, and let X(0)= i. 
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We do not intend to define the "system" more precisely, we only restrict X(t) to 
vary by jumps of integer size. Let 
• P{X(t) =j} be the (unknown) probability of finding the process in state j at 
time t. 
• T,, n >0 be the time of the n-th upwards jump, and X(T~)= ~(n)--in the 
usual application, this will be an arrival epoch. 
• 0,1, m > 0 be the instant of the m-th downwards jump, and X(O:) = if(m): a 
departure poch. 
We shall have to further restrict he jump processes in Sections 2 and 3. The 
imbedded processes {X(T~)}, and {X(0+~)} will be studied. Let, if the limits exist, 
Pa(j)= lim P{~(n)=j}, (1.1) 
n-~oo 
Pd(j)= lim P{~(m)=j}. (1.2) 
tn - -~ oo  
Pa(j) is interpreted as the stationary probability seen by arriving customers; 
similarly, Pd(j) gives the probability of the state left by a departure. The results 
will be more conveniently expressed in terms of generating functions. Let P and Q 
be the g.f. of the Pa and Pd: 
P(z) = ~ Pa(j)z i, Q(z) = ~ Pd(j)z i. 
In the first part of each following section, we need an auxiliary counting: we 
observe the system for the period (0, T), and 
• let a(j) be the number of upwards jumps such that X(T~) =j. 
• let d(k) be the number of downwards jumps such that X(O+m) = k. 
• the initial and final states will be denoted as i and f: X(0) = i, X(T)  =f. 
2. The queue served in bulks of fixed size 
To begin with, we consider asingle queueing system where customers are processed 
only in batches of size N (i.e. they have to wait until at least N are present). Note 
the difference with the classical bulk service system, e.g. the one analysed in Bailey 
(1954), where the batches are of size at most N. 
Customers arrive according to a general renewal process (arrivals occur one by 
one). It amounts to say that upwards jumps are of unit size, the downwards jumps 
of size N. 
2.1. An intuitive argument 
We first give an "intuitive" proof, the mechanism of which is very general. See 
also the argument given in Kleinrock (1975, p. 176), concerning the usual M/G/1 
queue. 
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We observe the system for a period T, and focus on "level j "  (where j customers 
are present, i.e. X(t)=j) .  We use the counters a(j) and d(k). Recall that i (initial) 
denotes the level at t = 0, and let X (T )=f  (final). 
One should observe the same number of arrivals in and of departures from each 
level, except perhaps for the bound levels i and f for which they may differ by at 
most 1. Now, since arrivals occur by one and departures by N, 
a( j -  1) + d(j) is the number of entrances into level j, 
a(j) is the number of exits from level j i f j  < N, 
a(j) + d(j - N) is the number of exits from levelj i f j  >i N. 
From the set of equations above one gets easily 
a(0) = d(0), 
a(j) = a ( j -  1)+ d(j) for j=  1 , . . . ,  N -  1, (2.1) 
a( j )=a( j -1 )+d( j ) -d ( j -N)  fo r j~  > N. 
This defines a recurrence, which relates a and d: 
J 
a(j) = ~ d(k) (j < N), (2.2a) 
k=0 
J 
a( j )= Y. d(k) ( j~  N). (2.2b) 
k=j+l  -N  
We have observed the system from t = 0 to t = T. The total number of arriving 
customers is Y. a(j) = A(T), an increasing function of T. Similarly, Y. d(j) = D(T) 
is the number of departure pochs. Moreover, the stationary probabilities een by 
arriving and departing customers are the limits (if they exist) 
a(j) 
lim - - -  Pa(j), 
r-.~ A(T) 
d(j) 
lira - -  -Pd  (j) 
r~,~ D(T) 
A(T) and D(T)  are related by: i + A(T) = N- D(T)  +f, that is, 
ND(T) i - f  (2.3) 
A( T) - 1 -b A( T)" 
As T increases, the expression has a limit (= 1) if the system is in equilibrium. 
Let us divide the two members of (2.2) by A(T): 
l +a(  T)/ N kmin kmin=max(0,j+l-N). 
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The ratios a( j ) /A(T)  and d(k) /D(T)  will have the same behaviour when T 
increases, i.e. will have or not a limit, if (2.3) has a limit. (Note that more general 
statements are possible, see Section 2.2.) If limits exist, 
1 J 
Pa(j) =- -  ~ Pa(k) with kmin = max(0, j+ 1- N). 
N kmin 
We use the g.f. P and Q; by means of (2.4), P(z) is expressed as 
P (z )= ~ zJPd(n)+ ~ ~, 
j n<~j j~N n=j+l--N 
zJPd(n)] /N.  
The usual manipulation, involving sums inversion, and so on, leads to 
(2.4) 
N 
1- -Z  
P(z ) -  Q(z). (2.5) 
N(1 -z )  
2.2. A proof "ti la Burke" 
The global argument above may be presented in a more subtle way, giving a 
deeper insight into the queueing phenomenon. 
Remember that: X (T~)=~, ,  and X(O~+)=~n. We follow closely the original 
argument as presented in Cooper (1972). 
We focus on a given level k; "n"  will refer to the rank of a customer, while i is 
the initial number in the system. The mechanism of single arrivals and group 
departures implies: 
~(n) = i - Nn + (Nb of arrivals before 0n), (2.6a) 
~(n) = i+ n - 1 - N.  (Nb of departures before Tn). (2.6b) 
• Suppose first that ~(n + i)=j~< k. According to (2.6a), there must have been 
j - i+  N(n + i) arrivals prior to 0n+i, and the next one to arrive will see at most j. 
Thus: ~( j - i+Nn+Ni+l )<~j .  Now, k- j  arrivals later, the state can be at most 
k - j  greater, and so: 
{~'(n + i)<~ k}c {~:(k + 1-  i-t- Nn+ Ni)<~ k}. 
• Conversely, suppose that ~(k+ 1 - i+ Nn + Ni) =j<~ k. According to (2.6b) this 
time, n + i+ (k - j ) /N  departures have already occurred, the last one left at most j. 
Remark that j  has to be such that (k - j ) /N  is an integer (see below). The (n + i)th 
departure left at most j+ N(k - j ) /N  customers in the system, which implies that: 
K(n + i) <~ k. Finally, 
{~(k+ 1- i+  Nn + Ni) ~ k}= {~(n + i) ~ k}. (2.7) 
• However, the number of departures has to be an integer, which requests that 
k- j  = qN for some q<~ [k/N]  (we use the notation [x] =integer part of x): 
[k/N] 
{~(n+i)<~k} = ~.J {~(k+l - i+Nn+Ni )=k-qN}.  (2.7') 
q=0 
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• Since the two events are the same, they have the same probability. Note that, 
for the right hand side term, the events are mutual ly exclusive. 
P{~(n+i)<~k}= ~ P{~(k+l - i+Nn+Ni )=k-qN}.  
q~[k/N] 
• As n increases, both sides have the same limit, if any. Note that the existence 
of one limit implies the existence of the other. For the left hand side, the limit is 
Y. Pd(j). 
j~k  
For the right hand side, the limit is 
lim ~ P{~(m) = k -  qN} where m -~ k+ 1 - i (mod N).  
t l r l  -~  OO q 
By difference, we have 
k 
lim P{~(m)=k}= Y~ Pd(j) 
m~oO j=kmin  
where kmin = max(0, k + 1 - N) ,  m -= k + 1 - i (mod N).  (2.8) 
D Let us define a "class l customer" by the relation 
m- l + i -  l (mod N) (O<~ l < N) 
where m is the rank of the given customer. The relation (2.8) proves the existence 
of a limiting probabil ity of the state observed by class l customers; let Pa(l, k) be 
the limiting probabil ity that a class l customer finds state k: 
I 
Pa(l, /)= E .a(j), 
j=0  
l+nN 
Pa(l, l+nN)= • Pd(j), n>0,  
j= l+Nn+l -N  
Pa (l, l') = 0 for any other l'. 
• Now, an arbitrary customer Cm observes a state condit ioned by the class he 
belongs to 
N--1 
Pa(k)= Y. Pa(l,k). P{m- l+ i= l (modN)}  
1=0 
the limiting probabil ity of having m -= l - 1 - i (mod N)  is 1 /N  (this is a consequence 
of Blackwell's theorem). The only l giving rise to a positive contribution is the one 
of the form l -k ,  and so: 
1 
Pd (j), krnin = max(0, k + 1 - N) .  Pa ( k ) : --~ kmin 
This last relation is the same as (2.4). 
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2.3. Conclusion 
To summarize 
following. 
our results, we can paraphase Cooper (1972), and state the 
Theorem. Let X ( t ) be a stochastic process whose sample functions are step functions, 
with unit upwards jumps and downwards jumps of size N. Let the points of increase 
be labeled T,, and the points of decrease 0,. Let X( T~)= ¢(n), and X(  On +) = ¢(n). 
Then, if either 
lim P{~(n)= k}-- Pa(k), 
?1 ---) O0 
or 
lim P{~(n)= k} =-- Pd(k), 
rl ..~ oo  
exists, so does the other, and they are related by 
1 k 
Pa(k)=--~ E Pd(j), 
kmin  
kmin = max(0,k + 1 - N). 
3. A system with bulk arrivals 
This time, departures are by one, but arrivals occur in bulks of random size. Let 
{gk, k = 1, 2} be the distribution of bulk sizes, supposed independent of the system 
state. As usual, let G(z) be the g.f. of the g~,s. 
3.1. The direct proof 
As above we study a(j) and d(j),  which count entrances into and exits out of 
level j ;  moreoever, let b(n,j) be the number of arrivals carrying n customers when 
the level is j, i.e. the number of upwards jumps leading from j to j + n during the 
period (0, T). Note that Y., b(n,j) = a(j). 
a ( j )+d( j -1 )  is the number of exits from level j, 
d(j)+ ~, b ( j -  m, m) is the number of entrances into levelj. 
m <j  
As above, the same number of moves into and out of each level must be observed 
(except perhaps for bound levels), and so 
a(0) = d(0), 
a( j )+d( j -1 )=d( j )+  Y. 
k~j -1  
b(j - k, k ). 
(3.1) 
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Now, the relation between the number of arrivals and departures i straightfor- 
ward; we call A(T) (resp. D(T)) the total number of arrival (resp. departure) 
epochs. We have 
D(T)=f=i+ ~ 
n>~l k>~O 
that is, 
n. b(n, k), 
We have 
D(T) i - f  E b( n, k) 
A(T) - A(T) ~- ~" n A(T) 
b(n,k) b(n,k) a(k) 
A(T) a(k) A(T)" 
As T increases, a(k)/A(T) goes to the limit Pa(k). b(n,j)/a(j) is the proportion 
of bulks of size n, at the level j. As bulk sizes are independent of the system state, 
we must have b(n,j)/a(j)--> g, regardless ofj.  Finally, the sum on the right hand 
side has a limit equal to the mean bulk size G'(1). 
Now we divide both sides of (3.1) by A( T); then, we take the limit as .T increases; 
the expressions a(j)/A(T) have the limit Pa(j); for the d's, we write 
d(j) d(j) D(T) 
A( T) D( T) A( T) 
and the limit is Pd(j) • G'(1). At last, b(n, k)/A( T)-> g, Pa(k) as above; so 
Pa(j)+ Pd( j -1) .  G'(1)= Pd(j). G'(1) + 2 Pa(k)gj_k. 
The use of generating functions completes the calculation. 
(3.1') 
G' (1)(1-z)  
P(z) = Q(z). (3.2) 
1 -G(z )  
Remarks. 1. The relation (3.2) was derived for the MX/G/1 system in Chaudhry 
(1979). 
2. A convenient form, for calculation purpose, is: 
0O 
~k Pa(j) ~, g,,. (3.3) Pd(k)-G'(1)j_ ,,=k-j+~ 
3.2. Burke' sproof again 
As for the bulk services system, we give a formal proof of (3.2), based on Burke's 
arguments. The general approach will be as above, though more intricate. 
As previously, we study ~(n) or ~(m), the number seen by arriving customers or 
left behind departing ones. We define g(j), the size of the jth arriving bulk (not to 
be confounded with gj, probability of an arrival of size j). At t = 0, the system 
contains i customers. 
286 G. Hebuterne / Bulk systems 
For convenience, we use G(m), the total number of arriving customers up to and 
including the mth arrival epoch (i.e. at T+~) •
G(m) = g(1)+ g(2)+- . .+  g(m). 
The relations (2.6) become 
~(n) = i - n + G(Nb of arrivals before 0n), (3.4a) 
¢(n) = i+ G(n - 1) - (Nb of departures before Tn). (3.4b) 
• Suppose first that ¢ (n+k+l )<~k-  Let ¢(n+k+l )= j<~k.  We are given n, k, 
and the g(m), m = 1 , . . . ,  n + k. According to (3.4b), the last departure was numbered 
i+ G(n + k ) - j ,  and left at most j. The (k - j ) th  previous departure had left (k - j )  
more customers, and so 
~( i+G(n+k) -k )<-k  
• Conversely, let us suppose that ~(i + G(n + k) - k) =j <~ k. Let m be the number 
of arrivals before the to -= {i + G(n + k) - k}-th 
must be such that: G(m)=j - i+to ,  or 
G(m)=G(n+k) - (k - j ) .  
departure; according to (3.4a), m 
(3.5) 
The following bulk arrival, numbered m + 1, will see at most j  (that is, ~(m + 1) ~<j). 
Note that, since 0 <~ k - j  <~ k, we have n <~ m ~< n + k. Moreoever, 
~:(n + k + 1)<~ :(m+ 1)+ Y. g(l) 
~<j+~ g(/); 
the summation is extended to the arrivals of rank m - 1 , . . . ,  n + k (if m = n + k, the 
summation set is empty!. According to (3.5), it is simply G(n + k ) -  G(m); thus: 
~(n+k+ 1)~</~ 
• As a consequence, the two following events are identical m and have thus the 
same probability: 
{~(n+ k+ 1)--- < k}= {~(i+ G(n+ k)-k)<~ k}. (3.6) 
Moreover, (3.5) implies that ~ cannot take arbitrary values on (0, k): ~= 
k+ G(m) - G(n + k) for some m of the interval (n, n + k). 
Now, we have that 
{~ <~ k} = {~ = k} u { ;~ < k} 
={~= k}u{~<~k-g(n+k)} 
(we omit the parameter giving the ranks of ~ and ~ for typographic larity; the last 
equality holds since all the g's are different from 0). So, 
P{~: ~< k} = P{~'= k} + P{~ <~ k -g(n  + k)}. (3.6') 
• Let l=  k-g(n+k) ;  then: n+k-1  = l+[n+g(n+k) - l ] .  The event {~<k} is 
rewritten as 
{~[i+ G(n+ k -  1)+ g(n+ k) -  k] < - l}, 
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or  
{¢[i-l+ G(l+ n+ g(n+ k) -  l)]<~l}, 
or by virtue of (3.6): 
{¢[(n + g(n + k ) -  1)+ I+ 1]<~ I}. 
Finally, 
{~ < k}= {~(n + k)~ l= k-g(n  + k)}. 
• At last, we come back to (3.6'); conditioning on the value of g(n + k): 
P{~(n + k + 1)4  k}= P{~(i + G(n+ k) -  k) = k} 
+~ P{g(n+k)=m}. P{~(n+k)~k-m}.  
• As n increases, both sides have the same limit; for the left hand side, the limit 
is Pa(~k). For the right hand side, the limit of P{g(n + k) = m} is g,,. 
For k = 0, we write immediately 
Pa(0) = lim P{K(G(n)+ i) =0}. 
n--~ Go 
For k > 0, 
Pa(<~k)-~ g,,Pa(~k-m) =l im P{~(O(n)+ i -k )= k}. 
n -'-). O0  
• Now, given a customer, of fixed number, the previous expression relates the 
limiting distribution of the states at his arrival and departure instants. 
The sequence {G(n), n > 1} is a discrete renewal process. Given a customer, of 
arbitrary number r, the limiting probability as r--)Go that a n exists such that 
r -k+i  =G(n)  is given by the lattice version of Blackwell's theorem: see Ross 
(1983, p. 63), for instance. 
1 
lim P (a renewal at r - k + i) = 
r--,~ G'(1)" 
Then the limiting probability at departure instants is 
Pd(0) -- Pa(O)/G'(1), 
The last expression is easily shown to be equivalent with (3.3). 
3.3. Conclusion 
The following theorem parallels Cooper (1972) and the one of Section 2. 
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Theorem. Let X ( t ) be a stochastic process whose sample functions are step functions, 
with unit downwards jumps and upwards jumps of random size with distribution 
(gn, n t> 1) and mean value E(g). Let the points of increase be labeled Tn, and the 
points of decrease On. Let X( T-~) = ~(n), and X(O +) = ~(n). 
Then, if either 
lim P(~(n)= k) =- Pa(k) 
n- -~ OO 
or 
lim P(~(n)= k)-- Pd(k) 
rl ~-oo  
exists, so does the other, and they are related by 
Pd(O)= Pa(O)/E(g), 
Pd(k)=[ Pa(<~k)+~m~k gmPa(<~k-m)l /E(g) (k>O). 
4. Conclusions 
We have extended Burkes's result to the case of group arrivals (or random size) 
and of group departures (of fixed size). Note that we could treat he case of services 
in bulks of random size, provided that the server chooses its bulk sizes independently 
of the past history of the process (and especially of the queue size). However, the 
usual case of a server emptying the queue up to N customers i beyond the scope 
of the analysis. This is because of the bulk sizes which are not independent of the 
system state. 
The interest of the formulas derived is obvious. Most of the approaches lead to 
the state probabilities at departure pochs, but waiting times are related with arrival 
epochs. Fabens (1961) for instance studies a M/G/1 queue with service in batches 
of fixed size. The imbedded Markov chain at departure instants is easily written, 
and the state probabilities at arrival epochs (and thus the waiting times) are obtained 
by the use of a Semi Markov process, and tedious calculations (actually, the 
semi-Markov process gives the number at a random time; but for Poisson input, 
the Pa's obey the same distribution). The expressions obtained for the Pa(j) (cf. 
Fabens (1961, page 123)) can be shown to be equivalent with (2.5). However, our 
method gives a simpler derivation and a more synthetic result. 
Two different methods have been used. The first one is in the spirit of the 
"Operational Analysis", and is quite straightforward. The second one is much more 
involved but brings deeper insight into the system: for instance it reveals the periodic 
behavior of the state probabilities at arrival instants for the first system studied. In 
other words, the results tated in (2.7) and (3.6) are stronger than the corresponding 
ones of (2.4) and (3~3). 
Note too that one can melt (2.7) and (3.6), to relate the Pa's and Pd's for a 
system with bulk arrivals and bulk services. 
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