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ABSTRACT
The circumplex offers a useful paradigm for simultaneously modeling relationships
between latent variables and visually representing an individual’s profile. Previous research has
demonstrated the Circular Stochastic Process Model (CSPM) can establish the presence of the
circumplex in sample data using Confirmatory Factor Analysis (CFA), allowing researchers to
test the circumplex with familiar global fit indices such as the Confirmatory Fit Index (CFI),
Tucker-Lewis Index (TLI), Root Mean Squared Error of Approximation (RMSEA), and
Unbiased Standardized Root Mean Squared Residual (SRMRu). However, it is not yet clear if
these fit indices are sensitive to detect circumplexes under a variety of conditions. The current
Monte Carlo simulation study evaluates how the number of common scores, sample size, and
position of the common scores on the circumplex affects the sensitivity of these global fit indices
to detect and accept circumplexes and reject non-circumplexes. In general, the results suggest
the CFI, TLI, and RMSEA are too likely to erroneously accept non-circumplexes, while the
SRMR accurately distinguished between circumplexes and non-circumplexes. Researchers are
advised to plot common score theta locations, cosine factor loadings, sine factor loadings, β0
values, and β1 values carefully before accepting the circumplex. Thresholds for global fit indices
when evaluating the CSPM are also provided. Supplemental code, figures, and tables are
available at thur.st/circum-diss.
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CHAPTER ONE:
INTRODUCTION
Guttman (1954) first proposed the circumplex as a circular, spatial representation of
general mental ability tests. Contrasted from hierarchical representations of cognitive abilities
(e.g., Carrol, 1993), the circumplex describes relationships between tests based on their relative
ordering on the circumference of a circle (as in Figure 1). Specifically, tests proximal to one
another in terms of angular separation on the circumference of a circle are more similar; distal
tests are more dissimilar. In the hypothetical example shown in Figure 1, the Three-Dimensional
Rotation test and Letter and Number Series test are more similar (60° separation) than the ThreeDimensional Rotation test and Verbal Reasoning test (180° separation). Another feature of the
circumplex is that the same spatial representation can be used to quickly summarize an
individual’s profile of test scores by plotting their profile relative to the cosine and sine factors
defined by the circle. As in Figure 1, the plot of an individual’s profile most closely aligns with
the Matrix Reasoning test. The advantage here is circumplex models parsimoniously describe
simultaneously the relationships between tests and an individual’s test score profile for any
number of tests.

Figure 1.
Example Circumplex Model.

Note: Degrees represent the counterclockwise angular separation from Test 1. The green point represents an individual’s profile
plotted relative to the circumplex model.

Circumplex models have been used to describe a variety of individual difference
phenomena in psychology, such as adult interpersonal behavior (Leary, 1957; Strong et al.,
1988), adolescent interpersonal behavior (Becker & Krug, 1964), abnormal personality
(Gurtman, 1994; Widiger & Hagemoser, 1997), affect (Watson, Wiese, Vaidya, & Tellegen,
1999), and emotions (Larsen & Diener, 1992, Plutchik, 1996, Lorr, 1997). The circumplex has
also been used to model relationships in domains such as personality (Hofstee, de Raad, &
Goldberg, 1992; Johnson & Ostendorf, 1993), work values (Schwartz, 1992), and vocational
interests (Holland, 1973; Tracey & Rounds, 1993).
Research using this model typically seeks to evaluate the circumplex as an appropriate
representation of the data. Several paradigms for evaluating model-data fit in circumplex models
have been proffered, such as visual inspection of observed correlation matrices or plotted factor
2

scores from exploratory factor analysis (EFA) (Acton & Revelle, 2004, Degeest & Schmidt,
2015). Robust tests of the circumplex leverage Confirmatory Factor Analysis (CFA) using
Browne’s circular stochastic process model with Fourier series transformation (CSPM; 1992).
Since the CSPM is a CFA model, the presence of a circumplex is evaluated using commonly
available global fit indices and their respective cutoff criteria (e.g., Hu & Bentler, 1999; Brown
& Cudeck, 1993). However, more research is needed to establish if CFA global fit indices and
their cutoff criteria are effective for detecting and evaluating hypothesized circumplex structures.
The current study seeks to examine the sensitivity of common CFA global fit indices in
discriminating between data generated from circumplex and non-circumplex structures using a
simulation approach. These simulations are based on circumplex theory, reviewed in the
sections which follow. The review also outlines the development of methods to detect the
circumplex, modeling the circumplex using CSPM and the advantage of this approach, and
issues which affect the sensitivity of global fit indices to detect model-data fit discrepancies,
generally, and conditions specific to the CSPM which might also affect global fit indices.
Circumplex Defined
Guttman (1954) first described the circumplex as a structure for modeling the
interrelationships among tests, using tests of general mental abilities as an exemplar. In what he
referred to as the radex, Guttman suggested a unit circle could display both similarity and
complexity of test content. Similarity of item content was represented as regions around the
circle, whereas complexity of test content was shown as the test’s distance from the origin of the
circle. Similarity and complexity are shown in Figure 2. Guttman’s model suggested tests
which represented similar domains would be closer in terms of their angular locations on the
circumference of the circle, whereas tests of dissimilar domains would have relatively greater
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distance along the circumference of the circle. In Figure 2, test content evaluating numerical
reasoning occupies the top quadrant, whereas tests of verbal reasoning and figural reasoning
represent the right and left quadrants, respectively.
The complexity of a test could also be conceptualized as the test’s generalizability. That
is, if a test is more complex, scores on the test would reflect higher standing across the content
domain. These tests, shown graphically, should occupy space closer to the origin of the circle.
Returning to Figure 2, Test 2’s content is more specific to the Verbal Reasoning domain,
whereas the location of Test 1 suggests the content is more generalizable. Note, although
Guttman suggested complexity could be modeled in this way, modern circumplex approaches
constrain these locations to fall on the circumference on the circle. Instead, complexity is
modeled using a general factor.
Figure 2.
Components of Guttman’s (1954) Radex Model.
Numeric Reasoning
Rule recall
Rule
application

Test 1
More complex

Rule
inference

Origin

Figural
Reasoning

Verbal
Reasoning
Test 2
Less complex
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Also note, where Guttman used the term test to present his framework, contemporary
circumplex research uses the term common score. Since observed test scores are a product of the
common score and error, the more precise term common score is preferred and will be used for
the remainder of this discussion.
Figure 3.
Circulant (A) and Quasi-circumplex (B) Models
A

B
A (120°)

I (60°)

I (60°)
A (150°)

S (180°)

S (180°)

R (0°)

R (0°)
C (330°)

E (240°)

E (240°)

C (300°)

Using the Guttman’s framework, most research on circumplex modeling has concentrated
on comparing and contrasting models in which the separation of tests are equal around the origin
vice models with unequal spacing; that is, comparing and contrasting between a perfect
circumplex and an imperfect circumplex. Guttman referred to the former as circulant models
and the latter as quasi-circumplex models (Guttman, 1954; Tracey, 2000; Nagy et al., 2009).
The differences between these models are shown in Figures 3a and 3b, respectively, using
common scores of a RIASEC vocational interest assessment as an example. As shown in Figure
3a, the angular position of test true scores is distributed evenly around the circular structure
according to the following equation:
θ𝑅𝑅 – θ𝐼𝐼 = θ𝐼𝐼 – θ𝐴𝐴 = θ𝐴𝐴 – θ𝑆𝑆 = θ𝑆𝑆 – θ𝐸𝐸 = θ𝐸𝐸 – θ𝐶𝐶 = θ𝐶𝐶 – θ𝑅𝑅
5

(1)

where θ is the counterclockwise angular position of the test relative to the angular position of the
Realistic test.
This is contrasted from the quasi-circumplex structure shown in Figure 3b, where angular
separation of the Artistic common score from the Investigative common score is greater than the
angular separation of Artistic and Social. For both circulant and quasi-circumplex models, it is
assumed common scores from domains which have similar content will be closer to one another
in terms of angular deviation. Conversely, dissimilar common scores are represented by more
angular deviation on the circumference of the circle. For example, in both Figures 3, the arc
from the Realistic and Enterprising common scores is shorter than the arc from Realistic to
Social. Much of the literature has focused on detecting the angular separation of common scores
as this is the defining feature of circumplex models.
Distinguishing between circulant and quasi-circumplex models has important theoretical,
empirical, and practical implications. From a theoretical perspective, it is important to establish
if a circumplex model can be used to adequately describe a taxonomic structure. Empirically, a
procedure designed to detect the presence of a circulant model may force overly restrictive
constraints, rejecting the presence of a quasi-circumplex and potentially leading to inaccurate
conclusions (Tracey, 2000). From a practical application perspective, circumplex models are
used to summarize individuals’ profiles scores and parsimoniously describe their profile’s
relative position within the taxonomy, as in the example in Figure 1. However, if the locations
of the common scores of these tests are inaccurate then the individual’s profile cannot be readily
determined. Given these considerations, several methods have been proffered to evaluate the
circumplex model as an appropriate representation of sample data.

6

Circumplex Evaluation
The least formal method for evaluating the presence of a circumplex pattern of
correlations is the visual inspection of the observed correlation matrix (Guttman, 1954; Fabrigar
et al., 1997, Tracey, 2000). Although this evaluation may imply the presence of a circumplex
model, it is not a formal evaluation as it offers no statistical test of the circumplex model data fit
(Tracey, 2000, p. 644). Another method uses the visual inspection of exploratory factor loadings
plotted in two-dimensional space. Like visual inspection of the correlation matrix, the visual
inspection of plotted factor scores offers no statistical test of the circumplex. Further, the
presence of a strong general factor can influence the plotted factor scores positions (Tracey,
2000; Acton & Revelle, 2004). Other exploratory factor analytic techniques, such as
Multidimensional Scaling, are biased in favor of circular structures and may result in higher
Type I error rates (Hubert, Arabie, & Muelman, 1998). Given these limitations, visual
inspection of correlation matrices or plotted factor scores are not formal, confirmatory
evaluations of the circumplex model (Acton & Revelle, 2004, p. 2). To address this limitation,
several different mathematical approaches have been developed to test the appropriateness of the
circumplex.
One statistical method attempts to model the circumplex using individual tests of four
circular geometric properties (Mardia, 1972; Upton & Fingleton, 1989; Fisher, 1993). Individual
equations are used to model four criteria: interstitiality, the presence of tests in the interstitial
space between any given pair of axes formed by two orthogonal factors; equal spacing, uniform
angular distribution of variables around the circumference of the circle (i.e., circulant model);
constant radius, or uniform distance from the origin of the circle; and no preferred rotation,
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meaning the exploratory factor solution used to derive the factor plots should have no preferred
rotation.
One study found several tests of these criteria failed to detect the presence of data
simulated under known circumplex conditions (Acton & Revelle, 2004). Additionally, these
tests are specific only to evaluating the circumplex; that is, a researcher cannot compare the
relative fit of a circumplex vice another factor model, such as a unidimensional factor model.
Finally, this approach does not allow the researcher to confirm the angular locations of common
scores on the circumference of the circumplex; this approach is exclusively exploratory.
Circumplex Evaluation using the CSPM
Addressing these limitations, the circular stochastic process model with Fourier series
transformation (CSPM) uses CFA to evaluate circumplex model-data fit. As mentioned
previously, the defining feature of the circumplex model is that tests which are more like one
another should have fewer degrees of angular separation on the circumference of the circle,
whereas tests which are less similar are more distant from one another. Similarity can be
operationalized as the correlation between common scores. Common scores which are more
similar should have strong positive correlations whereas common scores which are dissimilar
should be strongly negatively correlated.
If the angular separations and correlations between common score variables are known,
the function of the relationship between angular separation and correlation can be used to
describe relationships between common scores. A circulant model with equal spacing between
common scores, the perfect circumplex, produces a function like that in Figure 4, where the
correlation decreases as the angular distance between tests increases, reaching a minimum
correlation at 180°, and increases thereafter. Anderson (1960) was the first to describe this
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function using the circular stochastic process model. Browne (1992) later extended and
popularized Anderson’s work to a more general framework, the circular stochastic process model
with Fourier series transformation.
Figure 4.
Function of the relationship between angular deviation of each common score from the common
score at zero degrees

The assumptions of Browne’s (1992) model are as follows: first, the model assumes
variance in observed, individual responses is composed of two elements: common score variance
(i.e., true score variance) and unique score variance; second, the model assumes the circumplex
pattern of correlations holds for common score variables not observed scores, as observed scores
are a product of both common and unique variance; third, the model assumes that common
scores can be plotted graphically as points along the circumference of a circle; fourth, the
relationship between common scores are a function of the angular separation of the scores on the
circle, such that common scores with fewer degrees of angular separation between one another
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have higher correlations, and common scores with greater degrees of angular separation between
one another have lower correlations (Fabrigar et al., 1997, p. 191-192).
Based on these assumptions, an equation which attempts to describe this function must
meet the following six requirements (Browne, 1992, p. 477):
1. When the angular separation between two common score variables is 0 degrees, the
correlation between the two common score variables is equal to 1.
2. When the distance in angular separation between two common score variables
decreases, the correlation between the two common scores decreases until it
approaches -1 as the distance in angular separation reaches 180°.
3. The minor and major arcs of any two common score variables on the circle produces
the same correlation coefficient. Returning to Figure 3a, this requirement suggests
the angular separation between common score R and common score I (0 60°) must
produce the same correlation as the angular separation between common sore R and
common score I rotating clockwise (300°). This requirement necessitates the presence
of symmetrical function with a singular minimum value.
4. Correlations between common score variables with 180° of angular separation must
be greater than or equal to -1, meaning no correlation may have an absolute value
greater than 1.
5. The function of the correlations is even such that the correlation between one
common score variable and another is equal when the two common score variables
are in reverse order.
6. The correlation function produces a non-negative definite common score correlation
matrix.
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A model to describe this function starts with the general equation:
𝜌𝜌�𝑐𝑐𝑗𝑗 , 𝑐𝑐𝑘𝑘 � = 𝑓𝑓(θ𝑗𝑗 , θ𝑘𝑘 )

where cj and ck are two common score variables and θj and θk are their corresponding angular

(5)

locations. However, many functions can satisfy this equation that do not comport to the
circumplex structure requirements described by Browne (1992). The current study adopts the
cosine function model as described by Nagy et al. (2009), a special case of Browne’s (1992)
CSPM amenable to evaluation using SEM. This function satisfies equation 5 and meets the six
requirements according to the following equation:
𝜌𝜌�𝑐𝑐𝑗𝑗 , 𝑐𝑐𝑘𝑘 � = 𝑐𝑐𝑐𝑐𝑐𝑐�θ𝑗𝑗 , θ𝑘𝑘 � = 𝑐𝑐𝑐𝑐𝑐𝑐�θ𝑗𝑗 �𝑐𝑐𝑐𝑐𝑐𝑐(θ𝑘𝑘 ) + 𝑠𝑠𝑠𝑠𝑠𝑠(θ𝑗𝑗 )𝑠𝑠𝑠𝑠𝑠𝑠(θ𝑘𝑘 )

again, where c represents common scores and θ represents their angular location. Using this

(6)

equation, the angular locations of common scores j and k can be calculated using the cosine and
sine of the factor loadings for two orthogonal factors. These two factors are henceforth referred
to as the cosine factor (Fc) and the sine factor (Fs), and, for simplicity’s sake, adhere to the
properties of the unit circle with factor variance’s equal to 1.
Next, the model must also account for an individual’s profile deviations from the
common scores according to the following equation:
𝑐𝑐𝑖𝑖𝑖𝑖 = 𝑓𝑓(θ𝑗𝑗 − δ𝑖𝑖 )

where cij is the common score for individual i on variable j, which is a function of the

(7)

individual’s angular deviation δ from the angular location θ of the variable j. Nagy et al. (2009)
notes one additional consideration of this model: while common scores have unit variances and,
therefore, are equidistant from the origin (i.e., the plotted intersection of Fc and Fs), individual’s
profile deviations from these common scores do not have unit variances; that is, both their polar
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angle positions and distance from the origin can vary (what Nagy et al. 2009 refers to as
amplitude). As such, individual’s common scores are defined by the following equation:
𝑐𝑐𝑖𝑖𝑖𝑖 = α𝑖𝑖 𝑐𝑐𝑐𝑐𝑐𝑐�θ𝑗𝑗 − δ𝑖𝑖 � = 𝑐𝑐𝑐𝑐𝑐𝑐�θ𝑗𝑗 �α𝑖𝑖 𝑐𝑐𝑐𝑐𝑐𝑐(δ𝑖𝑖 ) + 𝑠𝑠𝑠𝑠𝑠𝑠(θ𝑗𝑗 )α𝑖𝑖 𝑠𝑠𝑠𝑠𝑠𝑠(δ𝑖𝑖 )

(8)

where αi is the distance from the origin to the location of the individual’s profile. Since this

distance element is multiplicative, the individual’s profile can be expressed as a function of their
deviations from the cosine factor and sine factor, as in the following equations:
𝑓𝑓𝒄𝒄 = α𝑖𝑖 ⋅ 𝑐𝑐𝑐𝑐𝑐𝑐(δ𝑖𝑖 )

(9)

𝑓𝑓𝒔𝒔 = α𝑖𝑖 ⋅ 𝑠𝑠𝑠𝑠𝑠𝑠(δ𝑖𝑖 )

where fc is the individual profile’s cosine factor score, and fs is the individual profile’s sine factor
score. Thus, equation 8 can be simplified:
𝑐𝑐𝑖𝑖𝑖𝑖 = 𝑐𝑐𝑐𝑐𝑐𝑐�θ𝑗𝑗 �𝑓𝑓𝒄𝒄 + 𝑠𝑠𝑠𝑠𝑠𝑠�θ𝑗𝑗 �𝑓𝑓𝒔𝒔 .

However, this model is still too restrictive in application as it assumes all individuals

(10)

differ only in terms of angular deviations and distance from the origin; that is, the profile means
of all individuals in the model are equal and zero. To relax this constraint, Nagy et al. (2009)
notes the model must also allow for individual deviation in profile means:
𝑐𝑐𝑖𝑖𝑖𝑖 = τ𝑖𝑖 + α𝑖𝑖 𝑐𝑐𝑐𝑐𝑐𝑐�θ𝑗𝑗 − δ𝑖𝑖 � = τ𝑖𝑖 + 𝑐𝑐𝑐𝑐𝑐𝑐�θ𝑗𝑗 �α𝑖𝑖 𝑐𝑐𝑐𝑐𝑐𝑐(δ𝑖𝑖 ) + 𝑠𝑠𝑠𝑠𝑠𝑠(θ𝑗𝑗 )α𝑖𝑖 𝑠𝑠𝑠𝑠𝑠𝑠(δ𝑖𝑖 )

where τi is the individual’s profile mean across all common scores, corresponding to the

(11)

circumplex general factor (Fg). Therefore, in terms of factor scores, equation 11 is rewritten:
𝑐𝑐𝑖𝑖𝑖𝑖 = 𝑓𝑓𝑔𝑔𝑖𝑖 + 𝑐𝑐𝑐𝑐𝑐𝑐�θ𝑗𝑗 �𝑓𝑓𝒄𝒄 + 𝑠𝑠𝑠𝑠𝑠𝑠(θ𝑗𝑗 )𝑓𝑓𝒔𝒔

(12)

where 𝑓𝑓𝑔𝑔𝑖𝑖 is the profile mean score of individual i. This model retains the restriction the general
factor, Fg, is uncorrelated with the cosine factor (Fc) and the sine factor (Fs) and the cosine and

sine factors have equal variances. Nagy et al. (2009) mentions without these constraints, Fc and
Fs could not be used to determine locations of variables. If the factor variances are unequal the
12

resulting circumplex structure would have unequal radii and result in an oval shape instead of a
circle, and without an orthogonal general factor the common score variances would not be equal.
Therefore, the variance terms are noted var(Fg) = β0 and var(Fc) = var(Fs) = β1, resulting in the
following equation:
𝜌𝜌�𝑐𝑐𝑗𝑗 , 𝑐𝑐𝑘𝑘 � = 𝛽𝛽0 + 𝛽𝛽1 [𝑐𝑐𝑐𝑐𝑐𝑐�θ𝑗𝑗 �𝑐𝑐𝑐𝑐𝑐𝑐(θ𝑘𝑘 ) + 𝑠𝑠𝑠𝑠𝑠𝑠�θ𝑗𝑗 �𝑠𝑠𝑠𝑠𝑠𝑠(θ𝑘𝑘 )] = 𝛽𝛽0 + 𝛽𝛽1 𝑐𝑐𝑐𝑐𝑐𝑐�θ𝑗𝑗 − θ𝑘𝑘 �

Based on this function, Nagy et al. (2009) notes one additional restriction applies. Since the

(13)

angular deviation of a common score with itself results in 0, and the cosine of 0 is equal to 1, this
means the sum of β0 and β1 must be equal to 1. This restriction and the restrictions placed on the
variances and covariances of the general, cosine, and sine factors means the range of values for
the function is -1 to +1 reproducing the appropriate range of true score correlations and common
score variances equal to 1 (Nagy et al., 2009). The relationship between β0, β1, and the shape of
the function is shown in Figure 5.
Figure 5.
Relationship Between β0, β1, and Shape of Circumplex Correlation Function
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The top line represents the case when β0 = 1 and β1 = 0; that is 100% of the variance of
the common scores is attributable to the general factor, and zero is attributable to the cosine and
sine factors; that is, the unidimensional factor model. The bottom line represents the case where
100% of the variance is attributable to the cosine and sine factors, with no variance explained by
the general factor, that is, the circulant model.
As of now, this function only describes the function of the relationships between common
score variables. To extend the function to observed correlations, it is necessary to return to
Browne’s formulation, which notes observed scores are a function of the common scores and
unique scores using the formula:
𝑦𝑦𝑖𝑖𝑖𝑖 = 𝜇𝜇𝑗𝑗 + ζ𝑗𝑗 (𝑐𝑐𝑖𝑖𝑖𝑖 + 𝑢𝑢𝑖𝑖𝑖𝑖 )

(14)

where yij is the observed score y of individual i on variable j, μj is the mean of variable j, ζj is a
scaling factor associated with variable j, and uij is the unique score of individual i on variable j
(i.e., measurement error, Browne, 1992). Finally, the specification of the unique score is

important as it allows for hypothesis testing regarding the factor communality. Communality is
the extent to which the observed scores adhere to the circumplex structure (Nagy et al., 2009).
With this final piece of the model, the correlation between observed scores can be described in
the following equation (Browne, 1992):
𝑟𝑟�𝑦𝑦𝑗𝑗 , 𝑦𝑦𝑘𝑘 � =

ζ𝑗𝑗 ζ𝑘𝑘 [𝛽𝛽0 + 𝛽𝛽1 𝑐𝑐𝑐𝑐𝑐𝑐�θ𝑗𝑗 − θ𝑘𝑘 �]
�ζ2𝑗𝑗 ζ2𝑘𝑘 (1

+ 𝑣𝑣𝑗𝑗 )(1 + 𝑣𝑣𝑘𝑘 )

=

𝛽𝛽0 + 𝛽𝛽1 𝑐𝑐𝑐𝑐𝑐𝑐�θ𝑗𝑗 − θ𝑘𝑘 �
�(1 + 𝑣𝑣𝑗𝑗 )(1 + 𝑣𝑣𝑘𝑘 )

(15)

where ζj and ζk are the scaling factors for common scores j and k, respectively, and vj and vk are
the variances of the unique scores for variables j and k, respectively.
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Circumplex CFA Model Specification
Based on these equations, a CFA model is specified as shown in Figure 6. The example
below is based on a circumplex of 6 common scores. At first glance, the model may have
insufficient degrees of freedom for identification; however, based on the review above, several
unique considerations allow the circumplex model to be identified and tested. As previously
mentioned, the latent variances of the cosine and sine factors are constrained to be equal.
Additionally, since the sum of β0 and β1 is equal to 1, only one degree of freedom is lost to
estimate the latent factor variances. Next, consider the referent variable, in the example below,
cV1. This referent variable’s angular location is set to θ = 0, meaning the theta, cosine factor
loading, and sine factor loading are all fixed to 0, 1, and 0, respectively. The remaining factor
loadings, for common scores cV2 through cV6, are also estimated. Instead of estimating the factor
loadings individually (i.e., like that of the factor model), the model uses placeholder latent
variables (shown as p variables at the top of the figure). The variance of these terms represents
the thetas, the angular locations of the common score variables, and the cosine and sine factor
loadings are calculated as the cosine and sine of these theta values, instead of being estimated
directly. Therefore, although five variance terms and ten factor loadings are shown, only five
degrees of freedom are necessary to estimate these terms, representing the six angular locations
of the common score variables minus the referent common score variable (cV1). Finally, the
residual variances of the manifest indicators are fixed to zero to standardize the manifest
variables and estimate the scaling factor and unique score variances. With these constraints in
mind, the following parameters in the model are estimated: the five theta angular locations of the
common scores on the circle (θ); the six scaling factor terms (ζ); and the six unique variances (υ).
Therefore, a covariance matrix of six common scores yields 21 degrees of freedom, and the
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circumplex model applied to this matrix requires 18 parameters estimated (in its least restrictive
case) meaning the model is overidentified and testable.
Figure 6.
Circumplex Confirmatory Factor Analysis Model

Using the CSPM, the model is next evaluated using commonly used indices of overall
model data fit. However, it is not clear how sensitive these fit indices are in detecting
circumplex models. To understand this sensitivity, it is necessary to control for other variables
which are known to affect fit indices, such as sample size. Model complexity is another issue
known to affect fit index sensitivity, and particularly relevant to the CSPM as it has few degrees
of freedom. The following sections review commonly reported global fit indices, namely the
CFI, TLI, RMSEA, SRMR, and the conditions which affect their sensitivity to model data fit,
generally, and might affect their sensitivity to detect the circumplex, specifically.
16

Circumplex Evaluation and CFA Global Fit Indices
Chi-square (χ2)
The χ2 is a measure of exact fit that assesses the magnitude of the discrepancies between
the sample covariance matrix and the model implied covariance matrix according to the
following equation:
𝜒𝜒 2 = (𝑁𝑁 − 1)𝐹𝐹𝑚𝑚𝑖𝑖𝑖𝑖

(16)

where N is the sample size and Fmin is the minimum fitting function (Hu & Bentler, 1999). A

non-significant χ2 reflects a lack of discrepancies between the model implied covariances and the
observed covariances. These discrepancies can increase, and subsequently the χ2 can increase,
by violations of multivariate normality, higher correlations among observed variables, higher
proportions of unique variance, and increases in sample size (Kline, 2011, p. 201). The χ2 is
particularly sensitive to increases in sample size, as even minor discrepancies in fit can result in
significant χ2 in larger samples (Kline, 2011, p. 201). Conversely power to detect misfit may be
insufficient in small samples (Hu & Bentler, 1995; Hu & Bentler, 1999; Schumacker & Lomax,
2004, Stieger, 2007). Given these limitations, the current study will not evaluate fit using the χ2
but will instead use the approximate fit indices based on the χ2.
Confirmatory Fit Index (CFI)
The CFI is another commonly reported global fit index used in CFA. The CFI is an
incremental fit index, meaning it compares a target model to a baseline model. Typically, the
baseline model is the null model in which all the observed variables are uncorrelated (Bentler &
Bonett, 1980). The CFI is calculated according to the following equation:
2
𝜒𝜒𝑀𝑀
− 𝑑𝑑𝑑𝑑𝑀𝑀
𝐶𝐶𝐶𝐶𝐶𝐶 = 1 − 2
𝜒𝜒𝐵𝐵 − 𝑑𝑑𝑑𝑑𝐵𝐵
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(17)

2
and 𝑑𝑑𝑑𝑑𝑀𝑀 are the 𝜒𝜒 2 and the degrees of freedom for the target model, respectively, and
where 𝜒𝜒𝑀𝑀

𝜒𝜒𝐵𝐵2 and 𝑑𝑑𝑑𝑑𝐵𝐵 are the 𝜒𝜒 2 and the degrees of freedom for the baseline model, respectively. One

study found the CFI was more robust to Type I error than other fit indices in models with few
degrees of freedom, like that of the circumplex (Taasoobshirazi & Wang, 2016). More research
is needed to establish if the CFI is sensitive to detect the presence of circumplex data under
known conditions.
Tucker-Lewis Index (TLI)
The TLI is another incremental fit index calculated according to the following equation
(Tucker & Lewis, 1973):
𝑇𝑇𝑇𝑇𝑇𝑇 =

2
𝜒𝜒𝐵𝐵2 /𝑑𝑑𝑑𝑑𝐵𝐵 − 𝜒𝜒𝑀𝑀
/𝑑𝑑𝑑𝑑𝑀𝑀
2
𝜒𝜒𝐵𝐵 /𝑑𝑑𝑑𝑑𝐵𝐵 − 1

(18)

2
where 𝜒𝜒𝑀𝑀
and 𝑑𝑑𝑑𝑑𝑀𝑀 are the 𝜒𝜒 2 and the degrees of freedom for the target model, respectively, and

𝜒𝜒𝐵𝐵2 and 𝑑𝑑𝑑𝑑𝐵𝐵 are the 𝜒𝜒 2 and the degrees of freedom for the baseline model, respectively. The

advantage of the TLI is the index compensates for model complexity (Hu & Bentler, 1999).
Further, one simulation study found the TLI was robust in samples as small as 100 observations
regardless of model complexity (Taasoobshirazi & Wang, 2016). Thus, the TLI may serve as an
appropriate index for evaluating circumplex model-data fit.
Root Mean Squared Error of Approximation (RMSEA)
One other alternative fit index is the RMSEA. The RMSEA is a scaled indicator of
“badness of fit” where 0 indicates no discrepancies between the model implied covariance matrix
and the observed covariance matrix (Kline, 2011). RMSEA is calculated according to the
following equation:
𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 = �

2
𝜒𝜒𝑀𝑀
− 𝑑𝑑𝑑𝑑𝑀𝑀
𝑑𝑑𝑑𝑑𝑀𝑀 (𝑁𝑁 − 1)
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(19)

2
is the model chi-square, 𝑑𝑑𝑑𝑑𝑀𝑀 is the target model degrees of freedom, and N is sample
where 𝜒𝜒𝑀𝑀

size. RMSEA is a parsimony weighted index that accounts for model complexity (Kline, 2011).
In addition to the RMSEA point estimate, the distribution of the population parameter, ε, is also
calculated and the 90% confidence interval of this distribution is also commonly reported (Kline,
2011, p. 206). The RMSEA has received considerable attention in the literature, and several
cutoff criteria have been proffered.
Several studies have established common rules-of-thumb for the evaluation of RMSEA.
Some authors have suggested RMSEA values less than .05 indicate close fit (Steiger, 1990;

Browne and Cudeck, 1993), whereas values between .05 and .08 represent fair fit, and values .10
represent poor fit (Browne and Cudeck, 1993). MacCallum et al. (1996) recommended RMSEA
values of .01 indicated excellent fit, .05 indicated good fit, and .08 represented mediocre fit.
Through their simulation study, Hu and Bentler (1999) suggested combinatorial rules with
RMSEA values of .06 and Standardized Root Mean Square Residual (SRMR) value of .09 or .10
resulted in the least sum of Type I and Type II error rates (p. 28). Note that most of these studies
focus on the factor model and have high degrees of freedom when examining the effects of
sample size and model complexity when evaluating the utility of global fit index cutoff criteria.
One concern specific to using the RMSEA to model the circumplex using CSPM is there are
few degrees of freedom available for estimation. For example, the model in Figure 6 has only
three degrees of freedom. To address this concern, Kenney and colleagues (2015) examined
RMSEA cutoffs in latent growth models which, like the CSMP, have few degrees of freedom.
Their results suggest the RMSEA was positively biased, such that models with lower degrees of
freedom were more likely to be rejected, even under the most lenient cutoff criteria (RMSEA <
.10). Further, the model degrees of freedom interacted with sample size such that models with
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few degrees of freedom and small sample sizes were most likely to have positively biased
RMSEA values (Kenney et al., 2015, p. 497). Taasoobshirazi and Wang (2016) also found the
RMSEA was positively biased in samples with few observations and small degrees of freedom
but did not find the same interaction between degrees of freedom and sample size as Kenney and
colleagues did. Therefore, although the available evidence suggests RMSEA may perform
poorly, this research will seek to confirm its functioning in the context of CSPM modeling.
Unbiased Standardized Root Mean Squared Residual (SRMRu)
The SRMR is based on the difference between the observed and predicted covariances, the
covariance residuals, based on the following equation:
𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 = �

2 ∑𝑝𝑝𝑖𝑖=1 ∑𝑖𝑖𝑗𝑗=1��𝑠𝑠𝑖𝑖𝑖𝑖 − 𝜎𝜎�𝑖𝑖𝑖𝑖 �/�𝑠𝑠𝑖𝑖𝑖𝑖 𝑠𝑠𝑗𝑗𝑗𝑗 ��
𝑝𝑝(𝑝𝑝 + 1)

(20)

where p is the number of observed variables, sij are the observed covariances, sii and sjj are the
observed standard deviations, 𝜎𝜎�𝑖𝑖𝑖𝑖 are the model implied covariances. Hu and Bentler’s (1999)
simulation study suggested values at or below .08 represent close fit.

Although commonly used in evaluations of CFA models, recent simulation research
suggests the SRMR is biased and should be avoided (Maydeu-Olivares et al. 2018), especially
cases where small sample sizes are used or evaluating models with few degrees of freedom
(Taasoobshirazi and Wang, 2016). Maydeu-Olivares and colleagues (2018) even suggested
samples as large as N = 1,000 were severely biased. Alternatively, they suggested using the
unbiased SRMR (SRMRu) according to the following equation:
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′

�

� 𝑢𝑢 = 𝑘𝑘�𝑠𝑠−1 �max�𝑒𝑒𝑠𝑠 𝑒𝑒𝑠𝑠 −𝑡𝑡𝑡𝑡�Ξ𝑠𝑠 �,0� ,
𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆
𝑡𝑡
𝑘𝑘�𝑠𝑠 = 1 −

� 2𝑠𝑠 �+ 2𝑒𝑒𝑠𝑠′ Ξ
� 𝑠𝑠 𝑒𝑒𝑠𝑠
𝑡𝑡𝑡𝑡�Ξ
4(𝑒𝑒𝑠𝑠′ 𝑒𝑒𝑠𝑠 )2

,

(21)

where es is the t vector of standardized residual covariances with elements:
𝑠𝑠𝑖𝑖𝑖𝑖 − 𝜎𝜎�𝑖𝑖𝑖𝑖
�𝑠𝑠𝑖𝑖𝑖𝑖 𝑠𝑠𝑗𝑗𝑗𝑗

,

(22)

and asymptotic covariance matrix Ξs. Maydeu-Olivares and colleagues (2018) found the SRMRu
converges better with its population value than the RMSEA and SRMR, especially in large
sample sizes. In sum, the SRMR seems an appropriate index for models with few degrees of
freedom like the CSPM, but the SRMRu is preferred and will be used in the current study.
The Current Study
The CSPM model is advantageous because it allows for the evaluation of the
appropriateness of the circumplex using a confirmatory approach and commonly used global fit
indices. Despite the advantages of this model, a literature review as of this writing does not
reveal any study that has tested the sensitivity of global fit indices to detect circumplex models
using this method. Evidence from other simulation studies on similar models with few degrees
of freedom like the CSPM suggests typical CFA fit indices, namely χ2, CFI, TLI, RMSEA, and
SRMR, are useful for evaluating the appropriateness of the circumplex to represent observed
data. However, these studies highlight the need for varying sample size as a simulation condition
to better understand the appropriateness of each index.
In addition to sample size, three other conditions emerge relevant to the CSPM. The first
is the number of variables. Data with many observations representing the circumplex should
21

provide more accurate estimation of the circumplex than one with only a few observations at the
poles of the cosine and sine factors. Additionally, circulant data with variables at evenly
distributed angular positions around the circumplex are not found in the literature; instead, most
real data are quasi-circumplex (e.g., Nagy et al., 2009). Therefore, global fit indices cutoffs
should be based on realistic conditions and simulations of circumplex data should vary the
locations of the variables. Finally, one of the advantages of the CSPM is that it can be used to
evaluate the relative appropriateness of the circumplex to the factor model. Thus, the current
study will generate data from both factor models and circumplex models to be tested using the
CSPM. The current study will vary sample size, the number of variables, angular locations of
variables, and factor structure as study conditions.
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CHAPTER TWO:
METHOD
Data Generation and Model Specification
To understand the sensitivity of CFA global fit indices to detect circumplex models, the
current study will simulate data under a variety of known conditions. The simulation conditions
were modeled according to conventions outlined in similar circumplex simulation studies using a
Monte Carlo simulation approach, consistent with other circumplex simulation studies (Rafaeli
and Revelle, 2006; Nagy, Etzel, and Ludtke, 2019) and simulation studies evaluating cutoff
criteria for global fit indices in factor models (Hu & Bentler, 1999; Kenney et al., 2015;
Taasoobshirazi & Wang, 2016).
The next sections review the data generation conditions, the first condition being sample
size. Various “rules-of-thumb” minimum sample sizes have been suggested. Some researchers
have reviewed the median sample sizes in published papers and suggested a minimum sample
size of about N = 200 (Breckler, 1990). However, this may be too small for complex models
such as the CSPM. This represents the lower bound and extreme case in the current study.
Regarding the upper bound of sample size, other simulation studies have used N = 1000 (e.g.,
Kenney et al. 2015; Taasoobshirazi & Wang, 2016). Additionally, although Hu & Bentler
(1999) included sample sizes up to N = 5,000, their final recommendations applied to all
simulation conditions ≥ N = 1000. Therefore, consistent with previous CFA simulation research,
N = 1000 seems an appropriate upper bound for the current study’s sample size conditions. Data
will also be simulated for a condition between these two extremes at N = 500.
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The second data generation condition is the number of common score variables outlining
the circumference of the circle. Early circumplex research (e.g., Browne, 1992; Fabrigar, 1997;
Nagy et al., 2009) used a small number of common score variables, representing scale scores.
For example, the Nagy et al. (2009) replication study used six common score variables
representing scale scores of six vocational interest domains. Other simulation studies suggest the
items themselves should represent the circumference of the circle; for example, Rafaeli and
Revelle (2006) simulated data with 75 common scores, representing item level data from a
measure of affect. In theory, there is no maximum number of items which can represent the
circumference of a circle, although the current study uses 36 common scores as the upper bound.
There are also two middle conditions, 12 and 24 common scores, which are included to better
understand the full range of this study condition.
The third study condition is model specification. The first level within this condition is
the circulant model, a perfect circumplex CSPM with each common score equally distributed
around the circumference of the circle, shown in Figure 7 for all variable number conditions.
This circulant model represents the theoretical ideal but is not likely to be observed in real data
(Browne, 1992). Instead, a quasi-circumplex model with uneven distribution is more likely, but
quasi-circumplexes are observed in different forms. One quasi-circumplex found in a recent
meta-analysis of vocational interest data found a lopsided, or clustered distribution, as shown in
Figure 8 (Wiernik, 2016). Here, common scores tended to cluster on one side of the circumplex
as a few others remained on the opposite side of the circle. Another quasi-circumplex is a
censored distribution, where common scores cluster at the poles of the sine and cosine factors,
with fewer common scores occupying the interstitial space between the sine and cosine factors
(shown in Figure 9).
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Figure 7.
Circulant models with 6, 12, 24, and 36 common score variables.
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Figure 8.
Clustered models with 6, 12, 24, and 36 common score variables.
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Figure 9.
Censored models with 6, 12, 24, and 36 common score variables.
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Finally, if CFA global fit indices can distinguish the circumplex from other CFA models,
a quasi-circumplex may not be a strong enough manipulation to demonstrate poor model-data fit;
that is, data should be generated under conditions which are definitely not circumplex models.
Therefore, the current study specifies and will generate data for two additional models: one
model with a simple univariate factor structure and a model with a hierarchical factor structure.
The unidimensional factor model represents the case where 100% of the variance is attributable
to the general factor and no variance is attributable to the circumplex. Also, these two factor
models were chosen as they do not have any interstitial variables between the sine and cosine
factors. Instead, variables cluster exclusively at the poles of the factors. Ideally, testing the fit of
a circumplex model with data simulated from these two factor models should reveal poor modeldata fit and serve as a baseline with which to compare the quasi-circumplex models.
One additional consideration must be given to these traditional factor models as the
circumplex model does not use factor loadings per se. Instead, the factor loadings are simply the
sine and cosine of the common score variable theta locations. Therefore, reasonable factor
loadings must be chosen for the unidimensional and hierarchical factor models as shown in
Figure 10 and 11, respectively. For the unidimensional model, data will be generated where all
factor loadings will be .6 under the delta parameterization paradigm, where the square of the
factor loading plus the variable error variance are equal to one (1 = λ2 + ψ; Millsap & Yun-Tein,
2004). For the hierarchical factor model, the first order factor loadings and the second order
factor loadings will also equal .6. The factor loadings will be held constant across all
replications to prevent Monte Carlo bias.
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Figure 10.
Single factor (unidimensional) model with 6 variables.

Figure 11.
Hierarchical factor model with 6 variables, 3 first order factors, and one general factor.
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In sum, the current study will generate data according to the following conditions: sample
size, number of variables, and model specification. This study will use a fully crossed design
with 3 sample size levels ⋅ 4 number of common score variables ⋅ 5 models for a total of 60
conditions:

1. Sample size (3 levels):
a. N = 200
b. N = 500
c. N = 1000
2. Number of common score variables (4 levels):
a. 6
b. 12
c. 24
d. 36
3. Model specification (5 levels):
a. Circulant model
b. Quasi-circumplex model with censored distribution
c. Quasi-circumplex model with clustered distribution
d. Unidimensional latent factor model
e. Hierarchical factor model with three second order factors
Simulation Procedure
Circumplex data were generated using the R programming language version 4.0 and the
‘sim’ function in the ‘simsem’ R package (Pornprasertmanit, Miller, Schoemann, & Jorgensen,
2020) with model specification using the ‘lavaan’ package (Rosseel, 2012) using the conditions
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outlined above. The data were generated according to the equations of the cosine function model
reviewed above and all raw data were generated to be multivariate normal (Μ = 0, Σ = 1). The
sample size conditions were varied using the ‘sim’ function, and all other conditions will be
specified manually using ‘lavaan’ model specification of the CSPM, univariate, or higher-order
factor models. For each study condition, a total of 1000 replications were produced, using a
starting seed value for replicability.
For each replication, a minimally constrained CSPM model was fit to the data, with
common score variable angles and variable communalities freely estimated. Parameter recovery
was evaluated using bias, mean squared error (MSE), and confidence interval coverage for the
bias between the estimated angular locations and the known, generated angular locations. For
each replication, the model was evaluated using the global fit indices CFI, TLI, RMSEA, and
SRMR.
Data Analyses
The sensitivity and specificity of the CFI, TLI, RMSEA, and SRMR were examined
using Receiver Operating Characteristic (ROC) Curve analysis. The true positive rate rates
(TPR), false positive rates (FPR) rates, and Area Under the Curve (AUC) values for all possible
thresholds (between 0 and 1) for all study conditions and all fit indices are shown in the results
subsection: Establishing Global Fit Indices Cutoffs. Each plot shows the threshold for which
AUC is maximized. The 95% confidence interval for the TPR and FPR are also plotted for all
possible thresholds. The plots also show cutoffs for the traditional acceptable and good cutoff
values for each fit index evaluated. For the CFI and TLI, the values .90 and .95 represent
acceptable and good fit, respectively. For RMSEA, .05 represents good fit and .08 represents
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acceptable fit. For SRMRu, threshold values .08 and .10 represent good and acceptable fit,
respectively. These ROC Curve analyses were used to address the following research questions:
RQ1. How well does each fit index distinguish between circumplex and non-circumplex
models?
RQ2. What are appropriate thresholds indicated good, acceptable, and poor fit for
circumplex models?
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CHAPTER THREE:
RESULTS
Classification Accuracy Results
The first research question explores the ability of CFA fit indices to correctly classify the
models tested. Specifically, the data generated using a circulant model, a quasi-circumplex
clustered model, or quasi-circumplex censored model, when tested using the circulant model,
should be classified as circumplexes with high values (i.e., close to 1) for the “goodness-of-fit”
indices CFI and TLI and low values (i.e., close to 0) for badness-of-fit indices RMSEA and
SRMRu. Conversely, the data generated under the unidimensional model and higher-order model
conditions should have comparatively lower CFI and TLI values as well as comparatively higher
RMSEA and SRMRu. Put simply, the circulant, clustered, and censored models are
circumplexes and should be classified as circumplexes, the unidimensional and higher-order
models are not circumplexes and should not be classified as circumplexes according to the global
fit indices.
The results examining this research question are presented in Figure 15 through Figure
22. Figures 15 through 18 show the classification accuracy results across all 60,000 simulation
iterations across all model generation conditions, regardless of sample size and number of
common score variables for the CFI, TLI, RMSEA, and SRMRu, respectively. Figure 19
through Figure 22 show the results by model, sample size, and number of common scores,
separately. Note, iterations with values CFI < .75, TLI < .75, RMSEA > .25, or SRMRu > .25 of
the unidimensional and higher-order models are beyond the figures x-axis limit.

Figure 12.
Confirmatory Fit Index (CFI) Values by Model Condition

First, consider the results for the CFI in Figure 15, with conventional cutoffs of .90 for
acceptable fit and .95 for good fit shown as gray and black dashed lines, respectively. In general,
the circumplex models have high CFI values indicating good fit, with most iterations with values
well and above the .95 conventional cutoff. In contrast, most iterations for the unidimensional
and higher order model have values below the both the traditional acceptable fit (.90) and good
fit (.95) cutoffs; however, many values erroneously exceed these thresholds. There are many
false positives. The results are similar for the TLI, as shown in Figure 16; although most values
for the TLI are well beyond the .95 threshold for good fit, there are many iterations generated
using the unidimensional and higher order models which also exceed the .95 threshold.
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Figure 13.
Tucker-Lewis Index (TLI) Values by Model Condition

In Figure 17, the results for RMSEA are largely the same: most values for the circulant,
clustered, and censored models are low, indicating a good fitting model under the traditional
threshold of .05. However, there are many unidimensional and higher-order models which either
exceed the .05 cutoff for good fit or exceed the traditional .08 value indicating acceptable fit.
Thus, at first glance the CFI, TLI, and RMSEA do not appear to adequately discriminate between
circumplex and non-circumplex models.
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Figure 14.
Root Mean Squared Error of Approximation (RMSEA) Values by Model Condition

The exception among the global fit indices within the current study is the SRMRu, as
shown in Figure 18. Conventional cutoff values .08 indicating good fit and .10 indicating
acceptable fit are shown as black and gray lines, respectively. Nearly all iterations generated
under the circulant, clustered, and censored model conditions exceed the .08 threshold, and
nearly all of the iterations generated under the unidimensional and higher-order model conditions
fall below the .10 value indicating poor fit. Thus, the SRMRu, regardless of model generating
condition, sample size, or number of common scores, accurately discriminated between and
classified appropriately circumplex and non-circumplex models.
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Figure 15.
Standardized Root Mean Residual – Unbiased (SRMRu) Values by Model Condition

CFI Classification Accuracy for All Simulation Conditions
The next figures show the classification accuracy results by the study simulation
condition; that is, by generating model condition, sample size, and number of common scores,
starting in Figure 19 containing the CFI results. The results demonstrate as sample size increases
the variability of the CFI estimates across iterations decreases. Similarly, as the number of
common scores increases the CFI estimates also increase. That is, when the generating model
has ≥ 24 common score variables the preponderance of iterations is above the acceptable cutoff,
whether not the generating model is a circumplex. This effect, disconcertingly, is especially
pronounced for the unidimensional and higher-order models, and most unidimensional (82%)
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and higher order models (59%) with 36 common score variables CFI values are above the .95
cutoff.
Figure 16.
Confirmatory Fit Index (CFI) Values by All Study Conditions.

TLI Classification Accuracy for All Simulation Conditions
The results for TLI as shown in Figure 20 are similar, showing reduced variability in TLI
estimates as sample size increases. Additionally, many iterations generated under the
unidimensional (97%) and higher-order model (84%) conditions with 24 common score
variables are above the .90 threshold for acceptable fit. Most of the iterations generated under
the unidimensional (78%) and higher-order (50%) model conditions with 36 common scores are
above the .95 threshold for good fit. Therefore, when the number of common scores is high (≥
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24), the unidimensional and higher-order models are more likely to be erroneously classified as
circumplexes, if model-fit interpretation is based only on the CFI and TLI.
Figure 17.
Tucker-Lewis Index (TLI) Values by All Study Conditions.

RMSEA Classification Accuracy for All Simulation Conditions
Figure 21 demonstrates the same misclassification observed for CFI and TLI was also
observed for RMSEA, including the same effects for sample size and number of common scores.
When the number of common scores is low (6), most iterations were accurately classified as
either circumplex (< .05) or non-circumplex (> .08). Most unidimensional (99%) and higherorder (95%) models with 12 common score variables had acceptable RMSEA values (> .08).
Nearly all iterations with 24 or more common scores in the unidimensional (100%) and higher39

order (99%) conditions were erroneously classified as circumplexes even at the more stringent
.05 threshold. All iterations, regardless of generating model and sample size were classified as
circumplexes under the 36 common score condition.
Figure 18.
Root Mean Squared Error of Approximation (RMSEA) Values by All Study Conditions

SRMRu Classification Accuracy for All Simulation Conditions
Again, the exception to this apparent misclassification is the SRMRu as shown in Figure
22. Note, many SRMRu values are above .25 and not shown in the figure. Apart from the 6
common score conditions, all iterations were appropriately classified as either circumplexes or
non-circumplexes. Again, an effect for sample size is observed where increases in sample size
resulted in lower variability in SRMRu estimates. In contravention of the trend observed for
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CFI, TLI, RMSEA, the SRMRu was more likely to indicate poor fit as the number of common
scores increased for the unidimensional and higher order models. Thus, the SRMRu appears to
accurately distinguish between circumplex and non-circumplex models regardless of sample size
and the number of common score variables; however, when the number of common scores is
low, 6 in the current study, and the sample size is low, N = 200 or N = 500 in the current study,
the SRMRu using traditional thresholds tended to misclassify a proportionately small (4%)
number of higher-order models as circumplexes.
Figure 19.
Standardized Root Mean Squared Residual (RMSEA) Values by All Study Conditions
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In sum, cursory inspection of only the global fit indices seems to indicate these indices
failed to distinguish between circumplexes and non-circumplexes. However, Browne (1992)
previously illustrated the “danger of using goodness of fit as the sole criterion for the selection of
a model”; thus, a discussion of parameter recovery is warranted. The following section
illustrates how the plotted estimated common score theta locations and estimated β0 and β1 can
aid researchers in determining if a circumplex structure is an appropriate model to represent their
data.
Parameter Recovery
Evaluation of parameter recovery of theta locations and estimated β0 and β1 values
reveals clear separation between circumplex and non-circumplex models. First, plotting the
estimated theta distributions for the circulant, quasi-circumplex clustered, and quasi-circumplex
censored models demonstrates the expected results for these models. In general, the results for
sample size are commensurate with the results for sample size observed for the global fit indices;
as sample size increases, the lower the variability in estimated theta locations and β0 and β1
values. Three notes regarding interpretation: first, the starting values for β0 and β1 values were .5
and .5 for circulant, clustered, and censored model conditions, meaning 50% of the variance in
common score was attributable to the general factor and 50% attributable to the circumplex;
second, the estimated theta locations for common score p01 are not shown as this is the referent
variable at θ = 0; third, the labels and points along the inside of the plotted circle represent the
population theta locations, and for the unidimensional and higher-order models, the circulant
population theta locations are shown.
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Circulant Model Parameter Recovery
The theta parameter distribution results for the circulant model (i.e., those with perfectly
evenly distributed common score variables around the circumplex) with 6 common scores and
sample size N = 200 is presented in Figure 23. These results demonstrate ability of the CSPM to
accurately estimate the theta locations. Even in the small sample size condition (N = 200), the
theta locations are accurately estimated as the distributions of the theta locations clearly
demonstrate central tendency around the generating population parameter. This is also reflected
in the means, confidence interval coverage, average bias, and MSE. The confidence interval
coverage for the N = 200, 6 common score variable, circulant conditions shows coverage ranges
from .925 to .947. Only one estimate (θV2) has an average bias > .1. Mean Squared Error (MSE)
was also low, even in this condition with a low sample size and low number of common scores.
This trend holds for the cosine and sine factor loadings, although coverage for some factor
loadings (e.g, sin(θV5), sin(θV6)) was low, for others it was extremely high (e.g., 100% coverage
for cos(θV4)). Average bias an MSE was also low for the cosine and sine factor loadings.
Further, even with sample size of only N = 200, the results are extremely positive for the β0 and
β1 estimates, with 94% confidence interval coverage, average bias at .1, and low MSE. Thus,
even with small sample sizes, parameter recovery for the circulant condition was high.
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Figure 20.
Frequency Distributions of Estimated Theta Locations for Simulation Iterations with N = 200, 6
Common Score Variables, Circulant Model.

44

As expected, the estimation accuracy for the circulant model improved as sample size in
the study condition increases. When the sample size was N = 500, the variability of the
estimated theta locations decreased, as shown by the narrower distributions for the estimated
theta locations in Figure 24. The results for this circulant model, 6 common score, N = 500
condition largely mirror the trends observed for the N = 200 condition with one exception: the
confidence interval coverage for the β0 and β1 estimates are slightly lower (.936) in comparison,
but coverage for these values is still high. Again, in comparison to the N = 200 condition, when
N = 500 coverage was higher, average bias was lower, and MSE was lower across all parameter
estimates.
This trend continued for the study condition with the largest sample size, N = 1000. In
comparison to the N =500 condition, the estimated theta locations variability was lower, and
much lower in comparison to the N = 200 condition. These trends are also reflected in the
confidence interval coverage was high for the estimated theta locations, sine and cosine factor
loadings, and β0 and β1 estimates. Further, the average bias was low for all parameter estimates,
with no average bias exceeding .01, and only two MSE values (θV3 and θV4) at or above .01. In
sum, for the circulant model, even with only 6 common score variables, the CSPM accurately
estimated the theta values, factor loadings, and β values. Futher, increases in sample size lead to
better parameter recovery.
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Figure 21.
Frequency Distributions of Estimated Theta Locations for Simulation Iterations with N = 500, 6
Common Score Variables, Circulant Model.
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Figure 22.
Frequency Distributions of Estimated Theta Locations for Simulation Iterations with N = 1000,
6 Common Score Variables, Circulant Model.

The effect of sample size for the 12 commons score models mirrored the results observed
for the 6 common score models; as sample size increases, the variability in the parameter
estimates decreases. Uniformly high confidence interval coverage and uniformly low average
bias and MSE across the difference sample size conditions for the 12 common score variable
condition again reflect CSPM estimation accuracy.
47

Holding constant the circulant model specification and sample size, comparing the results
for the 6 common score model and 12 common score model does not seem to indicate an effect
for the number of common score variables. That is, parameter recovery is consistently high
according to confidence interval coverage, average bias, and MSE for the estimated theta
locations, sine and cosine factor loadings, and β0 and β1 estimates across both the 6 common
score and 12 common score model conditions.
The same trends were observed in the 24 common score and 36 common score conditions
for the circulant model. Again, the effect of sample size is consistent throughout these
conditions, where higher sample sizes resulted in lower variability in theta parameter estimates
regardless of the number of common scores. Holding sample size and generating model
constant, the number of common scores did not result in higher rates of parameter recovery;
parameter recovery of the theta locations, the sine and cosine factor loadings, and β0 and β1
estimates were uniformly high with few values having an average bias or MSE above .01, and
high rates of confidence interval coverage.
Clustered Model Parameter Recovery
The clustered model refers to a quasi-circumplex where the distribution of the common
scores is uneven, with one quarter of common scores grouped on one side of the circumplex and
three-quarters grouped on the opposite side. The parameter recovery results for the clustered
models mirror the same trends observed for the circulant model, and parameter recovery in terms
of theta location estimates, sine and cosine factor loading estimates, and β0 and β1 estimates.
Theta parameter distributions results for the clustered conditions with 6 common scores are
shown in Figures 26, 27, and 28 for sample sizes N = 200, 500, and 1000, respectively.
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Again, an effect for sample size was observed where increases in sample size
corresponded to decreases in the variability of the distributions of the estimated theta locations.
An effect for the number of common score variables was not observed. Like the circulant
models, the results for parameter recovery were uniformly positive in terms of few values below
95% confidence interval coverage, few parameters with average bias and MSE > .01.
There was not an effect of the clustered distribution vice the circulant distribution. In one
minor point of deviation from the circulant model, the clustering of the theta distributions made
it difficult to distinguish them from one another in the figures. This was especially true for
models with a high number of common score variables (≥ 12), and especially when sample sizes
were lower (N ≤ 500). Importantly however, this overlap did not manifest as differences in
parameter recovery compared to the circulant model.
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Figure 23.
Frequency Distributions of Estimated Theta Locations for Simulation Iterations with N = 200, 6
Common Score Variables, Clustered Model.
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Figure 24.
Frequency Distributions of Estimated Theta Locations for Simulation Iterations with N = 500, 6
Common Score Variables, Clustered Model.
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Figure 25.
Frequency Distributions of Estimated Theta Locations for Simulation Iterations with N = 1000,
6 Common Score Variables, Clustered Model.

Censored Model Parameter Recovery
Another quasi-circumplex, the clustered model refers where another distribution of the
common scores in an uneven configuration, with common scores clustering at the poles of the
cosine (θ = 0, θ = π) and sine (θ = .5*π, θ = 1.5*π) factors. The parameter recovery results for
the censored model mirror the same trends observed for the circulant and clustered models.
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Parameter recovery in terms of confidence interval coverage, average bias, and MSE of the theta
location estimates, sine and cosine factor loading estimates, and β0 and β1 estimates suggests
these parameters were accurately estimated using the CSPM. These results are shown in Figure
29 through 31.
There was one aberration in the data for the censored model conditions with 12 common
score variables. Specifically, the parameter estimates for the p02 common score variable were
not estimated and did not match the corresponding population parameter. These values were all
estimated to be θ = 0 and were held as the referent variable; hence why these theta distribution
plots appear turned clockwise a few degrees, and coverage, average bias, and MSE values are
inflated. After careful review of the model specification, the theta location for this parameter
was specified appropriately. Simulation and testing were conducted across different devices
with different seeds which still produced the same aberrant results. Therefore, it is still unclear
why this parameter was estimated to be zero. Therefore, results for the 12 common score,
censored models will not be used when discussing the overall results.
In sum, regardless of the sample size, number of common score variables, the CSPM
accurately estimated the parameters of the circumplex structure. Further, this trend held true for
the circulant model, the quasi-circumplex clustered model, and the quasi-circumplex censored
model. The true common score theta angular location distribution around the circumplex did not
influence parameter recovery.
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Figure 26.
Frequency Distributions of Estimated Theta Locations for Simulation Iterations with N = 200, 6
Common Score Variables, Censored Model.
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Figure 27.
Frequency Distributions of Estimated Theta Locations for Simulation Iterations with N = 500, 6
Common Score Variables, Censored Model.
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Figure 28.
Frequency Distributions of Estimated Theta Locations for Simulation Iterations with N = 1000,
6 Common Score Variables, Censored Model.
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Unidimensional Model Parameter Recovery
The results for the non-circumplex models, starting with the unidimensional models,
provide additional interpretative context for the seemingly erroneous global fit indices observed
in the classification accuracy results section. The parameter recovery results for the
unidimensional models are shown in Figures 32 through 34. Results shown in this section
correspond to the unidimensional models with 6 manifest indicators corresponding to the
circumplex models with 6 common score variables.
First, the figures for the unidimensional models clearly show high variability in the theta
estimates, and for some models these theta estimates are nearly random. While the mean
estimated theta locations are sometimes close the circulant model’s population parameter,
confidence interval coverage is very low, and average bias and MSE are very high, indicating
very poor parameter recovery. The same is true for the factor loadings for the sine and cosine
factor loadings.
Parameter recovery β0 and β1 estimates is the key context to counter the results observed
in the classification accuracy section. Again, for a unidimensional model, the β0 should approach
one and the β1 should approach 0, indicating 100% of the variance is attributable to the general
factor and none of the variance is attributable to a circumplex structure. This trend is observed in
all unidimensional models simulated in the current study. Further, the confidence interval
coverage almost never overlapped with β0 = .5 and β1 = .5 values from the circulant model, only
when the number of common scores was low (6 and 12) and only for one sample size condition
(N = 200). Even in those conditions the confidence interval coverage was < 1%.
Inspection of the unidimensional models β0 and β1 also reveals effects for sample size
and the number of common scores. As sample size increases, the estimated β0 averages trended
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towards one, and the estimated β1 averages trended towards zero. Even in the worst-case
scenario, a unidimensional model with 6 common score variables and sample size N = 200, the
β0 value was .765 and the β1 value was .235, still strongly indicating a preponderance of the
variance was attributable to the general factor. For the models with 12 common scores, even
with only N = 200, the β0 value was .873 and the β1 value was .127. The models with 12
common scores and sample sizes ≥ 500 had average β0 values greater than .9 and average β1
values less than .1. The models with 24 common scores had average β0 values between .929 and
968, and models with 36 common scores had average β0 values ranging from .946 to 977. Thus,
as the number of common scores increases the β0 and β1 more accurately reflect the population
values.
In sum, the seemingly counterintuitive results from the classification accuracy results are
clarified by the additional context provided by the interpretation of the plotted theta location
estimates and the average estimated betas. That is, the plot of estimated theta locations is
unlikely to overlap with the population theta location from the circulant model, according to the
confidence interval coverage. Further the beta estimates are likely to reveal the presence of a
dominant general factor explaining the preponderance of the variance, even in studies with small
sample sizes and with only a few common score variables.
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Figure 29.
Frequency Distributions of Estimated Theta Locations for Simulation Iterations with N = 200, 6
Common Score Variables, Unidimensional Model.
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Figure 30.
Frequency Distributions of Estimated Theta Locations for Simulation Iterations with N = 500, 6
Common Score Variables, Unidimensional Model.

60

Figure 31.
Frequency Distributions of Estimated Theta Locations for Simulation Iterations with N = 1000,
6 Common Score Variables, Unidimensional Model.
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Higher-Order Model Parameter Recovery
The second group of non-circumplex models are the higher-order models with 3 lower
order factors and a general, second order factor. Here, like the results for the unidimensional
models, inspection of the plotted theta locations and inspection of the parameter recovery indices
measures clearly demonstrates these are not circumplex models. The theta distributions for the
higher-order models with 6 common scores are shown in Figures 35, 36, and 37.
First, inspection of the distributions of the estimated theta locations reveals clear central
tendency for all estimated theta locations at θ = 0 (0°), θ = 2.09 (120°), and θ = 4.19 (240°). All
models in the current study have greater than 3 common score indicators, so the plotted theta
distributions overlapped with each other at those three positions entirely. Again, sample size
reduced the variability of the estimated theta locations. Since the thetas did not deviate from
those three poles, the effect of an increased number of common scores simply meant more
opportunities for the estimated theta distributions to deviate from the circulant population
parameters.
Second, this clustering at these three poles is also reflected in low confidence interval
coverage, high average bias, and high MSE for all parameter estimates theta and sine and cosine
factor loadings. The only cases where deviations did not occur were when the circulant
population parameter coincidentally overlapped with one of these distributions, for example,
common score p03 in the 6 common score, higher-order, N = 1000 model in Figure 37. Further,
the β0 and β1 estimates clearly indicate these are not circulant models, with most of the variance
in responses attributable to a general factor and only about a third of variance attributable to the
circumplex structure. Only when the number of common scores was low did the β0 and β1
indicate a potential circumplex model, again, driven by the higher proportions of coincidental
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overlap between the three poles and the circulant population parameters. Even then, the bias in
the theta locations, sine factor loadings, and cosine factor loadings clearly indicates these are not
circumplex models.
In sum, when data are generated from a higher-order model and a circumplex models is
tested, the estimated theta locations cluster at poles corresponding to the positions of the
underlying first-order factors. Inspection of these plotted theta locations should clearly indicate
the presence of something not of circumplex structure, despite acceptable global model-data fit
according to CFI, TLI, and RMSEA.
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Figure 32.
Frequency Distributions of Estimated Theta Locations for Simulation Iterations with N = 200, 6
Common Score Variables, Higher-Order Model.
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Figure 33.
Frequency Distributions of Estimated Theta Locations for Simulation Iterations with N = 500, 6
Common Score Variables, Higher-Order Model.
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Figure 34.
Frequency Distributions of Estimated Theta Locations for Simulation Iterations with N = 1000,
6 Common Score Variables, Higher-Order Model.
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Establishing Global Fit Index Cut Scores
Supplemented with context from the parameter recovery results, the following section
now seeks to establish cutoffs for the various global fit indices included in the current study.
Specifically, the goal of this section is to determine cutoffs for “acceptable” and “good” fit
according to CFI, TLI, RMSEA, and SRMRu using Receiver Operating Characteristic (ROC)
curve analysis. Potential thresholds for “good” and “acceptable” fit were evaluated according to
the following criteria: those which maximize the true positive rate while minimizing the false
positive rate (i.e., maximization of the area under the curve [AUC]); thresholds which also have
low uncertainty represented by a narrow confidence intervals around the true positive and false
positive rates; thresholds which comport to previously established definitions of “acceptable” or
“good” according to the extant literature; and thresholds which still allow researchers to interpret
the parameters of the CSPM which would indicate whether the CSPM is an appropriate
representation of their data.
Note, in this section, a true positive represents the case where data were generated from a
circulant, clustered, or censored condition are accurately classified as comporting to circumplex
structure, and a false positive represents the case where data were generated from a
unidimensional or higher-order condition and are inaccurately classified as comporting to
circumplex structure. Therefore, only sample size and the number of common score variable
conditions are discussed in this section. The figures in this section focus on the 6 and 36
common score model results, showing the extremes of observed trends.
CFI Cut Scores
The following sections review the true positive and false positive rates for the full range
of potential CFI thresholds. For reference, the extant literature suggests CFI = .90 as an
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acceptable threshold, whereas .95 is the threshold indicating good fit (Hu & Bentler, 1999). This
section starts with the study conditions with sample size N = 200 and 6 common score variables.
As shown in Figure 38, the area under the curve is maximized at CFI = .958 for this study
condition. The traditional cutoff at .95 still produces a high true positive rate with very few false
positives. The lower traditional cutoff of .90 still produces a 100% true positive rate, but an
unacceptably high false positive rate at approximately 20% in this condition with a small sample
size of N = 200.
Figure 35.
CFI Receiver Operating Characteristic (ROC) Curve Analysis for Conditions with N = 200 and
6 Common Score Variables.
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Figures 39 and 40 show the ROC curve analyses for data generated under the 6 common
score conditions, but with N = 500 and N = 1000 sample sizes, respectively. These figures show
the AUC is maximized at CFI = .956 and .948, respectively. Unlike the smaller sample size
conditions, when N = 500 or N = 1000, the traditional cutoffs for acceptable fit at CFI = .90 and
good fit at CFI = .95 maintain 100% true positives and almost no false positives in either
condition.
Figure 36.
CFI Receiver Operating Characteristic (ROC) Curve Analysis for Conditions with N = 500 and
6 Common Score Variables
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Figure 37.
CFI Receiver Operating Characteristic (ROC) Curve Analysis for Conditions with N = 1000 and
6 Common Score Variables

For models with 12 common scores, the AUC is maximized at CFI = .952, .941, and
.949, for sample sizes N = 200, N = 500, and N = 1000, respectively. Again, the conventional
good and acceptable thresholds produce accurate true positive rate, but the traditional acceptable
threshold produces an unacceptably high false positive rate. With 12 common score variables,
however, even though the CFI may fail to reject a non-circumplex on its own, the parameter
recovery results clearly indicate data generated from unidimensional and higher-order factor
structures do not comport to the circumplex structure.
For models with 24 common score variables, the AUC is maximized at CFI = .972, .984,
and .984, for sample sizes N = 200, N = 500, and N = 1000, respectively. Again, the traditional
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acceptable and good thresholds produce a 100% true positive rate across the various sample
sizes, but unacceptably high false positive rates. Once again, the CFI on its own is insufficient to
distinguish between circumplex and non-circumplexes.
Contrast the results from Figures 38, 39, and 40 with those from Figures 41, 42, and 43
for the models with 36 common score variables. Again, in line with previous research, as the
number of common score variables increase, the true positive rates are extremely high if not
100% for both the traditional cutoff values .90 and .95, regardless of sample size. Unfortunately,
as the number of common score variables increase the false positive rate continually worsens
beyond what was already unacceptably high for models with just a few common score variables.
In fact, for models with 36 common score variables, AUC is maximized at CFI = .972, .984, and
.984, for sample sizes N = 200, N = 500, and N = 1000, respectively. This again demonstrates
the CFI on its own is insufficient to distinguish between circumplexes and non-circumplexes.
To summarize the CFI results across conditions, when the number of common scores was
low (6 common scores) and the sample size was medium (N = 500) or high (N = 1000), the
traditional CFI cutoffs (.90 = acceptable; .95 = good) accurately discriminated between
circumplex and non-circumplex models. In any other simulation condition, the CFI led to
unacceptably high false positive rates, and AUC was only maximized well above conventional
thresholds. Returning to the parameter recovery results, however, in models with 12, 24, or 36
common scores, the β0 and β1 clearly indicate these are not circumplexes. Thus, the CFI on its
own is insufficient to determine if the circumplex is an appropriate representation of the data. If
the CFI is above conventional thresholds, further inspection of the model parameters is
necessary, with special attention paid to the theta locations and the β0 and β1 values.
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Figure 38.
CFI Receiver Operating Characteristic (ROC) Curve Analysis for Conditions with N = 200 and
36 Common Score Variables
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Figure 39.
CFI Receiver Operating Characteristic (ROC) Curve Analysis for Conditions with N = 500 and
36 Common Score Variables
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Figure 40.
CFI Receiver Operating Characteristic (ROC) Curve Analysis for Conditions with N = 1000 and
36 Common Score Variables

TLI Cut Scores
The next section reviews the true positive and false positive rates for potential TLI
thresholds. Like the CFI, the traditional thresholds TLI = .90 as acceptable and .95 as good
thresholds are shown in the ROC curve analysis plots (Hu & Bentler, 1999). The results for the
6 common score models are shown in Figures 44, 45, and 46. These results show AUC
maximized at .930, .926, and .913, respectively. As shown in the figures, when the number of
common scores is low (6), the conventional cutoff values demonstrate acceptable true positive
rates and low false positive rates. Even with N = 200 sample size, the true positive rate is well
above 80% and the false positive rate below 5% at the .95 cutoff.
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Figure 41.
TLI Receiver Operating Characteristic (ROC) Curve Analysis for Conditions with N = 200 and 6
Common Score Variables.
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Figure 42.
TLI Receiver Operating Characteristic (ROC) Curve Analysis for Conditions with N = 500 and 6
Common Score Variables
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Figure 43.
TLI Receiver Operating Characteristic (ROC) Curve Analysis for Conditions with N = 1000 and
6 Common Score Variables
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This same trend with the 6 common score models holds for the models with 12 common
scores. Here, AUC is maximized at TLI = .942, .931, .937, for sample sizes N = 200, N = 500,
and N = 1000, respectively. Again, when the sample size is low (N = 200), the false positive rate
is unacceptable for the TLI = .90 threshold. However, when sample size is larger (N = 500 or
1000), the traditional cutoff for good fit produces a perfect true positive and false positive rate,
and the acceptable (TLI = .90) cutoff also has a low false positive rate.
As with the CFI, the TLI performs poorly with 24 common scores. AUC is maximized at
CFI = .969 when N = 200, .983 when N = 500, and .983 when N = 1000, well above the
traditional .95 cutoff, principally driven by unacceptable false positive rates across the sample
size conditions. Again, like the CFI, the TLI is insufficient on its own to discriminate between
circumplexes and non-circumplexes when 24 common score variables are present. This trend for
TLI continues as the number of common scores increases to 36 common score variables, where
the AUC is maximized at TLI = .969, .986, and .986, as shown in Figures 47, 48, and 59,
respectively. These values are again driven by the high false positive rates, even at the
traditional TLI = .95 cutoff for good fit.
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Figure 44.
TLI Receiver Operating Characteristic (ROC) Curve Analysis for Conditions with N = 200 and
36 Common Score Variables
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Figure 45.
TLI Receiver Operating Characteristic (ROC) Curve Analysis for Conditions with N = 500 and
36 Common Score Variables
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Figure 46.
TLI Receiver Operating Characteristic (ROC) Curve Analysis for Conditions with N = 1000 and
36 Common Score Variables

In sum, TLI breaks down at roughly the same number of common scores as the CFI.
When the number of common scores is low (6 or 12 in the current study), and with sufficient
sample size, the traditional .90 and .95 thresholds for acceptable and good fit achieve excellent,
sometimes perfect, true positive rates and acceptable false positive rates. However, when the
number of common scores is high (24 or 36), the false positive rate is very high. This
demonstrates the TLI alone is not sufficient to distinguish between circumplexes and noncircumplexes. When the number of common scores is high, and the TLI above an acceptable or
good threshold, deference should be given to the model parameters, especially the plotted theta
locations and the and β0 and β1 values.
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RMSEA Cut Scores
The results for RMSEA follow some of the same trends observed for CFI and TLI.
Specifically, there are few instances when the traditional thresholds for RMSEA accurate
distinguish between circumplexes and non-circumplexes. The traditional thresholds RMSEA =
.08 as acceptable and .05 as good fit are shown in the ROC curve analyses plots which follow
(Steiger, 1990; Browne and Cudeck, 1993). Starting with the results for the 6 common score
models shown in Figures 50 through 42, the AUC maximized at .067, .068, and .066,
respectively. Like CFI and TLI, when the number of common scores is low, and the sample size
is medium (N = 500) or high (N = 1000), using the traditional RMSEA thresholds produces
perfect true positive (100%) and false positive (0%) rates.
The results for the 12 common score models are similar. Here, AUC is maximized at
RMSEA = .048, .053, and .055, for models with sample sizes N = 200, N = 500, and N = 1000,
respectively. Again, these values are principally driven by high false positive rates. Again, as
the number of common scores increases, the RMSEA fails to distinguish between circumplexes
and non-circumplexes, even with low RMSEA threshold values. These trends for false positive
rates worsen as the number of common scores increases. For models with 24 common score
variables, the AUC is maximized at RMSEA = .027, .024, and .022, for models with sample
sizes N = 200, N = 500, and N = 1000, respectively. The results for the 36 common score models
are shown in Figures 53, 54, and 55. Here, the maximum AUC values are at RMSEA = .026,
.018, and .016. When the number of common scores is high, no reasonable value of RMSEA
prevents a high false positive rate. Again, like CFI and TLI, when the number of common scores
is high, deference should be given to the model parameters and plotted theta locations.
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Figure 47.
RMSEA Receiver Operating Characteristic (ROC) Curve Analysis for Conditions with N = 200
and 6 Common Score Variables.
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Figure 48.
RMSEA Receiver Operating Characteristic (ROC) Curve Analysis for Conditions with N = 500
and 6 Common Score Variables
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Figure 49.
RMSEA Receiver Operating Characteristic (ROC) Curve Analysis for Conditions with N = 1000
and 6 Common Score Variables
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Figure 50.
RMSEA Receiver Operating Characteristic (ROC) Curve Analysis for Conditions with N = 200
and 36 Common Score Variables
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Figure 51.
RMSEA Receiver Operating Characteristic (ROC) Curve Analysis for Conditions with N = 500
and 36 Common Score Variables
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Figure 52.
RMSEA Receiver Operating Characteristic (ROC) Curve Analysis for Conditions with N = 1000
and 36 Common Score Variables

SRMRu Cut Scores
The results for the SRMRu strongly contrast from those observed for CFI, TLI, and
RMSEA. The SRMRu was the only fit index which accurately contrasted between circumplex
and non-circumplex models on its own. Further, the conventional thresholds for fit according to
SRMRu, with .10 representing acceptable fit and .08 good fit, produced nearly perfectly accurate
true positive and false positive rates, regardless of sample size or number of common scores. In
further contrast with CFI, TLI, and RMSEA, the opposite effect was observed for the number of
common scores; as the number of common scores increases, the false positive rates declined.
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The true positive rates were nearly 100% for nearly all sample size and number of common score
conditions.
Starting with the SRMRu results for the 6 common score models shown in Figures 56
through 58, these results show AUC was maximized at SRMRu = .078, .068, and .065,
respectively. The results show the true positive rate was perfect (100%) for sample sizes N =
500 and N = 1000, and when the sample sizes where N = 200, the true positive rate was still
close to 100% using either the good (.08) or acceptable threshold (.10). The same is true for the
false positive rate, in that the false positive rate was either at or slightly above 0%. Thus, using
the traditional thresholds for SRMRu, with 6 common score variables the SRMRu did accurately
discriminate between circumplexes and non-circumplexes in isolation.
Figure 53.
SRMRu Receiver Operating Characteristic (ROC) Curve Analysis for Conditions with N = 200
and 6 Common Score Variables.

89

Figure 54.
SRMRu Receiver Operating Characteristic (ROC) Curve Analysis for Conditions with N = 500
and 6 Common Score Variables
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Figure 55.
SRMRu Receiver Operating Characteristic (ROC) Curve Analysis for Conditions with N = 1000
and 6 Common Score Variables
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As previously mentioned, as the number of common scores increases the false positive
rates declined, shifting higher the values for which an SRMRu maximized the AUC. The results
for the 12 common score models with sample sizes N = 200, N = 500, and N = 1000, AUC was
maximized at SRMRu = .120, .110, and .110, respectively. Note, however, given the high
discriminative power of the SRMRu, there are many values where the AUC could be maximized
as several thresholds resulted in a 100% true positive rate and 0% false positive rate. For
example, for models with sample size N = 1000 and 12 common score variables, any threshold >
.07 and < .15 resulted in perfect classification accuracy using SRMRu.
The positive results for SRMRu continued as the number of common score variables
increase. For models with 24 common score vairables, given the high true positive rates and the
low false positive rates, many thresholds result in the maximum possible AUC, with 100%
separation between the true positive rate and false positive rate. Only in the N = 200 condition
did the true positive rate dip below 100% for the threshold .08 indicating good fit. Still, values
ranging from .10 to .18 resulted in perfect classification accuracy, again, mostly driven by the
low false positive rate incidence. When the sample size was N = 500, AUC was maximized and
perfect at any threshold from > .06 to < .21. This effect was even stronger when the sample size
was N = 1000, where any threshold from approximately > .04 to approximately < .23 resulted in
perfect AUC.
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For models with 36 common score variables shown in Figures 59, 60, and 61, only when
the sample size is low (N = 200), the threshold for good fit (.08) resulted in a marginally less
than perfect true positive rate. The false positive rate, again, was only observed for high values
of SRMRu. Again, discussion of AUC, given the high classification accuracy of SRMRu, is
better expressed in terms of regions; when the sample size was N = 200, AUC was maximized
and perfect for any threshold ranging from .10 to .21. When the sample size was N = 500, the
AUC was maximized and perfect for any threshold value between approximately .06 and .24.
For sample size condition N = 1000, AUC was maximized and perfect for values ranging from
approximately .05 to .25. Thus, regardless of the sample size, with 36 common scores, the
traditional thresholds of .08 indicating good fit and .10 indicating acceptable fit would both result
in perfectly accurate classification of circumplexes and non-circumplexes.
To briefly summarize the results for the SRMRu, the traditional thresholds result in nearly
perfect classification accuracy across sample size and number of common score conditions.
Circumplex models were correctly classified as such nearly 100% of the time, as indicated by the
observed high true positive rates across study conditions. Only in the small sample size
condition (N = 200) was the true positive rate not at 100% for the good threshold (.08), but it was
still close to 100% and well above 80%. Further, only unreasonably high SRMRu thresholds
resulted in high false positive rates. Using either the traditional acceptable or good SRMRu
threshold, only a handful of unidimensional or higher-order models would have been classified
as a circumplex, and only when the number of common score variables was low (6). When the
number of common scores was 12, 24, or 36, not a single unidimensional or higher-order model
was misclassified as a circumplex. Thus, even in isolation of the parameter recovery results, the
SRMRu results in high classification accuracy rates.
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Figure 56.
SRMRu Receiver Operating Characteristic (ROC) Curve Analysis for Conditions with N = 200
and 36 Common Score Variables
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Figure 57.
SRMRu Receiver Operating Characteristic (ROC) Curve Analysis for Conditions with N = 500
and 36 Common Score Variables
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Figure 58.
SRMRu Receiver Operating Characteristic (ROC) Curve Analysis for Conditions with N = 1000
and 36 Common Score Variables

Summary of Global Fit Indices Cut Scores Results
The traditional thresholds for CFI, TLI, and RMSEA were insufficient, in isolation from
other results, to distinguish between circumplex and non-circumplex models. However, the
results for SRMRu suggest this fit index accurately reflects whether the CSPM is an appropriate
representation of sample data. In fact, this fit index was extremely robust regardless of sample
size and the number of common scores in the model, unlike the other global fit indices included
in the current study. Thus, strong deference should be given to the SRMRu when evaluating
model data fit, and traditional thresholds are well-suited to establishing model-data fit.
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CHAPTER FOUR:
DISCUSSION

As Browne (1992) noted, cursory inspection of global fit indices should not be used as
the sole criterion to determine if a circumplex is an appropriate representation of the sample data.
The results above demonstrate the classification accuracy of the CFI, TLI, and RMSEA, in
isolation, echo Browne’s warning. Looking only at the global fit index results for models
generated under the circulant, quasi-circumplex clustered distribution, or quasi-circumplex
censored distribution, one might assume these traditional thresholds would be well-suited to
establish model-data fit. Even conservative thresholds such as CFI = .95 or RMSEA = .08
resulted in very few iterations where circumplexes were misclassified. Stated another way, these
global fit indices still result in high true positive rates even with conservative thresholds.
Importantly, however, unidimensional and higher-order models, models which are not
circumplexes, were misclassified frequently. Only in a handful of conditions, mostly when the
number of common scores was low and sample size high, could the global fit indices accurately
dismiss these models as non-circumplexes. Further, deviating from the well-established and
commonly used traditional thresholds for good and acceptable fit would require absurdly high
thresholds (e.g., RMSEA = .02) to prevent this misclassification of non-circumplexes as
circumplexes. That is, no reasonable threshold for CFI, TLI, or RMSEA would prevent high
false positive rates.
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The exception was the results for the SRMRu. In nearly every simulation condition in the
current study, the results for the SRMRu suggest this global fit index accurately classified
circumplexes as circumplexes and non-circumplexes as non-circumplexes nearly 100% of the
time, regardless of sample size or the number of common scores. Both traditional good and
acceptable thresholds would serve researchers well in attempting to establish model-data fit
using the CSPM. The SRMRu performed so well entire ranges achieved perfect classification
accuracy according to AUC in certain study conditions, and the traditional good (.08) and
acceptable (.10) thresholds were always within this range. Thus, when evaluating if the
circumplex is an appropriate representation of sample data, the SRMRu should be given
considerable weight in comparison to other indices of model fit.
The source of this discrepancy between the SRMR and other fit indices is demonstrated
by other simulation research. Specifically, Hu and Bentler (1998) demonstrated the CFI, TLI,
and RMSEA tended to cluster in terms of high intercorrelations, whereas the SRMR did not.
They also demonstrated the SRMR was least like the other fit indices in that it was more
sensitive to model misspecification than other fit indices tested, consistent with the results of the
current study. Hu and Bentler’s (1998) simulation research misspecified models in terms of
factor covariances and factor loadings. They concluded the superior performance of the SRMR
was likely because the misspecified factor covariances would manifest as biased factor loadings
which the averaged squared residuals underlying the SRMR would be more likely to detect given
the greater frequency of biased parameter estimates obtained.
The effect observed by Hu and Bentler (1998) is also applicable when the CSPM is
applied to non-circumplex models, especially as the number of common scores increases. For
example, when the 6 common score model is applied to data generated under a higher order
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structure, only a few cosine factor loadings and sine factor loadings deviate wildly from the
expected circulant values. Put simply, the ratio of misspecified factor loadings to somewhat
correctly specified factor loadings is low. By contrast, a higher-order model with 36 common
scores clustered at only three points on the circumplex results in more opportunities for
parameter misspecification. Only three cosine and three sine factor loadings will correspond
closely to the expected circulant location, whereas 33 cosine and 33 sine factor loadings will be
wildly misspecified. Here, the ratio of misspecified factor loadings to somewhat correctly
specified factor loadings is high. Thus, the SRMR correctly rejects the CSPM since there are
more frequently misspecified factor loadings.
The global fit index results for the CSPM may also be explained by parallel research on
the bifactor model. Indeed, the bifactor model is like the CSPM as both models include a
general factor which in the bifactor model loads onto all manifest indicators as the CSPM
general factor loads on to all common score variables. Previous research has critiqued the
bifactor model for overfitting, especially in comparison to a higher-order model (Bornovalova, et
al., 2020). Like the bifactor, the CSPM may be overfitting the model by inappropriately
attributing variance to the general factor, resulting in higher CFI, TLI, and RMSEA values and
incorrect acceptance of the CSPM. Some research suggests these criticisms of the CSPM are
warranted (Rounds & Tracey, 1993). Additional simulation research investigating the presence
or the lack of a dominant general factor in the CSPM may help inform researchers who use either
the CSPM or bifactor model.
Combinatorial Rules and Best Practice Recommendations for Researchers
The results of the current study are described under known conditions; that is, the data
were generated to comport to either circumplex or non-circumplex structure. Therefore,
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combinatorial rules, like those from Hu & Bentler (1999), may aid researchers in determining if
the circumplex is an appropriate representation of their data when the underlying structure
cannot truly be known. The combinatorial rules mostly comport to three scenarios; when CFI,
TLI, RMSEA, and SRMRu all indicate acceptable model-data fit according to their respective
thresholds; when the CFI, TLI, RMSEA, and SRMR all do not indicate acceptable model-data
fit; when CFI, TLI, RMSEA indicate acceptable model data fit but SRMRu does not.
The first two scenarios are relatively straightforward. First, when these fit indices agree
and indicate the circumplex is an appropriate representation for the data, researchers should feel
comfortable interpreting the results for model parameters. Specifically, when CFI > .90, TLI >
.90, RMSEA < .08, and SRMRu < .10, there were no iterations in the current study which were
misclassified. In this scenario, more weight is given to the SRMRu, given the accuracy of this
index. The second scenario in which all fit indices reject the CSPM, specifically, when CFI <
.90, TLI < .90, RMSEA > .08, and SRMRu > .10. Here, researchers should feel confident their
data does not comport to circumplex structure.
In the third scenario, when CFI, TLI, RMSEA are in acceptable range, but SRMR is not,
deference should, again, be given to the SRMRu as this fit index accurately distinguishes
between circumplex and non-circumplex models under a variety of sample size and number of
common score conditions. This scenario is likely when the underlying structure does not
comport to circumplex structure, as was observed for samples generated using unidimensional or
higher-order models. Also, in this scenario, researchers should plot the estimated theta locations,
as these will likely not comport to the expected distribution of circulant theta locations. If a
unidimensional structure is present, the theta distributions will be seemingly random. If the
underlying structure is from a higher order model, estimated theta locations are expected to
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cluster and overlap with one another, corresponding to the number of first order factors. In the
current study, estimated thetas overlapped with one another at three poles, corresponding to the
three first-order factors underlying the data. Plotting the estimated theta locations is essential for
establishing the presence of the circumplex.
Also, in this scenario where the global fit indices are discrepant, researchers should also
pay careful attention to the estimated β0 and β1 values. Even in study conditions where the CFI,
TLI, and RMSEA indicated a circumplex as an appropriate representation for the data, high β0
values indicated the preponderance of the variance was explained by a general factor, and little
variance was explained by a circumplex structure (i.e., comparatively lower β1 values). The only
condition in which the estimated β0 and β1 values did not clearly indicate a circumplex model
should be rejected for a non-circumplex model was the simulation condition with 6 common
score variables, and N = 200 sample size, generated using the higher order model. The
estimated β0 and β1 values did, however, demonstrate the preponderance of the variance was
attributable to a general factor in the 6 common score, higher-order generating model when the
sample size was either N = 500 or N = 1000. Thus, researchers should avoid small sample sizes
when testing the circumplex, especially when the proposed number of common scores is low.
Although most of the discussion thus far has focused on the comparison of the
circumplexes to non-circumplexes, comparison of the circulant, quasi-circumplex clustered, and
quasi-circumplex censored conditions is also warranted. In general, the circulant, clustered, and
censored models did not differ much in terms of fit. These differences were also not driven by
sample size or the number of common scores. When the sample size was higher, the circulant,
clustered, and censored models were all more likely to have higher CFI and TLI values, and
lower RMSEA and SRMR values indicating good fit. The number of common scores did not
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make considerable differences in the CFI, TLI, RMSEA, or SRMRu values for these models
either. The results of the censored model, which, again, were generated with theta values
representing a distribution likely to be found in real-world data, were extremely similar,
sometimes identical to the fit results for the circulant models. These results, along with the
results for the censored model, demonstrate the distribution of the theta locations is not a barrier
to researchers evaluating the circumplex. Using the combinatorial rules above, researchers
should feel confident in the estimated theta locations for the common score variables underlying
their data.
Practitioner Implications
This has important implications for researchers seeking to correct or purify their results to
better comport to a circulant structure with an even distribution of common score variables
around the circumplex. This may be especially relevant to researchers developing tests based on
the circumplex where evaluating relationships between common scores traits is comparatively
less important than interpreting individual profiles. In interpreting profiles, it is not particularly
valuable to the individual if there are many common scores clustered within a given arc which
are descriptive of other test taker’s standing on the circumplex, but few common scores close to
their own profile. A test developer focusing on profile interpretation may want to prune item
content from an arc of the circumplex replete with item content. The removal of item content
makes space for new item content which could potentially occupy other, deficient arcs around
the circumplex. Theoretically, a test with an even distribution of common score variables
maximizes the interpretive utility of the test for a given user. Since the CSPM functions mostly
the same regardless of theta distribution, the current study demonstrates an iterative process
focusing on shaping item content to fit a circulant distribution around the circumplex is possible.
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There are practical implications of the CSPM beyond test development as test
interpretation may also benefit from these results. Specifically, this research shows theta
estimates are consistent enough to provide for accurate plotting of individual results. For
example, a researcher in a clinical setting may seek a tool for showing changes in individual
affect over time. Suppose the researcher is conducting research on exposure therapy and
changes in affect resulting from exposure over time. Plotting circumplex time series data could
be useful here. A circumplex model of affect may show heightened positive affect or
engagement at the start of the experiment consistent with Hawthorne effects. As the participant
settles into the research, changes in the amplitude and theta location of the individual can show
the researcher when best to administer the exposure to maximize the affective response and best
guide the participant through controlling their emotional response.
Another practical application could help researchers in classification decisions based on
measures of vocational interest. Take for example, assessments of vocational interest in military
domains. Here, selection decisions are based on qualifications established by statute, but if the
enlistee/commissionee is minimally qualified, military occupancy specialty (MOS) classification
is typically dependent on individual choice. New enlistees/commissionees typically have a basic
understanding of job requirements and tasks but are largely unfamiliar with these requirements
and tasks in the context of Military environments. Previous research has suggested this potential
for person-job misfit is a driving factor in military attrition, increased training cost, and reduced
perceptions of fairness (Johnson, Romaya, Barron, 2020). Using the CSPM, service-specific
assessments of vocational interest and incumbent ratings may help establish “regions of
significance” where new enlistees can learn about their best MOS matches. Essentially, an
individual could see their plotted location on the circumplex and jobs which best match their
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profile. Since the CSPM provides accurate estimation of circumplex profiles, new
enlistees/commissionees can be confident their military- and service-specific vocational choices
will match their interests, which may have implications for training costs and attrition.
Application of the CSPM to already established military assessments of vocational interest could
maximize these classification decisions.
Limitations and Future Directions
As with all Monte Carlo simulation studies, the current study was limited by the choice of
study conditions. First, the comparison non-circumplex models were limited to a unidimensional
and higher-order model with high factor loadings, and the higher-order model also had high
factor loadings between the first order and second order factors. While these values were chosen
to be representative of realistic conditions, it is not clear how the factor loadings for the noncircumplex models affect the sensitivity of the global fit indices used when testing the
circumplex. Similarly, all factor loadings in the current study were held constant to avoid Monte
Carlo bias as specific hypotheses or research questions regarding the factor loadings were not
considered. Future research should investigate if the strength of the unidimensional and higherorder factor loadings influences fit by varying the strength of factor loadings in non-circumplex
models.
Also, the choice of the number of first order factors in the higher-order model was
somewhat arbitrary, with three first order factors. It may be difficult to distinguish, for example,
between a circulant model with 6 common scores and a higher-order model with 6 first-order
factors as the resulting estimated theta locations would be evenly distributed around the
circumference of a circular model. Therefore, future simulation research should establish if a
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higher-order factor model with the same number of first order factors as the circumplex model
tested would demonstrate the same misfit and false positive rates observed in the current study.
Another limitation of the current study was the choice of the scaling factor values. The
values in the current study were based on estimates from empirical data but there are
discrepancies in how the circumplex is used with implications for reliability of the indicators.
Specifically, some circumplex users model the circumplex based on measures of scale- or testlevel data (e.g, vocational interest) whereas others use item-level data (e.g., interpersonal
behavior). The implication is that scale-level users with multiple indicators of a common score
variable should have more reliable assessment of that common score variable than item-level
users who are dependent on the reliability of a single indicator. We tried to model this
discrepancy by varying the number of common scores such that scale-level users would only be
modeling a few number of common scores at the scale level (e.g., 6 or 12 common scores),
whereas item-level circumplex users would model a higher number of common scores (e.g., 24
to 36 common scores). We avoided varying the scaling factors for these conditions to avoid
Monte Carlo bias, but future circumplex research may seek to address this. Specifically, it would
be fruitful to vary both the number of common score variables and the scaling factor values to
better reflect real-world application of the circumplex to both item- and scale-level data.
Another limitation imposed by the avoidance of Monte Carlo bias is that since all scaling
factors are set to be equal across all common scores, it is not clear what happens when a test
hypothesized to adhere to a circumplex structure deviates from it. Stated another way, this
research does not describe what happens when the preponderance of variance attributable to a
test is only unique and not attributable to either circumplex or general factor variance. For
example, this might be expected when a test of an unrelated domain, such as cognitive ability, is
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include in a circumplex of vocational interest. This unrelated test may pollute tests of the
circumplex, making the structure inestimable. Unfortunately, these deviant tests may not appear
so in simple tests of circumplex structure such as visual inspection of an ordered correlation
matrix. Future research should artificially manipulate this explicitly to evaluate the robustness of
the CSPM to gross violations of convergent validity.
More research is also needed to evaluate the functioning of the CSPM between groups.
Specifically, an evaluation of the CSPM’s sensitivity to measurement invariance is warranted.
Measurement invariance could be established by establish a series of constraints on the model
parameters between the two groups, like the process outlined by Nagy et al. (2009). Although
there is not a perfectly equivalent test of configural invariance, a CSPM measurement invariance
study might first seek to establish equivalence of the β0 and β1 values. A test of metric
invariance would constrain the estimated theta locations, cosine factor loadings, and sine factor
loadings between the two groups. Scalar invariance tests would constraint the scaling factor
loadings to be equal. The strict invariance test, like other modeling techniques, would constrain
the unique variances to be equal. Future simulation research should vary these parameters
between groups to establish the sensitivity of the CSPM to violations of measurement invariance.
Conclusion
The strength of this study is that it is, to our knowledge, the first research which
examined the circumplex with data generated under known circumplex and non-circumplex
conditions. Our findings regarding the circumplex applied to circulant, censored, and clustered
distributions is consistent with previous research; traditional indices of model-fit according to
CFI, TLI, RMSEA, and SRMRu are appropriate and do detect the circumplex when present. The
major contribution of this research, however, is when the circumplex is applied to data which
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does not comport to circumplex structure. In this case, the CFI, TLI, and RMSEA produced
unacceptably high false positive rates, meaning when data does not comport to the circumplex, it
is likely to be mislabeled based on this information alone. The SRMRu in contrast, provides
researchers with an excellent early indicator of this misattribution. Further, the estimated theta
locations, cosine factor loadings, sine factor loadings, β0 values, and β1 values revealed when the
CSPM is not an appropriate representation of the sample data. The examples from the results
and the combinatorial rules based on these results can help prevent misattribution of circumplex
structure when it is not warranted.
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