Let K be a finite abelian group and let exp(K) denote the least common multiple of the orders of the elements of K. A BH(K, h) matrix is a K-invariant |K| × |K| matrix H whose entries are complex hth roots of unity such that HH * = |K|I, where H * denotes the complex conjugate transpose of H, and I is the identity matrix of order |K|. Let ν p (x) denote the p-adic valuation of the integer x. Using bilinear forms on K, we show that a BH(K, h) exists whenever
group invariant Butson Hadamard matrices. We further remark that the condition n ≡ 2 (mod 4) is missing in the statement of the theorem in Backelin's paper, but is necessary for his construction to work. In fact, for instance, it can be shown [9] that BH(Z 2p 2 , 2p) matrices do not exist for any odd prime p. The special case n = p 2 of Result 1.2 was rediscovered in [7] .
The main purpose of this paper is to provide a vast generalization and strengthening of Result 1.2. In fact, it turns out that any nondegenerate symmetric bilinear form on a finite abelian group can be used to construct group invariant Butson Hadamard matrices. Within our construction, given an abelian group G, there is ample freedom to choose "ingredients" (the bilinear form, a suitable subgroup of G, and a system of coset representatives).
There is a well developed theory of bilinear forms on finite abelian groups, see [10, 17, 18] . It is shown in these papers that, contrary to the case of bilinear forms over finite fields, in general there is quite a number of inequivalent nondegenerate symmetric bilinear forms on a finite abelian group. As any of these bilinear forms can be used in our construction, this theory turns out to be relevant for the existence of Butson Hadamard matrices and sheds light on the above mentioned flexibility of ingredients. We will not discuss the theory of bilinear forms on finite abelian groups in this paper though, and just focus on proving the correctness of our construction.
Finally, we will show that the conditions which are sufficient for our construction of BH(G, h) matrices to work are also necessary for the existence of these matrices in the case where G is cyclic of prime power order. The proof is an application of the field descent method developed in [13] . We remark that the field descent method relies on the fact that algebraic integers in a cyclotomic field F whose squared modulus is an integer often are contained in proper subfields of F , which are, in fact, are also cyclotomic fields. This method was introduced in [13] and has, for instance, been used to obtain progress on the Circulant Hadamard Matrix Conjecture [13, 14] and Lander's Conjecture [8] .
The Construction
For a finite abelian group G, we denote the least common multiple of the orders of the elements of G by exp(G). For a positive integer t, write ζ t = exp(2πi/t). As before, we denote the cyclic group of order t by Z t and identify Z t with {0, . . . , t − 1}, the group operation being addition modulo t.
Let G be a finite abelian group and let e be a positive integer. We say that a map f : G × G → Z e is a bilinear form if
and
If f (g, h) = 0, then g and h are said to be orthogonal. We say that f is nondegenerate if there is no g ∈ G \ {0} such that f (g, h) = 0 for all h ∈ G.
We will use the following conventions. For an abelian group G and g ∈ G, we say that h ∈ G is a square root of g if g = 2h and we write h = g/2. Note that square roots are not unique in general; for our purposes, g/2 denotes any square root of g. In fact, the construction in Theorem 2.1 works no matter which square roots are chosen.
Let L be an elementary abelian group of order 2 2a+b where b ∈ {0, 1}
and write c = 2a + b. We identify L with {(g 1 , . . . , g c ) : g 1 , . . . , g c ∈ {0, 1}}, the group operation being componentwise addition modulo 2. For
. . , g a ) and G 2 = (g a+1 , . . . , g 2a ). Similarly, define X 1 and X 2 for x = (x 1 , . . . , x c ) ∈ L. For x, y ∈ {0, 1} a , write
Note that in this sum we use the addition of integers, not addition modulo 2. For instance, if x = y = (1, 1), then xy T is the integer 2.
(2) {sl1} {sl1}
If G 1 = (0, . . . , 0), then the last sum in (2) vanishes and if G 2 = (0, . . . , 0), then the second last sum in (2) vanishes. If g c = 0, then g c = 1 and
In summary, we have
whenever g = 0. If b = 0, then (3) also holds and is proved in a similar way.
Theorem 2.1. Let K = G×L be a finite abelian group, where either L = {0} or L is an elementary abelian 2-group. Write e = exp(G). Let U be a subgroup of G such that every element of U has a square root in G. Suppose that f : G × G → Z e is bilinear, symmetric, and nondegenerate, and that no element of G \ U is orthogonal to all elements of U. Let R ⊂ G be a complete system of coset representatives of U in G with 0 ∈ R. For every x ∈ K, there are unique x 1 ∈ U, x 2 ∈ R, and x 3 ∈ L with x = x 1 + x 2 + x 3 . Let β be any integer coprime to |G|. Define a matrix H = (H y,x ) y,x∈K by
Then H is a BH(K, e 1 ) matrix, where
Proof. We first make a remark on the assumption that every element of U has a square root in G, as it will not be mentioned again in the proof. This assumption is necessary for the right hand side of (4) to be properly defined (note that (x − y) 1 /2 must exist for all x, y ∈ K).
From the definition, it is clear that H is G-invariant. Fix any y ∈ K. For every x ∈ K, there is a unique u(x 2 ) ∈ U with
Note that u(x 2 ) depends on y, but we do not indicate this dependence, as we consider y as fixed. We have
by (5), as
By (4), (5), and (6), we have
Note that the (0, y) entry of HH * is
Substituting (8) into the last expression and using the bilinearity of f , we get
From now on, we assume A(y) = 0. Our goal is to show that this implies
= 0 and thus y 3 = 0 by (3) . Hence the first sum in the expression for A(y) is equal to |L| and
we conclude V (x 2 ) = 0. So we see that V (x 2 ) is only nonzero if
for all x 1 ∈ U. As no element of G \ U is orthogonal to all elements of U by assumption, this implies y 1 + βy 2 + (1 − β)u(x 2 ) ∈ U and thus y 2 ∈ U, as y 1 , u(x 2 ) ∈ U and β is coprime to |G|. This implies y 2 = 0, as y 2 ∈ R ∩ U and R ∩ U = {0}. Hence we have y 2 = 0 whenever V (x 2 ) = 0. As A(y) = 0 by assumption, we have V (x 2 ) = 0 for at least one x 2 and thus
for all x 2 ∈ R by (7). Combining (10), (11) , and (12), we get
and A(y) = η|L||U|
Hence W (y) :
Now suppose that there is z 2 ∈ R such that f (y 1 , z 2 ) = 0. Note that the map R → R, x 2 → (x 2 + z 2 ) 2 is a bijection, as the elements of R represent each coset of U in G exactly once. Moreover, for any r, s ∈ R, we have
As ζ βf (y 1 ,z 2 ) e = 1, we conclude W (y) = 0, a contradiction. Hence we have f (y 1 , x 2 ) = 0 for all x 2 ∈ R. This, together with (13), implies f (y 1 , x) = f (y 1 , x 1 + x 2 ) = f (y 1 , x 1 ) + f (y 1 , x 2 ) = 0 for all x ∈ G. Thus y 1 = 0, as f is nondegenerate. So we have y 3 = 0, y 2 = 0, and y 1 = 0, that is, y = 0, as desired.
In summary, we have shown that the (0, y) entry of HH * is only nonzero if y = 0. As H is K-invariant, this shows that the (x, y) entry of HH * is only nonzero if x = y. Hence HH * = |K|I, where I is the identity matrix of order |K|.
It remains to prove that the entries of H are e 1 th roots of unity, where e 1 is defined in the statement of the theorem. Recall that
where
. Write k = exp(U). As kx = 0 for all x ∈ U, we have kf (x, y) = f (kx, y) = f (y, kx) = 0 for all x ∈ U and y ∈ G by the bilinearity of f . As (x − y) 1 ∈ U for all x, y ∈ G, this shows that
for all x, y ∈ K. If L = {0}, then e 1 = k and H y,x = W y,x and thus H e 1 y,x = 1 for all x, y ∈ K by (16) 
2a . Bent functions exist in abundance, see [11, 12] , for instance. Let F : (Z 2 ) 2a → Z 2 be any bent function and set
Then (4), with s L defined by (17) , still is a BH(K, e 1 ) matrix. We omit the proof here, which is a straightforward extension of the proof of Theorem 2.1.
For a prime p and an integer t, let ν p (t) denote the p-adic valuation of t, that is, p νp(t) is the largest power of p dividing t. For groups K and W , we
Corollary 2.3. Let K be a finite abelian group and let h be a positive integer such that
Then there exists a BH(K, h) matrix. ) primes and a 1 , . . . , a s are positive integers. Note that p a i i = 2 for all i, as G has no direct factor Z 2 . Furthermore, |L| > 1 if and only if K has a direct factor Z 2 . We identify G with
where the group operation is componentwise addition, the ith component being taken modulo p a i i . Let U be the subgroup of G given by
Write e = exp(G) and define a map f :
It is straightforward to verify that f is bilinear and symmetric. Let g = (g 1 , . . . , g s ) be any nonzero element of G. Then g i = 0 for some i. Let t be the element of G with t i = 1 and t j = 0 for all j = i. Then f (g, t) = e p a i i
). This shows that f is nondegenerate. Suppose that g = (g 1 , . . . , g s ) an element which orthogonal to all elements of U. Let i be arbitrary and let s be the element of U with s i = p ⌊a i /2⌋ i and s j = 0 for all j = i. Then
and thus g i ≡ 0 ( mod p
). This implies g ∈ U. Hence there is no element of G \ U which is orthogonal to all elements of U.
Next, we show that every element u = (u 1 , . . . , u s ) of U has a square root in G. If p i = 2, then a i ≥ 2, as we are assuming p . In summary, we have u = 2y, i.e., y is a square root of u.
We have shown that all assumptions of Theorem 2.1 are satisfied. Hence there exists a BH(K, e 1 ) matrix, where e 1 is defined in Theorem 2.1. In view of Remark 1.1, it suffices to show h ≡ 0 (mod e 1 ).
(20) {main_constr3} {main_constr3}
Note that exp(U) = lcm p
and h ≡ 0 mod p
by (18) . Hence
If L = {0}, then e 1 = exp(U) and (20) 
Necessary Conditions
From now on, we use the language of group ring equations to study group invariant Butson Hadamard matrices and write groups multiplicatively. Let G be a finite abelian group, let R be a ring and let R[G] denote the group ring of G over R. The elements of R[G] have the form X = g∈G a g g with a g ∈ R.
The a g 's are called the coefficients of X. Two elements X = g∈G a g g and
are equal if and only if a g = b g for all g ∈ G. A subset S of G is identified with the group ring element g∈S g. For the identity element 1 G of G and λ ∈ R, we write λ for the group ring element λ1 G . For
, we write
where a g denotes the complex conjugate of a g .
The group of complex characters of G is denoted byĜ. The trivial character χ 0 is defined by χ 0 (g) = 1 for all g ∈ G. For D = g∈G a g g ∈ R[G] and χ ∈Ĝ, write χ(D) = g∈G a g χ(g). The following is a standard result and a proof can be found [2, Ch. VI, Lem. 3.5], for instance. 
Lemma 3.2. Let p be a prime and let m be a positive integer not divisible by p. Write ζ = ζ p if p is odd and
Proof. In this proof, we use basic algebraic number theory as covered in [5] , for instance.
where k = ϕ(m)/ord m (p) and the p i 's are distinct prime ideals. Furthermore,
and the q i 's are prime ideals of Z[ζ m ]. Note that X ≡ 0 (mod p i ) for all i, as X ≡ 0 (mod 1 − ζ) by assumption. Since X ∈ Z[ζ m ], this implies X ≡ 0 (mod q i ) for all i and hence X ≡ 0 (mod p). Lemma 3.3. Let G be a finite abelian group, let h be a positive integer, and let a g , g ∈ G, be elements of {ζ
Then H is a BH(G, h) matrix if and only if
Moreover, (23) holds if and only if
On the other hand, the inner product of row x + g and row x of H is
Hence (23) holds if and only if any two distinct rows of H have inner product 0, that is, if and only if H is a BH(G, h) matrix. Finally, the equivalence of (23) and (24) follows from Result 3.1. with
of order dividing p − 1, and an integer j such that either
p if p is odd, and t is a primitive element modulo p. 
We first assume p = 2. In this case, h is odd and we have χ(D) ∈ Z[ζ 4h ] by (26). If a = 1, it is easy to show that h is divisible by 4. Hence we can assume a ≥ 2. Write D = 2 a−2 −1 i=0
As χ(D) ∈ Z[ζ 4h ] and {1, ζ 2 a , . . . , ζ As {1, ζ 4 } is linearly independent over Q(ζ h ), this implies −AB +BĀ = 0 and AĀ + BB = 2 a . As h is odd, we have |A|, |B| < 2 and thus AĀ + BB < 8. We have Re(η) = cos(2πic/h) and Re(γ) = cos(2πid/h) and thus Re(η) = −Re(γ) implies 2πd/h = ±2πc/h + kπ where k is an odd integer. This is only possible if h is even. The proof is complete for p = 2. Now assume that p is odd. We rewrite D in the form
where the a i,j 's are integers with 0 ≤ a i,j ≤ p − 1. Note that
As {1, ζ p a , . . . , ζ where b j = a 0,j . This implies |χ(D)| < p and thus a = 1 by (25). In particular, g has order p and we have
According to (26), it suffices the consider the following two cases.
p and note that
since η = 1 and the order of η divides p − 1. We conclude
By Lemma 3.2, this implies = −1 and thus h ≡ 0 (mod 4). This shows that (31) is necessary in the case a = 1. As h is even, condition (31) is also necessary in the case a = 2. Now suppose a ∈ {3, 4}. To prove the necessity of (31), it suffices to show that ν 2 (h) = 1 is impossible. Thus assume ν 2 (h) = 1. Similar to the case p = 2 in the proof 
