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Введение. Объемы цифровых данных, 
которые необходимо хранить, ежедневно ра-
стут с большой скоростью. Существующие тех-
нологии хранения данных уже в полной мере 
не удовлетворяют запросам потребителей 
и нуждаются не только в модернизации, но 
и в разработке принципиально новых подхо-
дов для обеспечения большей эффективности. 
Сегодня их разработка является одной из акту-
альных задач ИТ.
Системы хранения данных от компаний 
IBM, HP, NetApp решают эту проблему через 
механизм сжатия данных в процессе записи. 
Такую возможность предоставляют и некото-
рые современные файловые системы (NTFS, 
Btrfs, ZFS), которые поддерживаются в различ-
ных операционных системах [1, 2].
При оценке эффективности работы сжа-
тия, записи и чтения данных учитываются ха-
рактеристики центрального процессора и вре-
мя доступа к диску. Поэтому для обеспечения 
заданного уровня качества обслуживания QoS 
(скорость/время доступа), степеней сжатия 
и других характеристик приходится применять 
различные алгоритмы хранения и сжатия дан-
ных в файловой системе и системах хранения 
данных.
В работе выполняется анализ эффектив-
ности скоростных характеристик процесса сжа-
тия данных и предлагаются пути решения по 
оптимизации работы алгоритмов сжатия в ре-
жиме реального времени. 
Основная часть. Рассмотрим возможно-
сти оптимизации работы файловой системы 
Btrfs ядра Linux в части сжатия данных. Фай-
ловая система Btrfs, аналогично другим, мо-
жет сжимать данные в буфере во время запи-
си информации на диск либо пережимать их 
после записи. В последнем случае появляется 
вероятность возникновения ошибки вида false 
negative (не сжимать сжимаемое) [3]. Степень 
и алгоритм сжатия файла зависит от структу-
ры данных: конфигурационные файлы — лег-
ко сжимаемы, в отличие от медиа данных, 
которые не поддаются дальнейшему сжатию 
lossless алгоритмами без потерь [4]. Поэтому 
для дальнейшего исследования предлагается 
разделить данные на две категории: «легко 
сжимаемые» (например, нули) и «трудно сжи-
маемые» (например, шифрованные или уже 
сжатые файлы).
Любые данные перед сжатием разби-
ваются на блоки 8–128 килобайт, чтобы при 
обращении к байту в пределах сжатой части 
данных, распаковывать не весь файл, а толь-
ко соответствующий контейнер. Такой подход 
ограничивает объемы данных, которые пода-
ются на вход алгоритма сжатия для обработ-
ки. Несжимаемые данные, будут записаны на 
диск «как есть», а сжимаемые — в сжатом кон-
тейнере.
Файловая система Btrfs использует следу-
ющие библиотеки сжатия: ZLIB, LZOX1, ZSTD [5]. 
Каждая из этих библиотек применяет различные 
алгоритмы сжатия и требует разное количество 
времени на выполнение. Учитывая тот факт, что 
сжатие происходит непосредственно при записи, 
время, которое потратит алгоритм, играет суще-
ственную роль, так как увеличивается время от-
клика операционной системы при записи данных 
на диск. Алгоритмы сжатия не гарантируют опре-
деленную скорость сжатия, и как следствие — 
нагрузка на центральный процессор изменяется 
в зависимости от характера входных данных. Эти 
алгоритмы меняют свое поведение в зависимо-
сти от ключа, определяющего «насколько сильно 
стараться сжать данные». В работе предлагает-
ся абстрагироваться от конкретного алгоритма 
сжатия и анализировать структуру сжимаемых 
файлов с целью оптимизации запуска алгоритма 
сжатия путем определения возможности сжатия 
данных. 
Эффективность скоростных характери-
стик сжатия данных анализируется на примере 
двух файлов размером 1 мегабайт: один файл 
заполнен нулями, другой — случайными чис-
лами. Характеристики исследуемых файлов 
представлены в таблице 1. Сжатие данных вы-
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полняется в формате контейнера для архивов 
Xz, использующего алгоритм сжатия LZMA2. 
Уровень сжатия позволяет снизить размер дан-
ных, но время архивации может значительно 
увеличиваться. 
На основе анализа времени сжатия фай-
лов, можно сделать вывод, что попытки сжа-
тия заведомо несжимаемых данных (категория 
«трудно сжимаемых») требует в 14 (~700/50) 
раз больше вычислительных ресурсов компью-
тера. Это позволило сформулировать задачу 
оптимизации алгоритма сжатия: по исходным 
данным определить, стоит ли их сжимать, еще 
до начала запуска процесса сжатия. При этом, 
для достижения эффекта необходимо, чтобы 
механизм определения возможности сжатия 
данных работал значительно быстрее, чем сам 
алгоритм сжатия.
Для файловой системы Btrfs предложен 
и реализован алгоритм быстрого определения 
сжимаемости данных, который включает сле-
дующие шаги:
1. Сэмплирование (выборка) входного 
потока данных. Метод удобен для профилиро-
вания на наборах данных и не требует затрат 
времени. Выбираются данные блоками разме-
ром 16 байт с интервалом 256 байт.
2. Проверка на повторяющийся паттерн 
для гарантированного сжатия.
3. Подсчет количества типов символов, 
который позволит заранее определить струк-
туру данных — относится она к разряду легко 
сжимаемых или требующих дополнительного 
анализа.
4. Подсчет количества символов состав-
ляющих основную массу (90 %) объема входных 
данных — определение распределения типов 
байтов по гистограмме. Если распределение не 
является близким к непрерывному равномер-
ному распределению, а ближе к нормальному, 
то данные с большой вероятностью сжимаемы.
5. В случае, если данные сложно отне-
сти к обоим типам распределения, требует-
ся дополнительный анализ — подсчет уровня 
энтропии по Шеннону (расчет количества бит, 
необходимый для кодирования входной после-
довательности).
Предложенный алгоритм многоуровне-
вый. Основное его назначение — выдать ответ 
с допустимой точностью и как можно быстрее, 
необходимо ли сжимать данные.
Рассмотрим применение алгоритма на 
примере входного массива байт размером 
до 128 килобайт. Обрабатывать их целиком 
трудозатратно, поэтому применяем выборку 
методом Systematic sampling (систематиче-
ская выборка), т. к. он предсказуем, удобен 
для профилирования на наборах данных и не 
требует дополнительных вычислений (затрат 
времени) при реализации [6]. Выбираем бло-
ки данных с интервалом 256 байт, размером 
16 байт (131 072 / 256 = 512 блоков, 512 × 16 = 
8192 байт выборки).
Объем выборки для работы алгоритма 
по входным данным определяется следующим 
образом. Желательно, чтобы каждый элемент 
поля встречался хотя бы 5 раз. В случае с несжи-
маемыми данными на входе — типы байтов бу-
дут равномерно распределены. Определяется 
размер сэмпла: 256 × 5 — 1280 байт.
Для работы других алгоритмов, в частно-
сти энтропии Шеннона, используется массив 
счетчиков. В качестве базового блока использу-
ется байт — это 28 = 256 вариантов набора бит. 
Этот массив будет отображением конечного 
поля Галуа с порядком 256.
Если взять выборку данных, то даже при 
минимальных вычислительных ресурсах можно 
быстро проверить состоит ли счетчик из одина-
ковых байтов (делением на 2) и затем проверкой 
совпадения частей (функция memcmp()). Если ча-
сти совпадут, то производится расчет, сколько раз 
встречается каждый байт в выборке (это деше-
вая операция, т. к. байт можно использовать как 
адрес в массиве счетчиков, что приводит к линей-
ной сложности поиска нужного счетчика О (1)).
При наличии конечного поля Галуа, ко-
торое заполнено уникальными элементами, 
Формат контейнера 
архива
Уровень сжатия Содержимое файла Время сжатия (мс)
Xz -9 Zeroes ~50 
Xz -9 Random ~700 
Таблица 1. Характеристики исследуемых файлов
Table 1. Characteristics of the files under investigation
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и при известном числе вхождений каждого 
элемента входные данные анализируются по-
следовательно таким образом (в порядке уве-
личения вычислительной сложности применя-
емых алгоритмов):
1. Расчет количества элементов из 256 
возможных, которые содержатся в массиве 
(т. е. проверить, сколько счетчиков имеет не ну-
левое значение). Данные можно отнести к раз-
ряду легко сжимаемых или требующих дополни-
тельного анализа, если знать это значение.
Например, если количество уникальных 
символов лежит в интервале 0–64, то с очень 
большой вероятностью это текст (или аналогич-
ные по сложности сжатия данные). Представим, 
что данные будут сжаты с использованием кода 
Хаффмана. Поскольку набор входных данных со-
стоит из 64 элементов или меньше, то их можно 
закодировать с использованием log2(64) = 6 бит, 
что с высокой уверенностью дает возможность 
сжать данные минимум на 25 % (100 – log2(64) × 
× 100 / log2(256)). В случае если количество эле-
ментов лежит не в этом диапазоне нельзя вер-
нуть ответ «Данные сжимаемы». Как следствие 
— нужен дополнительный анализ.
2. Массив счетчиков представляется 
в виде гистограммы, и на базе этого прово-
дится дополнительный анализ — поиск пиков 
и определение насколько эти пики выражены.
В качестве алгоритма реализации выпол-
няются следующее действия:
а) счетчики сортируются по убыванию, 
чтобы свести к минимуму сложность анализа;
b) расчет количества счетчиков, сумма 
элементов которых приведет к преодолению 
порога в 90 % от общего количества байтов 
в выборке. В зависимости от «выраженности» 
пиков (т. е. от разброса их значений) будет из-
меняться количество элементов, которое тре-
буется для преодоления порога.
Эмпирическим путем была выявлена за-
кономерность соответствия частоты повторения 
символа в интервалах сжимаемости данных:
– 0–64 — данные будут легко сжиматься;
– 200–256 — гистограмма демонстрирует 
распределение близкое к равномерному. Так 
как данные имеют равномерное распределение, 
они с большой вероятностью не сжимаемы.
При использовании кода Хаффмана для сжа-
тия, ярко выраженные пики могут быть закодирова-
ны малым количеством байт, а остальная часть дан-
ных оставлена как есть. Алгоритм может сообщить: 
«Попробуй сжать данные», «Данные не сжимаемы».
3. Использование метода оценки энтро-
пии по Шеннону. На данном этапе уже извест-
но число элементов в выборке (всего N байт), 
и число повторений каждого элемента (байт 
с символом n). Следовательно, необходимо по-
считать среднюю энтропию выборки:
pi=n/N,                                 (1)
S(x) = ∑(pi × log2(pi)) = p0 × log2(p0)+ p1 × 
× log2(p1) + … + p255 × log (p255)                         (2)
Получено значение энтропии в веществен-
ном диапазоне 0–8. Эмпирическим путем уста-
новлено, что данные с энтропией, которая ле-
жит в диапазоне 0–5.5, будут легко сжимаемы. 
Данные в интервале 5.5–6.5 можно попробовать 
сжать, для интервала 6.5–8 данные не сжимаемы.
В результате работы описанных алгорит-
мов на выходе возвращается значение, кото-
рое выражает, на каком из этапов и по како-
му критерию было решено, что данные стоит 
сжимать, а в случае с несжимаемыми данными 
просто сообщает об этом.
Для предложенного подхода можно 
сформулировать следующие характеристики 
производительности:
– требует памяти ~ 256 × 4 (4 байта под 
счетчик) 1 КБ + 8 КБ (выборка) = 9 КБ (вместе 
с кодом и переменными ~11 КБ, с более бы-
строй сортировкой ~12 КБ);
– потоковая производительность (от пло-
хо сжимаемых до хорошо сжимаемых):
а) для сортировок inplace (heap sort): 
3500–11 000 МБ/c;
b) для Radix сортировки (требует +1 КБ 
памяти): 6000–11 000 МБ/c.
Заключение. В результате прикладного ис-
следования была разработана методика определе-
ния сжимаемости данных за счет дополнительного 
анализа структуры данных. Это позволяет учитывать 
содержание файлов и на его основе принимать ре-
шение о необходимости использования алгоритма 
сжатия. Алгоритм определения сжимаемости дан-
ных закодирован для файловой системы Btrfs ядра 
Linux и позволяет оптимизировать эффективность 
работы операционной системы при выполнении 
операций записи данных. Список измененных фай-
лов относительно предыдущей версии обновления и 
описание внесенных доработок зафиксирован в ре-
позитории Linux Git [7]. Алгоритм прошел этап тести-
рования и выпущен в ядре Linux версии 4.15 [8].
i = 0
255
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