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ABSTRAK 
 Kusta merupakan salah satu penyakit dengan jumlah 
kasus tertinggi di Jawa Timur. Kusta tidak hanya menimbul-
kan masalah kesehatan bagi penderita tapi juga menyebabkan 
masalah sosial karena kebanyakan masyarakat masih meng-
anggap kusta sebagai penyakit kutukan dan tidak dapat disem-
buhkan. Pemodelan jumlah kasus kusta perlu dilakukan untuk 
mengetahui faktor apa saja yang berpengaruh terhadap jum-
lah kusta sehingga jumlah penderita kusta bisa diminimalisir. 
Salah satu metode yang dapat digunakan untuk pemodelan 
jumlah kasus kusta adalah regresi poisson. Regresi poisson 
mensyaratkan bahwa nilai mean sama dengan nilai varians 
(equidispersion). Namun pada kenyataanya kondisi tersebut 
jarang bisa dipenuhi. Generalized poisson regression (GPR) 
dan regresi binomial negatif adalah metode yang dapat digu-
nakan untuk mengatasi overdispersion pada regresi poisson. 
Oleh karena itu dalam penelitian ini dilakukan pembandingan 
antara metode GPR dan regresi binomial negatif untuk men-
dapatkan model terbaik yang mampu mengatasi kondisi over-
dispersion pada regresi poisson. Hasil penelitian menunjukan 
bahwa model terbaik adalah model regresi binomial negatif. 
Hal ini ditunjukan dari nilai AICC, BIC dan QAICC pada mo-
del regresi binomial negatif yang lebih kecil daripada model 
GPR. Faktor-faktor yang berpengaruh terhadap jumlah kasus 
kusta di Jawa Timur adalah, persentase keberadaan puskes-
mas, persentase penduduk laki-laki, persentase penduduk usia 
15-29 tahun, tingkat kepadatan penduduk, dan interaksi anta-
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ra antara persentase penduduk umur 10 tahun keatas dengan 
tingkat pendidikan SD/MI kebawah dan persentase keberada-
an puskesmas. Selain itu, jumlah kasus kusta di Jawa Timur 
juga dipengaruhi oleh daerah endemi kusta sehingga untuk 
penelitian berikutnya disarankan untuk mempertimbangkan 
faktor lokasi atau efek spasial. 
 
Kata Kunci: GPR, Jumlah Kasus Kusta, QAICC , Regresi Binomial 
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ABSTRACT 
Leprosy is one of the diseases with the highest number in 
East Java. Leprosy is not only causing any health problem but 
also cause social problem for the because most people still think 
of leprosy as a curse and can not be cured. Modelling the number 
of leprosy case need to be done to know the factors that will affect  
the number of leprosy so that number can be minimized. One of 
method that can be used for modeling the number of leprosy is the 
Poisson regression. Poisson regression requires that the mean 
value is equal to the variance (equidispersion). But in real cases 
these conditions rarely can be met. Generalized Poisson regres-
sion (GPR) and negative binomial regression is a method that 
can be used to cope overdispersion in Poisson regression. There-
fore, in this study conducted a comparison between GPR and 
negative binomial regression to get the best model that is able to 
cope the condition of overdispersion in Poisson regression. The 
results showed that the best model is the negative binomial regre-
ssion model. It is shown from the value of AICC, BIC and QAICC 
on negative binomial regression models were smaller than the 
GPR models. Factors that influence the number of leprosy cases 
in East Java is the percentage of the existence of health centers, 
the percentage of the male population, the percentage of people 
aged 15-29 years, population density, and the interaction between 
the percentage of population aged 10 years and older with prima-
ry eduaction level and percentage existence of health centers . In 
addition, the number of leprosy case in endemic areas also affect 
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the number of leprosy cases in East Java so for the next research 
are advised to consider the factors location or spatial effect. 
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2.1 Deskripsi Kusta dan Faktor yang Mempengaruhi 
Istilah kusta berasal dari bahasa sansekerta, yakni kushtha 
yang berarti kumpulan gejala-gejala kulit secara umum. Kusta 
adalah penyakit menular menahun yang disebabkan oleh kuman 
kusta (mycobacterium leprae) yang menyerang saraf tepi, kulit, 
dan jaringan tubuh lainnya yang dalam jangka panjang dapat me-
ngakibatkan sebagian anggota tubuh penderita tidak berfungsi se-
bagaimana mestinya. Kusta terdiri dari dua tipe yaitu kusta tipe 
pausibaciler (PB) dan kusta tipe multibaciler (MB). Tipe kusta 
yang sangat mudah menular dan banyak diderita oleh penduduk 
Indonesia adalah kusta tipe multibaciler. Klasifikasi kusta menu-
rut WHO ditampilkan pada Tabel 2.1 berikut. 
 
Tabel 2.1 Klasifikasi Penyakit Kusta Menurut WHO 






a. Ukuran  
 
b. Distribusi  
 
 
c. Konsistensi  
 
d. Batas  






rambut rontok pada 
bercak 





c. Kering dan 
kasar 
d. Tegas  




f. Selalu ada 
dan jelas 
a.  Kecil 
 
b. Bilateral simetris 
 
 
c.  Halus, berkilat 
 
d. Kurang tegas 
e.  Biasanya tidak je-
las, jika ada, terjadi 
pada yang sudah 
lanjut 
f.  Bisanya tidak je-
las, jika ada, terjadi 






Tanda-tanda penyakit kusta bermacam-macam, tergantung 
dari tingkat atau tipe dari penyakit kusta. Secara umum tanda-tan-
da seseorang menderita kusta antara lain, kulit mengalami bercak 
putih, merah, ada bagian tubuh yang tidak berkeringat, rasa kese-
mutan pada anggota badan atau bagian raut muka dan mati rasa 
karena kerusakan syaraf tepi. Penyebab kusta adalah kuman my-
cobacterium leprae. Microbacterium ini adalah kuman aerob, ti-
dak membentuk spora, berbentuk batang, dikelilingi oleh mem-
bran sel lilin yang merupakan ciri dari spesies Mycobacterium, 
berukuran panjang 1–8 micro, lebar 0,2–0,5 micro biasanya ber-
kelompok dan ada yang tersebar satu-satu, hidup dalam sel dan 
bersifat tahan asam (BTA), tidak mudah diwarnai namun jika 
diwarnai akan tahan terhadap dekolorisasi oleh asam atau alkohol. 
Cara penularan kusta belum diketahui secara pasti dengan jelas 
namun beberapa ahli berpendapat bahwa penyakit kusta ditular-
kan melalui saluran pernafasan dan kulit. 
Kelompok yang beresiko tinggi terkena kusta adalah ke-
lompok yang tinggal di daerah endemi dengan kondisi buruk se-
perti tempat tidur yang tidak memadai, air yang tidak bersih, asu-
pan gizi yang buruk dan adanya penyertaan penyakit lain seperti 
HIV yang dapat menekan sistem imun. Daerah endemi merupa-
kan suatu wilayah tertentu dimana suatu penyakit berasal, menye-
bar dan sering atau terus-menerus ada dalam wilayah tersebut.  
Menurut Kerr-pontes (2006) insiden kusta juga dipengaruhi oleh 
faktor sosial ekonomi, faktor lingkungan, faktor demografi dan 
faktor perilaku. Sementara itu, Bernadus (2010) menyatakan 
bahwa faktor-faktor yang menyebabkan timbulnya kusta adalah 
sebagai berikut. 
a. Faktor kuman kusta 
Hasil penelitian membuktikan bahwa kuman kusta yang masih 
utuh (solid) bentuknya, lebih besar kemungkinan menyebab-
kan penularan daripada kuman yang tidak utuh lagi. Kuman 
kusta dapat hidup di luar tubuh manusia antara 1 sampai 9 hari 
tergantung suhu atau cuaca dan diketahui hanya kuman kusta 





b. Faktor imunitas 
Sebagian manusia kebal terhadap penyakit kusta (95%). Ber-
dasarkan hasil penelitian menunjukan bahwa dari 100 orang 
yang terpapar, 95 orang tidak menjadi sakit, 3 orang sembuh 
tanpa obat dan 2 orang menjadi sakit. Hal ini belum memper-
timbangkan pengaruh pengobatan. 
c. Keadaan lingkungan  
Keadaan rumah yang berjejal biasanya berkaitan dengan ke-
miskinan yang merupakan faktor penyebab tingginya jumlah  
kusta. Lingkungan yang tidak bersih dengan sanitasi buruk ju-
ga merupakan sarana penyebaran kuman mycobacterium lep-
rae. 
d. Faktor usia 
Penyakit kusta jarang sekali ditemukan pada bayi. Angka keja-
dian penyakit kusta meningkat sesuai umur dengan puncak ke-
jadian pada umur 10-20 tahun dan kemudian menurun. 
e. Faktor jenis kelamin 
Insiden maupun prevalensi pada laki-laki lebih banyak daripa-
da wanita kecuali di Afrika dimana wanita lebih banyak men-
derita kusta daripada laki-laki. 
 
2.2 Regresi Poisson 
Regresi poisson merupakan salah satu komponen link func-
tion pada generalized linier model. Regresi poisson adalah salah 
satu regresi yang menggambarkan hubungan antara variabel res-
pon (Y) dan variabel prediktor dengan mengasumsikan variabel Y 
berdistribusi poisson. Fungsi peluang dari distribusi poisson di-
nyatakan dalam persamaan (2.1) sebagai berikut (Myers, 1990). 
 
        
     
  
                   (2.1) 
 
dengan   adalah rata-rata variabel random Y yang berdistribusi 
poisson dengan nilai rata-rata dan varians lebih dari nol. Distribu-





dalam pemodelan data count. Menurut Cameron dan Trivedi 
(1998), beberapa karakteristik percobaan yang berdistribusi pois-
son adalah sebagai berikut. 
1. Kejadian yang terjadi pada jumlah anggota populasi yang be-
sar dengan probabilitas yang kecil (rare event) 
2. Kejadian yang termasuk dalam counting process atau terma-
suk dalam lingkungan proses stokastik 
3. Bergantung pada interval waktu tertentu 
4. Perulangan dari kejadian yang mengikuti sebaran distribusi 
binomial. 
Generalized linier model (GLM) sendiri merupakan perlua-
san dari model regresi umum untuk respon berdistribusi dalam 
keluarga eksponensial dan model yang dimiliki merupakan fungsi 
dari nilai harapannya. Generalized linier model (GLM) terdiri da-
ri tiga komponen yaitu komponen random, komponen sistematik 
dan link function. Link function yang digunakan dalam model reg-
resi poisson adalah ln yaitu ln   , sehingga model regresi poisson 
untuk    dengan i=1,2,...,n dimana n menyatakan banyaknya pe-
ngamatan dengan k variabel prediktor dapat dituliskan pada per-
samaan (2.2) berikut. 
                  
                  
    
                               
maka, 
                               (2.2) 
  
2.2.1 Estimasi Parameter Model Regresi Poisson 
Metode estimasi parameter model regresi poisson yang di-
gunakan adalah maximum likelihood estimation yaitu dengan cara 
memaksimumkan fungsi likelihood (Myers, 1990). Bentuk loga-
ritma natural dari fungsi likelihood regresi poisson adalah sebagai 
berikut. 
           
          
  
   
 






                   
          
  
   
 
 
   
 
                               
            
 
   
 
                                     
 
   
 
              
          
   
             
 
   
 (2.3) 
             
    
 
   
     
           
 
   
 
   
 
  Estimasi parameter model regresi poisson disimbolkan 
dengan   . Nilai    diperoleh dari turunan pertama persamaan (2.3) 
terhadap    sebagai berikut.   
 
       
   
            
   
 
   
       
 
   
 (2.4) 
 
Kemudian persamaan (2.4) disamadengankan nol untuk 
mendapatkan penyelesaiannya. Tetapi penyelesaian tersebut seri-
ngkali tidak menghasilkan solusi karena permasalahannya ber-
bentuk nonliner sehingga digunakan metode iterasi Newton Raph-
son dengan algorihtma sebagai berikut (Cameron & Trivedi, 
1998). 
1. Menentukan nilai taksiran awal parameter      . Nilai taksiran 
awal didapatkan dengan metode Ordinary Least Square (OLS) 
 
        
   
  
    (2.5) 
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2. Membentuk vektor gradien g,  
 
          
 
   
       
 
   
      
 
   
        
                 
       
   
       
   
 
       
   
 
    
 
 
3. Membentuk mastrik hessian H 
 
          
 
   
   
            
 
   
  
  











        
   
 
        
      
        
      
        
   
 
 
        
      
 
        
      
  
        
      
        
      
  
 
        









    
 
      sehingga                    
4. Memasukan nilai       kedalam elemen-elemen vektor G dan 
matrik H, sehingga diperoleh          dan          






             
                
Dimulai dari m=0, dengan      adalah kumpulan penaksir pa-
rameter yang konvergen pada iterasi ke-m 
6. Penaksir parameter dikatakan konvergen jika  nilai         
       , dimana   merupakan suatu bilangan yang nilainya 
sangat kecil sekali sehingga hampir tidak ada perbedaan antara 
       dan     . Jika belum didapatkan penaksir parameter 
yang konvergen, maka dilakukan pengulangan langkah 5 de-
ngan       . 
 
2.2.2 Pengujian Parameter Model Regresi Poisson 
Pengujian parameter model regresi poisson dilakukan seca-
ra serentak dan secara parsial. Pengujian secara serentak dilaku-
kan untuk mengetahui pengaruh variabel secara keseluruhan ter-
hadap model dengan tingkat signifikansi tertentu sedangkan peng-
ujian parameter secara parsial dilakukan untuk mengetahui efek 
atau pengaruh setiap variabel terhadap model. Salah satu metode 
yang digunakan untuk menentukan statistik uji dalam pengujian 
parameter model regresi poisson adalah Maximum Likelihood Ra-
tio Test (MLRT) sehingga sebelum menentukan statistik uji, terle-
bih dahulu ditentukan dua buah fungsi likelihood yang berhubu-
ngan dengan model regresi yang diperoleh. Fungsi likelihood ter-
sebut adalah       yaitu nilai maksimum likelihood untuk model 
lengkap dengan melibatkan variabel prediktor dan      yaitu ni-
lai maksimum likelihood untuk model sederhana tanpa melibat-
kan variabel prediktor. Hipotesis yang digunakan adalah sebagai 
berikut. 
                   
                                         
Statistik uji yang digunakan adalah sebagai berikut. 
            
    
     





Keputusan yang diambil akan tolak H0 jika           
  
dengan v adalah banyaknya parameter model dibawah populasi 
dikurangi dengan banyaknya parameter model dibawah H0. Tolak 
H0 berarti ada salah satu variabel yang berpengaruh signifikan ter-
hadap model sehingga dilanjutkan dengan pengujian secara parsi-
al dengan hipotesis sebagai berikut. 
        (pengaruh variabel ke-j tidak signifikan) 
         (pengaruh variabel ke-j signifikan) 
Statistik uji yang digunakan adalah                                                           
  
   
       
 (2.7) 
dengan         adalah tingkat kesalahan   . Keputusan 
yang diambil adalah tolak    jika          
 
 dengan α adalah 
tingkat signifikansi. 
 
2.2.3 Deteksi Overdispersi pada Regresi Poisson 
Metode regresi poisson mensyaratkan kondisi dimana nilai 
mean dan varians variabel respon bernilai sama atau kondisi equi-
dispersion (Khoshgotaar et al, 2004). Namun, dalam penerapan-
nya kondisi tersebut sulit dipenuhi oleh data. Dengan kata lain, 
sering terjadi kondisi overdispersion dalam data yang dimodel-
kan. Kondisi Overdispersion dapat ditulis             . Seba-
liknya, data yang memiliki varians variabel respon lebih kecil dari 
mean variabel respon disebut dengan kondisi underdispersion. 
Menurut Cameron dan Trivedi (1998) kondisi overdispersion da-
pat terjadi karena adanya sumber keragaman yang tidak teramat. 
Overdispersion dapat pula terjadi karena adanya pengamatan mis-
sing pada variabel prediktor, adanya pencilan pada data, perlunya 
interaksi dalam model, variabel prediktor perlu ditransformasi 
atau kesalahan spesifik link function. Kondisi overdispersion da-
pat menyebabkan nilai penaksir simpangan baku koefisien regresi 
    terlalu kecil, sehingga nilai statistik uji untuk pengujian hipote-





ktor terlalu mudah dianggap berpengaruh (Cameron & Trivedi, 
1998). 
Deteksi overdispersion dapat dilakukan dengan menyata-
kan distribusi poisson termasuk dalam keluarga distribusi katz 
dengan parameter   dan rasio antara varians terhadap mean ada-
lah 1 sehingga         (Ghahfarokhi, Iravani dan Sepehri, 
2008). Jadi hipotesis untuk menguji adanya overdispersion pada 
regresi poisson adalah  
       
       
Statistik uji yang digunakan adalah sebagai berikut 
   
        
    
    
 
   
 (2.8) 
Dean (1992) menyatakan bahwa           , jadi keputusan 
akan menolak H0 jika       . Artinya ada indikasi terjadi 
overdispersion pada model regresi poisson 
 
2.3 Generalized Poisson Regression (GPR) 
Generalized poisson regression merupakan pengembangan 
dari regresi poisson yang digunakan untuk mengatasi kondisi ov-
er/underdispersion sehingga model Generalized Poisson Regress-
ion (GPR) hampir sama dengan regresi poisson tetapi model GPR  
mengasumsikan bahwa komponen randomnya berdistribusi gene-
ralized poisson. Pada model GPR selain terdapat parameter µ ju-
ga terdapat parameter θ sebagai parameter dispersi. Menurut Fa-
moye et al (2004) fungsi distribusi Generalized poisson adalah 
 
          
 
    
 
          
  
    
        
    
    
              
 
(2.9) 
          Mean model GPR adalah        dan variansnya adalah 





Jika θ = 0 maka model GPR akan menjadi model regresi 
poisson biasa, jika θ > 0 maka model GPR merepresentasikan da-
ta count yang mengandung overdispersion dan jika θ <  0 maka 
model GPR merepresentasikan data count yang mengandung un-
derdispersion. Model GPR ditunjukan pada persamaan (2.10). 
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2.3.1 Estimasi Parameter Model GPR 
Estimasi parameter model Generalized Poisson Regres-
sion dilakukan dengan metode maximum likelihood estimastion. 
Fungsi likelihood untuk model GPR adalah sebagai berikut. 
 
          
  
     
 
         
    
   
    
          
     
  
 
   
 
   
  




       
    
   
 
   
 
 
   
    
          
     
 
   
   
(2.11)  
Kemudian persamaan (2.11) diubah dalam bentuk fungsi 
logaritma natural sebagai berikut. 
 
                                               
 
   
 
    
dengan            
         
     
 
 
dengan mensubtitusikan nilai          
    maka diperoleh  
                      
                   
     
 
   
 









                   
      
          
         
   
 
 
Selanjutnya, estimasi parameter    diperoleh dengan me-
nurunkan persamaan logaritma natural dari fungsi likelihood ter-
hadap    sedangkan estimasi parameter θ diperoleh dengan me-
nurunkan persamaan logaritma natural dari fungsi likelihood ter-
hadap θ dan disamadengankan nol. Penurunan fungsi ln-likeliho-
od dilakukan dengan menggunakan metode iterasi Newton-Raph-
son sampai didapatkan estimasi parameter yang konvergen.   
 
2.3.2 Pengujian Parameter Model GPR 
Pengujian parameter model Generalized Poisson Regressi-
on sama dengan pengujian parameter yang digunakan dalam mo-
del regresi poisson yaitu dengan metode Maximum Likelihood 
Ratio Test (MLRT). Hipotesis yang digunakan adalah  
                   
                                          
Statistik uji yang digunakan adalah       pada persamaan 
(2.6). Keputusan yang diambil akan tolak H0 jika           
  
dengan v adalah banyaknya parameter model dibawah populasi 
dikurangi dengan banyaknya parameter model dibawah H0. Tolak 
H0 berarti ada salah satu variabel yang berpengaruh signifikan ter-
hadap model sehingga dilanjutkan dengan pengujian secara parsi-
al dengan hipotesis sebagai berikut. 
        (pengaruh variabel ke-j tidak signifikan) 
         (pengaruh variabel ke-j signifikan) 
dan  
       (tidak terdapat kasus overdispersion) 
        (terdapat kasus overdispersion) 
Statistik uji yang digunakan seperti pada persamaan (2.7) 
dengan daerah penolakan menolak H0 jika          
 
 dengan α 






2.4 Regresi Binomial Negatif 
Regresi binomial negatif merupakan salah satu metode 
yang dapat digunakan untuk mengatasi adanya over/underdisper-
sion pada model regresi poisson. Regresi binomial negatif adalah 
regresi terapan dari GLM sehingga distribusi binomial negatif 
memiliki tiga komponen GLM sebagai berikut. 
i. Komponen random  
Variabel respon Yi pada regresi binomial negatif diasumsi-
kan berdistribusi binomial negatif yang dihasilkan dari distribusi 
mixture distribusi poisson dan gamma. Fungsi kepadatan peluang 
binomial negatif hasil distribusi mixture poisson-gamma adalah 
sebagai berikut. 
 
         
      
      
 
 
   
 
 
   
 




         
(2.13) 
                   
 Nilai mean dan varian dari distribusi mixture poisson-gam-
ma tersebut adalah         dan             
ii. Komponen sistematis 
Kontribusi variabel prediktor dalam model regresi binomial 
negatif dinyatakan dalam bentuk kombinasi linier antara parame-
ter     dengan parameter regresi yang akan diestimasi. 
                          
iii. Fungsi link 
Dalam model binomial negatif, nilai ekspektasi variabel 
respon Y adalah bilangan bulat non-negatif. Untuk mentransfor-
masikan nilai    ke rentang yang sesuai dengan rentang pada res-
pon y maka  diperlukan suatu fungsi link. Regresi binomial nega-
tif umumnya menggunakan fungsi link logaritma atau log link 
yaitu : 
       







2.4.1 Estimasi Parameter Model Regresi Binomial Negatif 
Untuk membentuk model regresi pada distribusi binomial 
negatif maka nilai parameter dari distribusi mixture dinyatakan 
dalam bentuk      dan   
 
 
 sehingga        dan      
     . Fungsi massa peluang binomial negatif menjadi sebagai 
berikut. 
 
         
















    
 
 
           
 
Jika θ menuju nol maka             sehingga bino-
mial negatif akan mendekati distribusi poisson.   
Metode yang digunakan untuk estimasi parameter model 
regresi binomial negatif adalah metode maximum likelihood esti-
mation. Untuk variabel respon Yi, fungsi massa probabilitas distri-
busi binomial negatifnya adalah  
 
           







        
 
 





   
     
 
 
   
         
(2.14) 
  
karena fungsinya saling independen maka fungsi likelihoodnya 
adalah 
 
        







        
 
   
 
 





   




















                 
   
   
 
 
   
 
 





   
     
 
  
   
 
                  
                    
    
   
                   
 
   
                    
 
Selanjutnya, estimasi parameter untuk model regresi binomial ne-
gatif diperoleh dengan menurunkan fungsi ln likelihood terhadap 
parameter yang akan diestimasi kemudian disamadengankan nol. 
Turunan pertama terhadap koefisien   ditunjukan sebagai berikut. 
 
       
   
        
       
   
     
  
 
   
   
     
     
 
 
   
   
  
       
   
           
       
      
     
  
 
   
 
       
   
   
  
     




   
   
 
Jika ditulis dalam bentuk matrik maka turunan pertama fungsi li-
kelihood terhadap   adalah       , dengan X adalah matriks 
(n x (k+1)) dari variabel prediktor yang ditampilkan pada hala-
man 12. W adalah matrik weigth dengan elemen diagonal    dan 
z adalah vektor baris.   dan elemen z adalah sebagai berikut. 
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turunan pertama fungsi likelihood terhadap   adalah 
 
      
       
  
 
        
 




              
          
     
    
   
 
 
   
   
        
 




               
     
        
 
    
   
 
 
   
   
 
Turunan parsial kedua untuk parameter   adalah sebagai berikut. 
 
       
   
     
         




   
 
       
      
   
                             




   
 
       
      
    
            




   
 
 
Misalkan turunan parsial pertama dari       terhadap    dengan 
    adalah  
       
   
   
          
     
 
 
   
   
Maka turunan parsial kedua terhadap    dengan     adalah se-
bagai berikut. 
        
      
   
                                   




   
 
        
      
    
               




   
 
 






        
      
    
        
       
 
 
   
 
 
Jika ditulis dalam bentuk matriks I (matriks informasi) maka per-
samaan tersebut menjadi         dengan X adalah matriks 
dari variabel prediktor, W adalah matriks weight dengan elemen 
diagonal ke-i adalah 
   
  
     
 
Turunan kedua fungsi likelihood terhadap parameter   ditunjukan 
pada persamaan berikut. 
 
              
        
        
                
 
    
   
  
 
   
 
dengan 
   
    
     
               




  Estimasi parameter model regresi binomial negatif de-
ngan MLE tidak bisa menghasilkan solusi secara langsung se-
hingga perlu dilakukan iterasi dengan langkah-langkah sebagai 
berikut. 
i. Menentukan nilai taksiran awal untuk θ, misal       
ii. Menentukan estimasi parameter β dengan menggunakan infor-
masi Fisher Scoring dengan asumsi       dan persamaan es-
timasi parameter berikut. 
            
    
  
       
 
  Iterasi dilakukan sampai mendapat                  . 
iii. Melakukan iterasi Newton-Raphson satu dimensi untuk men-
dapatkan estimasi parameter θ dengan menggunakan   . 
        
      






Iterasi dilakukan sampai mendapat              . 
iv. Jika tidak mendapatkan nilai               maka diulangi 
lagi langkah ii dengan        .  
 
2.4.2 Pengujian  Parameter Model Regresi Binomial Negatif 
Pengujian parameter model secara serentak dilakukan 
menggunakan statistik uji       pada persamaan (2.6) dengan hi-
potesis sebagai berikut. 
                   
                                         
Keputusan yang diambil akan tolak H0 jika           
  
dengan v adalah banyaknya parameter model dibawah populasi 
dikurangi dengan banyaknya parameter model dibawah H0. Tolak 
H0 berarti ada salah satu variabel yang berpengaruh signifikan ter-
hadap model sehingga dilanjutkan dengan pengujian secara parsi-
al. Berikut adalah hipotesis yang digunakan untuk pengujian para-
meter secara parsial. 
        
         
dan  
       
         
Statistik uji yang digunakan seperti pada persamaan (2.7). 
Keputusan yang diambil adalah tolak    jika          
 
 dengan 
α adalah tingkat signifikansi. 
 
2.5 Kriteria Pemilihan Model Terbaik 
Menurut Zucchini (2000) ada beberapa metode yang dapat 
digunakan untuk memilih model terbaik dalam analisis regresi an-
tara lain Akaike Information Criterion (AIC), bootstrap, cross va-
lidation, dan Bayes Information Criterion (BIC). Kriteria yang 
paling banyak digunakan untuk pemilihan model terbaik adalah 





Criterion) BIC. Zucchini (2000) mendefinisikan AIC dan BIC 
sebagai berikut. 
 
                (2.16) 
  
                     (2.17) 
dengan        adalah nilai likelihood, p adalah jumlah parameter 
dalam model dan n adalah jumlah unit observasi. Model terbaik 
adalah model yang memiliki nilai AIC terkecil. Namun, Burnham 
dan Anderson (2002) menyatakan bahwa untuk ukuran sampel 
kecil kriteria AIC kurang baik untuk digunakan karena akan 
memberikan hasil yang bias sehingga perlu adanya faktor peng-
koreksi. Kriteria pemilihan model dengan memberikan faktor 
koreksi pada AIC disebut dengan Corrected Akaike Information 
Criterion (AICC). AICC dinyatakan dalam persamaan berikut. 
 
         
       
     
 (2.18) 
dengan n adalah jumlah sampel dalam penelitian. AICC diguna-
kan jika rasio antara jumlah sampel dan jumlah parameter dalam 
model       kecil (< 40).  
Pada model regresi untuk data count seperti generalized 
poisson regression dan regresi binomial negatif terdapat parame-
ter dispersi untuk mengatasi kondisi overdispersi sehingga jumlah 
paramater dalam model bertambah. Hal ini akan berpengaruh ter-
hadap nilai likelihood model sehingga perlu dilakukan modifikasi 
pemilihan kriteria model terbaik. Modifikasi AIC untuk data co-
unt disebut dengan QAIC yang didefinisikan dalam persamaan 
2.19. 
        
      
 






sehingga kriteria pemilihan model untuk data count dengan jum-
lah sampel kecil dikembangkan menjadi QAICC. Persamaan 2.20 
adalah persamaan untuk QAICC. 
 
           
       
     
 (2.20) 
  
dengan c adalah taksiran untuk paramater dispersi. Dispersi pada 
regresi poisson ditaksir dengan nilai pearson chi-square dibagi 
dengan derajat bebas. Model yang terbaik adalah model yang me-
miliki nilai QAICC terkecil. 
 
2.6 Multikolinieritas 
Salah satu asumsi yang harus dipenuhi dalam model regresi 
adalah tidak ada multikolinieritas. Multikolinieritas merupakan 
kondisi antar variabel prediktor yang digunakan dalam pembentu-
kan model regresi memiliki korelasi yang kuat. Salah satu akibat 
adanya kondisi multikolinieritas adalah nilai standar error yang 
besar (overestimated). Menurut Hocking (1996) ada dua cara un-
tuk mendeteksi adanya multikolinieritas. 
1.  Variance Inflation Factor (VIF)  
Suatu model regresi menunjukan adanya kasus multikolinieri-
tas antar variabel prediktor jika nilai VIF lebih dari 10. Nilai 
VIF dinyatakan dengan rumus 2.21. 
 
    
 
    
  (2.21) 
dengan   
  adalah nilai koefisien determinasi antara variabel xj 
dengan variabel x lainnya. 
2. Nilai koefisien korelasi pearson (rij) antar variabel prediktor. 
indikasi adanya kasus multiolinieritas dapat diketahui dari ni-
lai koefisien korelasi pearson antar variabel prediktor yang cu-





Kasus multikolinieritas dapat diatasi dengan mengeluarkan varia-
bel prediktor yang memiliki korelasi tinggi kemudian meregresi-
kan kembali antara variabel respon dengan variabel prediktor 
yang tersisa. 
 
2.8 Interpolasi  
Interpolasi adalah metode untuk menghasilkan titik-titik 
data dalam jangkauan dari suatu data-data yang diketahui. Bentuk 
interpolasi yang paling sering digunakan adalah interpolasi poli-
nomial newton dan interpolasi polinomial lagrange (Chapra, 
2008). 
1. Interpolasi polinomial newton 
Persamaan interpolasi polinomial newton secara umum adalah 
sebagai berikut. 
 
                                        
(2.22) 
 
Untuk interpolasi polinomial orde ke (n-1) dibutuhkan n titik 
data yaitu                                     . Titik data 
tersebut digunakan untuk memperoleh koefisien         . 
         
            
  
                      
Fungsi dalam kurung siku adalah fungsi beda bagi. Fungsi be-
da bagi pertama secara umum didefinisikan sebagai berikut. 
         
           







Sedangkan untuk beda bagi ke-n adalah 
                     
dengan 
  
                               
     
 
 
Jika masing-masing koefisien          disubtitusikan keda-
lam persamaan (2.22) maka persamaan umum interpolasi poli-
nomial newton menjadi 
 
                             
                                     
(2.23) 
2. Interpolasi polinomial lagrange 
Secara umum interpolasi lagrange dinyatakan dengan persa-
maan (2.24) (Chapra, 2008). 
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dengan 
       
    
     
 
   
   
 
Jumlah titik data dinotasikan dengan n. Persamaan (2.24) me-
nunjukan bahwa setiap suku       bernilai 1 saat      dan 
bernilai nol pada semua titik lainnya sehingga hasil penjumla-
han semua suku akan menghasilkan kurva unik yang menghu-
bungkan setiap titik data yang digunakan. Interpolasi polino-






























3.1 Sumber Data 
Data yang digunakan dalam penelitian ini adalah data se-
kunder.  Data jumlah penderita kusta pada tahun 2012 dan faktor-
faktor yang diduga mempengaruhi (kecuali persentase penduduk 
miskin) diperoleh dari Profil Kesehatan Provinsi Jawa Timur ta-
hun 2012 sedangkan data persentase penduduk menurut kabupa-
ten/kota dan golongan pengeluaran perkapita sebulan diperoleh 
dari publikasi Provinsi Jawa Timur dalam Angka 2013. Unit pe-
ngamatan dalam penelitian ini adalah 29 kabupaten dan 8 kota di 
Jawa Timur. 
 
3.2 Variabel Penelitian 
Variabel yang digunakan dalam penelitian ini terdiri dari 
variabel dependen (Y) yaitu jumlah penderita kusta pada tahun 
2012 dan variabel independen yaitu faktor-faktor yang mempe-
ngaruhi jumlah penderita kusta (X). Variabel yang digunakan 
ditunjukan pada Tabel 3.1. 
Tabel 3.1 Variabel Penelitian 
Kode Variabel 
Y Jumlah penderita kusta  
X1 Persentase rumah tangga yang memiliki rumah sehat 
X2 Persentase rumah tangga berprilaku hidup bersih dan 
sehat 
X3 Persentase keberadaan puskesmas 
X4 Persentase penduduk laki-laki  
X5 Persentase penduduk usia 15-29 tahun 
X6 Persentase penduduk miskin 
X7 Tingkat kepadatan penduduk 
X8 Persentase penduduk umur 10 tahun keatas dengan 
tingkat pendidikan SD/MI kebawah 
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Penjelasan untuk masing-masing variabel dan dasar penentuan 
variabel prediktor tersebut adalah sebagai berikut. 
1. Jumlah penderita kusta di masing-masing kabupaten/kota 
di Jawa Timur tahun 2012 (Y) 
Jumlah penderita kusta yang dimaksud adalah penduduk 
yang menderita kusta baik itu kasus baru atau penderita la-
ma. Penelitian dilakukan pada 29 kabupaten dan 8 kota di 
Jawa Timur dengan tidak menyertakan kabupaten Mojoker-
to dalam analisis karena Dinas Kesehatan Jawa Timur tidak 
menerima laporan data yang lengkap dari Dinas kesehatan 
kabupaten dan Badan Pusat Statistik kabupaten tersebut.  
2. Persentase rumah sehat (X1) 
Rumah sehat yang dimaksud adalah rumah yang memenuhi 
kriteria minimal: akses air minum, akses jamban sehat, lan-
tai, ventilasi dan pencahayaan yang dihitung kumulatif dari 
tahun sebelumnya (Kemenkes RI, 2011). Pemilihan letak 
rumah yang jauh dari sumber penyakit dan pemeliharaan 
rumah merupakan elemen penting dari manajemen untuk 
mengontrol penyebaran penyakit. Rumah sehat merupakan 
faktor kunci bagi kesehatan (Hansen & Chaignat, 2013).  
3. Persentase rumah tangga berprilaku hidup bersih dan sehat 
(PHBS)(X2) 
Rumah tangga ber-PHBS adalah rumah tangga yang selu-
ruh anggotanya berprilaku hidup bersih dan sehat, yang 
meliputi sepuluh indikator. Rumah tangga ber-PHBS ada-
lah rumah tangga yang memenuhi minimal 7 indikator 
(Kemenkes RI, 2011). Kerr-pontes (2006) dalam peneliti-
annya menyatakan bahwa perilaku yang meliputi tidak 
mengkonsumsi makanan bergizi, mandi di tempat terbuka 
dan jarang mengganti sprei tempat tidur selama 10 tahun 
terakhir berpengaruh signifikan terhadap  kejadian kusta. 
4. Persentase puskesmas (X3) 
Puskesmas merupakan unit pelaksana teknis dinas keseha-
tan kabupaten/kota yang bertanggungjawab menyelengga-
rakan pembangunan kesehatan di wilayah kerja tertentu se-
31 
 
hingga kesehatan di suatu wilayah dapat diketahui berda-
sarkan peran serta puskesmas di wilayah tersebut. Menurut 
Naik et al (1999) angka kusta tertinggi masih berada pada 
daerah-daerah dengan akses kesehatan terbatas. 
5. Persentase penduduk laki-laki (X4) 
Kejadian penyakit kusta pada laki-laki lebih banyak terjadi 
daripada wanita, kecuali di Afrika, wanita lebih banyak ter-
kena penyakit kusta dari pada laki-laki. Dengan kata lain, 
laki-laki 2 kali lebih beresiko tertular kusta daripada pe-
rempuan Bakker (2006).   
6. Persentase penduduk usia 15-29 tahun (X5) 
Penyakit kusta jarang sekali ditemukan pada bayi dan pen-
duduk usia diatas 70 tahun. Beberapa penelitian menyebut-
kan bahwa kusta lebih banyak terjadi pada usia produktif. 
Menurut Bakker (2006) Angka kejadian kusta banyak terja-
di pada kelompok umur 15-29 tahun. 
7. Persentase penduduk miskin (X6) 
Sekitar 90% penderita kusta menyerang kelompok sosial 
ekonomi lemah atau miskin. Sosial ekonomi rendah akan 
menyebabkan buruknya lingkungan, masalah kurang gizi 
dan rendahnya kemampuan untuk mendapatkan pelayanan 
kesehatan yang layak (WHO, 2013). BPS (2012) menyata-
kan bahwa penduduk miskin adalah penduduk yang memi-
liki rata-rata pengeluaran perkapita perbulan dibawah garis 
kemiskinan (GK). Garis kemiskinan merupakan nilai pe-
ngeluaran minimum untuk kebutuhan makanan dan non 
makanan. Pada tahun 2012 GK di Jawa Timur mencapai 
Rp 233.202,-. Nilai GK tersebut berada diantara kelompok 
rata-rata pengeluaran per kapita per bulan yang ditetapkan 
oleh BPS yaitu sebesar Rp 200.000,- sampai Rp 299.999,-
sedangkan BPS hanya menghasilkan data persentase pen-
duduk dengan rata-rata pengeluaran per kapita per bulan 
sesuai pengelompokan tersebut atau dengan rentang inter-
val Rp 50.000,- atau Rp 100.000,00 sehingga data persen-
tase penduduk miskin diperoleh dengan cara interpolasi. 
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8. Tingkat kepadatan penduduk (X7) 
Kepadatan penduduk adalah jumlah penduduk di satu wila-
yah per-km
2
 (kemenkes RI, 2011). Kerr-pontes (2004) da-
lam penelitiannya menyimpulkan bahwa ada korelasi nega-
tif antara pendidikan, pertumbuhan penduduk, status sosio-
ekonomi dan akses munuju layanan kesehatan dengan ang-
ka penemuan kusta baru. semakin tinggi pertumbuhan pen-
duduk maka kepadatan juga akan semakin meningkat. Hal 
ini berpengaruh terhadap kualitas lingkungan masyarakat.  
9. Persentase penduduk umur 10 tahun keatas dengan tingkat 
pendidikan SD/MI kebawah (X8) 
Rendahnya tingkat pendidikan seseorang berhubungan de-
ngan pengetahuan terkait penyakit dan penyebarannya. Pe-
nelitian Warsini (2007) menyebutkan bahwa tingkat pendi-
dikan penderita kusta yang paling banyak adalah pendidi-
kan SD kebawah yaitu sebanyak (63,9%). Selain itu, Kerr-
pontes (2006) juga menyimpulkan bahwa tingkat pendidi-
kan rendah merupakan variabel yang signifikan terhadap 
angka penemuan kusta.  
 
3.3 Langkah Analisis Data 
Berdasarkan tujuan penelitian maka langkah analisis yang 
digunakan adalah 
1. Mendeskripsikan karakteristik penderita kusta di Jawa Timur 
dan faktor-faktor yang diduga mempengaruhi dengan menggu-
nakan analisa statistika deskriptif. Sebelum analisa statistika 
deskriptif terlebih dahulu dilakukan interpolasi polinomial lag-
range orde dua untuk mendapatkan data persentase penduduk 
miskin di tiap kabupaten/kota di Jawa Timur. 
2.  Mendapatkan model terbaik untuk jumlah kasus kusta dan 
faktor-faktor yang diduga mempengaruhi dengan metode reg-
resi poisson, generalized poisson regression dan regresi bino-
mial negatif. Langkah-langkahnya adalah sebagai berikut. 
a. Mendeteksi adanya kasus multikolinieritas pada variabel 
independen menggunakan nilai VIF (Variance Inflation 
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Factors) dan nilai koefisien korelasi pearson serta menga-
tasinya. 
b. Mendapatkan model terbaik menggunakan regresi poisson 
dengan langkah-langkah sebagai berikut. 
i. Mengestimasi parameter model regresi poisson 
ii. Melakukan uji signifikansi secara serentak dan parsial 
terhadap parameter model regresi poisson. 
iii. Memperoleh model regresi poisson serta nilai AICc,BIC 
dan QAICC-nya. 
iv. Memeriksa adanya keadaan over/underdispersion pada 
model regresi poisson. Jika terdapat keadaan over/un-
derdispersion pada model maka dilakukan pemodelan 
dengan metode generalized poisson regression dan reg-
resi binomial negatif. 
c. Mendapatkan model terbaik menggunakan generalized poi-
sson regression (GPR). Berikut adalah langkah-langkah pe-
modelan dengan GPR. 
i. Mengestimasi parameter model generalized poisson re-
gression 
ii. Melakukan uji signifikansi secara serentak dan parsial 
terhadap parameter model generalized poisson regre-
ssion. 
iii. Memperoleh model generalized poisson regression ser-
ta nilai AICc, BIC dan QAICC -nya. 
d. Mendapatkan model terbaik menggunakan regresi binomial 
negatif. Prosedur untuk mendapatkan model terbaik meng-
gunakan regresi binomial negatif sama seperti pada langkah 
pemodelan menggunakan GPR. 
3. Membandingkan model  terbaik hasil generalized poisson reg-
ression dan regresi binomial negatif berdasarkan nilai AICc, 
BIC dan QAICC terkecil.  
 
Diagram alir berdasarkan langkah analisis tersebut ditunjukan pa-






























Mendapatkan model terbaik dengan 
metode regresi poisson 
Mendapatkan model terbaik 
dengan metode GPR 
Mendapatkan model terbaik dengan 
metode regresi binomial negatif 
Membandingkan model GPR dan regresi  binomial 







Melakukan estimasi persentase penduduk 










ANALISIS DAN PEMBAHASAN 
 
Pada bab ini dibahas beberapa hal untuk menjawab 
rumusan masalah penelitian, antara lain statistika deskriptif 
jumlah penderita kusta di Jawa Timur tahun 2012 dan faktor 
yang diduga mempengaruhi, pemodelan menggunakan regresi 
poisson dan deteksi overdispersion, pemodelan menggunakan 
analisis generalized poisson regression serta analisis regresi 
binomial negatif. Kemudian dibandingkan antara model GPR 
dan regresi binomial negatif untuk mendapatkan model yang 
mampu mengatasi overdispersion pada regresi poisson meng-
gunakan kriteria kebaikan AICC, BIC dan QAICC.  
Sebelum dilakukan terlebih dahulu dilakukan interpo-
lasi lagrange orde 2 untuk mendapatkan data persentase pen-
duduk miskin di Jawa Timur. Struktur data yang digunakan 
untuk proses interpolasi adalah sebagai berikut. 
Tabel 4.1 Presentase Penduduk Berdasarkan Golongan Pengeluaran 
Perkapita Sebulan 
 












1 Pacitan  
 
1,25 11,89 36,81 33,66 
2 Ponorogo 
 
1,13 7,76 34,22 34,03 
3 Trenggalek  0,09 1,56 9,77 34,46 34,3 
. . . . . . . 
. . . . . . . 
. . . . . . . 
35 Madiun 
 
0 0,34 15 39,75 
36 Surabaya 
 
0,18 0,13 3,89 21,54 
37 Batu 
 




Tiga titik data yang digunakan adalah nilai tengah 
dari golongan pengeluaran perkapita sebulan 150.000-
199.999, 200.000-299.999, dan 300.000-499.999 sehingga 
untuk setiap kabupaten/kota nilai x1, x2, dan x3 adalah  
 
   
               
 
         
   
               
 
         
   
               
 
         
Nilai untuk garis kemiskinan (x0) di Jawa timur adalah 
233.202 rupiah. Berikut adalah interpolasi persentase pendu-
duk miskin untuk kabupaten Pacitan yang dihitung berdasar-
kan persamaan (2.24). 
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Persentase penduduk miskin untuk kabupaten/kota lain 
juga dihitung dengan proses yang sama seperti pada kabupa-
ten Pacitan sehingga didapatkan data persentase penduduk 
miskin untuk masing-masing kabupaten/kota seperti pada 
variabel X6 pada lampiran B halaman 74 
 
4.1 Karakteristik Jumlah Kasus Kusta di Jawa Timur 
Provinsi Jawa Timur merupakan wilayah dengan jum-
lah kasus kusta tertinggi di Indonesia. Dinas kesehatan (2014) 
menyatakan bahwa pada tahun 2012 terjadi 4.807 kasus kusta 
baru di Jawa Timur, dengan kata lain sepertiga penderita kusta 
di Indonesia berada di Jawa Timur. Kasus kusta di Jawa Ti-
mur menyebar hampir merata di tiap kabupaten/kota. Banyak 
faktor yang mempengaruhi kasus kusta di Indonesia diantara-
nya faktor lingkungan dan faktor perilaku penderita. Untuk 
mengetahui gambaran awal mengenai kasus kusta maka dila-
kukan analisis statistika deskriptif terhadap data jumlah pen-
derita kusta dan faktor yang diduga mempengaruhi di Jawa 
Timur tahun 2012. Statistik deskriptif jumlah kasus kusta dan 
faktor yang diduga mempengaruhi ditampilkan pada Tabel 
4.2. 
Tabel 4.2 Statistika Deskriptif Variabel Penelitian 
Variabel Rata-rata Varians Minimum Maksimum 
Y 129,20 22378,5 0,000 589,00 
X1 67,69 173,32 38,290 87,17 
X2 43,89 223,68 8,500 65,74 
X3 25,22 169,45 3,000 62,00 
X4 49,13 0,440 47,461 50,19 
X5 23,36 5,037 19,611 28,72 
X6 21,05 99,15 2,750 41,91 
X7 1786,00 4756577 51,000 8463,00 
X8 57,21 213,64 31,190 85,76 
Tabel 4.2 menunjukan bahwa rata-rata kasus kusta di 
Jawa Timur adalah 129 kasus. Kasus terbanyak terjadi di ka-
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bupaten Sampang yaitu sebanyak 589 kasus sedangkan kabu-
paten/kota yang tidak terdapat kasus kusta (0 kasus) adalah 
kota Batu. Perbedaan jumlah kasus kusta yang tinggi juga di-
tunjukan oleh nilai varians yang cukup tinggi yaitu 22378,5. 
Nilai varians menggambarkan bahwa persebaran kusta di Ja-
wa Timur terkonsentrasi di kabupaten/kota tertentu yaitu Ka-
bupaten/kota yang berada di pesisir pantai utara dan  pulau 
Madura. Daerah tersebut termasuk dalam daerah endemi kusta 
yang memiliki resiko tinggi terkena kusta. Dinas kesehatan 
(2012) menyatakan bahwa daerah endemi kusta di Jawa Ti-
mur meliputi kabupaten/kota Sumenep, Probolinggo, Jember, 
Pamekasan, Bangkalan, Tuban, Lumajang, Pasuruan, Sam-
pang, dan Situbondo. Data jumlah kasus kusta di tiap kabupa-
ten/kota di Jawa Timur terdapat pada lampiran A halaman 71. 
Nilai varians tertinggi untuk variabel prediktor yang 
diduga mempengaruhi jumlah kasus kusta di Jawa Timur ter-
dapat pada variabel X7 (tingkat kepadatan penduduk) yaitu se-
besar 4756577 jiwa/ km
2
. Kota Surabaya merupakan kota de-
ngan tingkat kepadatan penduduk tertinggi yaitu mencapai 
8463 jiwa/km
2
, sedangkan kota batu merupakan kota dengan 
tingkat kepadatan penduduk terendah dengan tingkat kepada-
tan 51 jiwa/km
2
. Artinya, penyebaran penduduk di Jawa Ti-
mur belum merata dan mengumpul di kota Surabaya. Hal ini 
karena Surabaya merupakan kota terbesar di Jawa Timur dan 
terbesar kedua di Indonesia yang menjadi pusat bisnis, indus-
tri, pendidikan dan perdagangan di Jawa Timur sehingga ba-
nyak penduduk Jawa Timur yang bertempat tinggal di Suraba-
ya baik untuk keperluan pekerjaan ataupun pendidikan. Kabu-
paten/kota lain dengan tingkat kepadatan penduduk tinggi yai-
tu Malang, Madiun dan Mojokerto. Data tingkat kepadatan 
penduduk masing-masing kabupaten/kota di Jawa Timur di-
tampilkan pada lampiran B (halaman 74). Faktor lain yang 
mempengaruhi kasus kusta adalah perilaku dan lingkungan 
tempat tinggal. Varians yang tinggi untuk variabel prediktor 
X1 (persentase rumah tangga yang memiliki rumah sehat) dan 
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X2 (persentase rumah tangga berperilaku hidup bersih dan se-
hat) menunjukan bahwa masih ada kabupaten/kota yang me-
miliki kesadaran yang rendah akan pentingnya hidup bersih 
dan sehat serta memiliki rumah sehat. Kabupaten Pamekasan 
merupakan kabupaten dengan kesadaran berprilaku hidup ber-
sih sehat yang cukup dengan persentase rumah tangga yang 
berprilaku hidup bersih dan sehat sebesar 8,5 % (lampiran B 
halaman 72). Kesadaran masyarakat tentang pentingnya ber-
prilaku hidup bersih dan sehat tidak lepas dari peran puskes-
mas dalam mengadakan sosialisasi dan pelatihan hidup bersih 
dan se-hat di setiap wilayah yang menjadi tanggung jawab-
nya. Oleh karena itu, peran puskesmas di kabupaten/kota di 
pulau Madura perlu ditingkatkan untuk menekan jumlah kasus 
kusta di wilayah tersebut. 
 
4.2 Pemodelan Jumlah Kasus Kusta di Jawa Timur 
Pemodelan jumlah kasus kusta di Jawa Timur dilaku-
kan menggunakan tiga metode yaitu regresi poisson, generali-
zed poisson regression dan regresi binomial negatif. Langkah 
awal yang dilakukan sebelum pemodelan adalah pemeriksaan 
multikolinieritas terhadap data. 
 
4.2.1 Pemeriksaan Multikolinieritas 
Pemeriksaan multikolinieritas dilakukan untuk menge-
tahui adanya hubungan antara variabel prediktor. Kriteria 
yang dapat digunakan untuk mengidentifikasi adanya kasus 
multikolinieritas adalah korelasi antar variabel prediktor. Va-
riabel yang memiliki korelasi tinggi adalah variabel X6 dan X7 
sebesar 0,7034, X8 dan X6 sebesar 0,8936 serta X7 dan X8 se-
besar 0,7659 (lampiran C). Keterangan dan definisi masing-
masing variabel prediktor di tampilkan pada halaman 30. 
Kriteria lain yang dapat digunakan untuk mengidentifikasi ka-
sus multikolinirietas adalah nilai Variance Inflated Factor 
atau VIF. Nilai VIF untuk masing-masing variabel prediktor 
dapat dilihat pada Tabel 4.3. 
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Tabel 4.3 Nilai VIF dari Sembilan Variabel Prediktor. 
Variabel  Nilai VIF Variabel  Nilai VIF 
X1 2,0617   X5 2,0367 
X2 1,7526   X6 5,7829 
X3 1.4744 X7 4,8587 
X4 1,7904 X8 9,7053 
Dari hasil analisis Tabel 4.3 dapat disimpulkan bahwa 
tidak terdapat kasus multikolinieritas antar variabel prediktor 
karena tidak ada variabel prediktor yang memiliki nilai VIF > 
10. Jadi semua variabel tersebut digunakan dalam pemodelan 
jumlah kasus kusta di Jawa Timur. Selain itu, dalam pemode-
lan jumlah kasus kusta di Jawa Timur juga ditambahkan va-
riabel dummy (Xd). Variabel dummy yang digunakan adalah 
kabupaten/kota yang merupakan daerah endemi kusta. Daerah 
yang termasuk dalam daerah endemi diberi kode 1 sedangkan 
daerah lain diberi kode 0. Variabel dummy perlu digunakan 
karena pada daerah yang termasuk endemi kusta terdapat jum-
lah kasus kusta yang sangat tinggi hingga mencapai nilai ratu-
san sedangkan ada  kabupaten/kota lain yang tidak ditemukan 
adanya kasus kusta sehingga perlu dimodelkan untuk menge-
tahui apakah memang ada perbedaan jumlah kasus kusta yang 
signifikan antara daerah endemi kusta dan yang bukan. Sebe-
lum dilakukan analisis perlu dilakukan standardisasi karena 
ada variabel prediktor yang memiliki satuan yang berbeda 
yaitu X7 (tingkat kepadatan penduduk). 
 
4.2.2 Pemodelan Jumlah Kasus Kusta di Jawa Timur 
Menggunakan Regresi Poisson 
Data jumlah kasus kusta merupakan data count yang 
mengikuti distribusi poisson. Untuk mengetahui faktor-faktor 
yang mempengaruhi jumlah kasus kusta di Jawa Timur maka 
dilakukan analisis regresi poisson. Estimasi parameter regresi 




Tabel 4.4 Estimasi Parameter Model Regresi Poisson 
Parameter  Estimasi Standar Error Z-hit P-value 
   4,0783 0,02921 140,27 < 0,0001 
   0,7725 0,05680 12,92 < 0,0001 
   -0,0322 0,02244 -1,08 0,2870 
   0,0958 0,02142 3,81 < 0,0005 
   0,1109 0,02465 19,82 0,0013 
   0,4695 0,02313 -17,14 < 0,0001 
   -0,4148 0,02861 18,75 < 0,0001 
   0,5379 0,03688 -9,04 < 0,0001 
   -0,3855 0,04362 -12,51 < 0,0001 
   -0,5705 0,04950 4,89 < 0,0001 
Selanjutnya nilai-nilai estimasi tersebut di uji secara 
serentak dan parsial. Hipotesis untuk pengujian serentak ada-
lah 
                                
(tidak ada parameter yang berpengaruh signifikan terha-
dap model) 
                                                   
Statistik uji yang digunakan adalah       yang diper-
oleh dari perhitungan dengan persamaan (2.6). Pada lampiran 
F.1 diketahui bahwa nilai       adalah sebesar 810,2. Pada 
tingkat signifikansi     10 % nilai         
  adalah 14,684. Ke-
putusan yang diambil adalah menolak H0 karena nilai 
              
 . Artinya, paling tidak ada satu variabel pre-
diktor yang berpengaruh signifikan terhadap model. Penga-
ruh yang diberikan setiap variabel prediktor terhadap variabel 
respon dapat diketahui melalui pengujian paramater secara 
parsial dengan hipotesis sebagai berikut. 
        (pengaruh variabel ke-j tidak signifikan) 
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         (pengaruh variabel ke-j signifikan) 
  Jika nilai dari             maka keputusan yang di-
ambil adalah menolak H0 yang berarti parameter tersebut ber-
pengaruh signifikan terhadap model. Dengan taraf signifikansi 
    10 % maka nilai        untuk semua parameter kecuali    
lebih besar dari   
  
     . Selain itu, dari hasil analisis Ta-
bel 4.4 diketahui bahwa p-value untuk semua parameter kecu-
ali  
 
 lebih kecil dari 0,1 sehingga parameter yang berpenga-



















Variabel yang tidak berpengaruh signifikan terhadap 
jumlah kasus kusta di Jawa Timur adalah persentase rumah 
tangga yang memiliki rumah sehat (X1). Variabel tersebut me-
miliki efek utama yang tidak berpengaruh signifikan terhadap 
model namun ada kemungkinan bahwa interaksi antara per-
sentase rumah tangga yang memiliki rumah sehat (X1) dengan 
variabel prediktor lain akan berpengaruh signifikan terhadap 
jumlah kasus kusta di Jawa Timur. Oleh karena itu, perlu dila-
kukan pemodelan dengan menambahkan variabel interaksi an-
tara persentase rumah tangga yang memiliki rumah sehat (X1) 
dengan variabel prediktor lain. Model dengan tambahan inter-
aksi antara persentase rumah tangga yang memiliki rumah se-
hat (X1) dengan persentase penduduk usia 15-29 tahun (X5) 
adalah model yang menghasilkan QAICC terkecil yaitu sebe-
sar 64,8256. Nilai QAICC didapatkan melalui perhitungan 
dengan rumus pada persamaan 2.20 (halaman 25). 
Tabel 4.5 merupakan hasil estimasi parameter untuk 
model regresi poisson dengan Interaksi. Nilai estimasi terse-
but kemudian diuji secara secara serentak dengan hipotesis se-
bagai berikut. 
                                  
(tidak ada parameter yang signifikan terhadap model) 
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Tabel 4.5 Estimasi Parameter Model Regresi Poisson dengan Inter-
aksi X15 
Parameter  Estimasi Standar Error Z-hit P-Value 
   4,1156 0,02965 138,82 < 0,0001 
   0,7384 0,05721 12,91 < 0,0001 
   -0,0146 0,02247 -0,65 0,5186 
   0,0889 0,02152 4,13 0,0002 
   0,4959 0,02456 20,19 < 0,0001 
   -0,4224 0,02381 -17,74 < 0,0001 
   0,5087 0,02908 17,49 < 0,0001 
   -0,2900 0,03781 -7,67 < 0,0001 
   -0,5200 0,04394 -11,83 < 0,0001 
   0,1695 0,05171 3,28 0,0023 
     -0,0785 0,01896 -4,14 0,0002 
Lampiran F.2 menunjukan nilai statistik uji 
      sebesar 793. Pada tingkat signifikansi     10% nilai 
         
  adalah 15,987 sehingga                
 . Jadi kepu-
tusan yang diambil adalah menolak H0 yang berarti paling ti-
dak ada satu parameter yang berpengaruh signifikan terhadap 
model. Selanjutnya dilakukan pengujian parameter secara par-
sial untuk mengetahui pengaruh yang diberikan masing-
masing parameter terhadap model. Hipotesis yang digunakan 
adalah 
        (pengaruh variabel ke-j tidak signifikan) 
         (pengaruh variabel ke-j signifikan) 
  Pada tingkat signifikansi     10 % hasil pada Tabel 
4.5 menunjukan bahwa semua parameter kecuali    memiliki 
nilai        lebih besar dari            sehingga dapat di-
simpulkan bahwa semua parameter kecuali   untuk model 
regresi poisson dengan  interaksi antara X1 dan X5 berpenga-
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ruh signifikan terhadap model. Jadi berdasarkan kriteria 
QAICC model regresi poisson yang dihasilkan adalah. 
 
                                          
                              
                                 
 
Model yang dihasilkan setelah dilakukan unstandardize 
adalah  
 
                                            
                              
                                   
 
Variabel yang berpengaruh positif terhadap jumlah 
kasus kusta di Jawa Timur adalah variabel dummy yaitu dae-
rah endemi kusta, persentase rumah tangga berprilaku hidup 
bersih dan sehat (X2),  persentase keberadaan puskesmas (X3), 
persentase penduduk usia 15-19 tahun (X5), persentase pendu-
duk umur 10 tahun keatas dengan tingkat pendidikan SD/MI 
kebawah (X8) sedangkan variabel prediktor yang berpengaruh 
negatif adalah persentase penduduk laki-laki (X4),persentase 
penduduk miskin (X6), tingkat kepadatan penduduk (X7) serta 
interaksi antara persentase antara rumah tangga yang memiliki 
rumah sehat dan persentase penduduk usia 15-19 tahun (X15). 
Peningkatan maupun penurunan jumlah kasus kusta di Jawa 
Timur tergantung nilai koefisien masing-masing variabel yang 
berpengaruh. Untuk variabel prediktor persentase rumah tang-
ga berprilaku hidup bersih dan sehat (X2) dapat dijelaskan 
bahwa setiap peningkatan 1 % rumah tangga yang berprilaku 
hidup bersih dan sehat dengan asumsi variabel lain tetap maka 
jumlah kasus kusta akan meningkat sebesar                
kasus. Hasil estimasi nilai koefisien untuk variabel prediktor 
lain yang signifikan menunjukan bahwa kasus kusta di Jawa 
Timur akan mengalami peningkatan atau penurunan sebesar 1 
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kasus untuk setiap peningkatan 1 % masing-masing variabel 
prediktor dengan asumsi nilai variabel lain tetap kecuali pe-
ningkatan persentase penduduk laki-laki yang akan mening-
katkan jumlah kasus kusta sebanyak 2 kasus . Variabel dummy 
yang signifikan menunjukan bahwa ada perbedaan jumlah ka-
sus kusta yang signifikan sebesar                 kasus 
antara wilayah endemi dan yang bukan dengan asumsi varia-
bel lain tetap. 
Selain itu, hasil analisis menggunakan kriteria AICC 
dan BIC menunjukan bahwa model terbaik untuk regresi 
poisson adalah model dengan interaksi antara persentase ru-
mah tangga yang memiliki rumah sehat dan persentase kebe-
radaan puskesmas (X13) karena menghasilkan nilai AICC dan 
BIC terkecil yaitu 811 dan 818,1. Pengujian secara serentak 
dan secara parsial menghasilkan kesimpulan bahwa semua 
variabel yang berpengaruh signifikan terhadap jumlah kasus 
kusta di Jawa Timur. Nilai estimasi parameter untuk model 
dengan interaksi antara persentase antara rumah tangga yang 
memiliki rumah sehat dan persentase keberadaan puskesmas 
(X13) ditampilkan pada lampiran F.3 halaman 83.  
 
4.2.3 Pemeriksaan Overdispersion 
Dalam regresi poisson terdapat asumsi yang harus dipe-
nuhi yaitu equidispersion. Namun kondisi tersebut jarang ter-
penuhi sehingga muncul adanya kasus overdispersion.  
Pengujian yang dapat digunakan untuk mendeteksi 
overdispersion adalah dengan menyatakan distribusi poisson 
termasuk dalam keluarga distribusi Katz. Hipotesis untuk 
pengujian overdispersion adalah  
       
       
Dari nilai estimasi parameter yang telah diperoleh 
maka bisa didapatkan nilai    sehingga berdasarkan persama-
an (2.8) nilai statistik uji L untuk model dengan interakasi X15 
adalah 304,567 sedangkan untuk model dengan interaksi X13 
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adalah 369,6649.     untuk model dengan interakasi X15  dan 
model dengan interaksi X13 berturut-turut yaitu 430,7232  dan 
522,7851. Nilai tersebut jauh lebih besar daripada    
     pada taraf signifikansi 10 % sehingga menolak H0 se- 
sehingga kesimpulan yang diambil untuk kedua model adalah 
menolak H0 
Jadi dapat disimpulkan bahwa kondisi equidispersion 
tidak terpenuhi atau terjadi overdispersion pada model regresi 
poisson jumlah kasus kusta di Jawa Timur yang dipeoleh ber-
dasarkan kriteria QAICC terkecil maupun AICC dan BIC ter-
kecil. Adanya overdispersion akan menyebabkan hasil estima-
si parameter menjadi bias dan nilai penduga bagi kesalahan 
baku yang lebih kecil (underestimate). Untuk mengatasi hal 
tersebut, maka dilakukan pemodelan menggunakan generali-
zed poisson regression (GPR) dan regresi binomial negatif.   
 
4.2.4 Pemodelan Jumlah Kasus Kusta di Jawa Timur 
Menggunakan GPR 
Seperti yang telah dijelaskan sebelumnya, untuk meng-
atasi adanya overdispersion pada model regresi poisson salah 
satu metode yang dapat digunakan adalah pemodelan dengan 
generalized poisson regression. Tabel 4.6 merupakan hasil es-
timasi parameter dan pengujian untuk model GPR antara Y 
dengan delapan variabel prediktor. Pengujian yang dilakukan 
adalah pengujian estimasi parameter secara serentak dan seca-
ra parsial. 
Tabel 4.6 Estimasi Parameter Model GPR  
Parameter Estimasi Standar Error Z-hit P-Value 
   4,0219 
0,2128 18,90 <,0001 
   1,1847 
0,6928 1,71 0,0956 
   -0,1324 
0,2066 -0,64 0,5254 
   0,0852 
0,1912 0,45 0,6583 
    0,9379 
0,3036  3,09  0,0038 
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Tabel 4.6 Estimasi Parameter Model GPR (lanjutan) 
   -0,2583 
0,2004 -1,29 0,2054 
   0,4690 
0,2243 2,09 0,0435 
   0,3163 
0,3612 0,88 0,3869 
   -0,3157 
0,3952 -0,80 0,4294 
   -0,2803 
0,4073 -0,69 0,4956 
  0,0592 0,01203 4,92 < 0,0001 
Hipotesis yang digunakan untuk pengujian secara se-
rentak parameter model generalized poisson regression adalah 
                                  
(tidak ada parameter yang signifikan terhadap model) 
                                                 
Pengujian parameter secara serentak menggunakan 
statistik uji       (persamaan 2.6 halaman 13). Dari lampiran 
H diperoleh nilai       sebesar 386,9. Pada tingkat signifikan-
si     10 % nilai         
  adalah 14,684 sehingga keputusan 
yang diambil adalah menolak H0. Artinya paling tidak ada sa-
tu variabel prediktor yang berpengaruh signifikan terhadap 
model. Selanjutnya dilakukan uji parameter secara parsial 
menggunakan statistik uji      yang ditampilkan pada Tabel 
4.6 dengan hipotesis sebagai berikut. 
        (pengaruh variabel ke-j tidak signifikan) 
         (pengaruh variabel ke-j signifikan) 
dan  
       (tidak terdapat kasus overdispersion) 
        (tidak terdapat kasus overdispersion) 
Dari hasil pengujian dengan taraf signifikansi     10 
% dapat disimpulkan bahwa parameter yang berpengaruh sig-
nifikan positif terhadap model adalah          dan   sedang-
kan parameter-parameter lainnya tidak signifikan terhadap 
model. Parameter-parameter tersebut dikatakan signifikan ka-
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rena memiliki p-value yang lebih kecil dari 0,10 dan memiliki 
nilai        yang lebih besar dari           .  
Variabel prediktor yang signifikan adalah Xd, X3, X5, 
sedangkan variabel prediktor yang tidak berpengaruh signifi-
kan terhadap variabel respon adalah X1, X2, X4, X6, X7 dan 
X8. Nilai AICC, BIC, dan QAICC untuk model GPR dengan 
delapan variabel prediktor berturut-turut adalah 419,4, 426,6 
dan 6569,16 Selanjutnya dilakukan pemodelan dengan me-
nambahkan variabel interaksi antara variabel prediktor yang 
tidak signifikan dengan variabel prediktor lainnya untuk me-
ngetahui adanya pengaruh interaksi. Pada penelitian ini dipilih 
model terbaik berdasarkan kriteria nilai AICC, BIC dan 
QAICC terkecil. Nilai estimasi parameter dari masing-masing 
kemungkinan model tersebut ditampilkan pada lampiran J 
sedangkan ringkasan model terbaik untuk kombinasi interaksi 
setiap variabel prediktor yang tidak signifikan dengan variabel 
prediktor  lainnya ditunjukan pada Tabel 4.7. Model yang me-
miliki nilai QAICC terkecil adalah model antara variabel res-
pon dengan semua variabel prediktor serta interaksi antara X7 
dan X5.  dengan nilai QAICC sebesar 31388,79. 
Tabel 4.7 Kemungkinan Model GPR dengan Interaksi Berdasarkan 
Nilai QAICC terkecil 
Kemungkinan model (Y 
dengan 8 variabel predik-
tor dan interaksi Xi) 
QAICC Parameter yang signifikan 
X48 31908,39            
X63 40444,42                
X75 31388,79            
X83 37504,73                
Tabel 4.7 merupakan hasil estimasi parameter model 
GPR terpilih berdasarkan kriteria nilai QAICC. Selanjutnya 
nilai-nilai estimasi tersebut di uji secara serentak dan parsial. 
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Dengan hipotesis untuk pengujian serentak adalah sebagai 
berikut. 
                               
      
(tidak ada parameter yang signifikan terhadap model) 
                                                      
Statistik uji yang digunakan adalah       yang akan 
dibandingkan dengan nilai chi-square. Nilai       diperoleh 
melalui perhitungan menggunakan persamaan 2.6. Pada lam-
piran J.1 diperoleh nilai       sebesar 385 sedangkan nilai 
      
  dengan tingkat signifikansi     10 % adalah 15,987. 
Hasil analisis menunjukan bahwa nilai               
  se-
hingga keputusan yang diambil adalah menolak H0 yang ber-
arti paling tidak ada satu variabel prediktor yang berpengaruh 
signifikan terhadap model. 
Tabel 4.8 Estimasi Parameter Model GPR dengan Interaksi X75 
parameter Estimasi Standar Error Z-Hit P-Value 
   4,3049 0,3819 11,27 < 0,0001 
   0,9441 0,7908 1,19 0,2401 
   -0,1921 0,2377 -0,81 0,4242 
   0,0832 0,2076 0,40 0,6910 
   1,2090 0,4015 3,01 0,0047 
   -0,2499 0,2333 -1,07 0,2910 
   0,4750 0,2387 1,99 0,0541 
   0,2656 0,3919 0,68 0,5021 
   0,1431 0,5707 0,25 0,8034 
   -0,0091 0,5673 -0,02 0,9873 
    -0,2019 0,1597 -1,26 0,2141 
  0,0616 0,01228 5,01 < 0,0001 
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Untuk mengetahui pengaruh yang diberikan setiap 
variabel prediktor terhadap variabel respon maka dilakukan 
pengujian paramater secara parsial dengan hipotesis sebagai 
berikut. 
        (pengaruh variabel ke-j tidak signifikan) 
         (pengaruh variabel ke-j signifikan) 
dan 
       (tidak terdapat kasus overdispersion) 
         (terdapat kasus overdispersion) 
  Jika nilai dari             maka keputusan yang di-
ambil adalah tolak H0 yang artinya parameter tersebut berpe-





   
 
   lebih besar dari   
  
       pada tingkat sig-




   
 
   berpe-
ngaruh signifikan terhadap model. Selain itu, berdasarkan 





   
 
   lebih kecil dari 0,1. Parameter   yang signifikan 
menunjukan adanya kasus overdipersion pada model yang 
telah terbentuk. Hasil tersebut sesuai dengan hasil pengujian 
yang dilakukan pada model regresi poisson. Variabel predik-
tor yang signifikan adalah X3 dan X5 sehingga model GPR 
yang dihasilkan dengan melihat nilai QAICC terkecil adalah  
 
                                  
 
Setelah dilakukan unstandardize didapatkan model GPR un-
tuk jumlah kasus kusta di Jawa timur sebagai berikut. 
 
                                   
 
Dengan demikian faktor yang berpengaruh signifikan 
positif terhadap jumlah kasus kusta di Jawa Timur adalah  
persentase keberadaan puskesmas (X3), persentase penduduk 
usia 15-29 tahun (X5). 
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Jumlah kasus kusta di Jawa Timur akan mengalami 
peningkatan sesuai dengan nilai koefisien masing-masing va-
riabel yang berpengaruh. Hasil analisis model generalized 
poisson regression dengan nilai QAICC terkecil menunjukan 
bahwa variabel yang menyebabkan peningkatan kasus kusta 
di Jawa Timur adalah persentase keberadaan puskesmas dan 
persentase penduduk usia 15-29 tahun. Setiap peningkatan 1% 
pukesmas dengan asumsi nilai variabel lain tetap akan me-
ningkatkan sebesar                kasus kusta di Jawa 
Timur. Begitu juga dengan kenaikan persentase penduduk 
usia 15-29 tahun sebesar 1% akan meningkatkan jumlah kasus 
kusta di Jawa Timur sebesar               . Pada model 
generalized poisson regression, variabel dummy yaitu daerah 
endemi kusta tidak signifikan sehingga ada kemungkinan 
jumlah kasus kusta di daerah endemi tidak berbeda jauh de-
ngan daerah lain yang bukan daerah endemi.  
Jika dipilih model terbaik menggunakan kriteria AICC 
dan BIC terkecil maka model terbaik untuk masing-masing 
kombinasi variabel prediktor yang tidak berpengaruh adalah 
sebagai berikut.   
Tabel 4.9 Kemungkinan Model GPR dengan Interaksi Berdasarkan 
Nilai AICC dan BIC terkecil 
Kemungkinan model (Y 
dengan 8 variabel predik-




X47 422 428,4            
X63 411,9 418,2                
X75 422 428,4            
X83 414,3 420,6                
Model terbaik untuk GPR berdasarkan nilai AICC dan 
BIC terkecil adalah model tambahan interaksi antara persen-
tase penduduk miskin dan persentase keberadaan puskesmas 
(X63). Nilai estimasi untuk parameter model tersebut ditun-
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jukan pada lampiran J.2. Kemudian dilakukan pengujian 
parameter secara serentak dan parsial terhadap parameter mo-
del terpilih seperti pada model GPR yang terpilih berdasarkan 
QAICC terkecil. Setelah dilakukan pengujian diketahui bahwa 
faktor yang berpengaruh signifikan terhadap jumlah kasus 
kusta di Jawa Timur adalah  daerah endemi, persentase kebe-
radaan puskesmas serta interaksi antara persentase penduduk 
miskin dan persen-tase keberadaan puskesmas. Persentase ke-
beradaan puskesmas berpengaruh positif terhadap jumlah ka-
sus kusta sedangkan interaksi antara persentase penduduk 
miskin dan persentase keberadaan puskesmas memberikan pe-
ngaruh negatif. Hal tersebut menunjukan bahwa keberadaan 
puskesmas mampu menekan jumlah kasus kusta di Jawa Ti-
mur walaupun persentase penduduk miskin meningkat. Selain 
itu, variabel dummy yang signifikan mengindikasikan bahwa 
ada perbedaan jumlah kasus kusta antara daerah endemi kusta 
dan daerah bukan endemi. Model GPR dengan nilai AICC dan 
BIC terkecil adalah sebagai berikut.  
                                             
Setelah dikembalikan kedalam bentuk awal sebagai 
variabel x, maka model tersebut menjadi 
                                             
 
4.2.5 Pemodelan Jumlah Kasus Kusta di Jawa Timur 
Menggunakan Regresi Binomial Negatif. 
Metode lain yang dapat digunakan untuk mengatasi 
kasus overdispersion selain GPR adalah metode regresi bino-
mial negatif. Langkah analisis yang dilakukan hampir sama 
dengan pemodelan dengan regresi poisson dan GPR. Estima-
si parameter untuk model regresi binomial negatif antara va-
riabel respon dengan sembilan variabel prediktor ditunjukan 
pada Tabel 4.10. Model dengan delapan variabel prediktor ter-
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sebut memiliki nilai QAICC sebesar 1236,408 dengan jumlah 
parameter yang signifikan sebanyak 5 parameter termasuk va-
riabel dummy. Berikut adalah pengujian signifikansi parame-
ter model regresi binomial negatif secara serentak dan parsial. 
Tabel 4.10 menampilkan hasil estimasi parameter beserta nilai 
statistik uji      untuk pengujian signifikansi parameter secara 
parsial sedangkan pengujian parameter secara serentak meng-
gunakan statistik uji      . Berikut adalah hipotesis yang di-
gunakan untuk pengujian signifikansi parameter secara seren-
tak. 
                                  
(tidak ada parameter yang signifikan terhadap model) 
                                                     
Tabel 4.10 Estimasi Parameter Model Regresi Binomial Negatif 
Parameter  Estimasi Standar Error Z-Hit P-Value 
   4,0079 0,1441 27821 < 2e-16 
   0,8656 0,40121 2157 0,0309 
   -0,0535 0,1371 -390 0,6963 
   0,0351 0,1281 274 0,7840 
   0,6931 0,1182 5863 4,55e-09 
   -0,29945 0,1351 -2217 0,0266 
   0,5226 0,1688 3097 0,00196 
   0,0094 0,2302 41 0,9674 
   -0,5761 0,2139 -2693 0,0071 
   -0,0622 0,3171 -196 0,8444 
  3,227 0,834 3,8693 < 0,0001 
 
Dari lampiran K.1 diperoleh nilai statistik uji       
sebesar 371,679. Pada taraf signifikansi     10 % nilai 
         
  adalah 15,987. Kesimpulan yang diambil adalah me-
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nolak H0 karena nilai                
 . Jadi dapat disimpul-
kan bahwa  paling tidak terdapat satu variabel prediktor yang 
berpengaruh signifikan terhadap model. Selanjutnya dilaku-
kan pengujian parameter secara parsial untuk mengetahui 
pengaruh yang diberikan setiap variabel prediktor terhadap 
variabel respon dengan hipotesis sebagai berikut. 
        (pengaruh variabel ke-j tidak signifikan) 
         (pengaruh variabel ke-j signifikan) 
dan  
       (tidak terdapat kasus overdispersion) 
        (terdapat kasus overdispersion) 
 Berdasarkan hasil tabel 4.10 diketahui bahwa para-










       karena 
memiliki nilai        lebih besar dari nilai       yaitu 1,64. 
Jadi variabel yang tidak signifikan pada tingkat signifikan     
10% adalah Xd , X3, X4, X5, dan X7.  Selanjutnya dilakukan 
evaluasi pengaruh interaksi antara variabel prediktor yang ti-
dak signifikan tersebut dengan variabel prediktor lain. Varia-
bel tersebut memiliki efek utama yang tidak berpengaruh sig-
nifikan terhadap model namun ada kemungkinan bahwa inter-
aksi dengan variabel prediktor lain akan berpengaruh signifi-
kan terhadap jumlah kasus kusta di Jawa Timur.  
Tabel 4.11 Kemungkinan Model Regresi Binomial Negatif 
Berdasarkan nilai QAICC 
Kemungkinan model 
(Y dengan 8 variabel 
prediktor dan 
interaksi Xi) 
QAICC Parameter yang signifikan  
X15 1277,28                 
X25 1242,82                   
X65  1237,13                    
X85 1253                    
55 
 
. Tabel 4.11 adalah hasil pemilihan model dengan in-
teraksi yang menghasilkan nilai QAICC terkecil untuk ma-
sing-masing kombinasi variabel prediktor yang tidak signifi-
kan. Tabel 4.11 menunjukan bahwa model yang memiliki pa-
rameter signifikan paling banyak dan nilai QAICC terkecil 
adalah model dengan tambahan variabel interaksi X65. Hasil 
estimasi parameter model regresi binomial dengan tambahan 
variabel interaksi X65 ditampilkan pada Tabel 4.12 sebagai 
berikut. 
Tabel 4.12 Estimasi Parameter Model Regresi Binomial Negatif 
dengan Interaksi X65 
Parameter  Estimasi Standar Error Z-hit P-Value 
   4,0059 0,1483 27,017 < 2e-16 
   0,8625 0,4015 2,148 0,0317 
   -0,0512 0,1397 -0,367 0,7138 
   0,0335 0,1301 0,258 0,7967 
   0,6909 0,1188 5,817 6e-09 
   -0,3016 0,1368 -2,204 0,0275 
   0,5277 0,1732 3,047 0,0023 
   0,0116 0,2344 0,050 0,9604 
   -0,5839 0,2329 -2,508 0,0122 
   -0,0607 0,3179 -0,191 0,8487 
    -0,0109 0,1156 -0,094 0,9252 
  3,229 0,835 3,8671 < 0,0001 
Nilai estimasi parameter tersebut kemudian diuji seca-
ra serentak dan parsial unuk mengetahui signifikansinya ter-
hadap model. Hipotesis untuk pengujian serentak adalah 
                                      




                                                   
 Statistik uji yang digunakan adalah       yang akan 
dibandingkan dengan nilai chi-square. Pada lampiran K.2 di-
peroleh nilai       adalah 371,587. Pada taraf signifikansi     
10 % nilai          
  adalah 17,275 sehingga kesimpulan yang 
diambil adalah menolak H0 karena nilai                
 . Ar-
tinya, paling tidak ada satu variabel prediktor yang berpenga-
ruh signifikan terhadap model. Pengaruh yang diberikan se-
tiap variabel prediktor terhadap variabel respon dapat diketa-
hui melalui pengujian paramater secara parsial dengan hipote-
sis sebagai berikut. 
        (pengaruh variabel ke-j tidak signifikan) 
         (pengaruh variabel ke-j signifikan) 
dan 
       (tidak terdapat kasus overdispersion) 
        (terdapat kasus overdispersion) 
Jika nilai dari            
 maka keputusan yang di-
ambil adalah menolak H0 yang berarti parameter tersebut ber-
pengaruh signifikan terhadap model. Dari hasil analisis Tabel 
4.12 diketahui bahwa parameter yang signifikan adalah  
 
     
         dan  . Hal ini disebabkan nilai        untuk parame-
ter tersebut lebih besar dari nilai       yaitu 1,64 sehingga va-
riabel prediktor yang berpengaruh signifikan positif adalah 
Xd, X3, X5 sedangkan variabel prediktor yang berpengaruh 
signifikan negatif antara lain X4, X7. Jadi model regresi bino-
mial negatif untuk jumlah kasus kusta di Jawa Timur adalah 
sebagai berikut. 
 
                                          
                      
 
Model yang dihasilkan setelah dilakukan unstandardize ada-




                                            
                       
 
Hasil pengujian parsial parameter   memperoleh ke-
simpulan yang sama dengan hasil pengujian overdispersion 
pada regresi poisson dan GPR. Hal tersebut semakin mene-
gaskan bahwa terdapat kasus overdispersion pada pemodelan 
jumlah kasus kusta di Jawa Timur. Selain itu, dapat dikatakan 
bahwa metode GPR dan regresi binomial negatif lebih baik 
dalam memodelkan jumlah kasus kusta di Jawa Timur karena 
mampu menaksir parameter dispersi.  
Jadi faktor-faktor yang mempengaruhi jumlah kasus 
kusta di Jawa Timur pada taraf signifikansi 10 % adalah va-
riabel dummy yaitu daerah endemi kusta, persentase kebera-
daan puskesmas (X3), persentase penduduk laki-laki (X4), per-
sentase penduduk usia 15-29 tahun (X5), tingkat kepadatan 
penduduk (X7). Variabel dummy yang signifikan positif me-
nunjukan bahwa jumlah kasus kusta di daerah endemi berbeda 
dengan daerah yang bukan endemi kusta. Dengan kata lain, 
kabupaten/kota yang termasuk dalam daerah endemi kusta 
akan memiliki jumlah kasus kusta yang lebih tinggi diban-
dingkan kabupaten/kota lain. Jumlah kasus kusta yang lebih 
tinggi di daerah endemi tersebut secara tidak langsung akan 
meningkatkan jumlah kasus kusta di Jawa Timur.  
Peningkatan atau penurunan jumlah kasus kusta di Ja-
wa Timur tergantung dari nilai koefisien masing-masing va-
riabel yang berpengaruh. Dari hasil model regresi binomial 
negatif yang diperoleh dapat disimpulkan bahwa Jumlah ka-
sus kusta di Jawa Timur akan meningkat sebesar 1 kasus un-
tuk setiap peningkatan masing-masing variabel prediktor se-
besar satu satuan dengan asumsi nilai variabel lain tetap. 
Selain itu, adanya daerah endemi kusta juga akan meningkat-




Selain menggunakan kriteria QAICC, model terbaik 
juga dapat  dipilih berdasarkan kriteria AICC dan BIC terke-
cil. Model yang terpilih akan berbeda dengan model yang ter-
pilih berdasarkan kriteria QAICC. Hal ini karena kriteria 
QAICC juga mempertimbangkan adanya parameter dispersi 
dalam model seperti yang ditunjukan pada persamaan (2.20). 
Ringkasan model terbaik untuk masing-masing interaksi an-
tara paramater yang tidak signifikan dengan variabel prediktor 
lain ditampilkan pada Tabel 4.13 berikut. 
Tabel 4.13 Kemungkinan Model Regresi Binomial Negatif dengan 
Interaksi Berdasarkan Nilai AICC dan BIC terkecil 
Kemungkinan model (Y 
dengan 8 variabel pre-




X13 405,5 411,8                      
X25 408,5 414,8                   
X63 405 412,3                         
X83 405,5 411,9                         
 
Model yang terpilih adalah model dengan tambahan variabel 
interaksi antara persentase penduduk umur 10 tahun keatas 
dengan tingkat pendidikan SD/MI kebawah dan persentase 
keberadaan puskesmas (X83) dengan nilai AICC sebesar 405,5 
dan BIC sebesar 411,9. Model tersebut dipilih karena memili-
ki jumlah parameter signifikan yang lebih banyak dan memili-
ki selisih nilai AICC dan BIC yang tidak terlalu besar dengan 
model yang menghasilkan AICC dan BIC terkecil. Selanjutnya 
dilakukan pengujian secara serentak dan parsial terhadap pa-
rameter model yang ditampilkan lampiran K.3 halaman 86. 
Hasil analisis menyimpulkan bahwa parameter yang signifi-
kan terhadap model adalah                         sehingga 
model regresi binomial negatif yang memiliki nilai AICC dan 




                                          
                                 
 
sehingga setelah dikembalikan dalam bentuk variabel x model 
tersebut menjadi 
 
                                        
                                  
 
Faktor yang mempengaruhi jumlah  kasus kusta di Jawa Ti-
mur adalah variabel dummy (Xd), persentase keberadaan pus-
kesmas (X3), persentase penduduk laki-laki (X4), persentase 
penduduk usia 15-29 tahun (X5), tingkat kepadatan penduduk 
(X7) serta interaksi antara persentase penduduk umur 10 tahun 
keatas dengan tingkat pendidikan SD/MI kebawah dan pers-
entase keberadaan puskesmas (X83). Faktor yang menyebab-
kan penambahan jumlah kasus kusta adalah variabel dummy, 
persentase keberadaan puskesmas dan Persentase penduduk 
usia 15-29 tahun sedangkan penambahan 1% variabel lain 
yang signifikan akan menyebabkan penurunan jumlah pende-
rita kusta di Jawa Timur.  
  
4.3 Pemilihan Model Terbaik 
Perbandingan model generalized poisson regression 
dan regresi binomial negatif dilakukan untuk mengetahui mo-
del yang lebih baik dalam pemodelan jumlah kasus kusta di 
Jawa Timur. Kriteria pemilihan model terbaik yang digunakan 
adalah AICC, BIC dan QAICC yang dihitung berdasarkan 
persamaan (2.18), (2.17) dan (2.20). 
Tabel 4.14 Pemilihan Model Terbaik Berdasarkan AICC dan BIC  
Model Variabel Yang Signi-
fikan 
AICC BIC 
GPR  Xd, X3, X63 411,9 418,2 
Regresi binomial 
negatif 





Model yang terpilih menggunakan kriteria AICC sama 
dengan model yang terpilih menggunakan kriteria BIC terke-
cil. Hal tersebut karena kriteria AICC dan BIC belum memper-
timbangkan adanya nilai parameter dispersi dalam perhitung-
an nilainya. Nilai AICC dan BIC tergantung dari jumlah para-
meter model dan nilai ln-likelihood dari model sehingga nilai 
AICC dan BIC akan sebanding dan menghasilkan model yang 
sama jika digunakan sebagai kriteria pemilihan model. Model 
terbaik adalah model dengan nilai AICC dan BIC terkecil. Ta-
bel 4.14 menunjukan bahwa model regresi binomial negatif 
me-miliki nilai AICC dan BIC lebih kecil daripada model 
GPR sehingga dapat disimpulkan bahwa model regresi bino-
mial negatif lebih baik dalam memodelkan data yang meng-
alami overdispersion daripada GPR.  
Tabel 4.15 Pemilihan Model Terbaik Berdasarkan Nilai QAICC  
Model Variabel Yang Signi-
fikan 
QAICC 
GPR  X3, X5 31388,79 
Regresi binomial 
negatif 
Xd, X3, X4, X5, X7 1237,13 
Model terbaik adalah model yang memiliki nilai 
QAICC terkecil. Nilai QAICC pada Tabel 4.15 menunjukan 
bahwa model dengan nilai QAICC terkecil adalah model 
regresi binomial negatif. Hal tersebut sesuai dengan analisis 
sebelumnya yang menyatakan bahwa model regresi binomial 
negatif. Dengan demikian model terbaik yang lebih sesuai 
dalam memodelkan kasus overdispersion pada regresi poisson 
untuk jumlah kasus kusta di Jawa Timur adalah model regresi 
binomial negatif. 
Persentase keberadaan puskesmas, persentase pendu-
duk laki-laki, persentase penduduk usia 15-29 tahun, tingkat 
kepadatan penduduk, dan interaksi antara persentase pendu-
duk umur 10 tahun keatas dengan tingkat pendidikan SD/MI 
kebawah dan persentase keberadaan puskesmas adalah faktor-
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faktor yang mempengaruhi jumlah kasus kusta di Jawa Timur 
berdasarkan pemilihan model menggunakan kriteria AICC dan 
BIC. Setiap penambahan persentase keberadaan puskesmas 
maka akan meningkatkan jumlah kasus kusta di Jawa Timur. 
Dengan kata lain, persentase keberadaan puskesmas memiliki 
hubungan searah dengan jumlah kasus kusta di Jawa Timur. 
Keberadaan puskesmas secara tidak langsung meningkatkan 
jumlah penderita kusta. Hal ini karena dengan meningkatnya 
persentase puskesmas maka jumlah penderita kusta yang ter-
deteksi menjadi bertambah. Penderita kusta yang sebelumnya 
tidak tercatat atau tidak terdeteksi akan diketahui sehingga de-
ngan adanya peningkatan persentase puskesmas jumlah pen-
derita seolah-olah meningkat. Selain itu, persentase penduduk 
usia 15-29 tahun juga memiliki hubungan searah dengan 
jumlah kasus kusta di Jawa Timur. Setiap peningkatan 1% 
keberadaan puskesmas maka akan meningkatkan 1 kasus 
kusta di Jawa Timur. Begitu juga dengan peningkatan 1 % 
penduduk usia 15-29 tahun maka kasus kusta di Jawa Timur 
akan meningkat sebesar 1 kasus. Peningkatan jumlah kasus 
kusta di Jawa Timur juga dipengaruhi oleh kabupaten/kota 
yang merupakan daerah endemi kusta karena di daerah-daerah 
endemi tersebut jumlah kasus kusta yang ditemukan lebih 
banyak dibandingkan kabupaten/kota lain yang bukan meru-
pakan daerah endemi kusta.  
Interaksi antara persentase penduduk umur 10 tahun 
keatas dengan tingkat pendidikan SD/MI kebawah dan per-
sentase keberadaan puskesmas juga berpengaruh terhadap 
jumlah kasus kusta di Jawa Timur. Setiap penambahan 
persentase penduduk umur 10 tahun keatas dengan tingkat 
pendidikan SD/MI kebawah dan keberadaan puskemas maka 
jumlah kasus kusta akan menurun.  Dengan kata lain, interaksi 
antara Persentase penduduk umur 10 tahun keatas dengan 
tingkat pendidikan SD/MI kebawah dan persentase keberada-
an puskesmas memiliki hubungan berlawanan arah dengan 
jumlah kasus kusta di Jawa Timur. Hal ini menunjukan bahwa 
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walaupun persentase penduduk umur 10 tahun keatas dengan 
tingkat pendidikan SD/MI kebawah meningkat, jumlah pende-
rita kusta bisa menurun jika persentase puskesmas meningkat. 
Penduduk dengan tingkat pendidikan SD/MI kebawah meru-
pakan kelompok masyarakat yang beresiko terkena kusta. 
Pendidikan  yang rendah memungkinkan mereka tidak memi-
liki pengathuan yang cukup terkait penyakit kusta baik itu pe-
nyebab, tanda-tanda ataupun pencegahannya sehingga rawan 
terkena kusta. Namun, jika mereka mendapat sosialisasi dan 
pelayanan kesehatan yang memadai maka kemungkinan ter-
jangkit kusta akan berkurang karena pada dasarnya setiap 
orang memiliki kekebalan terhadap penyakit kusta. Selain itu, 
masa inkubasi bakteri penyebab kusta cenderung lama yaitu 
3-5 tahun sehingga jika penyakit kusta terdeteksi sejak dini 
dan dilakukan pengobatan secara rutin orang yang diduga ter-
kena kusta akan dapat disembuhkan sebelum terjadi kecaca-
tan.  
Faktor-faktor yang berpengaruh terhadap jumlah pen-
derita kusta di Jawa Timur berdasarkan model yang memiliki 
nilai QAICC terkecil  sama seperti model yang terpilih berda-
sarkan kriteria AICC dan BIC tetapi faktor interaksi antara 
persentase penduduk umur 10 tahun keatas dengan tingkat 
pendidikan SD/MI kebawah dan persentase penduduk usia 15-











 Berdasarkan analisis dan pembahasan yang telah dilakukan 
maka didapatkan kesimpulan sebagai berikut. 
1.  Jumlah kasus kusta di Jawa Timur pada tahun 2012 menunju-
kan tingkat kasus yang masih tinggi dengan rata-rata sebesar 
1129 kasus. Kabupaten Sampang merupakan kabupaten de-
ngan jumlah kasus kusta tertinggi yaitu sebesar 589 kasus se-
dangkan kota batu merupakan kota yang tidak terdapat kasus 
kusta. Selain itu, nilai varians jumlah kasus kusta sangat tinggi 
yaitu 22378,5. Hal ini menunjukan bahwa persebaran kasus 
kusta masih tinggi di daerah pulau Madura. 
2.  Hasil pemodelan dari faktor-faktor yang diduga mempengaru-
hi jumlah kasus kusta di Jawa Timur pada tahun 2012 meng-
gunakan regresi poisson ternyata memberikan hasil adanya pe-
ngaruh overdispersion sehingga metode Generalized poisson 
regression dan regresi binomial negatif digunakan untuk me-
ngatasi kasus tersebut. Hasil pemodelan untuk masing-masing 
metode adalah sebagai berikut. 
a. Hasil Pemodelan Menggunakan Regresi Poisson. 
Model regresi poisson yang diperoleh menggunakan kriteria 
QAICC adalah 
 
                                            
                              
                                   
 
     Faktor yang berpengaruh terhadap jumlah kasus kusta di Jawa 
Timur adalah daerah endemi kusta, persentase rumah tangga 
berprilaku hidup bersih dan sehat, persentase keberadaan pus-
kesmas, persentase penduduk usia 15-19 tahun, persentase 
penduduk umur 10 tahun keatas dengan tingkat pendidikan 
SD/MI kebawah, persentase penduduk laki-laki, persentase 
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penduduk miskin, tingkat kepadatan penduduk (X7) serta inter-
aksi antara persentase antara rumah tangga yang memiliki ru-
mah sehat dan persentase penduduk usia 15-19 tahun.  
 Jika menggunakan kriteria AICC dan BIC model yang 
diperoleh adalah sebagai berikut. 
                                          
                              
                                
              
b. Hasil Pemodelan Menggunakan GPR 
Faktor yang berpengaruh signifikan terhadap jumlah kasus 
kusta di Jawa Timur pada tahun 2012 adalah persentase kebe-
radaan puskesmas (X3), persentase penduduk usia 15-29 tahun. 
Jadi model GPR yang diperoleh menggunakan kriteria QAICC 
adalah 
 
                                   
Sedangkan model GPR dengan nilai AICC dan BIC terkecil 
adalah sebagai berikut.  
                                             
  
dengan faktor yang signifikan adalah persentase keberadaan 
puskesmas serta interaksi antara persentase penduduk miskin 
dan persentase keberadaan puskesmas 
c. Hasil Pemodelan Menggunakan Regresi Binomial Negatif 
Analisis regresi binomial negatif menghasilkan model terbaik 
dengan QAICC terkecil sebagai berikut. 
 
                                            
                       
 
Berdasarkan model tersebut maka daerah endemi kusta, per-




persentase penduduk usia 15-29 tahun, tingkat kepadatan 
penduduk, adalah faktor-faktor yang berpengaruh terhadap 
peningkatan ataupun penurunan jumlah kasus kusta di Jawa 
Timur tahun 2012.  
Sedangkan faktor yang mempengaruhi jumlah  kasus kusta di 
Jawa Timur berdasarkan kriteria AICC dan BIC terkecil ada-
lah daerah endemi, persentase keberadaan puskesmas, persen-
tase penduduk laki-laki, persentase penduduk usia 15-29 ta-
hun, tingkat kepadatan penduduk serta interaksi antara persen-
tase penduduk umur 10 tahun keatas dengan tingkat pendidi-
kan SD/MI kebawah dan persentase keberadaan puskesmas. 
model regresi binomial negatif yang memiliki nilai AICC dan 
BIC terkecil adalah 
 
                                           
                                  
 
3.  Model regresi binomial negatif merupakan model terbaik un-
tuk mengatasi kasus overdispersion pada regresi poisson kare-
na menghasilkan nilai AICC, BIC dan QAICC yang lebih kecil 
daripada model GPR. 
 
5.2 Saran 
 pada penelitian ini masih banyak permasalahan dan berba-
gai aspek lain yang belum dikaji secara mendalam salah satunya 
adalah analisis yang lebih detail terhadap nilai dispersi pada mo-
del GPR dan regresi binomial negatif. Selain itu, perlu dikaji le-
bih mendalam terkait pengaruh aspek geografis suatu daerah, ka-
rena ada kemungkinan bahwa kasus kusta dipengaruhi dipengaru-
hi oleh letak dan kondisi suatu daerah. Oleh karena itu, saran 
yang bisa direkomendasikan untuk penelitian selanjutnya adalah 
penggunaan metode yang bisa mengatasi kasus overdispersion 
dengan memperhatikan faktor spasial sehingga dapat memberikan 
penjelasan yang lebih mendalam  terkait faktor yang mempenga-
ruhi jumlah kasus kusta di Jawa Timur. Interaksi untuk lebih dari 
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dua variabel prediktor juga perlu menjadi pertimbangan dalam 
analisis faktor-faktor yang mempengaruhi jumlah kasus kusta di 
Jawa Timur.   
Saran yang bisa disampaikan untuk pihak Dinas Keseha-
tan Jawa Timur adalah sebaiknya lebih mengutamakan penurunan 
jumlah kasus kusta di daerah endemi kusta karena pada daerah-
daerah tersebut jumlah kasus kusta jauh lebih tinggi dibandingkan 
kabupaten/kota lain yang tidak termasuk daerah endemi kusta. Se-
lain itu, peran serta puskesmas sebaiknya lebih dioptimalkan ka-













LAMPIRAN A. Jumlah  Kasus Kusta Tiap Kabupaten/Kota di 
Jawa Timur Tahun 2012 
No Kabupaten/Kota Y No Kabupaten/Kota Y 
1 Pacitan  23 20 Ngawi 62 
2 Ponorogo 65 21 Bojonegoro 130 
3 Trenggalek  19 22 Tuban 243 
4 Tulung Agung 27 23 Lamongan 144 
5 Blitar  15 24 Gresik 158 
6 Kediri 36 25 Bangkalan 447 
7 Malang 71 26 Sampang 589 
8 Lumajang 190 27 Pamekasan 220 
9 Jember 371 28 Sumenep 489 
10 Banyuwangi 55 29 Kediri (Ko) 8 
11 Bondowoso 20 30 Blitar (Ko) 4 
12 Situbondo 291 31 Malang (Ko) 15 
13 Probolinggo 288 32 Probolinggo (Ko) 24 
14 Pasuruan 215 33 Pasuruan (Ko) 18 
15 Sidoarjo 76 34 Mojokerto (Ko) 9 
16 Jombang 126 35 Madiun (Ko) 7 
17 Nganjuk 110 36 Surabaya (Ko) 152 
18 Madiun 33 37 Batu (Ko) 0 
19 Magetan 31 








Lampiran B. Variabel Prediktor  
No Kabupaten/Kota Xd X1 X2 
1 Pacitan  0 48,89 54,81 
2 Ponorogo 0 61,17 35,09 
3 Trenggalek  0 60,54 34,35 
4 Tulung Agung 0 57,8 35,32 
5 Blitar  0 65,18 49,63 
6 Kediri 0 56,46 64,89 
7 Malang 0 70,55 57,25 
8 Lumajang 1 76,55 40,52 
9 Jember 1 80,02 63,8 
10 Banyuwangi 0 73,76 38,63 
11 Bondowoso 0 38,93 14,55 
12 Situbondo 1 53,07 18,86 
13 Probolinggo 1 38,29 20,05 
14 Pasuruan 1 64,05 38,59 
15 Sidoarjo 0 68,63 56,93 
16 Jombang 0 77,69 45,31 
17 Nganjuk 0 50,53 30,91 
18 Madiun 0 69,27 46,92 
19 Magetan 0 73,93 64,57 
20 Ngawi 0 62,7 62,32 
21 Bojonegoro 0 77,37 43,49 
22 Tuban 1 64,96 53,67 
23 Lamongan 0 84,46 45,54 
24 Gresik 0 87,17 54,84 
25 Bangkalan 1 81,18 39,69 
26 Sampang 1 51,92 29,09 
27 Pamekasan 1 51,24 8,5 
28 Sumenep 1 56,29 59,99 
29 Kediri (Ko) 0 83,3 65,74 
30 Blitar (Ko) 0 81,93 30,44 
31 Malang (Ko) 0 86,84 36,07 
32 Probolinggo (Ko) 0 78,62 52,19 
33 Pasuruan (Ko) 0 68,79 38,52 
34 Mojokerto (Ko) 0 81,12 53,9 
35 Madiun (Ko) 0 72,41 44,46 
36 Surabaya (Ko) 0 80,99 62,97 





LAMPIRAN B. Variabel prediktor (lanjutan) 
No Kabupaten/Kota X3 X4 X5 
1 Pacitan  24,00 48,69 20,19 
2 Ponorogo 31,00 49,86 20,67 
3 Trenggalek  22,00 49,56 21,47 
4 Tulung Agung 31,00 48,62 21,45 
5 Blitar  24,00 49,96 21,01 
6 Kediri 37,00 50,06 22,44 
7 Malang 39,00 50,15 23,18 
8 Lumajang 25,00 48,71 22,23 
9 Jember 49,00 49,04 23,46 
10 Banyuwangi 45,00 49,65 21,52 
11 Bondowoso 25,00 48,60 21,70 
12 Situbondo 17,00 48,68 24,54 
13 Probolinggo 33,00 48,69 23,42 
14 Pasuruan 33,00 49,43 25,57 
15 Sidoarjo 26,00 50,13 24,92 
16 Jombang 34,00 49,63 23,74 
17 Nganjuk 20,00 49,59 22,02 
18 Madiun 26,00 49,23 19,61 
19 Magetan 22,00 48,57 19,74 
20 Ngawi 24,00 48,58 20,46 
21 Bojonegoro 36,00 49,32 21,88 
22 Tuban 33,00 49,28 23,44 
23 Lamongan 33,00 48,46 22,36 
24 Gresik 32,00 49,47 24,56 
25 Bangkalan 22,00 47,65 26,28 
26 Sampang 21,00 48,62 27,64 
27 Pamekasan 20,00 48,49 26,56 
28 Sumenep 30,00 47,46 22,35 
29 Kediri (Ko) 9,00 49,74 26,12 
30 Blitar (Ko) 3,00 49,45 23,64 
31 Malang (Ko) 15,00 49,21 28,72 
32 Probolinggo (Ko) 6,00 49,13 24,53 
33 Pasuruan (Ko) 8,00 49,46 25,52 
34 Mojokerto (Ko) 5,00 49,06 24,06 
35 Madiun (Ko) 6,00 48,25 22,68 
36 Surabaya (Ko) 62,00 49,33 26,54 




LAMPIRAN B. Variabel prediktor (lanjutan) 
No Kabupaten/Kota X6 X7 X8 
1 Pacitan  32,76 383,21 66,82 
2 Ponorogo 29,83 576,75 60,30 
3 Trenggalek  30,37 545,28 61,84 
4 Tulung Agung 21,93 870,65 53,84 
5 Blitar  21,54 624,64 61,51 
6 Kediri 23,93 997,45 56,03 
7 Malang 21,43 719,44 62,52 
8 Lumajang 31,99 561,78 72,67 
9 Jember 29,17 705,34 70,10 
10 Banyuwangi 17,94 435,93 60,12 
11 Bondowoso 25,25 474,52 73,29 
12 Situbondo 24,23 397,03 70,82 
13 Probolinggo 26,34 672,25 73,53 
14 Pasuruan 23,86 1037,55 65,24 
15 Sidoarjo 3,47 2815,96 33,66 
16 Jombang 18,21 1092,96 51,73 
17 Nganjuk 25,11 798,69 57,85 
18 Madiun 18,82 659,12 57,82 
19 Magetan 19,87 881,24 55,38 
20 Ngawi 28,20 588,27 61,82 
21 Bojonegoro 22,03 526,56 63,72 
22 Tuban 24,30 572,53 65,76 
23 Lamongan 15,74 678,64 55,87 
24 Gresik 11,16 980,17 42,28 
25 Bangkalan 41,91 711,77 77,52 
26 Sampang 32,15 735,21 85,76 
27 Pamekasan 38,99 1027,18 70,61 
28 Sumenep 34,71 503,65 79,11 
29 Kediri (Ko) 11,17 3966,36 36,10 
30 Blitar (Ko) 13,60 4131,23 39,03 
31 Malang (Ko) 3,16 7587,52 31,84 
32 Probolinggo (Ko) 14,62 4118,76 47,48 
33 Pasuruan (Ko) 11,41 5001,18 45,27 
34 Mojokerto (Ko) 5,32 6127,50 32,25 
35 Madiun (Ko) 11,85 5071,21 31,19 
36 Surabaya (Ko) 2,75 8463,47 35,11 





Y : Jumlah penderita kusta  
Xd : Variabel dummy yaitu daerah endemi kusta 
X1 : Persentase rumah tangga yang memiliki rumah sehat 
X2 : Persentase rumah tangga berprilaku hidup bersih dan sehat 
X3 : Persentase keberadaan puskesmas 
X4 : Persentase penduduk laki-laki  
X5 : Persentase penduduk usia 15-29 tahun 
X6 : Persentase penduduk miskin 
X7 : Tingkat kepadatan penduduk 
X8 : Persentase penduduk umur 10 tahun keatas dengan tingkat 















LAMPIRAN C. Matrik Korelasi Delapan Variabel Prediktor 
MTB > name m1 "CORR1" 
MTB > Correlation 'x1'-'x8' 'CORR1' 





 1,00000  0,48780 -0,02628  0,16972 
 0,48780  1,00000  0,27023  0,15632 
-0,02628  0,27023  1,00000  0,07808 
 0,16972  0,15632  0,07808  1,00000 
 0,26006 -0,17567 -0,14801  0,00406 
-0,53187 -0,27335  0,16816 -0,47850 
 0,47172  0,19026 -0,22433  0,08375 
-0,58139 -0,32467  0,28902 -0,41691 
 
 0,26006 -0,53187  0,47172 -0,58139 
-0,17567 -0,27335  0,19026 -0,32467 
-0,14801  0,16816 -0,22433  0,28902 
 0,00406 -0,47850  0,08375 -0,41691 
 1,00000 -0,25873  0,52839 -0,20917 
-0,25873  1,00000 -0,70340  0,89363 
 0,52839 -0,70340  1,00000 -0,76597 











LAMPIRAN D. Nilai VIF Sembilan Variabel Prediktor 
MTB > name m2 "VIF1" 
MTB > invert 'corr1' 'VIF1' 
MTB > Print 'VIF1' 
  
Data Display  
 Matrix VIF1 
 2,06173 -0,79936 -0,12828  0,34196 
-0,79936  1,75262 -0,53524 -0,03657 
-0,12828 -0,53524  1,47439 -0,38565 
 0,34196 -0,03657 -0,38565  1,79043 
-0,69665  0,59219  0,18285 -0,41920 
 0,12078 -0,26736  0,51965  0,77498 
 0,57554 -0,26567 -0,41589  1,39979 
 1,30599  0,40302 -1,57995  1,33682 
 
-0,69665  0,12078  0,57554  1,30599 
 0,59219 -0,26736 -0,26567  0,40302 
 0,18285  0,51965 -0,41589 -1,57995 
-0,41920  0,77498  1,39979  1,33682 
 2,03663  0,31625 -1,90932 -1,75947 
 0,31625  5,78289  0,38285 -4,65202 
-1,90932  0,38285  4,85874  3,93232 





LAMPIRAN E. Program SAS Regresi Poisson dan Nilai Devians 
E.1 Macro SAS Regresi Poisson Y dengan X1 X2 X3 X4 X5 X6 X7 X8  
data poisson; 
input y xd x1 x2 x3 x4 x5 x6 x7 x8; 
datalines; 
23 0 -1.4278 0.7302 -0.0934 -0.6692 -1.4108 1.1765  
             -0.6433 0.6573 
65 0 -0.4950 -0.5883 0.4443 1.0911 -1.1961 0.8821  
             -0.5546 0.2112 
19 0 -0.5428 -0.6378 -0.2471 0.6363 -0.8408 0.9357  





7 0 0.3588 0.0382 -1.4762 -1.3307 -0.3016 -0.9239
 1.5062 -1.7803 
152 0 1.0105 1.2758 2.8257 0.2999 1.4168 -1.8372
 3.0616 -1.5122 
0 0 0.0086 -0.8297 -1.5530 1.5890 0.2937 -1.1447  
              -0.7956 -0.4202 
; 
run; 
title 'poisson model'; 
proc nlmixed data=poisson start hess tech=newrap alpha=0.1; 




model y ~ poisson(lambda); 
run; 
 
E.2 Macro SAS Regresi Poisson Y dengan X1 X2 X3 X4 X5 X6 X7 X8 
X9 X15 
data poisson; 
input y xd x1 x2 x3 x4 x5 x6 x7 x8 x9 x15; 
datalines; 
23 0 -1.4278 0.7302 -0.0934 -0.6692 -1.4108 1.1765  
             -0.6433 0.6573 2.0143 
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65 0 -0.4950 -0.5883 0.4443 1.0911 -1.1961 0.8821  
             -0.5546 0.2112 0.5921 
19 0 -0.5428 -0.6378 -0.2471 0.6363 -0.8408 0.9357  




152 0 1.0105 1.2758 2.8257 0.2999 1.4168 -1.8372
 3.0616 -1.5122 1.4317 
0 0 0.0086 -0.8297 -1.5530 1.5890 0.2937 -1.1447  
              -0.7956 -0.4202 0.0025; 
run; 
title 'poisson model'; 
proc nlmixed data=poisson start hess tech=newrap alpha=0.1; 





model y ~ poisson(lambda); 
run; 
 
E.3 Macro SAS Regresi Poisson Y dengan X1 X2 X3 X4 X5 X6 X7 X8 
X9 X13 
data poisson; 
input y xd x1 x2 x3 x4 x5 x6 x7 x8 x9 x13; 
datalines; 
23 0 -1.4278 0.7302 -0.0934 -0.6692 -1.4108 1.1765  
              -0.6433 0.6573 0.1334 
65 0 -0.4950 -0.5883 0.4443 1.0911 -1.1961 0.8821  
              -0.5546 0.2112 -0.2199 
19 0 -0.5428 -0.6378 -0.2471 0.6363 -0.8408 0.9357  




152 0 1.0105 1.2758 2.8257 0.2999 1.4168 -1.8372
 3.0616 -1.5122 2.8555 
0 0 0.0086 -0.8297 -1.5530 1.5890 0.2937 -1.1447  
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              -0.7956 -0.4202 -0.0134; 
run; 
title 'poisson model'; 
proc nlmixed data=poisson start hess tech=newrap alpha=0.1; 





model y ~ poisson(lambda); 
run; 
 
E.4 Macro SAS Nilai Devians Y dengan X1 X2 X3 X4 X5 X6 X7 X8 X15  
data deviance; 
input y xd x1 x2 x3 x4 x5 x6 x7 x8 x15; 
cards; 
23 0 -1.4278 0.7302 -0.0934 -0.6692 -1.4108 1.1765  
             -0.6433 0.6573 2.0143 
65 0 -0.4950 -0.5883 0.4443 1.0911 -1.1961 0.8821  
             -0.5546 0.2112 0.5921 
19 0 -0.5428 -0.6378 -0.2471 0.6363 -0.8408 0.9357  




152 0 1.0105 1.2758 2.8257 0.2999 1.4168 -1.8372
 3.0616 -1.5122 1.4317 
0 0 0.0086 -0.8297 -1.5530 1.5890 0.2937 -1.1447  
              -0.7956 -0.4202 0.0025; 
run; 
proc genmod data=deviance; 
 model y = xd x1 x2 x3 x4 x5 x6 x7 x8 x15/dist = poisson 
 link = log 
type1 






E.5 Macro SAS Nilai Devians Y dengan X1 X2 X3 X4 X5 X6 X7 X8 X9 
X13 
data deviance; 
input y xd x1 x2 x3 x4 x5 x6 x7 x8 x9 x13; 
cards; 
23 0 -1.4278 0.7302 -0.0934 -0.6692 -1.4108 1.1765  
              -0.6433 0.6573 0.1334 
65 0 -0.4950 -0.5883 0.4443 1.0911 -1.1961 0.8821  
              -0.5546 0.2112 -0.2199 
19 0 -0.5428 -0.6378 -0.2471 0.6363 -0.8408 0.9357  




152 0 1.0105 1.2758 2.8257 0.2999 1.4168 -1.8372
 3.0616 -1.5122 2.8555 
0 0 0.0086 -0.8297 -1.5530 1.5890 0.2937 -1.1447 -
0.7956 -0.4202 -0.0134; 
run; 
proc genmod data=deviance; 
 model y = xd x1 x2 x3 x4 x5 x6 x7 x8 x9 x13/dist = poisson 
 link = log 
type1 




LAMPIRAN F. Output SAS untuk Regresi Poisson  
F.1 Regresi Poisson Y dengan X1 X2 X3 X4 X5 X6 X7 X8  
 
                                        The NLMIXED Procedure 
                                            Fit Statistics 
 
                               -2 Log Likelihood                  810.2 
                               AIC (smaller is better)            830.2 
                               AICC (smaller is better)           838.6 
                               BIC (smaller is better)            846.3 
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                      Standard 
Parameter  Estimate   Error     DF   t Value   Pr>|t|  Alpha Lower   Upper    Gradient 
 
a0         4.0971    0.02921     37   140.27   <.0001  0.1   4.0478  4.1464   4.174E-9 
ad         0.7338    0.05680     37    12.92   <.0001  0.1   0.6380  0.8296   2.333E-9 
a1       -0.02425    0.02244     37    -1.08   0.2870  0.1 -0.06211 0.01362   -326E-12 
a2         0.0815    0.02142     37     3.81   0.0005  0.1  0.04541  0.1177   -437E-15 
a3         0.4884    0.02465     37    19.82   <.0001  0.1   0.4469  0.5300    1.36E-9 
a4        -0.3965    0.02313     37   -17.14   <.0001  0.1  -0.4355 -0.3574   -1.14E-9 
a5         0.5362    0.02861     37    18.75   <.0001  0.1   0.4880  0.5845   6.12E-10 
a6        -0.3336    0.03688     37    -9.04   <.0001  0.1  -0.3958 -0.2713   1.891E-9 
a7        -0.5459    0.04362     37   -12.51   <.0001  0.1  -0.6195 -0.4723   -1.19E-9 
a8         0.2420    0.04950     37     4.89   <.0001  0.1   0.1584  0.3255   2.239E-9 
 
F.2 Regresi Poisson Y dengan X1 X2 X3 X4 X5 X6 X7 X8 X9 X15 
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                                        The NLMIXED Procedure 
 
                                            Fit Statistics 
 
                               -2 Log Likelihood                  793.0 
                               AIC (smaller is better)            815.0 
                               AICC (smaller is better)           825.5 
                               BIC (smaller is better)            832.7 
 
 
                                         Parameter Estimates 
 
                       Standard 
Parameter  Estimate    Error     DF  t Value   Pr>|t|  Alpha   Lower   Upper   Gradient 
 
a0          4.1156    0.02965    37   138.82   <.0001   0.1   4.0656   4.1656   0.000012 
ad          0.7384    0.05721    37    12.91   <.0001   0.1   0.6419   0.8349   0.000011 
a1        -0.01464    0.02247    37    -0.65   0.5186   0.1 -0.05255  0.02326   -0.00001 
a2         0.08893    0.02152    37     4.13   0.0002   0.1  0.05262   0.1252   -0.00001 
a3          0.4959    0.02456    37    20.19   <.0001   0.1   0.4544   0.5373   -3.37E-6 
a4         -0.4224    0.02381    37   -17.74   <.0001   0.1  -0.4625  -0.3822   -8.36E-6 
a5          0.5087    0.02908    37    17.49   <.0001   0.1   0.4597   0.5578   0.000021 
a6         -0.2900    0.03781    37    -7.67   <.0001   0.1  -0.3538  -0.2262   0.000012 
a7         -0.5200    0.04394    37   -11.83   <.0001   0.1  -0.5941  -0.4458   -5.48E-6 
a8          0.1695    0.05171    37     3.28   0.0023   0.1  0.08231   0.2568   0.000022 
a15       -0.07849    0.01896    37    -4.14   0.0002   0.1  -0.1105 -0.04649   -0.00002 
 
F.3 Regresi Poisson Y dengan X1 X2 X3 X4 X5 X6 X7 X8 X9 X13 
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                                        The NLMIXED Procedure 
 
                                            Fit Statistics 
 
                               -2 Log Likelihood                  778.4 
                               AIC (smaller is better)            800.4 
                               AICC (smaller is better)           811.0 
                               BIC (smaller is better)            818.1 
                                        Parameter Estimates 
 
                     Standard 
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Parameter Estimate   Error     DF  t Value   Pr>|t|  Alpha   Lower      Upper   Gradient 
 
a0        4.0791    0.02945    37  138.50   <.0001   0.1    4.0294     4.1288   3.973E-9 
ad        0.7848    0.05738    37   13.68   <.0001   0.1    0.6880     0.8817   2.159E-9 
a1      -0.06646    0.02385    37   -2.79   0.0084   0.1   -0.1067   -0.02622   -213E-12 
a2       0.09875    0.02184    37    4.52   <.0001   0.1    0.06191    0.1356   3.84E-13 
a3        0.4087    0.02860    37   14.29   <.0001   0.1    0.3604     0.4569   9.44E-10 
a4       -0.4068    0.02330    37  -17.46   <.0001   0.1   -0.4461    -0.3675   -1.33E-9 
a5        0.5128    0.02891    37   17.74   <.0001   0.1    0.4641     0.5616   6.01E-10 
a6       -0.3147    0.03627    37   -8.68   <.0001   0.1   -0.3759    -0.2536   1.879E-9 
a7       -0.5650    0.04375    37  -12.91   <.0001   0.1   -0.6388    -0.4911   -1.14E-9 
a8        0.1821    0.05008    37    3.64   0.0008   0.1    0.09766    0.2666   2.099E-9 
a13       0.1359    0.02420    37    5.61   <.0001   0.1    0.09505    0.1767   6.03E-10 
 
F.4 Nilai Devians Y dengan X1 X2 X3 X4 X5 X6 X7 X8 X15  
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                                         The GENMOD Procedure 
 
                                          Model Information 
 
                                 Data Set              WORK.DEVIANCE 
                                 Distribution                Poisson 
                                 Link Function                   Log 
                                 Dependent Variable                y 
 
                               Number of Observations Read          37 
                               Number of Observations Used          37 
 
                                Criteria For Assessing Goodness Of Fit 
 
                     Criterion                 DF           Value        Value/DF 
 
                     Deviance                  26        576.8286         22.1857 
                     Scaled Deviance           26         26.0000          1.0000 
                     Pearson Chi-Square        26        639.0091         24.5773 
                     Scaled Pearson X2         26         28.8027          1.1078 
                     Log Likelihood                      942.2239 
 
F.5 Nilai Devians Y dengan X1 X2 X3 X4 X5 X6 X7 X8 X9 X13 
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                                         The GENMOD Procedure 
 
                                          Model Information 
                                 Data Set              WORK.DEVIANCE 
                                 Distribution                Poisson 
                                 Link Function                   Log 
                                 Dependent Variable               y 
 
                               Number of Observations Read          37 
                               Number of Observations Used          37 
 
                                Criteria For Assessing Goodness Of Fit 
 
                     Criterion                 DF           Value        Value/DF 
 
                     Deviance                  26        562.2468         21.6249 
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                     Scaled Deviance           26         26.0000          1.0000 
                     Pearson Chi-Square        26        573.8920         22.0728 
                     Scaled Pearson X2         26         26.5385          1.0207 
                     Log Likelihood                      966.9975 
 
LAMPIRAN G. Program SAS untuk (GPR)  
data GPR; 
input y xd x1 x2 x3 x4 x5 x6 x7 x8; 
datalines; 
23 0 -1.4278 0.7302 -0.0934 -0.6692 -1.4108 1.1765  
             -0.6433 0.6573 
65 0 -0.4950 -0.5883 0.4443 1.0911 -1.1961 0.8821  
             -0.5546 0.2112 
19 0 -0.5428 -0.6378 -0.2471 0.6363 -0.8408 0.9357  





7 0 0.3588 0.0382 -1.4762 -1.3307 -0.3016 -0.9239
 1.5062 -1.7803 
152 0 1.0105 1.2758 2.8257 0.2999 1.4168 -1.8372
 3.0616 -1.5122 
0 0 0.0086 -0.8297 -1.5530 1.5890 0.2937 -1.1447  
              -0.7956 -0.4202 
; 
run; 
/*Generalized Poisson Regression Model*/ 
title 'Model Generalized Poisson Regression'; 
proc nlmixed data=GPR tech=newrap maxiter=500 maxfunc=5000 
alpha=0.1; 








LAMPIRAN H. Output SAS untuk GPR 
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Model Generalized Poisson Regression 
20:08 Thursday, July 10, 2014 
 
                                        The NLMIXED Procedure 
 
                             NOTE: GCONV convergence criterion satisfied. 
 
                                            Fit Statistics 
 
                               -2 Log Likelihood                  386.9 
                               AIC (smaller is better)            408.9 
                               AICC (smaller is better)           419.4 
                               BIC (smaller is better)            426.6 
 
                                         Parameter Estimates 
 
                     Standard 
Parameter Estimate   Error     DF   t Value   Pr>|t|  Alpha   Lower    Upper   Gradient 
 
a0         4.0219   0.2128     37   18.90    <.0001   0.1    3.6628   4.3809      -9E-6 
ad         1.1847   0.6928     37    1.71    0.0956   0.1   0.01595   2.3535   0.000037 
a1        -0.1324   0.2066     37   -0.64    0.5254   0.1   -0.4810   0.2161   3.799E-6 
a2        0.08523   0.1912     37    0.45    0.6583   0.1   -0.2373   0.4077   1.776E-7 
a3         0.9379   0.3036     37    3.09    0.0038   0.1    0.4257   1.4501   -1.64E-6 
a4        -0.2583   0.2004     37   -1.29    0.2054   0.1   -0.5964  0.07980   5.864E-6 
a5         0.4690   0.2243     37    2.09    0.0435   0.1   0.09058   0.8474   -6.87E-6 
a6         0.3163   0.3612     37    0.88    0.3869   0.1   -0.2931   0.9257   2.694E-6 
a7        -0.3157   0.3952     37   -0.80    0.4294   0.1   -0.9824   0.3510   -7.52E-8 
a8        -0.2803   0.4073     37   -0.69    0.4956   0.1   -0.9675   0.4069   -8.89E-6 
teta      0.05923   0.01203    37    4.92    <.0001   0.1   0.03893  0.07953   -2.96E-6 
LAMPIRAN I. Program SAS GPR dengan Interaksi  
I.1 Program SAS GPR Y dengan X1 X2 X3 X4 X5 X6 X7 X8 X9 X75 
data GPR; 
input y xd x1 x2 x3 x4 x5 x6 x7 x8 x9 x75; 
datalines; 
23 0 -1.4278 0.7302 -0.0934 -0.6692 -1.4108 1.1765  
            -0.6433 0.6573 0.9076 
65 0 -0.4950 -0.5883 0.4443 1.0911 -1.1961 0.8821 
  -0.5546 0.2112 0.6634 
19 0 -0.5428 -0.6378 -0.2471 0.6363 -0.8408 0.9357 




152 0 1.0105 1.2758 2.8257 0.2999 1.4168 -1.8372
 3.0616 -1.5122 4.3375 
0 0 0.0086 -0.8297 -1.5530 1.5890 0.2937 -1.1447 




/*Generalized Poisson Regression Model*/ 
title 'Model Generalized Poisson Regression'; 
proc nlmixed data=GPR tech=newrap maxiter=500 maxfunc=5000 
alpha=0.1; 









I.2 Program SAS GPR Y dengan X1 X2 X3 X4 X5 X6 X7 X8 X9 X63 
data GPR; 
input y xd x1 x2 x3 x4 x5 x6 x7 x8 x9 x63; 
datalines; 
23 0 -1.4278 0.7302 -0.0934 -0.6692 -1.4108 1.1765 
 -0.6433 0.6573 -0.1099 
65 0 -0.4950 -0.5883 0.4443 1.0911 -1.1961 0.8821 
 -0.5546 0.2112 0.3919 
19 0 -0.5428 -0.6378 -0.2471 0.6363 -0.8408 0.9357 




0 0 0.0086 -0.8297 -1.5530 1.5890 0.2937 -1.1447 
 -0.7956 -0.4202 1.7777 
; 
run; 
/*Generalized Poisson Regression Model*/ 
title 'Model Generalized Poisson Regression'; 
proc nlmixed data=GPR tech=newrap maxiter=500 maxfunc=5000 
alpha=0.1; 












LAMPIRAN J. Output  SAS untuk GPR dengan Interaksi  
J.1 GPR Y dengan X1 X2 X3 X4 X5 X6 X7 X8 X9 X75 
                                 Model Generalized Poisson Regression                          
                                                           10:57 Thursday. July 10. 2014 
 
                                        The NLMIXED Procedure 
 
                             NOTE: GCONV convergence criterion satisfied. 
 
                                            Fit Statistics 
 
                               -2 Log Likelihood                  385.0 
                               AIC (smaller is better)            409.0 
                               AICC (smaller is better)           422.0 
                               BIC (smaller is better)            428.4 
 
 
                                         Parameter Estimates 
 
                     Standard 
Parameter Estimate   Error     DF   t Value  Pr>|t|  Alpha   Lower      Upper   Gradient 
 
a0         4.3049     0.3819   37   11.27    <.0001   0.1   3.6606     4.9492   -7.04E-6 
ad         0.9441     0.7908   37    1.19    0.2401   0.1  -0.3901     2.2783   0.000011 
a1        -0.1921     0.2377   37   -0.81    0.4242   0.1  -0.5932     0.2090     2.3E-6 
a2        0.08317     0.2076   37    0.40    0.6910   0.1  -0.2671     0.4334   -3.58E-7 
a3         1.2090     0.4015   37    3.01    0.0047   0.1   0.5317     1.8863   -5.15E-6 
a4        -0.2499     0.2333   37   -1.07    0.2910   0.1  -0.6436     0.1437    6.42E-7 
a5         0.4750     0.2387   37    1.99    0.0541   0.1  0.07222     0.8777   -1.06E-6 
a6         0.2656     0.3919   37    0.68    0.5021   0.1  -0.3956     0.9268   3.602E-6 
a7         0.1431     0.5707   37    0.25    0.8034   0.1  -0.8198     1.1059   -7.89E-6 
a8       -0.00908     0.5673   37   -0.02    0.9873   0.1  -0.9661     0.9480    -9.8E-6 
a75       -0.2019     0.1597   37   -1.26    0.2141   0.1  -0.4714    0.06756   2.183E-6 




J.2 GPR Y dengan X1 X2 X3 X4 X5 X6 X7 X8 X9 X63 
                                 Model Generalized Poisson Regression                                
                                                         10:57 Thursday. July 10. 2014 
 
                                        The NLMIXED Procedure 
                             NOTE: GCONV convergence criterion satisfied. 
 
                                            Fit Statistics 
                               -2 Log Likelihood                  374.9 
                               AIC (smaller is better)            398.9 
                               AICC (smaller is better)           411.9 
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                               BIC (smaller is better)            418.2 
 
 
                                         Parameter Estimates 
 
                     Standard 
Parameter Estimate   Error     DF  t Value   Pr>|t|  Alpha   Lower      Upper   Gradient 
 
a0         4.1096     0.1760   37   23.34    <.0001   0.1   3.8126     4.4066   5.508E-7 
ad         1.9368     0.7021   37    2.76    0.0090   0.1   0.7523     3.1212   -5.75E-6 
a1         0.1086     0.1851   37    0.59    0.5609   0.1  -0.2037     0.4209   -6.27E-7 
a2        0.04305     0.1520   37    0.28    0.7785   0.1  -0.2133     0.2994   1.263E-7 
a3         0.6347     0.2159   37    2.94    0.0056   0.1   0.2705     0.9989   4.291E-7 
a4       0.009729     0.1855   37    0.05    0.9585   0.1  -0.3033     0.3228   -1.11E-6 
a5        0.04276     0.2834   37    0.15    0.8809   0.1  -0.4353     0.5209   1.983E-6 
a6         0.2174     0.3501   37    0.62    0.5384   0.1  -0.3732     0.8081    5.19E-7 
a7         0.6121     0.4360   37    1.40    0.1687   0.1  -0.1234     1.3477   -2.29E-6 
a8        0.05172     0.3853   37    0.13    0.8939   0.1  -0.5984     0.7018   -5.17E-7 
a63       -1.0755     0.3114   37   -3.45    0.0014   0.1  -1.6008    -0.5501   1.819E-6 
teta      0.05218   0.009278   37    5.62    <.0001   0.1  0.03653    0.06784   -2.17E-7 
 
LAMPIRAN K .Regresi Binomial Negatif  






glm.nb(formula = y ~ xd + x1 + x2 + x3 + x4 + x5 + x6 + x7 +  
    x8, data = binom, init.theta = 3.227170972, link = log) 
 
Deviance Residuals:  
    Min       1Q   Median       3Q      Max   
-3.6138  -0.9073  -0.1372   0.4552   2.5630   
 
Coefficients: 
             Estimate Std. Error z value Pr(>|z|)     
(Intercept)  4.007934   0.144063  27.821  < 2e-16 *** 
xd           0.865580   0.401201   2.157  0.03097 *   
x1          -0.053534   0.137150  -0.390  0.69629     
x2           0.035115   0.128120   0.274  0.78402     
x3           0.693181   0.118233   5.863 4.55e-09 *** 
x4          -0.299488   0.135083  -2.217  0.02662 *   
x5           0.522623   0.168756   3.097  0.00196 **  
x6           0.009416   0.230223   0.041  0.96738     
x7          -0.576109   0.213946  -2.693  0.00709 **  
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x8          -0.062255   0.317101  -0.196  0.84436     
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1  
(Dispersion parameter for Negative Binomial(3.2272) family taken to be 
1) 
    Null deviance: 183.960  on 36  degrees of freedom 
Residual deviance:  42.627  on 27  degrees of freedom 
AIC: 393.68 
Number of Fisher Scoring iterations: 1 
             Theta:  3.227  
          Std. Err.:  0.834  
 2 x log-likelihood:  -371.679 
 






glm.nb(formula = y ~ xd + x1 + x2 + x3 + x4 + x5 + x6 + x7 +  
    x8 + x65, data = binom, init.theta = 3.22887955, link = log) 
 
Deviance Residuals:  
    Min       1Q   Median       3Q      Max   
-3.6202  -0.9193  -0.1233   0.4565   2.5639   
 
Coefficients: 
            Estimate Std. Error z value Pr(>|z|)     
(Intercept)  4.00588    0.14827  27.017  < 2e-16 *** 
xd           0.86248    0.40147   2.148  0.03169 *   
x1          -0.05124    0.13971  -0.367  0.71381     
x2           0.03353    0.13013   0.258  0.79667     
x3           0.69097    0.11879   5.817    6e-09 *** 
x4          -0.30161    0.13682  -2.204  0.02749 *   
x5           0.52772    0.17320   3.047  0.00231 **  
x6           0.01164    0.23435   0.050  0.96040     
x7          -0.58394    0.23286  -2.508  0.01215 *   
x8          -0.06067    0.31796  -0.191  0.84867     




Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1  
 
(Dispersion parameter for Negative Binomial(3.2289) family taken to be 
1) 
    Null deviance: 184.049  on 36  degrees of freedom 
Residual deviance:  42.638  on 26  degrees of freedom 
AIC: 395.67 
Number of Fisher Scoring iterations: 1 
 
              Theta:  3.229  
          Std. Err.:  0.835  
 2 x log-likelihood:  -371.672  
 






glm.nb(formula = y ~ xd + x1 + x2 + x3 + x4 + x5 + x6 + x7 +  
    x8 + x83, data = binom, init.theta = 3.57436632, link = log) 
 
Deviance Residuals:  
    Min       1Q   Median       3Q      Max   
-3.8564  -0.8050  -0.1611   0.5403   2.5575   
 
Coefficients: 
             Estimate Std. Error z value Pr(>|z|)     
(Intercept)  3.990520   0.137600  29.001  < 2e-16 *** 
xd           1.100142   0.405444   2.713 0.006659 **  
x1           0.006485   0.133206   0.049 0.961169     
x2           0.054725   0.122633   0.446 0.655413     
x3           0.509118   0.143396   3.550 0.000385 *** 
x4          -0.255491   0.130572  -1.957 0.050382 .   
x5           0.421171   0.168943   2.493 0.012667 *   
x6          -0.002167   0.219279  -0.010 0.992117     
x7          -0.571865   0.204232  -2.800 0.005109 **  
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x8          -0.082759   0.304771  -0.272 0.785972     
x83         -0.220301   0.114609  -1.922 0.054582 .   
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1  
 
(Dispersion parameter for Negative Binomial(3.5744) family taken to be 
1) 
    Null deviance: 202.049  on 36  degrees of freedom 
Residual deviance:  42.994  on 26  degrees of freedom 
AIC: 392.53 
Number of Fisher Scoring iterations: 1 
             Theta:  3.574  
          Std. Err.:  0.944  
 2 x log-likelihood:  -368.532  
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