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Abstract14
The Clausius-Clapeyron (CC) relation expresses the exponential increase in the mois-15
ture holding capacity of air of approximately 7% per ◦C. Earlier studies show that ex-16
treme hourly precipitation increases with daily mean temperature, consistent with the17
Clausius-Clapeyron relation. Recent studies at specific locations found that for temper-18
atures higher than around 12 ◦C, hourly precipitation extremes scale at rates higher than19
the CC-scaling, a phenomenon which is often referred to as “super-CC scaling”. These20
scalings are typically estimated by collecting rainfall data in temperature bins, followed21
by a linear fit or a visual inspection of the precipitation quantiles in each bin. In this study,22
a piecewise linear quantile regression model is presented for a more flexible, and robust23
estimation of the scaling parameters, and their associated uncertainties. Moreover, we24
use associated information criteria to prove statistically whether or not a pronounced25
super-CC scaling exists. The techniques were tested on stochastically simulated data,26
and, when applied to hourly station data across Western Europe and Scandinavia, re-27
vealed large uncertainties in the scaling rates. Finally, goodness-of-fit measures indicated28
that the dew point temperature is a better scaling predictor than temperature.29
1 Introduction30
Short-duration extreme precipitation events pose a serious threat to society and31
economy as they may cause flash floods (Pall et al., 2011; Fadhel et al., 2018; Hettiarachchi32
et al., 2018). This is especially true in an urban environment due to the strong surface33
impermeability and dense population. For this reason, there is a large demand from city34
authorities to know the impact of climate change on the frequency and intensity of ex-35
treme rainfall that causes such events (Bader et al., 2018). Such knowledge could allow36
adequate decision making in the context of adaptation measures for urban planning or37
the design of hydraulic infrastructure. An intensification of extreme daily rainfall at the38
global scale is already observed, and is expected to continue as a consequence of anthro-39
pogenic climate change (Min et al., 2011; Seneviratne et al., 2012; Flato et al., 2013; Bar-40
bero et al., 2017; Westra et al., 2013).41
Intense precipitation during storm events is known to increase exponentially with42
temperature, as is traditionally explained on the basis of the Clausius-Clapeyron (CC)43
relationship which states that the saturation water vapor pressure increases with tem-44
perature at a rate of 6% per ◦C at the surface, or 7-8% per ◦C in the column integral (Bao45
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et al., 2017). The Clausius-Clapeyron relation constrains the change of extreme precip-46
itation from daily to seasonal scale (Pall et al., 2011) and is consistent with observations47
at mid-latitudes (Utsumi et al., 2011).48
However, Lenderink and van Meijgaard (2008) revealed for a single station loca-49
tion in the Netherlands that for temperatures above a threshold of around 12 ◦C, the50
rate of exponential growth for short-duration events exceeds the CC-scaling rate. Such51
increased scaling is often referred to as “super-CC scaling”, and its existence has been52
confirmed for different locations worldwide (Lenderink et al., 2011; Mishra et al., 2012;53
Panthou et al., 2014; Schroeer & Kirchengast, 2018).54
Where evidenced, the existence of super-CC scaling has particular societal impli-55
cations, as it implies that in a warming world, the increase of short-duration precipita-56
tion extremes would exceed the currently-expected CC-like growth, and consequently,57
would have an increased impact on human society. Westra et al. (2014) outlined the state-58
of-the-art research on the expected intensification of sub-daily extreme rainfall due to59
climate change.60
Note that, apart from super-CC scaling, sub-daily rainfall extremes also exhibit sub-61
CC scaling, mostly present at the highest temperature range, but sometimes also extend-62
ing over a wide temperature range (Drobinski et al., 2016). Negative scaling relation-63
ships between extreme daily precipitation and (dry-bulb) temperature were found for64
a great number of stations in the tropics (Ali et al., 2018). These authors also argue that65
CC-scalings is mostly consistent with respect to dew point temperature. Moreover, it66
was argued that in Lenderink and van Meijgaard (2010); Barbero et al. (2018); Roder-67
ick et al. (2019); Wasko et al. (2018); Ali et al. (2018), that dew point temperature is68
a better predictor for precipitation extremes than temperature.69
To date, the physical cause of super-CC scaling behavior is still under discussion (Hardwick-70
Jones et al., 2010; Berg et al., 2013; Loriaux et al., 2013; Barbero et al., 2018). Poten-71
tial physical drivers underlying the super-CC scaling include changes to moisture avail-72
ability and atmospheric circulation and rainfall types (convective vs stratiform). Rather73
than focusing on the physical interpretation, a methodology is proposed here for infer-74
ence of scaling models, which also enables to discriminate the best proxies for extreme75
rainfall.76
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To investigate the scaling of extreme precipitation with (dew point) temperature,77
a binning approach is commonly used, where the data is divided in bins of 1 ◦C or 2 ◦C.78
Next, for each bin, the high quantiles of the distribution of observed precipitation are79
then computed. Fig. 1 shows the binned 0.90 and 0.99-quantiles of hourly precipitation80
against daily-mean dew point temperature (dotted lines) for Uccle (Belgium). The scal-81
ing rate clearly increases for dew point temperatures above the change point Tc ≈ 12 ◦C,82
as was reported in Lenderink and van Meijgaard (2010). Bins with dew point temper-83
atures above 19-20◦C include very few data points, but show a downturn of the percentiles.84
This downturn is stronger upon use of the sub-daily dew-point temperature and might85
be attributed to moisture limitations under warmer anticyclonic conditions. Hence one86
must be cautious not to extrapolate the super-CC scaling to the highest temperature regimes,87
for instance in the context of a warming climate, as this may severely overestimate pre-88
cipitation extremes (Prein et al., 2017; Zhang et al., 2017).89
Wasko and Sharma (2014) have shown that, in case of a constant scaling across a90
wide temperature range, the use of linear quantile regression (Koenker, 2005) is supe-91
rior to the binning approach for extracting the scaling properties. In particular, the quan-92
tile regression estimator is asymptotically unbiased (Koenker & Basset, 1978), in con-93
trast to the binning approach. Moreover, a proper statistical framework is necessary given94
the lack of long and reliable sub-daily time series (Westra et al., 2014; Li et al., 2019).95
For locations exhibiting super-CC scaling, applying an additional piecewise linear96
quantile regression to both ranges (T ≤ Tc and Tc < T ≤ 19 ◦C) turns out to be prob-97
lematic: first, if the change point is not known in advance, the regression lines may show98
a discontinuity at the change point. Second, linear quantile regression provides uncer-99
tainty estimates of the scaling rates, but the uncertainty in the change-point cannot be100
obtained.101
In this paper, we apply the piecewise linear quantile regression framework of Li et102
al. (2011) by simultaneously estimating the scaling rates and the change point. In Fig. 1,103
the quantiles (dashed lines) provided by the change-point model of Li et al. (2011) have104
been added, which is made up of two different lines with slopes β1 and β2 instead of a105
single slope β. The work of Wasko and Sharma (2014) is extended here in the sense that106
we model two scaling regimes and, in addition, propose a more complete inference, in-107
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cluding uncertainty estimation, model selection with information criteria, and predic-108
tor selection with goodness-of-fit measures.109
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Figure 1. τ -quantiles of hourly precipitation as a function of the daily-mean dew tempera-
ture, for τ = 0.9 and τ = 0.99. Dotted lines: estimated with binning. Solid gray line: estimated
with linear quantile regression, Eq. (1). Black dashed line: estimated with piecewise linear quan-
tile regression, Eq. (2).
2 Methodology110
2.1 Quantile regression with a change-point model111
In the present study, non-zero precipitation is denoted by P and, unless mentioned112
otherwise, T corresponds to the daily-mean dew point temperature. Below, different mod-113
els are introduced for Qτ (T ), which is the τ -quantile of the conditional distribution of114
log (P ), given a certain T .115
The CC model – The scaling of high quantiles of log (P ) with the predictor vari-116
able T , is calculated using a linear model (Wasko & Sharma, 2014):117
QCCτ (T ) = α+ β T, (1)
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where β is the slope which is used to estimate the CC scaling rate.118
The CC+ model – The “change-point model” uses piecewise linear quantile regres-119
sion (Li et al., 2011):120
QCC
+
τ (T ) =

α1 + β1 T for T ≤ Tc,
α2 + β2 T for T > Tc.
with change point Tc, (2)
where β1 is supposed to correspond with the CC scaling rate, and β2 may correspond121
to the scaling rate of super-CC (> 7%/◦C), sub-CC (< 7%/◦C and > 0%/◦C), or even122
negative scaling (< 0%/◦C), but the latter case is rather exceptional (Ali et al., 2018).123
Note that, given the continuity of the quantile regression lines at the change point Tc,124
the CC+ model has effectively four unknown parameters. We choose the free parame-125
ters: α1, β1, β2, and Tc, and use the relation: α2 = α1 + (β1 − β2)Tc.126
Although the change-point model, Eq. (2), might be a valuable tool for quantify-127
ing changes in the extremes, other quantile regression functions may fit the data as well.128
Obvious other choices, including a quadratic model, a piecewise linear-quadratic model,129
and a piecewise linear-(powered) exponential model, were studied but none of them was130
found to be systematically superior to the linear or piecewise linear function (see Text131
S1).132
The extrapolation to higher τ -quantiles (τ > 0.99) is possible by applying the peak-133
over-non-stationary threshold model (Beirlant et al., 2004; Coles, 2001). However, this134
requires a number of additional assumptions, especially concerning the dependence of135
the change point on τ .136
2.2 Inference for quantile regression models137
For a given set of n data pairs (Ti, Pi), the parameter estimates of the quantile re-138
gression models are obtained as the solution of the minimization problem (Koenker, 2005):139
CC model: SˆCC = min
(α,β)
n∑
i=1
ρτ
(
log(Pi)−QCCτ (Ti)
)
,
CC+ model: SˆCC+ = min
(α1,β1,β2,Tc)
n∑
i=1
ρτ
(
log(Pi)−QCC+τ (Ti)
)
,
(3)
with ρτ (u) = u(τ−1{u<0}), the loss function. Estimation of the CC model is straight-140
forward, and can be performed using the R-package “quantreg” (Koenker, 2018; Wasko141
& Sharma, 2014). Efficient estimation of the CC+ model can be achieved by minimiz-142
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ing over a range of possible Tc-values, and then selecting the value of Tc at which the143
minimum is reached.144
Among the different models (linear, piecewise linear or others), the best model is145
found by means of the Bayesian information criterion (BIC), that assesses goodness-of-146
fit but avoids overfitting by penalizing additional degrees of freedom. Let Lˆ be the max-147
imum value of the likelihood function L for a statistical model, then:148
BIC = −2 log Lˆ+ ln (n) p, (4)
with p, the number of estimated parameters, and n, the number of data points (for the149
CC model, p = 2, while p = 4 for the CC+ model). The model with the lowest BIC150
value is chosen. The approach of Yu and Moyeed (2001) is followed by considering a like-151
lihood function based on an asymmetric Laplace distribution for the error term. Max-152
imization of this likelihood function is equivalent to the minimization of Eq. (3).153
In order to examine the influence of the predictor T to the precipitation data, one154
quantifies the relative success of a quantile regression model against the unconditional155
quantiles, Q
(0)
τ , of the climatological distribution. These are obtained by minimizing:156
Sˆ0 = min
Q
(0)
τ
n∑
i=1
ρτ
(
log(Pi)−Q(0)τ
)
. (5)
Koenker and Machado (1999) defined the goodness-of-fit criterion for a particular quan-157
tile as:158
R = 1− Sˆ/Sˆ0, (6)
where Sˆ stands for either SˆCC or SˆCC+ . R obtains values between 0 and 1 and, the closer159
R is to 1, the better the quantile regression model (CC or CC+) for a certain τ -quantile.160
3 Simulation study161
Prior to introducing observational data, stochastic simulations were used to gain162
insight into the performance of the proposed estimator. On the one hand, we assessed163
the ability of BIC to uncover the underlying model, and on the other hand, we exam-164
ined two factors that may impact the inference: i) the ratio of the scaling parameters,165
β2/β1, and ii) the position of the change point Tc in the support of the distribution of T .166
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3.1 Setup167
We have drawn bivariate pairs (Ti, log (Pi)) from the following random process,168
log (Pi) = g(Ti) + εi, with Ti ∼ N (0, 1), (7)
with independent and identically distributed errors εi. We assumed that εi follows the169
Laplace distribution,170
F (x) =
1
2σ
exp
(
−|x|
σ
)
, (8)
where we put σ = 0.014. To mimic the different types of scaling behavior, we assumed171
that the function g(T ) is either linear (CC), or continuous piecewise linear (CC+) with172
change point Tc:173
g(Ti) =
 α+ β Ti, (CC simulation),1{Ti≤Tc}(α1 + β1 Ti) + 1{Ti>Tc}(α2 + β2 Ti), (CC+ simulation), (9)
with β = β1 = 0.07, the well-known CC-scaling rate, and for simplicity, we took α =174
α1 = 0. In the CC
+ simulation, two free parameters, β2 and Tc remain and they should175
be chosen in accordance with the observations. As we have found by fitting on observed176
precipitation extremes (see Sec. 4 for data description), the normalized change point ranges177
between 0.5 and 0.9 for different station locations. Consequently, we chose β2 = 1.1, . . . , 2,178
and for Tc we chose the 0.50, 0.60, 0.75, and 0.90-quantiles of the distribution of T (i.e.179
standard normal). For each model, bivariate time-series with length n = 104 were gen-180
erated, which corresponds more or less to a realistic number of observational events span-181
ning a period of around 50-60 years.182
3.2 Simulation results183
For each of 103 simulation replicates, both the CC and CC+ model were fitted and184
the corresponding BIC values were compared. The model with the lowest BIC value should185
be the underlying model. Fig. 2 shows the percentage of cases that the correct model186
was selected. For τ = 0.9, BIC correctly identified the CC model in 90% of the cases187
(see Fig. 2a). However, the success rate strongly decreases for higher values of τ . This188
result may agree with (Marshall et al., 2005) where it was emphasized that BIC-model189
selection may not be consistent for smaller data sets (higher τ -values imply less data above190
the regression lines). From Fig. 2b,c, it can be seen that the success rate to correctly in-191
dentify the underlying CC+ model is the lowest (around 80%) for β2/β1 = 1.1, and ef-192
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fectively 100% for β2/β1 = 1.5. Another commonly used information criterion, the Akaike193
Information Criterion (AIC), was outperformed by BIC (not shown).194
Finally, other random processes, including different σ-values, or assuming a nor-195
mal distribution for εi, were found to yield similar results.196
In sum, BIC-based model selection was seen to have reasonable success rates for197
τ ≤ 0.9. For the observations, therefore, we further base our model selection on the use198
of BIC at the 0.9-quantile, but one may rightfully question whether this is representa-199
tive for more extreme precipitation. We will return to this in Sec. 5.200
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Figure 2. Success rate of BIC-based model selection, based on 1000 simulations. For each
simulation, data was drawn from the random process, Eq. (7)–(8). a) Linear model. b) & c)
Piecewise linear model, where the “true” parameter values are indicated in the title (β2/β1), and
the x-axis (Tc).
Fig. S1 shows the mean and the 2.5th and 97.5th percentile of the estimates of β2/β1201
and Tc from the 10
3 replicates, for the τ = 0.99 quantile (which is more representative202
for extremes than τ = 0.9 or τ = 0.95). For comparison, the true values of the pa-203
rameters were added to the plots as blue dots. The following conclusions can be drawn:204
• For the case β2/β1 = 1.1 (Fig. S1a,d), the uncertainty in the estimation of the205
change point Tc is very large. A large value range for change-point estimates, in206
turn, gives rise to a wide range of estimates of the scaling factors. In addition, it207
can be seen that the estimator is biased in such a case. Yet, it was pointed out208
in Li et al. (2011) that the estimator is asymptotically unbiased. Clearly, conver-209
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gence is not achieved for the present sample size (n = 104). Increasing the ra-210
tio β2/β1 strongly reduces the uncertainty and removes the bias to a certain ex-211
tent.212
• The estimation uncertainty increases when the change point moves to the upper213
range of the distribution of T , where less data is available (Fig. S1b,c,e,f).214
4 Data215
Long time quality-controlled series of hourly observed precipitation, temperature,216
and dew point temperature were collected for different locations in Western Europe and217
Scandinavia (see Table S1). These include Belgium (Uccle), The Netherlands (De Bilt),218
France (Paris, Lille, Toulouse, Lyon and Marseille), Germany (Nordrhein-Westfalen and219
Berlin), Sweden (Stockholm surrounding area, and Northern Sweden), and Finland (Helsinki),220
see (Kilpela¨inen et al., 2008). In the statistical analysis, neighboring station data were221
treated as one single dataset (see Table S1), as is commonly done to improve the esti-222
mation of extremes (Buishand, 1991; Hosking & Wallis, 1997; Davison et al., 2012).223
As in the original approach of Lenderink and van Meijgaard (2010), we computed224
the daily-mean dew point temperature. Data points were excluded (i) when precipita-225
tion observations are equal to, or less than 0.1 mm, (ii) when hourly instantaneous tem-226
peratures are below 0 ◦C (to avoid snow), (iii) for events associated with the downturn227
in precipitation extremes (mostly dew point temperatures above 18 ◦C-20 ◦C), as this228
is likely due to a lack of moisture content, and (iv) when the daily mean temperature229
exceeds 24 ◦C because Hardwick-Jones et al. (2010) found a reduction in relative humid-230
ity in such a case, which may affect the scaling relationship. As in Wasko and Sharma231
(2014), rainfall events were separated by 5 h of no precipitation, and we withheld the232
maximum precipitation depth within each event.233
Note that the maximum hourly precipitation depth underestimates the peak 1-hour234
precipitation because the latter likely occurs across hourly measurements.235
5 Results236
The application of the quantile regression models to the observational time series237
is demonstrated in Table S2. The corresponding quantile lines, for different τ -values, are238
plotted in Fig. 3. Based on the BIC values for the 0.9-quantile (Table S2), the CC+ model239
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is better than the CC model for Uccle, De Bilt, Nordrhein-Westfalen, Berlin, Lille, Paris,240
Toulouse and Marseille. For the remaining locations (e.g. Lyon, Stockholm surround-241
ing area, Northern Sweden and Helsinki), the lowest BIC values at the 0.9-quantile, were242
obtained by the CC model.243
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Figure 3. τ -quantile estimates of hourly precipitation (mm), with τ = 0.90, 0.95, 0.99. Solid
lines: linear quantile regression lines (CC). Dashed lines: piecewise linear quantiles regression
lines (CC+). The shaded areas represent the two-dimensional histogram. The probability distri-
bution of logP (right bar) is truncated at P = 1. (a)-(l) Different locations.
In Helsinki, it appears that the optimization of the CC+ model is problematic, as244
the estimated change-points Tc are included at the right end of the range of possible Tc-245
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values. For Stockholm surrounding area, the same is true to a certain extent at the 0.95-246
quantile. Based on the BIC-analysis, a change-point is clearly apparent for the 0.95- and247
0.99-quantiles, opposed to the case τ = 0.90. This is in line with Sec. 3.2, where it was248
concluded that BIC-based model selection can become unreliable for higher quantiles,249
especially when the underlying model is linear (see Fig. 2a). For Northern Sweden, the250
change in the scaling rates is too low to be considered as significant, as the BIC-values251
show. The results for Lyon are anomalous in the sense that it is the only location with252
sub-CC scaling for τ = 0.99, but the BIC-analysis might be, again, unreliable for such253
high τ -values.254
Fig. S2 shows the parameter estimates for Uccle, together with the 95%-confidence255
intervals, obtained by the bootstrap method. As expected, the uncertainty in β2 is much256
higher than that of β1. The confidence intervals of the change in the slope, β2/β1, range257
approximately between 2 and 4 (for τ = 0.90, 0.95), and between 2 and 5 (for τ = 0.99).258
The confidence intervals of Tc are large, and extend up to about 7
◦C. The lower bounds259
of the confidence intervals of β2/β1 are larger than 1, indicating that the CC
+ model is260
significant, even for the 0.99-quantile. Although, we had less confidence in the BIC-analysis261
for higher τ -values, the foregoing lends additional support to the CC+ model selection.262
In the same way, Fig. 4 shows the inference results for all the locations where the263
CC+ model is significant, for the particular choice τ = 0.99. The confidence intervals264
of β1 (Fig. 4a) cover the range 5-10% per
◦C, and are thus compatible with the well-known265
CC-rate of 7% per ◦C. The estimation of the super-CC scaling rate in De Bilt (around 14%266
per ◦C) agrees well with the results shown in Fig. 2c of Lenderink and van Meijgaard267
(2010), giving extra confidence to our results. Most likely, the scaling rates seem to change268
by a factor of more than two (Fig. 4c) although, due to the large estimation uncertain-269
ties, assessing potential regional differences in the scaling rates is difficult. Confidence270
intervals for Lille and Marseille are particularly large, but the estimation was based on271
less than 10000 data pairs. As in Fig. S2c, the lower bounds of the confidence intervals272
of β2/β1 are larger than 1.273
Inference results for locations without change-point (Scandinavian stations and Lyon),274
indicate that the confidence intervals are also large, and the bootstrap distributions reg-275
ularly appear to be very skewed (not shown). Furthermore, the lower bounds of the con-276
fidence intervals of β2/β1 are smaller than 1. Additionally to the BIC-analysis, this pro-277
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vides extra support for the conservative CC model selection. Overall, it is therefore con-278
cluded that the existence of a change point could not be demonstrated for the Scandi-279
navian stations and for Lyon.280
A BIC-based model selection was done between the CC and CC+ models and a few281
alternative models, as described in Text S1. For the 0.9-quantile, the CC+ model is the282
most suitable model for Uccle, De Bilt, Nordrhein-Westfalen, Toulouse and Marseille.283
The piecewise linear-quadratic model was selected in Paris, Lille and Berlin, although284
the difference in the BIC-values of both quantile models are very small. As expected,285
the CC model is the most suitable for the Scandinavian stations, and Lyon. The quan-286
tile regression lines of the alternative models were displayed in Fig. S3 (Uccle). As the287
differences with the CC+ model are rather small, it can be concluded that the CC+ model288
is sufficiently good for practical purposes.289
Finally, the scaling was tested for different predictors by means of the goodness-290
of-fit criterion, Eq. (6). As potential candidate predictors, the temperature and the dew291
point temperature were compared (Fig. 5). The predictive skill of the dew point tem-292
perature is slightly, but systematically higher than that of the temperature, which is phys-293
ically plausible. Note also that, irrespective of the predictor, the predictive skill at lo-294
cations with a change point is significantly higher than at locations with no change point295
(Scandinavian stations and Lyon).296
6 Conclusions and outlook297
A statistical methodology was outlined to study the scaling properties of sub-daily298
extreme precipitation as a function of (dew point) temperature. More specifically, piece-299
wise linear quantile regression (i.e. the change-point model) was used to model the tran-300
sition of CC-like scaling to a regime with different scaling. Compared to the binning ap-301
proach, which involves a visual check only, the biggest advantages of quantile regression302
are: (i) asymptotic unbiasedness (Li et al., 2011), (ii) the ability to estimate the scal-303
ing rates and the change point, together with the associated uncertainties, (iii) the use304
of information criteria for selecting the most suitable statistical model from a set of can-305
didate models, and (iv) the ability to select the best predictor to characterize the scal-306
ing of extreme precipitation, using goodness-of-fit measures. More specifically, it was found307
that:308
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Figure 4. Inference results for the CC+ model, Eq. (2), for different locations, and τ = 0.99.
(NRW: Nordrhein-Westfalen). (a) βˆ1, (b) βˆ2, (c) βˆ2/βˆ1, and (d) Tˆc.
1. Simulations with simple stochastic models showed that, for a realistic sample size309
of n = 104, the estimator is fairly unbiased and has a reasonable uncertainty, un-310
less i) the scaling rates differ only slightly, and to a lesser extent ii) the change-311
point temperature is at the upper percentiles of it’s distribution.312
2. Simulations with simple stochastic models showed that BIC-based inference is use-313
ful in detecting the existence of a change point. However, when there is no change314
–14–©2018 American Geophysical Union. All rights reserved.
manuscript submitted to Earth and Space Science
Sweden (North)Stockholm
(surroundings)
HelsinkiMarseille
LyonToulouseParisLille
BerlinNordrhein-WestfalenDe BiltUccle
0
10
20
0
10
20
0
10
20
R (%)
R (%)
R (%)
Temperature as predictor
Dew point temperture as predictor
a) b) c) d)
e) f) g) h)
i) j) k) l)
�=0.
99
�=0.
95
�=0.
90
�=0.
99
�=0.
95
�=0.
90
�=0.
99
�=0.
95
�=0.
90
�=0.
99
�=0.
95
�=0.
90
CC+ CC+ CC+ CC+
CC+ CC+ CC+ CC
CC+ CC CC CC
Figure 5. The goodness-of-fit criterion R, Eq. (6). For each station, the BIC-selected model
was considered (either CC or CC+). The vertical lines indicate the 95 % confidence intervals of
R. (a)-(l) Different locations.
point, the success rate at the 0.9-quantile is acceptable, but decreases at increas-315
ing quantiles.316
3. The results show a strong evidence for the change-point model in Western Europe.317
Results at Marseille suggest also a change point, but the change in the scaling rates318
is smaller than for Western Europe. On the contrary, evidence lacks for the change-319
point model in the Scandinavian stations and in Lyon.320
4. Although deviations from linear scaling are evidenced at multiple locations, the321
associated estimations for change points and scaling rates are highly uncertain.322
More specifically, the factorial change in the scaling coefficients ranges between323
2 and 5, while the change-point estimates ranges between 5 ◦C and 15 ◦C.324
5. In view of the recent controversy regarding using air temperature/dew point tem-325
perature as proxies for extreme precipitation, an approach is presented to discrim-326
inate the best predictor. More specifically, at all observational locations, dew point327
temperature is slightly superior to temperature as a predictor for extreme precip-328
itation. Moreover, locations with a change point show larger overall explanatory329
skill than locations without a change point.330
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Our analysis highlighted that statistically proving deviations from linear scaling331
is not trivial. Even for time series of more than 60 years, the values for the scaling rates332
and change points remain highly uncertain.333
The study on sub-daily rainfall extremes could be extended by using alternative334
rainfall datasets, i.e. other than rain gauge measurements, but they may possibly en-335
tail other difficulties. For instance, radar data mostly feature high temporal frequencies336
and cover a wide area, but the available time period rarely exceeds one decade (Overeem337
et al., 2009; Goudenhoofdt & Delobbe, 2016; Berg et al., 2013). In addition, this requires338
a proper declustering method for spatial precipitation extremes.339
The methodology at hand could serve to study the impact of climate change on the340
scaling behavior of extreme short-duration precipitation and to estimate the reliability341
of these results. The most reliable modeled rainfall extremes are the ones from regional342
climate models at convection-permitting scales, however these are scarce (Kendon et al.,343
2014; Tabari et al., 2016; Termonia et al., 2018). The results derived from this work may344
also serve for in-depth regional studies (Schroeer & Kirchengast, 2018), or the simula-345
tion of extreme precipitation events in a warmer climate (Hazeleger et al., 2015; Manola346
et al., 2018).347
Different extensions of this work could be envisioned. The quantile regression model348
could be extended to multiple predictors (Li et al., 2011; Wasko & Sharma, 2014) includ-349
ing, for example, time-delayed (dew point) temperatures (Bao et al., 2017), and the pre-350
dictive skill could be compared as a function of the rainfall duration (Lenderink & van351
Meijgaard, 2010; Hardwick-Jones et al., 2010; Utsumi et al., 2011; Berg et al., 2013).352
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