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Threshold Device* 
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A Boolean function may be defined as a mapping from the vertices 
of an n-dimensional hypercube whose vertices are n-tuples of "1" 
and " -1"  to (0, 1). A threshold function is then a Boolean function 
whose "1" or "TRUE"  vertices are separable from the "0" or 
"FALSE"  vertices by a hyperplane. Using this geometric repre- 
sentation, one may show that a threshold evice realization may be 
approximated asfollows : Form the vector sum of the TRUE vertices. 
The components of the resultant vector can then serve as the weights. 
The threshold is approximated by 2 ~-1 minus the number of TRUE 
vertices. 
If the function under consideration is a threshold function, the 
vector formed from the first approximation and the threshold may 
be repeatedly rotated until it converges on a position such that its 
components form an exact threshold device realization. A specific 
procedure for performing these rotations is given. If the Boolean 
function is not a threshold function, the procedure must oscillate. 
The procedure can thus be used both as a test and a synthesis pro- 
cedure. Further, whether or not the function is a threshold function, 
the procedure can be stopped at any point to yield an approximation 
to a threshold evice realization. The desirable features of this pro- 
cedure are: (1), it is simpler than the usual procedure of solving a set 
of inequalities; and (2), it will yield approximate realizations. 
I. INTRODUCTION 
A Boolean function may be defined as a mapping from the vertices 
of the n-dimensional hypercube to (0, 1). The vertices which map into 
"1" will be called the TRUE vertices, and those which map into "0" 
* The basic work in this paper was carried out in November 1962 and reported 
in a New York University internal memorandum at that time. Since the~l, Winder 
(1963) has presented a paper at the winter IEEE meeting (January 1963-February 
1963) which contains the same results for the first approximation, although he 
does not specifically identify it as a center of gravity and uses an approach differ- 
ent from that of this paper. 
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will be called the FALSE vertices. A threshold function may then be 
defined as a Boolean function whose TRUE vertices are separable from 
the FALSE by a hyperplane: 
where 
and 
Thus 
A.X  = a~x l  -4- " .  -4- a ,~x ,  = b ;  
A is the vector (a l ,  a2 ,  . . .  , a~), 
X is the vector @1, x2 ,  . . .  , x ,~) .  (i) 
A.X  > b at a TRUE vertex, 
(2) 
A. X < b at a FALSE vertex. 
The components of A are the weights, and b is the threshold in a thresh- 
old device realization of the function. In this paper, A and b themselves 
will be referred to as a "threshold device realization" or simply as a 
"realization." 
Q 
X 
X~ 
X 
(~)= TRUE VERTEX 
X = FALSE VERTEX 
FIG. 1. Two-dimensional example of a hypereube and hyperplane 
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(~) = TRUE VERTEX 
X = FALSE VERTEX 
FzG. 2. Two-dimensionM example of ~ hypersphere 
Chow (1961) has shown that the center of gravity of the TRUE ver- 
tices may be used as a characterizing parameter to label threshold 
functions uniquely. In his paper, he used a hypercube whose vertices 
were n-tuples of "0" and "1". It is now asked whether a symmetric 
placement of the hypereube about the origin would yield even more 
information about the role of the center of gravity in determining the 
weights. By using the hypereube whose vertices are n-tuples of "1" 
and "-1," the center of gravity of the entire hypereube is at the origin. 
Figure 1 is a two-dimensionM example. 
I I. "ANGULARLY SEPARABLE"  DEF IN IT ION OF A 
THRESHOLD FUNCTION 
In n-dimensional space, the distance from a vertex to the origin is 
IX [  = ~/x l  2 + . . -  + x~ 2 = V~(=~I )  2 + - - -  + (-4-1) 2 = v~n.  (3)  
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Since the vertices are equidistant from the origin, they all lie on the 
surface of a hypersphere. (In two dimensions, a hypersphere is a circle, 
as shown in Fig. 2.) Attention will thus be centered on points on the 
surface of the hypersphere. It  is next noted that for any vector X, and 
so for the X on the hypersphere, 
A .X - -  I A I tX Icos0ax ;  (4) 
where O.~x is the angle between the vectors A and X. Thus, for points 
on the hypersphere, 
A.X  
= cos O~x. (5) 
[A [%/n 
Equations (2) can be divided by a positive constant without changing 
the inequalities. Divide by lA 1%/n. This gives the following equations 
as an equivalent definition of a threshold function: 
A • X al xl au xu 
d I~¢/n = Id  [%/n + "'" + Id  ~ n  
b 
> 1 A ] ~¢/n at a TRUE vertex, 
(6) 
A • X al xl a, xn = - - +  . . .+  
d I%/n /A ]~¢Zn I d l~¢/n 
b 
< I A J %/n at a FALSE vertex. 
It  is now noted that b/I A I V/n is a constant. Except for the trivial 
cases for which the function is identically FALSE or TRUE, its value 
will tie between "1" and " -1 . "  If these cases are excluded, one can let 
cos  oo = b/I A I~/n  ; (7) 
where 0b will be called the "threshold angle." Substituting (5) and (7) 
into (6) gives 
cos OAx > cos 8~ at a TRUE vertex, 
(s) 
cos O.~x < cos 0b at a FALSE vertex. 
Further, since the above equations involve only inequalities, it is pos- 
sible Go use the angle rather than the cosine of the angle. However, the 
inequalities must be reversed because the cosine decreases as the angle 
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FIG. 3. I l lustration of an "angularly separable" function 
increases. The definition for a threshold device can then be 
O~x < 0b at a TRUE vertex, 
(9) 
O~x > 0b at a FALSE vertex. 
Thus a linearly separable function can be regarded as equivalent to an 
"angularly separable" function. 
Figure 3 is an illustration for a two-variable case. Vertices V2 and V4 
are TRUE vertices, since 0Av2 and 0Av4 are less than 0b. Vertices V1 
and V3 are FALSE vertices, since 0~vl and 0~v~ are greater than 0~. 
I I I .  APPROXIMATE THRESHOLD DEVICE REALIZATION 
The problem of synthesis is to find A and b, given the TRUE and 
FALSE vertices. Suppose for the moment hat the variables x~ are con- 
tinuous rather than being constrained to "1" and " -1 . "  However, 
I X t is still limited to V~n, so that only points on the hypersphere are 
considered. A and b then define a continuum of points (i.e., region), rather 
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than isolated vertices. The TRUE region and the FALSE region are 
found from Eqs. (9). The TRUE region on the hypersphere is separated 
from the FALSE region by the hypercircle defined as the locus of points, 
X, such that 0~x = 0b. In Fig. 3, the TRUE region (section of a circle 
in two dimensions) is shown darkened. In n dimensions, the TRUE 
region may be thought of as a symmetrical "cap" similar to the polar 
cap on the earth. If such a TRUE region is given, A is easily found as 
follows. 
First, it is noted that the magnitude ofA is of no concern because any 
magnitude is taken into account in (6) by dividing by I A 1 ~/n. In (9), 
the magnitude does not even appear. Next, the TRUE region may be 
separated into subregions uch that each subregion corresponds to a 
fixed 0~x. The points of each subregion are symmetrically placed 
around A. Therefore, their center of gravity is collinear with A. Since 
the center of gravity of each subregion is collinear with A, the center of 
gravity of the entire TRUE region is also collinear with A. Thus, since 
magnitude does not matter, the center of gravity or the vector sum of the 
continuum of points of the TRUE region may be used for A. 
It is now noted that the vertices of the hypercube are distributed 
uniformly over the surface of the hypersphere. Therefore, it seems 
reasonable to assume that the TRUE vertices approximately identify a 
region covered by the continuum of TRUE points. Thus, an approxima- 
tion to A is the center of gravity of the TRUE vertices. More simply, 
it may be taken to be the sum of the TRUE vertices, i.e., 
A = ~ TRUE vertices. (10) 
If (10) is used, the threshold is found separately. In preference to 
this, the synthesis procedure can be carried out in (n + 1)-space treat- 
ing the threshold in the same manner as the other weights. The thresh- 
Old, b, is brought o the left side of (2). 
Let 
ao = --b. (11) 
Next, multiply ao by an auxiliary variable xo . Then, in (n + 1)-space 
the TRUE and FALSE vertices are defined by 
aoxo + a lx l  + " "  + anx~ > 0 at a TRUE vertex, 
(12) 
aoxo + a lx l  + • • • + a,~x,~ < 0 at a FALSE vertex. 
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Or 
where 
A' .X  > 0 at a TRUE vertex 
A'X  < 0 at a FALSE vertex 
A' = (a0, al ,  a2, -." , a~). (13) 
The TRUE vertices for which xo = I are known since they represent the 
actual TRUE vertices in n-space. The TRUE vertices for which xo = 
-1  are easily found. The equation identifying the TRUE vertices in 
(n + 1)-space is written as two equations. 
For x0 = 1 
For  Xo = - -1  
ao + alxl + . . .  + a,x~ > 0 (1~) 
Let 
Z' = - -Z.  (19) 
Then 
A .Z  > -ao  
- -A .Z  < ao 
A .  ( - -Z )  < ao 
A . Z p < ao 
--ao + alxl  + . . .  + a~x~ > 0. (15) 
Equation (15) also identifies a set of vertices in n-space. Consider the 
vertices forming the complement of this set. They are identified by 
ao - alxl - a2x2 . . . . .  a~x~ > 0, (16) 
or, in vector notation 
- -A .X  > --ao (17) 
where A = (a l ,  " . .  , am). 
Inequality (16) identifies a "cap" in n-space whose direction is opposite 
to that identified by (14) and which has the same threshold angle. It  
should thus contain the negative of the TRUE vertices, i.e. the vertices 
whose coordinates are the negative of the TRUE vertices defined by 
(14). That this is indeed so can be seen as follows. 
Let Z be a vertex satisfying (14), that is A. Z > -ao.  (18) 
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therefore 
-A .Z '  > -ao .  (20) 
Thus, the negative of any TRUE vertex satisfies (16). Conversely, 
it can be seen that the negative of any vertex satisfying (16) is a TRUE 
vertex. Thus the set of vertices atisfying (16) is the set consisting of 
the negatives of the TRUE vertices. But the vertices atisfying (15) are 
wanted. However, these are just the complement (in n-space) of the 
set of negatives of the TRUE vertices. Thus, the TRUE vertices in 
(n + 1)-space for which x0 = -1  are identified as the complement of 
the negatives of the given TRUE vertices. 
One can now synthesize an approximation to the given Boolean func- 
tion by letting the realization be 
A' = ~ TRUE vertices in (n + 1)-space 
where 
A' = (a0, al ,  " .  , a~). (21) 
Expression (21) has been developed because of the greater ease of 
improving the approximation i  (n + 1)-space over using n-space. 
However, if it is only intended to form a single approximation, the 
following equivalent expression for A ~ is somewhat more convenient to 
use because it is not necessary to find all the TRUE vertices in (n + 1)- 
space. 
A' = (a0,2A) 
where 
a0 ----- 2k - -  2 n 
k ----- number of TRUE vertices in n~spaee (22) 
A = ~ TRUE vertices in n-space. 
The above value of a0 is implicit in Eq. (21). In forming A', the TRUE 
vertices in n-space and the complement of the negative of the TRUE 
vertices in n-space were summed. Suppose there are k TRUE vertices 
in n-space. Then the set of the negatives of the TRUE vertices also 
contains k vertices. The complement of this set contains 2n -- /c vertices. 
The above value of a0 then follows since the TRUE vertices of n-space 
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correspond to x0 = 1 and the complement of the negative of the TRUE 
vertices to x0 = -1 .  
In forming the A of (22), one, in effect, sums the vertices defined by 
(14). However, summing the vertices defined by (15) would yield the 
same A. That this is so can be seen from the following considerations. 
1. The sum of the vertices of the complement of a function is equal 
to the negative of the sum of the function's vertices. This is so because 
the sum of all the vertices is zero. 
2. The sum of the vertices atisfying (15) is the negative of the sum 
satisfying (16) since these are complementary sets. 
3. The sum of the vertices atisfying (14) is also the negative of the 
sum satisfying (16). This is so because the negative of any vertex satis- 
fying (14) satisfies (16) and vice versa. 
4. Therefore, the sum of the vertices satisfying (14) is equal to the 
sum satisfying (15). 
Thus, to obtain the last n coordinates of A', the vector A is multiplied 
by "2." This, together with the above value of a0, results in Eq. (22). 
IV. SYNTHESIS PROCEDURE 
Equation (21) is an approximation to a valid realization. A procedure 
which will realize the given function (if it is a threshold function) is 
now developed by using the continuous case as a guide. A proof that the 
procedure converges in a finite number of steps is given in the next 
section. 
Assume that the continuous ease is under consideration. Let A" stand 
for the desired valid realization. Let A' be any approximation. Then the 
TRUE points which are incorrectly identified by A' lie on the surface 
of the hypersphere in a "wedge" between the hyperplane identified by 
A" and A'. Figure 4 is a 2-dimensional example. It  is now shown that 
in a space of any dimensionality A", A', and the center of gravity of the 
incorrectly identified TRUE vertices lie in the same 2-dimensional 
plane. 
Consider the plane containing A" and A ~. See Fig. 5. Form an ortho- 
normal basis for the entire space as follows: 
Let 
Eo = A ' /1A '  I, 
E1 = unit vector orthogonal to E0 and in the A ~t -A '  plane, (23) 
E2 to En = unit vectors orthogonal to E0, E1, and to each other. 
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~, • 
INCORRECTL' 
IDENTIFIED 
FALSE POIN 
FIG. 4. Two-dimensional example showing incorrectly identified points 
Then 
A'=[A ' IEo  
(24) 
A" = ~'oEo ÷ ~1E1 
where ~o and ~, are scalars. Now consider any incorrectly identified 
TRUE point, Z. Express it in terms of the basis of (23). 
Z = ZoEo + zlE1 + . . .  ÷ z~E,,. (25) 
Then, since Z is incorrectly identified by A' 
A' .Z  < O, 
(1 A' leo + 0 ÷ . . .  + 0). (zoEo + . . .  + z,,E~) < O, 
zo lA ' l  <0.  
Since Z is a TRUE vertex 
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A" .Z  > O, 
('yoEo + ~,1E1 4- 0 4- . . .  4- 0) .  (zoEo 4- . . .  4- z~E,~) > O, (26) 
70z0 4- ylzl > O. 
Now consider the point Z' such that its first two coordinates are the 
same as for the above Z and the remaining coordinates are the negative 
of those oi Z. 
Z' = (z0, Zl, - - z : ,  - - z3 ,  . . .  , - z , ) .  (27) 
In a manner similar to that for the point Z it can be shown that 
A' .Z '  = zo I A'I, (28) 
A" .Z '  = 1,ozo 4- 1,1zl. (29) 
But it has just been seen that (28) is less than zero and (29) is greater 
than zero. Therefore, Z' is also an incorrectly identified TRUE point. 
The center of gravity of Z and Z' is 
(z0, zl, 0,0, . . -  ,0) .  
A j 
.All 
E o 
INTERSECTION 
OF AI.A uPLAN 
AND A I. X = O 
INTERSECT ON " 
OF AI-AIIpLANE 
~ND 
HYPERSPHERE • 
El 
FIG. 5. A ' -A"  plane 
/ ~--CENTER 
I NCORRECTLY ~, 
IDENTIFIED| 
TRUE POINTSJ 
'INTERSECT ON 
OF A-A i PLANE 
AND A", X = O 
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This center of gravity lies in the A'-At '  plane. Since Z was any incorrectly 
identified TRUE point, the center of gravity of all the incorrectly identi- 
fied TRUE points lies in the A' -A"  plane. 
If one were actually dealing with the continuous case, A' could be 
brought into exact coincidence with A". Since the center of gravity of 
the incorrectly identified TRUE points lies in the A' -A"  plane, it and 
A' will identify this plane. Then A t need only be rotated about the origin 
in this plane through the angle 2a (a as in Fig. 5) to bring it into co- 
incidence with A". 
When dealing with threshold functions, though, the vertices do not 
precisely identify a continuous area. However, an approximation to A t' 
will still be improved by rotating it towards the center of gravity of the 
incorrectly identified TRUE vertices through the angle 2a. (The same 
results are obtained by rotating away from the center of gravity of the 
incorrectly identified FALSE vertices. This is so because the incorrectly 
identified TRUE vertices and the incorrectly identified FALSE vertices 
in (n q- 1)-space are symmetric about the origin; that is, if Z is an 
incorrectly identified TRUE vertex, then -Z  is an incorrectly identified 
FALSE vertex. Thus, it does not matter which set is used.) 
Rotating can be accomplished as follows. Form the sum of all the 
TRUE vertices in (n -t- 1)-space which are incorrectly identified by the 
A' of Eq. (21).1 Call this vector "Y."  Consider the plane containing A t 
and Y. See Fig. 6. In this plane, it is desired to rotate A' about the origin 
towards Y through the angle 2a. This is done by letting the rotated A t 
(call it A2 t) be equal to 
, A '  Y 
A2 = i A,-~[ -t- f3 t y 1. (31) 
From the construction in Fig. 6 and the fact that 0b will be equal to 
~r/2 in (n -f- 1)-space, it can be seen that: 
where 
-= 2 sin a 
- -  2 s in  [¢ - (~/2) ]  
¢ = arc cos (A ' .Y / I  A' I I Y ] )- (32) 
1A TRUE vertex, Z, for which A' .Z = 0 will be considered to be correctly 
identified. The "greater than" condition can always be attained by a slight shift 
in A' after the process has terminated. 
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~p 
Bb=~ - 
Y 
FIG. 6. Illustration for the calculation of 
Using the trigonometric identity for the sine of the difference of two 
angles gives 
= -2  cos ¢ (33) 
= -2A ' .Y / IA ' I I Y  I. 
The process of checking and rotating is continually repeated. For 
each A i' which does not give a valid realization, form 
A ' Ail Y~ 
~+1 = I A~--~I + ~ V?-~ ~ " (34) 
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If the function under consideration is a threshold function, the continual 
rotating will converge to an A" which is a threshold evice realization. 
The process thus serves as a synthesis procedure which does not require 
the solution of any equations. 
If the function under consideration is not a threshold function, the 
process can not converge. As the "cap" is rotated towards missing TRUE 
vertices, other TRUE vertices must be lost. Therefore, it can serve as a 
test of whether or not a function is a threshold function. 
Lastly, the center of gravity and a0 (or any of its rotated versions) 
can serve as an approximate hreshold evice realization for any Boolean 
function. 
V. PROOF OF CONVERGENCE 
If the function under consideration is a threshold function, there 
exists an A" such that the hyperplane A". X = 0 correctly separates the 
TRUE from the FALSE vertices. To prove convergence, it will first be 
' A"  " ' shown that A~+I is closer to than is A~. That is, it will be shown that 
Oa,~+l~- < ¢~,~,, (35) 
or equivalently 
cos OA'¢+~A" > COS O~'~A" 
A~+I"A" A / .A"  
> (36) 
I A' A" Ai' A" " ,+111 I [ I1 I 
The vector Y~ (the center of gravity of the incorrectly identified TRUE 
vertices) satisfies the following inequalities because ach vertex in its 
sum does so. 
A".  Y~ > 0 since they are TRUE vertices, (37) 
A( .  Y~ < 0 since they are incorrectly identified (38) 
Equation (38) implies that the fl of (33) is a positive number. 
Now consider 
A, A,, (A,' Y,) 
~+1" _ . (39)  
A~t.A" Y~.A" 
- IA , ' I IA" I  +t3 'Y~ ,I , (40) 
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Using (37) and the fact that f~ is also a positive number gives 
' ', A~ .A"  Ai+I.A .~ (41) 
IA"I  > IA / I IA" I "  
From the construction in Fig. 6 
]A~+I t = 1. (42) 
Equation (36) then follows from (42) and (41). Therefore A~+I is 
closer to A" than is A(. 
From the above, it follows that fl approaches zero. But if f~ approaches 
zero, Eq. (34) implies that A~+I approaches Ai'. This in turn implies 
that A/  approaches a limit. Call it "limit A( ."  
Since fl approaches zero, (33) gives 
limit (A/-Y,) = 0. (43) 
Suppose (43) holds because the number of vertices in Y~ keeps decreas- 
ing. Then, since there are a finite number of vertices, Y~ will 
reach (0, 0, • • • , 0). The process will then have terminated. Suppose on 
the other hand that the number of vertices in Y~ remains over some 
minimum after a certain step in the procedure. Then in order for (43) 
to hold, each A / .  Z (where Z is any incorrectly identified TRUE vertex) 
must approach zero. This is so because each A( .Z  is less than zero. 
But this, in effect, says that limit A(  is either (1) a valid A" (i.e., one 
for which the "greater than" condition holds for TRUE vertices) or 
else (2) an A"  such that "greater than or equal" holds for the TRUE 
vertices. 
First, suppose A/approaches a valid A". Observation of (2) shows 
that there is an E-region about A" such that all the points within it are 
valid realizations. Since A(  will come arbitrarily close to A" in a finite 
number of steps, it will enter this eregion. Thus the process will termi- 
nate in a finite number of iterations. 
Next, consider the possibility that A /  approaches an A"  such that 
only the "greater than or equal" condition applies to the TRUE ver- 
tices. Since A ( approaches A #', any vertex, Z, for which A ' .  Z > 0 will 
become and remain correctly identified after a finite number of steps 
(say 'j' steps). Assume that this minimum number of steps has taken 
place. The incorrectly identified TRUE vertices now satisfy A" -Z  = 0. 
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Form A~+~ 
, A /  + # Y~ 
A~'+I - I AJ~I t Y~] " 
(44) 
Take the dot product of both sides by A" / IA"  I. 
I ,,, A / .  A "p Yj .  A"  A~+I'A _ + # A" (45) 
[A"] tA/[IA"] IY¢]I l" 
But Y j .A"  = 0 since only vertices for which A".Z = 0 are under 
consideration at this point. 
t it! ' A t t t  Aj+~.A A~ 
- (46) IA"I IA/IIA"I" 
Further, since 1 A'~.+I I = , one can write 
A~.+I. A" A/ .  A" 
- (47)  
l A~.+I l [ A"  l IA/] IA"["  
' = ' = A"  (2) Aj+I' is no Equation (47) implies either (1) Aj+I A~. or 
closer to A" than is A~. If the first condition holds, the process is taken 
as terminated. (A" is then shifted slightly to form a valid A".) If the 
second condition holds, A~- does not approach A ' .  This contradicts the 
assumption. Thus it must approach a valid A". It  will then terminate in 
a finite number of steps as shown previously. 
All possibilities have now been shown to terminate in a finite number 
of steps. 
The speed of convergence has not been calculated. However, the com- 
parison with the continuous case indicates that it should terminate 
very quickly. 
VI. EXAMPLE 
Consider the following seven-variable function. Let the TRUE ver- 
tices be those which have three or less " -1"  components with the 
exception of (1, 1, 1, -1 ,  --1, -1 ,  --1) which is a TRUE vertex and 
(--1, --1, -1 ,  1, 1, 1, 1) which is a FALSE vertex. All other vertices 
are FALSE vertices. The problem is to find a threshold evice realiza- 
tion for the function, i.e., A and a0 are to be found. Using (22) yields as 
a first approximation 
A = (22, 22, 22, 18, 18, 18, 18) 
a0 = 2 " -~-  2 n-1 = 0. 
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Since in this case exactly one half of the vertices are TRUE, the thresh- 
old can be left equal to zero. The search for a valid A is then carried out 
in n-space. 
Using the above expressions for A and a0 in (2) reveals that only the 
TRUE vertex (1, 1, 1, --1, -1 ,  -1 ,  -1 )  is incorrectly identified. To 
get a better choice for A, let it be rotated towards this vertex. Then 
from (33) 
f~ = --2 (22, 22, 22, 18, 18, 18, 18) (1, 1, 1, --1, --1, --1, --1) 
52.4 
= 0.086 
Next, using (31) yields 
A2 = (22,22,22,  18, 18, 18, 18) _4_ 0.086(1, 1, 1, -1 ,  -1 ,  --1, --1) 
52.4 
= c(45, 45, 45, 31, 31, 31, 31) 
where c is a scalar constant. A2 is now used in place of A in (2). A check 
of all vertices hows that A2 and the value of zero for a0 are a threshold 
device realization for the desired function. 
VII. CONCLUSION 
A synthesis procedure has been presented for either finding a threshold 
device realization for a Boolean function, or showing that the function 
is not a threshold function. It was also pointed out that the procedure 
will yield an approximate threshold evice realization for any Boolean 
function. The synthesis procedure consists essentially of first finding 
the set of TRUE vertices in (n + 1)-space and calculating their center 
of gravity. The resulting vector is then repeatedly rotated until all the 
vertices are correctly identified. When this condition is reached, the 
components can serve as a set of weights for a threshold evice. If the 
process fails to converge, the function is not a threshold function. The 
desirable features of the procedure are: (1) it is simpler to use than the 
usual procedure of solving a set of inequalities, and (2) it can be used to 
yield approximate solutions. 
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