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ABSTRACT 
The purpose of this investigation is to 
determine if Q-Gert network modeling techniques can 
be used to represent, and evaluate the performance 
of, electric utilities during storm emergencies. 
Q-Gert is a FORTRAN-based simulation program and 
modeling device which has been developed for studying 
the procedural aspects of manufacturing, defense and 
service systems which involve risk and random 
elements. The 100-node Q-Gert package is used as the 
program for the evaluation. 
A brief description of basic Q-Gert symbols and 
terminology is presented along with a detailed 
description of the development of a network 
representing the procedural aspects of a medium sized 
electric utility during storm emergencies. Electric 
utilities are modeled as a series of parallel queues 
representing service centers whose service 
performance is resource constrained by manpower. The 
relationships between storm severity and service 
performance are viewed from the perspective of 
establishing service performance policies based on 
staffing considerations. 
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, Q-Gert is found to be a feasible means of 
modeling electric utilities during storms, however, 
specific restrictions of the 100-node Q-Gert package 
are found to limit the size of the problem which may 
be evaluated. Potential areas of application are 
explored using hypothetical storm scenarios to 
illustrate the managerial and industrial engineering 
problems that can be quantified using the established 
network. The restrictions found are enumerated and 
it is concluded that the 200-node or 1000-node 
package be used when applying Q-Gert to the stated 
problem. 
2 
INTRODUCTION 
In public utilities, as in any other industry, 
the business activity normally follows an orderly 
sequence of events. Generally, this activity is 
associated with the design and construction of the 
facilities required to meet the public's demand for 
service. Providing service to an individual customer 
or even a manufacturing complex does not, however, 
constitute the entire scope of public demand. Before 
this can be accomplished, a public utility must be 
prepared by having the capacity in reserve long 
before a customer asks for service. Forecasting 
these capacity requirements is a fundamental task of 
the management decision process in public utilities. 
When referring to electric utilities, the 
service which is supplied takes on many forms; the 
most basic which is having sufficient generating 
capacity to meet forecasted demand. An additional 
service is the maintenance of sufficient resources in 
terms of personnel, materials and equipment to 
construct the physical facilities necessary to 
deliver the generating capacity through the 
distribution system upon demand. This distribution 
system must also be operated and maintained in such a 
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way as to assure continuity of service using the same 
physical resources. Although related, the capacities 
and resources required for each of these services 
must be forecasted independently. 
During the 1960s to early 1970s, load growth in 
electric utilities was such that massive construction 
efforts in both the generating and distribution areas 
were required to keep up with the public demand for 
service. This demand caused utilities to maintain 
large staffs of trained construction workers to 
support both their construction and maintenance 
efforts. Sufficient personnel were therefore 
available to handle virtually any contingency 
relating to disruptions of the continuity of service 
caused by storms. There was therefore little need to 
forecast emergency staffing requirements since that 
capacity was there in response to the public demand 
for service. 
During the post Arab Oil Embargo period, a 
number of factors have altered the energy demand 
pattern previously experienced. High energy costs, 
conservation efforts and a recessionary economy 
combined to reduce load growth and the corresponding 
utility construction efforts to levels which can no 
4 
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longer support large construction forces. A need has 
therefore arisen to evaluate staffing requirements 
based on service performance needs rather than on 
construction requirements. To do this, analytical 
tools must be developed to aid utility managers in 
the decision making process. 
SERVICE PERFORMANCE CRITERIA 
The service performance of an electric utility 
is generally associated with two measures; frequency 
of interruption and duration of interruption (3). 
Frequency of interruption is the ratio of the number 
of customers' interruptions to the total customers 
served during a specified period of time (3). 
Duration is the period of time from initiation of an 
outage until the affected facility through repair, 
replacement or transfer once again becomes available 
to perform its intended function (3). 
Under storm conditions, it is not possible to 
affect the frequency of interruption since the number 
of interruptions is a function of the storm intensity. 
The weather conditions are random elements for which 
the manpower requirements are to be planned. The 
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duration of interruption will, however, be dependent 
upon the staffing level chosen. It is therefore 
desired to determine a means of exploring the 
relationship between manpower levels and the duration 
of interruption for various storm scenarios. The 
remainder of this thesis will deal with the applic-
ability of Q-Gert simulation to this problem area. 
vlHY Q-GERT 
According to Pritsker (5), "Q-Gert has been 
designed, developed and used for studying the 
procedural aspects of manufacturing, defense and 
service systems. It satisfies the need for a network 
approach to the modeling of systems that involve 
procedural risk and random elements." With this 
stated purpose, Q-Gert appears attractive as a means 
of simulating storm manpower requirements for the 
following reasons: 
1. Electric utilities are monopolies with 
fixed service territories and consist of 
multiple service centers which may be 
viewed as a network of queues performing 
service functions. 
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2. Emergencies occur randomly and involve 
varying risks of unacceptable performance 
based on their severity and the staffing in 
a particular area. 
3. The optimum solution to the problem will be 
dependent upon the definition of acceptable 
performance. This performance level is not 
mandated and may vary considerably from 
company to company. A simulation approach 
therefore appears to be warranted as a 
means of providing the greatest flexibility 
in specifying input and output parameters. 
Q-GERT MODEL BUILDING 
In order to employ Q-Gert simulation, it is 
necessary to develop a model of the system involved. 
Generally this process consists of the following five 
steps: 
1. The significant elements of the system 
being modeled are determined. 
2. The elements are analyzed and described. 
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3. The elements are integrated in a network 
model of system using Q-Gert terminology 
and symbols. 
4. The network model is translated into a 
computer readable form. 
5. The system performance is assessed through 
the Q-Gert analysis program. 
A model is not only a description of a system 
but also an abstraction of a system. In this case, 
the model is intended to represent the process 
utilized in the restoration of service to customers 
of electric utilities during a storm. In order to 
determine the significant elements and quantify them, 
data from a local utility will be utilized as a 
source for the development of the model. 
Q-GERT SYMBOLS AND TERMINOLOGY 
Q-Gert employs an activity on branch network 
philosophy in which a branch represents an activity 
that involves a processing time or delay. Nodes are 
used to separate branches and represent milestones, 
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decision points and queues. A Q-Gert network 
consists of both nodes and branches. Flowing through 
the network are items referred to as transactions. 
Transactions are directed through the network 
according to the branching characteristics of the 
nodes. Transactions can represent objects, 
information or a combination of the two. 
Some important symbols are shown in Figures 1 
through 3. The most common nodes used in Q-Gert 
networks are regular nodes displayed in Figure 1. A 
regular node consists of three sections; an input 
side, a middle section and an output side. The input 
side shows the number of transactions required to 
release the node for the first time (Rf) and the 
number required for subsequent releases (Rs). The 
middle section may be left blank or may be used for 
indicating the criterion for selecting attribute 
types from incoming transactions (C); the type of 
statistics to be collected at the node (S); and the 
assignment of attributes to the transactions passing 
through the node. 
Attribute assignment requires the specification 
of three values; an attribute number (N), a 
distribution type (D) and a parameter set number (P) 
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indicating the parameters that are to be utilized for 
the selection of a value from the distribution 
specified. The distribution types which are 
available are given in Table 1. Multiple attribute 
assignments are permitted at a node, however, the 
maximum number of attributes to be associated with 
any transaction must be specified prior to running a 
simulation. 
The output side of a regular node indicates the 
node number (#), specified by the analyst, and the 
type of branching which is to occur at the node. 
Figure 1 (a) is the symbol for deterministic branching. 
In deterministic branching all activities emanating 
from the node will be taken with identical transactions. 
Probabilistic branching, Figure l(b), results in the 
selection of only one activity emanating from the 
node to be taken in accordance with a prespecified 
probability randomly selected. There are two types 
of conditional branching. Figure l(c) indicates 
conditional-take-first branching in which the 
condition for taking each activity emanating from the 
node is established by the modeler. The conditions 
associated with each activity are tested in order and 
when one of the conditions is satisfied only that 
branch is taken. In conditional-take-all branching, 
10 
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Table 1 
Distribution and Function Type Codes and Parameter Identifiers for the 
Q-GERT Network Language. 
Code Description Identifier 
AT The value of an ATtribute of a transaction Attribute 
is to be assigned as activity duration time Number 
BE BEta distribution Parameter Set 
Number 
BP Beta distribution fitted to three parameters Parameter Set 
as in Pert Number 
co COnstant Value of Constant 
ER ERlang distribution Parameter Set 
Number 
EX EXponential distribution Parameter Set 
Number 
GA GAmma distribution Parameter Set 
Number 
IN INcremental assignment Initial Value 
LO LOgnormal distribution Parameter Set 
Number 
NO NOrmal distribution Parameter Set 
Number 
PO POisson distribution Parameter Set 
Number 
TR TRiangular distribution Parameter Set 
Number 
UF User Function User Function 
·Number 
UN UNiform distribution Parameter Set 
Number 
1 Pritsker, (5), p. 27. 
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QGERT Symbols: Regular Nodes 
FIGURE 1. 
C:l: H+ 8> 
(a) Deterministic (b) Probabilistic 
(c) Conditional-Take-First (d) Conditional-Take-All 
QGERT Symbols: Activities 
FIGURE 2. 
(P or C) (D,PS) 
N S 
QGERT Symbols: Special-Purpose Nodes 
FIGURE 3. 
Rf C 
N D P 
Rs S 
(a) Source Node (b) Sink Node 
.eEl) 
(c) Queue Node. 
(d) Selector Node 
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Figure l(d), the conditions for all activities 
emanating from the node are tested and each activity 
is initiated if its condition is satisfied. The 
condition codes available in Q-Gert are listed in 
Table 2. 
In Q-Gert networks the nodes are connected by 
branches or activities, Figure 2. The information 
associated with the activity is its probability of 
being taken (P) or a condition code (C) if it is 
associated with a node with conditional branching. 
(It is important to note that the default value of 
the probability associated with the activity, when 
not specified, is not unity but 0.5. Since the 
cumulative value of the probabilities of all 
activities emanating from a node must be unity, care 
should be taken when only one activity emanates from 
a node.) The time associated with an activity is 
specified by the distribution type (D) and the 
parameter set (PS). The remaining data included is 
the activity number (N) and the number of parallel 
servers represented by the branch (S). 
Although regular nodes are generally used most 
often, a number of special nodes exist which serve 
special purposes to the modeler. Some which have 
13 
Table 2 
2 
Condition Codes for Routing Transactions over Branches 
Condition Codes • 
T.ll.V 
T.ll.Ak 
Aj.ll.V 
Aj.ll.~ 
Ni.R 
Ni.NR 
NAj.R 
NAj.NR 
where . 
T is the current simulation time (TNOW), that is, 
the time at which conditional branching is tak-
ing place 
V is a constant value 
Aj and Ak are the values of attributes j and k of the 
transaction for which routing is being deter-
mined 
ll is a relational operator. The possible operators 
are: LT; LE; EQ; NE; GT; and GE 
Ni is node number i 
NAj is the node number specified by the value of at· 
tribute j of the transaction for which routing is 
being determined 
R stands for released 
NR stands for not released · 
Examples 
Specification 
T.LT.lO.O 
T.GT.A3 
A2.EQ.4.0 
A2.NE.A3 
N5.R 
NA3.NR 
Route Transaction Through Branch if 
Current time less than 10 
Current time greater than attribute 3 
The value of attribute 2 is equal to 4 
The value of attribute 2 is not equal to 
the value of attribute 3. 
Node 5 has been released 
Node number specified by attribute 3 has 
not been released 
• ;t'here are 28 possible condlUon codes that can be apeclfied for a branch. 
2 Pritsker, (5), p. 146. 
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been proven most useful are displayed in Figure 3. 
Figures 3(a) and 3(b) represent source and sink nodes 
which begin and end the network. Source nodes are 
required since these are the nodes at which the 
initial transactions are inputted into the network. 
Source nodes may have any of the previously described 
types of branching. Sink nodes are generally used 
only when the duration of the simulation is not time 
constrained. At a sink node transaction flow 
terminates and it is possible to specify the duration 
of the simulation based on the number of realizations 
of this node. 
Queue nodes, Figure 3(c), are perhaps the most 
useful of the special purpose nodes. At Q-nodes 
transactions are delayed until such time as one or 
more servers associated with the queue activity 
becomes available. It is necessary to specify the 
initial number in the queue (I) if it is not zero and 
the maximum number allowed in the queue (M) if it is 
not infinity. An infinite queue length may only be 
specified by using the default value. In addition, 
by specifying (R) , a ranking procedure may be 
established for the selection of transactions from 
the queue. The ranking procedures available are 
given in Table 3. 
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TABLE 3 
QUEUE RANKING RULES 
F FIRST IN FIRST OUT 
L LAST IN FIRST OUT 
S/A SMALLEST VALUE OF ATTRIBUTE A FIRST 
B/A BIGGEST VALUE OF ATTRIBUTE A FIRST 
16 
If parallel queues or servers are specified in a 
network, a selector node given in Figure 3(d) may be 
used to select among servers or queues. To specify 
the server selection rule (SSR) a code from Table 4 
is utilized. To select among parallel queues, a 
queue selection rule (QSR) is specified from Table 5. 
Q-GERT PROGRAMMING INPUT 
Using the nodes and activities previously 
described, networks of great complexity may be 
developed. Before the network may be evaluated, it 
is necessary to translate the information into a 
computer readable form. This is accomplished by 
translating each node and activity into card form in 
which each field on the card is reserved for a 
specific piece of information. The card field 
descriptions for the types of nodes previously 
described are contained in Appendix A. 
Although there is no real programming involved 
in the translation from network form to card form, 
extreme care must be taken in assuring that the 
required fields are satisfied and the default values, 
when used, satisfy the network requirements. There 
17 
Code 
POR 
CYC 
RAN 
LBT 
SBT 
LIT 
SIT 
RFS 
3 Table 4 . 
Priority rules associated with S-nodes for selecting from a act of parallel 
service activities. 
Numeric 
Defmition Code 
Select from free servers in a preferred order. 1 
Select servers in a cyclic manner. 2 
Select servers by a random selection of free 3 
servers. 
Select the server that has the largest amount 4 
of usage (busy time) to date. 
Select the server which has the smallest amount 5 
of usage (busy time) to date. 
Select the server who bas been idle for the 6 
longest period of time. 
Select the server who has been idle for the 7 
shortest period of time. 
Select randomly from free servers according to 8 
preassigned probabilities. 
3 Pritsker, (5), p. 162. 
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Code 
POR 
CYC 
RAN 
LAV 
SAV 
LWF 
SWF 
LNQ 
SNQ 
LNB 
SNB 
LRC 
SRC 
ASM 
4 
Table 5 
Priority rules associated with S·nodes Cor selecting !rom a set or parallel 
queues. 
Dermition 
Priority given in a preferred order. 
Cyclic Priority-transfer to rllSt available 
Q-node starting from the last Q-node that was 
selected 
Random Priority-assign an equal probability to 
each Q-node that bas a transaction in it. 
Priority given to the Q-node which has had the 
largest average humber of transactions in it to 
date. 
Priority is given to the Q-node which bas had the 
smallest average number of transactions in it to 
date. : ·· ·- · · · 
Priority is given to the Q-node for which the . 
waiting time of its rllSt transaction from its 
last marking is the longest 
Priority is given to the Q-node for which the 
waiting time of its rllSt transaction from its 
last marking is the shortest 
Priority is given to the Q·node which bas the 
current largest number of transactions in it. 
Priority is given to the Q-node which has the 
current smallest number of transactions in it. 
Priority is given to the Q·node which bas had 
the largest number of balkers from it to date. 
Priority is given to the Q-node which has had the 
smallest number of balkers from it to date. 
Priority is given to the Q·node which has the 
largest remaining unused capacity. 
Priority is given to the Q·node which has the 
smallest remaining unused capacity •. 
Assembly mode option-all incoming queues must 
contribute one transaction before a processor may 
begin service (this can be used to provide an 
11AND., logic operation). 
Numeric 
Code 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
-14 
4 Pritsker, (5), p. 158. 
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are also restrictions pertaining to stacking the deck 
of cards so that the program will process the 
information. They are as follows: 
1. The first card in the deck must be a GEN or 
general card. 
2. The last card in the deck must be a FIN or 
finish card. 
3. The start node referenced on an ACT or 
activity card must be defined prior to the 
activity card. 
Once the network model has been translated into 
Q-Gert card input, the Q-Gert analysis program 
provides output reports which include the following: 
1. An echo check of the input which detects 
errors on input specifications. 
2. A listing of the input cards (which is 
capable of being suppressed if so desired). 
3. A statement of the existence of errors in 
the input data and the associated error codes. 
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4. Based on the reports specified, a listing 
of data pertaining to the first simulation 
run results, each simulation run, first 
simulation run and cumulative each or 
summary only. 
The data presented in the reports include the 
total elapsed time for the run, statistics relating 
queue nodes such as service times, blocked times, 
server utilizations and waiting times depending on 
the report options chosen. A detail of the report 
option contents is given in Pritsker (5) pages 78-89. 
It is up to the modeler to specify the report option 
which will suit his needs. 
21 
MODELING STORMS WITH Q-GERT 
To develop a network model applicable to Q-Gert, 
it is first necessary to describe the system to be 
analyzed in terms of its significant elements and 
procedures. As was mentioned in the prior chapter, 
the purpose of the model is to allow the evaluation 
of the relationship between the service performance 
measures for electric utilities and various staffing 
levels. It is, therefore, required to establish the 
procedures involved in the restoration of service 
when an outage occurs in fairly specific terms. 
Since these procedures may vary from company to 
company, the procedures established in one company 
will be utilized to develop the network. By 
inference it will be assumed that the same technique 
may be applied to other companies with equal success. 
NETWORK DEVELOPMENT CONSIDERATIONS 
Generally, there are three causes of delays in 
restoration of service to electric utility customers: 
1. The repair time for the cause of the 
interruption. 
22 
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2. The time to travel to the point of the 
interruption. 
3. The waiting time created by the lack of 
available repairmen. 
To simulate these delays in Q-Gert terminology, 
it will be necessary to define the repair and travel 
times as activities and the repair facilities as 
queues. 
In the utility being examined there are six 
divisions each containing a number of service 
centers. Rather than attempting to develop a network 
for the entire Company, one division was chosen as an 
example for the following reasons: 
1. The entire Company encompasses 10,000 
square miles of territory so the likelihood 
of the entire Company being involved in a 
storm is extremely remote. 
2. Under storm conditions, each division 
operates relatively autonomously and will 
only ask for outside assistance under the 
most dire of conditions. 
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3. If it is possible to develop a network for 
one division, the other divisions may be 
modeled in the same manner simply by 
changing the network parameter 
specifications. 
4. There is a practical limit to the number of 
modes that can be incorporated in the 
network. In the current version, this 
limit is 100 nodes of which 50 can be 
Q-Nodes or S-nodes. To model more than one 
division a larger version would ·be 
required. 
The division chosen consists of five service 
centers each containing varying numbers of repairmen. 
A service center provides coverage for a specified 
geographic area varying in size and numbers of 
customers. The travel times within each of the 
areas and the relative probability of an outage 
occurrence will, therefore, vary from service center 
to service center. 
Although there is a variance in the travel times 
and probability of outage, the repair times within 
each area should not be significantly different. 
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The repair time associated with an interruption is a 
function of the type of facility damaged, and the 
means chosen to return it to service. Since the 
construction of lines is standard within a given 
company, the dispersion of the types of facilities 
will be uniform. The facilities most likely to be 
damaged during a storm are the overhead facilities. 
The most common of which are: transformers, poles, 
fuses, switches, primary and secondary lines. Repair 
times for each of these facilities, and the 
associated probability of its failure occurring will 
also be estimated and incorporated as activity 
parameters of the network. 
In the actual operation of a utility during a 
storm the objective is to restore the greatest number 
of customers to service in the shortest period of 
time. Because of the physical configuration of the 
electrical system, the likelihood of a service 
failure, for example, interrupting more customers 
than a primary failure is remote. From the modeling 
-perspective it is, therefore, desirable to build in a 
queueing discipline to allow for the intelligent 
dispatching of repairers to the facility interrupting 
the greatest number of customers. In addition, since 
a facility failure is acted upon by the repairer 
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rather than an individual customer interruption, it 
will be useful to model the transactions flowing 
through the network as a case of trouble (an 
aggregate number of customers) rather than each 
customer independently. 
Based on these considerations, it is the 
modelers task to incorporate all the desired elements 
into a network in Q-Gert symbolism. Each of the 
following sections will describe the means utilized 
to fulfill this objective for segments of network 
pertaining to individual concerns. 
NETWORK CONFIGURATION RESTRICTIONS 
In Q-Gert the modeler is given a choice of a 
number of alternatives in the configuration of the 
network to obtain the desired routing of the 
transactions. To a great extent the configuration 
chosen is dependent upon whether individual or 
multiple servers will exist in the system. In the 
case being examined a multiple server system was 
chosen due to the 50 Q-Node limitation of the 
package. It is entirely possible that more than 50 
servers could exist in a given division hence, 
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associating one server per service queque would 
preclude any application to large service areas. 
Dealing with multiple servers associated with a 
branch in Q-Gert presents the modeler with a number 
of restrictions as follows: 
1. Multiple servers represent parallel service 
activities. The identity of individual 
servers is lost in this situation. 
2. Multiple servers represented by a single 
branch may not be blocked by a following 
Q-Node (5). Blocking is enforced idleness 
on a service activity due to the inability 
to route a transaction to a Q-Node 
following the service activity. Thus, 
blocking only pertains to sequential 
service situations. 
3. Since sequential queueing is unavailable 
for multiple servers all services performed 
by the servers must be associated with a 
single activity in the network. 
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Although restricted with respect to the number 
of alternative network configurations available; the 
technique of associating attributes to the 
transactions flowing through the network is 
sufficiently powerful to allow the modeling of the 
physical system described. 
MODELING OF REPAIR ACTIVITIES 
The network segment presented in Figure 4 
provides for the determination of the repair time 
that will be associated with each case of trouble 
arriving on the system. When a transaction arrives 
at Node 2 it is assigned a value of one for attribute 
3 designating it as a case of trouble. It is then 
randomly routed to branches 3 through 8 based on the 
predetermined probability from Table 6. This 
probability was determined from a six year average of 
occurrences from the subject utilities historical 
records. Upon arrival at Nodes 3 through 8, each 
transaction is assigned a value for attribute 1 in 
accordance with the type of failure that the Node 
represents. At Node 3, for example, the arriving 
transaction will be assigned a constant value of 3 
designating that transaction as a switch failure. 
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Repair Activity Network Segment 
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Table 6 
Device Failure Occurrence Routing 
Average 
Customers 
Device Node Probability Interrupted Rank 
Switch 3 .03 214 3 
Primary 4 .28 128 4 
Pole 5 .01 123 5 
Fuse 6 .45 10 6 
Service 7 .14 7 7 
Transformer 8 .09 5 8 
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Further on in the network, this attribute will be 
used to sort the transactions in priority order. 
After the transaction type is designated routing 
continues to Nodes 9 through 22. These Nodes have 
been included to assign times associated with the 
means of restoration of service chosen for the type 
of facility. These repair times have been associated 
with attribute 2 in accordance with the data placed 
in parameter sets 9 through 22. The routing to these 
Nodes is also accomplished randomly based on the 
probability assign~ent given in Table 7. Generally, 
there are only two alternative paths available for 
the transaction; either to repair the device in 
place, or to replace it. The exception is at Node 4 
where four alternative paths exists. After the 
repair time has been assigned, all transactions 
flowing through this segment of the network are 
routed to Node 23 with an assigned value for 
attributes 1, 2 and 3. 
From the perspective of the Q-Gert program no 
activities have actually occurred through this 
segment of the network, since no service activities 
were associated with any of the branches. The 
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Table 7 
Repair Occurrence Routing 
Device Method of Restoration Probability 
Switch Repair .39 
Replace .61 
Primary Repair . 70 
Replace .19 
Sectionalize .02 
Transfer .09 
Pole Repair .79 
Replace .21 
Fuse Repair .33 
Replace .67 
Service Repair .89 
Replace .11 
Transformer Repair .60 
Replace .40 
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simulation time for a transaction arriving at Node 23 
would, therefore, be the same time as existed at 
Node 2. 
MODELING OF TRAVEL TIMES 
The amount of time necessary to arrive at a 
point of interruption is a function of the geographic 
territory covered by a particular service center. 
The probability of an interruption occurring in any 
particular service area will be assumed to be 
proportional to the relative number of customers 
existing in each area. The routing associa~ed with a 
transaction at Node 23 will, therefore, occur 
randomly in accordance with Table 8. The network 
segment associated with this routing is presented in 
Figure 5. When a transaction arrives at one of the 
queue Nodes, Nodes 25 through 29, an Attribute Value 
based on a random selection from parameter sets 20 
through 29 will be added to the previously assigned 
value of Attribute 2. Attribute 2 will then contain 
the sum of the repair time and travel time for the 
transactions. 
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Q-Node 
25 
26 
27 
28 
29 
Table 8 
Location Routing 
Probability 
.10 
.20 
.18 
.29 
.23 
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Since Nodes 25 through 29 are Queue Nodes, 
transactions arriving will be held until such time as 
the service activities associated with these Nodes 
have a free server. The specification of the number 
of transactions which can be held in this fashion has 
been designated as infinite to avoid dropping any 
transactions from the system. · The choice criteria 
for selection of the next transaction from the queue 
has been specified as the smallest value of 
Attribute 1, so that the priority of a particular 
case of trouble based on the number of customers 
involved can be distinguished to simulate intelligent 
dispatching. 
DELAY MODELING 
In Figure 5 S-Nodes 41 through 45 and Q-Nodes 35 
through 39 would not be required if the servers or 
repairmen associated with the restoration efforts 
were on duty and productive throughout the storm. 
The only restriction to 100% server utilization would 
be the lack of available transactions in the 
associated queue. Realistically this situation can 
never occur for the following reasons: 
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1. By Union Contract a repairman may only work 
16 consecutive hours at a time. In a storm 
lasting 48 hours, which is not atypical, 
the availability of the repairman would be 
a maximum of 32 hours or 66%. 
2. At a 66% utilization, no provision has been 
made for meals, equipment breakdown, 
mobilization of forces and any other 
contingencies which create forced idleness 
on the servers. 
Within the Q-Gert program there is no provision 
for either placing an upper limit on the server 
utilization or withdrawing servers from the network 
during the course of a simulation. A means was, 
therefore, devised for artificially enforcing 
idleness on the server to limit the possible 
utilization. 
By a means which will be presented in the next 
section, transactions representing two types of delays 
were injected into the network at points A through E 
in Figure 5. The first type of delay, representing 
the contractural restrictions of 16 hours on 8 hours 
off, arrives every 960 simulation minutes. 
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Three Attributes have been assigned to these 
transactions; Attribute 1 with a constant value of 
one, Attribute 2 with a constant value of 1 and 
Attribute 3 with a constant value of 480. Upon 
arrival at a Queue Node this transaction will be 
placed first in the queue because of its lower value 
of Attribute 1. When the next server is available, 
the value of Attribute 3 is installed as a delay time 
of 480 minutes in activities 42 through 46, 
effectively blocking the servers in Q-Nodes 35 
through 39 from providing any service functions 
during that period. An S-Node was necessary at this 
point to provide the blocking function due to the 
previously mentioned restriction with respect to 
queues with multiple servers. After 480 simulation 
minutes have elapsed, the delay transaction is 
released to the following Q-Node and unblocks the 
flow of transactions to these Nodes. Upon arrival at 
Node 30 the artificial transaction is removed from 
network so that it will not be counted as a case of 
trouble. This was accomplished by using conditional-
take-first branching based on Attribute 3 and routing 
the transaction to Node 40 which will not be released 
until 500 such transactions are received, 
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The second type of delay, representing server 
delays while working, arrive at Q-Nodes 25 through 29 
randomly with the associated attributes of the value 
of 2 for Attribute 1, a randomly selected value based 
on a probability distribution for Attribute 2 and a 
constant value of 2 for Attribute 3. These delay 
transactions arrive only during periods when the 
repairers are active on cases (T0 to T960 and Tl440 
to T2400 > assuring that the delays will not 
accumulate during the rest periods. The same routing 
process and withdrawal process is used for these 
transactions, however, the significant delay is now 
associated with Attribute 2, so that the servers 
associated with Q-Nodes 35 through 39 are now being 
effected. The availability of the servers is, 
therefore, being artificially reduced for work on 
transactions with a higher value of Attribute 1 which 
are the cases of trouble. 
THE ARRIVAL PROCESS 
Having developed the network in the previously 
discussed fashion three types of incoming 
transactions are required to operate the system. 
Figure 6 presents the network segment developed to 
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Arrival Network Segment 
Figure 6 
40 
(C0,960) 
inject these transactions into the system. At 
simulation time T0 source Node 46 is released. Since 
deterministic branching has been specified at this 
Node, identical transactions are then routed along 
branches 80 and 57. The transaction flowing along 
branch 80 will initiate the arrival of the cases of 
trouble while the transaction flowing along branch 57 
will initiate the arrival of delays. 
The transaction flowing along branch 80 releases 
Node 1. Node 1 has been specified as a mark Node so 
that all incoming transactions will be marked with 
the current simulation time which, in this case, is 
T0 . Since the outgoing side of Node 1 has been 
specified to have conditional-take-all branching, the 
release of the Node causes the testing of the 
conditions to determine if further branching should 
occur. At time T0 , two of the three branches emanating 
from the Node meet the conditions specified on the 
branch. Branch 2 will be taken since Node 1 has.been 
released and Branch 1 will be taken because the 
current simulation time is less than 240. Identical 
transactions are then routed along both these branches. 
The transaction flowing across branch 2 arrives at 
Node 2 and is marked as a case of trouble. and 
proceeds through the system as previously described. 
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The transaction traveling along Branch 1 flows back 
to Node 1, initiating another release of Node 1 after 
a time delay determined by the parameter 
specification of Activity 1. After time 240 Branch 
81 assumes the task of creating arrivals with a 
different delay specification so that differences in 
storm intensity over time may be simulated. 
The transaction flowing along Branch 57 releases 
Node 32 which, in turn, releases identical 
transaction along Branches 66,74 and 76. The 
transaction flowing along Branch 66 releases Node 33 
which assigns Attributes 1, 2 and 3 to the 
transactions that are associated with the eight hour 
contractual delay. On the output side of the Node, 
identical transactions carrying these Attributes are 
routed by Branches 58 through 62 to Q-Nodes 25 
through 29 after a time delay of 960 minutes. The 
transaction flowing along Branch 64 releases Node 33 
after a time delay of 1440 minutes, reinitiating the 
entire delay arrival process for the next 24 hour 
period. 
The two transactions routed along Branches 74 
and 75 of the network initiate the arrival of work 
delays into the system. The transaction flowing 
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along Branch 74 releases Node 47 at T0 and continues 
to initiate delays during the first 960 minute 
interval. The transaction flowing along Branch 76 is 
delayed 1440 minutes and carries on the delay arrival 
process to the end of the next 24 hour period. The 
delay transactions generated at both Nodes 47 and 48 
are released to Node 49 after having appropriate 
values of Attributes 1, 2 and 3 assigned and are 
routed probablistically to Q-Nodes 25 through 29 in 
accordance with the relative number of repairers 
existing in each queue. 
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PARAMETER SPECIFICATION 
Having established a network which incorporates 
the desired elements and procedures involved in the 
restoration of service, the task remains to establish 
the parameter specifications which will approximate 
the variables in the physical system being modeled. 
These variables are the number of servers available, 
the arrival rates of cases of trouble and delays, and 
the activity durations for the repair and travel 
functions. Since Q-Gert is a simulation device, 
provision has been made to easily change these 
variables at will. However, to test the operation of 
the network, reasonable estimates of the variables 
are required to determine if the network is providing 
reasonable results. To develop a viable scenario, 
the data from the subject utility was obtained and 
used for the parameter specification. 
. DURATION OF ACTIVITIES 
The duration of the repair activities and the time 
to travel to a case of trouble are perhaps the most 
significant delays which can occur within the network. 
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Upon investigation, however, it was found that in the 
subject utility data on the duration of these 
activities was not kept. A means was therefore 
needed to approximate these delays. 
In Q-Gert one of the probability distributions 
which has been incorporated as a part of the package 
is a BETA-PERT distribution (Table 1). This 
distribution is fitted to three parameters as in 
PERT: a most probable time to complete the activity, 
a pessimistic estimate - "a best guess of the maximum 
time that would be required if bad luck were 
encountered at every turn" (7) and an optimistic 
estimate - "if everything goes right, how long will 
the activity take at a minimum?" (7). This means of 
establishing the activity times for the repair and 
travel activities was chosen in lieu of having 
historical data to work from. The procedure used was 
as follows: 
1. Standard times for typical activities were 
established for each type of repair 
function by a utility analyst. These times 
were assumed to be the most probable times 
to complete the activities. 
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2. Average travel times between jobs for each 
service center under normal conditions were 
obtained from the company's records and 
used as the most likely travel times. 
3. Experienced scheduling personnel were 
DEVICE 
Switch 
Primary 
Pole 
Fuse 
Service 
contacted in each area and asked to provide 
the pessimistic and optimistic estimates in 
accordance with the definition given above. 
The results of the procedure yielded the 
parameter specifications given in the 
following tables. ·They will be assumed to 
be reasonable estimates of the activity 
durations which could occur during a storm. 
REPAIR REPAIR TIME PARAMETER 
ACTIVITY AVG MIN MAX SET 
Repair 54 36 90 6 
Replace 36 30 60 7 
Repair 111 72 456 8 
Replace 36 30 60 15 
Sectionalize 66 45 180 9 
Transfer 120 72 276 10 
Repair 201 150 357 11 
Replace 36 30 60 16 
Repair 54 36 90 12 
Replace 36 30 60 17 
Repair 51 42 132 13 
Replace 36 30 60 18 
Transformer Repair 60 45 240 14 
Replace 36 30 60 19 
46 
QUEUE TRAVEL TIME PARAMETER 
NO. AVG MIN MAX SET 
25 20 10 70 20 
26 20 10 80 21 
27 25 10 60 22 
28 15 5 30 23 
29 15 5 40 24 
NUMBER OF SERVERS 
The number of repairmen available for service 
restoration activities is a relative constant at any 
given point in time dependent upon the number of 
personnel assigned to a particular service center. 
During a storm, these personnel are assigned as two 
man crews. The number of servers at a service center 
are therefore half the number of existing personnel. 
In addition, in the subject company on an annual 
basis, 13% of the servers are unavailable due to 
sickness or time off. The number of servers will 
therefore be adjusted downward by this amount to 
estimate the number of servers available for 
simulation purposes. The numbers of servers 
associated with the respective queues will be as 
follows: 
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NODE # 
35 
36 
37 
38 
39 
ARRIVALS OF CASES 
NO. OF SERVERS 
5 
10 
9 
8 
15 
The arrival of a case of trouble occurs at Node 1 
in the network segment given in Figure 6. A complex 
arrival process was chosen for these transactions in 
recognition of the following factors obtained from 
the subject utilities management personnel and the 
companies historical data on interruption arrivals: 
1. Storms vary in intensity during their 
duration when comparing between those 
occurring in the summer and winter months. 
2. In the case of a summer storm, which was 
chosen for the simulation, reported outages 
are more numerous during the first few hours 
of the storm than at any other time. A means 
of determining the number of arrivals over 
time was therefore incorporated in the network. 
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3. Storms which are considered to be of 
significant magnitude are those which 
interrupt greater than 10% of the customers 
in a given division. Since 49 customers 
are interrupted in an average case of 
trouble, the minimum number of cases in the 
division being simulated would be 336. 
In Q-Gert it is necessary to specify a 
probability disruption associated with the inter-
arrival time of the transactions which represent the 
arrival of cases to initiate the simulation. Since 
the type of storm being simulated happens infre-
quently, little imperical data is available to 
develop such a distribution. ~ihatever distribution 
type is chosen will therefore be speculative on the 
part of the analyst and will be limited only by those 
factors enumerated. 
ARRIVAL OF DELAYS 
The network segment dealing with delay arrivals 
in Figure 6 probabilistically routes delay 
transactions to the queues containing servers as a 
function of the structure of the network. 
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The frequency of their arrival and their duration is 
a function of the parameters specified on Activities 
75 and 77 and the corresponding values of Attribute 
2. Since the function of these delays is to reduce 
the availability of the servers to a reasonable 
level, the specification of the parameters should 
result in the achievement of the desired utilization 
level. This desired level must therefore be defined. 
Having installed a delay of 8 hours during every 
24 hours as a function of the network to simulate 
contractural utilization limits reduced the maximum 
possible server utilization to 32 hours or 66% of the 
48 hour period of interest. Data relative to delays 
occurring during storms was sought, however, as was 
the case with the repair activity duration, no 
statistics are kept during storms for this activity. 
To approximate a reasonable duration, utility 
managers were polled as to their opinion as to the 
type of delays and their durations that typically 
occur during a given 16 hour interval during a storm. 
The results were as follows: 
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DELAY TYPICAL DURATION 
Staging 1 Hour 
Meals 2 Hours 
Material Problems/ 1 Hour 
Equipment Breakdown 
Misc. 1 Hour 
TOTAL 5 Hours 
Although it was felt that considerable variance 
around this estimate could be experienced, an average 
delay of 5 hours would occur under typical 
conditions. It will therefore be assumed that a 
maximum utilization over a 16 hour work period will 
be 69% or 11 hours of work associated with cases of 
trouble. When considering the entire 48 hour period, 
the average utilization is reduced to a maximum of 
46%. The parameter specification for frequency and 
duration of the delays should be chosen to 
approximate this average utilization. 
LOADING THE SIMULATOR 
As was mentioned in Chapter 1, once the network 
and network parameter specifications have been 
defined, the data is loaded into the Q-Gert program 
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by the means of standard formatted cards. Each card 
represents a portion of the network such as a node, 
activity, parameter set or value assignment location. 
In addition, a GEN or general information card is 
included as the first card in the deck and contains 
information relative to the type of simulation to be 
performed and some critical parameters to be 
performed. Table 9 contains the Q-Gert deck 
containing the cards describing the network that was 
developed. Appendix A gives a field by field 
description of the data that is contained by each 
card for reference. As an example of the way in 
which a card is read and and interpreted, the general 
card in this deck contains the following information: 
GEN,BOBRYK,CREWCHANGES,1,13,83,2,,,2880,10,,,3* 
Each field (data separated by a comma) represents the 
following: 
FIELD 
1 
2 
3 
4 
GEN 
BOBRYK 
CREWCHANGES 
1 
The three digit code to 
identify it as a general 
information card. 
The analyst name. 
The title of the run. 
Month 
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FIELD 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
13 
83 
2 
' ' 
' ' 
2880 
10 
' ' 
' ' 
3 
* 
Day 
Year 
Number of statistic nodes 
Default value of field 8 
which is zero for the number 
of sink nodes in the network. 
Default value of field 9 
which is zero for the number 
of sink node releases to end 
a run of the network. 
The time to end a run of the 
network. 
Number of runs requested. 
Default value of the 
reporting requested which is 
first run. 
Simulation time from which 
statistics will be kept. 
Maximum number of attributes 
associated with each trans-
action. 
End of record indicator. 
Although there are 22 fields on a GEN card, only 14 
have been used. If any of the remaining fields were 
to be used, they would have to be specified before 
the end of record indicator or that field, including 
its default value, would be ignored. The remaining 
cards in the deck may be interpreted in a similar 
manner. 
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Having satisfied all the steps required to 
develop the simulation package it remains to run the 
simulator and evaluate its performance with respect 
to the stated objective. 
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NETWORK TEST SIMULATIONS 
Although the network presented appears to be 
very complex in operation, its testing need not be 
very complicated. Heeding Pritsker's (5) advice, the 
network as a whole was not initially attempted but 
was developed as the result of an iterative process 
of building and testing each component and technique 
used before its insertion into the model. Although 
time consuming, this process assisted in the 
"debugging" of the model during its construction 
rather than at the time of its completion. The 
resultant network will therefore operate properly in 
terms of its meeting the procedural restrictions 
inherent in Q-Gert. 
The test of the network has been the acquisition 
of rational results in the output reports in terms of 
the statistics relating to the number of cases 
accomplished in a given 48 hour period at an average 
crew utilization of approximately 66%. 
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TEST RUN RESULTS 
To simulate a storm scenario data pertaining to 
the arrival of cases and delays were installed in the 
appropriate parameter sets in the deck given in 
Appendix B to create the following occurrences: 
1. During the first 240 minutes 336 cases were 
injected with an additional 240 occurring 
randomly for the remaining 2640 minutes. 
2. 243 delays were inserted during each of the 
16 hour work periods (5 delays per crew) 
and the duration of the delays were 
randomly chosen from a uniform distribution 
ranging from 30 to 120 minutes. It was 
felt that this amount of delays would yield 
the desired 22% reduction in the utiliza-
tion level. 
The case of these parameter specifications 
resulted in the calling of an Exit 88 type error 
which stopped the simulation at time 2245. An Exit 
88 error pertains to a lack of storage space in the 
event file. Pritsker (5) does not specify the 
storage availability so a search was made to locate 
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the point of breakdown. This was accomplished by 
gradually reducing the number of incoming delays 
until such time as sufficient capacity resulted. 
This point occurred when the delays for the second 16 
hour work period were reduced to 42. Appendix C 
lists the output report for this run. 
When an Exit 88 error is called a listing of the 
current event file is produced which contains a 
complete description of all the transactions in the 
file at the time of breakdown. In examining the runs 
produced during the search procedure, it was found 
that the maximum number of transactions listed on 
this report occurred immediately prior to the 
successful run. This run listed 400 transactions 
being stored, each containing three attributes. An 
additional error message was produced by the program 
citing error Code 14. This code refers to 
insufficient storage space available to store 
attributes of transactions. It was therefore deduced 
that the maximum capacity of the event file was 400 
transactions carrying three attributes or a total 
file space of 1200 attributes for the current events. 
Given this limitation, the successful output report 
was then examined to determine the effect on the 
output statistics relating to the simulation. 
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In the Introduction to this chapter a mention 
was made to the obtaining of "rational" statistics on 
the output reports. The specification of a 66% crew 
utilization was approached in Chapter 3, however, no 
mention was made of the expected number of cases at 
this utilization level. In the subject utility this 
level is considered to be somewhere between 8 and 12 
cases accomplished per crew during a 48 hour period 
for a summer storm. This rule of thumb will be used 
to test the reasonableness of the simulation results. 
The Q-Gert output report in Appendix C was 
requested using the default value on the GEN card. 
This specified first run and summary level 
information for 10 simulations. The data contained 
in the reports was requested at statistics Nodes 31 
and 34 and pertained to those transactions routed to 
these nodes with a value of 1 for Attribute 3. Only 
those transactions labeled as cases of trouble will 
therefore be counted. At Node 31 interval statistics 
were requested which pertain to the throughput times 
for the cases from their mark, or input time, to 
their completion. At Node 34 arrival statistics were 
specified. These statistics relate to the simulation 
time of arrival of a completed case to Node 34. The 
simulation run with respect to these statistics will 
be evaluated in the following sections. 
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NETWORK OPERATION INDICATORS 
Although it is known that the scenario as 
initially specified was not possible, much 
information pertaining to the operation of the 
network may be gleaned from the resultant report. 
For example, in the· section of Appendix C dealing 
with the results of the first simulation, a 
histogram is presented displaying the arrival of 
completed cases to Node 31. Since a switch was 
provided to simulate the contractual server 
restriction between time period 960 and 1440 and time 
period 2400 and 2880 few cases should be acted upon 
during this period since the servers have been 
blocked. The histogram graphically illustrates this 
result indicating the switch is operational. 
SERVER UTILIZATION AND CASES 
The results of the simulation indicate that 
during the 2880 minute simulation 533 cases of 
varying duration were completed. Since 49 crews were 
specified as servers, an average of approximately 11 
cases were accomplished by each crew. This amount 
falls within the range of feasibility previously 
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specified according to the subject utilities 
rule of thumb. It was also specified, however, that 
a maximum 66% server utilization was desired. To 
make the determination if this level was adhered to, 
the server utilization statistics relating to the 
average of 10 simulations was consulted with the 
following results: 
QUEUE 
69 
70 
71 
72 
73 
MAXIMUM 
SERVER UTILIZATION 
65.7% 
70.7% 
50.9% 
55.6% 
54.0% 
In all but one queue the maximum server 
utilization was less than the 66% limit indicating 
the expected result of the simulation was nearly 
achieved. The inability to inject sufficient delays 
into Queue 70, due to the attribute file restriction, 
did allow an unreasonable number of cases to be acted 
upon by these servers inflating the completed cases 
to some degree. 
Since a problem was encountered with the delay 
simulation, an additional run of the storm scenario 
was performed without the delay subnetwork, the 
results of which appear in Appendix D. Delays had 
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been anticipated to occupy 22% of the maximum server 
utilization so that without the delays a maximum 
utilization should be approximately 44%. The results 
of this run with respect to the server utilization 
are as follows: 
Total cases accomplished 530 
QUEUE 
69 
70 
71 
72 
73 
MAXIMUM 
SERVER UTILIZATION 
40.7% 
44.6% 
47.4% 
39.5% 
44.1% 
Comparing the two runs by queue yields the following 
result: 
QUEUE RUN 1 RUN 2 DIFFERENCE 
69 65.7% 40.7% 25% 
70 70.7% 44.6% 26.1% 
71 50.9% 47.4% 3.5% 
72 55.6% 39.5% 16.1% 
73 54.0% 44.1% 9.9% 
As expected, the server utilization levels of the 
second run decreased substantially when the delay 
subnetwork was removed. All queues were not affected 
to the same extent however. This may be explained in 
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that the delay arrival parameters were chosen to be 
random in nature, therefore a consistent decrease for 
each queue could not be expected. In addition, due 
to the basic structure of the network, a server may 
be occupied with a portion of a case which arrived 
prior to the 480 minute contractual delay. This 
simulates finishing a job already started before 
breaking for a rest period. A degree of variability 
in the utilizations experience may also be expected 
based on the random duration of each case. 
An additional parameter of interest with respect 
to these simulations, which has not been previously 
mentioned, is the duration statistics. In the first 
run, when delays were included, the average duration 
of interruption for 10 simulations was 365 minutes. 
In the second run, the average duration was 272 
minutes. Given an identical arrival rate between the 
two runs, the ultimate effect of the withdrawal of 
the delay subnetwork was not on the number of cases 
accomplished, which were approximately the same, but 
was on the duration of each case. In effect, the 
delays created an additional 93 minutes of waiting 
time for the average restoration. This effect 
illustrates the value of the delay subnetwork. 
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POTENTIAL AREAS OF APPLICATION 
Due to the restriction of the number of 
attributes allowable in the current events file, it 
is not possible to evaluate the subject companies' 
service performance under different staffing and 
storm scenarios since the problem is too large. 
However, by scaling down the problem to a size which 
can be handled by the simulator, various relation-
ships may be explored as a means of illustrating the 
types of managerial and industrial engineering 
problems that can be quantified using the established 
network. The remainder of this chapter will be 
devoted to the evaluation of a hypothetical network 
under various scenarios. 
DELAYS VS. CASES COMPLETED 
Modeling the physical system under examination 
in a Q-Gert network has, in effect, reduced a complex 
procedural problem into one which may be evaluated as 
a queuing system. In queuing theory the relationship 
between a workman's output and the avoidable and 
unavoidable delays which arise is a parameter of 
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significant interest. This is particularly true for 
industrial engineers who are concerned with the 
determination of allowances for unavoidable delays so 
that expected or standard performance may be 
evaluated. In addition, the impact on output due to 
avoidable delays may lead into areas where signifi-
cant areas of opportunity for improvement exist. In 
either case, the relationship between delays and 
units output must be established before such an 
evaluation takes place. 
In the case of a utility concerned with the 
restoration of service to interrupted customers, 
delays - both avoidable and unavoidable - occupy a 
significant portion of the repairmen's time. In the 
previous chapter, the expected delays were held as 
constants to evaluate the performance of the network. 
To evaluate their impact on repairmen's performance, 
however, delay durations or frequency must be allowed 
to vary. To do so, a scenario was developed which 
would allow for the variation of the durations 
without exceeding the limitations of the simulation 
package previously described. The significant 
elements of this scenario are as follows: 
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1. The number of servers were reduced from 49 
to 10 equally distributed over five queues. 
2. The number of cases of trouble were reduced 
to 240 arriving over a four hour period at 
the beginning of the storm. 
3. Incoming cases and delays were equally 
distributed among the queues. 
4. The delays associated with the contractual 
rest period were assumed to be constant or 
unavoidable delays. 
5. The avoidable delays would occur three 
times per 16 hour work period and would be 
of a specified duration for each run of the 
simulator. 
Based on these restrictions, the simulator was 
loaded with the appropriate parameter specifications 
and run for various durations of delays. The results 
were as follows: 
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TOTAL DURATION TOTAL NUMBER CUMULATIVE REDUCTION 
OF DELAYS OF CASES IN NUMBER OF (MINUTES) ACCOMPLISHED CASES ACCOMPLISHED 
0 201 0 
60 197 4 
120 191 10 
180 185 16 
240 177 24 
300 171 30 
360 161 40 
420 152 49 
480 147 54 
540 144 57 
600 137 64 
These results indicate that for the given scenario 
if the avoidable delays were reduced frqm 10 hours to 
zero, a 47% increase in the total number of cases 
accomplished with a constant staffing could be achieved. 
Conversely, if it were desired to achieve 201 cases in 
the 48 hour period and tolerate the delays, the number 
of servers should be increased to a level to be deter-
mined by further simulators. Although a hypothetical 
example, the determination of this type of relationship 
can assist both the utility manager and the industrial 
engineer in evaluating the alternatives available to 
achieve the desired level of performance. 
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DELAYS VS. HAlTING TIME 
In addition to the number of cases accomplished, 
the time associated with waiting for service is an 
additional parameter of interest associated with 
service performance. It is desired to minimize this 
parameter to enhance the customer's satisfaction of 
the service performed. In the given scenario, the 
variation in the duration of the delays effected both 
the number of cases and the waiting time associated 
with each case. The effect on the waiting time was 
as follows: 
CUMULATIVE INCREASE 
TOTAL DURATION AVERAGE IN WAITING TIME 
OF DELAYS WAITING TIME PER CASE 
(MINUTES) (MINUTES) (MINUTES) 
0 1086 0 
60 1097 11 
120 1117 31 
180 1136 50 
240 1167 81 
300 1188 102 
360 1204 118 
420 1232 146 
480 1255 169 
540 1271 185 
600 1298 221 
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These results indicate that 10 hours of delays 
create an additional 20% waiting time for the cases 
that are accomplished. This effect, combined with a 
reduced number of cases accomplished, indicates that 
a substantial improvement in both measures of service 
performance may be expected by reducing the avoidable 
delays. 
The output of the simulator for this scenari·o 
indicated that, on an average, for every hour that 
the delays are reduced 6 additional cases may be 
accomplished with a reduction in waiting time for all 
cases accomplished of 21 minutes. Rationally, zero 
delays is an unachievable result since some of the 
delays termed "avoidable" for this case included such 
activities as meals. However, using meals as an 
example, alternatives in reducing this delay may 
potentially be examined from the perspective of a 
cost benefit analysis. 
In the previous section it was stated that to 
achieve the same number of cases with the 10 hours of 
delays would require 3 additional servers. Since the 
servers have been defined as 2 man crews, this would 
require 6 additional payrolls and 3 vehicles. 
Assuming an average cost of a payroll to be $35,000 
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with taxes and benefits and a vehicle to be $10,000, 
the additional capacity would cost $240,000 per year. 
Since this cost is a result of 10 hours of delays, 
each hour could be estimated to cost $24,000. 
Since meals create 4 hours of delays, the cost of 
additional coverage due to meals would be $96,000. 
If, for example, a meals on wheels program, halving 
the meal delay, could be instituted for a cost of 
less than $48,000 per year, such a step would be cost 
justified. Other alternatives such as contracting 
for outside assistance during storms might also be 
examined based on the cost benefit. Regardless of 
the means used, all delays may be approached in a 
similar fashion once the cost of a unit of delay and 
its impact is established. 
WAITING TIME VS. STORM DURATION 
In the prior discussion, the establishment of a 
means of evaluating the effects of delays was based 
on a particular storm scenario and a desire to reach 
a specified number of cases and waiting time. In 
reality, storms themselves are variable events and 
impact greatly on the outcome of the service 
performance measures. An example of this impact may 
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be illustrated using the previous scenario and 
varying one of the storm related parameters; the 
arrival rate of the incoming cases. Delays in this 
case will be held constant at 10 hours per server. 
The arrival duration of a storm for a utility is 
not necessarily limited to the duration of the 
inclement weather conditions. From a utility's 
perspective, the outages that occur in a given time 
frame are based on when the outage is reported by the 
customers. There may be a considerable difference 
between the physical occurrence and the reported 
occurrence. In addition, there is also a physical 
limit to the number of calls which may be taken at 
any one time, further separating the perceived and 
actual occurrences. For these reasons, many 
different types of arrival rates over time may be 
experienced for the same number of ultimate cases. 
To explore the relationship between the arrival rate 
and the waiting time, the simulator was run for a 
constant number of case&A(240) arriving uniformly 
over different lengths of time. The results were as 
follows: 
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DURATION OF ARRIVALS AVERAGE WAITING TIME 
(HOURS) (MINUTES) 
1 1352 
2 1339 
3 1286 
4 1278 
5 1274 
6 1258 
7 1225 
8 1189 
In this example, a reduction in waiting time of 
12% was experienced by allowing the arrival duration 
to change from 1 hour to 8 hours. Since the duration 
of the arrivals is not within a utility's control, 
this type of effect must be accounted for when 
establishing service performance goals related to 
waiting time and ultimately the tolerance duration of 
each delay. Through repetitive simulations based on 
historical data, it should be possible to establish 
reasonable goals for a number of different durations 
of storms rather than settling on an assumed 
duration. 
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TYPES OF INTERRUPTIONS 
Throughout the previous application discussions 
and simulations, there was an assumed constancy in 
the distribution of the type of device that failed 
creating the interruptions. This distribution 
appears in Table 6 and was based on historical data 
from the subject utility for summer storms. One of 
the characteristics of a summer storm is that the 
majority of the interruptions are caused by fuse 
failures, which in turn are caused by lightning and 
contact of lines with trees during periods of high 
winds. Of the six different types of device failures 
which were incorporated into the network, a fuse 
failure is the quickest to restore. Using the 
established network, it is possible to compare a 
summer storm scenario with an equivalent winter storm 
scenario by rearranging the distribution of the type 
of device interrupted. Winter storms are 
characterized by a greater portion of primary 
failures compared to fuse failures, since winter 
failures are caused by heavy ice loads. In addition, 
there is no lightning to contend with. To illustrate 
the effects on the service performance parameters, 
two additional runs were made reversing the fuse and 
primary probability of occurrence for a constant 
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number of incoming cases. A comparison of the 
results are as follows: 
PROBABILITY 
OF OCCURRENCE 
FUSE PRIMARY 
.45 
.28 
.28 
.45 
CASES\ 
ACCOMPLISHED 
137 
114 
AVG WAITING 
TIME 
1298 
1388 
These results indicate that, due to the duration 
of the activities involved in primary repair, the 
possible number of cases that may be accomplished in 
a winter storm is much smaller than in a summer storm 
with a given staffing. In addition, the mix of the 
types of interruptions is critical when defining a 
storm scenario for staffing evaluations with respect 
to desired service performance. Taking this example 
to an extreme, it is also possible to develop a 
maximum threshold for an individual type of failure 
by setting its probability to unity. In the case of 
primary failure, this action yields the following 
result: 
PROBABILITY OF 
PRIMARY OCCURRENCE 
1.0 
CASES 
ACCOMPLISHED 
101 
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AVERAGE 
WAITING TIME 
1455 
Compared to the historical distribution, this 
scenario reduces the number of cases accomplished by 
36% and, for the number of servers specified, may be 
considered to be a worse case scenario. Each of the 
remaining types of failure may be evaluated in a 
similar fashion, in addition to any mix of probabili-
ties that is indicated by the historical occurances 
for different types of weather conditions. 
NUMBER OF SERVERS 
For all prior simulations it was assumed that 
there were two servers per queue. In addition, the 
number of cases arriving during the simulation were 
chosen so that a greater amount of cases would arrive 
than could be achieved. In order to determine the 
effect on the service parameters by varying the 
number of servers, a different scenario is required. 
Ideally, this type of analysis should be performed by 
varying the number of incoming cases while the number 
of servers are varying. The number of servers 
required for each storm scenario with a defined 
desired level service performance may be evaluated. 
Unfortunately, due to the restriction of the file 
capacity, such an evaluation may not be made with the 
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100 node Q-Gert package. An alternate means was 
therefore devised so that some general observations 
relative to varying of the number of servers could be 
illustrated. The significant elements of this 
simulation were as follows: 
1. The number of servers will be varied for a 
constant storm scenario of 240 cases 
arriving during the first 4 hours. 
2. All cases which arrive will be primary 
cases maximizing the duration of each case; 
hence, the number of servers required 
during the duration of the simulation. 
3. Delays will be injected into the simulation 
for a total of 10 hours of delays per crew. 
4. The duration of the emergency will be 
assumed to be the period of the histogram 
plot in which the last completed case 
appears. 
The results of the simulations were as follows: 
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NUMBER OF 
SERVERS CASES WAITING TIME LAST ARRIVAL 
PER guEUE COMPLETED (MINUTES) PERIOD 
10 240 157 1050 
9 240 188 1050 
8 240 232 1200 
7 240 301 1800 
6 240 403 1950 
5 240 543 2250 
4 238 767 2700 
3 170 1013 2700 
2 101 1455 2700 
1 55 1880 2800 
For this series of simulations a number of 
pertinent observations can be made. With respect to 
the minimum number of servers required to handle the 
given storm scenario within 48 hours, approximately 4 
per queue or 20 total crews would be required. This 
crewing would result in an average of 767 minutes of 
waiting time for each case. If the crewing is 
decreased below this level, the incoming number of 
cases would not be completed. Increasing the crewing 
does not increase the number of cases completed since 
the incoming cases were not increased. However, both 
the waiting time for an average case and the total 
duration of the emergency are substantially reduced. 
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SUMMARY AND CONCLUSIONS 
The results of the simulation runs in the prior 
chapter serve to illustrate the value of using a 
simulation model to evaluate storm manning and 
service performance measures for public utilities. 
Each of the elements explored had a significant 
impact on the resulting performance measures and, for 
a given scenario, were evaluated independently. The 
ability to make such evaluations provides a means by 
which utility managers·may obtain quantitative 
information to assist in the establishment of 
policies relative to expected and desirable 
performances during emergencies. An additional 
benefit of this information is the ability to explore 
the potential of improved performance through 
management action. Such goals may only be 
established if the value of available alternatives 
can be quantified. Optimizing procedures may then be 
used to select between the alternatives. Based on 
the results of simulations that were run, Q-Gert 
appears to be a feasible means of providing this 
information. 
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NETWORK MODELING CONSIDERATIONS 
Q-Gert, as a modeling device, was found to be a 
feasible means of describing the procedures used to 
restore service to interrupted customers for electric 
utilities. There are, however, specific restrictions 
in Q-Gert which limit the size of the problem which 
may be evaluated. These restrictions may be 
summarized as follmvs: 
1. The 100-Node Q-Gert package restricts the 
number of Q-Nodes or S-Nodes used in the 
network to 50. Problems in which more than 
50 servers exist may not be viewed as 
single server systems. 
2. Multiple server systems avoid the first 
restriction, however, the use of such a 
system necessitates assuming that a 
homogenous work force exists. The identity 
and capability of each individual server is 
therefore lost for consideration and 
evaluation. 
3. When it is desired to use sequential 
queueing as a modeling device when multiple 
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servers exist in the system, an S-Node is 
required to provide the blocking due to a 
technical restriction of the Q-Gert 
analysis program. 
4. Neither server selection at a Q-Node nor 
Q-selection at an S-Node may be based on an 
attribute assignment. These restrictions 
further limit the modelers flexibility in 
routing transactions to a desired location 
or server. 
5. Node modification, a means of changing 
network parameters based on simulation 
time, is not allowed at a Q-Node. The 
number of servers specified in the network 
is therefore fixed for the duration of the 
simulation. 
These restrictions present formidable problems 
to a modeler desiring to describe a system as large 
as a public utility. However, it has been 
demonstrated that a representative model may be 
developed by the use of attribute assignments as 
activity specifications to overcome most of the 
limitations. The size of the problem capable of 
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being evaluated by the 100-node package would, 
however, preclude its use by any but the smallest 
rural utility. 
ATTRIBUTE FILE CONSIDERATIONS 
During the network testing procedures utilized 
it was determined that, for the 100-node package, the 
maximum capacity of the current events file was 1200 
attributes. Since each transaction carried three 
attributes used for ranking in the queues and 
activity specification, the maximum number of 
simultaneous transactions allowable was 400. This 
restriction severely limited the size of the problem 
that could be evaluated. In order to evaluate a 
utility, such as one which was used as a model, a 
storage capacity of approximately 1000 transactions 
would be required for each division of the company. 
This translates into an attribute file capacity of 
3000 per division or 18000 for the entire company. 
Such capacities are well beyond the capability of the 
100-node version of the Q-Gert program. 
80 
SIMULATION PROCEDURES AND REPORTS 
The most attractive aspect of using Q-Gert as a 
means of simulating procedural systems, such as the 
one described, is the ease by which various scenarios 
may be evaluated. Once a network has been developed 
and loaded into the program different scenarios may 
be run by simply changing the parameter specifi-
cations for any element in the network. Considering 
the size of the network with respect to the number of 
procedural elements that have been included, and the 
potential range of variability of each element which 
may be of interest, this feature is particularly 
valuable. The analyst is limited only by his own 
imagination with regard to the permutations and 
combinations of the elements he may wish to 
investigate. 
Simulations which may be run may be either time 
constrained or limited by defining a specific number 
of sink node releases. Depending upon the scenario 
being investigated, one technique may be preferred. 
If, for example, the number of cases accomplished 
with a constant staffing level with variations in 
storm scenarios is of interest, the time constrained 
alternative may be preferable. If, however, the 
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storm scenario is constant and the duration of the 
emergency with different staffing levels is of 
concern, the sink node alternative may be more 
useful. The availability of two alternative 
perspectives of a problem does tend to increase the 
flexibility of the simulator with respect to the 
problem definition and the resulting data for the 
parameters of concern. 
The data provided in the output reports is 
comprehensive, however, there has been no provision 
made for the suppression of data which may be of no 
particular interest for a given run of the simulator. 
The inability to select specific statistics results 
in a volume of paper being generated for each run. 
This was a minor inconvenience when running the 
simulator in a batch environment after the network 
was tested. If, however, the data was required 
immediately and printed at a remote terminal, a 
considerable amount of time would be required for 
each run. An ability to select the parameters of 
interest in the output report and a suppression of 
the echo check of the data input would have been 
preferred to the existing reporting procedure when 
multiple runs were accomplished. 
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AREAS FOR FURTHER STUDY 
This investigation was motivated by a perceived 
need in the electric utility industry to determine 
quantitative measures relating service performance 
and emergency manpower requirements. It has been 
determined that the procedural aspects of this 
relationship may be modeled using Q-Gert network 
techniques. However, the network once developed may 
not be evaluated using the basic 100-node Q-Gert 
package for even a portion of a moderate sized 
utility. Given this result and a continuing need'in 
the industry, it is recommended that the following 
experiments be carried out: 
1. Using the basic network modeled herein and 
parameter specifications related to a 
particular utility, run the simulator using 
the 200 or 100-node Q-Gert package. The 
objective of this exercise would be to 
compare the historical experience of a 
utility during a storm to the output of the 
simulator. 
2. Reduce the multiple server system to a 
single server system and install match 
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nodes to distinguish between server 
capabilities. Match nodes would allow for 
experiments to be run to determine if the 
simplifying assumption of a homogenous work 
force has a significant impact on the 
results of the simulation. 
3. The entire area of the occurrence of 
interruptions during storms may be a topic 
of extensive statistical investigation. 
The ability to predict the ultimate storm 
intensity with respect to number of 
interruptions based on variables such as 
wind velocity, temperature and amount of 
precipitation with a degree of confidence 
would be of substantial value to utility 
managers. If, for example, the ultimate 
number of cases involved in a storm could 
be predicted during the first four hours, 
sufficient manpower could be arranged to 
provide a desired service performance 
level. This situation is somewhat 
different from the staffing problem 
involved in determining permanent crewing 
in that it would define the requirements in 
extraordinary circumstances. These 
84 
requirements could be evaluated using the 
predictions and Q-Gert network that has 
been developed. 
4. Although Q-Gert was chosen as the 
simulation mechanism for this investi-
gation, it does not preclude the 
possibility that another analytical device 
may be more appropriate for the evaluation 
of the stated problem. An investigation of 
alternative methods of evaluation using 
simulation languages or other analytical 
techniques may prove fruitful. 
In a broad sense, the entire subject of applying 
current industrial engineering concepts and 
techniques to public utilities may be viewed as an 
area of opportunity for further study. The subject 
of service performance during storms is only one 
topic of many which are available for investigation. 
It will be left to the interested reader to take 
advantage of this opportunity while public interest 
in the subject remains high. 
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Q-GERT Input Card Descriptions 5 
APPENDIX A 
5Pritsker,(5),p. 376-393 
00 
-......! 
l. GEN • general project information 
Field 
Number Description 
1 Card type 
2 Analyst name 
3 Project name or number 
4 Month 
6 Day 
" Year 
7 Number of STAtistics nodes 
8 Number of SINk nodes 
9 Number of SINk node releases to end a run 
10 Time to end one run of the network 
11 Number of runs or the network 
12 Indicator for output reports in addition 
to the fmal summary report 
Value Default 
GEN (Required) 
Aolha field (up 12 
significant 12blanb 
characters) 
Alpha field 12 blanks 
Integer 1 
Integer 1 
Integer 2001 
Integer 0 
Integer 0 
Integer 0 
Reol l.E20 
Integer 1 
First Run, Each Run, First 
Cumulative & Each 
Run, Summary Only 
Associated 
Editing Errors 
='GEN' 8101 
U present, fU"St character 
must be alphabetic (only first 102 
12 characters are processed) 
(see previous field) 103 
Integer between 0 and 12 104 
Integer between 0 and 31 105 
Integer between 1970 and 2001 106 
Integer between 0 and maximum number 107 
of nodes 
Integer between 0 and maximum number 
ofnode8 
108 
Integer 109 
Positive reol 110 
Positive integer lll 
= 'F' or 'E' or 'C' or 'S' 112 
00 
00 
13 
14 
15 
16 
17 
18" 
19 
20 
21 
22 
Time from which statistics will be kept 
on each nut 
Maximum number of attributes with each 
transaction flowing through the network 
Run number for beginning of event tracing 
Run number for ending of event tracing 
(this run will be traced) 
Run number for beginning of nodal tracing 
Run number for ending of nodal 
trace (this run is traced) 
Indicator that only input cards 
with errors are to be listed 
Execution option 
Largest node number defined by 
user. (Specify only when including 
subnetworks.) 
Largest activity number defmed 
by user. (Specify only when including 
subnetworks). 
Real 
Integer 
Integer 
Integer 
Integer 
Integer 
Err_ors only 
AU cards 
El- No execution 
E2 - No execution 
if any input di.screp-
andes 
E3 - No execution if 
fatal input discre· 
pancy 
Integer 
Integer 
0 Non-negative real 113 
0 Non-negative integer 114 
o~no tracing Integer between 0 and value of 
Field 11 115 
Value of Field 15 Integer between value of Field 15 
and value of Field 11 116 
o~no tracing Integer between 0 and value in Field 11 115 
Value in Integer between value 116 
Field 17 in Field 17 and value in Field 11 
AU input cards ='E' 119 
listed 
E3 = 'El', 'E2', or 'E3' 120 
MXNOD Integer 
MXNPO Integer 
·-
2. REG-regular node description or SOU-source node description 
Field Associated 
Number Description Value Default Editing Errors 
1 Card type REGorSOU (Required) = 'REG' or 'SOU' 8000 
2 Node number Integer (Required) Inte~r between l and maximum 8002 
num er of nodes 
3 Initial number of incoming transactioll5 Integer l if REG Non-nesative in~er 8003 
to release the node. Oif SOU (0 if an only if OU) 
4 Subsequent number of incoming trans- Inte~er (to specify Infmite Positive integer 8003 
actions to release the node (after the fuat infmtte, use ilefault) 
release) 
5 Output characteristics of node Probabilistic Deterministic = 'P', 'D', 'F', or 'A' 205 
Deterministic 
First (conditional, take fuat 
A 11 (conditional, take all) 
6 Indicator that this node is to mark Mark MifSOU 206 
NoM if REG= 'M' 
7 Criterion for associatin~ an attribute set Hold the attribute set of Last = 'F', 'L', 'S', or 'B' 207 
with a transaction passmg through a node/ the transaction arriving 
First 
. Last 
or hold attribute set of the 
'transaction with the 
Smallest value in a given 
attribute 
Biggest value in a given 
attribute 
------------------------------- -------------------- ~---------------------------------------- -------If Small or Big specified, the Integer or 'M' Mark Time Integer between 1 and maximum number 7207 
number of the attribute to be used or 'M' or attributes specified for a 
.for mark time transaction or 'M' 
3. SIN - sink node description or STA - statistics node description 
Field Associated 
Number Description Value Default Editing Errors 
1 Card type SIN orSTA (Required) · = 'SlN'or'STA' 8000 
2 Node number/Label for output identifi· Integer/8 cbaractera (Required)/ Integer between 1 and maximum 8002 
cation Blanks number of nodes 
3 Initial number of incoming transactions Integer 1 Positive integer 8003 
to release the node 
4 Subsequent number of Integer (to specify Infmite Positive integer 8003 
incoming transactions to release the node infmite, use default) 
(after the firat release) 
6 Output characteristics of node Probabilistic Deterministic = 'P', 'D', 'F', or 'A' 205 
Deterministic 
First (conditional, take 
(liSt) 
All (conditional, take all) 
6 Statistical quantities to be collected First (time of firat release) First = 'F', 'A', 'B', 'I', or 'D' 306 
A II (time of all releases) 
Between (time between 
releases) 
Interval (time interval from 
most recent marking of 
tl'lliJ.Silction to release of 
this node) 
Delay (delay from rllSt ar· 
riving tl'lliJ.Silction until 
the node is released) 
\.0 
....... 
3. (continued) 
Field 
Number Description 
7 The upper limit of the first cell for the 
histogram to be obtained for this node. 
The first cell of the histogram will contain 
the number of times the statistic of 
interest at this node had a value less than 
or equal to the value given in this field. 
8 The width of each cell of the histogram. 
Each histogram contains 20 cells. The 
IBllt cell will contain the number of 
times the statistic of interest at this 
node had a value greater than the upper 
limit of the first cell (Field 7) plus 
18 x cell width (Field 8). 
9 Criterion for associating an attribute set 
with a transaction passing through a node I 
------------------------------------If Small or Big specified, the number 
of the attribute to be used or 'M' for 
mark time 
Associated 
Value Default Editing Errors 
Realor'N' N-. no re· Realor'N' 
porting of 
statistics 
Realor'N' N-. nore· Positive real or 'N' 
porting of 
statistics 
Hold the attribute set of the L8llt = 'F', 'L', 'S', or 'B' 206 
transaction arriving 
First 
LBllt 
or hold attribute set of the 
transaction with tho 
Smallest value in a given 
attribute 
Biggest value in a given 
attribute 
------------------------
--------
----------------------------------
-------Integer or Mark Time Integer between 1 and maximum 7207 
Mark Time number of attributes specified for a 
transaction or 'M' 
4. QUE - queue node description 
Field Associated 
Number Description Value Default Editing Errors 
1 Card type QUE (Required) ='QUE' 8000 
2 Node number/Label for output identifi· Integer /8 char· (Required)/ Integer between 1 and m111imum 8002 
cation acters Blanks number of nodes 
3 Initial number in queue Integer 0 Non·negative integer 403 
4 Mourn number permitted in queue Integer (to Infinite Non· negative integer 404 
specify 
infinite, use 
default) 
5 Output characteristics of node Deterministic Deterministic = 'P'or'D' 205 
Probabilistic 
6 Ranking procedure for Q·node/ FIFO·first in· FIFO = 'F', 'L', '8', or 'B' 406 
first out 
LIFO·Iast in· 
first out 
Small value 
fllBt (based 
on attribute 
value) 
Big value fllSt 
(based on 
attribute 
value) 
-For Q·nodes ranked by Small or In Ieger or Mark Time Integer between 1 and maximum 7207 
Big, the number of the attribute Mark Time number of attributes or 'M' 
~n which the ranking is based 
4. QUE- (cont.) 
Field Associated 
Number Description Value Default Editing Errors 
7 Balking or blocking information Blocking or Balkers are = 'B' or integer between 1 and 407 
Integer = node lost to maximum number of nodes 8407 
number to which system 8408 
balkers are 8409 
sent 
8 The upper limit of the first cell Realor'N' N -+nore· Realor'N' 
for the histogram to be obtained porting of 
for this node. statistics 
9 The width of each cell of the Realor'N' N -+DOlO· Positive Real or 'N' 
histogram. Each histogram porting of 
contains 20 cells. statistics 
10-31 Selector nodes or the MATCH node on Integer NoS-node or Integer between 1 and maximum 8410 
output side of Q·node (if any) (but not it MATCH node number of nodes 8411 
a service activity emanates from node on output 
the Q-node) When more than side of Q-node 
one S·node is specified, the order 
of appearance in these fields 
determines the priority given 
to the associated S-nodes. 
5. SEL - selector node description 
Field Associated 
Number Description Value Default Editing Errors 
I Card type SEL (Required) = 'SEL' 8000 
2 Node number/Label for output identi· lnteger/8 characters (Required)/ Integer between I and mBiimum number 8002 
fication Blanks of nodes 
3 Queue selection rule 3 character ID from list of POR = 3 character ID from Table AI 603 
creue selection rules 
able AI) 
4 Server selection rule 3 character ID from list of POR = 3 character ID from Table AI 504 
server selection rules (TahleAl) 
5 For assembly nodes (field 3 == ASM), Hold attribute set with the Biggest ='S'or'B' 207 
criterion for associntin~ an attribute set Smallest value in a given 
with a transaction passmg through the attribute 
node/ Biggest value in a given 
ro;;~;~if~-;-fficl'd 3 = ASM), the __ !!trl~!!!'l. ----- ~------------------Integer or MarkTin)e Integer between 1 and maximum number 7207 
number oft e attribute to be used or 'M' M for Mark Time of attributes for this simulation or 'M' 
for mark time 
6 Balking and blocking information Blocking or Balkers are = 'B' or integer between 1 and 407 
Inte~r = node number to lost to mBiimum number of nodes 8407 
whic balkers are sent system 8409 
7-16 Q-nodes associated with this selector. (Up Integer (At least one Integer between I and maximum number 8507 
to 10 fields m!t be enteredJ When more required) of nOdes 
than one Q-n e is s~ecifie , the order of 
appearance in these telds determines the 
preferred order for selecting Q-nodes. 
T. SEE - Random number seed initialization (required only if seed values or reinitialization of seed values 
are desired) 
Field Associated 
Number Description Value Default Editing Err ora 
1 Card Type SEE (Required) :::'SEE' 8000 
2 Stream Number Integer MXSTR=10 Positive Integer less than 102 
or equal to MXSTR 
3 Random Number seed for stream apetified Integer Internal seed Integer 
in previous field/ value 
Reinitialization of stream I-+ Initialize seed to same N 
value for each run 
N-+No resetting of seed 
4-21 Repeats of Fields 2 and 3. 
8. VAS value s.ssignments to attributes of transactions 
Field Associated 
Number Description Value Default Editing Errors 
1 Card type VAS (Required) ='VAS' 8000 
2 Node number at which assignment is to Integer (Required) Integer between 1 and maximum number 8802 
be made of nodes 8812 
3 Number of the attribute to which the Integer 1 Integer between 1 and maximum number 8803 
assignment is to be made of attributes 
4 Distribution or function type for the 2 character 10 chosen from co "" 2 character ID from Table Al 804 
assignment list of distribution types 
(Table AI) 
5 Parameter set number for the assignment Integer or Real 0.0 Integer or Real 805 
6-26 (Repeat Fields 3, 4, and 5 to specify up to 7 806 
additional assignments. Use only 1 VAS 8807 
input card for each node at which 
assignments take place) 
9. PAR pnmmeter set description 
Field 
Number Description Value 
1 Card type PAR 
2 Parameter set number Integer 
3 Parameter 1 Real 
4 Parameter 2 Real 
5 Parameter a Real 
6 Parameter 4 Real 
7 Random Number Stream Integer 
A sample is obtained from a distribution such that if a 
sample is less than the minimum value, the sample value is 
given the minimum value. Similarly, if the sample is greater 
than the maximum value, the sample value is assigned the 
maximum value. This is not sampling from a truncated dis-
tribution but sampling from a distribution with a given 
probability of obtaining the minimum and maximum values. 
The parameters required to sample from the distributions 
are described below. The parameter values for the lognor-
mal (LO), triangular (TR), beta (BE), gamma (GA), and 
beta PERT (BP) are modified to simplify random sampling. 
Thus, parameter sets for these distributions must not be 
used for any other. distributions, i.e., a parameter set for a 
lognormal distribution must only be used for sampling from 
a lognormal distribution. 
For COnstants, no PAR card is used. The value of the con-
stant is taken as the value given to parameter set specifica-
tion. 
For NOrms/, LOgnormal, BEts, and GAmma distributions 
Parameter 1 The mean value 
Parameter2 
Parameter3 
Parameter4 
·'The minimum value 
The maximum value 
The standard deviation 
Associated 
Default Editing Errcrs 
(Required) ='PAR' 8000 
(Required) Integer between 1 and maximum number 8902 
of parameter sets 
0. Real 
-1020 Real 
1020 Real 
o. Real 
MXSTR=10 Integer 
For UNiform distribution 
Parameter 1 Not used 
Parameter 2 The minimum value 
Parameter 3 The muimum value 
Parameter 4 Not used 
For EXponential distribution 
Parameter 1 The mean value 
Parameter 2 The minimum value 
Parameter 3 The muimum value 
Parameter 4 Not used 
For ER/sng distribution 
Parameter 1 The mean time for the 
Erlang variable divided 
by the value given to 
Parameter4 
Parameter 2 The minimum value 
Parameter 3 The muimum value 
Parameter 4 The number of 
exponential deviates to 
be included in the 
sample obtained from 
the Erlang distribution 
903 
903 
903 
903 
903 
For POisson distribution 
Parameter 1 The mean minus 
the minimum 
value 
Parameter 2 The minimum value 
Parameter 3 The muimum value 
Parameter 4 Not used 
Care is required when using the 
POisson since it is not usually 
used to represent an interval of 
time. The interpretation of the 
mean should be the mean number 
of time units per time period. 
For BP and TRisngu/sr distribution 
Parameter 1 The most likely value m 
Parameter 2 The optimistic value a 
Parameter 3 The pessimistic value b 
Parameter 4 Not used 
1.0 
(X) 
10. ACT - Activity description 
Field 
Number Description 
1 Card Type 
2 Start node 
3 End node 
4 Distribution or function type 
6 Parameter set number or value of 
constant 
6 Activity number/ 
Label for server identification 
7 The number of servers represented 
by this branch 
Value 
ACJr 
Integer 
Integer 
2 character 
ID chosen 
from list or 
distribution 
types (Table Al) 
Integer or Real 
Integer 
8 characters 
Integer 
Associated 
Default Editing Errors 
(Required) ""'Ac:r' 8000 
(Required) Number of an existing node 9002 
(Required) Number of an existing node (not an 9003 
assembly node) 
co = 2 character ID from Table A1 1004 
0.0 1005 
System- Integer between 0 and maximum number 1006 
assigned of activity numbers 9006 
9105 
Blank 
1 Non-negative integer 1007 
9007 
0 
8 Probability (only applicable if Real number 0.5 Real number between 0. imd 1. or non· 1008 
start node has 'P' branching or between 0. and . negative integer 9008 
start node is a SELector using 1. or attribute number 
or RFS rule) where probability 
is stored 
8 Order of testing conditions Non·negative 0 (= condi- Non-negative number 9008 
(only applicable if start node number (integer tions tested 
has 'F' branching' or start node or real) in order of 
is a SELector using POR rule") input 
9 Condition code (only applicable See Condition Start node 1009 
if start node has 'F' or 'A' Codes List .. • released 9009 
branching) (Ni.R). 9010 
9011 
• For each activity emanating from a start node with F (conditional, take first) output, an order value should be specified. When the start 
node is released, conditions on associated branches will be tested in ascending order (low values first) based on this value. 
• • The "preferred order" for selection from free servers is ascending order (low value fuat) hosed on this value. 
••• Condition codes allowed are: T.ll.V Time .II. Value 
T.ll.Ak Time .II. Attribute k 
Aj.ll.V Attribute f.ll.Value 
Aj.ll.Ak Attribute J.II.Attribute k 
where ll•(LT;LE;EQ;NE;GT; or GE) 
Ni.R 
NI.N 
NAj.R 
NAj.N 
Node I Released 
Node i Not Released 
Node A~ Released 
Node Aj Not Released 
Q-GERT Network Input Deck 
APPENDIX B 
...!!.! .. INe.ULCAROS......!.u -------------------
GEN,BOBRYK,CREWCHANGES,7,14,~2,2,,,26H0,10,,,3• 
:_sou •. cte. •. a •.• o, H!_ 
REG, 1, 1, 1, A, H • 
REG,32t1to0" 
..REG.o.3.3 a.1.1, D.!. 
i REG,40,500,0" 
REG 1 47, 1,1,A,H" 
..REG t.48ei ,1, 0, H.!... .••..... 
REG,4 13,1,1oP• 
REG,z,t,!,P• 
_REG., 3 a.1a 1,£'!. ______ _ 
REG,4o1o1oP• 
REG,5o1o1aP• 
-REG. a&, 1.,1. f'.! ___ _ 
REG, 7, 1, 1 1 P" 
REG,8,t,t,P• 
_REG.,.'3 ... 1.,.1.10" 
REG,10,1,1,0" 
REG 1 11 1 1,1,0" 
..REG~12L1~.o~·----------------------------------------
REG ,13,1, 1, o• 
REG,14,1t1o0" 
_REG ,15_, 1,_1, 0!. 
REG,1&,1t1tO• 
REG,17, 1,1,0• 
c..REG.a.18a.1a.LO" 
REG,1'3,1,1,0" 
REG,2Dt1t1tO• 
..REG t.21.,.1 •. L D!:-----------------------
REG,22,1,1,0" 
REG ,23 1 1t l,P• 
.. QUE ,25/SINI< SI'Ro 0 u0o.SI1":c.------------QUE,2&/COCALICO,Q,,O,S/1" 
QUE,27/QUARYVIL,O,,O,S/1" 
_QUE_, 2.8/LANCE t.O u Q, Sl.l" 
auE,29/LANcw,o,,o,s/t" 
SEL,41,,,,B,35" 
_SEL,42,, ,,6,3&!-..... __ 
SEL,4J,,,B,J7• 
SEL,Itlt,,,,B,38• 
·------------·---
_sEL .!t'h,, ,_a, 3'3,-="------=-------------------
srA,Jt,t,1,o,A,t5o.,t5o.• 
STA,J4,1,1,0,I,5Q,,50.• 
..REG_, 3.0, 1 t 1, F" .. 
Q~E,35/S1982,0,1,0" 
QUE,3&/S1982,0,t,o• 
_QUE_, 37/.5196 Z.t 01 11 0! __ _ QUE,J8/S1982,0,t,o• 
QUE,J9/S1982,0,t,O• 
.ACT,46,J2 1 C0,0,~7•. 
ACT,cte.,t,co,o,ao• 
ACT,JZ,JJ,co,o,&e.• 
_A..c.r .. ,J3, 33 ,co., 1440 .• '64_·--·-------
ACT,33,25,co,g&o.,sa• 
ACT,33,26,C0,9&0.,59" 
_,II_CT ,33, 27 ,co, 960,, &0! ______________________ . ·--·--· 
ACT,33 1 26 1 C0,9~0.,&1• 
ACT,J3,29,C0,960,,62° 
ACT,t,t,C0,0,714,t,,t,T,LE,240" 
100 
1 ST 33& CASES 
ACT,1,1 1 P0,26 1 81 1 ,2 1 T,GT.240• 
ACT,1,z,co,o,z,,J,N1.R• 
ACT,z,J,co,o,J,,,oJ• 
ACT,2,4,C0,0,4,,,28• 
ACT,z,s,co,o,s,,.o1• 
~~_cr .• 2, 6, co, o, 6 ..,_._4_s_•-----------------
ACT,2,7,co,o,7,,.14• 
ACT,z,a,co,o,e,,.o9• 
.. ACJ .•. J,_9, CO 1.0, '3 ,_,_,_39." _ 
ACT,3,1o,co,o,1o,,.&1• 
ACT,4,11,C0,0,11,,,70• 
--~ C"( 1.4 I 1 2 •. co I 0 1.1 2' 1.0 1.9.• 
ACT,4,13,C0,0,1J,,,o2• 
ACT,4,14,C0,0,14,,,o9• 
_ACT 1 51 15,CO,O, 15.1 , •. 79•_ ·------· ·-------------------
ACT,5,169C0,0,1~,,.21• 
ACT,&,17,C0,0,17,,,3J• 
--~CT_,6, 111 1 CO, 0, 1~._. .• _61_• __ 
ACT,7,19,C0,0,19,,.89• 
. ACJ,7,2o,co,o,2o,,.tt• 
~c_r_,_a,zt,co .•. o,_z1.., .• _6o•:...._ _________________ _ 
ACT,B,22,co,o,22,,.4o• 
ACT,9,2J,co,o,z3• 
A_q_ ,_1 0, 23, CO, 0 ,_2!+.•--·-··--------
ACT,11,23,CO,Q,25• 
ACT,12,23,CO,D,26• 
_1\_C_T_, 13, 2 3_, CO, 0, 27_• __ ----------------
ACT,14,23,CO,D,28• 
ACT,15,23,co,o,29• 
~_!:_1..._1_6 ,_23,_co_,_o_,_3_0,..:• __________________ _ 
ACT,17,23,C0,0,31• 
ACT,18,23,C0,0,32• 
_ _1\CT, 19 ,_23, CO, o ,_33o..:•-----------------------
ACT,20,23,Co,o,34• 
ACT,21,2J,co,o,Js• 
__ A_CT, 22, 23,CO ,_0_,_36_!_ __ 
ACT,23,25,C0,0,37,,.1• 
ACT,23,26,C0,0,38,,.2• 
__ ACT,2J,Z7,co,o,J9..,_,1_8,.:• _______________ _ 
ACT ,23, 28,CO, O, 40,, ,29• 
ACT,23,29,C0,0,41,,,2J• 
_J\_Cj __ ,_25_._41, A_T t.3., !+ 2, 1 • 
ACT,26,42 1 AT,3,43,1~ 
ACT,27 14J 1AT,3,44,1• 
.. llcr,2s,44,AT,3,!+5,1!..... __ ·----------------
ACT,Z9,45,AT,J,46,1• 
ACT,JO,J1,CO,O,S5,,1,A3.EQ,1• 
_1\_CT ,30 1 .. o,co, 9£<0_, ,6;3_,_._2_1_A_J,NE_._1•------------
ACT,J1,34,CO,O,S&• 
ACT,40,34,C0,0,65• 
ACT,J5,30,AT,Z,6'3 1 5•. __ IOEAL.HIX_F_ROH_ 5 .... 
ACT,J6,JO,AT,2,70,10• IOEAL HIX FROM 10 
ACT,J7,JO,AT,Z,71,9• IOEAL MIX FROM 9 
_ACT 131\, JO, AT,;? ,_72, 14! .... IOEAL __ MI )! __ I'_ROM __ 1_4 ___________ . 
ACT,J9 130,AT,Z,73,11• IOEAL MIX FROM 11 
ACT,32 1 47,C0,0,74,t• ACT ,47 t 47,8P, 27175,1, T oLEo'360": _________________________ _ 
ACT,J2,411,C0,1440,,76,1• 
ACT,48,48,CO,J5.,77,1• 
_ACT ,48 1_49,C0 1 0 ,_j'8 1 1.! ____ ··--------------
ACT,47,4'39C0,0,79,11N47.R• 
ACT,49,25,CO,O,II0,,,1• . 
_ACT ,49, 26,CO, O, 61,, ,2• -·---·---------------------·-
ACT,49,26,C0,0,82,,,18• 
ACT,49,28,C0,0,83,,,29• 
Ar.T,49,29.co.o.R4 ••• zJ• 
101 
'• 
VAS ,z,J,CO,t.• 
VAS,JJ,J,COt480,,1,C0,1,,Z,C0,1.• 
VAS,3,1,CO,J,• 
VASt4oloC0,4.• 
vAs ,s,i,co,5. • 
_v_lls .• &,_1 ,_co, & ·-·---------·----------------
VAS,7,1,co,7.• 
VAS,R,l,C0,8,• 
_VAS, g, 2, BP, 6 • ___ ------------------------
VAS,10121BP,7• 
VAS,11,2,0Po8• 
_VAS ... 12, z, BP..t15~ __ 
VAS,13,z,ep,g• 
VAS,11t,2 1 0P,10• 
__ VAS,_15, 2oBPo1P 
VAS,1&,Z,BPt16• 
VAS,17,2,DPo12 4 
.. VAS ,16 • Z, DP t 1 7.:> _________________________ _ 
VAS,19o2oBPt13• 
vAs,zo,z,oP,ts• 
_VAS., 21, z, BP tilt• 
vAs,zz,2,BP,t9• 
VAS,Z5,Z+,OP,20• 
_VAS,Z&,2+,BP,21" 
VAS,Z7,2+,BPo22• 
VAS,Z8,2t,BP,23• 
VAS,29, 2.t,BP, 21t ..... 
VAS,47,1,C0,2,,2,UN,28,3,C0,2,• 
VAS,48,1,C0,2,,2,UN,29,3,CO,z,• 
_PAR,&~54,,3&.,9~L~o~• 
PAR,7,3&.,30.,&o.,,z• 
PAR,6,111.,72.,45&.,,J• 
_f'.AR ,.9, &6., <tS. , 18 0 ._,,_4,..:•:._ ___________________ _ 
PAR,10,120.,72.,27&.,,5• 
PAR,11,201.,150.,357.,,&• 
_P_AP.,12,54,,3&,,9Q,,,7• __ _ 
PAR,13,51.,42.,132,,,8• 
PAR,11t 1 &0.,<t5.,21tO.,,g• 
_f'.AR,15,36.,Ja.,&o.• ______________________ _ 
PAR,1&,36.,JO,,&o.,,t• 
PAR,t7,J&.,Ja.,&a.,,z• 
...£'AR, 18, _3&., 3 0., &0 ,_,, 3-,:•-------------------------
PAR,19,3&.,30.,&o.,,4• 
PAR,2o,zo.,to.,7a.,,s• 
_p~R.zt,zo.,to.,sa.,,&• 
PAR,22,25.,10.,&a.,,7• 
PAR,23,15.,5.,30,,,6• 
.. .fA.R.t 24, _15 ,_, 5 ,_,_4_0 ,_, ,_g• 
PAR,25,z.,.s,s.• 
PAR,2&,z,,.&J,JO.• 
PAR,Z8 1 ,30,,120,• 
PAR,Z7,10.,7.5,25.• 
PAR,Z9,,30,,120.• 
.. .PAR,Jo,ta.,7_.s,z5._o __ _ 
SEE,1,89781227d776603,2,79<t961223&&4291" 
SEE,J,JOQJq9&71t120382,<t 9 96552250690231J• 
... SEE, 5, 715 011920 771&89_,&, 5_9<t65&2J68891.97_~-------·------­
SEE,7,29&12J01t3115741,8,5011991d8448429• 
seE,9,3321&&756229oss,to,JJS27773&299&79" 
_f._ IN:" _____ ---------------··-·----------· 
••• NO ERRORS DETECTED IN INPUT DATA ••• 
••• EXECUTION WILL BE ATTEHPTEO ••• 
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Storm Scenario Simulation Results 
Run 1 
APPENDIX C 
GERT SIMULATION pqoJECT CREWGHANGES BY BOBRYK 
---- ___________ Oft T.L.2Ll..!tl_-"-'"------------------ --------- ·- .. 
________ ":.!:F.INAL RESULI5__E.OrL£IRS.LS~MULA.UON.!:_• ___ _ 
·---------------.T.OJIIL .. ELAfSE.D_T.lliL;:__Z.6.6hOO.IlJL ______________________________ _ 
NODE 
____ 3_4 
31 
••NOOE STATISTICS•• 
L.ABEL _____ >\V_E_, ___ SI.O .•. DE_y_, _ __NO_Of __ STAJ ___________ .... ·---- .. 
OBS. TYPE 
___ 330 .•• ~.15.ll___z_s_'t .•. 3 .. D&.5___533_,, _ __... _______ _ 
890.7&56 &57.6916 533. A 
----····--- ---------
---------- __ . _____ !_!_NUHBEILIN..JcNODE._•_• _________ __;•• .HAl.UNG_Tit1E...!": _________ _ 
NODE LABEL AVE. HIN. HAX. CURRENT 
NUHBER 
IN QUEUE 
-----------------
A\1 ERAGE 
------------------------------::-------- ·------------------
25 SINK SPR 2. 6359 O. 1&, 6 116,3&92 
2& COCALICO 17.5295 Q, 4&. 26 22&.3905 
27 _____ OUARYVIL __ _<:!,,3 .. ~_6_4 ___ 0_, ___ ztQ., _____ ,9_ ___ 2.1Zo2224 ....... - __ 
211 LANGE 13,&081 O, &0. 27 1&3.9608 
29 LANCW 10.&6&4 Q, 44, 20 150,6&74 
_____ 35 _____ S1982 ______ ,_z...4Qll ___ o. • ___ 11___ _____ 11.558.4 _____ _ 
3& S1962 ,5599 Oo 1o 0 6.3116 
37 S1982 ,3270 O. 1. 0 6.0503 
_______ 38 S19112 ______ ._?..3.88 O, 1_, ___ !L ___ ,!t .•• 0.786 __________ --····· 
39 S1982 .3338 o. 1· 0 5.2531 
SERVER 
42. 
lo3 
.... 
loS 
4& 
&9 
70 
71 
72 
73 
LABEL NO. PARALLEL ___ AVE .... _ .HAX, IDLE HAX. OUSY 
SERVERS IT IHE OR SERVERS I ITIHE OR SERVERS I 
____ 1 _______ ,3587_ ....... 2.07.0000 ---· _______ 467.0000 .. 
1 .4319 33.2441o 502.0000 
1 .3733 144.0000 469.0000 
-----· -- .. 1 _______ ._42&0 ________ _7&.45&7 507,0000 
1 .41&3 65.0000 505,0000 
5 2.0983 5.0000 s.oooo 
________ ---·- ___ 1,_o &_,ll1_Q5 1.0. o oo o ______________ 1 o_. o oo o 
g 3.9352 q.o~oo q,oooo 
14 6o39S9 14o0000 14,0000 
- ______ 11 ___ ~ •. 7516 -----· 11.0000 .. --- 11.0000-
103 
A STAT HISTOGRAM FOR NOOE 31 
--------- ------------------
OBSV RELII CUML UPPER 0 20 ItO 60 1\0 100 
FREQ FREQ FREQ BOUND OF CELL I •••• r,.,,I,,,,I,,,,I •• ,,I, •• ,I •••• I,, •• r •••• r •••• I 
ItS __ ,064_ _,084 ----· .150.00 r~••-• I 
S1 o096 .180 JOO.OO 1 .. ••• C 1 
50 .094 .274 450.00 n••n c 1 
.. 7'1 __ ._1.39 ___ .413 6oo.oo _____ P!•_, .. , __ _c __ . r 
7S .141 ,553 750,00 t••••••• C I 
&2 .11& .670 9oo.oo r•••••• c 1 
37 _ o0&9 __ ,739_ .. 1050o00 IH• C 1 
It .006 .747 1200.00 1 c 1 
0 0.000 ,71,7 1350.00 I C 1 
_____________ o __ a.ooo_.I_'fL _Jsoo.oo ______ l_____ ______________ _______ c .I 
J& .o&6 .614 165o.oo I•n c I 
16 .030 ,81,4 1800.00 IH c I 
25 ______ ,01,7 _________ ,891 ________ 1950.00 Iu. C I 
22 ,o41 .932 21oo.oo r~• c I 
15 .028 .9&1 22SO.OO I• C I 
___________ 12 ___ .023 ___ ,.963. 2'<00.00 .... I!_____ CI 
9 .011 t.ooo 2sso.oo I• c 
0 O,DOO 1.000 2700,00 I C 
.0 0.000 _ 1,000 _________ 2050.00 .. I C 
0 0.000 1,000 +INF I C 
r •••• r •••• r •••• r •••• r •••• r •••• I •••• r •••• I •••• I •••• 1 
TOTAL 533 
STAT HISTOGRAM FOR NODE 31t 
oosv RELA CUML UPPER 20 loU &0 60 100 
FREQ FREU FREQ UOUNU OF CELL r •••• r •••• l ..•. r •••• l .•.• r •••• r ..... r .••• r •••• t •••• r 
9 • 017 .on ... 50.00 I• I 
106 .203 • 220 100.00 r••••••••••c [ 
57 .107 .32& 150.00 1''''' c [ 
.3& _._0&6 _____ • 391t ________ 200, oo __ 1''! G 1 
39 .073 .It&T 250.00 I'''' G I 31 .0511 o525 300.00 r••• G I 
21 ,039 .565 
·-· 
350.00 r•• c I 
25 ,01,7 .612 "0 0. 00 r•• G I 
53 .099 .711 ~oso.uo 1''''' (; I 
"" 
__ ,Ot13 ___ .7_9ft ___________ 500, 00 .. __ I~!.'~'··-· G l 
10 • 019 • 812 550.00 1' c I 
lit • 026 .639 &00.00 u G I 
16 • 0 34 ...• 6 72 65 0. 0 0 r•• G I 
31 .056 .931 700.00 r••• c [ 
lit .026 ,qsr 750.00 I• c 1 
- ______ 6 _____ ,_011_ ___ .9&6 ______ .. 600. 00 1' c I 
5 • 0 09 .977 65 0. 00 l CI 
3 .oo& o9113 900,00 l CI 
3 .oo& .• 969 950.00 I GI 
6 • 011 1.000 +INF 1• c 
r •••• r •••• r •••• r •••• r •••• r .••• r •••• r •••• I .••• r •••• r 
TO TAL 533 
NODE 
lit 
31 
NODE_ ... 
25 
2& 
27 
28 
_29 -
35 
3& 
37 
311 
39 
••FINAL RESULTS FOR 10 SIMULATIONS•• 
••AVERAGE NOUE STATISTICS•• 
LAUEL PRODAUILITY 
1.oooo 
1.0000 
AVE. 
-.- ~----
J&5.1tl0b 
'321t.lt651t 
sro.oev. so OF AVE 
30,3 1)01 '3 .&102 
2'3. 7.J33 '3olt025 
--.. --~-- -- ... ~----·-·- .. 
----------- --
-- --------·-···-···-· 
••AVERAGE NU11BER Itl a-uooE .. 
... LAUE L ______ AVE, __ S.ID .• OEV . .__so __ OF .... AVE. -----
. HIN. 
.. ---
MAX •. 
SINK SPR 5. lt1l5 J.31tlt'3 1.0578 2.635'3 13.&183 
CO CALICO 21o83'31 ___ So£>299 
-· -.1.7603 13.1582 28.51811 
OUARYVIL 7o7&1t1 3.2527 1o02flfl ... 7215 15 ... bb7 
LANCE 15.14&5 2.54&5 .8053 '3.4'n1 19.3&72 
LANCH ______ 10. 6513 ___ 2.1258._ __ .6122.. --·-· 7.0&45 ____ 13.7249 
S19H2 • 3713 • 1130 .OJS7 .24011 .5407 
S1982 .5'357 • 0595 .011111 .4&50 .&492 
S19112 • 2903 • 0501t .0160 .2210 .38911 
S1982 • 32 8 7 • 040& .012'3 .2597 .lt191 
S1'362 .JZ&S , Ol7R .0120 .2727 .37110 
-~----- -· -- -·-· ----------· 
NO OF 111 No 
00$. 
10. 330 .b1'.i~ 
10. 8'30.7b7~ 
••AV.,RA!iE HAlTING 
AVE, . sTu.uev. 
177.31Utl 87.7375 
2BOoOitUit bJ.Jll4 
1'31.'371'3 56. 277J 
173.&3<!1 22.1321 
. 154. 27&1. 25.2.!51 
13.91118 2. '.i29& 
8. '3':i't5 • 79211 
7o'l249 .6714 
4. 27i!1 • J&Jb 
5 • .!5111 • ~222 
HAX. STAT 
TYPE 
lt32.'32&5 I 
9'30.&6&3 A 
TIME .. .. NUMBER IN U-NOOE•• 
. SO OF AVE HAX • 
27o71t50 Jlt,OOOO 
20.02011 55.0000 
18.4269 59.0000 
7 .1 6 65 17 .oooo 
7.9110~ 52.0000 
.7')99 1.0000 
• 25 07 1.0000 
.2149 1.0000 
.uso 1.ouou 
.1651 1.0000 
••AVERAGE SERVER UTILIZATION•• 
_SERVER LA BEL NO •. ~ARALLEL. ___ AV.E, ___ SJD,DEV •...... SD .. OF..AVI!. 
SERVERS 
~2 1 .3&&3 ..• 0059 • 0019 
~3 1 .~287 .0040 .0013 
~4 1 .J&91 • 0040 • 0013 
~5 ·-·--· _____ 1 _____ ._~_32.6 •. 0.065.-...........• 0021 ____ . 
~6 1 .~114 .0044 .0014 
69 5 2.&134 .4766 .1514 
70 10 &,IJ031.. ____ ,3093 .0978 
71 9 3.7006 .3':17& .1257 
72 14 7.0095 .4972 .1572 
NU, OF 
uus. 
10. 
10. 
10. 
... 10. 
10. 
10. 
10. 
10. 
10. 
73 ... ___ ····- .. ·-·-· _____ u 5 .• 5.32.6 ,J!if.IL -··--· ___ .. 1127 ______ to.__ 
MIN, 
.3567 
.421& 
.3635 
..• lt20 1 
.4045 
2.08RO 
6.0693 
3.1759 
6.0033 
_4.7873 
••AVERAGE BLOCKED TIME PER UNIT TIME•• 
SERVER LAOEL AVE. STD.DEV. SO OF AVE NO. OF MIN, 
ous. 
,JJ22 .1050 ,QJ32 10. • 2182 
.5124 .058& .0165 10. .3667 
MAX, 
.50&3 
.51)34 
42 
43 
44. 
45 
4& 
·---·--· 2511& _______ • 045.3 ___ --·· 0143 ·····--·---·10 •.. ____ .. .2034 .• J52 5 
.2707 .03&2 .0114 10. .2051 .3487 
.2785 .0342 .0108 to. .2284 .3240 
11AX, 
.3753 
,lf.SJ4 
.J77~ 
.'tJ'l& 
.41b7 
3.21125 
7.06'l2 
4.578'l 
7.7861 
5.'JJ91 
"EXTREME VALUt:S" 
MAX. IDLE. MAX. UUSY 
IT IME DR SERVERS I 
2J7.~44& 492.0000 
55.&705 504.0000 
233.0000 490.0000 
107.0000 512.0000 
11&.b970 505.0000 
5.0000 5.0000 
10.0000 10.0000 
q, 0000 9.0000 
14.0000 14.0000 
.11.0000 11.0000 
••OLO~KED TIME OF SERVER•• 
LUNGES T 
PERIOD BLOCKED 
144.4956 
52.9147 
93.6209 
62.5154 
55.5115 
Storm Scenario Simulation Results 
Run 2 
APPENDIX D 
GERT ~IMUL~TION PROJECT CREWCHANGES ijV BOURVK 
DATE 71 14/ 62 
••FINAL RESULTS FOR FIRST SIHULATION•• 
·---------'-T-=O_,_T.:.:A=-L~E=-L"-AP:...S=-cE=-cO::-_T-'--I"'H"-'E=-=---'2:..:!1'-'6'-'0'-'.'-'0'-'0'-'0'-'0'-------------------
••NODE STATISTICS•• 
NOuE LABEL AVE. STD.oEv. 
~----·--··--
34 277.9089 191.3639 
6J2.1336 642.0351 
HNUHBER IN Q-NODEH 
--NODE LAtiEL AVE. HIN. HAX. 
--25 SlNr\ SPR 2.5942 0. 1!1. 
2b l.:OCALICO 9.9319 u. 53. 
27 CUARYVIL 6.4455 c. 49. 
.. 2 8-- ---L-A l•fcE: &.9107 o. 44. 
29 LANCiol &.1o94 o. ItO. 
35 51982 .1963 o. 1. 
3e Sl362 .2117!1 o. 1· 
37 S1982 .30&0 o. 1· 
38 Sl':Jd2 .2031 o. 1. 
39- ------519-oif 
.2191 o. 1. 
NO OF STAT::----------
085. TYPE 
530. I 
530. A 
•• WAITING TI HE •• 
IN QUEUE 
CURRENT AVERAGE 
NUHBER 
3 138.3554 
5 255.3912 
7 202.&913 
lit 122.-1027 
9 132.5954 
0 11olt192 
0 7.8190 
0 7.6&77 
0 3.9526 
0 5.068& 
__ ---------~~~!0.~ VER UTio.:L:..:l:..:Z:.:A-=--T'-'I'-'0'-'N'-•-•----------------------
---~·EI<V_E~ LABEL NO. PARALLEL AVE. HAX. IDLE HAX. BUSY =----'-""-::;~·[;<-viR:> ·--------,-r"IHEORSERV.ORSJ ITIHE OR Sf:"RV-ERSl 
44 1 .3500 412.0000 lt65. 0000 
~3 --.. - · -----1----~-3&94- ---------194·~ ·aa·o·o----------·;;a·!l-~oo-oo·-------
44 1 .3715 252.0000 490.0000 
45 1 o3640 110o3620 lt90o0000 4il _____________ ,1 .3757- 141.oooo 49a:-oo-oif __ _ 
& '3 5 1 • 52 6 7 5 • 0 0 0 0 5. 0 0 D D 
7C 10 3.90it3 10.0ol00 u.oooo 
11- ··- ---~---· q --J-;qis-z--·-----q;aaou------q.o-ooo---
72 11t lt.5&58 14.0000 14.0000 
73 11 4o16&3 11o0000 11oOOOD 
108 
----------------------------------------------
oosv RELA CUHL ----ufiPER-----o--·---zo--- ItO -----60 --- --so·----·-Ioo-
FREQ FREQ FREQ BOUND OF CELL I~ ••• t •••• I •••• I •••• I •••• z •••• I •••• I •••• r •••• t •••• I 
45 .085 o065 150.00 I•n•. I 
--------52----~li98-----.-i6J 3oo. oo _____ I••••·-·--c------------------ I 
&& .125 .:!08 450.00 I .. , ... ., C I 
6'1 .1&6 .475 &oo.oo I•••••••• c 1 
--·---s&---:-1&2 .&38 _____ 75 o: o o ----~-..-.--i.-;..--.---------------- c --------------- -r 
43 .061 .71'1 - '100.00 I•••• C I 
20 .0:!8 .757 1050.00 ____ ~.":"----------------- C I --------z·----;-oo4-----~7&o ________ 1zoo.oo I c 1 
0 0.000 .7&U 1350.00 I C I 
6 .015 .775 1500.00 I• C I 
--3a·---.-o72--~-iiit7 ________ 1e.so.oo _____ x•····------------------ c··-- I 
1'1 .03& .683 1800.00 t•• C I 
14 o02& oc:JO'J 1'150o00 I• C I 
-- -------iJ----:-·oz·s--·--:qi~--- ---·ziOO. oo -----~-.--- · ------------------- c t 
11 d21 .'155 2250.00 I" C I 
15 o026 .'163 2400.00 I" CI 
-------------··s·----.-n-1s----~99ii _______ zs5o~ oo ________ i•·------------- -------- ----- ----------- c 
1 .002 1.000 2700.00 I C 
0 0.000 1.000 2650.00 I C 
- --------o·---o~·oaa·----1.ooa ______ ---- •xi-lF I c 
r •••• r •••• r •••• r •••• I ••.. r •••• x •••• r •••• r •••• I •••• I 
toT i\C ____ s3ii----------------------
···-----------
·------ciil_S_V-~LA CUHL UPPER 0 20 \0 ____ fi_D ___ eo·----fiio __ _ 
FREQ FREU FREQ BOUND OF CELL I •••• I •••• I •••• x •••• I •••• I •••• I •••• r •••• r •••• I •••• I 
11 .021 .021 50.00 I" I 
-- ----126·----:z4_z _____ 2&2 1 o o-~ o a----~ ••••• •»•••-c------------·--·---·--- --------- i 
50 .091f ,357 150.00 I""""" C I 
41 • 077 olt31t ZOO. DO r•••• C . I 
----·--···--3f---.-il7o--~5o~o zs·a-;oo I""" ·-c---------------- c--
J1 .058 .562 300.00 xu• C I 
t,7 o069 .651 35D.DO I"""" _____ IL. ··-------· I 
- ----------&0----. 113---. T61t------,oo-.o 0----r.····. c I 
30 .D57 .621 lt5D.OO 1""" c 1 
10 • 019 .840 5QD. DO I" C I 
·-·-zg----;oss---.aq;. sso.~oo ____ t••• --~------- ----------c----~---
zo , 038 o932 600· 00 IH C I 
14 .026 o95S 65DoOD I" C I 
--------r---·--;aix---.972 7oo~oii ___ i•------------·-·------ ··--·-·----·----·--·cr-· 
7 oD13 .• 965 750.00 I" CI 
b , DU o99b 8QD, DO I" C 
----z • DOlt 1;0oii" s!;o;oo I -· ----·------c--· 
0 D.DDD loDOD 90D.OO I C 
0. o.IIDO 1.000 95D.DO I C 
-o--· ii~ oiio·----~~ ooo ____ ·- -- .. +rilF---1--·--·--·----·-··------ ---- ... c 
I •••• x •••• I •••• t •••• r •••• I •••• I •••• I •••• I •••• I •.•. I 
NODE 
34 
.S1 
I-' 
I-' 
I-' 
NOUE 
25 
26 
li 
28 
29 
.is 
36 
37 
3a 
39 
-----··--·-·--·---- --·· 
••FINAL RESULTS FOR 10 SIHULATIONS•• 
. .. --·-·-···------------
••AVERAGE NODE STATISTICS•• 
LABEL ------PROBABILITY- -----Avf;-·--sfo-. DEv.--so· OFAVE----rro-of:" ______ Hii-1.-- ----HA·x~ -----STAT 
OBS. TYPE 
-----------·i;oaao·----uz:7391t ___ i7:-47i5---·-s~525o 
1.oooo 835.7507 18.9012 5,q771 
1o:--z46;33iis 3o6.6994 
10. 808.2134 872.0619 
I 
A 
···-·--·--------------·----------------------------·-··----------····--·-·----·----
LAUE_L _____ A .Y~:_ __ S...!.!!..!.DEV. SO OF AVE ___ Ii~l!.!.. ___ H_A_X.!. _____ A~\1.-I;_!.._-~!Q_~_()EV , __ ?D_ ()f. __ A_\(g_ __________ I1.A!<• ______ _ 
SINK SPR 3o171& .7948 o251l 2.1947 4.8115 157o28R6 31.3985 
COCALICO 7,&92& 1o88&& .5966 5.5083 10.7145 186o2627 41o2817 
e~UARYillC--&;2229 ___ i. 6tl2i---.SJ19 ------it. Doli"-- 8. qoof·---·--166. 32LJ _____ 35. 'lJ81 
LAIICI:. 8.5876 1.4380 .4547 &,9107 11.0389 l48olt388 20.6085 
LANCH 7.8944 2.5016 .7911 4.73&2 12.7204 161.5928 43o0268 
s1<.1B2, -~24j;;---··;o3&9---.oi17 ·.1983 .2957·------- U.t9is----T.~t8'l9 
S1982 .2637 .03&8 .0116 .2250 .3413 7.0361 .7133 
Sl'l82 o2598 o0435 o01J8 o20&6 .3504 7o6016 o8900 
st'lll' · · -;22Ji · .oui8 · ·--·--; oosq· .1iJ1i .2526 t.. i9&5 .2&79 
Sl'l62 o2502 o041t3 o0140 o18f>l) o3304 5o5028 o7809 
9o9291 
13.0544 
u. 364& 
6.5170 
13.6063 
.4 712 
.225& 
.2814 
• 01147 
.2470 
26o0000 
... --·- --.53. 0000 
49.0000 
67.0000 
&1.0000 
1-.0000 
loDOOO 
1.0000 
i.oooo 
1.0000 
1--' 
1--' 
N 
SERVER 
42 
. -4J-
44 
45 
4b 
69 
70 
7i 
72 
73 
...... - --,•ExTREME v~LiJEs•• 
LAD!:L NO. PARALLEL AVEo STO.OEV. --~D __ O_f.: __ ~V-~. NO. OF HINo HAX. HAX. IDLE HAX. BUS 
----SERVERS·---·-··-·:·------· .... ----- --- ciBS~-------- -------. ··-- ·-·-·· .. - iTii1E OR SERiiERSI 
1 o3510 o0013 e0004 10o o3500 o3535 
···-----------1----.11o9 ·:ooz;;··----.oooa _____ l.o;;----.167ii------.J747 
1 .3668 .0032 .0010 10 •• 36011 .3715 
1 .3656 .0023 .0007 10. .31119 .31192 
----·--·-- 1 ·~-37 eo----; o-oJ-r~--------.-Oii1o----·-to:·----. J1 Jo------·--. J8t&-
5 1o7612 o16411 o0521 10o lo52117 2o0337 
10 3o9204 o 3253 .1029 10o 3.31192 4o4566 
··-·-------------·g··-----3~iissa--·--• .'i992- ----;iz6r·· ----·-ia;····---2~9.!7£. ·-- -,.~ 2&1if 
14 4o6228 o3J71 o1066 10o 4oft425 5.5359 
11 4o2576 o3534 o1117 10o 3o6821t 4o646& 
••AVERAGE ULOCKED TIHE PER UNIT TIHE•• 
485.31120 
----· ·-z4if~382o 
252.0000 
1&1.0000 
zoi~oooo 
5o0000 
10.0000 iJ:oooii 
lCtoOOOO 
u.oooo 
411&.0000 
491.0000 
490.0000 
495. DODO 
·- -·4'J2~00DD 
s.oooo 
10.0000 
9. il 0 0 Q 
llt.OOOO 
11. DO 00 
""BLOCKED TIHE OF SERVER•• 
siRiiER .. 'i.'A df.C -·- -----Av£.------sfu.o-Ev:-- --soof"-iiiif _____ tlo:--oF _____ HfN.-------HA'x-;-- ----------------- ioNGES'r . 
OUSo PERIOD BLOCKED 
42 o2174 • 0374 • 0118 10o o1&54 .2705 1D2o00111 
43 o2H3 oU372 .o 1111 10o .1915 .3079 119.5052 
44 • 2295 .0407 .o 129 10 • .16&2 • 31&1 62.9049 
'45 ··-----------------~iliao·---~DT&a··- ---.oon------ 10~ ---·- -----·;;t&iic-·- ---:2197 ··-- ----···--·-----·- ···- !7.3078 
46 o2202 • 0413 • 0131 10. o1615 .2934 511.1147 
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