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Abstract
We obtain the general formula for the optimal rate at which sin-
glets can be distilled from any given noisy and arbitrarily correlated
entanglement resource, by means of local operations and classical com-
munication (LOCC). Our formula, obtained by employing the quan-
tum information spectrum method, reduces to that derived by Devetak
and Winter, in the special case of an independent and identically dis-
tributed resource. The proofs rely on a one-shot version of the so-called
“hashing bound”, which in turn provides bounds on the one-shot dis-
tillable entanglement under general LOCC.
1 Introduction
A fundamental problem in entanglement theory is to determine how to opti-
mally convert entanglement, shared between two distant parties, Alice and
Bob, from one form to another. Entanglement manipulation is the process
by which Alice and Bob convert an initial bipartite state ρAB which they
share, to a required target state σAB , using local operations and classical
communication (LOCC). If the target state σAB is a maximally entangled
state, then the protocol is called entanglement distillation, whereas if the
initial state ρAB is a maximally entangled state, then the protocol is called
entanglement dilution. Optimal rates of these protocols, referred to as the
distillable entanglement and entanglement cost of the state ρAB , respectively,
were originally evaluated under (i) the assumption that the entanglement
resource accessible to Alice and Bob was independent and identically dis-
tributed, that is it consisted of multiple, independent and identical copies,
i.e., tensor products ρ⊗nAB, of the initial bipartite state, and under (ii) the
requirement that the final state of the protocol is equal to n copies of the
desired target state σ⊗nAB with asymptotically vanishing error in the limit
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n → ∞. The distillable entanglement and entanglement cost computed in
this manner are two asymptotic measures of entanglement of the state ρAB.
Moreover, in the case in which ρAB is pure, these two measures of entan-
glement coincide and are equal to the von Neumann entropy of the reduced
state on any one of the subsystems, A or B.
The practical ability to transform entanglement from one form to another
is useful for many applications in quantum information theory. However, it
is not always justified to assume that the entanglement resource available
consists of states which are multiple copies (and hence tensor products)
of a given entangled state. More generally an entanglement resource is
characterized by an arbitrary sequence of bipartite states which are not
necessarily of the tensor product form. Sequences of bipartite states on AB
are considered to exist on Hilbert spaces H ⊗nA ⊗H ⊗nB for n ∈ {1, 2, 3 . . .}.
The asymptotic entanglement cost of such an arbitrary sequence of pure
bipartite states was evaluated in [1], whereas the corresponding cost for the
more general case in which the states in the sequence are allowed to be
mixed, was evaluated in [2]. As regards entanglement distillation, Hayashi
[3] evaluated the optimal rate of entanglement distillation for an arbitrary
sequence of pure states. Moreover, Matsumoto [4] considered the case in
which the input mixed states are supported on the symmetric subspace.
This was further generalized by Brandao and Eisert, who considered the
case of permutationally invariant mixed states [5].
In this paper we evaluate the asymptotic distillable entanglement for a
sequence of arbitrary states in two different scenarios: (i) under one-way (or
forward) LOCC, that is, when classical information can only be sent from
Alice to Bob, and (ii) under two-way (or general) LOCC, that is when both
Alice and Bob can send classical information to each other (possibly multiple
times). The resulting expressions for the distillable entanglement consitute
the main results of this paper. A useful tool for the study of entanglement
manipulation in this general scenario is provided by the Information Spec-
trum method [10]. This method was introduced in Classical Information
Theory by Verdu and Han and has been extended to quantum information
theory first by Ogawa, Nagaoka, and Hayashi. The power of the information
spectrum approach comes from the fact that it does not depend on the spe-
cific structure of sources, channels or entanglement resources employed in
information theoretical protocols. An important step on the way to our main
result, is to obtain bounds on the distillable entanglement in the “one-shot”
scenario, in which Alice and Bob aim to convert a single copy of a desired
target state ρAB which they share, to a maximally entangled state, using
LOCC. The logarithm of the maximum rank of the maximally entangled
state which can be thus obtained with a fixed, finite accuracy, is defined as
the one-shot distillable entanglement of ρAB . Our first result in this context
is the one-shot analogue of the well-known Hashing bound [23], which pro-
vides a lower bound on the distillable entanglement under one-way LOCC.
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Further, we obtain more stringent lower bounds on the one-shot distillable
entanglement (both under one-way and two-way LOCC) by first allowing
the initial state to be pre-processed by means of a suitable LOCC map and
then distilling entanglement from the resultant state. We also obtain upper
bounds to the one-shot distillable entanglement both under one-way and
two-way LOCC. For the case of an arbitrary sequence of bipartite states,
the lower and upper bounds, obtained in the one-shot scenario, indepen-
dently converge to the expression for the distillable entanglement, in the
asymptotic limit. Finally, we can retrieve the well-known expression of the
distillable entanglement for an i.i.d. resource, given in terms of the regu-
larized coherent information, from our main result by an application of the
Generalized Stein’s Lemma [22]. The paper is organized as follows. In Sec-
tion 2 we introduce the necessary definitions and notations. In Section 3 we
discuss the protocol of entanglement distillation, and in Section 4 we obtain
bounds on the one-shot distillable entanglement. Finally, in Section 5 we
state and prove our main results and show that these reduce to the known
results in the i.i.d. scenario. Appendices A and B contain some detailed
derivations.
2 Definitions and notations
2.1 Mathematical preliminaries
LetB(H ) denote the algebra of linear operators acting on a finite–dimensional
Hilbert space H and let S(H ) denote the set of positive operators of unit
trace (states) acting on H . Throughout this paper we restrict our consid-
erations to finite-dimensional Hilbert spaces, and we take the logarithm to
base 2.
For given orthonormal bases {|iA〉}di=1 and {|iB〉}di=1 in isomorphic Hilbert
spaces HA ≃ HB ≃ H of dimension d, we define a maximally entangled
state (MES) of rank M ≤ d to be
|ΨABM 〉 =
1√
M
M∑
i=1
|iA〉 ⊗ |iB〉. (1)
When M = d, for any given operator O ∈ B(H ), the following relation can
be shown by direct inspection:
(O ⊗ 1)|ΨABd 〉 = (1⊗OT )|ΨABd 〉, (2)
where 1 denotes the identity operator, and OT denotes the transposition
with respect to the basis fixed by eq. (1). Moreover, for any given pure state
|φ〉, we denote the projector |φ〉〈φ| simply as φ.
The trace distance between two operators A and B is given by
||A−B||1 := Tr
[{A ≥ B}(A−B)]− Tr[{A < B}(A−B)],
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where {A ≥ B} denotes the projector on the subspace where the operator
(A−B) is non-negative, and {A < B} := 1− {A ≥ B}. The fidelity of two
states ρ and σ is defined as
F (ρ, σ) := Tr
√√
ρσ
√
ρ =
∣∣∣∣√ρ√σ∣∣∣∣
1
. (3)
The trace distance between two states ρ and σ is related to the fidelity
F (ρ, σ) as follows (see e. g. [9]):
1− F (ρ, σ) 6 1
2
||ρ− σ||1 6
√
1− F 2(ρ, σ), (4)
where we use the notation F 2(ρ, σ) =
(
F (ρ, σ)
)2
.
2.2 Relative entropies and coherent information
Our results on the distillable entanglement are expressed in terms of the
following entropic quantities. For any ρ, σ ≥ 0, any 0 ≤ P ≤ 1, and any
α ∈ (0,∞)\{1}, we define the following entropic function (related to the
quasi-entropies introduced by Petz in [17])
SPα (ρ‖σ) :=
1
α− 1 log Tr[
√
Pρα
√
Pσ1−α]. (5)
Notice that for P = 1, the function defined above reduces to the well-known
Re´nyi relative entropy of order α.
In this paper, in particular,
SP0 (ρ‖σ) := lim
αց0
SPα (ρ‖σ), (6)
plays an important role. Note that
SP0 (ρ‖σ) = − log Tr[
√
PΠρ
√
P σ], (7)
where Πρ denotes the projector onto the support of ρ. Further,
S10 (ρ‖σ) = S0(ρ‖σ) := − log(TrΠρσ), (8)
which is the relative Re´nyi entropy of order zero.
In the following we obtain bounds on the distillable entanglement in
terms of two “smoothed” quantities, which are derived from (6), for any
δ ≥ 0, as
IA→B0,δ (ρ
AB) := max
ρ¯AB∈b(ρAB ;δ)
min
σB∈S(HB)
S0(ρ¯
AB‖1A ⊗ σB), (9)
and
I˜A→B0,δ (ρ
AB) := max
P∈p(ρAB ;δ)
min
σB∈S(HB)
SP0 (ρ
AB‖1A ⊗ σB), (10)
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where
b(ρ; δ) := {σ : σ ≥ 0, Tr[σ] ≤ 1, F 2(ρ, σ) ≥ 1− δ2}, (11)
and
p(ρ; δ) := {P : 0 ≤ P ≤ 1, Tr[Pρ] ≥ 1− δ}. (12)
Note that, in (11), the definition of fidelity (3) has been naturally extended
to subnormalized density operators. Such smoothed quantities are needed
in order to allow for a finite accuracy (i.e. non-zero error) in the protocol,
which is a natural requirement in the one-shot regime.
For any given δ > 0, we refer to IA→B0,δ (ρ
AB) and I˜A→B0,δ (ρ
AB) as smoothed
zero-coherent informations. These nomenclatures are justified by anology
with the coherent information as follows. For δ = 0, both the above quan-
tities reduce to
IA→B0 (ρ
AB) := min
σB∈S(HB)
S0(ρ
AB‖1A ⊗ σB), (13)
where S0(ρ‖σ) denotes the relative Re´nyi entropy of order zero, of ρ with
respect to σ. By replacing the relative Re´nyi entropy of order zero with the
quantum relative entropy,
S(ρ‖σ) :=
{
Tr[ρ log ρ− ρ log σ], if supp ρ ⊆ supp σ
+∞, otherwise, (14)
we in fact obtain the usual coherent information IA→B(ρAB):
min
σB∈S(HB)
S(ρAB‖1A ⊗ σB) = S(ρAB‖1A ⊗ ρB)
= S(ρB)− S(ρAB)
: = IA→B(ρAB).
(15)
Note in particular that for a MES of rank M , as defined by (1), (13) yields
IA→B0 (Ψ
AB
M ) = I
A→B(ΨABM ) = logM. (16)
Further, given an α−relative Re´nyi entropy Sα(ρ‖σ), for a bipartite ρ =
ρAB, we define the corresponding α-conditional entropy as
Hα(ρ
AB |σB) := −Sα(ρAB‖1A ⊗ σB), (17)
and
Hα(ρ
AB |B) : = max
σB∈S(HB)
Hα(ρ
AB |σB)
= − min
σB∈S(HB)
Sα(ρ
AB‖1A ⊗ σB).
(18)
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Then for any δ > 0, the corresponding smoothed α-conditional entropies
Hδα(ρ
AB |B) are defined as follows:
Hδα(ρ
AB|B) :=

min
ρ¯AB∈b(ρAB ;δ)
Hα(ρ¯
AB |B), for 0 ≤ α < 1
max
ρ¯AB∈b(ρAB ;δ)
Hα(ρ¯
AB |B), for 1 < α, (19)
and the corresponding smoothed α-coherent information is defined as
IA→Bα,δ (ρ
AB) := −Hδα(ρAB |B). (20)
For α = 0, this is identical to the definition (9).
The following lemma, proved in [20], will play a central role in our proof:
Lemma 1 (Quantum data-processing inequality [20]). For any bipartite
state ρAB, any completely positive, trace-preserving map Φ : B 7→ C, and
any δ ≥ 0, we have
I˜A→B
0,2
√
δ
(ρAB) ≥ I˜A→C0,δ ((id⊗Φ)(ρAB)).
3 Entanglement distillation: the “one-shot” case
Let Alice and Bob, who are in two different locations, share a single copy of
an arbitrary state ρAB. Their aim is to distill entanglement from this shared
state (i.e., convert the state to a maximally entangled state) using local
operations and classical communication (LOCC) only. If Alice is allowed to
send classical information to Bob but not allowed to receive any from him,
then the LOCC transformation is said to be one-way (or forward) and is
denoted by the symbol Λ→(ρAB). More general LOCC operations in which
Alice and Bob are both allowed to send classical information to each other,
are referred to as two-way LOCC and denoted by the symbol Λ↔(ρAB). We
refer to the corresponding protocols as one-shot entanglement distillation
(under one-way LOCC and two-way LOCC, respectively). Note that in a
two-way LOCC, Alice and Bob are allowed to communicate with each other
classically and perform local operations multiple times.
For sake of generality, we consider the situation where, for any given
ε ≥ 0, the final state of the protocol is ε-close to a maximally entangled
state, with respect to a suitable distance measure. More precisely, we require
the fidelity (3) of the final state of the protocol and a maximally entangled
state to be ≥ 1− ε.
Definition 1 (ε-achievable distillation rates). For any given ε ≥ 0, a real
number R ≥ 0 is said to be an ε-achievable rate for two-way entanglement
distillation, if there exists an integer M ≥ 2R and a maximally entangled
state ΨA
′B′
M such that
F
(
Λ↔(ρAB),ΨA
′B′
M
)
≥ 1− ε, (21)
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for some two-way LOCC operation Λ↔ : AB 7→ A′B′. An analogous defini-
tion holds for one-way LOCC.
Definition 2 (One-shot distillable entanglement). For any given ε ≥ 0, the
one-shot distillabe entanglement, E↔D (ρAB; ε), under two-way LOCC is the
maximum of all ε-achievable two-way entanglement distillation rates. An
analogous definition holds for the one-shot distillable entanglement under
one-way LOCC, which is denoted by the symbol E→D (ρAB ; ε).
Definition 3 (One-way entanglement distillation fidelity). Given a bipartite
state ρAB , for any m ∈ N we define the one-way entanglement distillation
fidelity as follows:
F→D (ρ
AB ;m) := max
Λ→
F (Λ→(ρAB),ΨA
′B′
m ), (22)
where the maximization is over all one-way LOCC maps Λ→ : AB 7→ A′B′,
and ΨA
′B′
m is some MES of rank m. An analogous definition holds for the
two-way entanglement distillation fidelity F↔D (ρ
AB ;m).
Definition 4 (Completely positive instruments). A completely positive
(CP) instrument [11] is a family of CP maps {Ex}x∈X, labelled by the pa-
rameter x, which sum up to a trace-preserving (TP) map.
Roughly speaking, we can think of an instrument as a quantum operation
with both classical and quantum outputs. We denote an instrument acting
on a quantum system A by the symbol IA : A → A′X, where A′ and
X denote the systems corresponding to the quantum and classical outputs
respectively. Without loss of generality, the action of an instrument IA on
the state ρ can be represented as IA(ρ) =
∑
x∈X Ex(ρ) ⊗ |x〉〈x|X, where
|x〉 are orthonormal states representing the classical register X storing the
measurement outcome x.
The most general one-way entanglement distillation protocol consists
of Alice using a CP instrument on her part of the shared bipartite state,
communicating the classical output to Bob, and Bob performing a CPTP
map on his part of the shared state accordingly.
4 One-shot bounds on distillable entanglement
4.1 Lower bounds (direct parts)
Lemma 2 (One-Shot Hashing Bound). For any given bipartite state ρAB ∈
HA ⊗HB and any ε ≥ 0, the one-shot distillable entanglement via one-way
(forward) LOCC transformations is bounded as follows:
E→D (ρ
AB; ε) ≥ IA→B0,ε/8 (ρAB) + log
[
1
dA
+
ε2
4
]
−∆, (23)
7
where IA→B0,ε/8 denotes the smoothed zero-coherent information defined by (9),
dA = dimHA, and ∆ ∈ [0, 1] is a constant included to ensure that the right
hand side of (23) is equal to the logarithm of an integer number.
In order to prove the above lemma, we need the following additional
lemma, which is proved in Appendix A.
Lemma 3. Given a state ρAB, for any δ ≥ 0 and any positive integer
m ≤ dA,
F→D (ρ
AB ;m) ≥ 1− 4δ −
√
m
{
2I
A→E
2,δ (ρ
AE) − 1
dA
}
, (24)
where ρAE is the reduced state TrB [Ω
ABE ] of any arbitrary purification
|ΩABE〉 of ρAB, and IA→E2,δ (ρAE) is given by (20) for α = 2.
Proof of Lemma 2. For any fixed ε ≥ 0, a positive real number R = logm
is an ε-achievable rate for one-way distillation if F→D (ρ
AB ,m) ≥ 1 − ε. Due
to Eq. (24), we know that R = logm is achievable if
4δ +
√
m
{
2I
A→E
2,δ (ρ
AE) − 1
dA
}
≤ ε. (25)
For 0 ≤ δ ≤ ε/4, logm is achievable if, in particular,
m2I
A→E
2,δ (ρ
AE) ≤ (ε− 4δ)2 + 1
dA
, (26)
since m/dA ≥ 1/dA. Since E→D (ρAB ; ε) is defined as the maximum over all
achievable rates, Eq. (26) implies that, for all δ ∈ [0, ε/4],
E→D (ρ
AB ; ε) ≥ log
[
(ε− 4δ)2 + 1
dA
]
− IA→E2,δ (ρAE)−∆, (27)
where ∆ is a positive number, less than or equal to one, subtracted in order
to make the right hand side of the above equation equal the logarithm of an
integer number (as it has to be, by definition).
The last ingredient needed to complete the proof of Lemma 2 is the fact
that, for the reduced states ρAB and ρAE of the same pure state |ΩABE〉,
− IA→E2,δ (ρAE) ≥ IA→B0,δ (ρAB). (28)
This inequality is stated as Lemma 12 of Appendix B, where it is proved
using duality arguments along the lines following [16]. The statement of
Lemma 2 is finally obtained from (27) and (28) for δ = ε/8.
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Due to the one-shot hashing bound, Lemma 2, we know that the zero-
coherent information is an achievable rate for one-way entanglement distilla-
tion. Since the zero-coherent information can in general increase under the
action of an LOCC transformation, we can think of pre-processing the initial
state by means of a suitable LOCC map, and distilling entanglement out
of the pre-processed state, instead of the initial given one. This procedure
leads us to the following achievable rates for one- and two-way entanglement
distillation:
Corollary 1 (Lower bounds). Let IA : A → A′X denote an instrument
on A, and let Λ→AB : AB → A′B′ denote a one-way (from A to B) LOCC
transformation. Then,
E→D (ρ
AB ; ε) ≥ max
Λ→AB
IA
′→B′
0,ε/8 (σ
A′B′) + log
[
1
dA′
+
ε2
4
]
−∆
≥ max
IA
IA
′→BX
0,ε/8 (σ
A′BX) + log
[
1
dA′
+
ε2
4
]
−∆′,
(29)
where σA
′B′ = Λ→AB(ρ
AB), σA
′BX = (IA ⊗ idB)(ρAB), and ∆,∆′ ∈ [0, 1] are
included to ensure that the lower bounds (29) are each equal to the logarithm
of a positive integer.
Analogously, let Λ↔AB : AB → A′B′ be a two-way LOCC transformation.
Then,
E↔D (ρ
AB ; ε) ≥ max
Λ↔
AB
IA
′→B′
0,ε/8 (σ
A′B′) + log
[
1
dA′
+
ε2
4
]
−∆′′, (30)
where ∆′′ ∈ [0, 1] is included to ensure that the lower bound is equal to the
logarithm of a positive integer.
4.2 Upper bounds (converse parts)
When distilling entanglement with one-way LOCC protocols, there is no
need to employ a full one-way LOCC transformation when pre-processing
the initial state: the following lemma shows that in fact an instrument on
Alice’s side only, followed by the communication of the outcome to Bob,
suffices.
Lemma 4 (One-way weak converse). For any given bipartite state ρAB and
any ε ≥ 0,
E→D (ρ
AB ; ε) ≤ max
IA
I˜A
′→BX
0,4
√
ε (σ
A′BX), (31)
where the maximization is done over instruments IA := {Em}m∈X, where
each Em maps A to A′, and σA
′BX :=
∑
m(E
m ⊗ idB)(ρAB)⊗ |m〉〈m|X.
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Proof. Suppose that R is a one-way ε-achievable rate, i. e. there exists
an integer M with logM ≥ R and a one-way forward LOCC operation
Λ→ : AB 7→ A′B′ such that
〈ΨA′B′M |Λ→(ρAB)|ΨA
′B′
M 〉 ≥ (1− ε)2. (32)
The most general one-way forward LOCC operation is constructed as fol-
lows: (i) Alice applies a CP instrument on her share, (ii) she communicates
the outcome m to Bob, (iii) Bob deterministically performs a decoding op-
eration on his share, depending on Alice’s outcome. Such a procedure is
conveniently represented by writing the following classical-quantum (c-q)
state
τA
′B′X :=
∑
m∈X
(Em ⊗Dm)(ρAB)⊗ |m〉〈m|X, (33)
where the Dm’s are CPTP maps for all m, while the Em’s are just CP
maps normalized so that their sum E :=
∑
m E
m is TP. The classical flags
|m〉〈m|X represent the classical information that Alice sends to Bob. This
is the reason why we consider both systems B′ and X to be in Bob’s hands.
By the quantum data-processing inequality, Lemma 1, we have that
I˜A
′→B′X
0,δ (τ
A′B′X) ≤ I˜A′→BX
0,2
√
δ
(σA
′BX), (34)
where σA
′BX :=
∑
m(E
m⊗idB)(ρAB)⊗|m〉〈m|X. Moreover, since we assumed
that 〈ΨA′B′M |τA
′B′ |ΨA′B′M 〉 ≥ (1 − ε)2, the operator
P :=
∑
m
|ΨM 〉〈ΨM |A′B′ ⊗ |m〉〈m|X
is such that Tr[P τA
′B′X] ≥ (1 − ε)2 ≥ 1− 2ε. Then, continuing from (34),
and recalling the definition in (10),
I˜A
′→BX
0,4
√
ε (σ
A′BX) ≥ I˜A′→B′X0,2ε (τA
′B′X)
≥ −max
ωB′X
log Tr[
√
PΠτA′B′X
√
P (1A′ ⊗ ωB′X)]
≥ −max
ωB′X
log Tr[P (1A′ ⊗ ωB′X)]
= IA
′→B′X
0
(∑
m
qm|ΨM 〉〈ΨM |A′B′ ⊗ |m〉〈m|X
)
,
(35)
for any probability distribution qm > 0,
∑
m qm = 1. Finally, since the quan-
tum data-processing inequality also holds when the smoothing parameter is
equal to zero, we have
IA
′→B′X
0
(∑
m
qm|ΨM 〉〈ΨM |A′B′ ⊗ |m〉〈m|X
)
≥ IA′→B′0 (ΨA
′B′
M )
= logM
≥ R.
(36)
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Hence we have proved that, if R is an ε-achievable rate, there always exists
an instrument I = {Em}m∈X on A such that
I˜A
′→BX
0,4
√
ε (σ
A′BX) ≥ R. (37)
This in turn implies that
R ≤ max
IA
I˜A
′→BX
0,4
√
ε (σ
A′BX).
Then (31) is obtained by taking the maximum over all ε-achievable rates.
While for the one-way distillation scenario the pre-processing can be
reduced, without loss of generality, to an instrument at Alice’s side only,
in the two-way scenario we have to keep the pre-processing as general as
possible. In particular, for any ε ≥ 0, we obtain the following upper bound to
the one-shot distillable entanglement under two-way LOCC transformations.
Lemma 5. For any given bipartite state ρAB and any ε ≥ 0, the distillable
entanglement under two-way LOCC satisfies the following bound:
E↔D (ρ
AB ; ε) ≤ max
Λ↔AB
I˜A
′→B′
0,2ε (ω
A′B′), (38)
where the maximization is done over two-way LOCC transformations Λ↔AB
mapping AB to A′B′, and ωA
′B′ := Λ↔AB(ρ
AB).
Proof. Let Λ↔AB be a two-way LOCC transformation whose action on the
state ρAB yields the state ωA
′B′ := Λ↔AB(ρ
AB), such that F (ωA
′B′ ,ΨA
′B′
M ) ≥
1− ε, and R = logM .
By the definitions (10) and (13) of the zero coherent information, we
have
R = logM = min
σB∈S(HB)
[
− log Tr
(
ΨA
′B′
M (1A′ ⊗ σB
′
)
)]
≤ min
σB′∈S(HB′ )
[
− log Tr
(
ΨA
′B′
M ΠωA′B′Ψ
A′B′
M (1A′ ⊗ σB
′
)
)]
≤ max
P∈p(ωA′B′ ;2ε)
min
σB′∈S(HB′ )
[
− log Tr
(√
PΠωA′B′
√
P (1A′ ⊗ σB′)
)]
= I˜A
′→B′
0,2ε (ω
A′B′)
≤ max
Λ↔
A′B′
I˜A
′→B′
0,2ε (ω
A′B′),
(39)
where the second identity follows from the definition (13) of the zero co-
herent information, and the fact that Π
ΨA
′B′
M
= ΨA
′B′
M ; the first inequality
follows from ΠωA′B′ ≤ 1, and the second inequality follows from the fact
that ΨA
′B′
M ∈ p(ωA
′B′ ; 2ε) (see definition (12)) since Tr[ΨA
′B′
M ω
A′B′ ] ≥ 1−2ε,
which in turn follows from the fact that F 2(ωA
′B′ ,ΨA
′B′
M ) ≥ (1− ε)2.
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5 Main result: exact asymptotic formulas for ar-
bitrary resources
In this section we consider entanglement distillation from arbitrary resources,
comprising an arbitrary sequence of bipartite states ρˆAB := {ρnAB}∞n=1,
where ρnAB ∈ S(H ⊗nA ⊗ H ⊗nB ). The one-way distillable entanglement rate
for such a sequence is defined as:
E→D,∞(ρˆAB) := lim
ε→0
lim inf
n→∞
1
n
E→D (ρ
n
AB ; ε), (40)
and the two-way distillable entanglement E↔D,∞(ρˆAB) is defined analogously.
To evaluate the distillable entanglement of such a sequence of states, we
employ the well-known Quantum Information Spectrum Method [10, 12].
Two fundamental quantities used in this approach are the quantum spectral
sup- and inf-divergence rates, defined as follows:
Definition 5 (Spectral Divergence Rates). Given a sequence of states ρˆ =
{ρn}∞n=1 and a sequence of positive operators σˆ = {σn}∞n=1, the quantum
spectral sup- (inf-)divergence rates are defined in terms of the difference
operators Πn(γ) = ρn − 2nγσn as
D(ρˆ‖σˆ) := inf
{
γ : lim sup
n→∞
Tr [{Πn(γ) > 0}Πn(γ)] = 0
}
(41)
D(ρˆ‖σˆ) := sup
{
γ : lim inf
n→∞ Tr [{Πn(γ) > 0}Πn(γ)] = 1
}
(42)
respectively.
It is known that (see e.g. [13])
D(ρˆ‖σˆ) ≥ lim
n→∞
1
n
S(ρn‖σn) ≥ D(ρˆ‖σˆ). (43)
In analogy with the usual definition of the coherent information (15),
we moreover define the spectral sup- and inf-coherent information rates,
respectively, as follows:
I
A→B
(ρˆAB) := min
σˆB
D(ρˆAB‖1ˆA ⊗ σˆB), (44)
IA→B(ρˆAB) := min
σˆB
D(ρˆAB‖1ˆA ⊗ σˆB), (45)
where ρˆAB := {ρnAB ∈ S(H ⊗nA ⊗ H ⊗nB )}∞n=1, σˆB := {σnB ∈ S(H ⊗nB )}∞n=1,
and 1ˆA := {1⊗nA }∞n=1. The inequality (43) ensures that
I
A→B
(ρˆAB) ≥ lim
n→∞
1
n
IA→B(ρnAB) ≥ IA→B(ρˆAB). (46)
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Note that in eq. (44) and (45) we could write minimum instead of infimum
due to Lemma 1 of [12].
Let ÎA := {I nA}∞n=1 denote a sequence of instruments I nA : An → A′nXn.
Our main results on the distillable entanglement for an arbitrary sequence
of states ρˆAB under both one-way LOCC and two-way LOCC, are given by
the following theorem.
Theorem 1. Given a sequence of bipartite states ρˆAB := {ρnAB}∞n=1,
E→D,∞(ρˆAB) = max
ÎA
IA
′→BX(σˆA′XB), (47)
and
E↔D,∞(ρˆAB) = max
Λˆ↔AB
IA
′→B′(νˆA′B′), (48)
where: the maximisation in (47) is over all sequences of instruments,
ÎA := {I nA}∞n=1, and σˆA′XB := {I nA (ρnAB)}∞n=1; the maximisation
in (48) is over all sequences of two-way LOCC operations, Λˆ↔AB :=
{ΛnAB}∞n=1, and νˆA′B′ := {ΛnAB(ρnAB)}∞n=1.
From Corollary 1 and Lemma 4, we have that, for any ε > 0 and any
n ≥ 1,
1
n
max
I nA
I˜A
′→BX
0,4
√
ε (σ
n
A′BX)
≥ 1
n
E→D (ρ
n
AB ; ε)
≥ 1
n
max
I nA
IA
′→BX
0,ε/8 (σ
n
ABX) +
1
n
log
[
1
dA′n
+
ε2
4
]
− ∆
′
n
,
(49)
where σnA′BX = (I
n
A ⊗ idB)(ρnAB). In the case of two-way entanglement
distillation, again Corollary 1 and Lemma 5 yield
1
n
max
ΛnAB
I˜A
′→B′
0,2ε (ν
n
A′B′)
≥ 1
n
E↔D (ρ
n
AB ; ε)
≥ 1
n
max
Λn
AB
IA
′→B′
0,ε/8 (ν
n
A′B′) +
1
n
log
[
1
dA′n
+
ε2
4
]
− ∆
′′
n
,
(50)
Theorem 1 then follows rather straightforwardly by taking the limits
limε→0 limn→∞ on either sides of the inequalities (49) and (50), and applying
the following two lemmas (which were proved in [20]):
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Lemma 6 (Direct part [20]). Given a sequence of bipartite states ρˆAB,
lim
δ→0
lim inf
n→∞ maxρ¯nAB∈b(ρnAB ;δ)
min
σnB
1
n
S0(ρ¯
n
AB‖1⊗nA ⊗ σnB)
≥ min
σˆB
D(ρˆAB‖1ˆA ⊗ σˆB),
or, equivalently, limδ→0 lim infn→∞ 1nI
A→B
0,δ (ρ
n
AB) ≥ IA→B(ρˆAB).
Lemma 7 (Weak converse [20]). Given a sequence of bipartite states ρˆAB,
lim
δ→0
lim inf
n→∞ maxPn∈p(ρnAB ;δ)
min
σn
B
1
n
SPn0 (ρ
n
AB‖1⊗nA ⊗ σnB)
≤ min
σˆB
D(ρˆAB‖1ˆA ⊗ σˆB),
or, equivalently, limδ→0 lim infn→∞ 1n I˜
A→B
0,δ (ρ
n
AB) ≤ IA→B(ρˆAB).
5.1 The special case of i.i.d. resources
Let us now consider the case in which Alice and Bob share multiple, inde-
pendent and identical copies of a given bipartite state ρAB ∈ S(HA⊗HB).
The entanglement resource is in this case characterized by the sequence
ρ̂AB := {ρ⊗nAB}∞n=1. The asymptotic distillable entanglement of the state
ρAB can be obtained from Theorem 1 by employing the following lemma,
which was proved in [21] by using the Generalized Stein’s Lemma [22].
Lemma 8. For any given bipartite state ρAB
min
σˆB
D(ρˆAB‖1ˆA ⊗ σˆB) = S(ρAB‖1A ⊗ ρB), (51)
where ρˆAB = {ρ⊗nAB}∞n=1, σˆB := {σnB ∈ S(H ⊗nB )}∞n=1, and 1ˆA := {1⊗nA }∞n=1.
Notice that the optimizing sequence σˆB is not i.i.d. in general.
We can then retrieve the expressions for the asymptotic distillable entan-
glement of any arbitrary bipartite state ρAB , obtained in [23], as a corollary
of our Theorem 1:
Corollary 2 ([23]). For any bipartite state ρAB, the one-way distillable
entanglement rate is given by
E→D,∞(ρ
AB) = lim
n→∞
1
n
max
I nA
IA
′→BX(σnA′BX), (52)
where σnA′BX = (I
n
A ⊗ idB)(ρ⊗nAB). The two-way distillable entanglement
rate is given by
E↔D,∞(ρ
AB) = lim
n→∞
1
n
max
ΛnAB
IA
′→B′(νnA′B′), (53)
where νnA′B′ = Λ
n
AB(ρ
⊗n
AB).
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Proof. Let ρˆAB be the i.i.d. sequence {ρ⊗nAB}∞n=1. From Theorem 1, we have
that
E→D,∞(ρˆAB) ≥ max
IA
IA
′→BX(σˆA′BX), (54)
where σnA′BX = (I
⊗n
A ⊗ id⊗nB )(ρ⊗nAB), i.e., the sequence σˆA′BX is i.i.d. Due to
Lemma 8 then,
E→D,∞(ρˆAB) ≥ max
IA
IA
′→BX(σA′BX). (55)
By a standard blocking argument, it follows that, in particular, for any
m ≥ 1,
E→D,∞(ρ
AB) ≥ 1
m
max
ImA
IA
′→BX(σmA′BX), (56)
where σmA′BX = (I
m
A ⊗ id⊗mB )(ρ⊗mAB ). By taking the limit m→∞, we obtain
E→D,∞(ρ
AB) ≥ lim
m→∞
1
m
max
ImA
IA
′→BX(σmA′BX). (57)
The converse direction, that is,
E→D,∞(ρ
AB) ≤ lim
m→∞
1
m
max
ImA
IA
′→BX(σmA′BX), (58)
simply comes from the fact that the D(ρˆ‖σˆ) ≤ limn→∞ 1nS(ρn‖σn).
The proof for E↔D,∞(ρ
AB) follows from exactly the same line of argu-
ments.
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Appendix A: Proof of Lemma 3
The following lemmas are employed in the proof of Lemma 3.
Lemma 9 ([14], [20]). For any self-adjoint operator X and any positive
operator ξ > 0, we have
||X||21 ≤ Tr[ξ] Tr
[
Xξ−1/2Xξ−1/2
]
≤ Tr[ξ] Tr [X2ξ−1] . (59)
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Lemma 10. Given a tripartite pure state |ΩA′BE〉 ∈ HA′ ⊗HB ⊗HE, let
ωA
′B, ωA
′E, and ωE be its reduced states. Then, for any state χE,
max
D
F 2((idA′ ⊗DB)(ωA′B),ΨA′B′m ) ≥ F 2(ωA
′E, τA
′ ⊗ χE), (60)
where |ΨA′B′m 〉 ∈ HA′ ⊗HB′ is some fixed maximally entangled state of rank
m, τA
′
= TrB′ [Ψ
A′B′
m ], and D : B(HB) 7→ B(HB′) denotes a completely
positive, trace-preserving (CPTP) map. The same holds also if the norm of
the vector |ΩA′BE〉 is not normalized to one.
Proof. Fix some purification |χRE〉 ∈ HR ⊗HE of χE. Then, for the fixed
purification |ΨA′B′m 〉 of τA
′
, we have, by Uhlmann’s theorem [8], the mono-
tonicity of the fidelity under partial trace, and Stinespring’s Dilation Theo-
rem [6],
F 2(ωA
′E , τA
′ ⊗ χE)
= max
|ϕA
′B′RE〉
Tr
B′R[ϕ
A′B′RE ]=ωA
′E
F 2(ϕA
′B′RE ,ΨA
′B′
m ⊗ χRE)
= max
V :B→B′R
V †V=1B
F 2
(
(1A
′ ⊗ VB ⊗ 1E)ΩA′BE(1A′ ⊗ V †B ⊗ 1E),ΨA
′B′
m ⊗ χRE
)
≤max
D
F 2
(
(idA′ ⊗DB)(ωA′B),ΨA′B′m
)
,
(61)
where D : B(HB) 7→ B(HB′) denotes a CPTP map. In the second equality
of (61) we used the fact that all possible purifications of a given mixed state
(ωA
′E , in our case) are related by some local isometry acting on the purifying
system only (i.e. subsystem B).
Lemma 11. For any P,Q ≥ 0,
F (P,Q) :=
∣∣∣∣∣∣√P√Q∣∣∣∣∣∣
1
≥ TrP +TrQ
2
− 1
2
||P −Q||1 . (62)
Proof. By adapting the proof in, e.g., Ref. [9], we see that
F (P,Q) = min
{Em}:POVM
∑
m
√
pm
√
qm, (63)
where pm := Tr[EmP ], and qm := Tr[EmQ]. Also,
||P −Q||1 = max{Em}:POVM
∑
m
|pm − qm|. (64)
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Again according with Ref. [9], let {E¯m} be the POVM achieving F (P,Q),
and let p¯m and q¯m be the corresponding coefficients. Then,
||P −Q||1 ≥
∑
m
|p¯m − q¯m|
=
∑
m
|√p¯m −
√
q¯m| · |
√
p¯m +
√
q¯m|
≥
∑
m
(√
p¯m −
√
q¯m
)2
=
∑
m
p¯m +
∑
m
q¯m − 2
∑
m
√
p¯m
√
q¯m
= TrP +TrQ− 2F (P,Q).
(65)
Proof of Lemma 3. The most general transformation composed of local op-
erations and forward classical communication (one-way LOCC) can be writ-
ten as
Λ→(ρAB) =
∫
(Eµ ⊗Dµ)(ρAB) dµ, (66)
where dµ is an appropriate measure, the Dµ : B → B′ are CPTP maps for
all µ, while the Eµ : A→ A′ are completely positive (CP) maps normalized
so that E :=
∫
Eµ dµ is trace-preserving (TP). The physical interpretation of
such a transformation is that, (i) Alice performs a measurement on her share,
(ii) she communicates the outcome µ to Bob, (iii) Bob deterministically
performs a decoding operation on his share, depending on Alice’s outcome.
In the following, we will construct one particular one-way LOCC and
evaluate how good that is for distilling entanglement. Let us fix the value
of the positive integer m ≤ dA and define
Eg(ρ
A) :=
dA
m
PAmU
A
g ρ
A(UAg )
†(PAm)
†, (67)
where UAg is a unitary representation of the element g of the group SU(dA)
and
PAm =
m∑
i=1
|iA′〉〈iA|, (68)
the vectors |iA〉, i = 1, . . . , dA, being the same as in eq. (1). Then, by
introducing the Haar measure d g on SU(dA), it is a standard calculation to
check that ∫
Eg(ρ
A) d g =
dA
m
PAm
(∫
UAg ρ
A(UAg )
† d g
)
(PAm)
†
=
dA
m
PAm
1
A
dA
(PAm)
†
=
PAm(P
A
m)
†
m
,
(69)
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for all states ρA, i.e., the average map is trace-preserving.
For later convenience, starting from a fixed pure state |ΩABE〉 purifying
ρAB, let us define the unnormalized state
|ΩA′BEm,g 〉 :=
√
dA
m
(PAmU
A
g ⊗ 1B ⊗ 1E)|ΩABE〉.
The reduced unnormalized states TrE[Ω
A′BE
m,g ] and TrB [Ω
A′BE
m,g ] will be cor-
respondingly denoted as ωA
′B
m,g and ω
A′E
m,g (and so on).
By definition, the one-way distillation fidelity F→D (ρ
AB ,m) satisfies the
bound:
F→D (ρ
AB ,m) ≥F
(∫
max
D
(idA′ ⊗DB)(ωA′Bm,g ) d g,ΨA
′B′
m
)
≥
∫
d g p(m, g)max
D
F
(
(idA′ ⊗DB)(ω˜A′Bm,g ),ΨA
′B′
m
)
,
(70)
where the second line comes from concavity of the fidelity, and p(m, g) :=
TrωA
′B
m,g . In Eq. (70), |ΨA
′B′
m 〉 is any MES of rank m purifying τA
′
m :=
1
mP
A
m(P
A
m)
†.
Using Lemma 10, we have
F→D (ρ
AB ,m) ≥
∫
d g p(m, g)F
(
ω˜A
′E
m,g , τ
A′
m ⊗ ω˜Em,g
)
=
∫
d g F
(
ωA
′E
m,g , τ
A′
m ⊗ ωEm,g
)
,
where, in the second line, we used the fact that F (pρ, pσ) = pF (ρ, σ). Fur-
ther, using Lemma 11, we have that
F→D (ρ
AB ,m) ≥
∫
d g
TrωA
′E
m,g +Trω
E
m,g
2
− 1
2
∫
d g
∣∣∣∣∣∣ωA′Em,g − τA′m ⊗ ωEm,g∣∣∣∣∣∣
1
= 1− 1
2
∫
d g
∣∣∣∣∣∣ωA′Em,g − τA′m ⊗ ωEm,g∣∣∣∣∣∣
1
,
where, in the second line, we used the fact that
∫
TrωA
′E
m,g d g =
∫
TrωEm,g d g =
1.
Now, for any fixed δ ≥ 0, let ρ¯AE ∈ b(ρAE; δ), where ρAE = TrB[ΩABE ].
Let us, moreover, define ω¯A
′E
m,g :=
dA
m (P
A
mU
A
g ⊗ 1E)ρ¯AE(PAmUAg ⊗ 1E)†. By
the triangle inequality, we have that∣∣∣∣∣∣ωA′Em,g − τA′m ⊗ ωEm,g∣∣∣∣∣∣
1
≤
∣∣∣∣∣∣ω¯A′Em,g − τA′m ⊗ ω¯Em,g∣∣∣∣∣∣
1
+
∣∣∣∣∣∣ωA′Em,g − ω¯A′Em,g ∣∣∣∣∣∣
1
+
∣∣∣∣∣∣τA′m ⊗ ω¯Em,g − τA′m ⊗ ωEm,g∣∣∣∣∣∣
1
≤
∣∣∣∣∣∣ω¯A′Em,g − τA′m ⊗ ω¯Em,g∣∣∣∣∣∣
1
+
∣∣∣∣∣∣ωA′Em,g − ω¯A′Em,g ∣∣∣∣∣∣
1
+
∣∣∣∣ω¯Em,g − ωEm,g∣∣∣∣1 .
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Since
∣∣∣∣ω¯Em,g − ωEm,g∣∣∣∣1 ≤ ∣∣∣∣ω¯AEm,g − ωAEm,g∣∣∣∣1, we have that
F→D (ρ
AB ,m) ≥ 1−
∫
d g
∣∣∣∣∣∣ω¯A′Em,g − τA′m ⊗ ω¯Em,g∣∣∣∣∣∣
1
− 2
∫
d g
∣∣∣∣∣∣ωA′Em,g − ω¯A′Em,g ∣∣∣∣∣∣
1
,
for any choice of ρ¯AE in b(ρAE ; δ). Now, thanks to Lemma 3.2 of Ref. [7]
and eq. (4), we know that∫
d g
∣∣∣∣∣∣ωA′Em,g − ω¯A′Em,g ∣∣∣∣∣∣
1
≤ ∣∣∣∣ρ¯AE − ρAE∣∣∣∣
1
≤ 2δ,
which leads us to the estimate
F→D (ρ
AB ,m) ≥ 1− 4δ −
∫
d g
∣∣∣∣∣∣ω¯A′Em,g − τA′m ⊗ ω¯Em,g∣∣∣∣∣∣
1
.
We are hence left with estimating the last group average.
In order to do so, we exploit a technique used by Renner [14] and
Berta [18]: by applying Lemma 9, for any given state σE invertible on
supp ρ¯E , we obtain the estimate∣∣∣∣∣∣ω¯A′Em,g − τA′m ⊗ ω¯Em,g∣∣∣∣∣∣2
1
≤ mTr
[
(ω¯A
′E
m,g − τA
′
m ⊗ ω¯Em,g) XA
′E
m,g
]
:= m
∣∣∣∣∣∣ρ˜A′Em,g − τA′m ⊗ ρ˜Em,g∣∣∣∣∣∣2
2
,
where
1. XA
′E
m,g := (P
A′
m ⊗ σE)−1/2(ω¯A
′E
m,g − τA
′
m ⊗ ω¯Em,g)(PA
′
m ⊗ σE)−1/2,
2. PA
′
m = P
A
m(P
A
m)
† = mτA′m , see Eq. (68),
3. ||O||2 :=
√
Tr[O†O] denotes the Hilbert-Schmidt norm,
4. ρ˜A
′E
m,g := (P
A′
m ⊗ σE)−1/4ω¯A
′E
m,g (P
A′
m ⊗ σE)−1/4, and finally,
5. ρ˜Em,g := TrA′ [ρ˜
A′E
m,g ] = (σ
E)−1/4ω¯Em,g(σE)−1/4.
It is easy to check that∣∣∣∣∣∣ρ˜A′Em,g − τA′m ⊗ ρ˜Em,g∣∣∣∣∣∣2
2
=
∣∣∣∣∣∣ρ˜A′Em,g ∣∣∣∣∣∣2
2
− 1
m
∣∣∣∣ρ˜Em,g∣∣∣∣22 .
Further, using the concavity of the function f(x) =
√
x, we have
F→D (ρ
AB ,m) ≥ 1− 4δ −
√{
m
∫
d g
∣∣∣∣ρ˜A′Em,g ∣∣∣∣22 − ∫ d g ∣∣∣∣ρ˜Em,g∣∣∣∣22}. (71)
Standard calculations, similar to those reported in [19, 7, 18], lead to∫
d g
∣∣∣∣∣∣ρ˜A′Em,g ∣∣∣∣∣∣2
2
=
dA
m
dA −m
d2A − 1
∣∣∣∣ρ˜E∣∣∣∣2
2
+
dA
m
mdA − 1
d2A − 1
∣∣∣∣ρ˜AE∣∣∣∣2
2
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and ∫
d g
∣∣∣∣ρ˜Em,g∣∣∣∣22 = dAm mdA − 1dA2 − 1 ∣∣∣∣ρ˜E∣∣∣∣22 + dAm dA −mdA2 − 1 ∣∣∣∣ρ˜AE∣∣∣∣22 ,
where
ρ˜AE := (1A ⊗ σE)−1/4ρ¯AE(1A ⊗ σE)−1/4,
and ρ˜E := TrA[ρ˜
AE ]. By simple manipulations, we arrive at
m
∫
d g
∣∣∣∣∣∣ρ˜A′Em,g ∣∣∣∣∣∣2
2
−
∫
d g
∣∣∣∣ρ˜Em,g∣∣∣∣22 = dA2(m2 − 1)m(dA2 − 1)
{∣∣∣∣ρ˜AE∣∣∣∣2
2
− 1
dA
∣∣∣∣ρ˜E∣∣∣∣2
2
}
.
Since m ≤ dA,
dA
2(m2 − 1)
m(dA
2 − 1) = m
1− 1m2
1− 1
dA
2
≤ m,
so that eq. (71) can be rewritten as
F→D (ρ
AB ,m) ≥ 1− 4δ −
√
m
{
||ρ˜RE ||22 −
1
dA
||ρ˜E ||22
}
,
for any choice of the states ρ¯AE ∈ b(ρAE ; δ) and σE invertible on supp ρ¯E.
Now, notice that ∣∣∣∣ρ˜AE∣∣∣∣2
2
≤ 2S2(ω¯AE‖1A⊗σE).
This inequality easily follows from (59), i.e.,
Tr[(ω−1/4ρω−1/4)2] = Tr[ω−1/2ρω−1/2ρ]
≤ Tr[ρ2ω−1] = 2S2(ρ‖ω).
Moreover, from Lemma 9,
∣∣∣∣ρ˜E∣∣∣∣2
2
≥ 1. Thus,
F→D (ρ
AB ,m) ≥ 1− 4δ −
√
m
{
2S2(ρ¯AE‖1A⊗σE) − 1
dA
}
,
for any choice of states ρ¯AE ∈ b(ρAE ; δ) and σE , the latter strictly positive
on suppρ¯E . In order to tighten the bound, we first optimize (i.e. minimize)
S2(ρ¯
AE‖1A ⊗ σE) over σE for any ρ¯AE, obtaining IA→E2 (ρ¯AE |E). We fur-
ther optimize (i.e. minimize) IA→E2 (ρ¯
AE) over ρ¯AE ∈ b(ρAE; δ), eventually
obtaining IA→E2,δ (ρ
AE).
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Appendix B: Lemma 12
Lemma 12. For any pure state ΨABE of a tripartite system ABE, for any
δ > 0, we have that
− IA→E2,δ (ρAE) ≥ IA→B0,δ (ρAB), (72)
where ρAE and ρAB denote the corresponding reduced states of the sub-
systems AE and AB, respectively; the smoothed 2-coherent information
IA→E2,δ (ρ
AE) is defined through (20), and IA→B0,δ (ρ
AB) is the smoothed zero-
coherent information given by (9).
Proof. We make use of the fact that for any P,Q ≥ 0,
Dmax(P ||Q) ≥ S2(P ||Q), (73)
where S2(P ||Q) is the relative-Re´nyi entropy of order 2, and Dmax(P ||Q) is
the max-relative entropy between P and Q defined as follows [15]:
Dmax(P ||Q) := logmin{λ : P ≤ λQ}. (74)
For any δ ≥ 0, the smoothed conditional min-entropy is defined as
Hδmin(ρ
AE|E) := max
ρ¯AE∈b(ρAE ;δ)
max
σE∈S(HE)
[
−Dmax(ρ¯AE‖1A ⊗ σE)
]
(75)
Moreover,
Hδmin(ρ
AE |ρE)
:= max
ρ¯AE∈b(ρAE ;δ)
Hmin(ρ¯
AE |ρ¯E)
= max
ρ¯AE∈b(ρAE ;δ)
[
−Dmax(ρ¯AE‖1A ⊗ ρ¯E)
]
= max
ρ¯AE∈b(ρAE ;δ)
[
−Dmax
(
ρ¯AE
∥∥∥∥1A ⊗ ρ¯ETr ρ¯E
)
+ logTr ρ¯E
]
≤ max
ρ¯AE∈b(ρAE ;δ)
[
−Dmax
(
ρ¯AE
∥∥∥∥1A ⊗ ρ¯ETr ρ¯E
)]
≤Hδmin(ρAE |E),
(76)
where in the third equality we used the fact thatDmax(P‖Q) = Dmax(P‖cQ)+
log c, for any c ∈ R, and, in the subsequent inequality, the fact that Tr ρ¯E ≤
1.
We also need the following duality relation, which was proved in [18] for
two reduced states ρAB and ρAE of the same tripartite pure state ΨABE,
but which can be extended to sub-normalized states ρ¯AB and ρ¯AE coming
from Ψ¯ABE as well:
Hmin(ρ¯
AE |ρ¯E) : = −Dmax(ρ¯AE‖1A ⊗ ρ¯E)
= H0(ρ¯
AB |B), (77)
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where H0(ρ¯
AB |B) := −minσB∈S(HB) S0(ρ¯AB‖1A ⊗ σB).
Further (as in the proof of Lemma 3 of [16]), for any δ ≥ 0, let b∗(ρ; δ)
denote the set of pure states close to a state ρ, i.e.,
b∗(ρ; δ) := {ψ ∈ b(ρ; δ) : rankψ = 1}, (78)
and let
b¯(ρAB ; δ) :=
{
TrE(ϕ¯
ABE) : ϕ¯ABE ∈ b∗(ΨABE ; δ)
}
(79)
where ΨABE is any arbitrarily fixed purification of ρAB . Hence, b¯(ρAB ; δ)
is the set of states which are δ-close to ρAB (with respect to the fidelity) on
the purified space. It was proved in [16] that
b¯(ρAB; δ) = b(ρAB ; δ). (80)
This is because on one hand the monotonicity of the fidelity under partial
trace ensures that b¯(ρAB; δ) ⊆ b(ρAB ; δ). On the other hand , by Uhlmann’s
theorem [8], every ρ¯AB ∈ b(ρAB ; δ) has a purification ϕ¯ABE ∈ b∗(ρABE ; δ),
and this implies that b(ρAB ; δ) ⊆ b¯(ρAB ; δ).
We now proceed to prove Lemma 12. From the definitions (19) and (20)
of IA→E2,δ (ρ
AE) and the α-conditional entropies, respectively, we have that
−IA→E2,δ (ρAE) ≡ Hδ2(ρAE |E)
= max
ρ¯AE∈b(ρAE ;δ)
max
σE∈S(HE)
[
−S2(ρ¯AE‖1A ⊗ σE)
]
≥ max
ρ¯AE∈b(ρAE ;δ)
max
σE∈S(HB)
[
−Dmax(ρ¯AE‖1A ⊗ σE)
]
≡ Hδmin(ρAE |E)
≥ Hδmin(ρAE |ρE)
= max
ϕ¯ABE∈b∗(ΨABE ;δ)
Hmin(ρ¯
AE |ρ¯E)
= max
ϕ¯ABE∈b∗(ΨABE ;δ)
[
−H0(ρ¯AB |B)
]
= IA→B0,δ (ρ
AB),
(81)
where the second inequality follows from (76), while the equality at the
sixth line follows from the fact that b¯(ρAE ; δ) = b(ρAE; δ). The subsequent
identity follows from (77), while the last identity follows from (80) and the
definition of the smoothed 0-coherent information (9).
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