Fast Algorithms for Learning Latent Variables in Graphical Models by Soltani, Mohammadreza & Hegde, Chinmay
Fast Algorithms for Learning
Latent Variables in Graphical Models
Mohammadreza Soltani
Iowa State University
msoltani@iastate.edu
Chinmay Hegde
Iowa State University
chinmay@iastate.edu
ABSTRACT
We study the problem of learning latent variables in Gaussian graph-
ical models. Existing methods for this problem assume that the
precision matrix of the observed variables is the superposition of a
sparse and a low-rank component. In this paper, we focus on the
estimation of the low-rank component, which encodes the effect of
marginalization over the latent variables. We introduce fast, proper
learning algorithms for this problem. In contrast with existing ap-
proaches, our algorithms are manifestly non-convex. We support
their efficacy via a rigorous theoretical analysis, and show that our
algorithms match the best possible in terms of sample complexity,
while achieving computational speed-ups over existing methods.
We complement our theory with several numerical experiments.
1 INTRODUCTION
1.1 Setup
Gaussian graphical models are a popular tool for modeling the in-
teraction of a collection of Gaussian random variables. In Gaussian
graphical models, nodes represent random variables and edges
model conditional (in)dependence among the variables [WJ08].
Over the last decade, significant efforts have been directed towards
algorithms for learning sparse graphical models. Mathematically,
let Σ∗ denote the positive definite covariance matrix of p Gaussian
random variables, and let Θ∗ = (Σ∗)−1 be the corresponding preci-
sion matrix. Then, Θ∗i j = 0 implies that the i
th and jth variables are
conditionally independent given all other variables and the edge
(i, j) does not exist in the underlying graph. The basic modeling
assumption is that Θ∗ is sparse, i.e., such graphs possess only a few
edges. Such models have been fruitfully used in several applications
including astrophysics [PWZO16], scene recognition [SS16], and
genomic analysis [YL13].
Numerous algorithms for sparse graphical model learning – both
statistically as well as computationally efficient – have been pro-
posed in the machine learning literature [FHT08, MH12, BGd08,
HDRS11]. Unfortunately, sparsity is a simplistic first-order model
and is not amenable to modeling more complex interactions. For
instance, in certain scenarios, only some of the random variables
are directly observed, and there could be relevant latent interactions
to which we do not directly have access.
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The existence of latent variables poses a significant challenge
in graphical model learning since they can confound an otherwise
sparse graphical model with a dense one. This scenario is illustrated
in Figure 1. Here, nodes with solid circles denote the observed
variables, and solid black edges are the “true" edges in the graphical
model. One can see that the “true" graph is rather sparse. However,
if there is even a single unobserved (hidden) variable denoted by the
node with the broken red circle, then it will induce dense, apparent
interactions between nodes that are otherwise disconnected; these
are denoted by the dotted black lines.
A flexible and elegant method to learn latent variables in graph-
ical models was proposed by [CPW12]. At its core, the method
imposes a superposition structure in the observed precision matrix
as the sum of sparse and low-rank matrices, i.e., Θ∗ = S∗ + L∗. Here,
Θ∗, S∗,L∗ are p×p matrices where p is the number of variables. The
matrix S∗ specifies the conditional observed precision matrix given
the latent variables, while L∗ encodes the effect of marginalization
over the latent variables. The rank of L∗, r , is equal to the number
of latent variables and we assume that r is much smaller than p.
To learn such a superposition model, [CPW12] propose a regu-
larized maximum-likelihood estimation framework, with ℓ1-norm
and nuclear norm penalties as regularizers; these correspond to
convex relaxations of the sparsity and rank constraints, respec-
tively. Using this framework, they prove that such graphical models
can be learned with merely n = O(pr ) random samples. However,
this statistical guarantee comes at a steep computational price; the
framework involves solving a semidefinite program (SDP) with p2
variables and is computationally very challenging. Several subse-
quent works [MXZ13, HDR+14] have attempted to provide faster
algorithms, but all known (provable) methods involve at least cubic
worst-case running time.
1.2 Our contributions
In this paper, we provide a new class of fast algorithms for learning
latent variables in Gaussian graphical models. Our algorithms are
(i) provably statistically efficient: they achieve the optimal sample
complexity of latent variable learning; (ii) provably computationally
efficient: they are linearly convergent, and their per-iteration time
is close to the best possible.
We clarify the above claims using some notation. Suppose that
we observe samples X1,X2, . . . ,Xn
i .i .d∼ N(0, Σ) where each Xi ∈
Rp . Let C = 1n
∑n
i=1 XiX
T
i denote the sample covariance matrix,
and Θ∗ = (Σ∗)−1 denote the true precision matrix; as above, we
assume that Θ∗ = S∗ + L∗. We will exclusively function in the high-
dimensional regime where n ≪ p2. Our sole focus is on learning
the low-rank part from samples; i.e., we pre-suppose that the sparse
part, S∗ is a known positive definite matrix, while the low-rank
part, L∗ is unknown (with rank r ≪ p). This models the situation
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Figure 1: Illustration of effects of latent variable in graphi-
cal model learning. Solid edges represent “true" conditional
dependence, while dotted edges represent apparent depen-
dence due to the presence of the latent variable h.
where the“true" edges between the observed variables are known
a priori, but there exists latent interaction among these variables
that needs to be discovered.
We estimate L∗ in the high-dimensional regime where n ≪ p2 by
attempting to solve a non-convex optimization problem, following
the formulation of [HZZ16]. We label this as LVM, short for Latent
Variable Gaussian Graphical Modeling:
min
L
F (L) = − log det(S∗ + L) + ⟨S∗ + L,C⟩
s.t. rank(L) ≤ r , L ⪰ 0.
(1)
Above, ⟨., .⟩ denotes the standard Frobenius inner product in
matrix space, ⪰ 0 denotes membership in the positive semi-definite
(psd) cone, and the objective function F (L) denotes the negative log
likelihood of the samples. Problem (1) is highly non-convex due to
the rank constraint, rank(L) ≤ r . Moreover, the log-det loss function
is highly nonlinear and challenging to handle. As mentioned earlier,
most known (provable) methods solve a convex relaxation of this
problem, but suffer from high computational costs.
In contrast, we solve (1) without convex relaxation. Specifically,
we propose two non-convex algorithms for solving (1). Our first
algorithm, that we call LVM with Exact Projections, or EP-LVM,
performs (non-convex) projected gradient descent on the objective
function F (L), together with the low-rank and psd constraints. This
algorithm yields sample-optimal results, but its running time can be
cubic, Ω(p3), in the number of variables. Our second algorithm, that
we call LVM with Approximate Projections, or AP-LVM, performs
a variant of projected gradient descent with (deliberately) inaccu-
rate projections onto the constraints. Interestingly, this algorithm
also yields sample-optimal results, and its running time is nearly
quadratic, O˜(p2), in the dimension p for a fixed number of latent
variables. To the best of our knowledge, this is the fastest universal1
algorithm for solving (1).
Both our proposed algorithms enjoy the following benefits:
1The running time of some other existing algorithms achieve similar scaling in p ,
but also depend adversely on matrix properties such as condition number and/or the
minimum singular value.
Sample efficiency. For both algorithms, the sample complexity
(i.e., number of samples in order to achieve a desired estimation
error ϑ ) for learning a rank-r latent variable model in p variables
scales as n = O(pr ), and this matches those of the best available
methods.
Linear convergence.We provide rigorous analysis to show that
both our proposed algorithms enjoy global linear convergence with
no specific initialization step.
Proper learning. Our algorithms are examples of proper learn-
ing methods, in the sense that their output is a rank-r estimate of
the true latent variable model. In contrast, methods based on con-
vex relaxation often fail to do this and return a high-rank estimate,
thus potentially having a negative effect on interpretability of the
discovered latent variables.
1.3 Techniques
Our first algorithm is a variant of the singular value projection ap-
proach of [JMD10], with an extra psd projection step. Our second
algorithm is a variant of approximate subspace-IHT [HIL16] and
uses a careful combination of approximate singular value decom-
position techniques. While our proposed methods are structurally
similar to these previously proposed methods, their analysis is
considerably different; we elaborate on this below.
Our technique for establishing linear convergence of our first
algorithm (EP-LVM) is based on bounding the restricted strong con-
vexity/smoothness (RSC/RSS) constants [NYWR11] of the objective
function F (L) in (1). The key observation is that F (L) is globally
strongly convex, and when restricted to any compact psd cone, it
also satisfies strong smoothness. The above analysis technique is
fairly standard [JTK14]. However, unlike in previously considered
scenarios, the RSS/RSC constants of F (L) are harder to bound. These
may vary across iterations, and depend on several properties of the
true precision matrix Θ∗. Therefore, additional effort is required to
establish global linear convergence.
As a byproduct of this analysis, we show that with n = O(pr )
independent samples, EP-LVM returns an estimate up to constant
error. Moreover, we show that EP-LVM provides the best empirical
performance (in terms of estimation error) among all considered
methods.
However, since EP-LVM performs an exact eigenvalue decom-
position (EVD) per iteration, its overall running time can be slow
since it incurs cubic per-iteration running time. Our second algo-
rithm (AP-LVM) resolves this issue. The basic idea is to replace
exact EVDswith approximate low-rank projections in each iteration.
However, it is known [HIS15] that a straightforward replacement of
all EVDswith approximate low-rank projections within non-convex
projected gradient descent is not a successful strategy.
In order to guarantee convergence, we use a careful combination
of tail and head approximate low-rank projections in each itera-
tion [HIL16]. This enables us to improve the overall running time to
O˜(p2r ). Moreover, the statistical accuracy matches that of EP-LVM
in theory (up to constants) as well as in practice (negligible loss in
performance). We show that both EP-LVM and AP-LVM provide
better empirical performance than convex methods.
2
Table 1: Summary of our contributions, and comparison with existing methods. Here, γ =
√
σr
σr+1 − 1 represents the spectral
gap parameter in intermediate iterations. The overall running time of the ADMM approach is marked as poly(p) since the
precise rate of convergence is unknown.
Algorithm Reference Running Time Spectral dependency Output rank
SDP [CPW12] poly(p) Yes ≫ r
ADMM [MXZ13] poly(p) Yes ≫ r
QUIC & DIRTY [YR13] O˜ (p3) Yes ≫ r
SVP [JTK14] O˜ (p3) No ≫ r
Factorized [BKS16] O˜ (p2r/γ ) Yes r
EP-LVM This paper O˜
(
p3
)
No r
AP-LVM This paper O˜ (p2r ) No r
Table 1 provides a summary of the theoretical properties of our
methods, and contrasts them with other existing methods for latent
variable modeling.
2 RELATION TO PRIORWORK
Learning graphical models in high dimensional settings have been
of special interest, and most existing works assume some sort
of low-dimensional structure on the covariance or precision ma-
trix [CRZ16]. Among all the structured models, sparse graphical
model learning has received the most attention. The typical ap-
proach for learning sparse graphical models is to obtain a regu-
larized maximum likelihood (ML) estimate given the observations.
The work of [RWRY11] establishes the statistical efficiency of the
regularized ML estimate. Parallel to such statistical analysis is the
development of efficient computational techniques for solving the
regularized ML estimate [FHT08, MH12, RRG+12].
To capture latent interactions between variables, more complex
structures (beyond mere sparsity) are necessary. [CPW12] propose
a superposition of sparse and low-rank structure in the precision
matrix. To solve this latent variable problem, they introduce an
extra nuclear norm term to the regularized ML objective function
as a convex surrogate of the rank. However, they propose using
a generic semi-definite programming (SDP) solver, which is very
cumbersome for even moderate size problem. Subsequently, the
authors in [MXZ13] have proposedAlternatingDirectionMethod of
Multipliers (ADMM) which scales to relatively large size problems.
The work of [YR13, HDR+14] also consider general superposition
structures in precision matrix estimation. However, the running
time of these methods is still cubic in the number of variables (p2).
Problem (1) is an instance of the more general problem of low-
rank matrix recovery. Broadly, three classes of approaches for low-
rank matrix recovery exist. The first (and most popular) class is
based on convex relaxation [CR12, MXZ13, HDR+14]; while their
statistical properties are well-established, such methods often suffer
from high computational costs.
Methods in the second class of approaches are fundamentally
non-convex, and are based on the approach of [BM03]. In these
algorithms, the psd rank-r matrix L is factorized as L = UUT ,
whereU ∈ Rp×r . Using this idea removes the difficulties caused by
the non-convex rank constraint; however, the objective function
is not convex anymore and proving convergence remains tricky.
Nevertheless, under certain conditions, such methods succeed and
have recently gained in popularity in the machine learning liter-
ature [TBS+16, BKS16, PKCS16, CW15, ZL15]. In general, these
methods need a careful spectral initialization that usually involves
a full singular value decomposition, and their convergence depends
heavily on the condition number of the input as well as other spec-
tral properties of the true low-rank component.
The third class of methods are also non-convex. Unlike the sec-
ond class, they do not factorize the optimization variable, L, but
instead use low-rank projections within the classical gradient de-
scent framework. This approach was introduced by [JMD10] for
matrix recovery from linear measurements, and was later modified
for general M-estimation problems with well-behaved objective
functions [JTK14]. In principle, the approach of [JTK14] can be
used to solve (1) (using a similar analysis of the RSS/RSC constants
as in this paper.) However, it is an improper learning algorithm,
and the rank of the estimate of L∗ is several times larger than the
target rank. Moreover, each iteration is computationally expensive,
since it involves computing an SVD in each iteration.
Our contributions in this paper fall under the third category.
We first propose an iterative PSD projection algorithm similar to
that of [JMD10] but for the specific problem stated in (1). We then
accelerate this algorithm (with no loss in statistical performance)
using the approximate low-rank projections method of [HIL16].
3 PRELIMINARIES
Throughout this paper, the minimum and maximum eigenvalues of
the sparse matrix S∗ will be denoted by Sp and S1 respectively. We
use ∥A∥2 and ∥A∥F for spectral norm and Frobenius norm of a ma-
trixA, respectively. We denoteAr as the best rank-r approximation
(in Frobenius norm) of a given matrix A. In addition, λ1(A), λp (A)
denote the maximum and minimum eigenvalues of A ∈ Rp×p re-
spectively. For any subspace U ⊂ Rp×p , we denote PU as the
orthogonal projection operator ontoU .
Our analysis will rely upon on the following definition [NYWR11,
JTK14, YLZ14].
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ALGORITHM 1: EP-LVM
Input:Matrices S∗ and C , rank r , step size η.
Output: Estimates L̂, Θ̂ = S∗ + L̂.
Initialization: L0 ← 0, t ← 0;
repeat
Lt+1 = P+r
(
Lt − η∇F (Lt )) ;
t ← t + 1;
until t ≤ T ;
Definition 3.1. A function f satisfies the Restricted Strong Con-
vexity (RSC) and Restricted Strong Smoothness (RSS) conditions if
for all L1,L2 ∈ Rp×p such that rank(L1) ≤ r , rank(L2) ≤ r :
mr
2 ∥L2 − L1∥
2
F ≤ f (L2) − f (L1) − ⟨∇f (L1),L2 − L1⟩
≤ Mr2 ∥L2 − L1∥
2
F , (2)
wheremr andMr are called the RSC and RSS constants respectively.
We denote Ur as the set of all rank-r matrix subspaces, i.e.,
subspaces of Rp×p that are spanned by any r atoms of the form
uvT where u,v ∈ Rp are unit-norm vectors.
We will also employ the idea of head and tail projection in-
troduced by [HIS15], and instantiated in the context of low-rank
approximation by [HIL16].
Definition 3.2 (Approximate tail projection). Let cT > 1 be a
constant. Then T : Rp×p → Ur is a cT -approximate tail projection
algorithm if for all L ∈p×p , T returns a subspaceW = T(L) that
satisfies: ∥L − PW L∥F ≤ cT ∥L − Lr ∥F .
Definition 3.3 (Approximate head projection). Let 0 < cH < 1 be
a constant. ThenH : Rp×p → Ur is a cH-approximate head pro-
jection if for all L ∈p×p , the returned subspace V = H(L) satisfies:
∥PV L∥F ≥ cH ∥Lr ∥F .
4 ALGORITHMS AND ANALYSIS
First, we present our projected gradient-descent algorithm to solve 1.
This algorithm provides the best sample complexity (both theoreti-
cal and empirical) among all existing approaches. Our algorithm,
that we call LVM with exact projections (EP-LVM), is described in
pseudocode form as Alg 1.
In Alg (1), the exact projection step, P+r (·) denotes projection
onto the space of rank-r psd matrices. This is implemented through
performing an exact eigenvalue decomposition (EVD) of the argu-
ment and selecting the nonnegative eigenvalues and corresponding
eigenvectors [HM12]. The gradient of the objective function F (L)
in (1) can be calculated as:
∇F (L) = −(S∗ + L)−1 +C = −Θ−1 +C . (3)
Since L is a low-rank matrix with rank r , it can be factorized as
L = UUT for some U ∈ Rp×r . Hence, to calculate efficiently the
inverse in (3), we utilize the low-rank structure of L by applying
the Woodbury matrix identity:
(S∗ + L)−1 = S∗−1 − S∗−1U
(
I +UT S∗−1U
)−1
UT S∗−1.
We now provide our first main theoretical result, supporting the
statistical and computational efficiency of EP-LVM. In particular,
we derive an upper bound on the estimation error of the low-rank
matrix at each iteration (Please see appendix for all the proofs).
Theorem 4.1 (Linear convergence of EP-LVM). Assume that
the objective function F (L) satisfies the RSC/RSS conditions with con-
stant M3r andm3r . Let Jt denote the subspace formed by the span
of the column spaces of the matrices Lt ,Lt+1, and L∗. In addition,
assume that 1 ≤ M3rm3r ≤ 2√3 . Choose step size as
0.5
M3r ≤ η ≤ 1.5m3r .
Then, EP-LVM outputs a sequence of estimates Lt such that:
∥Lt+1 − L∗∥F ≤ ρ∥Lt − L∗∥F + 2η∥PJt ∇F (L∗)∥F , (4)
where ρ = 2
√
1 +M23rη2 − 2m3rη < 1.
We will show below that the second term on the right hand
side of this inequality is upper-bounded by an arbitrarily small
constant with sufficient number of samples. Also, the first term
decreases exponentially with iteration count. Overall, after T =
O
(
log1/ρ
( ∥L∗ ∥F
ϑ
))
iterations, we obtain an upper-bound of O(ϑ )
on the total estimation error, indicating linear convergence.
Next, we provide bounds on the RSS/RSC constants of F (L),
justifying the assumptions made in Theorem 4.1.
Theorem 4.2 (Bounding RSC/RSS constants.). Let the number
of samples scaled as n = O
(
1
δ 2
(
η
1−ρ
)2
rp
)
for some small constant
δ > 0 and ρ defined above. Also, assume that
Sp ≤ S1 ≤
√
2√
3
Sp −
(
1 +
√
r
)
∥L∗∥2 − δ .
Then, the loss function F (L) satisfies RSC/RSS conditions with con-
stantsm3r andM3r that satisfy the assumptions of Theorem 4 in each
iteration.
The above theorem states that convergence of our method is
guaranteed when the eigenvalues of S∗ are roughly of the same
magnitude, and large when compared to the spectral norm of L∗.
We believe that this is merely a sufficient condition arising from
our proof technique, and our numerical evidence shows that the
algorithm succeeds for more general S∗ and L∗.
Time complexity. Each iteration of EP-LVM needs a full EVD,
which requires cubic running time. Since the total number of itera-
tions is logarithmic, the overall running time scales as O˜(p3).
For large p, the cubic running time of EP-LVM can be very
challenging. To alleviate this issue, one can instead attempt to
replace the full EVD in each iteration with an ε-approximate low-
rank psd projection; it is known that such projections can computed
in O(p2 logp) time [CW17]. However, a naïve replacement of the
EVD with an ε-approximate low-rank projection method does not
lead to algorithms with rigorous convergence guarantees.2
Instead, we use a combination of approximate tail and head
projections, as suggested in [HIL16]. The high level idea is that
the use of two inaccurate low-rank projections instead of one, if
done carefully, will balance out the errors and will result in provable
convergence. The full algorithm, that we call LVM with approximate
projections (AP-LVM), is described in pseudocode form as Alg. 2.
2Indeed, algorithms with only “tail-approximate" projections can be shown to get
stuck at a solution arbitrarily far from the true estimate, even with a large number of
samples; see Section 2 of [HIS15].
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ALGORITHM 2: AP-LVM
Input:Matrices S∗ and C , rank r , step size η.
Output: Estimates L̂, Θ̂ = S∗ + L̂.
Initialization: L0 ← 0, t ← 0;
repeat
Lt+1 = T (Lt − ηH (∇F (Lt )) ) ;
t ← t + 1;
until t ≤ T ;
Note that we do not impose a psd projection within every iter-
ation. If an application requires a psd matrix as the output (i.e., if
proper learning is desired), then we can simply post-process the
final estimate LT by retaining the nonnegative eigenvalues (and
corresponding eigenvectors) through an exact EVD. We note that
this EVD can be done only once, and is applied to the final output
of Alg 2. This is itself a rank-r matrix, therefore leaving the overall
asymptotic running time unchanged.
The choice of approximate low-rank projections is flexible, as
long as the approximate tail and head projection guarantees are
satisfied. We note that tail-approximate low-rank projection al-
gorithms are widespread in the literature [CW13, MD09, RST09];
however, head-approximate projection algorithms (or at least, algo-
rithms with head guarantees) are less common.
We focus on the randomized Block Krylov SVD method (BK-
SVD) method of [MM15]. BK-SVD generates a rank-r subspace
approximating the top right r singular vectors of a given input
matrix. Moreover, for constant approximation factors, its running
time is O˜(p2r ), independent of any spectral properties of the input
matrix. Formally, let A ∈ Rn×n be a given matrix and let Ar denote
its best rank-r approximation. Then BK-SVD generates a matrix
B = ZZTA which is the projection of A onto the column space of
matrix Z with orthonormal vectors z1, z2, . . . , zr . Moreover, with
probability 99/100, we have:
∥A − B∥F ≤ cT ∥A −Ar ∥F . (5)
where cT > 1 is the tail projection constant. Equation (5) is equiva-
lent to the tail approximation guarantee according to Definition 3.2.
In addition to (5), [MM15] also provide the so-called per vector
approximation guarantee for BK-SVD with probability 99/100:
|uTi AATui − ziAAT zi | ≤ (1 − cH)σ 2r+1,
where ui are the right eigenvectors of A and cH < 1 is the head
projection constant. [HIL16] show that the above property implies
the head approximation guarantee:
∥B∥F ≥ cH ∥Ar ∥F .
Therefore, in AP-LVM we invoke the BK-SVD method for both
head and tail projections3. Using BK-SVD as the approximate low-
rank projection method of choice, we now provide our second
main theoretical result supporting the statistical and computational
efficiency of AP-LVM.
3We note that since the BK-SVD algorithm is randomized while our definitions of
tail and head guarantees are deterministic. Fortunately, the running time of BK-SVD
depends only logarithmically on the failure probability of the algorithm, and therefore
a union bound argument over the iterations of AP-LVM is required to precisely prove
algorithmic correctness.
Theorem 4.3 (Linear convergence). Assume that the objective
function F (L) satisfies the RSC/RSS conditions with constants M2r
and m2r . In addition, assume that 1 ≤ M
2
2r
m22r
≤ 11−ρ20 where ρ0 =
1
1+cT −
√
1 − η20 and η0 =
(
cHm −
√
1 +M22r − 2m2r
)
. Choose step
size as
1−ρ20
M2r ≤ η ≤
1+ρ20
m2r . LetVt be the subspace returned by the head
approximate projectionH(·) applied to the gradient. Then, for any
t > 0, AP-LVM outputs a sequence of estimates Lt that satisfy:
∥Lt+1 − L∗∥F ≤ ρ1∥Lt − L∗∥F + ρ2∥PVt ∇F (L∗)∥F , (6)
where ρ1 =
(√
1 +M22rη2 − 2m2rη +
√
1 − η20
)
(1 + cT ) and ρ2 =(
η0√
1−η20
+ 1
)
(1 + cT ).
A similar calculation as before shows that AP-LVM converges af-
ter T = O
(
log
( ∥L∗ ∥F
ϑ
))
iterations. AP-LVM is structurally similar
to the approximate subspace-IHT algorithm of [HIL16]. However,
their proofs are specific to least-squares loss functions. On the
other hand, the loss function F (L) for recovering latent variables
is complicated4 and in general the RSS/RSC constants can vary
across iterations. Therefore, considerable effort is needed to prove
algorithm convergence. First, we provide conditions under which
the assumption of RSC/RSS in Theorem 4.3 are satisfied.
Theorem 4.4 (Bounding RSC/RSS constants). Let n scaled as
n = O
(
1
δ ′2
(
ρ2
1−ρ1
)2
rp
)
for some small constant δ ′ > 0, with ρ1 and
ρ2 as defined in theorem 4.3. Also, assume that,
∥L∗∥2 ≤ 11 + √r
(
Sp
1 +
√
1 − ρ20
(7)
−
S1
√
1 − ρ20
1 +
√
1 − ρ20
− c3ρ21 − ρ1
√
rp
n
)
.
Finally, assume that:
Sp ≤ S1 ≤ 1√
1 − ρ20
(Sp − a′) −
(
1 +
√
r
)
∥L∗∥2 − δ ′
where 0 < a′ ≤ (1 + √r ) ∥L∗∥2 + δ ′ for some δ ′ > 0. Then, the loss
function F (L) satisfies RSC/RSS conditions with constantsm2r and
M2r that satisfy the assumptions of Theorem 4.3 in each iteration.
Theorem 4.4 specifies a family of true precision matrices Θ∗ =
S∗ + L∗ that can be provably estimated using our approach with an
optimal number of samples. Note that since we do not perform psd
projection within AP-LVM, it is possible that some of the eigenval-
ues of Lt are negative. Next, we show that with high probability,
the absolute value of the minimum eigenvalue of Lt is small.
Theorem 4.5. Under the assumptions in Theorem 4.4 on L∗, if
we use AP-LVM to generate a rank r matrix Lt for all t = 1, . . . ,T ,
then with high probability the minimum eigenvalue of Lt satisfies:
λp (Lt ) ≥ −a′ where 0 < a′ ≤
(
1 +
√
r
) ∥L∗∥2 + c3ρ21−ρ1√ rpn .
4Indeed, F (L) is notwell-defined everywhere, e.g. at matrices L that have large negative
eigenvalues.
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Time complexity. Each iteration of AP-LVM needs a head and
a tail projection on the rank 2r and rank r matrices respectively.
According to [MM15], these operations takes k ′ = O
(
p2r logp√
ε
)
for
error ε . Since the total number of iterations is once again logarith-
mic, the overall running time scales as O˜(p2r ).
The above analysis shows that our proposed algorithms for dis-
covering latent variables are linearly convergent.We now show that
they converge to the true underlying low-rank matrix. The quality
of the estimates in Theorems 4.1 and 4.3 is upper-bounded by the
gradient terms ∥PJt ∇F (L∗)∥F and ∥PVt ∇F (L∗)∥F in (4) and (6), re-
spectively, within each iteration. The following theorem bounds
these gradient terms in terms of the number of observed samples.
Theorem 4.6. Under the assumptions of Theorem 4.1, for any fixed
t we have:
∥PJt ∇F (L∗)∥F ≤ c2
√
rp
n
, (8)
Similarly, under the assumptions of Theorem 4.3,
∥PVt ∇F (L∗)∥F ≤ c3
√
rp
n
, (9)
Both hold with probability at least 1− 2 exp(−p) where c2, c3 > 0 are
absolute constants.
Sample complexity. Plugging in the upper bounds in (8) and (9)
into Theorems 4.2 and 4.4, the sample complexity of both algorithms
scales as n = O(pr ) to achieve constant estimation error. This
matches the number of degrees of freedom of a p × p matrix with
rank r .
5 EXPERIMENTS
We provide a range of numerical experiments supporting our pro-
posed algorithms and comparing with existing convex approaches.
Our comparisons is with the regularized maximum likelihood ap-
proach of [CPW12], which we solve using CVX [GBY08]. The sec-
ond algorithm that we have used is a modification of the ADMM-
type method proposed by [MXZ13]. We assume that our algorithms
are provided with the rank parameter r , and have manually tuned
step-sizes/regularization parameters of all algorithms to achieve
best possible performance.
Synthetic data. we use a diagonal matrix with positive values
for the (known) sparse part, S∗. For a given number of observed
variables p, we set r = 5% as the number of latent variables. We
then follow the method proposed in [MXZ13] for generating the
sparse and low-rank components S∗ and L∗. For simplicity, we im-
pose the sparse component to be psd by forcing it to be diagonal.
All reported results on synthetic data are the average of 5 inde-
pendent Monte-Carlo trials. Our observations comprise n samples,
x1,x2, . . . ,xn
i .i .d∼ N(0, (S∗+L∗)−1). In our experiments, we used a
full SVD as projection step in EP-LVM. (Due to numerical stability,
we use SVD rather than EVD.) For AP-LVM, we compare two ver-
sions: AP-LVM(1) denotes the use of BK-SVD for the approximate
tail and head projections, while AP-LVM(2) denotes the use of the
more well-known (but spectrum-dependent) Lanczos method for
these projections.
In the first experiment, we set p = 100, n = 400p, and r = 5.
Table 2 lists several metrics that we use for algorithm comparison.
An algorithm terminates if it satisfies one of two conditions: the
evaluated objective function in the estimated L in each iteration falls
below the true negative log likelihood (NLL) (i.e., F (L∗)), or the total
number of iterations exceeds 600. From Table 2, we see that both
EP-LVM, AP-LVM(1) and AP-LVM(2) produce better estimates of L
compared to ADMM and CVX, with AP-LVM(1) and AP-LVM(2)
having the edge in running time and EP-LVM having the edge
in accuracy. Note that the convex methods strictly produce an
estimate of rank larger than 5 (indicating that they are improper
learning methods). As anticipated, the total running time with
CVX is much larger than other algorithms. Finally, the estimated
objective function for our proposed algorithms is very close to the
optimal (true) objective function compared to ADMM and CVX.
We increase the dimension to p = 1000 and reported the same
metrics in Table 3 similar to Table 2. Since CVX cannot solve the
problem with size p = 1000, we did not report its results. Again,
we get the same conclusions as Table 2; however, the improvement
obtained by AP-LVM in terms of running time is considerably
magnified.
In addition, Tables 4 and 5 shows the same experiment discussed
in Tables 2 and 3 but for small number of samples, n = 50p.
In Figures 2 (a) and (b), we graphically compare four algorithms
in terms of the relative error of the estimated L in Frobenius norm
versus the “oversampling" ratio n/p. In this experiment, we fixed
p = 100 in (a) and p = 1000 in (b) and vary n. We observe that
EP-LVM, AP-LVM(1), and AP-LVM(2) estimate the low-rank matrix
even for the regime where n is very small, whereas both ADMM
and CVX does not produce very meaningful results.
Real data.We evaluate our methods through the Rosetta gene
expression data set [HMJ+00]. This data set includes 301 samples
with 6316 variables. We run the ADMM algorithm by [MXZ13]
with p = 1000 variables and obtained an estimate of the sparse
component S∗. Then we used S∗ as the input for EP-LVM, AP-
LVM(1) and AP-LVM(2). The target rank for all three algorithms is
set to be the same as that returned by ADMM. In Figure 2 plot (c),
we illustrate the NLL for these three algorithms versus wall-clock
time (in seconds) over 50 iterations. We observe that all three algo-
rithms demonstrate linear convergence, as predicted in the theory.
Among the three algorithms, AP-LVM(1) obtains the quickest rate
of decrease of the objective function.
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6 APPENDIX
We provide full proofs of all theorems discussed in this paper.
Below, the expression C + D for two sets C and D refers to the Minkowski sum of two sets, defined as C + D = {c + d | c ∈ C, d ∈ D} for
given sets C and D. Also,M(Ur ) denotes the set of vectors associated with Ur , the set of all rank-r matrix subspaces. Furthermore σi (A)
denotes the ith largest singular value of matrix A. We need the following equivalent definitions of restricted strongly convex and restricted
strong smoothness conditions.
Definition 6.1. A function f satisfies the Restricted Strong Convexity (RSC) and Restricted Strong Smoothness (RSS) conditions if one of
the following equivalent definitions is satisfied for all L1,L2,L ∈ Rp×p such that rank(L1) ≤ r , rank(L2) ≤ r , rank(L) ≤ r :
mr
2 ∥L2 − L1∥
2
F ≤ f (L2) − f (L1) − ⟨∇f (L1),L2 − L1⟩ ≤
Mr
2 ∥L2 − L1∥
2
F , (10)
∥L2 − L1∥2F ≤ ⟨PU (∇f (L2) − ∇f (L1)) ,L2 − L1⟩ ≤ Mr ∥L2 − L1∥2F , (11)
mr ≤ ∥PU ∇2 f (L)∥2 ≤ Mr , (12)
mr ∥L2 − L1∥F ≤ ∥PU (∇f (L2) − ∇f (L1)) ∥F ≤ Mr ∥L2 − L1∥F , (13)
whereU is the span of the union of column spaces of the matrices L1 and L2. Here,mr andMr are the RSC and RSS constants, respectively.
The key observation is that the objective function in (1) is globally strongly convex, and when restricted to any compact psd cone, it also
satisfies the smoothness condition. As a result, it satisfies RSC/RSS conditions.
Proof of Theorem 4.1. Let V t ,V t+1, and V ∗ denote the bases for the column space of Lt ,Lt+1, and L∗, respectively. By definition of set
J in the theorem, V t ∪V t+1 ∪V ∗ ⊆ Jt := J . Define b = Lt − ηPJ∇F (Lt ). We have:
∥Lt+1 − L∗∥F ≤ ∥Lt+1 − b∥F + ∥b − L∗∥F (14)
e1≤ 2∥b − L∗∥F
≤ 2∥Lt − L∗ − ηPJ∇F (Lt )∥F
e2≤ 2∥Lt − L∗ − ηPJ
(∇F (Lt ) − ∇F (L∗)) ∥F + 2η∥PJ∇F (L∗)∥F
e3≤ 2
√
1 +M23rη2 − 2m3rη∥Lt − L∗∥F + 2η∥PJ∇F (L∗)∥F (15)
where e1 holds since Lt+1 is generated by projecting onto the set of matrices with rank r and retaining only the positive eigenvalues; and by
definition of J , Lt+1 also has the minimum Euclidean distance to b over all matrices with rank r . Moreover, e2 holds by applying triangle
inequality and e3 is obtained by combining by lower bound in (11) and upper bound in (13), i.e.,
∥Lt − L∗ − η′ (∇J F (Lt ) − ∇J F (L∗)) ∥22 ≤ (1 + η′2M23r − 2η′m3r )∥Lt − L∗∥22 .
For (14) to imply convergence, we require that
√
1 +M23rη2 − 2m3rη < 12 . By solving this quadratic inequality with respect to η, we obtain
the conditions 1 ≤ M3rm3r ≤ 2√3 , and
0.5
M3r ≤ η ≤ 1.5m3r . If we initialize at L0 = 0, then we obtain ϑ accuracy after T = O
(
log
( ∥L∗ ∥F
ϑ
))
. □
Proof of Theorem 4.3. Define b ′ = Lt − ηH∇F (Lt ). Let Y ∈ U2r ,W = T(b ′), and V := Vt = H(∇F (Lt )). Also, by the definition of the
tail projection, we have Lt ∈ M(Ur ). Hence, we have:
∥Lt+1 − L∗∥F = ∥L∗ − PW (b ′)∥F
≤ ∥L∗ − b ′∥F + ∥b ′ − PW (b ′)∥F
e1≤ (1 + cT )∥b ′ − L∗∥F
= (1 + cT )∥Lt − L∗ − ηH
(∇F (Lt ))∥F
e2
= (1 + cT )∥Lt − L∗ − ηPV ∇F (Lt )∥F
e3≤ (1 + cT )∥PV (Lt − L∗) + PV ⊥ (Lt − L∗) − ηPV ∇F (Lt )∥F
≤ (1 + cT )∥PV (Lt − L∗) − ηPV ∇F (Lt )∥F + (1 + cT )∥PV ⊥ (Lt − L∗)∥F
e4≤ (1 + cT )∥Lt − L∗ − ηPV+Y
(∇F (Lt ) − ∇F (L∗)) ∥F
+ (1 + cT )∥PV ⊥ (Lt − L∗)∥F + (1 + cT )∥PV ∇F (L∗)∥F (16)
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In the above inequalities, e1 is due to the triangle inequality and the definition of approximate tail projection, e2 is obtained by the definition
of approximate head projection, e3 holds by decomposing of the residual Lt − L∗ in the subspace V and V⊥, and finally e4 is due to the
triangle inequality and the fact that Lt − L∗ ∈ M(U2r ) and V ⊆ V + Y .
As we can see in (16), we have three terms that we need to bound. For the first term we have:
(1 + cT )∥Lt − L∗ − ηPV+Y
(∇F (Lt ) − ∇F (L∗)) ∥F ≤ (1 + cT )√1 +M22rη2 − 2m2rη∥Lt − L∗∥F , (17)
where the above inequality holds due to the RSC/RSS assumption on the objective function, F (L) similar to e3 in (14). The third term in (16) is
bounded by the argument given in (9) (see section 4). To bound the second term, ∥PV ⊥ (Lt − L∗)∥F , we follow the proof technique in [HIL16].
First we have:
∥PV ∇F (Lt )∥F ≥ cH ∥PY∇F (Lt )∥F
e1≥ cH ∥PY
(∇F (Lt ) − ∇F (L∗)) ∥F − cH ∥PY∇F (L∗)∥F
e2≥ cHm∥Lt − L∗∥F − cH ∥PY∇F (L∗)∥F , (18)
where e1 is followed by adding and subtracting ∥PY∇F (L∗)∥F , and then invoking the triangle inequality. Also, e2 holds due to the lower
bound in the definition of (14) in the RSC/RSS conditions. In addition, we can bound ∥PV ∇F (Lt )∥F from the above as follows:
∥PV ∇F (Lt )∥F
e1≤ ∥PV
(∇F (Lt ) − ∇F (L∗)) − PV (Lt − L∗)∥F + ∥PV (Lt − L∗)∥F + ∥PV ∇F (L∗)∥F
e2≤ ∥PV+Y
(∇F (Lt ) − ∇F (L∗)) − PV+Y (Lt − L∗)∥F + ∥PV (Lt − L∗)∥F + ∥PV ∇F (L∗)∥F
e2≤ ∥Lt − L∗ − PV+Y
(∇F (Lt ) − ∇F (L∗)) ∥F + ∥PV (Lt − L∗)∥F + ∥PV ∇F (L∗)∥F
e4≤
√
1 +M22r − 2m2r ∥Lt − L∗∥F + ∥PV (Lt − L∗)∥F + ∥PV ∇F (L∗)∥F , (19)
where e1 holds by adding and subtracting PV ∇F (L∗) and PV (Lt − L∗) and using triangle inequality. e2 is followed by the fact thatV ⊆ V +Y
which implies that projecting onto the extended subspaceV +Y instead ofV cannot decrease the norm. Also, e3 holds since Lt −L∗ ∈ M(U2r ).
Finally e4 holds by using RSC/RSS assumption on the objective function, F (L) similar to e3 in (14). As a result we have from (18) and (19):
∥PV (Lt − L∗)∥F ≥
(
cHm −
√
1 +M22r − 2m2r
)
∥Lt − L∗∥F − (1 + cH)∥PV ∇F (L∗)∥F (20)
Now we can bound the second term in (16), (1 + cT )∥PV ⊥ (Lt − L∗)∥F since from the Pythagoras theorem, we have ∥PV ⊥ (Lt − L∗)∥2F =
∥Lt − L∗∥2F − ∥PV (Lt − L∗)∥2F . To do this, we invoke Claim (14) in [HIL16] which gives:
(1 + cT )∥PV ⊥ (Lt − L∗)∥F ≤ (1 + cT )
√
1 − η20∥Lt − L∗∥F +
η0(1 + cT )√
1 − η20
∥PV ∇F (L∗)∥F (21)
where η0 =
(
cHm −
√
1 +M22r − 2m2r
)
. We obtained the claimed bound in the theorem by combining upper bounds in (17) and (21):
∥Lt+1 − L∗∥F ≤ ρ1∥Lt − L∗∥F + ρ2∥PV ∇F (L∗)∥F , (22)
where ρ1 =
(√
1 +M22rη2 − 2m2rη +
√
1 − η20
)
(1 + cT ) and ρ2 =
(
η0√
1−η20
+ 1
)
(1 + cT ). Now to have meaningful bound in (22), we need
to have ρ1 < 1 or M22rη
2 − 2m2rη + 1 − 0.25
(
1
1+cT −
√
1 − η20
)2
< 0 which implies 1 ≤ M
2
2r
m22r
≤ 11−ρ20 where ρ0 =
1
1+cT −
√
1 − η20. Now by
induction and zero initialization, we obtain the ϑ accuracy after T = O
(
log
( ∥L∗ ∥F
ϑ
))
. □
We still need to show that why the assumptions on the RSC/RSS constants of F (L) is satisfied at each iteration of EP-LVM and AP-LVM.
To do this, we prove Theorems 4.2 and 4.4. Our strategy is to establish upper and lower bounds on the spectrum of the sequence of estimates
Lt independent of t . We use the following lemma.
Lemma 6.2. [YLZ14, BV04] The Hessian of the objective function F (L) is given by ∇2F (L) = Θ−1 ⊗Θ−1 where ⊗ denotes the Kronecker product
and Θ = S∗ + L. In addition if α I ⪯ Θ ⪯ βI for some α and β , then 1β 2 I ⪯ ∇2F (L) ⪯ 1α 2 I .
Lemma 6.3 (Weyl type ineqality). For any two matrices A,B ∈ Rp×p , we have:
max
1≤i≤p |σi (A + B) − σi (A)| ≤ ∥B∥2.
If we establish an universal upper bound and lower bound on λ1(Θt ) and λp (Θt ) ∀t = 1 . . .T , then we can bound the RSC constant as
m ≥ 1λ1(Θt )2 and the RSS-constant asM ≤
1
λp (Θt )2 using Lemma 6.2 and the definition of RSS/RSC.
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Proof of Theorem 4.2. Recall that by Theorem 4.1, we have ∥Lt − L∗∥F ≤ ρ∥Lt−1 − L∗∥F + 2η∥PJ∇F (L∗)∥F , where ρ < 1 is defined as
ρ = 2
√
1 +M23rη2 − 2m3rη for 1 ≤ M3rm3r ≤ 2√3 . By Theorem 4.6, the second term on the right hand side can be bounded by O(
√
rp
n ) with
high probability. Therefore, recursively applying this inequality to Lt (and initializing with zero), we obtain:
∥Lt − L∗∥F ≤ ρt ∥L∗∥F + 2η1 − ρ c2
√
rp
n
. (23)
Since ρ < 1, then ρt < 1. On the other hand ∥L∗∥F ≤
√
r ∥L∗∥2. Hence, ρt ∥L∗∥F ≤
√
r ∥L∗∥2. Also, by the Weyl inequality, we have:
∥Lt ∥2 − ∥L∗∥2 ≤ ∥Lt − L∗∥2 ≤ ∥Lt − L∗∥F . (24)
Combining (23) and (25) and using the fact that λ1(Lt+1) ≤ σ1(Lt+1),
λ1(Lt ) ≤ ∥L∗∥2 + ∥Lt − L∗∥F
≤ ∥L∗∥2 +
√
r ∥L∗∥2 + 2η1 − ρ c2
√
rp
n
Hence for all t ,
λ1(Θt ) = S1 + λ1(Lt ) ≤ S1 +
(
1 +
√
r
)
∥L∗∥2 + 2c2η1 − ρ
√
rp
n
. (25)
For the lower bound, we trivially have for all t :
λp (Θt ) = λp (S∗ + Lt ) ≥ Sp . (26)
If we select n = O
(
1
δ 2
(
η
1−ρ
)2
rp
)
for some small constant δ > 0, then (25) becomes:
λ1(Θt ) ≤ S1 +
(
1 +
√
r
)
∥L∗∥2 + δ .
As mentioned above, we setm3r ≥ 1λ21(Θt ) andM3r ≤
1
λ2p (Θt ) which implies
M3r
m3r ≤
λ21(Θt )
λ2p (Θt ) . In order to satisfy the assumption on the RSC/RSS
in theorem 4.1, i.e., M3rm3r ≤ 2√3 , we need to establish a regime such that
λ21(Θt )
λ2p (Θt ) ≤
2√
3
. As a result, to satisfy the inequality λ
2
1(Θt )
λ2p (Θt ) ≤
2√
3
, we
need to have the following condition:
Sp ≤ S1 ≤
√
2√
3
Sp −
(
1 +
√
r
)
∥L∗∥2 − δ . (27)
□
Proof of Theorem 4.4. The proof is similar to the proof of theorem 4.2. Recall that by theorem 4.3, we have
∥Lt − L∗∥F ≤ ρ1∥Lt−1 − L∗∥F + ρ2∥PVt ∇F (L∗)∥F ,
where ρ1 =
(√
1 +M22rη2 − 2m2rη +
√
1 − η20
)
(1 + cT ), ρ2 =
(
η0√
1−η20
+ 1
)
(1 + cT ), and the set Vt is as defined in Theorem 4.3. Again, by
Theorem 4.6, the second term on the right hand side is bounded by O(√rp/n) with high probability. As above, recursively applying this
inequality to Lt and using zero initialization, we obtain:
∥Lt − L∗∥F ≤ ρt1∥L∗∥F +
ρ2
1 − ρ1 c3
√
rp
n
.
Since ρ1 < 1, then ρt1 < 1. Now similar to the exact algorithm, ∥L∗∥F ≤
√
r ∥L∗ |2 and ρt1∥L∗∥F ≤
√
r ∥L∗∥2. , Hence with high probability,
λ1(Lt ) ≤ ∥L∗∥2 + ∥Lt − L∗∥F
≤ ∥L∗∥2 +
√
r ∥L∗∥2 + ρ21 − ρ1
√
rp
n
e1≤
(
1 +
√
r
)
∥L∗∥2 + c3ρ21 − ρ1
√
rp
n
, (28)
where e1 holds due to (9). Hence, for all t :
λ1(Θt ) = S1 + λ1(Lt ) ≤ S1 +
(
1 +
√
r
)
∥L∗∥2 + c3ρ21 − ρ1
√
rp
n
, (29)
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Also, we trivially have:
λp (Θt ) = λp (S∗ + Lt ) ≥ Sp − a′, ∀t . (30)
By selecting n = O
(
1
δ ′2
(
ρ2
1−ρ1
)2
rp
)
for some small constant δ ′ > 0, we can write (29) as follows:
λ1(Θt ) ≤ S1 +
(
1 +
√
r
)
∥L∗∥2 + δ ′,
In order to satisfy the assumptions in Theorem 4.3, i.e., M
2
2r
m22r
≤ 11−ρ20 where ρ0 =
1
1+cT −
√
1 − η20 and η0 =
(
cHm −
√
1 +M22r − 2m2r
)
, we
need to guarantee that λ1(Θ
t )
λp (Θt ) ≤
1√
1−ρ20
. As a result, to satisfy the inequality λ1(Θ
t )
λp (Θt ) ≤
1√
1−ρ20
, we need to have the following condition on S1
and Sp :
Sp ≤ S1 ≤ 1√
1 − ρ20
(Sp − a′) −
(
1 +
√
r
)
∥L∗∥2 − δ ′. (31)
□
Proof of Theorem 4.5. Recall from (28) that with very high probability, ∥Lt ∥2≤
(
1 +
√
r
) ∥L∗∥2 + c3ρ21−ρ1√ rpn . Also, we always have:
λp (Lt ) ≥ −∥Lt ∥2. As a result:
λp (Lt ) ≥ −
(
1 +
√
r
)
∥L∗∥2 − c3ρ21 − ρ1
√
rp
n
. (32)
Now if the inequality
(
1 +
√
r
) ∥L∗∥2 + c3ρ21−ρ1√ rpn < Sp is satisfied, then we can select 0 < a′ ≤ (1 + √r ) ∥L∗∥2 + c3ρ21−ρ1√ rpn . The former
inequality is satisfied by the assumption of Theorem 4.4 on ∥L∗∥2, i.e.,
∥L∗∥2 ≤ 11 + √r
©­­«
Sp
1 +
√
1 − ρ20
−
S1
√
1 − ρ20
1 +
√
1 − ρ20
− c3ρ21 − ρ1
√
rp
n
ª®®¬ .
□
Proof of Theorem 4.6. The proof of this theorem is a direct application of the Lemma 5.4 in [CSPW09] and we restate it for completeness:
Lemma 6.4. Let C denote the sample covariance matrix, then with probability at least 1 − 2 exp(−p) we have ∥C − (S∗ + L∗)−1∥2 ≤ c1
√
p
n
where c1 > 0 is a constant.
By noting that ∇F (L∗) = C − (S∗ + L∗)−1 and rank(Jt ) ≤ 3r , we can bound the term on the right hand side in Theorem 4.1 as:
∥PJt ∇F (L∗)∥F ≤
√
3r ∥∇F (L∗)∥2 ≤ c2
√
rp
n
.
The proof for upper-bounding ∥PVt ∇F (L∗)∥F in Theorem 4.3 follows analogously. □
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