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Abstract. We consider an electricity consumer equipped with a perfect battery,
who needs to satisfy a non-elastic load, subject to external control signals. The
control imposes a time-varying upper-bound on the instantaneous energy con-
sumption (this is called “Demand-Response via quantity”). The consumer defines
a charging schedule for the battery. We say that a schedule is feasible if it success-
fully absorbs the effects of service reduction and achieves the satisfiability of the
load (making use of the battery). Our contribution is twofold. (1) We provide ex-
plicit necessary and sufficient conditions for the load, the control, and the battery,
which ensure the existence of a feasible battery charging schedule. Furthermore,
we show that whenever a feasible schedule exists, we can explicitly define an
online (causal) feasible schedule. (2) For a given arrival curve characterizing the
load and a given service curve characterizing the control, we compute a sufficient
battery size that ensures existence of an online feasible schedule. For an arrival
curve determined from a real measured trace, we numerically characterize the
sufficient battery size for various types of service curves.
1 Introduction
Growing requirements for integration of renewable energy in the power grid pose a
difficult challenge to Distribution Systems Operators (DSO). The increase in the pene-
tration level of renewables, coupled with the volatility and lack of predictability of such
energy sources (e.g., wind turbines, photovoltaic cells) may produce instabilities in the
transport and distribution grid, which in turn may result in blackouts. It is possible that
such sources produce too little energy when demand is high, or too much energy when
demand is low. Studies have shown [1] that in order to guarantee a smooth operation
of the grid in its current state, operators need to react quickly to changes in renewable
output via use of ancillary services (e.g., gas turbines). Such services are able to provide
large quantities of energy on short notice; however they constitute an investment that
actors in the energy market are reluctant to perform, since it indirectly increases the cost
of “green” energy.
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A method proposed in the next generation grid for dealing with variability of pro-
duction is Active Demand Management, or Demand-Response. Specifically, at critical
peak periods, Demand-Response mechanisms throttle flexible energy demands (called
“loads”), such as Plug-in Electric Vehicles, heating, or air conditioning, thus adjust-
ing demand to the available production. The control of electricity consumption is done
either via price, or via quantity.
Demand-Response via price consists simply of informing consumers of an increase
in electricity price, which provides an incentive for consumers to reduce their load.
This method has the advantage of being decentralized and is widely embraced in the
literature [6]. Its main drawback is the fact that it exposes consumers to the variability
of electricity prices. It has been shown [2] that real-time wholesale prices can fluctuate
wildly in a fair deregulated electricity market.
The second option, Demand-Response via quantity, has been implemented by com-
panies such as Voltalis or Peaksaver [11, 8]. These companies have control over a
large number of flexible loads (typically heating appliances) and act as virtual energy
providers during peak consumption hours by throttling the loads of their customers,
while guaranteeing hard limits on the service reductions. Such an approach can be mod-
eled via service curve-based agreements between suppliers and consumers [5]. In this
paper, we focus on Demand-Response via quantity.
In both cases, the effect of Demand-Response can be interpreted as a time-varying
imposed upper-bound on electricity consumption from the grid. Indeed, when control
is done via pricing, such an upper-bound can be computed locally by a Smart Home
Controller, which aims to minimize electricity cost. When control is done via quantity,
the upper-bound is explicit. We refer to this imposed upper-bound as the control signal
received from the grid.
Demand-Response requires that loads be flexible, which is naturally the case for
some appliances, as mentioned earlier, but not for most. One way to make a load flexible
is to insert some form of energy storage (we call it a “battery”) between the load and
the electrical grid. The problem we study in this paper is how to size the battery, and
how to schedule its charge, in order to make sure that the inflexible load can be served
transparently, in presence of Demand-Response via quantity.
Contributions We consider a non-elastic load equipped with a battery (interposed be-
tween the load and the grid), subject to time-varying control signals (e.g., via throttling
from Demand-Response mechanisms). Despite imposed reductions in energy consump-
tion from the grid, the load should be satisfied (from the grid and the battery). In order
to ensure this, the battery needs to act like a buffer and provide energy to the load when
the grid is unable to do so. We make the hypothesis that the battery is perfect (i.e., there
are no thermal losses, and its efficiency is 1).
In this paper we study battery charging schedules that ensure satisfiability of the
load. We call such schedules feasible schedules. The first main contribution consists
in providing explicit necessary and sufficient conditions on the load, the control, the
battery capacity, and the initial charge level of the battery, that guarantee existence of
such feasible charging schedules. Moreover, we show that there exist feasible schedules,
if and only if there exist causal feasible schedules (i.e., schedules that can be computed
online, without knowledge of the future).
In addition, we examine the problem of sizing the battery. We consider loads that
satisfy an arrival curve and control signals that are constrained by a service curve. Such
control signals have been considered for performing Demand-Response [5]. The second
main contribution of this paper consists in determining a sufficient battery capacity
that ensures existence of feasible online charging schedules for all loads (and control
signals) characterized by a given arrival curve (and a given service curve, respectively).
Using an arrival curve computed based on real measurement traces, we characterize
numerically the dependence between the battery size and various types of service curves
that can be supported.
Related Work The problem of determining feasible battery charging schedules is some-
what related to the problem of optimal multimedia smoothing [4, Chapter 5]. The anal-
ysis of the latter employs techniques from min-plus system theory. We provide a novel
formulation of the former and analyze it using similar min-plus system techniques: we
determine the set of all feasible charging schedules (Theorem 1) and compute sufficient
battery capacity (Theorem 4), assuming a perfect battery.
Outline In Section 2 we formally define the problem. In Section 3 we characterize
the feasible battery charging schedules. In Section 4 we study bounds on the required
battery size which ensure existence of feasible online schedules. In Section 5 we present
numerical evaluations on real traces. We conclude in Section 6. Technical lemmas are
given in Appendix A.
2 Problem Definition
We consider a load L(t) =
∫ t
0
`(s)ds, i.e., energy required over the interval [0, T ] by a
consumer who is subject to control signals G(t) =
∫ t
0
g(s)ds (i.e., maximum available
energy over the interval [0, T ]). The consumer owns a battery of capacityB. We assume
a perfect battery, with no thermal loss and perfect efficiency (i.e., all the energy stored
in the battery can be retrieved at a later time).
The actual load U(t) =
∫ t
0
u(s)ds is the load drawn from the grid. It is computed
by the consumer, and may differ from L(t), since the consumer may use the battery
instead of the main supply; we say that U(t) is a “schedule”. LetB0 be the battery level
at time t = 0. An actual load U(t), defined for t ≥ 0, is feasible if and only if for all
times s, t such that 0 ≤ s ≤ t:
L(t) ≤ B0 + U(t), (1)
U(t)− L(t) +B0 ≤ B, (2)
0 ≤ U(t)− U(s) ≤ G(t)−G(s). (3)
Eq.(1) expresses the no-underflow condition for the battery, i.e., all load comes either
from the main supply U(t) or from the initial buffer B0. Eq.(2) expresses the no-
overflow condition. Eq.(3) expresses that the supply is positive, i.e., there is no local
production, and the supply is constrained by the control signals G(t). Note that if U is
feasible, the battery level at time t is
B(t) = U(t)− L(t) +B0. (4)
The consumer setup is represented in Figure 1.
u(t)− (u(t)− `(t))+
(u(t)− `(t))+
`(t)
(`(t)− u(t))+
u(t) ≤ g(t)
GridLoad L(t)
Battery B(t)
Fig. 1. The consumer setup. The load L(t) can be satisfied from the battery B(t) and the grid
U(t) under DR constraints given by control G(t). We have denoted (a)+ = max(a, 0).
The control signals G(t) and the load L(t) are given. The consumer-side problem
is to compute an online schedule U(t), i.e., a function U(t) whose definition depends
only on the past and present values of L,G and U . A typical example is the policy U˜
that greedily maximizes battery level subject to constraints given by Eq.(2) and Eq.(3).
Before turning to the online problem, consider an oracle that knows the past, present
and future of the load L(t) and the control signals G(t) and asks the question whether
there exists an actual load U(t) that is feasible. We assume that U(t) = 0 for all t ≤ 0,
i.e., there was no load before time 0. We find necessary and sufficient conditions for the
existence of such a schedule. We also show that any feasible schedule is bounded by a
minimum U∗min and a maximum U
∗
max. We show that the schedule U
∗
max is computable
online and corresponds to the policy U˜ that greedily maximizes the battery level.
Returning to the online problem, our result implies that if there exists a feasible
schedule, then there is an online one. This comes as a surprise, since the set of online
schedules is much smaller than the set of all possible schedules available to the oracle.
In particular, our result implies that computing a feasible schedule is either impossible,
or can be done online.
In Section 4 we consider the case where the control signals G(t) are constrained by
the service curve β. We derive from the previous results the values of minimum battery
capacities that are required to guarantee existence of a schedule.
Our results use min-plus system theory [4, Section 4.1 and Theorem 4.3.1].
3 Feasible Schedules
Theorem 1. Assume L(t) and G(t) are known and 0 ≤ B0 ≤ B < ∞. There exists a
feasible schedule U(t) if and only if both conditions hold:
B0 ≥ sup
t≥0
(L(t)−G(t)) , (5)
B ≥ sup
0≤s≤t
(L(t)− L(s)−G(t) +G(s)) . (6)
If these conditions hold, there exist two feasible schedules U∗min and U
∗
max:
U∗min(t) = max
[
0, sup
τ≥t
(L(τ)−G(τ)) +G(t)−B0
]
, (7)
U∗max(t) = min
[
G(t), inf
s:0≤s≤t
(L(s) +G(t)−G(s)) +B −B0
]
, (8)
such that any feasible schedule U satisfies
U∗min(t) ≤ U(t) ≤ U∗max(t) for all t ≥ 0. (9)
Proof. The idea of the proof is first to relax constraint (1); the relaxed problem has
a maximal solution, U∗max, and the original problem is feasible if and only if U
∗
max
satisfies the constraint (1). Similarly, by relaxing constraint (2), we obtain a problem
with a minimum solution U∗min.
More precisely, consider the problem
(P1)
U is non decreasing and U(0) = 0U(t) ≤ B −B0 + L(t) for all t ≥ 0
U(t)− U(s) ≤ G(t)−G(s) for all t ≥ 0 and s ≥ 0 with s ≤ t,
where the unknown is the function U : R+ → R+. This problem is equivalent to
Problem (P10) of Lemma 1 with
f(t) = B −B0 + L(t) for all t > 0,
f(0) = 0,
g(t) = G(t) for all t ≥ 0.
Thus (P1) has a maximal solution, let us call it U∗max, given by
U∗max(t) = inf
0≤s≤t
(g(t)− g(s) + f(s))
which, after some re-arrangements, gives Eq.(8)
Now we show that there exists a feasible schedule if and only if U∗max satisfies the
relaxed condition Eq.(1). One implication is obvious: if U∗max satisfies Eq.(1), then it
is a feasible schedule. Conversely, assume that there exists a feasible schedule, say U .
Then U is a solution of Problem (P1) therefore U(t) ≤ U∗max(t) for all t. Since U
satisfies Eq.(1), so does U∗max.
Last, saying that U∗max satisfies Eq.(1) is equivalent to saying that both
U(t) = G(t) and U(t) = inf
s such that 0≤s≤t
(L(s) +G(t)−G(s)) +B −B0
satisfy Eq.(1), which gives Eq.(5) and Eq.(6).
It remains to show that there is a minimum solution. To this end, we consider the
problem (P2), obtained by relaxing Eq.(2):
(P2)
U is non decreasing and U(0) = 0U(t) ≥ −B0 + L(t) for all t ≥ 0
U(t)− U(s) ≤ G(t)−G(s) for all t ≥ 0,
where the unknown is the function U : R+ → R+. (P2) is equivalent to Problem
(P20) of Lemma 2 with
f(t) = max (0, L(t)−B0) for all t ≥ 0,
g(t) = G(t) for all t ≥ 0.
Thus (P2) has a minimal solution, let us call it U∗min, given by
U∗min(t) = sup
s:s≥t
(g(t)− g(s) + f(s)),
which, after some re-arrangements, gives Eq.(7). Note that there is a feasible solution
to the original problem if and only if U∗min satisfies the relaxed condition Eq.(2). After
some algebra, this gives Eq.(5) and Eq.(6) which were already obtained. It follows that,
if these conditions hold, any feasible schedule U is a solution of Problem (P2) and
therefore U(t) ≥ U∗min(t) for all t ≥ 0. 
Note that U∗max is causal, i.e., can be computed online. In contrast, U
∗
min is not
causal; it is in fact anti-causal, i.e., it depends only on the present and the future of L
and G. Also note that different schedules result in different energy flows, however, by
Eq.(4), U(t) − B(t), i.e., the bought energy minus the stored one, is the same for all
feasible schedules, since we assume that there is no loss.
The maximum schedule introduced in Theorem 1 is causal but is defined in abstract
terms; this was required to prove the theorem. We show next that it corresponds to a
simple, implementable online policy. To see this, consider discrete time and define the
policy U˜(t) :=
∑t
s=0 u˜(s), where
u˜(t+ 1) = min
[
g(t+ 1), B − B˜(t) + `(t+ 1)
]
, (10)
with B˜(t) denoting the battery level at time t when the policy U˜ is used. This policy
greedily maximizes battery level subject to constraints given by Eq.(2) and Eq.(3), i.e., it
consists in storing into the battery the maximum possible amount of energy, considering
the constraints that (1) the load needs to be served, (2) the battery has a maximum
capacity B and (3) the energy drawn from the grid cannot exceed the control signals.
Theorem 2. The schedules U∗max and U˜ are equal.
Proof. Let us show by induction on t that
U∗max(t)− U∗max(t− 1) = u˜(t). (11)
Denote by B∗(t) = U∗max(t) − L(t) + B0 the battery level at time t when the
maximal schedule U∗max is used.
At time t = 1, since B −B0 > 0,
U∗max(1)− U∗max(0) = min [G(1), L(1) +B −B0]− 0 =
min [g(1), B −B(0) + `(1)] = u˜(1).
Suppose that Eq.(11) holds at times 1, . . . , t. We show that it also holds at time t+1:
U∗max(t+ 1) = min [G(t) + g(t+ 1),
inf
s:0≤s≤t
(L(s) +G(t)−G(s)) +B −B0 + g(t+ 1),
L(t) + `(t+ 1) +B −B0]
= U∗max(t) + min [g(t+ 1), `(t+ 1) +B −B∗(t)] .
Since B∗(t) = B˜(t) by the induction hypothesis, we can conclude. 
4 Battery Size with Service Curve Constraints
Assume now that the control signals G(t) are constrained by the service curve β, i.e.,
G(t)−G(s) ≥ β(t−s) for all 0 ≤ s ≤ t, where β is a positive super-additive function,
known in advance. The super-additivity of β is implicit, since it defines a minimum
guaranteed value over any sliding window, and thus β(t + t′) ≥ β(t) + β(t′), for all
non-negative t, t′ [5, Section IV]. A direct consequence of Theorem 1 is:
Theorem 3. Assume L(t) and the service curve β are known and 0 ≤ B0 ≤ B < ∞,
with the service curve satisfying the condition
β¯(v) := sup
u≥0
[β(u+ v)− β(u)] <∞. (12)
Then there exists a feasible actual load U(t) for any realization of the control signal
G(t) compatible with the service curve β if and only if both conditions hold:
B0 ≥ sup
t≥0
(L(t)− β(t)) , (13)
B ≥ sup
0≤s≤t
(L(t)− L(s)− β(t− s)) . (14)
Proof. Consider a control signalG constrained by β. It satisfiesG(t)−G(s) ≥ β(t−s)
for all 0 ≤ s ≤ t. If Eq.(13) and Eq.(14) are satisfied, then it follows that Eq.(5) and
Eq.(6) are verified. Thus, by Theorem 1, there exists a feasible actual load U(t).
Conversely, we need to show that if for all controls G constrained by β there exists
a feasible actual load, then Eq.(13) and Eq.(14) hold. By contraposition, it suffices to
show that if either Eq.(13) or Eq.(14) do not hold, then there exists a schedule G¯ for
which there is no feasible actual load.
If Eq.(13) does not hold, then there exists some t0 ≥ 0 such that B0 < L(t0) −
β(t0). We define G¯(t) := β(t). This control is compatible with β via the super-
additivity property of the service curve. Hence, B0 < L(t0) − G¯(t0), and thus Eq.(5)
does not hold for G¯. By Theorem 1 it follows that there exists no feasible actual load.
If Eq.(14) does not hold, then there exist some t0 ≥ s0 ≥ 0 such that B < L(t0)−
L(s0)− β(t0 − s0). Consider some constant A > 0 and define the following control:
G¯(s0 + u) =
{
A+ β(u), if u ≥ 0
A− β¯(|u|), if u < 0.
Let us check that G¯ satisfies the service curve β.
First, consider 0 ≤ v ≤ u. Then G¯(s0+u)−G¯(s0+v) = β(u)−β(v) ≥ β(u−v),
by super-additivity of β.
Moreover, G¯(s0 − v)− G¯(s0 − u) = β¯(u)− β¯(v) ≥ β(u− v). Indeed,
β¯(v)+β(u−v) = sup
w≥0
[β(w+v)+β(u−v)−β(w)] ≤ sup
w≥0
[β(w+u)−β(w)] = β¯(u),
again by super-additivity of β.
Finally, consider u, v ≥ 0 and let us check that G¯(s0 +u)− G¯(s0− v) ≥ β(u+ v).
We can rewrite the above inequality as β(u) + β¯(v) ≥ β(u + v). But this holds by
definition of β¯(v) := supu≥0[β(u+ v)− β(u)].
To ensure the positivity of G¯, it suffices to take a large enough constant, for example
A = β¯(s0). Thus, G¯ is a valid control satisfying β. By definition, G¯(t0) − G¯(s0) =
β(t0 − s0). Since B < L(t0)− L(s0)− G¯(t0) + G¯(s0), we have that Eq.(6) does not
hold for G¯. Again, by Theorem 1, there exists no feasible actual load for G¯. 
Note that the constraint on β expressed in Eq.(12) simply states that over any time
window of finite length, the service curve β guarantees only a finite amount of energy,
which depends on the length of the window. It is not a strong assumption in this context.
Let α be a sub-additive function of t ≥ 0, nondecreasing and such that α(0) = 0.
We say that the load L(t) is α-smooth iff
L(t)− L(s) ≤ α(t− s) for all 0 ≤ s ≤ t. (15)
The smallest such possible α for which a given load L(t) is α-smooth is obtained via
min-plus deconvolution:
α∗(t) = (L L)(t) def= sup
s≥0
[L(t+ s)− L(s)].
It follows that we can compute the minimum required battery capacity:
Theorem 4. Assume an α-smooth load and let control signals be constrained by β. Let
B∗ := sup
s≥0
(α(s)− β(s)) . (16)
If B0 ≥ B∗ there exists a feasible load schedule, for any realization of the control
signal G(t) compatible with the service curve β. One such schedule is computable
online, using only past and present observations.
Note that the condition on the initial battery level B0 ≥ B∗ implies the condition on
battery capacity B ≥ B∗.
Proof. Since α(t) ≥ L(t)− L(0) and L(0) = 0, it follows that
B∗ ≥ sup
t≥0
(L(t)− β(t)).
Additionally, for any 0 ≤ s ≤ t, we have that α(t− s) ≥ L(t)− L(s), and hence,
B∗ ≥ sup
t≥0
(L(t)− L(s)− β(t− s)).
Thus, B ≥ B0 ≥ B∗ implies Eq.(13) and Eq.(14). By Theorem 3 we conclude. 
5 Numerical Evaluations
Consider now a data center that subscribes to Demand-Response via quantity to reduce
its electricity costs. This allows an external controller to reduce power consumption
of the data center via load control signals at peak hours. The DR contract guarantees
an upper bound on the amount of service interruption per day. We consider that the
load of the data center is not controllable, and we wish to render the DR mechanism
transparent. To this end, we need to install batteries in the data center. We make use
of Theorem 4 to determine the required capacity of the batteries. The service curve β
is agreed upon in the DR contract. To determine a reasonable arrival curve α we use
measured loads. We again assume that the batteries are perfect.
5.1 Voltalis-like Service Curve
We consider the specific example of Voltalis’s BluePod [11], which disconnects appli-
ances from the grid for at most 30 minutes per day. In addition, we impose a maximum
allowed power consumption zmax which can never be overcome. Previously [5] we have
proposed the following service curve: for some 0 ≤ t0 < t1 and some zmax > 0, define
β1(t) := zmax(t1 − t0)bt/t1c+ zmax(t− bt/t1ct1 − t0)+, (17)
where (a)+ := max(a, 0). The Voltalis on/off control satisfies the service curve β1 with
t0 = 30 mn and t1 = 24 hours (see Figure 2). However, the service curve β1 allows
more complex controls, such as limiting the power consumption to zmax/2 over a time
interval of at most 2t0 per day.
β(τ) (Wh)
(h )
0 t0=0.5 t1=24 48 48.5
τ ours
Fig. 2. The service curve β1, shown here, allows the distributor to switch off the load for at most
30 mn every day, or (for example) to reduce the load to zmax/2 for 60 mn every day.
5.2 Akamai Arrival Curve
We measured the power consumption of a desktop PC under different loads. The PC
is equipped with a dual core Intel Pentium processor (2.8GHz) and is running Fedora
Linux. We used the SPECpower ssj2008 benchmark software developed by SPEC [10]
and a power analyzer. The benchmark models a server application with a large number
of users. It targets 11 possible request rates, from the maximum supported rate (100%
load) to 0-rate (idle, 0% load). Requests arrive at random intervals with lengths fol-
lowing an exponential distribution. Bursty arrivals result in requests queuing up. The
process starts with a calibration period, during which the maximum supported request
rate is determined, i.e., the maximum number of requests per second that can be treated.
Subsequently, for each load, the consumption is measured as follows: a ramp-up period
during which the specific load is targeted (as a fraction of the measured maximum load)
is followed by a measurement period, and then by a ramp-down period. During the mea-
surement period, power consumption values are stored, and average power consumption
is computed. The resulting values are shown in Figure 3(a).
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Fig. 3. Measured arrival curve.
We used the real traffic data from the Akamai data set presented in the work of
Qureshi et al. [9]. There, the authors plotted incoming traffic at roughly half the servers
of Akamai (in millions of hits per second) measured over a period of 24 days. We
regard this data as a representative real-world workload. We assume that all the servers
in a cluster are given roughly the same workload. This assumption allows us to map the
Akamai traffic data to the load (from 0 to 1) of a single server.
Several models for estimating dynamic power usage [9, 3] assume that the power
consumed by a cluster is roughly proportional to its utilization. We use a similar model:
we map server load to power consumption using the roughly-linear power measure-
ments in Figure 3(a) obtained as described above. We thus obtain a realistic estimation
of the power consumption of a single server over 24 days (Figure 5).
We use this estimated power consumption to derive a minimum measured arrival
curve αm(·) by applying min-plus deconvolution. Since the length of the trace is of
Tmax = 24 days, we determine αm(t) := sup0≤s≤Tmax−t[L(t + s) − L(s)] for t less
than some value τ ≤ Tmax (i.e., we determine the maximum energy consumption over
time windows of size less than τ ). For visualization ease, we plot the derivative of the
measured arrival curve (rather than the curve itself) in Figure 3(b) for τ = 24 hours.
5.3 Battery Sizing
Let us now determine feasible parameters of the service curve β1 (with t1 := 24h).
Namely, we seek pairs (zmax, t0) of maximum allowed power and interruption time per
day which allow satisfiability of αm-smooth loads using a battery of finite capacity.
Theorem 4 states that taking the supremum over the difference between the arrival
curve α and the service curve β provides a sufficient battery size. Theorem 5 below
gives a sufficient condition for the finiteness of this supremum. Namely, the guaranteed
delivered energy needs to be greater or equal than the maximum required energy on
time windows of some length T . Moreover, the same theorem allows us to compute B∗
by taking the supremum over the interval [0, T ], instead of the semi-axis [0,∞).
Theorem 5. Consider α(·) and β(·), arrival and service curves respectively. If there
exists some T > 0 such that
α(T ) ≤ β(T ), (18)
then
sup
0≤s≤T
[α(s)− β(s)] = sup
s≥0
[α(s)− β(s)]. (19)
Proof. Take s > T . We can write s = kT + s′, where 0 ≤ s′ < T and k ∈ N.
Then, by subadditivity of α and superadditivity of β, we have that α(s) − β(s) ≤
k[α(T )− β(T )] + α(s′)− β(s′) ≤ α(s′)− β(s′). 
After determining the empirical arrival curve αm(t) for t ≤ t1 in Section 5.2, we
wish to determine service curves β1 with parameters (zmax, t0), such that Eq.(18) is
satisfied for some T ≤ t1 (i.e., we wish to guarantee a fully charged battery at some
time during each day). We obtain a feasible region given by
D :=
{
(zmax, t0) : 0 ≤ t0 ≤ t∗0(zmax) := sup
0≤T≤t1
[
T − αm(T )
zmax
]}
.
We plot the resulting feasible region in the first plot of Figure 4(a). We compute B∗ for
the points on the boundary of the feasible region using Eq.(16) and Theorem 5, and we
plot it in the second plot of Figure 4(a) (we assume a 12V battery). The latter plot tells
us that in the case in which there are no service interruptions (i.e., t0 = 0), a maximum
power of 134W and a 12V battery of 13.96Ah suffice to satisfy any αm-smooth load.
Let us now determine for a fixed “reasonable” maximum power zmax what are the
interruption times and required battery sizes which ensure satisfiability of the load. In
Figure 4(b) we pick 4 values for zmax, we vary the interruption time t0, and we plot the
required corresponding battery charge B∗ for a 12V battery.
For example, pick t0 = 1h. Then with zmax = 155W, a 12V battery of roughly
12.55Ah suffices. However, since a high Depth of Discharge (DoD) shortens the life-
time of a battery [7], we choose a higher charge, say 40Ah. This corresponds to a
standard car battery, which (for αm-smooth loads) is guaranteed to have a charge level
of roughly above two thirds of its maximum charge at all times.
In Figure 5 we show the evolution of the battery charge over time, when the greedy
policy U˜ is used. The control G is binary (on/off) and is compatible with the service
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Fig. 5. Evolution of a 12V - 40Ah battery charge, using greedy schedule U˜ , subject to control
satisfying β1 with zmax = 155W and t0 = 1h. The charge level remains above roughly 2/3.
curve β1 (zmax = 155W and t0 = 1h). Time is discrete and we plot only the time steps
during which an interruption is triggered. For verification, we plot the battery level
(40Ah−B∗(155W, 1h)). As expected, the battery charge never drops below this level.
Additionally, an oversized battery provides protection against unexpected blackouts.
Note that the deployment of such a system depends only on monetary incentives.
Namely, the savings generated by using a Demand-Response service compared to the
normal cost of electricity need to justify equipping each server with a battery. In this
section we have provided the order of magnitude of the required battery size.
6 Conclusion
We have studied the dimensioning of a perfect battery in a scenario where an inflexible
load is subject to Demand-Response via quantity. We have shown that the techniques
used in Network Calculus can easily be applied and provide interesting results. Namely,
we have shown that when the load is characterized using a known arrival curve, and
when Demand-Response is constrained by a known service curve, a large enough bat-
tery charge can be determined such that there exists an online battery charging schedule.
The perfect battery assumption allows the derivation of closed form expressions
for the minimal and maximal charging schedules. In upcoming work we will focus on
models for non-perfect energy storage, which do not seem to posess the same property.
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A Technical Lemmas
The proof of Theorem 1 is based on min-plus and max-plus system theoretic lemmas
[4, Chapter 4], which are given in this section. We denote with G the set of functions
f : [0,∞)→ R that are wide-sense increasing, and with F the subset of all f ∈ G such
that f(0) = 0. Note that the functions L,G and U are all in F .
A.1 Maximal Solution
Lemma 1. Let f ∈ F and g ∈ F . Consider the problem
(P10)
U ∈ FU(t) ≤ f(t) for all t ≥ 0
U(t)− U(s) ≤ g(t)− g(s) for all t ≥ 0 and s ≥ 0 with s ≤ t,
where the unknown is the function U . This problem has a maximal solution U¯ , defined
by
U¯(t) = inf
s: 0≤s≤t
(g(t)− g(s) + f(s)) , (20)
i.e., U¯ is a solution and any other solution U satisfies U(t) ≤ U¯(t) for all t ≥ 0.
Proof. Note that the problem always has one trivial solution, U(t) = 0 for all t ≥ 0.
LetΠ be the operator G → G defined byΠU(t) = infs: 0≤s≤t (g(t)− g(s) + U(s)).
The fact thatΠU ∈ G wheneverU ∈ G follows from [4, Chapter 3], where this operator
is called Π = hg . Also note that (ΠU)(0) = U(0) thus Π maps F to F .
Consider the problem (P10′) obtained by relaxing the condition U(0) = 0:
(P10′)
U ∈ GU(t) ≤ f(t) for all t ≥ 0
U(t)− U(s) ≤ g(t)− g(s) for all t ≥ 0 and s ≥ 0 with s ≤ t.
The problem (P10′) is equivalent to
U(t) ≤ min(f(t), (ΠU)(t)), for all t ≥ 0.
The operator Π is min-plus linear [4, Chapter 4], therefore it is isotone and upper-semi
continuous. Thus, by [4, Theorem 4.3.1], the problem (P10′) has a maximum solution
U¯ = Π¯f , where Π¯ is the min-plus closure of Π . The min-plus closure of Π is the
infimum of the identity and the iterates of Π .
Now note that Π is idempotent, i.e., for all U ∈ F , Π(ΠU) = ΠU ; thus the
iterates of Π are equal to Π . Further, (ΠU)(t) ≤ U(t). Therefore the min-plus closure
ofΠ is Π¯ = Π . Thus the maximal solution of (P10)′ is U¯ = Πf , which gives Eq.(20).
Last, note that U¯ ∈ F because f ∈ F . Thus U¯ is a solution to (P10); further, any
solution U of (P10) is solution of (P10′), thus is upperbounded by U¯ . 
A.2 Minimal Solution
Lemma 2. Let f, g ∈ F such that f(t) ≤ g(t) for all t ≥ 0.
Consider the problem
(P20)
U ∈ FU(t) ≥ f(t) for all t ≥ 0
U(t)− U(s) ≤ g(t)− g(s) for all t ≥ 0 and s ≥ 0 with s ≤ t,
where the unknown is the function U . This problem has a minimal solution U , defined
by
U(t) = sup
s: s≥t
(g(t)− g(s) + f(s)) , (21)
i.e., U is a solution and any other solution U satisfies U(t) ≥ U(t) for all t ≥ 0.
Proof. Note that the problem always has at least one solution, U(t) = g(t).
Let Q be the operator G → G defined for U ∈ G by
(QU)(t) = sup
s≥t
(g(s)− g(t) + U(t)) .
Q is the max-plus equivalent of Π . More precisely, define H(t, s) for s ≥ 0 and
t ≥ 0 by
H(t, s) =
{
g(t)− g(s) if t ≤ s
0 if t ≥ s, (22)
so that
(QU)(t) = sup
s≥0
(H(t, s) + U(s)) ,
and further, t 7→ H(t, s) is nondecreasing and s 7→ H(t, s) is nonincreasing therefore
Q is a max-plus linear operator from G to G ([4, Theorem 4.1.3]).
Now consider the problem (P20′) obtained by relaxing the condition U(0) = 0:
(P20′)
U ∈ GU(t) ≥ f(t) for all t ≥ 0
U(t)− U(s) ≤ g(t)− g(s) for all t ≥ 0 and s ≥ 0 with s ≤ t.
The problem (P20′) is equivalent to
U(t) ≥ max(f(t), (QU)(t)), for all t ≥ 0.
We have shown that the operator Q is max-plus linear, therefore it is isotone and lower-
semi continuous. Thus, by [4, Theorem 4.3.2], the problem (P20′) has a minimal solu-
tion U = Qf , where Q is the max-plus closure of Q. The max-plus closure of Q is the
supremum of the identity and the iterates of Q.
Next, it is straightforward to check that Q is idempotent, i.e., Q ◦ Q = Q and that
(QU)(t) ≥ U(t) for all t ≥ 0 and U ∈ G. It follows that Q = Q. Therefore, Problem
(P20′) has a maximal solution, equal to U = Qf , which is the same as Eq.(21).
It remains to check that U ∈ F , i.e., that U(0) = 0. Note that Q does not map F
to F . However, we have assumed that f(0) = g(0) = 0 and f(s) ≥ g(s) for all s ≥ 0;
therefore
U(0)
def
= sup
s≥0
(−g(s) + f(s)) = 0.
Thus U is a solution of (P20). As in the end of the proof of Lemma 1, this shows that
U is the minimal solution of (P20). 
