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INVARIANT MANIFOLDS FOR STOCHASTIC PARTIAL
DIFFERENTIAL EQUATIONS
JINQIAO DUAN, KENING LU, AND BJO¨RN SCHMALFUSS
Abstract. Annals of Probability 31(2003), 2109-2135. Invariant man-
ifolds provide the geometric structures for describing and understanding dy-
namics of nonlinear systems. The theory of invariant manifolds for both finite
and infinite dimensional autonomous deterministic systems, and for stochastic
ordinary differential equations is relatively mature. In this paper, we present
a unified theory of invariant manifolds for infinite dimensional random dy-
namical systems generated by stochastic partial differential equations. We
first introduce a random graph transform and a fixed point theorem for non-
autonomous systems. Then we show the existence of generalized fixed points
which give the desired invariant manifolds.
Short Title: Invariant Manifolds for SPDEs
1. Introduction
Invariant manifolds are essential for describing and understanding dynamical be-
havior of nonlinear and random systems. Stable, unstable and center manifolds
have been widely used in the investigation of infinite dimensional deterministic
dynamical systems. In this paper, we are concerned with invariant manifolds for
stochastic partial differential equations.
The theory of invariant manifolds for deterministic dynamical systems has a long
and rich history. It was first studied by Hadamard [12], then, by Liapunov [15]
and Perron [19] using a different approach. Hadamard’s graph transform method is
a geometric approach, while Liapunov-Perron method is analytic in nature. Since
then, there is an extensive literature on the stable, unstable, center, center-stable,
and center-unstable manifolds for both finite and infinite dimensional deterministic
autonomous dynamical systems (see Babin and Vishik [2] or Bates et al. [3] and the
references therein). The theory of invariant manifolds for non-autonomous abstract
semilinear parabolic equations may be found in Henry [13]. Invariant manifolds with
invariant foliations for more general infinite dimensional non-autonomous dynami-
cal systems was studied in Chow et al.[7]. Center manifolds for infinite dimensional
non-autonomous dynamical systems was considered in Chicone and Latushkin [6].
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Recently, there are some works on invariant manifolds for stochastic or random
ordinary differential equations (finite dimensional systems) by Wanner [27], Arnold
[1], Mohammed and Scheutzow [17], and Schmalfuß [22]. Wanner’s method is based
on the Banach fixed point theorem on some Banach space containing functions with
particular exponential growth conditions, which is essentially the Liapunov-Perron
approach. A similar technique has been used by Arnold. In contrast to this method,
Mohammed and Scheutzow have applied a classical technique due to Ruelle [20]
to stochastic differential equations driven by semimartingals. In Caraballo et al.
[25] an invariant manifold for a stochastic reaction diffusion equation of pitchfork
type has been considered. This manifold connects different stationary solutions
of the stochastic differential equation. In Koksch and Siegmund [14] the pullback
convergence has been used to construct an inertial manifold for non-autonomous
dynamical systems.
In this paper, we will prove the existence of an invariant manifold for a nonlinear
stochastic evolution equation with a multiplicative white noise:
(1)
dφ
dt
= Aφ+ F (φ) + φ W˙
where A is a generator of a C0-semigroup satisfying a exponential dichotomy condi-
tion, F (φ) is a Lipschitz continuous operator with F (0) = 0, and φ W˙ is the noise.
The precise conditions on them will be given in the next section. Some physical
systems or fluid systems with noisy perturbations proportional to the state of the
system may be modeled by this equation.
A similar object, inertial manifolds, has been considered by Bensoussan and Flan-
doli [4], Chueshov and Girya [11] or Da Prato and Debussche [9] for the equations
with pure white noises. Their approaches [9] and [11] are based on properties of
Ito stochastic differential equations like Ito’s formula, martingales and Ito integrals.
Here, we consider the stochastic partial differential equations with multiplicative
noises and our method is based on the theory of random dynamical systems. In
particular, we are able to formulate conditions such that a general random evolution
equation
(2)
dφ
dt
= Aφ+G(θtω, φ)
has an invariant manifold providing a condition on the spectral gap and the Lips-
chitz constant of G in φ. The random dynamical systems generated by (1) and (2)
are conjugated, which allows us to determinate the manifold for (1) by the manifold
for (2).
Our method showing the existence of an invariant manifold is different from the
methods mentioned above, which is an extension of the result by Schmalfuß [21].
However, this article only deals with a finite dimensional equation which is semi-
coupled. We will introduce a random graph transform. In contrast to [4], [11],
and [9] this graph transform defines a new and lifted random dynamical system on
the space of appropriate graphs. One ingredient of a random dynamical system is
a cocycle (see the next section). An invariant graph of this graph transform is a
generalized fixed point for a cocycle. This generalized fixed point defines an entire
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trajectory for the cocycle. Applying this fixed point theorem to the graph trans-
form dynamical system, we can find under a gap condition a fixed point contained
in the set of Lipschitz continuous graphs which represent the invariant manifold.
The main assumption is the gap condition formulated by a linear two-dimensional
random equation. This equation allows us to calculate a priori estimate for the
fixed point theorem. We note that this linear random differential equation has a
nontrivial invariant manifold if and only if the gap condition is satisfied. Hence,
our results are optimal in this sense.
We believe that our technique can be applied to other cases that are treated in
Bates et al. [3].
We also note that we do not need to use the semigroup given by the skew product
flow.
In Section 2, we recall some basic concepts for random dynamical systems and show
that the stochastic partial differential equation (1) generates a random dynamical
system. We introduce a random graph transform in Section 3. A generalized fixed
point theorem is presented in Section 4. Finally, we present the main theorem on
invariant manifolds in Section 5.
2. Random dynamical systems
We recall some basic concepts in random dynamical systems. Let (Ω,F ,P) be a
probability space. A flow θ of mappings {θt}t∈R is defined on the sample space Ω
such that
(3) θ : R× Ω→ Ω, θ0 = idΩ, θt1 ◦ θt2 = θt1+t2
for t1, t2 ∈ R. This flow is supposed to be (B(R)⊗F ,F)-measurable, where B(R)
is the collection of Borel sets on the real line R. To have this measurability, it
is not allowed to replace F by its P-completion FP; see Arnold [1] Page 547. In
addition, the measure P is assumed to be ergodic with respect to {θt}t∈R. Then
(Ω,F ,P,R, θ) is called a metric dynamical system.
For our applications, we will consider a special but very important metric dynamical
system induced by the Brownian motion. Let W (t) be a two-sided Wiener process
with trajectories in the space C0(R,R) of real continuous functions defined on R,
taking zero value at t = 0. This set is equipped with the compact open topology. On
this set we consider the measurable flow θ = {θt}t∈R, defined by θtω = ω(·+t)−ω(t).
The distribution of this process generates a measure on B(C0(R,R)) which is called
the Wiener measure. Note that this measure is ergodic with respect to the above
flow; see the Appendix in Arnold [1]. Later on we will consider, instead of the whole
C0(R,R), a {θt}t∈R-invariant subset Ω ⊂ C0(R,R) of P-measure one and the trace
σ-algebra F of B(C0(R,R)) with respect to Ω. A set Ω is called {θt}t∈R-invariant
if θtΩ = Ω for t ∈ R. On F we consider the restriction of the Wiener measure also
denoted by P.
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The dynamics of the system on the state space H over the flow θ is described by a
cocycle. For our applications it is sufficient to assume that (H, dH) is a complete
metric space. A cocycle φ is a mapping:
φ : R+ × Ω×H → H
which is (B(R)⊗F ⊗ B(H),F)-measurable such that
φ(0, ω, x) = x ∈ H,
φ(t1 + t2, ω, x) = φ(t2, θt1ω, φ(t1, ω, x)),
for t1, t2 ∈ R
+, ω ∈ Ω, and x ∈ H . Then φ together with the metric dynamical
system forms a random dynamical system.
Random dynamical systems are usually generated by differential equations with
random coefficients
φ′ = f(θtω, φ), φ(0) = x ∈ R
d
or finite dimensional stochastic differential equations
dφ = f(φ)dt+ g(φ)dW, φ(0) = x ∈ Rd
provided that the global existence and the uniqueness can be ensured. For details
see Arnold [1]. We call a random dynamical system continuous if the mapping
x→ φ(t, ω, x)
is continuous for t ∈ R+ and ω ∈ Ω.
Now we start our investigation on the following stochastic partial differential equa-
tion
(4)
dφ
dt
= Aφ+ F (φ) + φ W˙
on a separable Banach space (H, ‖ · ‖H). Here A is a linear partial differential
operator; W (t) is an one dimensional standard Wiener process, and W˙ describes
formally a white noise. Note that φ W˙ is interpreted as a Stratonovich differential.
However, the existence theory for stochastic evolution equations is usually formu-
lated for Ito equations as in Da Prato and Zabczyk [8], Chapter 7. The equivalent
Ito equation for (4) is given by
(5) dφ = Aφdt+ F (φ) dt +
φ
2
dt+ φdW.
In the following, we assume that the linear (unbounded) operator A : D(A) →
H generates a strongly continuous semigroup {S(t)}t≥0 on H . Furthermore, we
assume that S(t) satisfies the exponential dichotomy with exponents λˆ > λˇ and
bound M , i.e., there exists a continuous projection π+ on H such that
(i) π+S(t) = S(t)π+;
(ii) the restriction S(t)|R(pi+), t ≥ 0, is an isomorphism of R(π
+) onto itself,
and we define S(t) for t < 0 as the inverse map.
(iii)
(6) ‖π+S(t)π+‖H,H ≤Me
λˆt, t ≤ 0, ‖π−S(t)π−‖H,H ≤Me
λˇt, t ≥ 0
where π− = I − π+.
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Denote H− = π−H and H+ = π+H . Then, H = H+ ⊕H−.
For simplicity we set M = 1. For instance, if the operator −A is a strongly
elliptic and symmetric differential operator on a smooth domain D¯ of order 2 under
the homogeneous Dirichlet boundary conditions, then the above assumptions are
satisfied with H = L2(D). In this case A has the spectrum
λ1 > · · · > λu > λu+1 > λu+2 > · · ·
where the space spanned by the associated eigenvectors is equal to H . For any λu
the associated eigenspace is finite dimensional. The space H+ is spanned by the
associated eigenvectors for λ1, λ2, · · · , λu and λˆ = λu > λu+1 = λˇ.
We assume that F is Lipschitz continuous on H
‖π±(F (x1)− F (x2))‖H ≤ L‖x1 − x2‖H
with the Lipschitz constant L > 0. Then, for any initial data x ∈ H , there exists
a unique solution of (5). For details about the properties of this solution see Da
Prato and Zabczyk [8], Chapter 7. We also assume that F (0) = 0.
The stochastic evolution equation (5) can be written in the following mild integral
form:
φ(t) = S(t)x+
∫ t
0
(S(t− τ)(F (φ(τ)) +
φ(τ)
2
)dτ +
∫ t
0
S(t− τ)φ(τ)dW, x ∈ H
almost surely for any x ∈ H . Note that the theory in [8] requires that the associated
probability space is complete.
In order to apply the random dynamical systems techniques, we introduce a coordi-
nate transform converting conjugately a stochastic partial differential equation into
an infinite dimensional random dynamical system. Although it is well-known that a
large class of partial differential equations with stationary random coefficients and
Ito stochastic ordinary differential equations generate random dynamical systems
(for details see Arnold [1], Chapter 1), this problem is still unsolved for stochastic
partial differential equations with a general noise term C(u) dW . The reasons are:
(i) The stochastic integral is only defined almost surely where the exceptional set
may depend on the initial state x; and (ii) Kolmogorov’s theorem, as cited in Ku-
nita [16] Theorem 1.4.1, is only true for finite dimensional random fields. Moreover,
the cocycle has to be defined for any ω ∈ Ω.
However, for the noise term φdW considered here, we can show that (5) generates
a random dynamical system. To prove this property, we need the following prepa-
ration.
We consider the one-dimensional linear stochastic differential equation:
(7) dz + z dt = dW.
A solution of this equation is called an Ornstein-Uhlenbeck process.
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Lemma 2.1. i) There exists a {θt}t∈R-invariant set Ω ∈ B(C0(R,R)) of full mea-
sure with sublinear growth:
lim
t→±∞
|ω(t)|
|t|
= 0, ω ∈ Ω
of P-measure one.
ii) For ω ∈ Ω the random variable
z(ω) = −
∫ 0
−∞
eτω(τ)dτ
exists and generates a unique stationary solution of (7) given by
Ω× R ∋ (ω, t)→ z(θtω) = −
∫ 0
−∞
eτθtω(τ)dτ = −
∫ 0
−∞
eτω(τ + t)dτ + ω(t).
The mapping t→ z(θtω) is continuous.
iii) In particular, we have
lim
t→±∞
|z(θtω)|
|t|
= 0 for ω ∈ Ω.
iv) In addition,
lim
t→±∞
1
t
∫ t
0
z(θτω)dτ = 0
for ω ∈ Ω.
Proof. i) It follows from the law of iterated logarithm that there exists a set Ω1 ∈
B(C0(R,R)), P(Ω1) = 1, such that
lim sup
t→±∞
|ω(t)|√
2|t| log log |t|
= 1
for ω ∈ Ω1. The set of these ω’s is {θt}t∈R-invariant.
ii) This can be proven as in Øksendal [18] Page 35. The existence of the integral
on the right hand side for ω ∈ Ω1 follows from the law of iterated logarithm. Using
the law of iterated logarithm again, the function
τ → eτ sup
[t0−1,t0+1]
|ω(τ + t0)|
is an integrable majorant for eτω(τ + t) for t ∈ [t0 − 1, t0 + 1] and τ ∈ (−∞, 0].
Hence the continuity at t0 ∈ R follows straightforwardly from Lebesgue’s theorem
of dominated convergence.
iii) By the law of iterated logarithm, for 1/2 < δ < 1 and ω ∈ Ω1 there exists a
constant Cδ,ω > 0 such that
|ω(τ + t)| ≤ Cδ,ω + |τ + t|
δ ≤ Cδ,ω + |τ |
δ + |t|δ, τ ≤ 0.
Hence
lim
t→±∞
∣∣∣∣1t
∫ 0
−∞
eτω(τ + t)dτ
∣∣∣∣ ≤ limt→±∞ 1|t|
∫ 0
−∞
eτ (Cδ,ω + |τ |
δ + |t|δ)dτ = 0,
lim
t→±∞
ω(t)
t
= 0
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which gives the convergence relation in iii). Hence, these convergence relations al-
ways define a {θt}t∈R-invariant set which has a full measure.
iv) Clearly, Ez = 0 from ii). Hence by the ergodic theorem we obtain iv) for
ω ∈ Ω2 ∈ B(C0(R,R)). This set Ω2 is also {θt}t∈R-invariant. Then we set
Ω := Ω1 ∩Ω2.
The proof is complete. 
We now replace B(C0(R,R)) by
F = {Ω ∩A, A ∈ B(C0(R,R))}
for Ω given in Lemma 2.1. The probability measure is the restriction of the Wiener
measure to this new σ-algebra, which is also denoted by P. In the following we will
consider the metric dynamical system
(Ω,F ,P,R, θ).
We now back to show that the solution of (5) defines a random dynamical system.
To see this, we consider the random partial differential equation
(8)
dφ
dt
= Aφ+G(θtω, φ) + z(θtω)φ, φ(0) = x ∈ H
where G(ω, u) := e−z(ω)F (ez(ω)u). It is easy to see that for any ω ∈ Ω the function
G has the same global Lipschitz constant L as F . In contrast to the original
stochastic differential equation, no stochastic integral appears here. The solution
can be interpreted in a mild sense
(9) φ(t) = e
∫
t
0
z(θτω)dτS(t)x+
∫ t
0
e
∫
t
τ
z(θrω)drS(t− τ)G(θτω, φ(τ))dτ.
We note that this equation has a unique solution for every ω ∈ Ω. No exceptional
sets appear. Hence the solution mapping
(t, ω, x)→ φ(t, ω, x)
generates a random dynamical system. Indeed, the mapping φ is (B(R) ⊗ F ⊗
B(H),F)-measurable.
Let φˆ(t, ω, x) be the solution mapping of (5) which is defined for ω ∈ Ω ∈ FP, P(Ω) =
1. We now introduce the transform
(10) T (ω, x) = xe−z(ω)
and its inverse transform
(11) T−1(ω, x) = xez(ω)
for x ∈ H and ω ∈ Ω.
Lemma 2.2. Suppose that φ is the random dynamical system generated by (8).
Then
(12) (t, ω, x)→ T−1(θtω, ·) ◦ φ(t, ω, T (ω, x)) =: φˆ(t, ω, x)
is a random dynamical system. For any x ∈ H this process is a solution version of
(5).
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Proof. Applying the Ito formula to T (θtω, φˆ(t, ω, T
−1(ω, x))) gives a solution of (8).
The converse is also true, since T−1(θtω, x) and φ(t, ω, x)) are defined for any ω ∈ Ω
and T−1 is the inverse of T , and thus
(t, ω, x)→ T−1(θtω, φ(t, ω, T (ω, x)))
gives a solution of (5) for each ω ∈ Ω. It is easy to check that (12) defines a random
dynamical system. Since φ is measurable with respect to F so is this φˆ. 
Similar transformations have been used by Caraballo, Langa and Robinson [25] and
Schmalfuß [21]. Note that our transform has the advantage that the solution of (8)
generates a random dynamical system for the ω-wise differential equation.
In Section 5 we will prove the existence of invariant manifolds generated by (8).
These invariant manifolds can be transformed into invariant manifolds for (4).
3. Random graph transform
In this section, we construct a random graph transform. The fixed point of this
transform gives the desired invariant manifold for the random dynamical system φ
generated by (8).
We first recall that a multifunction M = {M(ω)}ω∈Ω of nonempty closed sets
M(ω), ω ∈ Ω, contained in a complete separable metric space (H, dH) is called a
random set if
ω → inf
y∈M(ω)
dH(x, y)
is a random variable for any x ∈ H .
Definition 3.1. A random set M(ω) is called an invariant set if
φ(t, ω,M(ω)) ⊂M(θtω).
If we can represent M by a graph of a Lipschitz mapping
γ∗(ω, ·) : H+ → H−, H+ ⊕H− = H
such that
M(ω) = {x+ + γ∗(ω, x+), x+ ∈ H+},
then M(ω) is called a Lipschitz continuous invariant manifold.
Let γ(·) : H+ → H− be a Lipschitz continuous function with Lipschitz constant
Lγ ≥ 0 and also let γ(0) = 0. We consider the system of equations
w(t) =e
∫
t
T
z(θτω)dτπ+S(t− T )y+
−
∫ T
t
e
∫
t
τ
z(θτ′ω)dτ
′
π+S(t− τ)π+G(θτω,w(τ) + v(τ))dτ
v(t) =e
∫
t
0
z(θτω)dτπ−S(t)γ(w(0))
+
∫ t
0
e
∫
t
τ
z(θτ′ω)dτ
′
π−S(t− τ)π−G(θτω,w(τ) + v(τ))dτ
(13)
on some interval [0, T ]. Note that if (13) has a solution (w, v) on [0, T ] then w(0)
defines a mapping γ → Ψ(T, θTω, γ)(y
+) and v(T ) defines another mapping
(14) γ → Φ(T, ω, γ)(y+).
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This latter mapping Φ will serve as the random graph transform.
Recall that a random variable ω → γ∗(ω) is a generalized fixed point of the mapping
Φ if
(15) Φ(T, ω, γ∗(ω)) = γ∗(θTω).
for ω ∈ Ω, T ≥ 0. We assume that γ∗(ω) is a Lipschitz continuous mapping
from H+ to H− and it takes zero value at zero. Conditions for the existence
of a generalized fixed point are derived in the next section in the case of Φ a
random dynamical system. The following theorem describes the relation between
generalized fixed points and invariant manifolds.
Theorem 3.2. Suppose that γ∗ is the generalized fixed point of the mapping Φ.
Then the graph of γ∗ is the invariant manifold M(ω) of the random dynamical
system φ generated by (8).
Proof. Let M(ω) be the graph of γ∗(ω) such that (x+, γ∗(x+, ω)) ∈ M(ω). Then
for x+, y+ ∈ H+, we obtain
φ(T, ω, x+ + γ∗(ω, x+)) =π+φ(T, ω, x+ + γ∗(ω, x+)) + π−φ(T, ω, x+ + γ∗(ω, x+))
=y+ + π−φ(T, ω,Ψ(T, θTω, γ
∗(ω))(y+)
+ γ∗(ω,Ψ(T, θTω, γ
∗(ω))(y+)))
=y+ +Φ(T, ω, γ∗(ω))(y+) = y+ + γ∗(θTω)(y
+) ∈M(θTω)
by the definition of Ψ:
x+ = Ψ(T, θTω, γ
∗(ω))(y+) if and only if y+ = π+φ(T, ω, x+ + γ∗(ω, x+)).
For the measurability statement see Section 5 below. 
By this theorem, we can find invariant manifolds of the random dynamical system
φ generated by (8) by finding generalized fixed points of the mapping Φ defined in
(14). To do so, we will use a generalized fixed point theorem for cocycles and thus
we need to show that the above mapping Φ is in fact a random dynamical system.
For the remainder of this section we will show that Φ defines a random dynamical
system. We will achieve this in a few lemmas.
In the following we denote by C0,10 (H
+;B) the Banach space of Lipschitz continuous
functions from H+, with value zero at zero, into a Banach space B with the usual
(Lipschitz) norm
‖u‖C0,1
0
= sup
y
+
1
6=y+
2
∈H+
‖u(y+1 )− u(y
+
2 )‖B
‖y+1 − y
+
2 ‖H
.
Moreover, CG0 (H
+;B) denotes the Banach space of bounded continuous functions,
with value zero at zero and with linearly growth. The norm in this space is defined
as
‖u‖CG
0
= sup
06=y+∈H+
‖u(y+)‖B
‖y+‖H
.
We first present a result about the existence of a solution of the integral system
(13). The proof is quite technical and is given in the Appendix.
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Lemma 3.3. Let L be the Lipschitz constant of the nonlinear term G(ω, ·) in the
random partial differential equation (8). Then for any γ ∈ C0,10 (H
+;H−), ω ∈ Ω,
there exists a T = T (γ, ω) > 0 such that on [0, T ] the integral system (13) has a
unique solution (w(·), v(·)) ∈ C([0, T ];CG0 (H
+;H+)× CG0 (H
+;H−)).
Let C([0, T ];B) be the space of continuous mappings from [0, T ] into B. Note that
for some T > 0 and γ ∈ C0,10 (H
+;H−), the fixed point problem defined by the inte-
gral system (13) has a contraction constant less than one. Then for T ′ < T and some
Lipschitz continuous function γ′ ∈ C0,10 (H
+;H−) such that ‖γ′‖C0,1
0
≤ ‖γ‖C0,1
0
the
same contraction constant can be chosen. This follows from the structure of the
contraction constant; see (30) below.
We would like to calculate a priori estimates for the solution of (13). To do this
we need the following lemma and its conclusion on monotonicity will also be used
later on.
Lemma 3.4. We consider the differential equations
W ′ = λˆW + z(θtω)W − LW − LV,
V ′ = λˇV + z(θtω)V + LW + LV
(16)
with generalized initial conditions
W (T ) = Y ≥ 0, V (0) = ΓW (0) + C, Γ, C ≥ 0.(17)
Then this system has a unique solution on [0, T ] for some T = T (Γ, C, ω) > 0. This
interval is independent of C. Let Wˆ , Vˆ be solutions of (16) but with the generalized
initial conditions
Wˆ (T ) = Y ≥ 0, Vˆ (0) = ΓˆWˆ (0) + Cˆ, 0 ≤ Γˆ ≤ Γ, 0 ≤ Cˆ ≤ C.
Then we have 0 ≤ Vˆ (t) ≤ V (t) and 0 ≤ Wˆ (t) ≤W (t) for t ∈ [0, T ].
The proof is given in the Appendix.
Now we can compare the norms for the solution of (13) and that of (16)-(17).
Lemma 3.5. Let [0, T ] be an interval on which the assumptions of the Banach
fixed point theorem (see the proofs of Lemma 3.3, 3.4) are satisfied for (13) and
(16)-(17) for some γ ∈ C0,10 (H
+;H−). Then the norm of the solution of (13) is
bounded by the solution of (16)- (17) with Y = 1, C = 0, and Γ = Lγ being the
Lipschitz norm of γ. That is,
‖w(t)‖CG
0
≤W (t), ‖v(t)‖CG
0
≤ V (t).
The proof is given in the Appendix.
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We obtain from Lemma 3.3 that w(t, y+), v(t, y+) exist for any y+ ∈ H+ on some
interval [0, T ]. We also have ‖w(T )‖C0,1
0
= 1 and
‖γ(w(0, y+1 ))− γ(w(0, y
+
2 ))‖H
‖y+1 − y
+
2 ‖H
=
‖γ(w(0, y+1 ))− γ(w(0, y
+
2 ))‖H
‖w(0, y+1 )− w(0, y
+
2 )‖H
×
×
‖w(0, y+1 )− w(0, y
+
2 )‖H
‖y+1 − y
+
2 ‖H
≤Lγ‖w(0)‖C0,1
0
for y+1 6= y
+
2 and w(0, y
+
1 ) 6= w(0, y
+
2 ). Hence ‖v(0)‖C0,1
0
≤ Lγ‖w(0)‖C0,1
0
. We
have that w(0, y+1 ) 6= w(0, y
+
2 ) because Ψ(T, θTω, γ)(·) is a bijection. Indeed this
mapping is the inverse of x+ → π+φ(T, ω, x+ + γ(x+)) on H+. One can see this
if we plug in x+ = Ψ(T, θTω, γ)(·), which is given by w(0), the right hand side of
(13) at zero into the π+-projection of the right hand side of (9) for t = T , and vice
versa if we plug in this expression into the right hand side of the first equation of
(13). On the other hand, we have
‖π±G(ω,w(y+1 ) + v(y
+
1 ))− π
±G(ω,w(y+2 ) + v(y
+
2 ))‖H
‖y+1 − y
+
2 ‖H
≤ L
‖w(y+1 ) + v(y
+
1 )− (w(y
+
2 ) + v(y
+
2 ))‖H
‖y+1 − y
+
2 ‖H
≤ L
‖w(y+1 )− w(y
+
2 )‖H
‖y+1 − y
+
2 ‖H
+ L
‖v(y+1 )− v(y
+
2 )‖H
‖y+1 − y
+
2 ‖H
.
Repeating the arguments of Lemma 3.5 we obtain
‖w(y+1 )− w(y
+
2 )‖H
‖y+1 − y
+
2 ‖H
≤W (t),
‖v(y+1 )− v(y
+
2 )‖H
‖y+1 − y
+
2 ‖H
≤ V (t)
for any y+1 6= y
+
2 . Hence, we have the following result.
Lemma 3.6. The solution of the integral system (13) has the following regular-
ity: w(t) ∈ C0,10 (H
+;H+) and v(t) ∈ C0,10 (H
+;H−). In particular, Φ(T, ω, γ) ∈
C0,10 (H
+;H−) for sufficiently small T . Moreover, the comparison result in Lemma
3.5 remains true.
Note that by the fixed point argument, Φ(T, ω, γ) and Ψ(T, θTω, γ) exist only for
small T . We would like to extent these definitions to T ∈ R+. To see this, we are
going to show that if the Lipschitz constant of γ is bounded by a particular value,
then the Lipschitz constant of µ = Φ(T, ω, γ) has the same bound.
As a preparation we consider the matrix
B :=
(
λˆ− L −L
L λˇ+ L
)
which has the eigenvalues λ+, λ−. These eigenvalues are real and distinct if and
only if
(18) λˆ− λˇ > 4L.
Then the associated eigenvectors can be written as
(e+, 1), (e−, 1).
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We order λ+, λ− as λ+ > λ−. The elements e+, e− are positive.
Lemma 3.7. Let T = T (Γ, 0, ω) > 0 be chosen such that (16), (17) have a solution
on [0, T ] given by the fixed point argument for Γ = e−1+ =: κ, Y = 1 and C =
0. Then the closed ball BC0,1
0
(0, κ) in C0,10 (H
+;H−) will be mapped into itself:
Φ(T, ω,BC0,1
0
(0, κ)) ⊂ BC0,1
0
(0, κ).
Proof. Let Q1(t)~x0 be the solution of the linear initial value problem
~x′ = B~x, ~x(0) = ~x0
and let
Q2(t) =
(
e
∫
t
0
z(θτω)dτ 0
0 e
∫
t
0
z(θτω)dτ
)
be the solution operator of
ψ′ = z(θtω)ψ, ψ(0) = ψ0,
η′ = z(θtω)η, η(0) = η0.
Note that Q2(t) and Q1(t) commute. Hence Q2(t)Q1(t) is a solution operator of
the linear differential equation (16). Since
Q1(t)
(
e+
1
)
= eλ+t
(
e+
1
)
we obtain that
Q2(t)Q1(t)
(
e+
1
)
= eλ+t+
∫
t
0
z(θτω)dτ
(
e+
1
)
.
For the initial conditions Y = 1, Γ = e−1+ we can calculate explicitly for the solution
of (16), (17)
W (0) = e−λ+T−
∫
T
0
z(θτω)dτ , c1 = e
−1
+ e
−λ+T−
∫
T
0
z(θτω)dτ
and c2 = 0. Hence V (T ) = e
−1
+ . By the comparison results from Lemmas 3.5
and3.6, we find that ‖w(0)‖C0,1
0
≤ W (0) and ‖v(T )‖C0,1
0
= ‖Φ(T, ω, γ)‖C0,1
0
≤
V (T ) = e−1+ for small T depending on ω such that
Φ(T, ω,BC0,1
0
(0, κ)) ⊂ BC0,1
0
(0, κ).

Since we will equip BC0,1
0
(0, κ) with the CG0 -norm in Section 5, in the following we
will choose the state space H = BC0,1
0
(0, κ) with the metric dH(x, y) := ‖x− y‖CG
0
.
Now we show that the random graph transform Φ defines a random dynamical
system.
Theorem 3.8. Suppose that the gap condition (18) is satisfied. Then Φ is well-
defined by (14) for any T ≥ 0, ω ∈ Ω and γ ∈ H. In addition, Φ together with
the metric dynamical system θ induced by the Brownian motion defines a random
dynamical system. In particular, the following measurability for the operators of
the cocycle holds:
Ω ∋ ω → Φ(T, ω, γ)(y+) ∈ H−
is (F ,B(H−))-measurable for any y+ ∈ H+, T ≥ 0.
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Proof. By Lemma 3.3, the mapping Φ(T, ω, γ) is defined for small T . So we first
have to extend this definition for any T > 0.
To this end we introduce random variables Tκ(ω) > 0 by
Tκ(ω) :=
1
2
inf{T > 0 : K(ω, T, κ) ≥ 1}
where K is defined in (30) below. Since T → K(ω, T, κ) is continuous in T this is
a random variable. Hence, K(ω, Tκ(ω), κ) < 1, and (13) has a unique solution on
[0, Tκ(ω)] for γ ∈ H. We define a sequence by T1 = T1(ω) = Tκ(ω), T2 = T2(ω) =
Tκ(θT1(ω)ω) and so on. Suppose that for some ω ∈ Ω we have that
∑∞
i=1 Ti(ω) =
T0 < ∞. Then the definition of K in (30) implies that
∫ T0
0
|z(θτω)|dτ = ∞. This
is a contradiction, because by Lemma 2.1 the mapping t → z(θtω) is continuous.
Hence for any T > 0 and ω ∈ Ω there exists an i = i(T, ω) such that
T = T1 + T2 + · · ·+ Ti−1 + Tˆi, 0 < Tˆi ≤ Ti.
We can now define
(19) Φ(T, ω, γ) = Φ(Tˆi, θTi−1ω, ·) ◦ Φ(Ti−1, θTi−2ω, ·) ◦ · · · ◦ Φ(T1, ω, γ).
We show that the right hand side satisfies (13).
Suppose that (w1, v1) = (w1(t, ω, γ, y+), v1(t, ω, γ, y+)) is given by (13) on some
interval [0, t1], t1 ≤ T1 for γ ∈ H. We have
µ(·) := v1(t1, ω, γ, ·) = Φ(t1, ω, γ)(·) ∈ H,
see Lemma 3.7. Similarly,
(w2, v2) = (w2(t, θt1ω, µ, z
+), v2(t, θt1ω, µ, z
+))
is given by (13) on some interval [0, t2], t2 ≤ T2. We set
w(t, ω, γ, z+) =
{
w1(t, ω, γ, w2(0, θt1ω, µ, z
+)) : t ∈ [0, t1]
w2(t− t1, θt1ω, µ, z
+) : t ∈ (t1, t1 + t2]
.
By the variation of constants formula on w we have for t ∈ [0, t1]
e
∫
t
t1
z(θτω)dτπ+S(t− t1)e
∫
0
t2
z(θτ+t1ω)dτπ+S(−t2)z
+
− π+S(t− t1)e
∫
t
t1
z(θτω)dτ
∫ t2
0
π+S(−τ)e
∫
0
τ
z(θr+t1ω)drπ+G(θτ+t1ω,w
2 + v2)dτ
−
∫ t1
t
π+S(t− τ)e
∫
t
τ
z(θrω)drπ+G(ω,w1 + v1)dτ
=e
∫
t
t1+t2
z(θτω)dτπ+S(t− t1 − t2)z
+
−
∫ t1+t2
t
π+S(t− τ)e
∫
t
τ
z(θrω)drπ+G(θτω,w + v)dτ = w(t).
(20)
Now we consider the second equation of (13) with initial condition
γ(w(0)) = γ(w1(0, ω, γ, w2(0, θt1ω, µ, z
+))).
Then at t1 we have for the solution of the second equation
v1(t1, ω, γ, w
2(0, θt1ω, µ, z
+)) = µ(w2(0, θt1ω, µ, z
+))
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which is equal to v2(0, θt1ω, µ, z
+). Hence for
v(t, ω, γ, z+) =
{
v1(t, ω, γ, w2(0, θt1ω, µ, z
+)) : t ∈ [0, t1]
v2(t− t1, θt1ω, µ, z
+) : t ∈ (t1, t1 + t2]
we can find
v(t1 + t2) =e
∫ t1+t2
0
z(θτω)dτπ−S(t1 + t2)γ(w(0))
+
∫ t1+t2
0
e
∫
t1+t2
τ
z(θτ′ω)dτ
′
π−S(t1 + t2 − τ)π
−G(θτω,w(τ) + v(τ))dτ
which gives us together with (20) that (w, v) solves (13) on [0, t1 + t2] and v(t1 +
t2) = Φ(t1 + t2, ω, γ)(z
+). Since µ ∈ H so is Φ(t1 + t2, ω, γ)(z
+) by Lemma (3.7).
The extension of the definition of Φ is correct since we obtain the same value for
different t1 ∈ [0, T1], t2 ∈ [0, T1] whenever t1 + t2 = const. For this uniqueness we
note that z → w(0, ω, γ, z+) given by the above formula is the inverse of x+ →
π+φ(t1 + t2, ω, x
+ + γ(x+)) which is independent of the choice of t1 and t2. This
implied the independence of v(t1 + t2) on t1 + t2 = const. By a special choice of
t1, t2 (for instance t1 = T1, t2 = T2 and continuing the above iteration procedure
we get (19). By this iteration we also obtain that Φ(T, ω, γ) ∈ H.
For the measurability, we note that
Ψ(T ∧ Tκ(ω), θT∧Tκ(ω), γ)(y
+), Φ(T ∧ Tκ(ω), θT∧Tκ(ω), γ)(y
+)
are F , H±-measurable because these expressions are given as an ω-wise limit of the
iteration of the Banach fixed point theorem starting with a measurable expression.
On the other hand,
y+ → Ψ(T ∧ Tκ(ω), θT∧Tκ(ω), γ)(y
+), y+ → Φ(T ∧ Tκ(ω), θT∧Tκ(ω), γ)(y
+)
is continuous. Hence by Castaing and Valadier [5], Lemma III.14, the above terms
are measurable with respect to (ω, y+). The measurability follows now by the
composition formula (19). 
Remark 3.9. i) Note that the solution of (16), (17) can be extended to any time
interval [0, T ]. Then lemma 3.5, 3.5 remain true for any T > 0.
ii) Similar to the extension procedure we can show that Ψ(T, ω, γ) is defined for
any T > 0, ω ∈ Ω and γ ∈ H.
4. Existence of generalized fixed points
By Theorem 3.2, the problem of finding invariant manifolds for a cocycle is equiva-
lent to finding generalized fixed points for a related (but different) cocycle. In this
section, we present a generalized fixed point theorem for cocycles.
Let Ω and θ be as in Section 2, except that, in this section, we do not need any
measurability assumptions. Namely, Ω is an invariant set (of full measure) under
the metric dynamical system θ. Let Φ be a cocycle on a complete metric space
(G, dG).
Recall that a mapping γ∗ : Ω→ G is called a generalized fixed point of the cocycle
Φ if
Φ(t, ω, γ∗(ω)) = γ∗(θtω) for t ∈ R.
Note that by the invariance of Ω with respect to {θt}t∈R, the trajectory R ∋ t →
γ∗(θtω) ∈ G forms an entire trajectory for Φ.
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The following generalized fixed point theorem for cocycles is similar to the third
author’s earlier work [22].
Theorem 4.1. Let (G, dG) be a complete metric space with bounded metric. Sup-
pose that
Φ(t, ω,G) ⊂ G
for ω ∈ Ω, t ≥ 0 and that x→ Φ(t, ω, x) is continuous. In addition, we assume the
contraction condition: There exists a constant k < 0 such that for ω ∈ Ω
sup
x 6=y∈G
log
dG(Φ(1, ω, x),Φ(1, ω, y))
dG(x, y)
≤ k.
Then Φ has a unique generalized fixed point γ∗ in G. Moreover, the following
convergence property holds
lim
t→∞
Φ(t, θ−tω, x) = γ
∗(ω)
for any ω ∈ Ω and x ∈ G.
Proof. Let x ∈ G. For ω ∈ Ω we consider the sequence
(21) n→ (Φ(n, θ−nω, x)).
To see that this sequence is a Cauchy sequence, we compute by using the cocycle
property
dG(Φ(n, θ−nω, x),Φ(n+ 1, θ−n−1ω, x))
= dG(Φ(n, θ−nω, x),Φ(n, θ−nω,Φ(1, θ−n−1ω, x)))
= dG(Φ(1, θ−1ω,Φ(n− 1, θ−nω, x)),Φ(1, θ−1ω,Φ(n− 1, θ−nω,Φ(1, θ−n−1ω, x))))
≤ ekdG(Φ(n− 1, θ−nω, x),Φ(n− 1, θ−nω,Φ(1, θ−n−1ω, x)))
≤ ekndG(x,Φ(1, θ−n−1ω, x))
for n ∈ N. We denote the limit of this Cauchy sequence by γ∗(ω).
If we replace x in (21) by another element y ∈ G we obtain the same limit which
follows from
dG(Φ(n, θ−nω, x),Φ(n, θ−nω, y)) ≤ e
kndG(x, y).
This implies that γ∗(ω) is independent of choice of x.
Now we prove the convergence property
lim
t→∞
Φ(t, θ−tω, x) = γ
∗(ω).
In fact,
dG(Φ(t, θ−tω, x),Φ([t], θ−[t]ω, x))
= dG(Φ([t], θ−[t]ω, φ(t− [t], θ−tω, x)),Φ([t], θ−[t]ω, x))
≤ ek[t]dG(Φ(t− [t], θ−tω, x), x)→ 0 for t→∞
where [t] denotes the integer part of t. Since Φ(t − [t], θ−tω, x) ∈ G the values
dG(Φ(t− [t], θ−tω, x), x) are uniformly bounded for t ∈ R and x ∈ G.
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Next, we show that γ∗ is, as a matter of fact, a generalized fixed point for Φ. Since
x→ Φ(t, ω, x) is continuous, for t ≥ 0 we obtain
Φ(t, ω, γ∗(ω)) = Φ(t, ω, lim
n→∞
Φ(n, θ−nω, x))
= lim
n→∞
Φ(t+ n, θ−nω, x) = lim
n→∞
Φ(t+ n, θ−n−tθtω, x) = γ
∗(θtω).
Finally, we prove the uniqueness of the generalized fixed point. Suppose there is
another generalized fixed point γ¯∗(ω) ∈ G. Let Γ∗ = {γ∗(θtω), t ∈ R, ω ∈ Ω} and
Γ¯∗ = {γ¯∗(θtω), t ∈ R, ω ∈ Ω}. Since Γ
∗ and Γ¯∗ are bounded in G and
dG(γ
∗(ω), γ¯∗(ω)) = dG(Φ(n, θ−nω, γ
∗(θ−nω)),Φ(n, θ−nω, γ¯
∗(θ−nω)))
≤ ekn sup{dG(x, y)|x ∈ Γ
∗, y ∈ Γ¯∗},
letting n→∞, we have γ∗(ω) = γ¯∗(ω). This completes the proof. 
Remark 4.2. The constant k in the above generalized fixed point theorem may be
taken as ω-dependent, as long as the following condition is satisfied:
lim
n→±∞
1
n
n−1∑
i=0
k(θiω) = c < 0.
This latter condition is usually assumed in the situation of ergodicity. For applica-
tions see for instance Schmalfuß [22] and Duan et al. [10].
5. Random invariant manifolds
In this final section, we show that the random graph transform, defined in (14), has
a generalized fixed point in the state space
(22) H = BC0,1
0
(0, κ) with the metric dH(x, y) := ‖x− y‖CG
0
,
by using Theorem 4.1. Thus by Theorem 3.2, the graph of this generalized fixed
point is an invariant manifold of the random dynamical system generated by (8).
We first consider the basic properties of the metric space H.
Lemma 5.1. The metric space H = (B
C
0,1
0
(0, κ), dH), dH(x, y) := ‖x − y‖CG
0
is
complete and the metric dH is bounded.
Proof. Let (xn) be a Cauchy sequence inH. Since C
G
0 (H
+;H−) is complete we have
xn → x0 ∈ C
G
0 (H
+;H−). Hence, we have for any y+ ∈ H+ that xn(y
+)→ x0(y
+).
Subsequently,
(23)
‖xn(y
+
1 )− xn(y
+
2 )‖H
‖y+1 − y
+
2 ‖H
→
‖x0(y
+
1 )− x0(y
+
2 )‖H
‖y+1 − y
+
2 ‖H
for n→∞
for y+1 6= y
+
2 ∈ H
+. Since the left hand side is uniformly bounded by κ so is the
right hand side of (23). Hence x0 ∈ BC0,1
0
(0, κ). The boundedness assertion is easily
seen. 
We now check the assumptions of the generalized fixed point Theorem 4.1. Let Φ
be the random dynamical system given by the graph transform in (14).
Theorem 5.2. Suppose that the gap condition (18) is satisfied. Then the random
graph transform defined in (14) has a unique generalized fixed point γ∗(ω, ·) in H
where κ is given in Lemma 3.7. The graph of this generalized fixed point, namely,
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M(ω) = {(x+, γ∗(ω, x+)), x+ ∈ H+} is an invariant manifold for the random
dynamical system φ generated by (8).
Proof. By Lemma 3.7, Theorem 3.8 we know that Φ(T, ω, ·) maps H into itself.
Before we check the contraction condition in Theorem 4.1 we calculate an estimate
for ‖Ψ(1, θ1ω, γ)‖CG
0
for γ ∈ H. This norm is given by ‖w(0)‖CG
0
where (w, v) is a
solution of (13) for T = 1 and γ ∈ H. An estimate for ‖w(0)‖CG
0
is given by W (0)
defined in (16), (17) for T = 1, C = 0, Y = 1. By the monotonicity of W (0) in Γ
we obtain that W (0) for Γ = κ = e−1+ is an estimate of ‖w(0)‖CG0 for any γ ∈ H.
Now we can calculate W (0) explicitly which gives us the estimate
(24) ‖w(0)‖CG
0
≤W (0) = e−λ+−
∫
1
0
z(θτω)dτ (T = 1!).
We now check the contraction condition. To this end we consider problem (13) for
two different elements γ1, γ2 ∈ H and we denote the solutions by wi, vi, i = 1, 2.
In particular, we have
w1(T )− w2(T ) = 0, v1(0)− v2(0) = γ1(w1(0))− γ2(w2(0)).
By the Lipschitz continuity of the nonlinear term G in the random partial differen-
tial equation (8), we can estimate
‖π±G(w1 + v1)− π
±G(w2 + v2)‖H
‖y+‖H
≤ L
‖w1 − w2‖H + ‖v1 − v2‖H
‖y+‖H
which implies that
‖π±G(w1 + v1)− π
±G(w2 + v2)‖CG
0
≤ L(‖w1 − w2‖CG
0
+ ‖v1 − v2‖CG
0
).
Similar to Lemma 3.5 we can estimate
(25) ‖Φ(1, ω, γ1)− Φ(1, ω, γ2)‖CG
0
= ‖v1(1)− v2(1)‖CG
0
by V (1) and ‖w1(0) − w2(0)‖CG
0
by W (0), where V (t) and W (t) is a solution of
(16) with
(26) W (1) = 0, V (0) = ‖γ1 − γ2‖CG
0
e−λ+−
∫
1
0
z(θτω)dτ + κW (0).
Indeed, we can estimate the norm of initial condition v1(0)− v2(0):
‖v1(0)− v2(0)‖CG
0
=
‖γ1(w1(0))− γ2(w2(0))‖CG
0
≤‖γ1(w1(0))− γ2(w1(0))‖CG
0
+ ‖γ2(w1(0))− γ2(w2(0))‖CG
0
≤‖γ1 − γ2‖CG
0
‖w1(0)‖CG
0
+ ‖γ2‖C0,1
0
‖w1(0)− w2(0)‖CG
0
≤‖γ1 − γ2‖CG
0
e−λ+−
∫
1
0
z(θτω)dτ + κW (0).
We have a bound for ‖w1(0)‖CG
0
from (24) and ‖γ‖C0,1
0
≤ κ. Since V (1) as a so-
lution (16), (17) at T = 1 is increasing in Γ and C the value V (1) for the above
generalized initial conditions (26) is an estimate for (25) for any γ1, γ2 ∈ H. We
have chosen C = ‖γ1 − γ2‖CG
0
e−λ+−
∫
1
0
z(θτω)dτ .
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We now can calculate V (1) explicitly. For these calculations we have used that the
solution operator Q(t) for the linear problem (16) can be written as
Q(t)[c1, c2] = c1
(
e+
1
)
eλ+t+
∫
t
0
z(θτω)dτ + c2
(
e−
1
)
eλ−t+
∫
t
0
z(θτω)dτ .
These calculations of (16) yield with the initial conditions (26)
c1 = e−‖γ1 − γ2‖CG
0
−e−λ+−
∫
1
0
z(θτω)dτ
e+ − e−
eλ−−λ+
c2 = e+‖γ1 − γ2‖CG
0
e−λ+−
∫
1
0
z(θτω)dτ
e+ − e−
.
In summary, we have for γ1, γ2 ∈ H
‖Φ(1, ω, γ1)− Φ(1, ω, γ2)‖CG
0
= ‖v1(1)− v2(1)‖CG
0
≤ V (1) = ‖γ1 − γ2‖CG
0
eλ−−λ+ .
Since λ+ > λ−, we thus obtain the contraction condition in Theorem 4.1 for k =
λ− − λ+ < 0.
We obtain similar estimates if we replace T = 1 by T > 0. Then these estimates
show us that
γ → Φ(T, ω, γ)
is continuous at γ ∈ H.
So we have found that all assumption of Theorem 4.1 are satisfied. Hence the
dynamical system generated by the graph transform Φ has a unique generalized
fixed point γ∗ in H. The graph of γ∗ defines a desired invariant manifold for the
random dynamical system φ by Theorem 3.2. 
It remains to prove that this manifold is measurable.
Lemma 5.3. The manifold M(ω) is a random manifold.
Proof. The fixed point γ∗(ω, x+) is the ω-wise limit of Φ(t, θ−tω, γ)(x
+) for x+ ∈
H+ and for some γ in H as t → ∞, see Theorem 4.1. Hence the mapping ω →
γ∗(ω, x+) is measurable for any x+ ∈ H+. In order to see that M is a random set
we have to verify that for any x ∈ H
(27) ω → inf
y∈H
‖x− π+y − γ∗(ω, π+y)‖H
is measurable, see Castaing and Valadier [5] Theorem III.9. Let Hc be a countable
dense set of the separable space H . Then the right hand side of (27) is equal to
(28) inf
y∈Hc
‖x− π+y − γ∗(ω, π+y)‖H
which follows immediately by the continuity of γ∗(ω, ·). The measurability of (28)
follows since ω → γ∗(ω, π+y) is measurable for any y ∈ H . 
Under the additional assumption λˆ > 0 > λˇ we can show that M is an unstable
manifold denoted by M+: For any ω ∈ Ω, t ≥ 0 and x ∈ M+(ω) there exists an
x−t ∈M(θ−tω) such that
(29) φ(t, θ−tω, x−t) = x = x
+ + γ∗(ω, x+)
and x−t tends to zero. We set
x−t = Ψ(t, ω, γ
∗)(x+) + γ∗(θ−tω,Ψ(t, ω, γ
∗)(x+)), x+ := π+x.
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Equation (29) is satisfied because x+ → π+φ(t, θ−tω, x
+ + γ∗(x+)) is the inverse
of x+ → Ψ(t, ω, γ∗)(x+), and because γ∗ is the fixed point of the graph transform.
The value ‖Ψ(t, θtω, γ
∗)(x+)‖CG
0
can be estimated by W (0) a solution of (16), (17)
on [0, T ] with Γ = κ, C = 0 and Y = 1 and ω = θ−tω. W (0) can be calculated
explicitly for any T > 0. Hence
‖Ψ(t, ω, γ∗)(x+)‖H ≤ e
−λ+t−
∫
0
−t
z(θτω)dτ‖x+‖H .
(We have to replace ω by θ−tω!) We can derive from Lemma 2.1 iv)∫ 0
−t
z(θτω)dτ < εt
for any ε > 0 if t is chosen sufficiently large depending on ω and ε. Hence
‖Ψ(t, ω, γ∗)(x+)‖CG
0
tends to zero exponentially. On the other hand we have for
γ∗ ∈ H
‖γ∗(θ−tω,Ψ(t, ω, γ
∗)(x+))‖H ≤ κ‖Ψ(t, ω, γ
∗)(x+)‖H → 0 for t→∞.
This convergence is exponentially fast. We conclude that M+ is the unstable man-
ifold for (8).
However, our intention is to prove that (5) has an invariant (unstable) manifold.
On account of conjugacy of (5) and (8) by (10) and (11) we will now formulate the
following result.
Theorem 5.4. Let φ by the random dynamical system generated by (8) and φˆ be the
solution version of (5) generated by (12). Then M(ω) is the invariant manifold of φ
if and only if Mˆ+(ω) = T−1(ω,M+(ω)) is the invariant manifold of φˆ. Moreover,
if M+ is an unstable manifold, then so is Mˆ+.
Proof. We have the relationship between φ and φˆ given in Lemma 2.2
φˆ(t, ω,Mˆ+(ω)) = T−1(θtω, φ(t, ω, T (ω, Mˆ
+(ω))))
= T−1(θtω, φ(t, ω,M
+(ω))) ⊂ T−1(θtω,M
+(θtω)) = Mˆ
+(θtω).
Note that t → z(θtω) has a sublinear growth rate, see Lemma 2.1iii). Thus the
transform T−1(θ−tω) does not change the exponential convergence of
Ψ(t, ω, γ∗(ω))(x+):
Ψˆ(t, ω, γˆ∗(ω)) = T−1(θ−tω,Ψ(t, ω, T (ω, γˆ
∗(ω)))), γˆ∗(ω) := T−1(ω, γ∗(ω)).
It follows that Mˆ+(ω) is unstable. 
Remark 5.5. Note that the main Theorem 5.2 represents the best possible result
in the following sense. If we consider the solution of the two dimensional problem
(16) then this differential equation generates a non trivial invariant manifold if and
only if the gap condition (18) is satisfied. Hence we can not formulate stronger
general conditions for the existence of global manifolds. Here nontrivial means that
the dimension of the manifold is less than the dimension of the space.
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Appendix A. Proofs of the Lemmas 3.3, 3.4 and 3.5
We now give the proof of the technical lemmas 3.3, 3.4 and 3.5 which are based on
the usual Banach fixed point theorem.
Proof of Lemma 3.3:
We consider the following operator
TT : C([0, T ];C
G
0 (H
+;H+)× CG0 (H
+;H−))
→ C([0, T ];CG0 (H
+;H+)× CG0 (H
+;H−))
for some T > 0. Set TT (w1, v1) = (w2, v2) where
w2(t) =e
∫
t
T
z(θrω)drπ+S(t− T )y+
−
∫ T
t
e
∫
t
τ
z(θrω)drπ+S(t− τ)π+G(θτω,w1(τ) + v1(τ))dτ,
v2(t) =e
∫
t
0
z(θrω)drπ−S(t)γ(w2(0))
+
∫ t
0
e
∫
t
τ
z(θrω)drπ−S(t− τ)π−G(θτω,w1(τ) + v1(τ))dτ.
Note that w1, v1 depend on y
+, t, ω and γ. A fixed point for TT is a solution of
(13) on [0, T ]. It is obvious that if
(w1, v1) ∈ C([0, T ];C
G
0 (H
+;H+)× CG0 (H
+;H−))
so is (w2, v2). We check that the contraction condition of the Banach fixed point
theorem is satisfied. We set
∆wi = wi − w¯i, ∆vi = vi − v¯i, i = 1, 2.
By the Lipschitz continuity of γ:
‖γ(wi(0))− γ(w¯i(0))‖H ≤ Lγ‖∆wi(0)‖H , Lγ = ‖γ‖C0,1
0
.
Hence we obtain by (6) for H+ ∋ y+ 6= 0
‖∆w2(t)‖H
‖y+‖H
≤
∫ T
t
e
∫
t
τ
z(θrω)dreλˆ(t−τ)L
‖∆w1(τ)‖H + ‖∆v1(τ)‖H
‖y+‖H
dτ
≤L
∫ T
t
e
∫
t
τ
z(θrω)dreλˆ(t−τ)dτ
(
sup
t∈[0,T ]
‖∆w1(t)‖H
‖y+‖H
+ sup
t∈[0,T ]
‖∆v1(t)‖H
‖y+‖H
)
‖∆v2(t)‖H
‖y+‖H
≤Lγ
‖∆w2(0)‖H
‖y+‖H
e
∫
t
0
z(θrω)dreλˇt
+
∫ t
0
e
∫
t
τ
z(θrω)dreλˇ(t−τ)L
‖∆w1(τ)‖H + ‖∆v1(τ)‖H
‖y+‖H
dτ
≤Lγ
∫ T
0
e
∫
t
τ
z(θrω)dreλˆ(t−τ)L
‖∆w1(τ)‖H + ‖∆v1(τ)‖H
‖y+‖H
dτ
+
∫ t
0
e
∫
t
τ
z(θrω)dreλˇ(t−τ)L
‖∆w1(τ)‖H + ‖∆v1(τ)‖H
‖y+‖H
dτ
≤K(ω, T, Lγ)
(
sup
t∈[0,T ]
‖∆w1(t)‖H
‖y+‖H
+ sup
t∈[0,T ]
‖∆v1(t)‖H
‖y+‖H
)
.
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Choosing T sufficiently small, we have
(30)
K(ω, T, Lγ) < 1, K(ω, T, Lγ) = LT
(
(Lγ+1)e
∫
T
0
|z(θrω)|+|λˆ|drdτ+e
∫
T
0
|z(θrω)|+|λˇ|dr
)
We now can take the supremum with respect to y+ 6= 0 and t ∈ [0, T ] for the left
hand side. Hence for sufficiently small T ≤ 1 the operator TT is a contraction. 
Proof of Lemma 3.4:
The proof of existence and uniqueness is similar to the proof in Lemma 3.3. The
solution can be constructed by successive iterations of (16), (17). If we start with
V1(t) ≡ ΓY + C ≥ Vˆ1(t) ≡ ΓˆY + Cˆ, Wˆ1(t) =W1(t) ≡ Y we get
V2(t) ≥ Vˆ2(t), W2(t) ≥ Wˆ2(t) , · · · , Vi(t) ≥ Vˆi(t), Wi(t) ≥ Wˆi(t) , · · · .
which gives the conclusion. These inequalities also show if (W (t), V (t)) exist on
[0, T ] so do (Wˆ (t), Vˆ (t)). The inequalities for the contraction condition do not con-
tain C. 
Proof of Lemma 3.5:
Let (wi, vi), (Wi, Vi) be sequences generated by the successive iterations starting
with v1(t) ≡ γ(y
+), w1(t) ≡ y
+ and W1 = 1, V1 = Lγ = ‖γ‖C0,1
0
. These sequences
converge to the solution of (13) and (16) (17) provided T sufficiently small. We
then have
‖wi(t)‖CG
0
≤e
∫
t
T
z(θrω)+λˆdr +
∫ T
t
e
∫
t
s
z(θrω)+λˆdr‖π+G(θsω,wi−1(s) + vi−1(s))‖CG
0
ds
≤e
∫
t
T
z(θrω)+λˆdr +
∫ T
t
e
∫
t
s
z(θrω)+λˆdr(L‖wi−1(s)‖CG
0
+ L‖vi−1(s)‖CG
0
)ds
‖vi(t)‖CG
0
≤e
∫
t
0
z(θrω)+λˇdrLγ‖wi(0)‖CG
0
+
∫ t
0
e
∫
t
s
z(θrω)+λˇdr(L‖wi−1(s)‖CG
0
+ L‖vi−1(s))‖CG
0
)ds
and
Wi(t) =e
∫
t
T
z(θrω)+λˆdr +
∫ T
t
e
∫
t
s
z(θrω)+λˆdr(L(Wi−1(s) + LVi−1(s))ds
Vi(t) = LγWi(0)e
∫
t
0
z(θrω)+λˇdr +
∫ t
0
e
∫
t
s
z(θrω)+λˇdr(LWi−1(s) + LVi−1)ds.
It is easily seen that W1(t) = ‖w1(t)‖CG
0
, V1(t) ≥ ‖v1(t)‖CG
0
and that if
Wi−1(t) ≥ ‖wi−1(t)‖CG
0
, Vi−1(t) ≥ ‖vi−1(t)‖CG
0
then
Wi(t) ≥ ‖wi(t)‖CG
0
, Vi(t) ≥ ‖vi(t)‖CG
0
which gives the conclusion. 
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