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Calcul de topologie de courbes et surfaces algebriques réelles
Résumé : ce travail de thèse relève du registre de l’algorithmique de courbes et sur-
faces algébriques réelles. Dans le domaine de la représentation de formes nous avons
développé trois algorithmes. Le premier est un algorithme symbolique-numérique certifié,
fortement basé sur les propriétés des sous-résultants, et permettant le calcul de la topologie
d’une courbe algébrique plane avec la meilleure complexité connue. Le deuxième algorithme
traite le problème du calcul de la topologie d’une courbe algébrique spatiale définie comme
intersection de deux surfaces algébriques implicites. Pour construire cet algorithme, nous
avons introduit la notion de courbe spatiale en position pseudo-générique par rapport à un
plan. Cette approche conduit à un algorithme symbolique-numérique certifié disposant de
la meilleure complexité connue pour traiter ce problème. Le troisième est un algorithme de
maillage de surfaces implicites. C’est le premier algorithme certifié et implémenté qui ré-
soud le problème du maillage isotopique de surfaces implicites singulières. Soulignons que
ce travail rentre aussi dans le cadre des applications mathématiques puisqu’on peut, à partir
d’une triangulation, calculer de nombreux invariants topologiques. Enfin dans un travail sur
les arrangements pouvant se placer dans le cadre des problèmes de configurations spatiales,
nous évoquons un algorithme permettant le calcul d’un tel arrangement.
Effective Topology of Real Algebraic Curves and Surfaces
Abstract : In this thesis, we got interested into the Effective Computation of the Topology
of Real Algebraic Curves and Surfaces. One can distinguish three main new algorithms
in the field of shape representation. Our first algorithm is a certified symbolic-numerical
based on sub-resultants properties and computes the topology of a plane algebraic curve
with the best known complexity. The second algorithms computes the topology of a space
curve defined as the intersection of two implicit algebraic surfaces. For the designing of this
algorithm, we introduce the notion of space curve in pseudo-generic position with respect
to a given plane. This approach leads to a certified symbolic-numerical algorithm with the
best known complexity. The third algorithms is a new and complete one for computing the
isotopic meshing of an implicit algebraic surface. It involves only subresultant computations
and entirely relies on rational manipulation, which makes it direct to implement. Finally, we
also design an algorithm for computing the cells in an arrangement of quadrics which may
be classify on the area of configuration spaces computation.
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Chapitre 1
Introduction
Au cours des dernières décennies, la géométrie algorithmique est devenue un thème de
recherche très productif, avec des applications dans des domaines tels que le graphisme, la
robotique et la conception assistée par ordinateur. Initialement la géométrie algorithmique
traitait principalement des problèmes d’ensemble de points, de polygones et de polyèdres
et utilisait des techniques de combinatoire pour les résoudre. La nécessité d’accélérer les
progrès dans la visualisation des informations a mis en contact la géométrie algorithmique
avec d’autres branches des mathématiques (topologie, géométrie algébrique, géométrie dif-
férentielle...) et a fait énormément évoluer ses outils et ses champs d’applications. Ainsi, en
modélisation, on distingue le problème de l’approximation d’un objet à celui de l’étude de
sa structure i.e. sa topologie. Le calcul effectif de la topologie d’objets mathématiques est un
sujet assez récent de recherche en géométrie algorithmique. Dans l’article [8], plusieurs spé-
cialistes avaient ciblé différents domaines dans lesquels le développement du calcul effectif
de topologie aurait un rôle crucial à jouer :
− La simulation physique
Dans plusieurs domaines tels que la modélisation de la combustion de systèmes, l’aéro-
dynamique, la mécanique des structures, la dynamique moléculaire..., on utilise beau-
coup la représentation d’objets géométriques par des maillages pour la simulation de
phénomènes physiques. Toutefois, ces applications sont de plus en plus complexes et la
convergence locale des algorithmes numériques n’assure absolument plus en pratique
leur bon fonctionnement. On voit alors apparaître l’intérêt de chercher à combiner des
techniques d’analyse numérique avec des considérations topologiques.
− Les configurations spatiales
En robotique, biologie moléculaire, chimie..., on considère des modèles avec un cer-
tain nombre de degrés de liberté. On est alors confronté à la détermination des con-
figurations possibles d’un tel système. Ce peut être les positions d’un robot ou d’une
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molécule dont on connaît quelques propriétés ou encore certaines distances entre cer-
tains atomes. La modélisation des contraintes géométriques et physiques que doivent
satisfaire de tels systèmes débouche sur des systèmes d’équations polynomiales. L’é-
tude de la structure topologique des solutions de ces systèmes permet de comprendre,
de décrire et de classifier les différentes configurations possibles.
− L’acquisition de formes
L’acquisition automatique de la forme d’un objet physique est une technique très utile
en imagerie médicale. Les formes qui vont être manipulées par un ordinateur sont
obtenues à partir d’un objet réel par scanner. Il faut ensuite en recréer une approxi-
mation fiable à partir des mesures réalisées. Une partie de ce processus concerne le
développement d’algorithmes permettant de transformer une série de mesures en une
forme de représentation topologiquement valide. Les techniques utilisant la triangula-
tion de Delaunay 3D sont alors souvent combinées à des considérations différentielles
et topologiques.
− La représentation de formes
De nombreux modes de représentation de formes ont été développés, notamment les
représentations paramétrées, implicites, avec des ensembles de points, des maillages. Il
est important de développer des outils permettant de passer d’un mode de représenta-
tion à un autre. Les échanges d’informations à travers le monde via le web, se dévelop-
pent beaucoup. Malgré les progrès technologiques, le flot d’informations est trop grand,
et il devient de plus en plus nécessaire de typer et compresser les données. On voit donc
se développer le web sémantique et un ensemble d’outils dont il a besoin pour fonc-
tionner. Il est essentiel d’adjoindre à un objet un ensemble de champs qui permettent
de le classifier et de le cibler plus facilement lors d’une recherche. En ce sens le calcul
de topologie apparaît comme un outil essentiel du web sémantique.
− L’application mathématique
Le développement d’algorithmes autour du calcul de topologie est intéressant en lui-
même. Cela a permis de résoudre, en utilisant la puissance de calcul de l’ordinateur,
certains problèmes, comme le théorème des quatre couleurs et le problème du calcul
du nombre de types topologiques de courbes implicites de degrés huit. De nombreux
travaux actuels portent sur le calcul d’invariants topologiques. Ces travaux permettent
de rendre effectives certaines classifications et même de les améliorer.
Ce travail de thèse se situe dans le champ de l’algorithmique de courbes et surfaces al-
gébriques. Nous avons développé trois algorithmes.
Le premier est un algorithme symbolique-numérique certifié, fortement basé sur les pro-
priétés des sous-résultants, et permettant le calcul de la topologie d’une courbe algébrique
plane. Cet algorithme d’une complexité binaire de ˜OB(d10τ) (d étant le degré du polynôme
définissant la courbe étudiée, et τ la taille binaire de ses coefficients) est une amélioration de
l’algorithme décrit dans [32] dont la complexité binaire est de ˜OB(d16τ).
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Le deuxième algorithme résoud le problème du calcul de la topologie d’une courbe algébrique
spatiale définie comme intersection de deux surfaces algébriques implicites. Pour construire
cet algorithme, nous avons introduit la notion de courbe spatiale en position pseudo-générique
par rapport à un plan, notion qui nous a permis de garantir l’existence de paramétrisations ra-
tionnelles par morceaux de la courbe par rapport à sa projection sur ce plan. L’obtention
de ces paramétrisations a permis de ramener de façon claire le problème au cas du cal-
cul de la topologie d’une courbe algébrique plane. Cette approche conduit à un algorithme
symbolique-numérique certifié dont la complexité binaire est de ˜OB(d21τ).
Le troisième est un algorithme de triangulation de surfaces implicites. Sa complexité binaire
est dominée par la phase de calcul de la "silhouette" de la surface et est de ˜OB(d21τ). C’est
le premier algorithme certifié et entièrement implémenté qui traite le problème de la triangu-
lation isotopique de surfaces implicites singulières. Soulignons que ce travail s’inscrit aussi
dans le champ des applications mathématiques puisqu’on peut, à partir d’une triangulation,
calculer de nombreux invariants topologiques.
Enfin dans un travail sur les arrangements pouvant se placer dans le cadre des problèmes de
configurations spatiales, nous évoquons un algorithme permettant le calcul d’un tel arrange-
ment.
Structure de la thèse. Cette thèse se compose de trois parties :
• Prérequis algébriques
• Partie I. Topologie de courbes. Chapitre 3 et 4.
• Partie II. Topologie de surfaces. Chapitre 5 et 6
Le Chapitre 2 aborde différents outils et méthodes algébriques qui sont nécessaires dans
les algorithmes que nous présenterons dans la suite. La première section de ce chapitre est une
discussion sur les outils essentiels permettant la gestion des nombres algébriques. Dans cette
section, nous rappelons les algorithmes fondamentaux permettant de compter, de comparer et
d’isoler les racines réelles d’un polynôme univarié à coefficients dans Q ou dans un anneau
Q[α], α étant un nombre algébrique. La deuxième section présente la résolution de systèmes
algébriques réels de dimension 0. Nous y rappelons les algorithmes fondamentaux qui sont à
la base des solveurs de systèmes d’équations polynomiales comportant un nombre fini de so-
lutions complexes. La troisième section est un rappel sur la théorie des sous-résultants. Nous
y étudions les propriétés fondamentales des sous-résultants aidant à appréhender les prob-
lèmes sous-jacents au calcul de la topologie des courbes et surfaces algébriques réelles. La
dernière section est un bref rappel sur la décomposition cylindrique algébrique, particulière-
ment axée sur l’algorithme de Collins et ses applications en calcul de topologie de variétés
semi-algébriques réelles.
Le Chapitre 3 traite du problème du calcul de la topologie d’une courbe algébrique plane.
Nous y présentons un algorithme symbolique-numérique certifié, fortement basé sur les pro-
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priétés des sous-résultants. L’algorithme calcule la topologie d’une courbe algébrique plane
de degré d, avec une complexité binaire de ˜OB(d10τ), et s’inspire des techniques décrites
dans [32]. L’apport majeur de ce travail consiste en l’introduction d’un algorithme modu-
laire, utilisant les propriétés des polynômes sous-résultants pour certifier la généricité de la
position d’une courbe algébrique plane. Comparé à l’algorithme de test de généricité (par cal-
cul d’encodage de Thom) décrit dans [32], ce nouvel algorithme permet de réaliser un gain
d’un facteur d6 sur la complexité binaire globale de l’algorithme. Dans la section 3.2, nous
menons une analyse détaillée de la géométrie d’une courbe algébrique plane. La section 3.3
regroupe les différentes phases de l’algorithme calculant la topologie d’une courbe algébrique
implicite plane. Nous y effectuons une étude comparative de notre algorithme de test et de
mise en position générique avec celui décrit dans [32]. La section 3.4 porte sur l’étude de la
complexité binaire de l’algorithme de calcul de topologie. Pour finir nous évoquerons l’im-
plémentation de l’algorithme avec MATHEMAGIX et les expérimentations réalisées.
Dans le Chapitre 4 nous présentons un algorithme symbolique-numérique certifié calcu-
lant la topologie d’une courbe intersection de deux surfaces implicites. L’approche que nous
developpons est basée sur une analyse des propriétés des sous-résultants. Contrairement aux
algorithmes décrits dans [31] et [5], il n’utilise qu’une projection de la courbe d’intersec-
tion, et permet de calculer sa topologie dans le cas où elle est non réduite. Nous introduisons
la notion de courbe en position pseudo-générique par rapport à un plan, ce qui nous per-
mettra de garantir l’existence de paramétrisations rationnelles par morceaux de la courbe
par rapport à sa projection sur ce plan. La topologie de la courbe projetée est calculée avec
l’algorithme décrit dans le Chapitre 3, puis relevée morceau par morceau dans l’espace en
utilisant les paramétrisations. L’utilisation de ces paramétrisations rend le relévement rapide,
et évite les problèmes numériques souvent rencontrés dans ce type de calcul. L’une des dif-
ficultés majeures des algorithmes basés sur la méthode "projection puis relèvement" est la
distinction entre les singularités de la courbe plane introduites par la projection, et les singu-
larités provenant de la projection de vraies singularités de la courbe spatiale. Nous proposons
un algorithme certifié permettant de distinguer ces deux types de singularités de la courbe
projetée. Ce travail a été présenté et publié lors de la conférence internationale sur le calcul
symbolique et algébrique ISSAC 2008([17]).
Dans le Chapitre 5, nous proposons un algorithme certifié calculant la triangulation d’une
surface algébrique implicite. Notre approche consiste à calculer d’abord la topologie d’une
"silhouette" de la surface S . La "silhouette" calculée partitionne l’espace en des cylindres
connexes à l’intérieur desquels le nombre de nappes est constant. Ensuite des sections de
la surface S , permettant le maillage des nappes à l’intérieur de chaque cylindre, sont cal-
culées. Concernant la phase de connection des différentes nappes, nous proposons un nou-
vel algorithme ne nécessitant pas le calcul de la topologie de sections de la surface en les
points x-critiques de sa "silhouette". La connection est entièrement guidée par la topologie de
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la "silhouette" calculée au départ. Une implémentation de l’algorithme a été effectuée avec
MATHEMAGIX. Il est essentiel de remarquer qu’il s’agit du premier code disponible, complet
et certifié calculant la topologie d’une surface algébrique implicite singulière. La complexité
binaire de l’algorithme est dominée par la phase de calcul d’une "silhouette" de la surface,
et est de ˜OB(d21τ), où d est le degré du polynôme définissant la surface, et τ la taille bi-
naire de ses coefficients. Ce travail a été soumis à la Special Issue du Journal of Symbolic
Computation 2009.
Enfin dans le dernier chapitre nous évoquons un travail encours sur le calcul d’un ar-
rangement de quadriques. Le calcul d’un tel arrangement sous-tend certains problèmes de
géométrie algorithmique. Nous expliquons comment les techniques développées dans les
chapitres précédents permettent d’aborder ce problème.
Chapitre 2
Prérequis algébriques
La première section de ce chapitre est une discussion sur les outils essentiels permettant
la gestion des nombres algébriques. Nous faisons références aux algorithmes fondamentaux
permettant de compter, de comparer et d’isoler les racines réelles d’un polynôme univarié à
coefficients dans Q ou dans un anneau Q[α], α étant un nombre algébrique. La deuxième
section présente la résolution de systèmes algébriques réels zéro-dimensionnel. Nous évo-
quons les algorithmes fondamentaux qui sont à la base des solveurs de systèmes d’équations
polynomiales comportant un nombre fini de solutions complexes. La troisième section est
un rappel sur la théorie des sous-résultants. Nous y étudions les propriétés fondamentales
des sous-résultants aidant à appréhender les problèmes sous-jacents au calcul de la topologie
des courbes et surfaces algébriques réelles. La dernière section est un bref rappel sur la dé-
composition cylindrique algébrique, particulièrement axé sur l’algorithme de Collins et ses
applications en calcul de topologie de variétés semi-algébriques réelles.
2.1 Gestion des nombres algébriques réels
Les objets que nous étudierons dans les chapitres suivants sont des courbes et des surfaces
définies à l’aide d’équations polynomiales à coefficients rationnels. Nous allons principale-
ment nous intéresser à leurs propriétés topologiques. Nous aurons donc besoin, au cours de
l’exécution de nos algorithmes, de répondre à certains prédicats notamment : "la coordonnée
selon l’axe des x de ce point est-elle plus grande que celle de cet autre point ?", "combien y
a-t-il de points réels sur l’intersection d’une courbe avec une droite ?". La réponse à ces ques-
tions est naturellement liée au problème de la manipulation de nombres réels. En effet, durant
l’exécution des algorithmes de calcul de topologie, apparaissent des polynômes univariés,
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à coefficients entiers, rationnels ou algébriques, concentrant l’information topologique que
nous cherchons à décrire. Pour extraire de manière certifiée cette information, il est nécessaire
de pouvoir compter, isoler et comparer sans ambiguité les racines réelles de ces polynômes.
Nous discutons les techniques usuelles permettant de traiter ces questions.
2.1.1 Dénombrement et isolation des racines réelles de P ∈ Q[X ]
Intéressons nous d’abord au problème du dénombrement et de l’isolation des racines
réelles d’un polynôme univarié à coefficients rationnels. Etant donné un polynôme P ∈Q[X ],
cela signifie construire une séquence d’intervalles de R deux à deux disjoints contenant cha-
cun une et une seule racine de P. Il existe plusieurs techniques permettant de répondre à
ces questions. Nous exposerons les trois principales méthodes dites de Sturm, de Descartes
et de Thom. Nous nous sommes inspirés de [6] et [7] pour rédiger cette sous-section, les
démonstrations des résultats exposés ici peuvent y être consultées.
La méthode de Sturm
Cette méthode est basée sur les propriétés des suites de Sturm associées au polynôme
P ∈Q[X ] sur un intervalle [a,b] deR et sur la notion de variation d’une séquence de nombre
réels.
Définition 2.1.1 Soient P ∈ Q[X ], ( fi)i∈J0,sK une séquence d’éléments de Q[X ] et [a,b] un
intervalle de R. On dit que ( fi)i∈J0,sK est une séquence de Sturm associée à P sur [a,b] si les
conditions suivantes sont remplies :
− f0 = P ;
− fs ne s’annule pas sur [a,b] ;
− pour tout i ∈ J0,sK, pour tout α ∈ [a,b] tel que fi(α) = 0 on a fi−1(α) fi+1(α) < 0 ;
− pour tout α ∈ [a,b] tel que f0(α) = 0, il existe ε > 0 tel que f0(α+ ε) f1(α+ ε) > 0 et
f0(α− ε) f1(α− ε) < 0.
Définition 2.1.2 Soit A := (a0, . . . ,an) une séquence de nombres réels. On appelle variation
(ou nombre de changements de signes) de A, noté V (A) ou V (a0, . . . ,an), le nombre de paires
(i, i+ k) (k > 1) tels que aiai+k < 0 et ai+r = 0 pour 0 < r < k.
Exemple 2.1.3 Pour A = (−9,0,2,0,0,7,0,−1,4), on a V (A) = 3.
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Soient P ∈Q[X ] et ( fi)i∈J0,sK une séquence de Sturm associée à P sur l’intervalle [a,b]. Soit
w : R −→ N l’application définie par w(x) = V ( f0(x), . . . , fs(x)). La proposition suivante
explique l’intérêt porté aux suites de Sturm dans la résolution du problème du dénombrement
et d’isolation des racines réelles d’un polynôme univarié.
Proposition 2.1.4 Le nombre de racines réelles de P sur ]a,b] est égal à (w(a)−w(b)).
Pour tout élément Q ∈Q[X ], nous noterons lc(Q) le coefficient de tête de Q. La proposition
précédente s’étend sur l’intervalleR.
Corollaire 2.1.5 Soient P ∈ Q[X ], ( fi)i∈J0,sK une séquence de Sturm associée à P sur R,
w(+∞) la variation de (lc( f0), . . . , lc( fs)) et w(−∞) celle de (lc( f0(−X)), . . . , lc( fs(−X))).
Alors le nombre de racines réelles de P est égal à (w(−∞)−w(+∞)).
La question qui se pose ensuite est celle du calcul effectif d’une suite de Sturm associée à P.
La proposition suivante présente une manière algorithmique de construire une telle suite.
Proposition 2.1.6 Soient [a,b] un intervalle de R et P ∈ Q[X ] un polynôme sans facteur
carré. Soient f0 = P, f1 = P′ et pour i > 2 fi−2 = fi−1gi − fi avec deg( fi) < deg( fi−1) ( fi
est l’opposé du reste de la division euclidienne de fi−2 par fi−1 ). Soit s le plus petit entier
naturel tel que fs n’admette aucune racine réelle dans [a,b]. Alors la séquence ( fi)i∈J0,sK est
une séquence de Sturm associée à P sur [a,b].
Remarque 2.1.7 L’algorithme d’Euclide appliqué à f0 = P et f1 = P′ termine en retournant
ft := pgcd(P,P′). Comme nous avons supposé que P est sans facteur carré, alors ft est une
constante et n’admet donc pas de racine réelle. En pratique on choisit s = t.
Le théorème suivant, connu sous le nom de théorème de Sturm, est à la base de l’algorithme
de séparation des racines réelles d’un polynôme univarié par la méthode de Sturm.
Théorème 2.1.8 Soient [a,b] un intervalle deR et P∈Q[X ] un polynôme sans facteur carré.
Soient f0 = P, f1 = P′ et pour i> 2 fi−2 = fi−1gi− fi avec deg( fi)< deg( fi−1) ( fi est l’opposé
du reste de la division euclidienne de fi−2 par fi−1 ). Soit s le plus petit entier naturel tel que
fs n’admette aucune racine réelle dans [a,b]. Alors le nombre de racines réelles de P sur ]a,b]
est égal à (w(a)−w(b)) avec w(a) = V ( f0(a), . . . , fs(a)) et w(b) = V ( f0(b), . . . ., fs(b)).
Notation 2.1.9 Soit ˜OB la complexité binaire en ignorant les facteurs logarithmiques. Pour
a ∈ Z∗, nous désignons par L(a) := ⌈log2 |a|⌉ la taille binaire de l’entier a. Soit P un
polynôme à coeffients entiers (a0, . . . ,an) (en une ou plusieurs variables), nous désignons
par :
L(P) := max(L(a0), . . . ,L(an))
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M :=
n
∑
i=0
|
ai
an
|
Nous supposons que deg(P) = O(L(P)).
Proposition 2.1.10 [43, 44, 55, 19] Soient P ∈Z[X ], n := deg(P), τ := L(P), ( fi)i∈J0,sK une
séquence de Sturm associée à P sur R, a ∈ Z et σ := L(a). Le calcul de V ( f0(a), . . . , fs(a))
s’effectue avec une complexité binaire de ˜OB(n2τ+n2σ).
Corollaire 2.1.11 [43, 44, 55, 19] Soient P ∈ Z[X ], n := deg(P), τ := L(P) et σ := L(M).
La complexité binaire de l’algorithme de dénombrement des racines de P par la méthode de
Sturm est de ˜OB(n2τ+n2σ).
A présent voici l’algorithme de séparation des racines réelles d’un polynôme univarié à
coeffients dans R par la méthode de Sturm. Précisons que séparer les racines réelles d’un
polynôme consiste à fournir une séquence d’intervalles deR deux à deux disjoints contenant
chacun une et une seule racine du polynôme.
Algorithme 2.1.1 : Isolation des racines par la méthode de Sturm
Entrées : P = ∑ni=0 aiX i sans facteur carré et M = ∑ni=0 | aian |
Sorties : Liste d’intervalles, chacun contenant exactement une racine de P
a) Construire une séquence de Sturm ( fi)i∈J0,sK associée à P.
Pour x ∈R, soit w(x) = V ( f0(x), . . . , fs(x)).
b) Soit x0 =−M, x1 = M et w = w1 = w(x0)−w(x1).
Si w = 0 alors P n’admet pas de racine réelle.
Si w = 1 alors P a exactement une racine dans ]x0,x1].
Si w > 1, soit x2 = 12(x0 + x1). Calculer w2 = w(x0)−w(x2) et
w3 = w(x2)−w(x1) et retourner en b) avec w = w2 puis w = w3.
L’algorithme se termine lorsque les valeurs de tous les wi calculés valent 0 ou 1.
La proposition suivante rappelle la complexité binaire d’un tel processus.
Proposition 2.1.12 [19] Soient P∈Z[X ], n := deg(P) et τ :=L(P). L’algorithme d’isolation
des racines réelles de P par la méthode de Sturm a une complexité binaire de ˜OB(n4τ2).
Démonstration En effet, l’algorithme d’isolation par la méthode Sturm réalise O(nτ) appels
de l’algorithme de dénombrement. Les O(nτ) appels correspondent au nombre de subdivi-
sions nécessaires pour isoler toutes les racines réelles de P. Les tailles binaires des entiers
manipulés au cours de ce processus sont bornées bornes par O(n2 +nτ). Ainsi par le Corol-
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laire 2.1.11, la complexité binaire est deO(nτ)∗ ˜OB(n2τ+n2(O(n2+nτ)))= ˜OB(n3τ2 +n5τ+
n4τ2). Comme n = O(τ), alors la complexité binaire est ˜OB(n4τ2). 
La méthode de Descartes
Cette méthode est basée sur le lemme de Descartes :
Lemme 2.1.13 Soient P = ∑ni=0 aiX i un polynôme à coefficients réels et A = (a0, . . . ,an). Le
nombre N+(P) de racines strictement positives de P comptées avec multiplicité est majoré
par V (A). De plus N+(P) est congru à V (A) modulo 2.
Pour l’isolation de racines, cette règle est souvent combinée à la manipulation de polynômes
univariés écrits dans la base de Bernstein [49], [48].
Définition 2.1.14 Un polynôme univarié P de degré n peut être représenté dans la base de
Bernstein par :
P(X) =
n
∑
i=0
biBni (X),
où Bni (X) =
(
n
i
)
X i(1−X)n−i. La suite b = [bi]i=0,....,n est appelée ensemble des coefficients
de contrôle sur [0,1]. Les polynômes Bid forment la base de Bernstein sur [0,1]. De manière
similaire, on dira qu’une séquence b représente le polynôme P sur l’intervalle [a,b] si :
P(X) =
n
∑
i=0
bi
(
n
i
)
1
(b−a)n (X −a)
n(b−X)n−i,
et les polynômes
(d
i
) 1
(b−a)n (X −a)
n(b−X)n−i forment la base de Bernstein sur [a,b].
Si on connait un polynôme dans la base de Bernstein associée à un intervalle [a,c], pour
avoir les représentations de ce polynôme dans les bases associées à [a,b] et [b,c], on utilise
l’algorithme de de Casteljau.
Dans la base de Bernstein, la règle de Descartes s’énonce comme suit :
Théorème 2.1.15 Soit V (b) le nombre de changements de signe dans la liste des coefficients
de contrôle b = [bi], i = 1 . . .d, sur [0,1] d’un polynôme univarié P, on a :
1. le nombre de racines de P sur ]0,1[ est borné par V (b) ;
2. le nombre de racines de P sur ]0,1[ est congru à V (b) modulo 2.
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On peut alors isoler, avec une précision ε fixée, les racines d’un polynôme P = ([b], [a,c]) ([b]
désigne les coordonnées de P dans la base de Bernstein sur l’intervalle [a,c]).
Algorithme 2.1.2 : Isolation de racines par méthode de Descartes
Entrées : Une précision ε et un polynôme représenté dans la base de Bernstein sur un
intervalle [a,c] : P = ([b], [a,c])
Sorties : Une liste de sous-intervalles de [a,c] contenant exactement une racine simple
de P ou une racine à ε près, c’est-à-dire un point dans un intervalle de
longueur inférieure à ε.
a) Calcul du nombre de changements de signe V (b).
b) Si V (b) > 1 et |c−a|> ε, subdiviser la représentation en deux sous-représentations b−
et b+ correspondant à la subdivision de l’intervalle en deux (algorithme de Casteljau)
et appliquer récursivement l’algorithme à chacune des deux représentations.
c) Si V (b) > 1 et |c−a|< ε, renvoyer (a+ c)/2 avec multiplicité V (b).
d) Si V (b) = 0 supprimer l’intervalle [a,c]
e) Si V (b) = 1 l’intervalle contient exactement une racine qui peut être isolée à ε prés.
Proposition 2.1.16 [27] Soient P∈Z[X ], n := deg(P) et τ :=L(P). L’algorithme d’isolation
des racines réelles de P par la méthode de Descartes a une complexité binaire de ˜OB(n4τ2).
Encodage de Thom des racines réelles de P ∈Q[X ]
Outre les méthodes de Descartes et de Sturm, l’encodage de Thom constitue une méth-
ode permettant de dénombrer les racines réelles d’un polynôme. Le calcul d’encodage de
Thom nécessite de disposer d’un algorithme de détermination de conditions de signe réal-
isées par une famille de polynômes en un ensemble fini de points. De tels algorithmes sont
détaillés dans [6]. Nous rappelons ici ce qu’est l’encodage de Thom des racines réelles d’un
polynôme univarié, et comment il est possible de l’utiliser pour compter les racines réelles
d’un polynôme.
La caractérisation des racines réelles d’un polynôme par encodage de Thom est une méthode
basée sur le lemme de Thom [6]. L’idée fondamentale de cette méthode est que les racines
réelles de P se distinguent les unes des autres en comparant les signes pris par les dérivées
successives de P. En d’autres termes, chaque racine réelle α de P possède sa signature qui est
une succession de signes pris par l’évaluation des dérivées successives de P en α.
Soit P ∈Q[X ] un polynôme de degré n et Der(P) l’ensemble défini par :
Der(P) := {P(i) | i = 0, . . . ,n}
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où P(i) désigne la dérivée d’ordre i du polynôme P.
Définition 2.1.17 Une condition de signe σ sur l’ensemble Der(P) est un élément de
{0,1,−1}Der(P) avec


σ(x) = 0 ⇐⇒ x = 0
σ(x) = 1 ⇐⇒ x > 0
σ(x) =−1 ⇐⇒ x < 0
Définition 2.1.18 Soit P un polynôme univarié à coefficients réels et σ une condition de
signe sur l’ensemble Der(P). On appelle réalisation d’une condition de signe σ l’ensemble
R (σ) :=
{
x ∈R |
V
Q∈Der(P) signe(Q(x)) = σ(Q)
}
. On dira que la condition de signe est
réalisable si R (σ) est non vide.
A présent voici le lemme de Thom.
Lemme 2.1.19 Soient P un polynôme univarié à coefficients réels et σ une condition de signe
sur l’ensemble Der(P). Alors R (σ) est soit vide, soit réduit à un point, soit un intervalle
ouvert.
La proposition suivante est une conséquence du lemme de Thom.
Proposition 2.1.20 Soient P ∈ Q[X ] un polynôme de degré n, x et x′ deux réels donnés.
Soient σ et σ′ les conditions de signe sur Der(P) réalisées en x et x′.
1. Si σ = σ′ avec σ(P) = σ′(P) = 0 alors x = x′.
2. Si σ 6= σ′ alors nous pouvons comparer x et x′ de la manière suivante. Soit k le plus petit
entier tel que σ(P(n−k)) 6= σ′(P(n−k)). Alors :
− σ(P(n−k+1)) = σ′(P(n−k+1)) 6= 0,
− si σ(P(n−k+1)) = σ′(P(n−k+1)) = 1, alors x > x′ ⇐⇒ σ(P(n−k)) > σ′(P(n−k)),
− si σ(P(n−k+1)) = σ′(P(n−k+1)) =−1, alors x > x′ ⇐⇒ σ(P(n−k)) < σ′(P(n−k)).
Définition 2.1.21 Soient P∈Q[X ] et σ∈{0,1,−1}Der(P) une condition de signe sur l’ensem-
ble Der(P). La condition de signe σ est un encodage de Thom de x ∈R si σ(P) = 0 et si σ
est la liste des signes réalisés par les éléments de Der(P) en x. Si tel est le cas, nous dirons
que x est spécifié par σ.
Etant donné un encodage de Thom σ, nous noterons x(σ) la racine réelle de P dans R spé-
cifiée par σ. L’intérêt du calcul des encodages de Thom d’une racine réelle de P réside
dans le fait qu’il permet de la distinguer des autres racines réelles de P. La liste ordonnée
des encodages de Thom de P est la liste (σ1, . . . ,σr) des encodages de Thom des racines
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x(σ1) < .. . < x(σr). Cette liste peut être obtenue grâce à un algorithme de détermination du
signe d’un polynôme univarié. Ci-dessous, nous rappelons la complexité de l’algorithme de
calcul de l’encodage de Thom d’un polynôme univarié. Pour plus de détails, consulter [6].
Proposition 2.1.22 [6]Soient P ∈ Z[X ], n = deg(P) et τ = L(P). La complexité binaire de
l’algorithme calculant l’encodage de Thom des racines de P est de ˜OB(n4τ2).
Remarque 2.1.23 Pour l’isolation des racines, l’algorithme disposant de la meilleure com-
plexité est celui de Schanhage-Pan [54]. Son algorithme calcule une approximation des racines
avec une précison ε en ˜OB(d3τ +dε) avec ε ∈ ˜O(dτ) qui est la borne de séparation pour un
polynôme de degré d et des coefficients de taille τ. C’est l’algorithme que nous considérerons,
dans la suite, lorsqu’on doit éffectuer une isolation.
Outre dénombrer ou isoler les racines réelles d’un polynôme, il arrive souvent qu’on ait be-
soin d’effectuer des comparaisons de nombres algébriques ou de déterminer le signe de l’é-
valuation d’un autre polynôme en un nombre algébrique donné. Il existe plusieurs méthodes
permettant de répondre à ces questions, amplement décrites dans [6]. Dans la sous-section
suivante nous exposons une méthode basée sur les suites de Sturm généralisées.
2.1.2 Suite de Sturm et comparaison de nombres algébriques réels
Nous tâcherons de répondre aux deux questions suivantes :
1. Soient P,Q ∈Q[X ] et α une racine réelle de P. Quel est le signe de Q(α) ?
2. Soient P,Q ∈ Q[X ], (α,β) ∈ R2 tel que P(α) = 0 et Q(β) = 0. A-t-on α > β, α < β ou
α = β ?
Définition 2.1.24 Soient P,Q∈Q[X ]. Une séquence de polynômes (Si)i∈J0,rK est une séquence
de Sturm associée à P et Q si et seulement si :
− S0 = P, S1 = Q,
− pour tout i ∈J1,rK, Sr divise Si,
− pour tout j ∈J1,rK, notant σ j := S jSr on a :
si c est un réel tel que σ j(c) = 0 avec 0 < j < r alors σ j−1(c)σ j+1(c) < 0 ;
si c est un réel tel que σ0(c) = 0 alors σ0σ1 est du signe de X − c au voisinage de c.
Soient P,Q ∈Q[X ] et (Si)i∈J0,rK une séquence de Sturm associée à P et P′Q.
Soit W :R−→N l’application définie par W (x) =V (S0(x), . . . ,Sr(x)). On a alors le théorème
de Sturm généralisé :
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Théorème 2.1.25 Soient P,Q ∈Q[X ], (Si(X))i∈J0,rK une séquence de Sturm associée à P et
P′Q et ]a,b[ un intervalle tel que P(a)P(b) 6= 0. Soit ZQ>0(P) (resp. ZQ<0(P)) le nombre de
racines α ∈]a,b[ de P telles que Q(α) > 0 (resp. Q(α) < 0). On a :
ZQ>0(P)−ZQ<0(P) = W (a)−W (b)
Remarque 2.1.26 Dans le théorème précédent, si P ou Q sont sans facteur carré, le calcul de
la suite de Sturm associée à P et Q est suffisant.
Le théorème de Sturm généralisé nous permet de répondre aux deux questions posées préal-
ablement. En effet, soit α un nombre algébrique, racine d’un polynôme P ∈Q[X ], on cherche
à évaluer pour un polynôme Q ∈Q[X ] donné, le signe de Q(α). Supposons que l’on ait isolé
α dans un intervalle ]a,b[ avec les techniques précédentes. Soit (Si)i∈J0,rK une séquence de
Sturm associée à P et P′Q. Comme α est l’unique racine de P dans ]a,b[, alors par le théorème
de Sturm généralisé, W (a)−W (b) vaut 1 si Q(α) > 0, −1 si Q(α) < 0 et 0 si Q(α) = 0.
Concernant la deuxième question, considérons deux nombres algébriques α et β racines de
P ∈ Q[X ] et Q ∈ Q[X ] respectivement. Supposons que l’on ait isolé α et β dans deux in-
tervalles ]a,b[ et ]c,d[ avec les techniques précédentes. On cherche à comparer α et β. Pour
simplifier la présentation, supposons que α et β sont des racines simples de P et Q. Si b < c
(resp. d < a), on a α < β (resp. β < α). Supposons maintenant que a < c < b < d (les autres
cas se traitent de manière similaire). Tout d’abord, on calcule le signe s de P(a)P(c). Si s < 0
alors on a α ∈]a,c[ et α < β. Si s = 0, on a α = c (puisque α 6= a), ce qui implique que α < β.
Si, s > 0, P n’a pas de racine dans l’intervalle [a,c]. Soit (Si)i∈J0,rK une séquence de Sturm
associée à P et P′Q et v =W (c)−W (b). Supposons que Q(c) > 0 et Q(b) < 0. Alors si v = 1,
on déduit du théorème de Sturm généralisé que : Q(α) > 0 et α < β. Si v = −1 et Q(α) < 0
alors α > β. Si v = 0, alors Q(α) = 0 et α = β. Le cas Q(c) < 0 , Q(b) > 0 se traite de manière
analogue. Enfin, si Q(c) et Q(b) ont même signe, on a α < β.
La question que nous allons considérer à présent est fondamentale dans l’élaboration
d’algorithmes certifiés de calcul de topologie de courbes et de surfaces algébriques réelles.
2.1.3 Dénombrement et isolation des racines réelles de P ∈ Q[α][X ]
Soit α un nombre algébrique racine d’un polynôme Q ∈ Q[X ]. Supposons que l’on
ait isolé α dans un intervalle ]a,b[ avec les techniques précédentes. Soit P ∈ Q[α][X ] un
polynôme à coefficients dans l’anneau Q[α]. On suppose que P est sans facteur carré. Dans
ce qui suit, nous décrivons une méthode permettant de dénombrer puis d’isoler sans ambi-
guité les racines réelles de P, sachant que α est l’unique racine sur ]a,b[ d’un polynôme
Q ∈Q[X ].
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Soit ( fi)i∈J0,sK ∈ (Q[α][X ])s+1 une séquence de Sturm associée à P sur R. Soit w(+∞) la
variation de (lc( f0), . . . , lc( fs)) et w(−∞) celle de (lc( f0(−X)), . . . , lc( fs(−X))) où lc( fi)
désigne le coefficient de tête du polynôme fi. Alors par le Corollaire 2.1.5, le nombre de
racines réelles de P est égal à (w(−∞)−w(+∞)). Cependant comme pour tout i ∈ J0,sK,
fi ∈Q[α][X ], alors lc( fi) ∈Q[α]. La détermination de son signe n’est donc pas immédiate.
Elle passe par un calcul de séquence de Sturm généralisée tel que décrit dans la sous-section
précédente.
Algorithme 2.1.3 : Dénombrement des racines réelles de P ∈Q[α][X ]
Entrées : P ∈Q[α][X ], Q ∈Q[X ] tel que Q(α) = 0 et ]a,b[ intervalle d’isolation
Sorties : Nombre de racines réelles de P
a) Construire la séquence (lc( fi(X))) i∈J0,sK associée à P
b) Evaluer les signes de (lc( f0(X)), . . . , lc( fs(X)))
c) Evaluer les signes de (lc( f0(−X)), . . . , lc( fs(−X)))
d) Evaluer w(+∞) la variation de la séquence (lc( f0(X)), . . . , lc( fs(X)))
e) Evaluer w(−∞) la variation de la séquence (lc( f0(−X)), . . . , lc( fs(−X)))
f) Retourner (w(−∞)−w(+∞))
Proposition 2.1.27 Soient n := deg(P), m := deg(Q), τP := L(P) et τQ := L(Q). La com-
plexité binaire de l’algorithme de dénombrement des racines réelles de P ∈ Q[α][X ] avec
Q(α) = 0, est de ˜OB(mn3×max(nτP,τQ)).
Démonstration En effet, d’après le Théorème 2.3.10, l’étape a) a un coût binaire de ˜OB(n4τP)
et retourne une liste ( fi) i∈J0,nK de polynômes de degrés bornés par n2 et dont les coeffi-
cients sont de taille O(nτP). Toujours par le Theorème 2.3.10, comme deg(lc( fi)) = O(n2)
et L(lc( fi)) = O(nτP) alors l’évalution du signe de lc( fi) a un coût binaire de ˜OB(m(n2)×
max(nτP,τQ)) = ˜OB(mn2×max(nτP,τQ)). Cette opération devant être répétée pour tous les
lc( fi), on arrive à une complexité binaire de ˜OB(mn3×max(nτP,τQ)). 
Quant à l’isolation des racines, elle s’opère avec une variante de l’algorithme d’isolation
par la méthode de Sturm et nécessite O(nτP) appels de l’algorithme précédent. Conduisant
ainsi à la complexité binaire rappelée ci-dessous.
Corollaire 2.1.28 Soient n := deg(P), m := deg(Q), τP := L(P) et τQ := L(Q). La complex-
ité binaire de l’algorithme d’isolation des racines réelles de P ∈Q[α][X ] avec Q(α) = 0, est
de ˜OB(mn4×max(n2τP,τQ)).
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2.2 Résolution de systèmes zéro-dimensionnels
Dans les algorithmes que nous décrivons dans cette thèse, il arrive souvent que l’on ait
besoin de résoudre efficacement des systèmes polynomiaux ayant un nombre fini de solutions
complexes. Différentes approches existent pour résoudre de tels systèmes :
− les méthodes analytiques qui consistent à suivre les racines durant un processus itératif,
comme Newton, Weierstrass [57], Aberth [9] ;
− les méthodes par homotopie [60] ;
− les methodes numériques de subdivision [47] ;
− les méthodes matricielles [26] ;
− Les méthodes algébriques basées sur des systèmes de réécriture [52, 51, 56, 28].
Nous nous sommes inspirés de [25] pour rédiger cette section. Nous rappelons ici deux al-
gorithmes algébriques qui transforment la résolution d’un sytème zéro-dimensionnel en des
problèmes d’algèbre linéaire.
Soient f1, . . . , fn ∈ R[X1, . . . ,Xm] tels que le système { f1 = 0, . . . , fn = 0} soit de di-
mension 0. Considérons l’idéal engendré par les polynômes f1, . . . , fn, I := 〈 f1, . . . , fn〉, et
A :=R[X1, . . . ,Xm]/I l’algèbre quotient associée à I. Pour tout a ∈ A soit Ma l’opérateur de
multiplication par a dans A et tMa l’endomorphisme transposé de Ma.
La résolution des systèmes polynomiaux par des méthodes matricielles est basée sur le
résultat suivant :
Théorème 2.2.1 Soit (ζ1, . . . ,ζD) l’ensemble des solutions complexes de notre système. Nous
avons :
− pour tout a ∈ A , les valeurs propres de Ma (et tMa) sont a(ζ1), . . . ,a(ζD).
− pour tout a ∈ A , les formes linéaires évaluations 1ζ1, . . . ,1ζD sont des vecteurs pro-
pres tMa associés respectivement aux valeurs propres a(ζ1), . . . ,a(ζD). De plus, à un
scalaire près, ce sont les seuls vecteurs propres communs à tous les endomorphismes
tMa, a ∈ A .
Ce théorème permet de réduire la résolution d’un système zéro-dimensionnel à un problème
d’algèbre linéaire. Les algorithmes de résolution basés sur ce théorème ont besoin de con-
struire les matrices de multiplication dans A et font appel à des calculs de formes normales
[51], ou de formes normales généralisées [46], [52]. Les différentes étapes du processus de
résolution sont résumées dans l’algorithme suivant :
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Algorithme 2.2.1 : Résolution de systèmes 0-dimensionnels
Entrées : I = 〈 f1, . . . , fn〉
Sorties : {ζ1, . . . ,ζD} liste des solutions du système { f1 = 0, . . . , fn = 0}
a) Calcul d’une base de A .
b) En déduire les matrices de multiplication par X1, . . . ,Xm dans cette base.
c) Calculer simultanément les vecteurs propres de tMX1 , . . . , tMXm ainsi que les valeurs
propres correspondantes.
Une autre technique de résolution de système zéro-dimensionnel utilisant des calculs de ma-
trices de multiplication est la Représentation Univariée Rationnelle (R.U.R). La R.U.R est la
description des solutions d’un système multivarié et zéro-dimensionnel { f1 = 0, . . . , fn = 0}
à l’aide des zéros d’un polynôme en une variable et d’une application rationnelle. Cette ap-
proche se prête bien aux calculs exacts sur des nombres algébriques, mais la méthode des
vecteurs propres décrites précedemment est plus avantageuse en terme de coût. Nous ré-
sumons ci-dessous les différentes étapes de l’algorithme de calcul de la R.U.R des solutions
d’un système zéro-dimensionnel. Les détails concernant cet algorithme peuvent être consultés
dans [56, 25].
Algorithme 2.2.2 : Calcul D’une Représentation Univariée Rationnelle
Entrées : f1, . . . , fn ∈R[X1, . . . ,Xm] et I = 〈 f1, . . . , fn〉
Sorties : Une liste de polynômes univariés (d0,d1, . . . ,dm) tel que :
ζ1 = d1(α)d′0(α) , . . . ,ζm =
dm(α)
d′0(α)
, avec α racine de d0.
a) Calcul d’une base de A .
b) En déduire les matrices de multiplication par X1, . . . ,Xm dans cette base.
c) Calculer le determinant ∆(u0, . . . .,um) := det(u0 Id+u1MX1 + . . .+umMXm)
et sa partie sans facteur carré d(u0, . . . ,um).
d) Choisir un (t1, . . . , tm) ∈Rm générique et calculer les premiers coefficients de
d(u0, t1 +u1, . . . , tm +um), considéré comme polynôme en u1, . . . ,um :
d(u0, t1 +u1, . . . , tm +um) = d0(u0)+u1d1(u0)+ . . .+umdm(u0)+ . . .
La condition de généricité requise pour (t1, . . . , tm) ∈ Rm est que ce m-uplet sépare les so-
lutions du système, c’est-à-dire pour tout ζk = (ζk,1, . . . ,ζk,m) et ζ j = (ζ j,1, . . . ,ζ j,m), ζk 6=
ζ j =⇒ ∑mi=1 ti.ζk,i 6= ∑mi=1 tiζ j,i.
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2.3 Sous-résultants
La théorie des sous-résultants est un outil essentiel pour l’étude de la topologie des
courbes et des surfaces algébriques. Elle permet de répondre de manière précise à plusieurs
questions d’ordre géométrique. Par exemple, considérons deux courbes algébriques planes
d’équations respectives f (X ,Y) = 0 et g(X ,Y) = 0 et α un nombre algébrique donné. Nous
nous intéressons aux propriétés géométriques de leurs points d’intersections d’abscisse α.
Pour trouver ces points, nous devons calculer le plus grand diviseur commun, noté pgcd,
des polynômes f (α,Y ) et g(α,Y). Au lieu de calculer ce pgcd avec l’algorithme d’Euclide,
nous utiliserons la théorie des polynômes sous-résultants. Les raisons de ce choix résident
principalement dans les propriétés importantes de ces polynômes. En effet :
1. Ils se définissent comme des expressions algébriques en les coefficients de f (X ,Y) et g(X ,Y).
2. Leurs coefficients de tête nous indiquent le degré du pgcd de f (α,Y ) et de g(α,Y).
3. La séquence des polynômes sous-résultants contient tous les polynômes qui apparaissent
au cours de l’algorithme d’Euclide mais avec des tailles de coefficients plus petites.
4. Les polynômes sous-résultants ont un comportement intéressant par rapport aux homo-
morphismes : en effet, si ϕ est un homomorphisme d’anneaux qui préserve le degré de f
et g, alors la suite des polynômes sous-résultants associée aux polynômes ϕ( f ) et ϕ(g) est
l’image par ϕ de la suite des polynômes sous-résultants associée à f et g.
Cette dernière propriété est particulièrement utile quand on travaille sur des objets géométriques.
Nous nous sommes inspirés de [7] et [6] pour rédiger cette section.
2.3.1 Définition et principales propriétés des sous-résultants
Soit A un anneau commutatif unitaire et intègre. Soient P = ∑pi=0 aiX i, Q = ∑qi=0 biX i
deux polynômes à coefficients dans A, de degré respectif p et q. Pour tout r > 0, notons
A[X ]r l’ensemble des éléments de A[X ] de degré inférieur ou égal à r. Soit Ψ : A[X ]q−1×
A[X ]p−1 →A[X ]q+p−1 l’applicationA-linéaire définie par Ψ(U,V ) = P U +Q V et M(P,Q)
la matrice, à (p +q) lignes et (p +q) colonnes, associée à Ψ dans les bases monomiales de
A[X ]q−1×A[X ]p−1 et deA[X ]q+p−1 :
M(P,Q) =


a0 b0
.
.
.
.
.
.
.
.
.
.
.
.
ap a0 bq b0
.
.
.
.
.
.
.
.
.
.
.
.
ap bq


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La matrice M(P,Q) s’appelle matrice de Sylvester associée à P et Q.
Définition 2.3.1 On appelle résultant de P et Q, noté Res(P,Q), le déterminant de la matrice
de Sylvester associée à P et Q :
Res(P,Q) = det(M(P,Q))
L’intérêt majeur du résultant associé à P et Q, tient au fait qu’il donne une conditon nécessaire
et suffisante pour que P et Q aient un facteur commun dansA[X ].
Théorème 2.3.2 Soient P,Q ∈ A[X ], alors Res(P,Q) = 0 si et seulement si P et Q ont un
facteur commun dansA[X ].
Le résultant nous indique seulement que P et Q ont un facteur commun. L’outil qui permet
d’en savoir plus sur ce facteur commun est la suite des sous-résultants associée à P et Q.
Soient k ∈J0, inf(p,q)K, Ψk :A[X ]q−k−1×A[X ]p−k−1 →A[X ]q+p−k−1 l’applicationA-linéaire
définie par Ψk(U,V ) = P U +Q V et Mk(P,Q) la matrice, à (p+q−2k) lignes et (p+q−k)
colonnes, associée à l’application Ψk dans les bases canoniques de A[X ]q−k−1×A[X ]p−k−1
et deA[X ]q+p−k−1.
Soit srk,i(P,Q)∈A le déterminant de la sous matrice (p+q−2k)×(p+q−2k) de Mk(P,Q)
formée à partir :
− des (p+q−2k−1) dernières colonnes de Mk(P,Q),
− de la ieme colonne de Mk(P,Q),
− de toutes les lignes de Mk(P,Q).
Définition 2.3.3 On appelle keme sous-résultant associé aux polynômes P et Q, l’élément de
A[X ]k défini par :
Srk(P,Q) =
k
∑
i=0
srk,i(P,Q)X i
Pour tout (k, i) ∈J0, inf(p,q)K× J0,kK, srk,i(P,Q) ∈A se nomme le (k, i)eme coefficient sous-
résultant associé à P et Q. En particulier, pour i = k, srk,k(P,Q) s’appelle keme coefficient
sous-résultant principal.
Remarque 2.3.4
1. Pour k = 0, M0(P,Q) correspond à la matrice de Sylvester, par conséquent Sr0(P,Q) =
sr0,0(P,Q) = det(M0(P,Q)) = Res(P,Q).
2. Si q < p, nous avons Srq(P,Q) = (bq)p−q−1Q(X) et srq,q(P,Q) = (bq)p−q.
3. Pour i ∈ Jk, p+q−k−1K, on a srk,i(P,Q) = 0 car c’est le déterminant d’une matrice ayant
deux colonnes identiques. Donc on peut écrire Srk(P,Q) = ∑p+q−k−1i=0 srk,i(P,Q)X i.
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Lemme 2.3.5 Pour tout k ∈ J0, inf(p,q)K, Srk(P,Q) ∈ ImΨk.
Démonstration Soit Mk(P,Q) = (ci, j) (i, j)∈J1,p+q−2kK×J0,p+q−k−1K. Developpant srk, j(P,Q)
par rapport à sa première colonne, on obtient :
srk, j(P,Q) =
p+q−2k
∑
i=1
(−1)1+ici, jmi,k
où mi,k est le déterminant de la matrice formée par les (p+q−2k−1) dernières colonnes de
Mk(P,Q) et de toutes ses lignes à l’exception de la ieme. Par le troisième point de la remarque
précédente on a :
Srk(P,Q) = ∑p+q−k−1j=0 srk, j(P,Q)X j = ∑p+q−k−1j=0 ∑p+q−2ki=1 (−1)i+1ci, jmi,kX j
= ∑p+q−2ki=1 (−1)i+1mi,k ∑p+q−k−1j=0 ci, jX j
= ∑p+q−2ki=1 (−1)i+1mi,kAi où Ai = ∑p+q−k−1j=0 ci, jX j
Pour tout i ∈ J1, p+q−2kK, Ai ∈ ImΨk. En effet, pour tout i ∈ J1,q− kK Ai = X i−1P et pour
tout i ∈ Jq− k +1, p+q−2kK Ai = X i−1−q+kQ. Comme ImΨk est stable par combinaisons
linéaires, il vient que Srk(P,Q) ∈ ImΨk. 
La proposition suivante justifie le nom de sous-pgcd souvent donné aux polynômes sous-
résultants.
Proposition 2.3.6 Soient P,Q∈A[X ], D = pgcd(P,Q), p,q et d leur degré respectif et k ∈ J0,dK.
On a :
1. k < d ⇐⇒ Ψk non injective ⇐⇒ Srk(P,Q) = 0 ⇐⇒ srk,k(P,Q) = 0.
2. Si k = d, alors srk,k(P,Q) 6= 0 et Srk(P,Q) = pgcd(P,Q).
Démonstration
1. k < d =⇒ Ψk injective : soient P1,Q1 ∈A[X ] tels que P = P1D, Q = Q1D. Comme d >
k > 0 alors deg(P1) = p−d < p− k et deg(Q1) < q− k. Donc (Q1,P1) ∈ kerΨk d’où Ψk
est non injective.
Ψk injective =⇒ Srk(P,Q) = 0 : Comme Ψk est non injective alors les colonnes de Mk(P,Q)
sont linéairement dépendantes d’où Srk(P,Q) = 0.
Srk(P,Q) = 0 =⇒ srk,k(P,Q) = 0 : Comme Srk(P,Q) = ∑ki=0 srk,i(P,Q)X i alors Srk(P,Q) =
0 =⇒ srk,k(P,Q) = 0.
srk,k(P,Q) = 0 =⇒ k < d : résulte de 2.
2. Par le théorème de Bézout il existe U,V ∈ A[X ] tel que deg(U) 6 q− d− 1, deg(V ) 6
p− d − 1 et D = PU + QV . Donc D ∈ ImΨd . Par ailleurs tout élément de ImΨd est un
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multiple de D car l’ensemble des polynômes PU +QV est un idéal principal dont D est un
générateur. Par le lemme précédent, Srd(P,Q) ∈ ImΨd , donc Srd(P,Q) est un multiple de
D. Comme par hypothèse deg(Srd(P,Q))6 d alors Srd(P,Q) = λD avec λ ∈A. Puisque
srd,d(P,Q) 6= 0, λ est non nul. Ainsi Srd(P,Q) est le pgcd de P et Q.

De cette proposition découle le théorème fondamental des polynômes sous-résultants.
Théorème 2.3.7 Soient P,Q ∈ A[X ] de degrés respectifs p et q et k ∈ J0, inf(p,q)K. Alors
pgcd(P,Q) = Srk(P,Q) si et seulement si :
sr0,0(P,Q) = . . . = srk−1,k−1(P,Q) = 0 et srk,k(P,Q) 6= 0.
Soit A′ un anneau commutatif unitaire et intègre et ϕ :A−→A′ un homomorphisme d’an-
neaux. Notons encore ϕ l’homomorphisme de A[X ] −→ A′[X ] qui à f = ∑ni=0 fiX i associe
ϕ( f ) = ∑ni=0 ϕ( fi)X i. Alors nous avons le théorème suivant appelé propriété de spécialisation
des sous-résultants :
Théorème 2.3.8 Si ap 6∈ kerϕ et bq 6∈ kerϕ alors pour tout k ∈ J0, inf(p,q)K on a :
Srk(ϕ(P),ϕ(Q)) = ϕ(Srk(P,Q))
.
Remarque 2.3.9 Le nom de ce théorème vient de son application principale : soient A =
R[Y ], α∈R et ϕ l’homomorphisme deA dansR qui spécialise Y à α. Alors pour P,Q∈A[X ],
Srk(P(α,X),Q(α,Y)) = Srk(P(X ,Y),Q(X ,Y))(α).
2.3.2 Algorithme de calcul des sous-résultants
Soit A un anneau commutatif unitaire et intègre. Soient P = ∑pi=0 aiX i, Q = ∑qi=0 biX i
deux polynômes à coefficients dans A de degrés respectifs p et q.
Soit S la séquence (Srk(P,Q))k∈J0,inf(p,q)K des polynômes sous-résultants associés à P et Q.
L’algorithme suivant, extrait de [21], calcule la séquence S des polynômes sous-résultants
non nuls. Dans cet algorithme, "prem" désigne le pseudo-reste, ∪ permet de concaténer deux
listes.
Chapitre 2. Prérequis algébriques 23
Algorithme 2.3.1 : Calcul des polynômes sous-résultants
Entrées : P,Q ∈A[X ] avec deg(P)> deg(Q)> 1
Sorties : Séquence S des polynômes sous-résultants associés à P et Q
1. S := [], s := lc(Q)deg(P)−deg(Q), A := Q, B := prem(P,−Q)
boucle
2. d := deg(A), e := deg(B),
3. Si B = 0 alors Retourner S,
4. Si B 6= 0 alors
S := [B]∪S,
δ = d− e,
Si δ > 1 alors C := lc(B)
δ−1B
sδ−1
, S := [C]∪S
Si δ6 1 alors C := B,
5. Si e = 0 alors Retourner S,
6. Si e > 0 alors B := prem(A,−B)
sδ lc(A) , A := C, s := lc(A)
Fin boucle
Soient P,Q∈Z[Y1, . . . ,Yk][X ], degX(P) = p> q = degX(Q), di := max(degYi(P),degYi(Q)) et
d = ∏ki=1 di. On suppose que les coefficients entiers de P et Q sont de taille majorée par τ.
Alors on a le théorème suivant :
Théorème 2.3.10 [55, 20] Il existe un algorithme calculant la suite des coefficients sous-
résultants principaux (respectivement des sous-résultants), par rapport à la variable X, asso-
ciée à P et Q avec un coût binaire de ˜OB(q(p+q)k+1dτ) (respectivement ˜OB(q(p+q)k+2dτ)).
De plus pour tout i ∈ J0,qK , la taille des coefficients de Sri(P,Q) est O(pτ).
La section suivante est un rappel sur la décomposition cylindrique algébrique, plus partic-
ulièrement son intérêt pour le calcul de topologie de variétés semi-algébriques
2.4 Décomposition cylindrique algébrique
Les premiers algorithmes permettant de décider si une formule du premier ordre est vraie,
se trouvent dans les travaux de Tarski et Seidenberg. La complexité de ceux-ci n’était pas élé-
mentairement récursive. L’algorithme de décomposition cylindrique algébrique de Collins
[14] a une bien meilleure complexité et est l’algorithme le plus connu pour décider si une
formule du premier ordre est vraie. Dans cette section, nous rappelons la définition de la
Décomposition Cylindrique Algébrique adaptée àune famille de polynômes ainsi que l’algo-
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rithme de Collins. Puis nous montrerons comment cet algorithme est utilisé pour calculer la
topologie de variétés algébriques réelles. La rédaction de cette sous-section fait réference à
[6].
2.4.1 Ensembles et fonctions semi-algébriques
Définition 2.4.1 Un ensemble semi algébrique de Rn est un sous-ensemble de Rn vérifiant
une combinaison booléenne d’équations et d’inéquations polynomiales.
Proposition 2.4.2 Tout ensemble semi-algébrique deRn est réunion finie de sous-ensembles
de la forme :
{M ∈Rn | P(M) = 0 et Q1(M) > 0, . . . ,Ql(M) > 0}
avec l ∈N et P,Q1, . . . ,Ql ∈R[X1, . . . ,Xn].
L’ensemble des ensembles semi-algébriques de Rn possède des propriétés de stabilité (par
unions, intersections finies, passage au complémentaire, image réciproque par une application
polynomiale, produit cartésien). Une autre propriété importante est la stabilité par projection.
Théorème 2.4.3 (Version génométrique−Tarski-Seidenberg)
Soit S un ensemble semi-algébrique de Rn et pi la projection qui à tout point (x1, . . . ,xn)
associe (x1, . . . ,xn−1). Alors pi(S) est un ensemble semi-algébrique de Rn−1.
Les conséquences de ce résultat sont multiples, en voici quelques-unes.
Corollaire 2.4.4
− Soit S un ensemble semi-algébrique de Rn+k, son image par la projection qui à tout
point (x1, . . . ,xn,xn+1, . . . ,xn+k) associe (x1, . . . ,xn) est un ensemble semi-algébrique
de Rn.
− Soit S un ensemble semi-algébrique de Rn et F une application polynomiale de Rn
dansRm. Alors F(S) est un ensemble semi-algébrique de Rm.
Définition 2.4.5 Formule du premier ordre.
1. Si P ∈R[X1, . . . ,Xn] alors P = 0 et P > 0 sont des formules.
2. Si Φ et Ψ sont des formules, alors Φ et Ψ, Φ ou Ψ, non Φ sont des formules.
3. Si Φ est une formule, X une variable réelle, alors ∃XΦ et XΦ sont des formules.
L’ensemble des formules ainsi obtenues s’appelle l’ensemble des formules du premier ordre
à paramètres dansR. L’ensemble des formules obtenues avec 1 et 2 s’appelle l’ensemble des
formules sans quantificateur.
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Un ensemble S ∈Rn est semi-algébrique si et seulement si il existe une formule sans quan-
tificateur Φ(X1, . . . ,Xn) telle que :
(x1, . . . ,xn) ∈ S ⇐⇒Φ(X1, . . . ,Xn).
Théorème 2.4.6 (Version logique−Tarski-Seidenberg)
Si Φ est une formule du premier ordre dont les variables libres sont (x1, . . . ,xn), l’ensemble
des (x1, . . . ,xn) ∈Rn qui satisfont Φ est un sous ensemble semi-algébrique de Rn.
Définition 2.4.7 Soit A ⊂ Rm et B ⊂ Rn deux ensembles semi-algébriques. Une fonction
f : A −→ B est dite semi-algébrique si et seulement si son graphe :
Γ f = {(M,N) ∈ A×B | N = f (M)}
est un ensemble semi-algébrique de Rm×Rn.
Des propriétés importantes découlent du théorème de Tarski-Seidenberg :
Corollaire 2.4.8
− L’image d’un ensemble semi-algébrique par une fonction semi-algébrique est un en-
semble semi-algébrique. De même pour l’image réciproque.
− La composée de deux fonctions semi-algébriques est une fonction semi-algébrique.
Définition 2.4.9 Un ensemble semi-algébrique S est dit semi-algébriquement connexe quand
pour tout M et N de S , il existe une fonction semi-algébrique continue φ : [0,1] −→ S telle
que φ(0) = M et φ(N) = 1.
Proposition 2.4.10 Le nombre de composantes semi-algébriquement connexes d’un ensem-
ble semi-algébrique quelconque est fini.
2.4.2 Décomposition cylindrique algébrique
Une décomposition d’un ensemble semi-algébrique S est une partition finie de S en sous-
ensembles semi-algébriques. Une décomposition cylindrique algébrique de Rn est une suite
S1, . . . ,Sn telle que pour tout i ∈ J1,nK, Si soit une décomposition de Ri en sous-ensembles
semi-algébriques connexes appelés cellules et ayant les propriétés suivantes :
− toute cellule S ∈ S1 est soit un point soit un intervalle ouvert ;
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− pour tout i ∈J1,nK et toute cellule S ∈ Si, il existe un nombre fini de fonctions semi-
algébriques continues ξS,1 < .. . < ξS,lS :−→R telles que le cylindre S×R soit l’union
disjointe des cellules de Si qui sont :
• soit le graphe ΓS, j d’une fonction ξS, j pour j ∈ {1, . . . , lS} :
ΓS, j = {(x′,x j+1) ∈ S×R | ξS, j(x′)}
• soit une bande BS, j du cylindre borné par les graphes des fonctions ξS, j et ξS, j+1
pour j ∈ {0, . . . , lS}, où on prend par convention ξS,0 =−∞ et ξS,lS+1 = +∞ :
BS, j = {(x′,x j+1) ∈ S×R | ξS, j(x′) < x j+1 < ξS, j+1(x′)}
Proposition 2.4.11 Toute cellule d’une décomposition cylindrique algébrique est semi-
algébriquement homéomorphe à un hypercube ouvert ]0,1[i (par convention ]0,1[0est un
point).
Etant donnée une famille de polynômes P dans R[X1, . . . ,Xn], un sous-ensemble S de Rn
est dit P -invariant si tout polynôme P ∈ P est de signe constant sur S. Nous allons montrer
comment construire une décomposition cylindrique algébrique Sn de Rn adaptée à P , c’est-
à-dire pour laquelle chaque cellule S ∈ Sn est P -invariante.
Soit S un ensemble semi-algébrique quelconque. Une décomposition cylindrique algébrique
adaptée à S, est une décomposition cylindrique algébrique deRn telle que S est union finie de
cellule de cette décomposition. Il est clair que si P est une famille de polynômes telle que S
soit la réalisation d’une formule sans quantificateur avec atomes dans P , une décomposition
cylindrique algébrique adaptée à P est une décomposition cylindrique algébrique adaptée à
S.
Pour construire une décomposition cylindrique algébrique adaptée à P , il est utile que pour
tout S ∈ Sn−1 nous puissions choisir la fonction ξS, j de S dans R comme étant une fonction
qui à (x1, . . . ,xn−1) ∈ S associe une racine de P ∈ P . Le théorème suivant explique quelles
conditions doit vérifier une cellule S ∈ Sn−1 pour pouvoir choisir chaque fonction ξS, j de S
dansR comme étant une fonction qui, à (x1, . . . ,xn−1) ∈ S, associe une racine de P ∈ P .
Théorème 2.4.12 Soit P ∈R[X1, . . . ,Xn] et S une composante semi-algébriquement connexe
de Rn−1 telle que :
− ∀x′ ∈ S, le nombre de racines distinctes de P(x′,Xn) dans C est constant.
− ∀x′ ∈ S, le degré de P(x′,Xn) est constant.
Alors il existe l fonctions semi-algébriquement continues ξ1, . . . ,ξl : S −→R telles que ∀x′ ∈
S, l’ensemble des racines réelles de P(x′,Xn) soit exactement {ξ1(x′), . . . ,ξl(x′)}. De plus,
pour i = 1, . . . , l, la multiplicité de ξi(x′) est constante pour tout x′ ∈ S.
La proposition suivante permet de généraliser le théorème ci-dessus au cas de deux polynômes.
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Proposition 2.4.13 Soient P,Q ∈ R[X1, . . . ,Xn] et S une composante semi-algébriquement
connexe de Rn−1 telle que :
− ∀x′ ∈ S, les nombres de racines distinctes de P(x′,Xn) et de Q(x′,Xn) dans C restent
constants.
− ∀x′ ∈ S, les degrés de P(x′,Xn) et de Q(x′,Xn) restent constants.
− ∀x′ ∈ S, le degré du pgcd de P(x′,Xn) et de Q(x′,Xn) reste constant.
Alors il existe l fonctions semi-algébriquement continues ξ1, . . . ,ξl : S −→R telles que pour
tout x′ ∈ S, l’ensemble des racines réelles de PQ(x′,Xn) soit exactement {ξ1(x′), . . . ,ξl(x′)}.
De plus, pour i = 1, . . . , l, la multiplicité de ξi(x′) racine de P(x′,Xn) (resp Q(x′,Xn) est
constante pour tout x′ ∈ S.
2.4.3 L’algorithme de Collins
L’algorithme de décomposition cylindrique algébrique se divise en deux étapes : l’étape
de projection et l’étape de remontée.
Etape de projection : Soit P un polynôme de R[X1, . . . ,Xn] vu comme polynôme univarié
en Xn à coefficients dansR[X1, . . . ,Xn−1]. On note lc(P) le coefficient dominant de P. On note
Tr(P) le polynôme égal à P− lc(P)XdegXn(P)n . On définit un opérateur de projection PROJ(P )
comme étant le plus petit ensemble de polynômes de R[X1, . . . ,Xn−1] tel que :
− si P ∈ P et degXn(P) = p > 2, PROJ(P ) contient tous les coefficients sous-résultants
non constants sr j, j(P,∂XnP) pour j ∈J0, pK,
− si (P,Q) ∈ P 2, PROJ(P ) contient tous les coefficients sous-résultants non constants
sr j, j(P,Q) pour j ∈J0,min(degXn(P),degXn(Q))
y
,
− si P ∈ P , degXn(P) > 1 et lc(P) est non constant alors PROJ(P ) contient lc(P) et
PROJ(P\{P}∪{Tr(P)}).
− si P ∈ P , degXn(P) = 0 et P est non constant, alors PROJ(P ) contient P.
Théorème 2.4.14 Soit P une famille finie de polynômes dans R[X1, . . . ,Xn] et soit S une
composante semi-algébriquement connexe d’un sous-ensemble semi-algébrique deRn−1, qui
est PROJ(P )-invariant. Alors, il existe l fonctions continues ξ1 < .. . < ξl : S −→ R telles
que ∀x′ ∈ S, l’ensemble de points {ξ1(x′), . . . ,ξl(x′)} soit exactement l’ensemble des racines
réelles de tous les polynômes non nuls P(x′,Xn) avec P ∈ P . Le graphe de chaque fonction ξi
ainsi que chaque bande du cylindre S×R bornée par ces graphes, sont des ensembles semi-
algébriques, semi-algébriquement connexes et semi-algébriquement homéomorphes soit à S,
soit à S×]0,1[, et P -invariants.
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Ainsi, étant donnée une décomposition cylindrique algébrique de Rn−1 adaptée à PROJ(P ),
on définit récursivement des sous-ensembles finis de polynômes Pi tels que :
− Pn = P ,
− Pour tout i ∈ {1, . . . ,n−1} Pi = PROJ(Pi+1).
Etape de remontée : Il est clair que P1 est une famille de polynômes univariés. La con-
struction d’une décomposition cylindrique algébrique S1 adaptée à P1 se fait en donnant un
point représentatif dans chaque composante semi-algébriquement connexe de S1. Ceci revient
à isoler, puis trier les racines réelles, {α1,1, . . . ,α1,s1}, des polynômes de P1 et donner un point
dans chaque intervalle ]α1,i,α1,i+1[ pour i ∈ J0,s1 +1K ( avec α1,0 =−∞ et α1,s1+1 = +∞). Il
nous faut maintenant montrer comment construire une décomposition cylindrique algébrique
adaptée à P2 à partir de S1.
Tous les polynômes de P2 sont des polynômes en les variables X1 et X2. Lorsque l’on spé-
cialise la variable X1 aux nombres algébriques réels de S1 on obtient une famille de polynômes
univariés en X2 à coefficients dansR. On peut donc réitérer le processus d’isolation et de tri de
cette famille de polynômes. Ainsi on construit récursivement une décomposition cylindrique
algébrique adaptée à Pi+1 à partir d’une décomposition cylindrique algébrique adaptée à Pi.
Ceci constitue la phase de remontée de l’algorithme de décomposition cylindrique algébrique.
L’algorithme de décomposition cylindrique algébrique Collins est la succession des deux rou-
tines décrites ci-dessus.
Remarque 2.4.15 La phase de remontée nécessite la manipulation symbolique de nombres
algébriques réels. Ceci ne se fait pas de manière simple. Il est important de noter qu’au cours
de l’étape de remontée, il est nécessaire de travailler au-dessus de tours d’extensions al-
gébriques lorsque les racines d’un polynôme ne sont pas rationnelles. Ceci induit des méth-
odes et des calculs délicats à mettre en oeuvre.
On obtient le théorème suivant :
Théorème 2.4.16 Pour toute famille finie P de polynômes dans R[X1, . . . ,Xn], il existe une
décomposition cylindrique algébrique de Rn adaptée à P .
L’algorithme de décomposition cylindrique algébrique de Collins est fortement pénalisé par
sa complexité. D’un point de vue pratique, il subit cette complexité à deux niveaux :
− lors de la phase de projection, le nombre de polynômes ainsi que leur degré devient une
étape bloquante de l’algorithme lorsque le nombre de variables est supérieur à trois.
− lors de la phase de remontée, la gestion des nombres algébriques réels est crutiale.
Ainsi, il arrive très souvent que pour des problèmes de plus de trois variables la phase
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de projection de passe pas. Même lorsque celle-ci passe, la phase de remontée est aussi
bloquante du fait du nombre de points réels qui doivent être manipulés.
Le théorème suivant donne la complexité arithmétique de l’algorithme de Collins (voir [23]).
Théorème 2.4.17 Soit P une famille finie de m polynômes deR[X1, . . . ,Xn] et d le maximum
des degrés totaux des polynômes de P . La complexité arithmétique du calcul d’une décom-
position cylindrique algébrique adaptée à P est O(m2ndn2n).
2.4.4 Algorithme de Collins et calcul de topologie de variétés algébriques
L’algorithme de Collins permet de décomposer un ensemble semi-algébrique en des cel-
lules homéomorphes à des hypercubes ouverts mais ne donne pas d’information sur les rela-
tions d’adjacence entre les cellules obtenues. De plus nous ne savons pas, en général, ce qu’il
advient en passant d’une cellule à une autre. Ces informations sont nécessaires pour déter-
miner la topologie de l’ensemble semi-algébrique considéré. Pour remédier à ce problème,
l’algorithme de décomposition cylindrique algébrique est combiné avec le lemme de Thom.
Si ε ∈ {−1,0,1} est signe, nous notons : ¯ε =


{0}si ε = 0
{0,1}si ε = 1
{0,−1}si ε =−1
Proposition 2.4.18 (Lemme de Thom) Soit P1, . . . ,Ps ∈R[X ] une famille finie de polynômes
non nuls, stable par dérivation ( ie ∀i ∈J1,sK, si P′i 6= 0 alors il existe j ∈ J1,sK tel que
P′i = Pj). Pour tout ε = (ε1, . . . ,εs) ∈ {−1,0,1}s, soit Aε ⊂R définie par :
Aε = {x ∈R; signe(Pi(x)) = εi pour i = 1, . . . ,s}.
Alors,
− soit Aε est un ensemble vide,
− soit Aε est réduit à un point,
− soit Aε est un intervalle ouvert non vide.
Soit l’ensemble Aε¯ := {x ∈ R; sign(Pi(x)) ∈ ¯εi pour i = 1, . . . ,s}. Alors Aε¯ est soit vide, soit
réduit à un point, soit un intervalle fermé différent d’un point.
Le lemme de Thom permet d’obtenir une description de chaque cellule de la décomposition
cylindrique algébrique par une combinaison booléenne d’équations et d’inéquations polyno-
miales. Pour cela il suffit d’ajouter à la famille de polynôme de départ leurs dérivées succes-
sives non nulles.
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Ce lemme admet une généralisation au cas d’une famille de polynômes multivariés.
Théorème 2.4.19 Soit (Pi, j)(i, j)∈J1,nK×J1,siK une famille de polynômes à coefficients réels tel
que :
− pour i fixé, (Pi,1, . . . ,Pi,si) est une famille de polynômes dans R[X1, . . . ,Xi] stable par
dérivation, telle que pour tout j ∈ J1,siK lcXi(Pi, j) ∈R∗,
− pour i < n, la famille de polynômes (Pi,1, . . . ,Pi,si) contient la famille
PROJ(Pi+1,1, . . . ,Pi+1,si+1).
Pour 0 < k 6 n, soit ε = (εi, j) (i, j)∈J1,kK×J1,siK une famille de signes dans {−1,0,1} et :
Cε = {x ∈Rn; signe(Pi, j(x)) = εi, j pour i = 1, . . . ,k et j = 1, . . . ,si},
Cε¯ = {x ∈Rn; signe(Pi, j(x)) = ¯εi, j pour i = 1, . . . ,k et j = 1, . . . ,si}.
Alors les ensembles Cε non vide sont les cellules de la décomposition cylindrique algébrique
de Rn, et l’adhérence d’une cellule non vide Cε est Cε¯, qui est une union de cellules.
Le théorème précédent permet de déterminer les relations d’adjacences entre les cellules
d’une décomposition cylindrique algébrique. Il fonctionne pour une famille de polynômes
avec des propriétés spéciales. Néanmoins, toute famille finie de polynômes de R[X1, . . . ,Xn]
peut être transformée en une famille satisfaisant ces propriétés à un changement de variable
linéaire prés.
Proposition 2.4.20 Soient P1, . . . .,Pl ∈R[X1, . . . ,Xn]. Il existe un automorphisme linéaire u
de Rnet une famille (Pi, j) satisfaisant les conditions du théorème précédent, telle que :
Pn, j(X1, . . . ,Xn) = Pj(u(X1, . . . ,Xn)) pour i = 1, . . . , l.
Ainsi, combinant l’algorithme de Collins et le le lemme de Thom, il est possible de carac-
tériser la topologie d’un ensemble semi-algébrique donné. Mais cette combinaison a un fort
coût. En effet, l’utilisation du lemme de Thom nécessite que les familles de polynômes ma-
nipulées après chaque projection soient stables par dérivation. Donc, après chaque projection
la famille de polynôme doit être stabilisée en ajoutant les dérivées successives des polynômes
sous-résultants. On a le résultat suivant :
Théorème 2.4.21 [23] Soit P une famille de m polynômes deR[X1, . . . ,Xn] et d le maximum
des degrés totaux des polynômes de P . La complexité arithmétique de l’algorithme combinant
le lemme de Thom et le de calcul d’une décomposition cylindrique algébrique adaptée à P
est O(m2
ndn2n+1).
La complexité de l’algorithme de décomposition cylindrique algébrique est très élevée. Dans
la pratique, pour calculer la topologie d’ensemble semi-algébrique, l’algorithme de décompo-
sition cylindrique algébrique s’avère donc difficilement utilisable. Cela justifie l’émergence
Chapitre 2. Prérequis algébriques 31
de nouvelles techniques, souvent inspirées de l’algorithme de décomposition cylindrique al-
gébrique, pour calculer la topologie de variétés semi-algébriques en petite dimension.
Première partie
Topologie de courbes algébriques
33
Chapitre 3
Topologie d’une courbe algébrique plane
3.1 Introduction
Soit f ∈Q[X ,Y ] un polynôme sans facteur carré et C ( f ) le lieu de ses zéros réels :
C ( f ) := {(α,β) ∈R2| f (α,β)= 0}
Le problème auquel on s’intéresse dans ce chapitre est celui du calcul de la topologie de
C ( f ), c’est-à-dire le calcul d’un complexe simplicial isotope à C ( f ).
Le calcul de la topologie d’une courbe algébrique plane admet plusieurs applications très
importantes. En effet outre son intérêt évident pour la visualisation des courbes algébriques
planes, il constitue une opération essentielle en géométrie algorithmique pour l’acquisition de
formes. Il apparaît comme une primitive incontournable dans plusieurs algorithmes en CAGD
( calcul d’intersection de surfaces algébriques, maillage de surfaces algébriques implicites,
calcul de la courbe d’auto-intersection d’une surface paramétrée...). En plus de ces applica-
tions pratiques, le problème du calcul de la topologie de courbe est lié à plusieurs questions de
mathématiques pures telles que l’énumération des types topologiques des courbes algébriques
planes de degré d fixé (qui reste ouverte même pour les petits degrés (d > 8)).
Le premier algorithme permettant de traiter ce problème est celui de la décomposition cylin-
drique algébrique. Mais nous avons vu que sa complexité le rend difficilement utilisable pour
résoudre efficacement ce problème. Cependant il a inspiré de nouvelles techniques pour le
calcul de topologie de variétés algébriques en petites dimensions. Les algorithmes qui dé-
coulent de ces travaux peuvent être classés en deux catégories :
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Les algorithmes de type balayage
Inspirés des méthodes de la Décomposition Cylindrique Algébrique [6], ils consistent à
balayer le plan par une droite orthogonale à l’axe des abscisses afin de détecter les positions
où la topologie de la courbe change. Ces algorithmes exigent que la courbe soit dans une
position générique et procèdent par projection puis relèvement pour reconstruire la topologie
de la courbe. La principale difficulté dans ces algorithmes est d’allier l’efficacité et la certifi-
cation des calculs utilisant des nombres algébriques de degrés très élévés.
Dans [32] Gonzalez-Véga et El Kahoui proposent un algorithme certifié basé sur les pro-
priétés des sous-résultants et l’encodage de Thom des racines réelles d’un polynôme uni-
varié [6, 16]. Leur algorithme requière des conditions de généricité et ils utilisent l’encodage
de Thom des racines du discriminant de f (X ,Y) par rapport à la variable Y pour certifier
la généricité de la position de la courbe C ( f ). Cependant, si l’utilisation de l’encodage de
Thom pour tester la généricité de la position de C ( f ) permet d’obtenir un algorithme certifé,
sa complexité pénalise l’efficacité de leur algorithme. Ainsi la complexité binaire de l’al-
gorithme décrit dans [32] est dominée par celle de la phase de test et de mise en position
générique de C ( f ). Pour une courbe algébrique plane de degré d dont les coefficients sont de
taille τ, elle est de ˜OB(d16τ).
Dans [33], Gonzalez-Vega et Necula proposent un algorithme utilisant des calculs de suites
de Sturm-Habicht pour déterminer les points en lesquels la topologie de la courbe change.
Puis, afin d’éviter le coût du calcul de l’encodage de Thom, ils testent la généricité de la
position de la courbe avec des méthodes numériques. Les auteurs décrivent leur algorithme
comme étant semi-numérique, i.e. plusieurs étapes des calculs sont menées avec des nombres
flottants, notamment le test de généricité de la position de la courbe. Cet algorithme est plus
efficace que celui décrit dans [32] mais il n’est pas certifié. Ainsi dans certains cas où les
courbes présentent des singularités pathologiques, il peut retourner des résultats faux.
Dans [19], Diochnos, Emiris et Tsigaridas proposent un algorithme utilisant les mêmes tech-
niques que dans [33] mais en certifiant les phases de résolution en utilisant la représentation
univariée rationnelle des points x-critiques de la courbe plane en position générique. Ils éval-
uent la complexité binaire de leur algorithme en ˜OB(d12τ). Cependant dans cette évaluation,
les auteurs n’ont pas pris en compte la complexité binaire de la phase de test et de mise en
position générique de la courbe qui domine en général les autres phases.
Nous mentionnons aussi les travaux [31, 22] dans lesquels des techniques symboliques-
numériques basées sur des calculs de séquences de Sturm-Habicht combinées à des méthodes
d’isolations de racines réelles sont utilisées pour accélerer les calculs.
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Les algorithmes de type subdivision
Ils consistent à découper le plan en petites boîtes puis à calculer la topologie de la courbe
dans chaque boîte. S’il est assez facile de calculer numériquement la topologie dans les boîtes
ne contenant que des points réguliers de C ( f ), le calcul de la topologie dans les boîtes con-
tenant des points singuliers est un problème difficile car nécessite la connaissance de la struc-
ture des singularités de C ( f ). Certains de ces algorithmes présentent l’avantage d’être très
rapides car purement numériques, par contre, ils ne garantissent pas toujours la topologie dans
les boîtes contenant des singularités de la courbe. Des algorithmes symboliques-numériques
ont été développés pour résoudre le problème de la certification de la topologie dans les boîtes
singulières.
Dans [41], Hong propose une solution utilisant des séquences de Sturm pour calculer la
topologie dans les boîtes contenant des singularités de la courbe. Pour un nombre algébrique
α donné, il utilise la séquence de Sturm associée au polynôme f (α,Y) pour isoler ses racines
dans des boîtes. Pour déterminer le nombre de branches passant en un point singulier, il cal-
cule l’intersection de la courbe avec le bord de la boîte le contenant. Cette méthode nécessite
des conditions de régularité sur la courbe et l’isolation des racines du polynôme f (α,Y ) peut
être très coûteuse dans certains cas.
Nous mentionnons aussi le travail [3]. Pour calculer la topologie de la courbe, les auteurs
combinent des calculs de degré topologique au voisinage des singularités de la courbe, à des
techniques d’enveloppement avec des polynômes représentés dans la base de Bernstein. Ils
fournissent ainsi un algorithme donnant la topologie de courbes de degrés très élevés.
Citons les travaux [13] où une methode basée sur le calcul de représentation univariée ra-
tionnelle est utilisée pour déterminer la structure des singularités de la courbe.
Nous présentons dans ce chapitre un algorithme symbolique-numérique certifié forte-
ment basé sur les propriétés des sous-résultants. L’algorithme que nous proposons calcule la
topologie de C ( f ) avec une complexité binaire déterministe en ˜OB(d10τ). Nous nous sommes
inspirée des techniques décrites dans [32]. L’apport majeur de ce travail consiste en l’intro-
duction d’un algorithme modulaire utilisant les propriétés des polynômes sous-résultants pour
certifier la généricité de la position d’une courbe algébrique plane. Comparé à l’algorithme
de test de généricité décrit dans [32], cet algorithme de test de généricité permet de réaliser
un gain d’un facteur d6 sur la complexité binaire de la phase de test et de mise en position
générique et en conséquence, sur la complexité globale de l’algorithme.
Dans la section 3.2, nous ferons une analyse détaillée de la géométrie d’une courbe al-
gébrique plane. La section 3.3 regroupe les différentes phases de l’algorithme calculant la
topologie d’une courbe algébrique implicite plane. Nous y effectuerons une étude compara-
tive de notre algorithme de test et de mise en position générique avec celui décrit dans [32].
Dans la section 3.4, nous donnons une description complète de l’algorithme de calcul de la
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topologie d’une courbe algébrique plane ainsi que l’étude de sa complexité binaire. Pour finir
nous présenterons l’implémentation de l’algorithme sous MATHEMAGIX et les expérimen-
tions réalisées.
3.2 Analyse de la géométrie d’une courbe algébrique plane
Dans cette section, nous introduisons les principaux concepts géométriques nécessaires
pour comprendre les différentes approches du problème de calcul de la topologie d’une
courbe algébrique plane. Les notions de points singuliers, de points réguliers et de points
x-critiques, d’arcs d’une courbe algébrique plane sont abordées en insistant sur leur rôle dans
l’analyse de la topologie d’une courbe algébrique.
Considérons un polynôme f ∈ Q[X ,Y ] sans facteur carré et C ( f ) le lieu de ses zéros
réels : C ( f ) = {(α,β) ∈R2| f (α,β) = 0}.
Nous souhaitons calculer la topologie de C ( f ), c’est-à-dire fournir une structure Λ, linéaire
par morceaux, isotope à la courbe C ( f ).
Définition 3.2.1 Une isotopie de R2 est une application ϕ : R2 × [0,1] −→ R2, telle que
ϕ(·,0) = Id
R
2 et pour tout t ∈]0,1], ϕ(·, t) est un homéomorphisme.
Définition 3.2.2 Soient ∆,Λ ⊂R2, on dit que ∆ est isotope à Λ s’il existe une isotopie ϕ de
R
2 telle que ϕ(∆,1) = Λ.
Comme l’indique la théorie de Morse sur l’étude des ensembles semi-algébriques, le calcul de
la topologie de C ( f ) passe par celui de la structure de ses points singuliers et des arcs lisses
qui relient ces points. Afin de justifier cette affirmation, nous allons effectuer une analyse
de la géométrie de C ( f ) en définissant une relation "∼" sur l’ensemble de ses points. Nous
prouverons que "∼" est une relation d’équivalence permettant de décomposer C ( f ) en des
arcs et points particuliers de C ( f ).
Définition 3.2.3 Soit (α,β) ∈ C ( f ). On dit que (α,β) est un point singulier de C ( f ) si et
seulement si ∂Y f (α,β) = ∂X f (α,β) = 0. Les points non singuliers C ( f ) sont dits réguliers.
Un point régulier (α,β) de la courbe C ( f ) admet une unique droite tangente. Si cette tangente
n’est pas orthogonale à l’axe des abscisses, nous pouvons paramétriser C ( f ) au voisinage de
(α,β) à l’aide du théorème des fonctions implicites que nous rappelons ici dans le contexte
d’une courbe algébrique plane.
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Théorème 3.2.4 Soit (α,β) ∈ C ( f ) tel que ∂Y f (α,β) 6= 0. Alors il existe un voisinage V de
α, un voisinage W de β et une fonction de classe C∞ g : V −→W tels que pour tout x ∈ V ,
y = g(x) soit l’unique solution dans W de l’équation f (x,y) = 0. De plus on a :
g′(x) =
−∂X f (x,g(x))
∂Y f (x,g(x))
Géométriquement, le Théorème 3.2.4 indique que la courbe C ( f ) est décrite au voisinage de
(α,β) par le graphe de la fonction y = g(x).
Les points de la courbe C ( f ) où le théorème des fonctions implicites n’est pas applicable
sont dits x-critiques.
Définition 3.2.5 Soit (α,β) ∈ C ( f ). On dit que (α,β) est un point x-critique de C ( f ) si et
seulement si ∂Y f (α,β) = 0. On appelera valeur x-critique la valeur α lorsque (α,β) est un
point x-critique et valeur régulière la valeur de α lorsque (α,β) est un point régulier.
Les points x-critiques de C ( f ) sont constitués par ses points singuliers et ses points réguliers
à tangente verticale.
Proposition 3.2.6 Si la courbe C ( f ) n’admet pas de droite verticale comme composante,
alors elle admet un nombre fini de points x-critiques.
Démonstration En effet les points x-critiques de C ( f ) sont les solutions réelles du système
f (x,y) = ∂Y f (x,y) = 0. Comme f ∈ Q[X ,Y ] est sans facteur carré et n’admet pas, par hy-
pothèse, de droite verticale comme composante, le théorème de Bézout donne le résultat.

Supposons que f (X ,Y) = ∑ni=0 fi(X)Y i. Soit P = pgcd( f1, . . . ., fn). Les droites orthogo-
nales à l’axe des abscisses et composantes de C ( f ) sont les droites d’équation x = α avec
α racine de P. Donc, pour forcer C ( f ) à ne contenir aucune droite orthogonale à l’axe des
abscisses, il suffit d’exiger que P n’admette aucune racine réelle.
Intuitivement, si nous enlevons les points x-critiques de C ( f ), le reste de la courbe se
décompose en plusieurs morceaux de courbes lisses ; nous les appellerons arcs de la courbe.
Ces arcs peuvent être définis comme des classes d’équivalence d’une certaine relation sur les
points de C ( f ). En effet :
Définition 3.2.7 Soit p = (αp,βp) et q = (αq,βq) deux points de C ( f ). On dira que p est
en relation avec q (et on note p ∼ q) si et seulement si p = q ou s’il existe une application
continue ϕ : [αp,αq]−→R (ou ϕ : [αq,αp]−→R) vérifiant :
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1. ϕ(αp) = βp et ϕ(αq) = βq,
2. ∀x ∈ [αp,αq], f (x,ϕ(x)) = 0,
3. ∀x ∈ [αp,αq],(x,ϕ1(x)) n’est pas x-critique.
De manière plus intuitive, p ∈ C ( f ) est en relation avec q ∈ C ( f ) si et seulement si p = q ou
s’il existe un morceau de courbe de C ( f ) reliant p à q sans passer par un point x-critique de
C ( f ). La proposition suivante montre que la relation ∼ partitionne la courbe C ( f ) :
Proposition 3.2.8
1. La relation ∼ est une relation d’équivalence.
2. Tout point x-critique de C ( f ) constitue une classe d’équivalence singleton.
Démonstration
1. La symétrie et la réfléxivité de ∼ sont évidentes. Pour la transitivité, si p ∼ q et q ∼ r, il
suffit de recoller les deux morceaux de courbes (celle reliant p à q et celle reliant q à r)
pour avoir p ∼ r. En effet le nouveau morceau de courbe obtenu ne peut pas contenir de
point x-critique de C ( f ) car les morceaux qui le composent n’en contenaient pas.
2. Ce résultat est immédiat par définition de la relation ∼.

Définition 3.2.9 Un arc de C ( f ) est une classe d’équivalence de la relation ∼ contenant un
point non x-critique de C ( f ).
Soit A l’ensemble des arcs de C ( f ), Πx :R2 →R l’application qui à (x,y) 7→ x. Nous avons
la proposition suivante :
Proposition 3.2.10 Soit A ∈ A et Ax = Πx(A). Alors Ax est un intervalle ouvert de R et il
existe une application continue φ : Ax −→R tel que A := {(x,φ(x)) | x ∈ Ax}.
Ainsi, la courbe C ( f ) est composée d’un nombre fini de points x-critiques et d’arcs cor-
respondant à des graphes de fonctions continues sur des intervalles ouverts. Comment se
comportent ces fonctions quand x tend vers un des bords de l’intervalle qui le contient ? Nous
pouvons distinguer trois cas :
Soit A ∈ A , Ax =]a−,a+[ et φ :]a−,a+[−→ R l’application décrite dans la proposition
précédente. Soit p− := (a−, limx→a− φ(x)) ∈ (R∪{±∞})2 :
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1. Si a− =−∞, on parle d’arc infini en −∞.
2. Si p− = (α,±∞), on parle d’arc convergeant sur l’asymptote verticale d’équation x = α
dans la direction ±∞ en restant à droite de celle-ci.
3. Si p− ∈R2, on parle d’arc incident à p− par la droite.
Pour p+ := (a+, limx→a+ φ(x)) ∈ (R∪{±∞})2 :
1. Si a+ = +∞, on parle d’arc infini en +∞.
2. Si p+ = (α,±∞), on parle d’arc convergeant sur l’asymptote verticale d’équation x = α
dans la direction ±∞ en restant à gauche de celle-ci.
3. Si p+ ∈R2, on parle d’arc incident à p+ par la gauche.
Nous avons la proposition suivante :
Proposition 3.2.11 Si p+ ∈R2, alors p+ est un point x-critique de C ( f ). Il en est de même
pour p−.
Démonstration Soit (pn) une suite de points de A convergeant vers p+. Comme f est une
fonction continue car polynômiale, alors f (pn) converge vers f (p+). Comme pour tout n
f (pn) = 0 alors f (p+) = 0 d’où p+ ∈ C ( f ). Si p+ n’était pas un point x-critique de C ( f )
alors on aurait p+ ∈ A ce qui contredirait le fait que Πx(A) = Ax est un intervalle ouvert. 
Proposition 3.2.12 C ( f ) admet un nombre fini d’arcs.
Démonstration Pour tout arc A de C ( f ), Πx(A) = Ax est un intervalle ouvert dont les bords
sont soit ±∞, soit des racines réelles du résultant de f (X ,Y) et ∂Y f (X ,Y) par rapport à la
variables Y . Donc il existe un nombre fini de choix possibles. De plus il est impossible que ce
choix soit le même pour une infinité d’arcs. En effet, s’il existait un intervalle ouvert Ax sur
lequel se projette une infinité d’arcs, alors il existerait α ∈ Ax tel que l’équation f (α,Y) = 0
ait une infinité de racines. Ce qui est impossible. D’où le résultat. 
Les arcs de la courbe C ( f ) sont soit non bornés, soit ils relient deux points x-critiques. La
définition d’arc incident peut être étendue à tout point de la courbe. Nous dirons qu’un arc A
est incident à p ∈ C ( f ), de la gauche vers la droite, si p ∈ A. Pour tout point p ∈ C ( f ), nous
pouvons ainsi définir le nombre d’incidences de p :
Définition 3.2.13 Soit p ∈ C ( f ), le nombre d’incidences de p est la paire (g,d) où g désigne
le nombre d’arcs incidents à p par la gauche et d le nombre d’arcs incidents à p par la droite.
Le nombre total d’incidences de p est égal à (g+d).
Ainsi nous avons la proposition suivante :
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Proposition 3.2.14 Soit p∈R2 un point régulier de C ( f ). Alors le nombre total d’incidences
de p est égal à 2.
Reconstruire la topologie de la courbe C ( f ) revient à calculer les différentes classes d’équiv-
alence de la relation ∼, c’est-à-dire les points x-critiques et les arcs de C ( f ), et de détérminer
les connections existantes entre ces classes.
L’algorithme que nous proposons consiste à balayer le plan par une droite verticale afin
de détecter les positions où la topologie de la courbe change. Afin de simplifier le calcul
de la structure des points singuliers de C ( f ), la courbe doit être en position générique. En
effet pour une courbe C ( f ) en position générique, le calcul de la topologie s’effectue plus
facilement car la structure de ses points singuliers s’obtient rapidement.
3.3 Calcul certifié de la topologie de C ( f )
3.3.1 Description géométrique de l’algorithme
Lorsque la courbe C ( f ) est en position générique le calcul de ses points x-critiques est
plus aisé car donné par des paramétrisations rationnelles avec des polynômes sous-résultants.
L’utilisation de ces paramétrisations permet de calculer de manière certifiée la structure des
fibres x-critiques de C ( f ) qui caractérisent sa topologie. En effet, pour une courbe en position
générique, le calcul de l’ensemble de ses fibres x-critiques et celui d’une fibre regulière entre
deux fibres x-critiques successives suffisent pour reconstruire tous ses arcs en utilisant l’algo-
rithme de connection de Grandine [35]. Nous fournissons ici une description schématique de
cet algorithme.
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FIG. 3.1 – Calcul des fibres x-critiques
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FIG. 3.2 – Calcul des fibres régulières
FIG. 3.3 – Connections
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FIG. 3.4 – Connections
FIG. 3.5 – Connections
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FIG. 3.6 – Connection
L’algorithme de connection que nous venons de décrire fonctionne lorsque la courbe est
en position générique. Nous reviendrons sur cet algorithme dans la section 3.3.4
3.3.2 Notion de courbe en position générique
Définition 3.3.1 Soit α ∈R, on appelle fibre de la courbe C ( f ) en α, l’ensemble des points
(α,β) ∈R2 avec β solution de l’équation f (α,Y) = 0.
On dira qu’une fibre de C ( f ) est x-critique si elle contient au moins un point x-critique
de C ( f ). Sinon on dira qu’elle est régulière.
Les conditions de généricité requises pour le calcul de la topologie d’une courbe plane C ( f )
sont données ci dessous.
Définition 3.3.2 Pour tout α ∈C, soit Nx(α) := #{β ∈C, f (α,β) = ∂Y f (α,β) = 0}. On dit
que C ( f ) est en position générique par rapport à l’axe des abscisses si :
• ∀α ∈C,Nx(α)6 1,
• C ( f ) n’admet aucune direction asymptotique orthogonale à l’axe des abscisses.
En position générique, la courbe C ( f ) n’admet pas d’asymptote orthogonale à l’axe des ab-
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scisses et ses valeurs x-critiques sont différentes.
Nous allons à présent fournir une caractérisation algébrique de la notion de position générique.
Si (α,β) ∈ R2 est un point x-critique de C ( f ), alors α est une racine du résultant de
f (X ,Y) et ∂Y f (X ,Y) par rapport à la variable Y . La proposition suivante fournit une représen-
tation rationnelle de β en fonction de α en utilisant les propriétés des polynômes sous-
résultants associés à f (X ,Y) et ∂Y f (X ,Y).
Proposition 3.3.3 Soient i ∈N et Sri(X ,Y) = ∑ j∈J0,iK sri, j(X)Y j le ieme sous-résultant asso-
cié à f (X ,Y) et ∂Y f (X ,Y) considérés comme polynômes en Y à coefficients dansQ[X ]. Soit
(α,β) ∈R2 un point x-critique de C ( f ). Si C ( f ) est en position générique alors il existe un
unique k ∈N tel que :
β = −srk,k−1(α)k(srk,k(α))
Démonstration Soit k ∈ N le degré du polynôme pgcd( f (α,Y),∂Y f (α,Y)). D’aprés le
théorème fondamental des sous-résultants il vient sr0,0(α) = . . .= srk−1,k−1(α) = 0, srk,k(α) 6=
0 et pgcd( f (α,Y),∂Y f (α,Y )) = Srk(α,Y) = ∑ j∈J0,kK srk, j(α)Y j. Comme (α,β) est un point
x-critique de C ( f ) alors β est une racine du pgcd( f (α,Y ),∂Y f (α,Y)). De plus, comme C ( f )
est en position générique, (α,β) est l’unique point x-critique d’abscisse α. Ainsi β est la seule
racine du polynôme pgcd( f (α,Y),∂Y f (α,Y)). Par conséquent, d’aprés les relations entre les
coefficients d’un polynôme et ses racines, on a β = −srk,k−1(α)k(srk,k(α)) . 
Nous disposons d’une méthode permettant de vérifier qu’une courbe algébrique plane
réelle n’admet aucune asymptote verticale. En effet, en notant lcY ( f ) ∈ Q[X ] le coefficient
dominant du polynôme f (X ,Y) considéré comme polynôme en la variable Y , il vient que
C ( f ) admet des asymptotes orthogonales à l’axe des abscisses si et seulement si le polynôme
lcY ( f ) admet des racines réelles. Donc le test d’existence d’asymptotes verticales est équiva-
lent au test d’existence de racines réelles d’un polynôme univarié à coefficients dansQ. Ceci
s’effectue aisément avec la méthode de Sturm présentée dans le Chapitre 2. Dans la pratique,
sachant que la topologie de C ( f ) est invariante par changement linéaire de coordonnées, si
C ( f ) admet des asymptotes verticales, nous effectuerons un changement de variable du type
X = X +λY avec λ ∈Q∗. En effet ce changement de variable rend le polynôme lcY ( f ) con-
stant donc sans racines.
Rappelons que f ∈ Q[X ,Y ] est un polynôme sans facteur carré et que lcY ( f ) ∈ Q[X ]
désigne son coefficient dominant considéré comme polynôme en la variable Y . Dans la suite
de cette section, nous supposerons que lcY ( f ) ∈Q∗.
Soit d := degY ( f ) le degré de f (X ,Y) considéré comme polynôme en Y . Pour tout i ∈ J0,d−
1K, soit Sri(X ,Y) = ∑ j∈J0,iK sri, j(X)Y j le ieme sous-résultant associé à f (X ,Y) et ∂Y f (X ,Y)
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considérés comme polynômes en Y à coefficients dans Q[X ]. Rappelons que Sr0(X ,Y) =
sr0,0(X) désigne le résultant des polynômes f (X ,Y) et ∂Y f (X ,Y) par rapport à la variable Y .
Soit (Γi(X))i∈J1,d−1K la séquence d’éléments deQ[X ] inductivement définie ci-dessous :
Φ0(X) =
sr0,0(X)
pgcd(sr0,0(X),sr′0,0(X))
;
∀i ∈ J1,d−1K,Φi(X) = pgcd(Φi−1(X),sri,i(X)).
∀i ∈ J1,d−1K ,Γi(X) = Φi−1(X)Φi(X)
Le lemme suivant nous permet de classer les valeurs x-critiques de C ( f ) selon leur mul-
tiplicité.
Lemme 3.3.4
1. Φ0(X) =
d−1
∏
i=1
Γi(X) et ∀ i, j ∈ {1, . . . ,d−1} tel que i 6= j, on a
pgcd(Γi(X),Γ j(X)) = 1
2. Soient k ∈ J1,d−1K et α ∈C. On a l’équivalence :
Γk(α) = 0⇐⇒ pgcd( f (α,Y),∂Y f (α,Y)) = Srk(α,Y).
3. {(α,β) ∈C2 : f (α,β) = ∂Y f (α,β) = 0}= Sd−1k=1{(α,β) ∈C2 : Γk(α) = Srk(α,β) = 0 }.
Démonstration
1. Par définition, on a :
∀i ∈ J1,d−1K, Γi(X) = Φi−1(X)Φi(X) .
Ce qui entraîne :
d−1
∏
i=1
Γi(X) =
Φ0(X)
Φd−1(X)
.
Comme Φd−1(X) = pgcd(Φd−2(X),srd−1,d−1(X)) et degY ( f ) = d, alors srd−1,d−1(X) =
lcY ( f ) par suite srd−1,d−1(X) ∈Q∗. Ainsi Φd−1(X) = pgcd(Φd−2(X),srd−1,d−1(X)) = 1
et par suite Φ0(X) =
d−1
∏
i=1
Γi(X).
Comme Φ0(X) est par définition la partie sans facteur carré du résultant sr0,0(X) et que
Φ0(X) =
d−1
∏
i=1
Γi(X), alors on a :
∀i, j ∈ J1,d−1K i 6= j =⇒ pgcd(Γi(X),Γ j(X) = 1.
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2. Soit k ∈ J1,d−1K et α ∈ C tel que Γk(α) = 0. Comme Γk(X) = Φk−1(X)Φk(X) et Φk(X) =
pgcd(Φk−1(X),srk,k(X)) alors srk,k(α) 6= 0 et Φk−1(α) = 0.
Comme Φk−1(X) = pgcd(Φk−2(X),srk−1,k−1(X)) alors Φk−2(α) = 0 et srk−1,k−1(α) = 0.
Par une récurrence descendante on montre aisément que srk−2,k−2(α) = . . . = sr0,0(α)= 0.
En récapitulant, on a sr0,0(α)= . . .= srk−1,k−1(α)= 0 et srk,k(α) 6= 0, donc par le théorème
fondamental des sous-résultants, on a Srk(α,Y) = pgcd( f (α,Y),∂Y f (α,Y)).
Réciproquement soit k ∈ J1,d−1K et α ∈C tel que pgcd( f (α,Y),∂y f (α,Y)) = Srk(α,Y).
Alors par le théorème fondamental des sous-résultants, on a sr0,0(α) = . . .= srk−1,k−1(α) =
0 et srk,k(α) 6= 0. Comme Φ0(X) est la partie sans facteur carré du résultant sr0,0(X) alors
Φ0(α) = 0. Par définition, pour tout i ∈ J1,d−1K Φi(X) = pgcd(Φi−1(X),sri,i(X)), donc
sr0,0(α) = . . . = srk−1,k−1(α) = 0 implique par récurrence Φ0(α) = . . . = Φk−1(α) = 0.
Comme Φk(X) = pgcd(Φk−1(X),srk,k(X)), Φk−1(α) = 0 et srk,k(α) 6= 0 alors Φk(α) 6= 0
d’où Γk(α) = Φk−1(α)Φk(α) = 0.
3. Si (α,β)∈C2 est tel que f (α,β)= ∂Y f (α,β) = 0, alors (α,β) est un point x-critique, donc
Φ0(α) = 0. Par conséquent, il existe k ∈ J1,dK tel que Γk(α) = 0. Ainsi par la deuxième
assertion du lemme, Srk(α,Y) = pgcd( f (α,Y),∂Y f (α,Y )), d’où Srk(α,β) = 0.
Réciproquement, soit (α,β) ∈ C2 et k ∈ J1,d−1K tels que Γk(α) = 0 et Srk(α,β) = 0.
Comme Γk(α) = 0 alors par ce qui précéde on a Srk(α,Y) = pgcd( f (α,Y),∂Y f (α,Y )).
Comme Srk(α,β) = 0, on a f (α,β) = ∂Y f (α,β) = 0 d’où le résultat.

Proposition 3.3.5 Soient d := degY ( f ) et τ :=L( f ). La séquence (Γi(X)) i∈J1,d−1K se calcule
avec une complexité binaire de ˜OB(d6τ), de plus pour tout i∈ J1,d−1K,L(Γi) =O(d(τ+d)).
.
Démonstration En effet, par le Théorème 2.3.10, le calcul de la séquence (sri,i(X))i∈J1,d−1K
s’effectue avec un coût binaire de ˜OB(d4τ), de plus, pour tout i ∈ J1,d−1K L(sri,i) = O(dτ)
et deg(sri,i) = O(d2). Φ0(X) étant par définition la partie sans facteur carré de sr0,0(X),
alors deg(Φ0) = O(d2) et L(Φ0) = O(dτ). Par ailleurs comme Φ0(X) =
d−1
∏
i=1
Γi(X) alors
∑d−1i=1 deg(Γi) = O(d2) et, par la borne de Mignotte [45], L(Γi) = O(d(τ+d)). Pour calculer
la séquence (Γi(X)) i∈J1,d−1K, nous réalisons O(d) calcul de pgcd de polynômes de degrés
O(d2) ( les polynômes Φi(X) et sri,i(X)) et dont les coefficients sont de tailles binaires O(dτ).
Sachant que chaque calcul de pgcd a un coût binaire de ˜OB(d5τ) d’après le Théorème 2.3.10,
il vient que la complexité binaire de l’algorithme calculant la séquence (Γi(X)) i∈J1,d−1K est
de ˜OB(d6τ). 
La certification de la généricité de la position d’une courbe algébrique est une étape es-
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sentielle dans le calcul de sa topologie. Dans [32], les auteurs décrivent un algorithme de test
de généricité de la position de C ( f ), basé sur le calcul de l’encodage de Thom des racines
réelles des polynômes Γk(X). Nous rappelons ci-dessous la complexité binaire de cet algo-
rithme. Ensuite nous proposons un algorithme modulaire de certification de généricité de la
position de C ( f ) avec une complexité nettement plus faible. Sachant que la complexité de
l’algorithme de calcul de C ( f ) décrit dans [32], est fixée par la phase de test et de mise en
position générique, le nouvel algorithme que nous proposons, permet d’obtenir une amélio-
ration de la complexité de l’algorithme global de calcul de la topologie de C ( f ).
Certificat de généricité de la position de C ( f ) par calcul d’encodage de Thom
Nous rappelons que pour P ∈Q[X ] de degré p, Der(P) désigne l’ensemble défini par :
Der(P) := {P(i) | i = 0, . . . , p}
où P(i) désigne la dérivée d’ordre i du polynôme P. Rappelons qu’une condition de signes σ
sur l’ensemble Der(P) est un élément de {0,1,−1}Der(P) avec :


σ(x) = 0 ⇐⇒ x = 0
σ(x) = 1 ⇐⇒ x > 0
σ(x) =−1 ⇐⇒ x < 0
Définition 3.3.6 Soient P∈Q[X ] et σ∈ {0,1,−1}Der(P) une condition de signes sur l’ensem-
ble Der(P). La condition de signes σ est un encodage de Thom de x ∈ R si σ(P) = 0 et σ
est la liste des signes réalisés par les éléments de Der(P) en x. Nous dirons que x est spécifié
par σ.
La proposition suivante rappelle la complexité binaire de l’algorithme de test et de mise en
position générique, par calcul d’encodage de Thom, décrit dans [32].
Proposition 3.3.7 [32] Soient f (X ,Y) ∈ Z[X ,Y ], d := deg( f ) et τ := L( f ). La complexité
binaire de l’algorithme de test et de mise en position générique de C ( f ) par encodage de
Thom est de ˜OB(d16τ).
Cette phase de calcul est la plus coûteuse de l’algorithme décrite dans [32] et fixe donc la
complexité globale de celui-ci. Dans la sous-section suivante, nous proposons un algorithme
modulaire de test et de mise en position générique avec une complexité nettement plus faible
permettant de réaliser un gain non négligeable sur la complexité globale de l’algorithme de
calcul de la topologie de C ( f ).
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Certificat de généricité de la position de C ( f ) par calcul modulaire
Contrairement à l’algorithme décrit dans [32] où le test de généricité consiste à calculer
l’encodage de Thom de tous les points x-critiques de C ( f ) et ensuite de vérifier que chaque
fibre x-critique contient un et un seul point x-critique, l’idée de base de l’algorithme que nous
proposons consiste à traiter les fibres x-critiques par paquet selon la multiplicité du point
x-critique qu’elles contiennent. En effet, nous avons le résultat suivant :
Théorème 3.3.8 C ( f ) est en position générique si et seulement si pour tout k ∈ J1,d−1K et
tout i ∈ J0,k−1K, on a :
k(k− i)srk,i(X)srk,k(X)− (i+1)srk,k−1(X)srk,i+1(X) = 0modΓk(X)
Démonstration Supposons que C ( f ) soit en position générique. Soit k ∈J1,d−1K et α ∈C
tel que Γk(α) = 0. Alors par l’assertion 2 du Lemme 3.3.4, pgcd( f (α,Y),∂Y f (α,Y)) =
Srk(α,Y) = ∑ i∈J0,kK srk,i(α)Y i. Comme C ( f ) est en position générique, par la Proposition
3.3.3 le polynôme Srk(α,Y ) = pgcd( f (α,Y),∂Y f (α,Y)) a une seule racine : β(α) = −srk,k−1(α)k(srk,k(α)) .
Ainsi Srk(α,Y) = srk,k(α)(Y−β)k. Par la formule de Newton, (Y−β)k = ∑ i∈J0,kK
(k
i
)
(−β)k−iY i,
donc Srk(α,Y) = srk,k(α)∑ki=0
(k
i
)
(−β)k−iY i. Par définition, Srk(α,Y) = ∑i∈J0,kK srk,i(α)Y i,
donc en identifiant les deux expressions de Srk(α,Y) on a pour tout i ∈ J1,kK :
srk,i(α) =
(
k
i
)
srk,k(α)(−β(α))k−i(1)
En substituant i par (i+1) dans (1) on obtient pour tout i ∈ J0,k−1K :
srk,i+1(α) =
(
k
i+1
)
srk,k(α)(−β(α))k−i−1(2)
De (1) et (2) on deduit que pour tout i ∈ J0,k−1K :(
k
i+1
)
srk,i(α)+
(
k
i
)
β(α)srk,i+1(α) = 0
Sachant que (i+1)
( k
i+1
)
= (k− i)
(k
i
)
et β(α) = −srk,k(α)k(srk,k−1(α)) , alors pour tout i ∈J0,k−1K :
k(k− i)srk,i(α)srk,k(α)− (i+1)srk,k−1(α)srk,i+1(α) = 0
Réciproquement, supposons que pour tout k ∈J1,d−1K et i ∈J0,k−1K on ait :
k(k− i)srk,i(X)srk,k(X)− (i+1)srk,k−1(X)srk,i+1(X) = 0modΓk(X)(3)
Soit α une valeur x-critique de C ( f ), alors α est une racine du résultant des polynômes
f (X ,Y) et ∂Y f (X ,Y) par rapport à la variable Y . Comme Φ0(X) =
d−1
∏
i=1
Γi(X) est la partie
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sans facteur carré de ce résultant alors il existe un unique j ∈ J1,d−1K tel que Γ j(α) = 0.
Considérons un tel j, de (3) nous déduisons que :
∀i ∈J0, j−1K , j( j− i)sr j,i(α)sr j, j(α)− (i+1)sr j, j−1(α)sr j,i+1(α) = 0(4)
En multipliant (4) par
( j
i
)
et en utilisant l’égalité (i+1)
( j
i+1
)
= ( j− i)( ji), on obtient :
∀i ∈J0, j−1K , j
( j
i+1
)
sr j,i(α)sr j, j(α)−
( j
i
)
sr j, j−1(α)sr j,i+1(α) = 0(5)
Par définition, Γ j(X)=
Φ j−1(X)
Φ j(X) , comme Γ j(α)= 0 et Φ j(X)= pgcd(Φ j−1(X),sr j, j(X)) alors
sr j, j(α) 6= 0. On peut donc diviser l’égalité (5) par j.sr j, j(α), ainsi on obtient :
∀i ∈J0, j−1K ,
( j
i+1
)
sr j,i(α)+
( j
i
)
β(α)sr j,i+1(α) = 0avecβ(α) = −sr j, j−1(α)j.sr j, j(α)
De cette dernière égalité, on déduit par récurrence que pour tout t i ∈ J0, jK :
sr j,i(α) =
( j
i
)
sr j, j(α)(−β(α)) j−i
d’où Sr j(α,Y) = ∑ i∈J0, jK sr j,i(α)Y i = ∑i∈J0, jK
( j
i
)
sr j, j(α)(−β(α)) j−iY i = sr j, j(α)(Y−β(α)) j.
Comme Γ j(α) = 0, alors par l’assertion 2 du Lemme 3.3.4, Sr j(α,Y) =
pgcd( f (α,Y ),∂Y f (α,Y)) d’où l’égalité pgcd( f (α,Y),∂Y f (α,Y )) = sr j, j(α)(Y −β(α)) j. Le
polynôme pgcd( f (α,Y),∂Y f (α,Y )) admet donc une seule racine β(α). Ainsi (α,β(α)) est le
seul point x-critique contenu dans la fibre x-critique de C ( f ) en α. Par conséquent C ( f ) est
en position générique. 
L’algorithme suivant, basé sur le Théorème 3.3.8, permet de certifier la généricité de la
position de C ( f ). Rappelons que f ∈Q[X ,Y ] est sans facteur carré, que lcY ( f ) ∈Q∗ et que
(Srk(X ,Y))k∈J0,d−1K désigne la séquence des polynômes sous-résultants associée à f (X ,Y) et
∂Y f (X ,Y). De plus si degY ( f ) = d, alors ∀ ∈ k ∈J0,d−1K , Srk(X ,Y) = ∑i∈J0,kK srk,i(X)Y i.
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Algorithme 3.3.1 : GenericTest, teste la généricité de la position de
C ( f ).
Entrées : f (X ,Y) ∈Q[X ,Y ] et (Srk(X ,Y))k∈J0,d−1K
Sorties : Un polynôme univarié
→ Calcul de la séquence (Γk(X)) k∈J1,d−1K :
Φ0(X) =
sr0,0(X)
pgcd(sr0,0(X),sr′0,0(X))
;
Pour k allant de 1 à d−1 faire
Φk(X) = pgcd(Φk−1(X),srk,k(X)),
Γk(X) = Φk−1(X)Φk(X) ,
Fin faire.
→ Test de généricité :
S := 0,
k := 1,
Tant que k < d et S = 0, faire :
i := 0,
Tant que S = 0 et i < k, faire :
S := (k(k− i)srk,i(X)srk,k(X)− (i+1)srk,k−1(X)srk,i+1(X))modΓk(X),
i := i+1,
Fin tant que,
k := k +1,
Fin tant que,
Retourner S,
L’algorithme retourne le polynôme S. La courbe C ( f ) est en position générique si et seule-
ment si le polynôme S est nul.
Théorème 3.3.9 Soient f (X ,Y) ∈ Z[X ,Y ], d = deg( f ) et τ = L( f ). GenericTest, teste
la généricité de la position de C ( f ) avec une complexité binaire de ˜OB(d6τ).
Démonstration L’utilisation de l’algorithme GenericTest nécessite O(d2) appels de l’al-
gorithme d’Euclide avec un polynôme de degré borné par O(d2) (polynôme Γk(X)) et un
polynôme de degré borné par O(d2) (produit de deux polynômes coefficients sous-résultants
de degrés bornés par O(d2)) et dont les coefficients sont de tailles binaires bornées par
˜OB(d(τ+d)). Le coût binaire du calcul des coefficients sous-résultants est de ˜OB(d5τ) d’après
le Théorème 2.3.10. Celui du calcul des polynômes Γk(X) est de ˜OB(d6τ) d’après la Propo-
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sition 3.3.5. Sachant que la complexité arithmétique de l’algorithme d’Euclide rapide (voir
[61]) pour deux polynômes univariés de degrés m et n est de ˜O(max(m,n)), alors le coût
binaire des réductions modulo les polynômes Γk(X) est de O(d2)×O(d2)× ˜OB(d(τ+d)) =
˜OB(d5(τ+d)). Ainsi la complexité binaire de l’algorithme GenericTest correspond au coût
du calcul des polynômes Γk(X) soit ˜OB(d6τ). 
Dans le cas où la courbe C ( f ) n’est pas en position générique, on peut la mettre en
position générique en effectuant un changement linéaire de variable du type X := X + λY
avec λ ∈ Z∗. En effet, soit U une nouvelle variable et g(U,X ,Y) le polynôme défini par :
g(U,X ,Y) := f (X +UY,Y )
Pour λ∈Z, nous noterons C ( fλ) la courbe définie par le polynôme fλ(X ,Y) = g(λ,X ,Y) = 0.
Soit ∆(U,X) le discriminant de g(U,X ,Y) par rapport à la variable Y et s(U) le plus petit sous-
résultant principal non nul des polynômes ∆(U,X) et ∂X ∆(U,X) par rapport à la variable X .
Le résultat suivant provient de [6] :
Proposition 3.3.10 Soit λ∈Z tel que degY ( fλ) = deg( fλ) et s(λ) 6= 0. Alors la courbe C ( fλ)
est en position générique.
Comme le degré du polynôme s(λ) est majoré par d4, on a :
Corollaire 3.3.11 Soit f ∈Z[X ,Y ] et d := deg( f ). Il y a au plus d4 changements de variables
du type X := X +λY , λ ∈ Z à réaliser pour être sûr d’atteindre une position générique de la
courbe C ( fλ).
Du Théorème 3.3.9 et du Corollaire 3.3.11 découle le théorème suivant :
Théorème 3.3.12 Soit f (X ,Y) ∈ Z[X ,Y ], d := deg( f ) et τ := L( f ). La complexité binaire
de l’algorithme de test et de mise en position générique de C ( f ) par calcul modulaire est de
˜OB(d10τ).
La prochaine étape dans l’algorithme de calcul de topologie de C ( f ) est la détermination de
ses fibres x-critiques et régulières.
3.3.3 Calcul des fibres régulières et x-critiques de C ( f )
Le calcul des fibres régulières de C ( f ) ne pose pas de problème particulier. En effet, soit
δ une valeur régulière de C ( f ) et Regδ( f ) la fibre de la courbe C ( f ) en δ. Alors par définition
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on a :
Regδ( f ) := {(δ,κ) ∈R2 : f (δ,κ) = 0}.
Comme δ est une valeur régulière de C ( f ), alors le polynôme f (δ,Y) est sans facteur mul-
tiple. L’isolation de ses racines réelles se fait donc sans difficulté en utilisant les algorithmes
classiques cités dans le chapitre précédent.
Par contre le calcul des fibres x-critiques de C ( f ) est plus délicat. En effet, soit α une
valeur x-critique de C ( f ) et Critα( f ) la fibre de C ( f ) en α. Alors par définition on a :
Critα( f ) := {(α,µ) ∈R2 : f (α,µ) = 0}.
Ici deux difficultés se combinent. En effet, non seulement la valeur α est un nombre al-
gébrique, mais le polynôme f (α,Y) peut avoir des facteurs multiples. Ces deux aspects ren-
dent l’isolation des racines réelles du polynôme f (α,Y) assez délicate. Nous détaillons ci-
dessous comment le calcul des fibres x-critiques de C ( f ) s’effectue, malgré cela, de manière
certifiée.
Supposons que C ( f ) soit en position générique et soit (α,β) le point critique de C ( f )
d’abscisse α. Alors par le Lemme 3.3.4, il existe k ∈J1,d−1K tel que Γk(α) = 0 et β =
−srk,k−1(α)
k(srk,k(α)) soit l’unique racine du polynôme Srk(α,Y ) = pgcd( f (α,Y),∂Y f (α,Y)). Alors
Critα( f ) := {Down(α,β),(α,β),Up(α,β)} où Down(α,β) désigne l’ensemble des points de la
fibre x-critique situés en-dessous du point (α,β) et Up(α,β) celui de ceux situés au-dessus.
Comme le polynôme Srk(α,Y ) = pgcd( f (α,Y),∂Y f (α,Y)) est de degré k alors β est une
racine de f (α,Y ) de mutiplicité k+1. Soit Fk(α,Y) = f (α,Y )(Y−β)k+1 . La proposition suivante nous
fournit Down(α,β) et Up(α,β).
Proposition 3.3.13 Fk(α,Y +β) est un polynôme sans facteur carré qui ne s’annule pas en
0. De plus, si on désigne par E+ (respectivement E−) l’ensemble de ses racines positives
(respectivement négatives), on a :
1. Down(α,β) := {(α,β+λ) : λ ∈ E−},
2. Up(α,β) := {(α,β+λ) : λ ∈ E+}.
Démonstration Puisque C ( f ) est en position générique, alors β = −srk,k−1(α)k(srk,k(α)) est l’unique
racine multiple de f (α,Y ). Comme β est de multiplicité k+1, alors (Y −β)k+1 divise f (α,Y)
d’où Fk(α,Y ) est sans facteur carré, degY (Fk(α,Y)) = (d− k− 1) et Fk(α,β) 6= 0. Par con-
séquent Fk(α,Y +β) est un polynôme sans facteur carré qui ne s’annule pas en 0.
Comme Down(α,β) désigne l’ensemble des points de la fibre x-critique situés en-dessous du
point (α,β) et Up(α,β) celui de ceux situés au-dessus, alors il vient que :
Down(α,β) := {(α,β+λ) : λ ∈ E−} et Up(α,β) := {(α,β+λ) : λ ∈ E+}
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
Remarque 3.3.14 Pour tout k ∈ J1,d−1K , pgcd(Γk(X),srk,k(X)) = 1. En effet, soit α une
racine de Γk(X), alors par le Lemme 3.3.4, pgcd( f (α,Y),∂Y f (α,Y)) = ∑ki=0 srk,i(α)Y i est de
degré k, par conséquent srk,k(α) 6= 0, on obtient bien pgcd(Γk(X),srk,k(X)) = 1. Donc pour
tout α racine de Γk(X), 1srk,k(α) ∈Q[α] et par suite β =
−srk,k−1(α)
k(srk,k(α))
∈Q[α].
Le polynôme Fk(α,Y +β)∈Q[α][Y ] car β∈Q[α], de plus Fk(α,Y +β) est sans facteur carré.
Donc par l’algorihme décrit dans la section 2.1.3, nous pouvons isoler de manière certifié les
racines de Fk(α,Y + β) et en déduire les ensembles Down(α,β), Up(α,β) et par suite, la fibre
x-critique Critα( f ) := {(α,µ) ∈R2 : f (α,µ) = 0}.
Proposition 3.3.15 Soient f ∈Z[X ,Y ], d := deg( f ), τ :=L( f ) et C ( f ) le lieu des zéros réels
de f . Si C ( f ) est en position générique, alors le calcul de ses fibres x-critiques et de ses fibres
régulières s’effectue avec une complexité binaire de ˜OB(d10τ).
Démonstration En effet, le calcul des fibres x-critiques de C ( f ) nécessite O(d2) appels de
l’algorithme d’isolation décrit dans la section 2.1.3 avec P = f (X ,Y) et Q = Γk(X). Sachant
que pour tout k, deg(Γk) = O(d2) et L(Γk) = O(dτ), alors par la Proposition 2.1.28, la com-
plexité binaire d’un tel calcul est de O(d2)× ˜OB(d2d4 ×max(d2τ,dτ)), soit ˜OB(d10τ). Le
calcul des fibres régulières correspond à O(d2) isolations de racines de polynômes univariés
à coefficients rationnels et de degré d. Son coût binaire est de ˜OB(d5τ) d’après la Proposition
3.4.2. 
Les fibres x-critiques et les fibres régulières étant calculées, il reste à les connecter pour
reconstruire la topologie de C ( f ). Dans la section suivante nous décrivons l’algorithme de
balayage de Grandine [35] qui permet de réaliser cette opération.
3.3.4 Algorithme de connection
Supposons que C ( f ) soit en position générique. Soit (αi)i∈J1,nK la séquence strictement
croissante des valeurs x-critiques de C ( f ) et (Critαi( f ))i∈J1,nK ses fibres x-critiques. Soit
(δi)i∈J0,nK une séquence croissante de nombres réels vérifiant δ0 < α1 < δ1 < α2 < .. . <
αn−1 < δn−1 < αn < δn et (Regδi( f ))i∈J0,nK la liste des fibres régulières de C ( f ) en les valeurs
δi.
Le but de l’algorithme de connection est de reconstruire la topologie de C ( f ) à partir de ses
fibres x-critiques (Critαi( f ))i∈J1,nK et de ses fibres régulières (Regδi( f ))i∈J0,nK .
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Rappelons que pour tout i∈ J1,nK, Critαi( f ) := {Down(αi,βi),(αi,βi),Up(αi,βi)} où βi est l’or-
donnée du point x-critique de C ( f ) d’abscisse αi, Down(αi,βi) désigne l’ensemble des points
de la fibre x-critique situés en-dessous du point (αi,βi) et Up(αi,βi) celui de ceux situés au-
dessus. L’algorithme de connection suivant est du à Grandine [35]. Il consiste, pour tout
i∈ J1,nK, à connecter la fibre x-critique Critαi( f ) aux fibres régulières Regδi−1( f ) et Regδi( f ).
Algorithme 3.3.2 : Connection des fibres régulières aux fibres
x-critiques
Entrées : (Critαi( f ))i∈J1,nK et (Regδi( f ))i∈J0,nK
Sorties : Complexe simplicial isotope à C ( f )
T := {}, Pour i allant de 1 à n faire :
− Pour j allant de 1 à #Up(αi,βi) faire
T := T
S
{[Regδi−1 [ j],Up(αi,βi)[ j]], [Regδi [ j],Up(αi,βi)[ j]]},
− Pour j allant de 1 à #Down(αi,βi) faire
T := T
S
{[Regδi−1 [#Regδi−1 − j +1],Down(αi,βi)[#Down(αi,βi)− j +
1]], [Regδi [#Regδi − j +1],Down(αi,βi)[#Down(αi,βi)− j +1]]},
− Pour j allant de #Up(αi,βi) +1 à (#Regδi−1 −#Down(αi,βi)) faire
T :=
S
{[Regδi−1[ j],(αi,βi)]},
− Pour j allant de #Up(αi,βi) +1 à (#Regδi −#Down(αi,βi)) faire
T :=
S
{[Regδi[ j],(αi,βi)]},
Retourner T ensemble de segments.
Remarque 3.3.16 Soit c un point x-critique de C ( f ) et Crit := {Up,c,Down} la fibre x-
critique passant par c. Soit Reg une fibre régulière de C ( f ) connectée à Crit. Soit p ∈ Reg et
q le point de la fibre Crit connecté à p. Soit l’application ϕc : Reg−→{−1,0,1} définie par :
• ϕc(p) =−1 si q ∈Up
• ϕc(p) = 0 si q = c
• ϕc(p) = 1 si q ∈Down
L’application ϕc sera d’une très grande utilité dans la description de l’algorithme de maillage
d’une surface algébrique implicite.
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3.4 L’algorithme de calcul de la topologie de C ( f )
3.4.1 Description globale de l’algorithme TopolCourbe2D
Algorithme 3.4.1 : TopolCourbe2D
Entrées : f ∈Q [X ,Y ] polynôme sans facteur carré de degré d
Sorties : Topologie de la courbe C ( f )
1. Prendre λ := 0 et poser fλ(X ,Y) = f (X +λY,Y ),
2. Calcul de la séquence des polynômes (Γk(X))k∈J1,d−1K.
3. Tester la généricité de la position de C ( fλ) avec l’algorithme GenericTest.
4. Calculer les fibres x-critiques de C ( fλ).
− Calcul des points x-critiques : pour k = 1, . . . ,d−1, soit α(k)1 ,..., α
(k)
sk
les racines réelles de Γk(X) et β(k)i =− srk,k−1(α
(k)
i )
k srk,k(α
(k)
i )
.
pCrit :=
Sd−1
k=1
Ssk
i=1
{
(α
(k)
i ,β(k)i )
}
est l’ensemble des points x-critique de C ( fλ).
− Calcul des points réguliers des fibres x-critiques : pour k = 1, . . . ,d−1,
j = 1, . . . ,sk, soit Fk(α(k)j ,β(k)j ,Y) = fλ(α
(k)
j ,Y )
(Y−β(k)j )k+1
et δ(k)j,1, ..., δ
(k)
j,nk
les racines réelles de Fk(α
(k)
j ,β(k)j ,Y ), alors :
B(k)j :=
{
(α
(k)
j ,δ
(k)
j,1), ...,(α
(k)
j ,δ
(k)
j,nk)
}
est l’ensemble des points réguliers
de la fibre x-critique x = α(k)j .
5. Calculer les fibres régulières de C ( fλ) : Soit α1 < α2 . . . < α#pCrit la liste strictement
croissante des valeurs x-critiques de C ( fλ), α0 = α1−1 et α#(pCrit)+1 = α#pCrit +1.
Pour i = 0, . . . ,#pCrit, soit ρi = αi+αi+12 et θ
(i)
1 , ..., θ
(i)
mi les racines réelles du
polynôme fλ(ρi,Y).
Regi =
{
(ρi,θ(i)1 ), . . .(ρi,θ
(i)
mi )
}
est l’ensemble des points de la fibre régulière x = ρi.
6. Appliquer l’algorithme de connection aux fibres calculées.
Chapitre 3. Topologie d’une courbe algébrique plane 59
3.4.2 Complexité de l’algorithme TopolCourbe2D.
Notations et résultats basiques
Nous rappelons que ˜OB désigne la complexité binaire en ignorant les facteurs logarith-
miques, L(a) := ⌈log2|a|⌉ désigne la taille binaire d’un entier donné a et pour P polynôme
à coeffients entiers (a0, . . . ,an) (en une ou plusieurs variables), L(P) désigne :
L(P) := max(L(a0), . . . ,L(an))
L’algorithme de calcul de topologie que nous venons de décrire comporte essentiellement
trois phases :
1. une phase d’élimination où on calcule la séquence des polynômes sous-résultants associés
aux polynômes f (X ,Y) et ∂Y f (X ,Y) ;
2. une phase où on teste si la courbe C ( f ), lieu des zéros réels du polynôme f (X ,Y), est en
position générique ;
3. une phase d’isolation des racines réelles du résultant des polynômes f (X ,Y) et ∂Y f (X ,Y).
Dans cette section nous rappelons les complexités binaires des algorithmes que nous utilisons
dans ces phases de calcul.
Le résultat suivant provient du Théorème 2.3.10.
Proposition 3.4.1 Soient A,B∈Z[X ,Y ] de degrés et de tailles binaires de coefficients respec-
tivement majorés par d et τ. Il existe un algorithme calculant la séquence des sous-résultants
(Sri(A,B)) i∈J0,dK, par rapport à la variable Y , associée à A et B avec une complexité de
˜OB(d5τ). De plus pour tout i ∈ J0,dK, L(Sri(A,B)) = O(dτ).
Concernant l’isolation des racines, Pan décrit dans [54], un algorithme calculant une approx-
imation des racines avec une précison ε en ˜OB(d3τ +dε) avec ε ∈ ˜O(dτ) qui est la borne de
séparation pour un polynôme de degré d et des coefficients de taille τ. Ainsi nous avons, pour
l’isolation des racines, la proposition suivante :
Proposition 3.4.2 Soient A ∈ Z[X ], d := deg(A) et τ := L(A). Il existe un algorithme d’iso-
lation des racines réelles de A avec une complexité de ˜OB(d3τ). De plus la taille des bornes
des intervalles d’isolation est ˜O(dτ).
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Etude de complexité de l’algorithme TopolCourbe2D.
Théorème 3.4.3 Soient f ∈ Z[X ,Y ], d := deg( f ), τ := L( f ) et C ( f ) le lieu des zéros réels
de f . L’algorithme TopolCourbe2D calcule la topologie de la courbe C ( f ) avec une com-
plexité binaire probabiliste en ˜OB(d10τ) et déterministe en ˜OB(d10τ).
Démonstration La première étape de l’algorithme est le calcul de la séquence des sous-
résultants (Sri( f ,∂Y f )) i∈J0,dK associée à f (X ,Y) et ∂Y f (X ,Y) par rapport à la variable Y .
D’aprés la Proposition 3.4.1, ce calcul s’effectue avec une complexité de ˜OB(d5τ) et pour
tout i ∈ J0,dK, L(Sri( f ,∂ f )) = O(dτ). La deuxième étape consiste à calculer la séquence
(Γi(X)) i∈J1,d−1K. D’après la Proposition 3.3.5, son coût binaire est de ˜OB(d6τ). La troisième
étape est la phase de test et de mise en position générique de C ( f ). D’aprés le Théorème
3.3.12 (respectivement Théorème 3.3.9), ce calcul s’effectue en une complexité binaire déter-
ministe (respectivement probabiliste) en ˜OB(d10τ) (repectivement ˜OB(d6τ)). Ensuite vient la
phase de calcul des fibres x-critiques et des fibres régulières. Le calcul des valeurs x-critiques
correspond à l’isolation des racines du résultant Sr0( f ,∂Y f ) qui est un polynôme univarié
de degré ˜OB(d2) avec L(Sr0( f ,∂ f )) = O(dτ). Par la Proposition 3.4.2, ce calcul s’effectue
avec une complexité de ˜OB((d2)3dτ) = ˜OB(d7τ). Les calculs des deuxièmes coordonnées des
fibres x-critiques et des fibres régulières de C ( f ) s’effectue, d’après la Proposition 3.3.15,
avec une complexité binaire de ˜OB(d10τ). Ainsi le calcul de la topologie de C ( f ) s’effectue
avec une complexité binaire deterministe en ˜OB(d5τ +d6τ +d10τ +d7τ +d10τ) = ˜OB(d10τ)
et probabiliste en ˜OB(d5τ+d6τ+d6τ+d7τ+d10τ) = ˜OB(d10τ). 
3.5 Implémentation et expérimentation
L’algorithme que nous venons de décrire a été entièrement implémenté avec MATH-
EMAGIX. Dans cette section, nous fournissons quelques exemples de topologies calculées
ainsi que les équations des courbes correspondantes.
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FIG. 3.7 – x4 +2x2y2 + y4 +3x2y− y3
FIG. 3.8 – y4−6y2x+ x2−4x2y2 +24x3
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FIG. 3.9 – −230390x4 − 1558300x3 + 37065600y4 + 3590x6 + 21700x5 + 129600y6 +
2604360x2 − 74528640y2 − 7277400x2y2 − 55969200y2x + 1558800x3y2 + 27993600y4x +
27975600x+4672800y4x2 +258940y2x4 +37333439
FIG. 3.10 – x8 +4x6y2 +6y4x4 +4y6x2 + y8−4x6−12y2x4−12y4x2−4y6 +16x2y2
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FIG. 3.11 – x6 + y2x4− y4x2−2x4− y6 +2y4 + x2− y2 + xy
FIG. 3.12 – x6 +3y2x4 +3y4x2 + y6−4x2y2
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FIG. 3.13 – −y2x4− x6 + x7 + y4x2 +2x5y2 + y6 + x3y4 +4x2y3−3x4y+3x5y− y5− x3y3
FIG. 3.14 – 16x5−20x3 +5x−4y3 +3y
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FIG. 3.15 – −105y2x4−80y3 +140x3y3−140y3x+35y4−105y4x2 +48y5 +42xy5−42x2 +
35x4−7x6 +32y+84xy−140x3y+42x5y+210x2y2−42y2−7y6−8y7 +7
FIG. 3.16 – −y8 + x7−7x6y+21x5y2−35x4y3 +35x3y4−21x2y5 +7xy6− y7 +8y6−7x5 +
35x4y−70x3y2 +70x2y3−35xy4 +7y5−20y4 +14x3−42x2y+42xy2−14y3 +16y2−7x+
7y−2
Chapitre 4
Topologie d’une courbe intersection de
deux surfaces implicites.
4.1 Introduction
Dans le chapitre précédent, nous nous sommes intéressés au calcul de la topologie d’une
courbe algébrique plane. Ce calcul peut être interprété comme la détermination de la topolo-
gie d’une section d’une surface algébrique, c’est-à-dire, la topologie de l’intersection d’une
surface avec un plan. A présent, nous abordons le problème, plus général, du calcul de la
topologie de l’intersection de deux surfaces algébriques. On suppose que les deux surfaces
n’ont pas de composante commune, c’est-à-dire que leur intersection est une réunion de
courbes et de points isolés.
Le calcul de la topologie de l’intersection de deux surfaces algébriques implicites est une
primitive essentielle dans plusieurs algorithmes utilisés en CAGD. En effet, il apparait in-
dispensable dans les algorithmes de calcul de maillages isotopiques de surfaces algébriques
singulières. Il existe plusieurs travaux dédiés à ce problème. Dans [5], Alcazar et Sendra étu-
dient le cas particulier où la courbe d’intersection est réduite. Ils proposent un algorithme
symbolique-numérique utilisant la théorie des sous-résultants et le calcul de pgcd d’approxi-
mations de polynômes. Leur approche donne de bons résultats pratiques, mais les topologies
retournées ne sont pas certifiées du à l’utilisation de calcul de pgcd d’approximations de
polynômes. Dans [53], Owen et Rockwood étudient aussi le cas où la courbe d’intersection
est réduite. Ils proposent un algorithme numérique utilisant des techniques de subdivision.
Mais la topologie aux voisinages des singularités de la courbe est non certifiée voire incon-
nue. Nous mentionnons aussi le travail dans [31], où les auteurs s’attaquent au problème
dans le cas où l’intersection est une courbe réduite. Trés récemment, El Kahoui a proposé
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dans [24] un algorithme symbolique-numérique certifié pour le calcul de la topologie de
courbes définies comme intersection de n surfaces implicites. Son algorithme exige le calcul
des générateurs du radical de l’idéal engendré par les polynômes définissant les surfaces con-
sidérées, faisant ainsi appel à des calculs de base de Gröbner, en plus des calculs des suites
de sous-résultants.
Dans ce chapitre, nous présentons un algorithme, symbolique-numérique, certifié de calcul
de topologie d’une courbe intersection de deux surfaces implicites. L’approche que nous
développons est basée sur une analyse des propriétés des sous-résultants. Contrairement aux
algorithmes décrits dans [31] et [5], elle n’utilise qu’une projection de la courbe d’intersec-
tion et permet de calculer sa topologie dans le cas où elle est non réduite.
Nous introduisons la notion de courbe en position pseudo-générique par rapport à un plan, ce
qui nous permettra de garantir l’existence de paramétrisations rationnelles par morceaux de la
courbe, par rapport à sa projection sur ce plan. La topologie de la courbe projetée est calculée
avec l’algorithme décrit dans le Chapitre 3, puis relevée morceau par morceau dans l’espace,
en utilisant les paramétrisations. L’utilisation de ces paramétrisations permet un relèvement
rapide, et évite les problèmes numériques souvent rencontrés dans ce type de calcul.
L’une des difficultés majeures des algorithmes basés sur la méthode "projection puis relève-
ment" réside dans la distinction entre les singularités de la courbe plane, introduites par la
projection, et les singularités provenant de la projection de vraies singularités de la courbe
spatiale. Nous proposons un algorithme certifié permettant de distinguer ces deux types de
singularités de la courbe projetée.
4.2 Analyse de la géométrie d’une courbe implicite
Soient P1,P2 ∈ R[X ,Y,Z], Z(P1,P2) = {(x,y,z) ∈ C3 | P1(x,y,z) = P2(x,y,z) = 0} la
variété algébrique définie par P1 et P2.
Définition 4.2.1 On dit que la variété algébrique Z(P1,P2) est une courbe algébrique dans
C
3 si elle est de dimension 1.
Supposons que la variété algébrique C := Z(P1,P2) soit une courbe algébrique et nommons
C
R
sa partie réelle :
C
R
:= Z(P1,P2)∩R3 = {(x,y,z) ∈R3 | P1(x,y,z) = P2(x,y,z) = 0}.
Nous nous intéressons au problème du calcul de la topologie de la courbe algébrique réelle
C
R
, c’est-à-dire la détermination d’une structure Λ, linéaire par morceaux, isotope à C
R
.
Définition 4.2.2 Une isotopie de R3 est une application ϕ : R3 × [0,1] −→ R3, telle que
ϕ(·,0) = Id
R
3 et pour tout t ∈]0,1], ϕ(·, t) est un homéomorphisme.
Chapitre 4. Topologie d’une courbe intersection de deux surfaces implicites. 69
Définition 4.2.3 Soient ∆,Λ ⊂R3, on dit que ∆ est isotope à Λ s’il existe une isotopie ϕ de
R
3 telle que ϕ(∆,1) = Λ.
Comme pour les courbes algébriques planes, le calcul de la topologie d’une courbe algébrique
de R3 passe par celui de la structure de ses points singuliers et des arcs lisses qui relient ces
points. Soit I l’ensemble des polynômes s’annulant sur la courbe algébrique :
I := {G ∈R[X ,Y,Z] | ∀(α,β,γ) ∈ Z(P1,P2),G(α,β,γ) = 0}
Il est clair que I est un idéal de l’anneau R[X ,Y,Z]. De plus par le théorème des zéros de
Hilbert, I est le radical de l’idéal 〈P1,P2〉, engendré par P1 et P2. Nous notons G1, . . . ,Gm un
système de générateurs de l’idéal I i.e. I := 〈G1, . . . ,Gm〉. Les deux idéaux, 〈G1, . . . ,Gm〉 et
〈P1,P2〉, décrivent algébriquement le même objet géométrique C . Cependant pour l’analyse
de la topologie de la courbe C
R
, la description de C par 〈G1, . . . ,Gm〉 est plus convenable,
car la caractérisation des singularités géométriques de C
R
s’effectue aisément avec une chute
de rang de la matrice jacobienne associée à G1, . . . ,Gm. En effet l’idéal 〈P1,P2 〉 n’étant pas
radical, il arrive qu’il existe des composantes de C géométriquement lisses sur lesquelles on
observe une chute du rang de la matrice jacobienne associée à P1 et P2.
Exemple 4.2.4 Soient P1 = X2 +Y 2 − 1,P2 = X2 +Y 2 +Y 2 − 1 et C
R
= {(x,y,z) ∈ R3 |
P1(x,y,z) = P2(x,y,z) = 0}. La courbe C
R
est un cercle, donc géométriquement lisse. Cepen-
dant, le rang de la matrice jacobienne associée à P1 et P2, en tout point de C
R
est strictement
inférieur à 2.
Définition 4.2.5 Soit M(X ,Y,Z) la matrice jacobienne m×3 avec (∂X Gi,∂Y Gi,∂ZGi) comme
ieme ligne.
1. (α,β,γ) ∈ C
R
est régulier si et seulement si le rang de la matrice M(α,β,γ) est égal à 2.
2. (α,β,γ) ∈ C
R
singulier si le rang de la matrice M(α,β,γ) est strictement inférieur à 2.
L’une des difficultés majeures du problème de la construction de la topologie de C
R
réside
dans le calcul de la structure de ses points singuliers. A cette difficulté, s’ajoute celle de
l’élaboration d’algorithme permettant de connecter convenablement les arcs lisses de C
R
à
ses singularités. Dans ce chapitre, nous fournissons un algorithme résolvant le problème, sans
passer par le calcul du radical de l’idéal 〈P1,P2〉. L’algorithme que nous déveleppons dans ce
chapitre peut être décomposé en trois phases :
1. calculer une projection de la courbe C
R
sur "un plan bien choisi",
2. calculer la topologie de la projection de C
R
obtenue en 1 en utlisant l’algorithme
TopolCourbe2D décrit dans le chapitre précédent,
3. relever, de façon certifiée, la topologie de la courbe projetée obtenue en 2.
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Par "plan de projection bien choisi", nous entendons un plan tel que la projection C
R
sur
ce dernier, présente un certain nombre de propriétés de généricité simplifiant le calcul et le
relèvement de sa topologie.
4.3 Calcul certifié de la topologie de C
R
4.3.1 Description géométrique de l’algorithme
Considérons une courbe algébrique spatiale (figure 4.1). La première étape de l’algo-
rithme consiste à calculer une projection de notre courbe sur un plan donné (figure 4.2). Une
fois la courbe projetée, nous calculons la topologie de sa projection en utilisant l’algorithme
TopolCourbe2D décrit dans le chapitre précédent. Rappelons que ce dernier fonctionne en
calculant les fibres x-critiques de la courbe plane, puis une fibre régulière entre deux fibres x-
critiques consécutives (figure 4.3). Après ce calcul, vient la phase de relèvement. Cette phase
commence par le relèvement des fibres précédemment calculées (figure 4.4). La dernière
étape est celle de la connection des points dans l’espace (figure 4.5). Si la courbe est dans
une "bonne position", ces connections peuvent être déduites de celles obtenues sur la courbe
plane.
FIG. 4.1 – Courbe spatiale
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FIG. 4.2 – Phase de projection
FIG. 4.3 – Calcul de la topologie de la projection
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FIG. 4.4 – Relèvement des fibres
FIG. 4.5 – Phase de connection
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FIG. 4.6 – Complexe simplicial obtenu
L’objectif de la section suivante est de définir, puis de caractériser la notion de "bonne
position" employée ci-dessus.
4.3.2 Conditions de généricité de C
R
Pour qu’une courbe spatiale soit dans "une bonne position", elle doit remplir trois con-
ditions. Dans cette sous-section, nous définissons ces conditions, puis élaborons des algo-
rithmes certifiés permettant de tester si une courbe donnée les remplit.
Pseudo-généricité de la position de C
R
Soit Π : (x,y,z) ∈C3 7−→ (x,y) ∈C2 et Π|C la restriction de Π à l’ensemble C .
Définition 4.3.1 La courbe réelle C
R
est en position pseudo-générique par rapport au plan
(x,y) si, pour presque tout point (α,β)∈Π|C (C ), l’ensemble Π|−1C (α,β) est réduit à un point.
Autrement dit, C
R
est en position pseudo-générique si et seulement si l’ensemble App, défini
par App := {(α,β) ∈ Π|C (C ) | #(Π|−1C (α,β)) > 1}, est fini.
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Admettons que degZ(P1) = deg(P1) et degZ(P2) = deg(P2) (on peut toujours se ramener à
cette hypothèse par un changement de coordonnées). Soit f la partie sans facteur carré du
résultant de P1 et P2 par rapport à la variable Z et m := min(deg(P1),deg(P2)). Pour tout
i ∈ J0,mK, soit Sri(X ,Y,Z) = ∑ j∈J0,iK sri, j(X ,Y)Z j le ieme sous-résultant associé à P1 et P2
considérés comme polynômes en Z. Soit (∆i(X ,Y))i∈J0,mK la séquence d’éléments deQ[X ,Y ]
inductivement définie ci-dessous :
∆0(X ,Y) = 1,Θ0(X ,Y) = f (X ,Y);
∀i ∈ J1,mK,Θi(X ,Y) = pgcd(Θi−1(X ,Y),sri,i(X ,Y)).
∀i ∈ J1,mK ,∆i(X ,Y) = Θi−1(X ,Y)Θi(X ,Y)
Pour tout i ∈J1,mK, soient :
C (∆i) := {(x,y) ∈R2 : ∆i(x,y) = 0},
C ( f ) := {(x,y) ∈R2 : f (x,y) = 0}.
La proposition suivante permet de classer les composantes de C ( f ), projection de C
R
sur
le plan (x,y), selon leur multiplicité. De plus, pour une classe de composantes de C ( f ) de
multiplicité i, elle fournit une paramétrisation rationnelle permettant de relever les points
réguliers de cette classe de composantes.
Proposition 4.3.2
1. f (X ,Y) = ∏i∈J1,mK ∆i(X ,Y).
2. C ( f ) = S i∈J1,mKC (∆i).
3. C
R
est en position pseudo-générique par rapport au plan (x,y) si et seulement si pour tout
(α,β) ∈C2 et tout i ∈ J1,mK tel que sri,i(α,β) 6= 0 et ∆i(α,β) = 0 on a :
Sri(α,β,Z) = ∑
j∈J0,iK
sri, j(α,β)Z j = sri,i(α,β)(Z− γ)i, avec γ =−sri,i−1(α,β)isri,i(α,β)
Démonstration
1. Comme pour tout i ∈ J1,mK, ∆i(X ,Y) = Θi−1(X ,Y)Θi(X ,Y) , alors par récurrence on a :
m
∏
i=1
∆i(X ,Y) =
Θ0(X ,Y)
Θm(X ,Y)
=
f (X ,Y)
Θm(X ,Y)
.
Comme degZ(P1) = deg(P1) et degZ(P2) = deg(P2) alors srm,m(X ,Y) ∈Q∗ par suite
Θm(X ,Y) = pgcd(Θm−1(X ,Y),srm,m(X ,Y)) = 1 et f (X ,Y) = ∏i∈J1,mK ∆i(X ,Y).
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2. Comme f (X ,Y) = ∏i∈J1,mK ∆i(X ,Y), alors il est clair que C ( f ) =
S
i∈J1,mKC (∆i).
3. Supposons que C
R
soit en position pseudo-générique par rapport au plan (x,y). Soient
(α,β) ∈ C2 et i ∈ J1,mK tels que ∆i(α,β) = 0 et sri,i(α,β) 6= 0. Comme ∆i(X ,Y) =
Θi−1(X ,Y )
Θi(X ,Y ) , alors Θi−1(α,β) = 0. Or Θi−1(X ,Y) = pgcd(Θi−2(X ,Y),sri−1,i−1(X ,Y)), donc
Θi−2(α,β) = 0 et sri−1,i−1(α,β) = 0. Répétant le même raisonnement, nous montrons que
sri−2,i−2(α,β) = . . . = sr0,0(α,β) = 0. Ainsi on a, sri−1,i−1(α,β) = . . . = sr0,0(α,β) = 0 et
sri,i(α,β) 6= 0, et par le théorème fondamental des sous-résultants :
pgcd(P1(α,β,Z),P2(α,β,Z)) = Sri(α,β,Z) = ∑
j∈J0,iK
sri; j(α,β)Z j.
Comme C
R
est en position pseudo-générique par rapport au plan (x,y), le polynôme
Sri(α,β,Z) admet une unique racine, qui s’écrit, d’après les relations entre coefficients
et racines d’un polynôme, γ =− sri,i−1(α,β)isri,i(α,β) , d’où le résultat.
Réciproquement, supposons que pour tout (α,β)∈C2 et tout i∈ J1,mK tels que sri,i(α,β) 6=
0 et ∆i(α,β) = 0 on a :
Sri(α,β,Z) = ∑
j∈J0,iK
sri, j(α,β)Z j = sri,i(α,β)(Z− γ)i, avec γ =−sri,i−1(α,β)isri,i(α,β) .
Soit alors (α,β) ∈ C ( f ). Comme C ( f ) = S i∈J1,mKC (∆i), il existe i ∈ J1,mK tel que
∆i(α,β) = 0. Si sri,i(α,β) 6= 0, en posant γ =− sri,i−1(α,β)isri,i(α,β) , nous avons Sri(α,β,γ) = 0, ainsi
(α,β,γ) est l’unique point de C se projetant sur (α,β). Sachant par ailleurs, qu’il n’y a
qu’un nombre fini de points de C ( f ) solutions du système ∆i(x,y) = sri,i(x,y) = 0, alors
presque tous les points de C ( f ) ont une et une seule pré-image par Π |C . La courbe CR est
donc en position pseudo-générique.

Proposition 4.3.3 Soient P1,P2 ∈Z[X ,Y,Z], d = max(deg(P1),deg(P2)) et τ = L(P1,P2). La
séquence (∆i(X ,Y)) i∈J1,mK se calcule avec une complexité binaire de ˜OB(d12τ).
Démonstration En effet, par le Théorème 2.3.10, le calcul de la séquence (sri,i(X ,Y))i∈J1,mK
s’effectue avec un coût binaire de ˜OB(d6τ), de plus, pour tout i ∈ J1,mK L(sri,i) = O(dτ) et
deg(sri,i) = O(d2). Θ0(X ,Y) étant par définition la partie sans facteur carré de sr0,0(X ,Y),
alors deg(Θ0) = O(d2) et L(Θ0) = O(dτ). Par ailleurs comme Θ0(X ,Y) =
m−1
∏
i=1
∆i(X ,Y)
alors ∑mi=1 deg(Θi) = O(d2) et L(Θi) = O(dτ). Pour calculer la séquence (∆i(X ,Y)) i∈J1,mK,
nous réalisons O(d) calcul de pgcd de polynômes bivariés de degrés O(d2) ( les polynômes
Θi(X ,Y) et sri,i(X ,Y)) et dont les coefficients sont de tailles binaires O(dτ). Sachant que
Chapitre 4. Topologie d’une courbe intersection de deux surfaces implicites. 76
chaque calcul de pgcd à un coût binaire de ˜OB(d11τ) d’après le Théorème 2.3.10, il vient que
la complexité binaire de l’algorithme calculant la séquence (∆i(X ,Y)) i∈J1,mK est de ˜OB(d12τ).

Théorème 4.3.4 La courbe C
R
est en position pseudo-générique par rapport au plan (x,y)
si et seulement si pour tout i ∈J1,m−1K, pour tout j ∈J1, i−1K on a :
i(i− j)sri, j(X ,Y)sri,i(X ,Y)− ( j +1)sri,i−1(X ,Y)sri, j+1(X ,Y) = 0mod∆i(X ,Y).
Démonstration Supposons que C
R
soit en position pseudo-générique. Soient
(i, j) ∈ J1,m−1K×J0, i−1K et (α,β) ∈C2 tels que ∆i(α,β) = 0.
Si sri,i(α,β) = 0, alors par la Proposition 2.3.6, sri,i−1(α,β) = 0. Par suite :
i(i− j)sri, j(α,β)sri,i(α,β)− ( j +1)sri,i−1(α,β)sri, j+1(α,β) = 0.
Si sri,i(α,β) 6= 0, si nous posons γ =− sri,i−1(α,β)isri,i(α,β) , par la Proposition 4.3.2 (3) on a alors :
Sri(α,β,Z) = ∑
j∈J0,iK
sri, j(α,β)Z j = sri,i(α,β)(Z− γ)i
En développant (Z− γ)i on obtient :
Sri(α,β,Z) = ∑
j∈J0,iK
sri, j(α,β)Z j = sri,i(α,β) ∑
j∈J0,iK
(
i
j
)
(−γ)i− jZ j.
Alors par identification on obtient : pour tout i ∈J1,m− 1K, j ∈J1, i−1K et (α,β) ∈ C2,
∆i(α,β) = 0 implique i(i− j)sri, j(α,β)sri,i(α,β)− ( j +1)sri,i−1(α,β)sri, j+1(α,β) = 0.
Réciproquement, supposons que pour tout i ∈J1,m−1K et tout j ∈J1, i−1K,
i(i− j)sri, j(X ,Y)sri,i(X ,Y)− ( j +1)sri,i−1(X ,Y)sri, j+1(X ,Y) = 0mod∆i(X ,Y)(1)
Soit (α,β) ∈ C ( f ) et i ∈ J1,m−1K tel que ∆i(α,β) = 0 et sri,i(α,β) 6= 0. Alors par (1) on a
∀ j ∈J1, i−1K :
i(i− j)sri, j(α,β)sri,i(α,β)− ( j +1)sri,i−1(α,β)sri, j+1(α,β) = 0(2)
En multipliant (2) par ( ij) et en utilisant l’égalité ( j +1)( ij+1)= (i− j)(ij), on obtient :
∀ j ∈J0, i−1K , i
(
i
j +1
)
sri, j(α,β)sri,i(α,β)−
(
i
j
)
sri,i−1(α,β)sri, j+1(α,β) = 0(3)
Comme sri,i(α,β) 6= 0, on peut diviser l’égalité (3) par i(sri,i(α,β)). Ainsi on obtient pour
tout j ∈J0, i−1K :(
i
j +1
)
sri, j(α,β)+
(
i
j
)
γ(α,β)sri, j+1(α,β) = 0 avec γ(α,β) = −sri,i−1(α,β)i(sri,i(α,β))
Chapitre 4. Topologie d’une courbe intersection de deux surfaces implicites. 77
De cette dernière égalité on déduit par récurrence, que ∀ j ∈ J0, iK :
sri, j(α,β) =
(
i
j
)
sri,i(α,β)(−γ(α,β))i− j.
D’où, ∑ j∈J0,iK sri, j(α,β)Z j = ∑ j∈J0,iK
( i
j
)
sri,i(α,β)(−γ(α,β))i− jZ j = sri,i(α)(Z − γ(α,β))i.
Ainsi par la Proposition 4.3.2, C
R
est en position pseudo-générique. 
L’algorithme suivant, fondé sur le Théorème 4.3.4, permet de certifier la pseudo-généricité
de la position de la courbe C
R
.
Algorithme 4.3.1 : PseudoGenericTest
Entrées : P1,P2 ∈Q[X ,Y,Z] tels que pgcd(P1,P2) = 1
Etape 1 : Rendre lc(P1) et lc(P2) éléments deQ∗.
SidegZ(P2) 6= deg(P2) ou degZ(P1) 6= deg(P1) faire le changement de variables
(X ,Y,Z)← (X +λZ,Y +µZ,Z) dans P1 et P2, avec λ,µ ∈Q∗.
Etape 2 Calcul des polynôms ∆i(X ,Y).
Calcul de la séquence des sous-résultants associée à P1 et P2
Sri(X ,Y,Z) = ∑ij=0 sri, j(X ,Y)Z j, i ∈ {0, . . . ,m} .
f (X ,Y) := squarefree(sr0,0(X ,Y)),
Θ1(X ,Y) = pgcd( f (X ,Y),sr1,i(X ,Y)),
∆1(X ,Y) = f (X ,Y)Θ1(X ,Y) ,
pour i allant de 1 à m faire :
Θi(X ,Y) = pgcd(Θi−1(X ,Y),sri(X ,Y)),
∆i(X ,Y) = Θi−1(X ,Y)Θi(X ,Y)
fin faire.
Etape 3 Test de pseudo-généricité.
Pour i allant de 1 à m faire :
si ∆i(X ,Y) 6= 0 alors
pour j allant de 0 à i−1 faire :
(i(i− j)sri, j(X ,Y)sri,i(X ,Y)− ( j +1)sri,i−1(X ,Y)sri, j+1(X ,Y))mod∆i(X ,Y).
Si le résultat est égal à zéro, continuer,
Sinon retourner Faux,
fin si,
fin faire,
fin si,
fin faire.
Retourner Vrai.
Théorème 4.3.5 Soient P1,P2 ∈Z[X ,Y,Z], d = max(deg(P1),deg(P2)) et τ =L(P1,P2). L’al-
gorithme PseudoGenericTest, teste la pseudo-généricité de la position de C
R
avec une
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complexité binaire de ˜OB(d11τ).
Démonstration L’utilisation de l’algorithme PseudoGenericTest nécessite O(d2) appels
de l’algorithme de division exacte de polynômes multivariés (voir [6]) avec en entrées un
polynôme bivarié de degré borné par O(d2) (polynôme ∆i(X ,Y)) et un de degré borné par
O(d2) (produit de deux coefficients sous-résultants de degrés bornés par O(d2)) et dont les
coefficients sont de tailles binaires bornées par ˜OB(dτ). Comme la complexité de l’algorithme
de division exact de deux polynômes bivariés de degrés p et q est O(p2q2) (voir [6]) alors
la complexité binaire de l’algorithme PseudoGenericTest est O(d2)×O((d2)2× (d2)2)×
˜OB((dτ)) = ˜OB(d11τ). 
La proposition suivante découle de la Proposition 4.3.2.
Proposition 4.3.6 Supposons que C
R
soit en position pseudo-générique et soit (α,β,γ)∈ C
R
tel que (α,β) soit un point régulier de C ( f ). Alors il existe un unique i ∈ J1,mK tel que
∆i(α,β) = 0 et sri,i(α,β) 6= 0. De plus γ =− sri,i−1(α,β)isri,i(α,β) .
Remarque 4.3.7 La proposition précédente est essentielle dans la phase de relèvement de la
topologie de C ( f ) pour obtenir celle de C
R
. En effet, les paramétrisations γ =− sri,i−1(α,β)isri,i(α,β) per-
mettent de calculer les troisièmes coordonnées des points réguliers de C ( f ) connaissant leurs
coordonnées ainsi que l’indice i de l’unique composante C (∆i) à laquelle ils appartiennent.
Ces informations sont fournies par l’algorithme de calcul de topologie de C ( f ). En effet, les
points réguliers de C ( f ) sont obtenus en choisissant une valeur régulière α entre deux valeurs
x-critiques de C ( f ) puis en résolvant l’équation f (α,Y) = 0 pour obtenir les deuxièmes
coordonnées (voir section 3.3.3). Mais sachant que f (X ,Y) = ∏i∈J1,mK ∆i(X ,Y), pour une
valeur régulière donnée α, nous allons résoudre les équations ∆1(α,Y ) = 0, . . . ,∆m(α,Y) = 0.
Ceci nous permettra d’obtenir la deuxième coordonnée et l’indice i de l’unique composante
C (∆i) à laquelle appartient le point régulier considéré. Ainsi, utilisant la paramétrisation
γ =− sri,i−1(α,β)isri,i(α,β) , on relève aisément le point régulier de C ( f ) considéré.
Il reste maintenant à relever les points x-critiques de C ( f ). Cette opération est plus délicate
et nécessite que l’on analyse l’origine et la nature de ces derniers. En effet tout les points
x-critiques de C ( f ) ne sont pas des projections de points x-critiques de C
R
.
La sous-section suivante introduit la notion de singularité apparente de C ( f ) puis celle de
généricité d’une courbe algébrique spatiale.
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Singularités apparentes et conditions de généricité de C
R
Théorème 4.3.8 Soient f ∈ Q[X ,Y ] le résultant de P1 et P2 par rapport à la variable Z et
C ( f ) := {(x,y) ∈ R2, f (x,y) = 0} la projection de C
R
sur le plan (x,y). Si (α,β,γ) est un
point singulier de C
R
, alors (α,β) est un singulier de C ( f ). La réciproque est fausse.
Démonstration Voyons P1 et P2 comme polynômes en la variable Z :
P1(X ,Y,Z) = ad1(X ,Y)Z
d1 + ...+a0(X ,Y)
P2(X ,Y,Z) = bd2(X ,Y)Z
d2 + ...+b0(X ,Y)
Soit M la matrice de Sylvester de P1 et P2 :
M =


a0 b0
.
.
.
.
.
.
.
.
.
.
.
.
ad1 a0 bd2 b0
.
.
.
.
.
.
.
.
.
.
.
.
ad1 bd2


Par définition f (X ,Y) = det(M). Soit M′ la matrice obtenue à partir de M en multipliant le
ieme colonne de M par Zi−1. On a : det(M′) = Zs det(M) = Zs f (X ,Y) avec s = 12(d1 + d2−
1)(d1 +d2). En ajoutant toutes les colonnes de M′ à la première on obtient une matrice M′′,
dont la première colonne est la transposée de (P1(Z), . . . ,Zd2−1P(Z),P2(Z), . . . ,Zd1−1P2(Z)).
Pour calculer le déterminant de M′′, on développe suivant la première colonne et on obtient
alors :
det(M′) =
d2−1∑
i=0
ZiP1(Z)m
′
i+1,1(Z)+
d1−1∑
i=0
ZiP2(Z)m
′
i+d2+1,1(Z)
où m′i,1 est le cofacteur d’ordre (i,1) de M
′
. Or m′i,1(Z) = Zsmi,1 (où mi,1 est le cofacteur
d’ordre (i,1) de M) donc
det(M′) = Zs(P1(Z)
d2−1∑
i=0
Zimi+1,1 +P2(Z)
d1−1∑
i=0
Zimi+d2+1,1).
Or det(M′) = Zs f (X ,Y), donc
f (X ,Y) = (P1(Z)
d2−1∑
i=0
Zimi+1,1 +P2(Z)
d1−1∑
i=0
Zimi+d2+1,1).
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Posant A = ∑d2−1i=0 Zimi+1,1 et B = ∑d1−1i=0 Zimi+d2+1,1, on obtient :
f (X ,Y) = P1(X ,Y,Z)A(X ,Y,Z)+P2(X ,Y,Z)B(X ,Y,Z)
Quitte à effectuer le changement de variable Z = Z− γ, (le résultant est invariant par transla-
tion), on peut supposer que γ = 0. Montrons que ∂Y f (α,β) = 0.
∂Y f = A∂Y P1 +P1∂Y A+B∂Y P2 +P2∂Y B, comme P1(α,β,γ) = P2(α,β,γ) = 0 alors
∂y f (α,β) = A(α,β,γ)∂Y P1(α,β,γ)+B(α,β,γ)∂yP2(α,β,γ).
Or A = ∑d2−1i=0 Zimi+1,1 et B = ∑d1−1i=0 Zimi+d2+1,1, donc A(α,β,γ) = A(α,β,0) = m1,1(α,β)
et B(α,β,γ) = m1+d2,1(α,β). Par ailleurs, comme P1(α,β,γ) = P2(α,β,γ) = 0 et γ = 0 alors
a0(α,β) = b0(α,β) = 0. Donc par développement suivant la première colonne on a :
m1,1(α,β) = (−1)d2+1b1(α,β)C(α,β) et m1+d2,2(α,β) = (−1)d2+2a1(α,β)C(α,β), où C est
le déterminant de la matrice obtenue en privant M de ses deux premières lignes et ses deux
premières colonnes.
Ainsi A(α,β,γ) = (−1)d2+1b1(α,β)C(α,β) et B(α,β,γ) = (−1)d2+2a1(α,β)C(α,β), d’où
∂Y f (α,β) = (−1)d2+1C(α,β)b1(α,β)∂Y P1(α,β,γ)−a1(α,β)∂Y P2(α,β,γ). Comme γ = 0, alors
a1(α,β) = ∂ZP1(α,β,γ) et b1(α,β) = ∂ZP2(α,β,γ) par suite,
∂Y f (α,β) = (−1)d2+1C(α,β)∂ZP2(α,β,γ)∂ZP1(α,β,γ)−∂ZP1(α,β,γ)∂Y P2(α,β,γ).
Mais comme (α,β,γ) est un point singulier de C
R
alors
(∂ZP2(α,β,γ)∂Y P1(α,β,γ)−∂ZP1(α,β,γ)∂Y P2(α,β,γ)) = 0.
D’où ∂Y f (α,β) = 0. De manière analogue on montre que ∂X f (α,β) = 0. Ainsi (α,β) est un
point singulier de C ( f ). 
Remarque 4.3.9 La projection d’un point singulier de C
R
étant un point singulier de C ( f ),
nous pouvons retrouver les singularités de la courbe C
R
à partir de celles de C ( f ). Cepen-
dant, le problème des singularités apparentes se pose. En effet quand on projette une courbe,
il arrive qu’il apparaisse d’autres singularités et il est essentiel de les distinguer parmi les
singularités de C ( f ).
Rappelons que Π : (x,y,z) ∈C3 7−→ (x,y) ∈C2 et Π |C
R
est la restriction de Π à l’ensemble
C
R
.
Définition 4.3.10 Soient f ∈ Q[X ,Y ] le résultant de P1(X ,Y,Z) et P2(X ,Y,Z) par rapport
à la variable Z, C ( f ) := {(x,y) ∈ R2, f (x,y) = 0} la projection de C
R
sur le plan (x,y) et
(α,β) un point singulier de C ( f ).
1. On dit que (α,β) est une singularité apparente de C ( f ) lorsque l’ensemble Π |−1C
R
(α,β)
contient au moins deux points (voir figure 4.7).
Chapitre 4. Topologie d’une courbe intersection de deux surfaces implicites. 81
2. On dit que (α,β) est une singularité réelle de C ( f ) lorsque l’ensemble Π |−1C
R
(α,β) est
réduit à un point (voir figure 4.7).
FIG. 4.7 – Distinction entre singularités apparentes et vraies singulariés
A présent nous allons définir la notion de position générique pour une courbe intersection
de deux surfaces algébriques implicites.
Définition 4.3.11 Soient P1,P2 ∈Q [X ,Y,Z], f ∈Q[X ,Y ] le résultant de P1 et P2 par rapport
à la variable Z, C
R
= {(x,y,z) ∈ R3 | P1(x,y,z) = 0,P2(x,y,z) = 0} et C ( f ) := {(x,y) ∈
R
2, f (x,y) = 0} la projection de C
R
sur le plan (x,y). On dira que C
R
est en position
générique par rapport au plan (x,y) si et seulement si :
1. C
R
est en position pseudo-générique par rapport au plan (x,y),
2. la courbe plane C ( f ) est en position générique,
3. toute singularité apparente de C ( f ) est un noeud.
Nous avons fourni dans la sous-section précédente un algorithme permettant de tester la
pseudo-généricité de la position de C
R
. L’algorithme permettant de certifier la généricité
de la position de la courbe plane C ( f ) a été donné dans le Chapitre 3.
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Dans la sous-section suivante nous fournissons un algorithme modulaire permettant de
distinguer les singularités apparentes de C ( f ) puis de tester si elles sont toutes des noeuds.
Calcul des singularités apparentes de C ( f )
Nous supposerons ici que C
R
est en position pseudo-générique et C ( f ) = Πz(C
R
) est
en position générique. Soit (Γ j(X)) j∈J1,nK la séquence des polynômes associés à C ( f ) (voir
section 3.3.2) et (β j(X)) j∈J1,nK la séquence des paramétrisations polynômiales qui leur sont
associées (voir section 3.3.3). Rappelons que (Sri(X ,Y,Z))i∈J1,mK désigne la séquence des
polynômes sous-résultants associés à P1,P2 ∈Q[X ,Y,Z].
Pour tout (k, i) ∈ J1,mK× J0,k−1K , soit Rk,i(X ,Y) et le polynôme suivant :
Rk,i(X ,Y) = k(k− i)srk,i(X ,Y)srk,k(X ,Y)− (i+1)srk,k−1(X ,Y)srk,i+1(X ,Y).
Nous avons le lemme suivant :
Lemme 4.3.12 Soit (a,b) ∈R2 tel que srk,k(a,b) 6= 0. Le polynôme Srk(a,b,Z) a une et une
seule racine si et seulement si pour tout i ∈ J0,k−1K, Rk,i(a,b) = 0.
Pour tout j ∈ J1,nK, soit (uk, j(X))k∈J1, jK et (vk, j(X))k∈J2, jK les séquences d’éléments deQ[X ]
définies par :
− u1, j(X) := pgcd(Γ j(X),sr1,1(X ,β j(X))),
uk, j(X) := pgcd(srk,k(X ,β j(X)),uk−1, j(X)),
− vk, j(X) := quo(uk−1, j(X),uk, j(X)).
De manière plus intuitive, pour un j fixé dans J1,nK, α est racine de vk, j(X) si et seulement
si :
1. degY (pgcd( f (α,Y),∂Y f (α,Y )) = j,
2. degZ(pgcd(P1(α,β j(α),Z),P2(α,β j(α),Z))) = k.
Pour tout (k, i) ∈ J2, jK× J0,k− 1K , soit (wk,i, j(X)), (Γ j,k(X)) et (χ j,k(X)) les séquences
d’éléments deQ[X ] définies par :
− wk,0, j(X) := vk, j(X), wk,i+1, j(X) := pgcd(Rk,i(X ,β j(X)),wk,i, j(X)),
− Γ j,1(X) := quo(Γ j(X),u1, j(X)), Γ j,k(X) := wk,k, j(X),
− χ j,k(X) := quo(wk,0, j(X),Γ j,k(X)).
Théorème 4.3.13
1. Pour toute racine α de Γ j,k(X) la fibre x-critique (α,β j(α)) contient l’unique
point (α,β j(α),γ j,k(α)) avec γ j,k(α) :=− srk,k−1(α,β j(α))k srk,k(α,β j(α)) .
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2. Pour tout α racine de χ j,k(X), (α,β j(α)) est une singularité apparente de C ( f ).
Démonstration
1. Soit α une racine de Γ j,k(X) := wk,k, j(X) = pgcd(Rk,k−1(X ,β j(X)),wk,k−1, j(X)). Alors
wk,k−1, j(α) = Rk,k−1(α,β j(α)) = 0.
Comme wk,k−1, j(X) := pgcd(Rk,k−2(X ,β j(X)),wk,k−2, j(X)), on a :
wk,k−2, j(α) = Rk,k−2(α,β j(α)) = 0.
Ainsi par une récurrence immédiate on obtient :
∀i ∈ J0,k−1K,wk,i, j(α) = Rk,i(α,β j(α)) = 0.
Comme wk,0, j(X) := vk, j(X), nous en déduisons que :
vk, j(α) = 0.
Comme vk, j(X) := quo(uk−1, j(X),uk, j(X)) et que uk, j et uk−1, j sont sans facteur carré,
alors uk−1, j(α) = 0 et uk, j(α) 6= 0. Comme uk, j(X) = pgcd(srk,k(X ,β j(X)),uk−1, j(X))
alors srk,k(α,β j(α)) 6= 0. Par ailleurs uk−1, j(X) = pgcd(srk−1,k−1(X ,β j(X)),uk−2, j(X))
et uk−1, j(α) = 0, d’où srk−1,k−1(α,β j(α)) = uk−2, j(α) = 0.
Utilisant les même arguments, on montre par récurrence que :
∀i ∈ J0,k−1Ksri,i(α,β j(α)) = 0.
Ainsi on a : srk,k(α,β j(α)) 6= 0 et srk−1,k−1(α,β j(α)) = . . . = sr0,0(α,β j(α)) = 0 et par le
théorème fondamental des sous résultants :
pgcd(P1(α,β j(α),Z),P2(α,β j(α),Z)) = Srk(α,β j(α),Z) =
k
∑
i=0
srk,i(α,β j(α))Zi.
Ainsi par le Lemme 4.3.12, pgcd(P1(α,β j(α),Z),P2(α,β j(α),Z) admet une et une seule
racine qui s’écrit γ j(α) :=− srk,k−1(α,β j(α))k srk,k(α,β j(α)) .
2. Soit α une racine de χ j,k(X) := quo(wk,0, j(X),Γ j,k(X)). Alors wk,0, j(α) = 0 et Γ j,k(α) =
wk,k, j(α) 6= 0 car wk,0, j(X) et Γ j,k(X) sont sans facteur carré. Sachant que pour tout i ∈
J0,k−1K, wk,i+1, j(X) := pgcd(Rk,i(X ,β j(X)),wk,i, j(X)) alors wk,0, j(α) = 0 et wk,k, j(α) 6=
0 implique l’existence de i ∈ {0, . . . ,k−1} tel que Rk,i(α,β j(α)) 6= 0. Alors par Lemme
4.3.12, le polynôme Srk(α,β j(α),Z)= ∑ki=0 srk,i(α,β j(α))Zi admet au moins deux racines
distinctes. Sachant que pgcd(P1(α,β j(α),Z),P2(α,β j(α),Z)) = Srk(α,β j(α),Z),
alors (α,β j(α)) est une singularité apparente.
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
Proposition 4.3.14 Soient ( j,k) ∈ J1,nK×J2, jK et α une racine de χ j,k(X). La singularité
apparente de C ( f ) (α,β j(α)) est un noeud si et seulement si :
(∂2XY f (α,β j(α)))2−∂2X2 f (α,β j(α))∂2Y 2 f (α,β j(α)) 6= 0
Démonstration Soit ( j,k) ∈ J1,nK×J2, jK et α une racine de χ j,k(X). Soit f (X + α,Y +
β j(α)) = F1 + . . .+Fn, où Fi ∈Q[α][X ,Y ] est un polynôme homogène de degré i. La singu-
larité apparente (α,β j(α)) est un point double si et seulement si F2 6= 0. Il est bien connu que
F2 = 1/2(∂2Y 2 f (α,β j(α))Y 2 + 2∂2XY f (α,β j(α))XY + ∂2X2 f (α,β j(α))X2) et que les facteurs
de F2 donne le cône tangent de C ( f ) en (α,β j(α)). Ainsi la singularité apparente (α,β j(α))
est un noeud si et seulement si le discriminant du polynôme F2(1,Y) est non nul, d’où le
résultat. 
Pour tout j ∈ J1,nK , Tj(X) := (∂2XY f (X ,β j(X)))2− ∂2X2 f (X ,β j(X))∂2Y 2 f (X ,β j(X)). La
proposition précédente implique le théorème suivant :
Théorème 4.3.15 Toutes les singularités apparentes de C ( f ) sont des noeuds si et seulement
si pour tout ( j,k) ∈ J1,nK×J2, jK les polynômes χ j,k(X) et Tj(X) sont premiers entre eux.
4.3.3 Relèvement de la topologie de la courbe plane C ( f )
Dans cette section, nous supposons que C
R
est en position générique, c’est-à-dire que
C
R
est en position pseudo-générique, que la courbe plane C ( f ) = Πz(C
R
) est en position
générique et toutes ses singularités apparentes sont des noeuds. Comme nous l’avons déjà
mentionné, pour calculer la topologie de C
R
, notre stratégie consiste à calculer la topologie de
sa projection sur le plan (x,y), puis de relever dans l’espace la topologie obtenue dans le plan
(x,y). Soit ˜C ( f ) la topologie de C ( f ) ; ˜C ( f ) est une structure linéaire par morceaux isotope
à C ( f ) composée des fibres x-critiques de C ( f ), d’une fibre régulière entre deux fibres x-
critiques consécutives et des segments reliant ces fibres entre elles. Parmi les fibres x-critiques
de ˜C ( f ) nous distinguerons les fibres contenant des singularités apparentes de C ( f ). Relever
la topologie de C ( f ) revient à calculer, dans un premier temps, les pré-images Π |−1C (α,β)
où (α,β) est soit un point régulier de ˜C ( f ), soit une singularité apparente de ˜C ( f ), soit
un point x-critique de ˜C ( f ). Puis dans un second temps, il faut déterminer les connections
entre ces pré-images calculées. Le calcul des pré-images des points x-critiques qui ne sont
pas des singularités apparentes s’effectue aisément avec les paramétrisations données par le
Théorème 4.3.13 (1). Les pré-images des points réguliers s’obtiennent sans difficulté par les
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paramétrisations données par la Proposition 4.3.6. Dans la sous-section suivante on explique
comment obtenir des connections entre les pré-images des points réguliers et les pré-images
des points x-critiques qui ne sont pas des singularités apparentes.
Connections entre les pré-images des points réguliers et celles des points x-critiques de
C
R
Pour une courbe C
R
en position générique, les connections entre les points réguliers (pré-
images des points réguliers de ˜C ( f )) et les points x-critiques de C
R
, sont exactement celles
obtenues lors du calcul de la topologie ˜C ( f ) de C ( f ) par l’algorithme TopolCourbe2D décrit
dans le chapitre précédent (voir figure 4.8).
FIG. 4.8 – Relèvement des connections
La sous-section suivante traite du cas particulier des singularités apparentes. Nous y
présentons une methode permettant à la fois de relever les singularités apparentes de ˜C ( f ) et
de déterminer les connections entre leurs pré-images et les pré-images des points réguliers de
˜C ( f ) auxquels elles étaient connectées.
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Relèvement des singularités apparentes de C ( f )
Le relèvement des singularités apparentes de C ( f ) est un peu plus complexe que celui de
ses autres points x-critiques. En effet, pour les autres points x-critiques de C ( f ), les paramétri-
sations rationnelles, données par le Théorème 4.3.13 (1), facilitent le calcul de leur troisième
coordonnée. De plus, au-dessus des singularités apparentes se pose un autre le problème :
celui de la détermintion de la position des deux branches de la courbe. Nous solutionnons ce
problème en analysant la géométrie de la courbe au voisinage d’une singularité apparente.
Par la Proposition 4.3.2, C ( f ) = S i∈J1,mKC (∆i), donc lorsque CR est en position générique,
une singularité apparente est un point de croisement, par effet de projection, d’une branche de
C (∆i) et d’une branche de C (∆ j) avec (i, j) ∈J1,mK×J1,mK. Donc nous avons la proposition
suivante :
Proposition 4.3.16 En position générique, si (α,β) est une singularité apparente de C ( f )
telle que ∆i(α,β) = ∆ j(α,β) = 0, alors le polynôme pgcd(P1(α,β,Z),P2(α,β,Z))∈R[Z] est
de degré (i+ j).
Démonstration Soit (α,β) une singularité apparente de C ( f ) telle que ∆i(α,β) = ∆ j(α,β)=
0 et D := degZ(pgcd(P1(α,β,Z),P2(α,β,Z))), alors D > (i + j). Montrons que D = (i + j).
Si on avait D > (i + j) alors il existerait k ∈ J1,D− (i+ j)K tel que ∆k(α,β) = 0. Par suite,
(α,β) serait un point de croisement d’une branche de C (∆i), d’une branche de C (∆ j) et
d’une branche de C (∆k) et donc ne serait pas un noeud. Ceci est impossible car, en position
générique, toutes les singularités apparentes sont des noeuds. Par conséquent D = (i+ j). 
Soit (α,β) une singularité apparente de C ( f ) tel que ∆i(α,β) = ∆ j(α,β) = 0. Soit (α,β,γ1)
et (α,β,γ2) les pré-images de (α,β). Par la proposition 4.3.6, pour tout (a,b,c) ∈ C
R
tel
que ∆i(a,b) = 0 et sri,i(a,b) 6= 0, nous avons c = −
sri,i−1(a,b)
isri,i(a,b) . Donc la fonction (x,y) 7−→
Zi(x,y) := −
sri,i−1(x,y)
isri,i(x,y) donne la troisième coordonnée de tout point (a,b,c) ∈ CR tel que
∆i(a,b)= 0 et sri,i(a,b) 6= 0. Peut-on utiliser directement la fonction Zi pour calculer γ1 ou γ2 ?
La réponse est non car par la Proposition 4.3.16 et le théorème fondamental des polynômes
sous-résultants : sr0,0(α,β) = . . .= sri,i(α,β) = . . .= sr j, j(α,β) = . . . .= sri+ j−1,i+ j−1(α,β) =
0. Par contre tout n’est pas perdu, car la fonction Zi est prolongeable par continuité en
(α,β). En effet soit u1 la pente de la droite tangente à C (∆i) en (α,β) et t ∈ R∗. Soit
γi(t) := Zi(α,β+ tu1) =− sri,i−1(α,β+tu1)isri,i(α,β+tu1) , sachant que la courbe algébrique réelle CR n’admet
aucune discontinuité, il vient limt→0+ γi(t) = limt→0− γi(t) = γ1. Par le même raisonnement,
si nous notons u2 la pente de la droite tangente à C (∆ j) en (α,β) et γ j(t) := Z j(α,β+ tu2) =
−
sr j, j−1(α,β+tu2)
j sr j, j(α,β+tu2) , nous obtenons limt→0+ γ j(t) = limt→0− γ j(t) = γ2.
Maintenant que nous savons calculer les pré-images des singularités apparentes, il reste à
déterminer comment les connections s’effectuent au dessus des singularités apparentes. Soit
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(a,b1,c1) et (a,b2,c2) les points réguliers de C
R
que nous devons connecter aux points
(α,β,γ1) et (α,β,γ2). Le problème est de savoir : "qui connecter à qui ?" (voir figure 4.9).
La solution tient au fait que γ1 est associé à u1 et γ2 à u2. Sachant que u1 est la pente de la
droite tangente à C (∆i) en (α,β) et u2 celle de la droite tangente à C (∆ j) en (α,β), alors
il vient que (α,β,γ1) sera connecté à (a,b1,c1) si (a,b1) est sur la branche associée à u1. Si
(a,b1) n’est pas sur la branche associée à u1 alors il est sur la branche associée à u2 donc
(α,β,γ2) sera connecté à (a,b1,c1) (voir figure 4.10).
FIG. 4.9 – Relèvement d’une singularité apparente
Remarque 4.3.17 Pour une courbe en position générique, toutes les singularités apparentes
sont des noeuds, donc les pentes u1 et u2 sont toujours distinctes en une singularité apparente.
Chapitre 4. Topologie d’une courbe intersection de deux surfaces implicites. 88
FIG. 4.10 – Connections au-dessus d’une singularité apparente
4.3.4 Description globale de l’algorithme TopolCourbe3D
Algorithme 4.3.2 : TopolCourbe3D
Entrées : P1,P2 ∈Q [X ,Y,Z] polynômes sans facteur carré de degré d
Sorties : Topologie de la courbe C
R
1. Tester la pseudo-généricité de la position de C
R
avec PseudoGenericTest,
2. Calculer la topologie de la projection C ( f ) de C
R
avec TopolCourbe2D.
3. Distinguer les singularités apparentes de C ( f ) de ses autres points x-critiques.
4. Relever les singularités apparentes de C ( f ).
5. Relever les autres points x-critiques de C ( f ).
6. Relever les fibres régulières de C ( f ).
7. Connecter les points en suivant les connections données par la courbe plane.
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4.3.5 Complexité de l’algorithme TopolCourbe3D
Nous rappelons que ˜OB désigne la complexité binaire en ignorant les facteurs logarith-
miques, L(a) := ⌈log2|a|⌉ désigne la taille binaire d’un entier donné a et pour P polynôme
à coeffients entiers (a0, . . . ,an) (en une ou plusieurs variables) L(P) désigne :
L(P) := max(L(a0), . . . ,L(an))
L’algorithme de calcul de topologie d’une courbe algébrique implicite spatiale que nous
venons de décrire, comporte essentiellement quatre phases :
1. une phase d’élimination où nous calculons la séquence des polynômes sous-résultants
associée aux polynômes P1 et P2.
2. une phase où nous testons si la courbe C
R
est en position générique.
3. une phase où nous calculons la topologie de C ( f ), projection de C
R
sur le plan (x,y).
4. une phase de relèvement de la topologie de C ( f ).
Théorème 4.3.18 Soient P1,P2 ∈ Z[X ,Y,Z], d := max(deg(P1),deg(P2)), τ := L(P1,P2) et
C
R
la courbe d’intersection des surfaces définies par P1 et P2. La topologie de C
R
se calcule
avec une complexité binaire probabiliste en ˜OB(d21τ) et déterministe en ˜OB(d21τ).
Démonstration La première étape de l’algorithme consiste à calculer la séquence des sous-
résultants (Sri(P1,P2)) i∈J0,dK associée à P1 et P2 par rapport à la variable Z. D’aprés le
Théoreme 2.3.10, ce calcul s’effectue avec une complexité binaire de ˜OB(d7τ) et pour tout i∈
J0,dK, L(Sri(P1,P2)) = O(dτ). La deuxième est celle du calcul de la suite (∆i(X ,Y))i∈J1,mK.
Par la Proposition 4.3.3 son coût binaire est de ˜OB(d12τ). Ensuite vient la phase de test et de
mise en position pseudo-générique de C
R
. D’aprés le Théorème 4.3.5, ce calcul s’effectue
avec une complexité de ˜OB(d11τ). Ensuite vient la phase de calcul de la topologie de la pro-
jection C ( f ) de C
R
. Comme deg( f ) =O(d2) et L( f )=O(dτ) alors par le Théorème 3.4.3, ce
calcul s’effectue avec une complexité binaire déterministe en ˜OB((d2)10× (dτ)) = ˜OB(d21τ)
et probabiliste en ˜OB((d2)10 × (dτ)) = ˜OB(d21τ). Le coût de la phase de relèvement de la
topologie de C ( f ) est négligeable car s’effectue à l’aide des paramétrisations rationnelles.
Ainsi le calcul de la topologie de C
R
s’effectue avec une complexité binaire déterministe en
˜OB(d7τ+d12τ+d11τ+d21τ) = ˜OB(d21τ) et probabiliste en ˜OB(d7τ+d12τ+d11τ+d21τ) =
˜OB(d21τ). 
Remarque 4.3.19 La complexité binaire de l’algorithme TopolCourbe3D donnée par le Théorème
4.3.18, est trés encourageant comparé à celui de décomposition cylindrique algébrique. En
effet, par le Théorème 2.4.21, la complexité arithmétique de l’algorithme de décomposition
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cylindrique algébrique pour le calcul de topologie variétés semi-algébriques réelles est de
O(m2
ndn2n+1) où m est le nombre de polynômes définissant la variété, d le maximum des de-
grés totaux de ces polynômes et n leur nombre de variables. Dans le contexte de l’intersection
de deux surfaces, n = 3 et m = 2, d’où une complexité arithmétique de O(d48).
4.4 Implémentation et expérimentation
L’algorithme TopolCourbe3D a été entièrement implémenté avec MATHEMAGIX. Dans
cette section, nous fournissons quelques exemples de topologies calculées ainsi qu’un tableau
indiquant les temps de calculs.
Courbes P1 P2 Temps (s)
1 x2 + y2 + z2−1 x2− y2− z+1 0.032
2 x2 + y2 + z2−1 x
3 +3x2z+3xz2+
z3 + y3− xyz− yz2
0.659
3 (x−2y+2z)2 + y2 + z−1 z
3− z− (x−2y+2z)3
+3(x−2y+2z)y2
2.125
4 (x−2y+2z)2 + y2 + z2−1 y
3− (x−2y+2z)3
−(x−2y+2z)yz
1.031
5 (x− y+ z)2 + y2 + z2−1 y
2− (x− y+ z)2− (x− y+ z)z)2
−z2((x− y+ z)2 + y2)
1.6963
6 (x− y+ z)2 + y2 + z2−1 ((x− y+ z)
2 + y2 + z2)2
−4((x− y+ z)2 + y2)
2.228
7 (x− y+ z)2 + y2−2(x− y+ z) ((x− y+ z)
2 + y2 + z2)2
−4((x− y+ z)2 + y2)
2.875
8 x2 + y2 + z2−1 (x
3 + y3− xyz)∗
(−4(z3− z− x3 +3xy2)
6.575
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FIG. 4.11 – Courbe 7
FIG. 4.12 – Courbe 8
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FIG. 4.13 – Courbe 4
Deuxième partie
Topologie de surfaces algébriques
93
Chapitre 5
Triangulation isotopique d’une surface
algébrique implicite
5.1 Introduction
Soit P ∈Q[X ,Y,Z] un polynôme sans facteur carré et S le lieu de ses zéros réels :
S := {(α,β,γ) ∈R3|P(α,β,γ) = 0}
Le problème auquel nous nous intéressons dans ce chapitre est celui du calcul d’une trian-
gulation de la surface S . La triangulation des variétés (semi)-algébriques réelles est un prob-
lème récurrent et fondamental en géométrie algébrique réelle. La triangulation a été beaucoup
étudiée d’un point de vue théorique [38], [39]. Dans les travaux [10], [15], [6], le problème
de la triangulation des variétés semi-algébriques est abordé d’un point de vue effectif, via
la décomposition cylindrique algébrique et l’encodage de Thom des nombres algébriques.
Mais l’algorithme qui en découle est pénalisé par sa très grande complexité, même lorsqu’on
cherche à traiter des ensembles semi-algébriques en petite dimension (n6 3). Ainsi comme
pour le cas des courbes en petite dimension, le cas des surfaces algébriques a fait l’objet de
plusieurs travaux [30], [29], [12], [2]. Mais ces traveaux ne traitent que le cas des surfaces
lisses. Dans [4], les auteurs proposent un algorithme qui nécessite le calcul des sections de
la surface en les points singuliers de sa "silhouette" pour pouvoir reconstruire sa topologie.
Cette opération est très difficile à certifier. En effet elle revient à calculer la topologie de la
courbe algébrique plane d’équation P(α,Y,Z) = 0 où α est un nombre algébrique.
Dans ce chapitre, nous proposons un algorithme certifié calculant la triangulation d’une sur-
face algébrique implicite. Notre approche consiste à calculer dans un premier temps la topolo-
gie d’une "silhouette" de la surface S . Cette "silhouette" partitionne l’espace en des cylindres
connexes, à l’intérieur desquels le nombre de nappes est constant. Ensuite, nous effectuons,
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grâce à des sections de la surface S , le maillage des nappes à l’intérieur de chaque cylindre.
Concernant la phase de connection des différentes nappes, nous proposons un nouvel algo-
rithme, ne nécessitant pas le calcul de la topologie de sections de la surface en les points
x-critiques de sa silhouette. La connection est entièrement guidée par la topologie de la sil-
houette calculée au départ. Une implémentation de l’algorithme a été effectuée avec MATH-
EMAGIX. Il est essentiel de remarquer qu’il s’agit du premier code disponible, complet et
certifié, calculant la topologie d’une surface algébrique implicite singulière. La complexité
binaire de l’algorithme est dominée par la phase de calcul d’une silhouette de la surface et est
de ˜OB(d21τ) où d est le degré du polynôme définissant la surface et τ la taille binaire de ses
coefficients.
5.2 Description géométrique de l’algorithme
Notre objectif est de calculer une triangulation "correcte" de la surface algébrique S lieu
des zéros réels de P ∈Q[X ,Y,Z]. Trianguler une surface consiste en un processus de calcul
d’une représentation de celle-ci par des morceaux de surfaces lisses. "Correcte" signifie que
le résultat doit conserver la topologie de la surface et si possible sa géométrie. Les définitions
suivantes combinent ces exigences topologiques et geométriques.
Définition 5.2.1 Une isotopie de R3 est une application ϕ : R3 × [0,1] −→ R3, telle que
ϕ(·,0) = Id
R
3 et pour tout t ∈]0,1], ϕ(·, t) est un homéomorphisme.
Définition 5.2.2 Soient ∆,Ω⊂R3, on dit que ∆ est isotope à Ω s’il existe une isotopie ϕ de
R
3 telle que ϕ(∆,1) = Ω.
Notre stratégie pour construire une triangulation de S consiste à trouver des régions uniformes
dans le plan (x,y), où la surface S peut être vue comme une famille de graphes de fonctions
du type z = h(x,y). Une manière d’obtenir de telles régions consiste à couper la surface en
ses points d’auto-intersection et en ses points où l’espace tangent est un plan orthogonal au
plan (x,y). L’ensemble de ces points forme ce que nous appelerons la silhouette de la surface.
Définition 5.2.3 Soit P ∈ Q[X ,Y,Z] un polynôme sans facteur carré et S la surface al-
gébrique réelle définie par P. Nous appelerons silhouette de S la variété algébrique suiv-
ante :
P := {(α,β,γ) ∈R3|P(α,β,γ) = ∂ZP(α,β,γ) = 0}
Le principe de l’algorithme de calcul de la topologie de la surface algébrique S est le même
que celui utilisé pour obtenir la topologie d’une courbe algébrique plane. Il consiste à bal-
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ayer la surface par un plan puis à détecter les positions où la topologie de l’intersection de
la surface avec le plan de balayage change. Si, pour une courbe algébrique plane les change-
ments de topologie s’observent au niveau des points x-critiques de celle-ci, pour une surface
algébrique les changements de topologie s’observent au niveau de sa silhouette, plus partic-
ulièrement en les points x-critiques de celle-ci. Comme pour les courbes algébriques planes,
où la topologie de l’intersection d’une droite avec la courbe ne varie pas entre deux points
x-critiques, la topologie de l’intersection de la surface avec un plan orthogonal à l’axe des
abscisses ne varie pas entre deux points x-critiques consécutifs de la silhouette P de S . Donc,
en calculant les topologies des sections de S au niveau des points x-critiques de sa silhouette
et une section entre deux sections x-critiques consécutives, nous disposerons de toute l’infor-
mation topologique nécessaire pour trianguler la surface.
Pour mieux visualiser l’algorithme de triangulation de S que nous allons décrire, il est essen-
tiel de comprendre intuitivement que si nous enlevons de la surface S sa silhouette P , celle-ci
se décompose en plusieurs morceaux de surfaces lisses que nous appelerons des nappes.
Lorsque nous coupons la surface S par un plan orthogonal à l’axe des abscisses, nous obtenons
une courbe plane. Nous montrerons que ses points y-critiques appartiennent à la silhouette P
et que ses arcs (au sens de la Définition 3.2.9) représentent les nappes de la surface. Les sec-
tions de S que nous calculerons sont donc des arcs ordonnés dont les supports sont des points
de la silhouette P . La question essentielle qui se pose maintenant est la suivante : d’une sec-
tion de S à une autre, quels sont les arcs qui appartiennent à une même nappe ? Lorsque la
surface est en position générique, l’étude de la topologie de sa silhouette permet de répondre
à cette question. L’idée est que deux arcs de même position, dans deux sections consécutives
de S , dont les supports sont reliés par des arcs lisses de la sihouette, appartiennent à la même
nappe de S .
La section suivante porte sur le calcul de la topologie de la silhouette P et sur celui des
sections de la surface S nécessaire à la reconstruction de sa topologie et à l’ordonnancement
des arcs d’une section de la surface.
5.3 Topologie de la silhouette et des sections de S
Comme le polynôme P définissant la surface S est sans facteur carré, alors sa silhouette P
est une courbe algébrique implicite spatiale. Le calcul de sa topologie nécessite que la surface
soit dans une position générique.
Définition 5.3.1 La surface S est en position générique si et seulement si sa silhouette P est
en position générique au sens de la Définition 4.3.11.
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La généricité de la position de S sera assurée lors de la phase de calcul de la topologie de
sa silhouette P . Cela s’effectue en appelant l’algorithme TopolCourbe3D avec P1 := P et
P2 = ∂ZP. L’algorithme retourne une approximation polygonale de P qui lui est isotope.
Soit (ci := (αi,βi,γi))i∈J1,nK la liste ordonnée des points x-critiques de P et (ri) i∈J1,n+1K une
séquence de nombres réels vérifiant r1 < α1 < r2 < α2 < .. .αn−1 < rn < αn < rn+1. Pour
tout i ∈ J1,n+1K, soit Rri := {(y,z) ∈ R2|P(ri,y,z) = ∂ZP(ri,y,z) = 0} l’intersection de P
avec le plan d’équation x = ri et ni = #Rri . Nous noterons (p
ri
1 , . . . , p
ri
ni) la séquence des points
de Rri , ordonnés par rapport à leur deuxième coordonnée.
Remarque 5.3.2 La topologie de P est décrite par la donnée des listes de points
(ci := (αi,βi,γi))i∈J1,nK , ((pri1 , . . . , prini)) i∈J1,n+1K et des connections existant entre ces points.
Après le calcul de la topologie de la silhouette P de notre surface, il est nécessaire de cal-
culer quelques sections de la surface par des plans orthogonaux à l’axe des abscisses. A la
différence de l’approche décrite dans [4], ces sections ne seront pas réalisées en les points
x-critiques de la silhouette P mais seulement en "certains" de ses points réguliers. Ensuite
guidés par la topologie de la silhouette P de S , nous procéderons à la connection des sections
calculées.
Pour tout i ∈ J1,n+1K, soit Cri :=
{
(y,z) ∈R2|P(ri,y,z) = 0} la courbe algébrique plane,
intersection de la surface S avec le plan d’équation x = ri. Les courbes Cri constituent les
sections de la surface S nécessaires à la reconstruction de sa topologie. Ces courbes sont
obtenues avec une version simplifiée de l’algorithme de calcul de topologie de courbe al-
gébrique plane TopolCourbe2D. En effet nous n’aurons ni besoin de tester la généricité de la
position des courbes Cri , ni de calculer leurs points y-critiques.
Proposition 5.3.3 Si S est en position générique alors pour tout i ∈ J1,n+1K , les points
y-critiques de la courbe plane Cri sont exactement les points d’intersection de la silhouette P
avec le plan d’équation x = ri, c’est-à-dire (pri1 , . . . , prini).
Démonstration Soit i ∈ J1,n+1K. Par définition, les points y-critiques de la courbe plane
Cri :=
{
(y,z) ∈R2 : P(ri,y,z) = 0} sont les solutions du système P(ri,y,z) = ∂zP(ri,y,z) = 0.
Or les solutions de ce système sont exactement les points d’intersection, (pri1 , . . . , prini), de la
silhoutte P avec le plan d’équation x = ri. 
Proposition 5.3.4 Si S est en position générique alors pour tout i ∈ J1,n+1K, la courbe
algébrique plane Cri :=
{
(y,z) ∈R2 : P(ri,y,z) = 0} est en position générique.
Remarque 5.3.5 Pour tout i∈ J1,n+1K , la Proposition 5.3.4 montre qu’il ne sera pas néces-
saire de tester la généricité de la courbe plane Cri lors du calcul de sa topologie. La Proposition
5.3.3 indique que le calcul de la topologie de P fournit les points y-critiques nécessaires pour
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le calcul de la topologie Cri . Ceci constitue un gain non négligeable pour l’efficacité globale
de l’algorithme de maillage d’une surface car les phases de test de généricité et de calcul des
points y-critiques sont les plus coûteuses dans l’algorithme de calcul de la topologie d’une
courbe algébrique plane (voir chapitre 3).
Pour tout i ∈ J1,n+1K, la topologie de la courbe plane Cri sera décrite par la donnée, d’une
part, de ses points y-critiques, et d’autre part, de celle des listes d’arcs (ou branches) reliant
ces points. Ci-dessus nous rappelons les définitions des notions d’arc et de support d’un
arc introduites dans la section 3.2 puis nous introduisons une relation d’ordre permettant de
classer les arcs d’une courbe algébrique plane.
Définition 5.3.6 Pour tout i ∈ J1,n+1K nous rappelons qu’un arc de la courbe algébrique
plane Cri est un morceau de courbe lisse de Cri reliant deux points y-critiques de Cri (voir
section 3.2).
Remarque 5.3.7 Comme les points y-critiques de Cri sont p
ri
1 , . . . , p
ri
ni , alors les arcs de Cri
sont des branches lissent de Cri , reliant deux points de la liste (p
ri
1 , . . . , p
ri
ni).
Définition 5.3.8 Soient s1 et s2 deux points distincts de la liste (pri1 , . . . , prini) des points y-
critiques de Cri et A la liste des arcs de Cri reliant s1 et s2. Nous appelons support de A le
bipoint (s1,s2).
Un arc de Cri de support (s1,s2) sera représenté par la donnée des trois points s1Qs2 où Q est
un point quelconque de l’arc de support (s1,s2). Les arcs de Cri ayant le même suppport sont
naturellement ordonnés. La relation permettant de les ordonner est la suivante :
Définition 5.3.9 Soient qQ1g et qQ2g deux arcs distincts de Cri de support (q,g). Nous
définissons la relation ≻ sur l’ensemble des arcs de support (q,g) par qQ1g ≻ qQ2g si et
seulement si zQ1 > zQ2 (voir figure 5.1).
Il est clair que ≻ est une relation d’ordre sur tout ensemble d’arcs de Cri de même support.
Soit q1Q1g1 et q2Q2g2 deux arcs de Cri de supports différents. Comme par définition
les arcs sont des morceaux de courbes lisses alors soit [yq1 ,yg1] ⊆ [yq2 ,yg2], soit [yq2 ,yg2] ⊆
[yq1,yg21 ], soit [yq1,yg1 ]∩ [yq2 ,yg2] = {}. La relation ≻ s’étend aux arcs q1Q1g1 et q2Q2g2 de
Cri dont le support vérifie la contrainte [yq1,yg1 ]⊆ [yq2 ,yg2] ou [yq2 ,yg2]⊆ [yq1,yg21 ].
Définition 5.3.10 Soit q1Q1g1 et q2Q2g2 deux arcs de Cri tels que [yq1 ,yg1] ⊆ [yq2,yg2 ]. La
relation≻ définie par : q1Q1g1 ≻ q2Q2g2 si et seulement si zQ1 > zQ2 est une relation d’ordre
(voir figure 5.2).
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FIG. 5.1 – Arcs ordonnés de même support
FIG. 5.2 – Arcs ordonnés de supports différents
Une fois la topologie de la silhouette P et celle des sections (Cri)i∈J1,n+1K de S calculées,
arrive l’étape de connection des différentes structures obtenues. Dans la section suivante,
nous décrivons l’algorithme permettant de connecter deux sections consécutives de S .
Chapitre 5. Triangulation isotopique d’une surface algébrique implicite 101
5.4 Connection de deux sections consécutives de S
Afin d’alléger les notations, nous décrirons l’algorithme de connnection en considérant
les sections consécutives Cr1 et Cr2 .
Rappelons que Rr1 :=
{
(y,z) ∈R2|P(r1,y,z) = ∂ZP(r1,y,z) = 0}
(resp. Rr2 :=
{
(y,z) ∈R2|P(r2,y,z) = ∂ZP(r2,y,z) = 0} ) désigne la section de la silhouette
P par le plan d’équation x = r1 (resp x = r2), n1 = #Rr1 (resp. n2 := #Rr2), (pr11 , . . . , pr1n1)
(resp. (pr21 , . . . , pr2n2)) est la séquence ordonnée par rapport à leur deuxième coordonnée des
points de Rr1 (resp.Rr2).
Nous noterons c :=(α,β,γ) l’unique point x-critique de P tel que r1 < α < r2. Soit UpPoints :=
{z ∈ R|P(α,β,z) = 0etz > γ} la séquence ordonnée des points de la surface S appartenant
à la fibre (α,β) et situés au-dessus du point x-critique c := (α,β,γ) et DownPoints := {z ∈
R|P(α,β,z)= 0etz < γ} ceux situés en dessous de c := (α,β,γ). Ainsi la fibre x-critique de S
contenant c est complètement décrite par la donnée de l’ensemble {UpPoints,c,DownPoints}.
Rappelons que la topologie de la section Cr1 (resp. Cr2) est décrite par la donnée de ses points
y-critiques (pr11 , . . . , p
r1
n1) (resp. (pr21 , . . . , pr2n2)) et des classes d’arcs reliant ces points. Soit
(A1, . . . ,Am1) (resp. (B1, . . . ,Bm2)) la liste des classes d’arcs de Cr1 (resp. Cr2). L’objectif
est de connecter les classes d’arcs de la séquence (A1, . . . ,Am1) à celles de (B1, . . . ,Bm2) en
s’appuyant sur la structure de la fibre {UpPoints, c, DownPoints} et les connections entre
les séquences (pr11 , . . . , p
r1
n1) et (p
r2
1 , . . . , p
r2
n2) données par la topologie de la silhouette P . Les
connections doivent produire des triangles qui ne s’intersectent pas.
Au cours de l’algorithme de connection, nous aurons besoin essentiellement de savoir faire
trois opérations élémentaires au cours desquelles les triangles de notre maillage seront con-
struits :
1. connecter directement un arc pr1i Q1 pr1j à un arc pr2k Q2 pr2l ;
2. connecter directement un arc pr1i Q1 pr1j à un point C ;
3. connecter un arc pr1i Q1 pr1j à un arc pr2k Q2 pr2l en passant par un point C.
Dans les trois petits algorithmes qui suivent, nous donnons une description géométrique de
la manière de réaliser ces connections.
Algorithme 5.4.1 : ConnectArcToArc
Entrées : pr1i Q1pr1j et pr2k Q2 pr2l deux arcs donnés
Sorties : Complexe représentant la connection des deux arcs(voir figure 5.3)
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FIG. 5.3 – Connection d’un arc à un arc
Algorithme 5.4.2 : ConnectArcToPoint
Entrées : pr1i Q1pr1j un arc et C un point
Sorties : Complexe représentant la connection de l’arc au point (voir figure 5.4)
FIG. 5.4 – Connection d’un arc à un point
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Algorithme 5.4.3 : ConnectArcToPointToArc
Entrées : pr1i Q1pr1j , pr2k Q2 pr2l deux arcs et C un point
Sorties : Complexe représentant la connection des deux arcs en passant par le point
(voir figure 5.5)
FIG. 5.5 – Connection d’un arc à un arc en passant par un point
Pour j ∈J1,m1K, soit (µ1,µ2) le support de la classe d’arcs A j de Cr1 et (θ1,θ2) les
points de (pr21 , . . . , p
r2
n2) respectivement connectés à µ1 et µ2 lors du calcul de la topologie
de la silhouette P . La connection des arcs de support (µ1,µ2) à ceux de support (θ1,θ2)
sera guidée par la valeur de l’entier ϕc(Πz(µ1)) ∗ ϕc(Πz(µ2)) ou ϕc est la fonction définie
dans la Remarque 3.3.16 et Πz l’application de projection sur le plan (x,y). En effet l’en-
tier ϕc(Πz(µ1))∗ϕc(Πz(µ2)) ne peut prendre que trois valeurs, {−1,0,1}. A chacune de ces
valeurs correspond une configuration géométrique nécessitant un traitement particulier des
arcs.
1. ϕc(Πz(µ1))∗ϕc(Πz(µ2)) =−1 : alors ϕc(Πz(µ1)) =−1 et ϕc(Πz(µ2)) = 1 ou ϕc(Πz(µ1)) =
1 et ϕc(Πz(µ2)) =−1. Cette situation correspond à la configuration géométrique de la fig-
ure 5.6 :
Lors de la première étape de l’algorithme de connection, nous collectons dans un ensemble
K (resp L) les classes d’arcs de Cr1 (resp. Cr2) vérifiant cette contrainte, puis nous les
ordonnons suivant la relation d’ordre de la Définition 5.3.10. La connection de ces arcs est
imposée par la structure de la fibre x-critique {UpPoints,c,DownPoints}. La deuxième
phase consiste à connecter les #UpPoints premiers arcs de K aux #UpPoints premiers
arcs de L , en passant à chaque fois par un point de UpPoints. Ensuite nous connectons
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FIG. 5.6 – ϕc(Πz(µ1))∗ϕc(Πz(µ2)) =−1
les #DownPoints derniers arcs de K aux #DownPoints derniers arcs de L en passant à
chaque fois par un point de Downpoints. Pour finir, nous connectons le reste des arcs dans
K et L au point x-critique c.
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2. ϕc(Πz(µ1))∗ϕc(Πz(µ2)) = 1 : alors ϕc(Πz(µ1)) =−1 et ϕc(Πz(µ2)) =−1 ou ϕc(Πz(µ1)) =
1 et ϕc(Πz(µ2)) = 1. Cette situation correspond à la configuration géométrique de la figure
5.7 :
FIG. 5.7 – ϕc(Πz(µ1))∗ϕc(Πz(µ2)) = 1
Dans cette configuration, le nombre d’arcs de support (µ1,µ2) est égal à celui des arcs de
support (θ1,θ2). Il suffit alors d’ordonner les arcs dans chaque classe puis les connecter
suivant leur position.
3. ϕc(Πz(µ1))∗ϕc(Πz(µ2)) = 0 : cette situation correspond aux configurations géométriques
des figures 5.8 et 5.9 :
Lorsque ϕc(Πz(µ1))∗ϕc(Πz(µ2))= 0, il suffit de connecter tous les arcs de support (µ1,µ2)
au point x-critique c.
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FIG. 5.8 – ϕc(Πz(µ1)) = 0 and ϕc(Πz(µ2)) = 0
FIG. 5.9 – ϕc(Πz(µ1)) = 0 and ϕc(Πz(µ2)) = 1
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Algorithme 5.4.4 : Connection de deux sections consécutives de la
surface
Entrées : (A1, . . . ,Am1),(B1, . . . ,Bm2), {UpPoints,c,DownPoints}, P et ϕc
Sorties : Complexe représentant la connection de (A1, . . . ,Am1) à (B1, . . . ,Bm2)
→ E := (B1, . . . ,Bm2) ; j := 1 ; K := {}; L := {} ;
→ Tant que j < m1 faire
− Ω := A j, (µ1,µ2) := support des arcs de la classe A j,
− Si ϕc(Πz(µ1))∗ϕc(Πz(µ2)) =−1 alors faire {
K :=K
S
Ω ; (θ1,θ2) := les points de (pr21 , . . . , p
r2
n2) connectés à (µ1,µ2),
Λ := l’élément de E := (B1, . . . ,Bm2) de support (θ1,θ2),
L := L
S
Λ ; E := E\Λ}
− Si ϕc(Πz(µ1))∗ϕc(Πz(µ2)) = 1 alors faire {
(θ1,θ2) :=les points de (pr21 , . . . , p
r2
n2) connectés à (µ1,µ2),
Λ := l’élément de E := (B1, . . . ,Bm2) de support (θ1,θ2),
Pour k allant de 1 à #Ω faire {ConnectArcToArc(Ω[k],Λ[k]),}
E := E\Λ,}
− Si ϕc(Πz(µ1))∗ϕc(Πz(µ2)) = 0, alors faire
pour k allant de 1 à #Ω faire {ConnectArcToPoint(Ω[k],c),}
→ Fin Tant que.
→ Si #E 6= 0 alors pour i allant de 1 à #E faire { Λ := E [i],
pour k allant de 1 à #Λ faire {ConnectArcToPoint(Λ[k],c), } }
→ Ordonner les arcs dans K puis ceux dans L par la relation d’ordre de la Définition
5.3.10, puis faire :
1. Σ1 := la séquence ordonnée des points de UpPoints,
2. Σ2 := la séquence ordonnée des points de DownPoints,
3. Pour k allant de 1 à #Σ1 faire {ConnectArcToPointToArc(K [k],Σ1[k],L [k]),}
4. Pour k allant de 1 à #Σ2 faire
{ConnectArcToPointToArc(K [(#K )− k],Σ2[#(Σ2)− k],L [#(L)− k]),}
5. Pour k allant de #Σ1 +1 à #K −#Σ2 faire {ConnectArcToPoint(K [k],c),}
6. Pour k allant de #Σ1 +1 à #L−#Σ2 faire {
ConnectArcToPoint(L [k],c),}
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5.5 L’algorithme de triangulation de la surface S
5.5.1 Description globale de l’algorithme TopolSurface
Algorithme 5.5.1 : TopolSurface
Entrées : P ∈Q [X ,Y,Z] polynôme sans facteur carré de degré d
Sorties : Complexe simplicial isotope à S := {(α,β,γ) ∈R3|P(α,β,γ) = 0}
1. Calcul de la topologie de la silhouette P de S avec l’algorithme TopolCourbe3D.
− P := TopolCoube3D(P(X ,Y,Z),∂ZP(X ,Y,Z)) ;
− Soit (ci := (αi,βi,γi))i∈J1,nK la liste ordonnée des points x-critiques de P et
(ri) i∈J1,n+1K une séquence de nombres réels vérifiant
r1 < α1 < r2 < α2 < .. .αn−1 < rn < αn < rn+1.
2. Calcul des fibres de la surface S passant par les points x-critiques de la silhouette P .
Pour i allant de 1 à n faire {Fibci := {UpPoints(ci),ci,DownPoints(ci)};}
3. Calcul des topologies des sections (Cr1, . . . ,Crn+1) de la surface S .
Pour i allant de 1 à n+1 faire {Cri := TopolCourbe2D(P(ri,Y,Z));}
4. Connection des différentes sections de la surface S .
K := {};
Pour i allant de 1 à n faire {K :=K ∪Connection(Cri,Fibci ,Cri+1)}
5. Retourner P ∪K
5.5.2 Preuve de l’algorithme TopolSurface
Pour prouver que l’algorithme est correcte, nous allons utiliser certains des résultats de
la théorie de Morse stratifiée. On peut se réfèrer à [34, 37, 18, 11], pour plus de détails.
La notion fondamentale est celle de stratification de Withney. C’est une décomposition de
la variété en parties lisses qui s’assemblent de manière régulière. Commençons par rappeler
quelques définitions.
Définition 5.5.1 Une stratification d’une variété (semi-algébrique) A⊂Rn est une partition
localement finie de A en sous-variétés lisses appelées strates.
Définition 5.5.2 Soit (X ,Y) deux strates et p ∈ ¯X ∩Y ⊂ Rn. X est Whitney-régulier en p le
long de Y si pour toutes suites xn ∈ X, yn ∈ Y convergeant vers p, l = limn−→+∞ xnyn ⊂ T =
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lim−→+∞ TxnX, où TxX est l’espace tangent de X au point x.
Définition 5.5.3 Une stratification de Whitney d’une variété S est une stratification de S telle
que tous les couples de strates soient Whitney-réguliers
Notons que l’on a pas évoqué la condition aux frontières pour les strates alors qu’elle est
souvent exigées. Mais nous avons besoin seulement du lemme de Thom et cette propriété ne
joue pas de rôle dans sa démonstration [11].
Proposition 5.5.4 Toute strate semi-algébrique d’une variété S est Whitney régulière rela-
tivement à une strate de dimension 0.
Démonstration L’idée est d’utiliser le lemme de selection de courbes. Voir [18]. 
Définition 5.5.5 Une application différentiable f : Rm −→ Rn est une submersion en un
point p de Rmsi la différentielle de f en p est surjective.
Définition 5.5.6 Une application continue f : Rm −→ Rn est propre si l’image inverse de
tout compact de Rm est un compact de Rn.
Le principal théorème que nous utilisons est le lemme d’isotopie de Thom :
Théorème 5.5.7 (Lemme d’isotopie de Thom). Soit Z une stratification de Whitney d’un
sous-ensemble de Rm et pi : Z −→ Rn une submersion propre et stratifiée. Alors il existe un
homéomorphisme préservant les strates h : Z −→ (pi−1(0)∩Z)×Rn qui est lisse sur chaque
strate et qui commute avecla projection surRn.
Cela implique que Z est homéomorphe à un cylindre de base pi−1(0)∩Z. Dans notre cas, nous
appliquons le théorème avec Z := S ∩B( où B est une boule de R3 de rayon suffisamment
grand), m = 3, n = 1 et pi la projection sur l’axe des x qui est propre puisque nous travail-
lons dans une boule B qui est compacte. Soit C := {(α,β) ∈R2|ResZ(P,∂ZP)(α,β) = 0} la
projection de la silhouette P de S sur le plan (x,y).
Théorème 5.5.8 [42, 4] Pour une surface S en position générique, soient
− S 0 l’ensemble des points de la silhouette P de S qui se projettent en des points sin-
guliers de C (chaque point est considéré comme une strate),
− S 1 l’ensemble des composante connexes de P − S 0 (chaque composante connexe est
une strate),
− S 2 l’ensemble des composante connexes de S−P (chaque composante connexe est une
strate),
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− S 3 =R3−S
Alors (S 0,S 1,S 2,S 3) est une stratification de Whitney de S et elle vérifie les hypothèses du
lemme de Thom pour la projection sur l’axe des x entre les abscisses des points de S 0.
En effet, la régularité de Whitney est vérifiée pour toute strate relativement à S 3 (car l’espace
tangent à un point de S 3 est tout l’espace). De la Proposition 5.5.4, on déduit que montrer que
(S 0,S 1,S 2,S 3) est une stratification de Whitney revient à montrer que (S 1,S 2) est Whitney-
régulier.
Selon que l’on considère le polynôme P définissant S au dessus de R ou de C, on obtient
une variété réelle S = S
R
ou complexe S
C
, comme ensemble des zéros de P. Nous allons
utiliser la notion d’équisingularité au dessus de C et la notion de projection "permissible"
pour prouver le théorème précédent. Speder à donné dans [59] une définition de projection
permissible, plus forte que l’originale donnée par Zariski [62]. Comme nous allons unique-
ment considérer le cas de la codimension 1, pour lequel les deux définitions coincident, nous
n’allons considérer que la défintion de projection permissible de Zariski :
Définition 5.5.9 Une direction permissible de projection pour le couple (X ,Y)avecY ⊂ X en
Q ∈Y est un élément de PC3 tel que la droite passant par Q définie par cette direction n’est
ni incluse dans un voisinage de Q ni dans l’espace tangent à Y en Q.
Proposition 5.5.10 Pour une surface algébrique S , une direction de projection générique
permissible pour le couple (S 1,S 2) en tout point de S 1.
Démonstration Pour une variété algébrique, le fait qu’une droite soit localement incluse
dans une surface est équivalent à son inclusion globale. On en déduit que les directions de
projection à éviter sont incluses dans l’union des :
− directions de droite incluse dans la surface
− directions des tangentes à la partie lisse du lieu singulier de la variété.
On considère le premier ensemble de directions des droites incluses dans la surface S , définie
par l’équation P = 0. Si on plonge la surface dans l’espace projectif, les directions des droites
incluses dans S , considérées comme des points de l’espace projectif, sont incluses dans l’in-
tersection de S avec l’hyperplan à l’infini, qui est une courbe projective. Les directions cor-
respondant aux premiers ensembles sont donc incluses dans un ensemble de dimension 1 et
sont ainsi génériquement évitées.
Considérons maintenant le deuxième ensemble. On considère un arc de la partie lisse de
la silhouette de la surface (il existe un nombre fini de tels arcs pour une surface algébrique).
On considère une paramétrisation semi-algébrique de cet arc (x(s),y(s),z(s)). On obtient une
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paramétrisation semi-algébrique (x′(s),y′(s),z′(s)) d’un ensemble de vecteurs unités corre-
spondant aux directions des tangentes à la courbe. On en déduit un ensemble à éviter (pour la
condition de tangence) corespondant à une courbe semi-algébrique sur la sphère unité de R3
et est génériquement évité. 
Proposition 5.5.11 Si la surface S est en position générique au sens de la Définition 5.3.1,
alors la projection piz parallèlement à l’axe des z est une projection permissible.
Démonstration Tout d’abord, il n’y a pas de droite parallèle à l’axe des z dans S car si
c’était le cas, cette droite verticale serait incluse dans la silhouette P de S et nous ne serions
pas en position générique. Le second point à vérifier est que la direction z ne correspond pas
à la direction d’une tangente de S 1. C’est le cas puisque par construction les points de la
silhouette avec des tangentes verticale sont dans S 0. 
On rappelle la notion d’équisingularité :
Définition 5.5.12 Soit X ⊂Cn une hypersurface, Y une sous-variété lisse de X de codimen-
sion c, p un point de Y . On dit que X est équisingulier en p le long de Y si c = 0 et X est lisse
ou bien si c > 0, Y ⊂ Xsing et qu’il existe une projection permissible piz telle que ∆(piz,X) est
équisingulière en piz(p) le lond de piz(Y )( voir [62]).
Le principal résultat que nous utilisons est le suivant :
Proposition 5.5.13 Si l’hypersurface X est équisingulière le long de Y (en codimension 1)
alors le couple (Xsmooth−Y,Y ) remplit les conditions de Whitney le long de Y (voir [62]).
Cela nous permet de vérifier les conditions de Whitney sur C. Pour le vérifier sur R nous
utilisons le lemme suivant dont une preuve est donnée dans [4] :
Lemme 5.5.14 Si X et Y sont deux Strates d’une stratification de S
C
avec dim(X) = 2 et
dim(Y ) = 1, alorsX
R
= X ∩R3 et Y
R
= Y ∩R3 sont Whitney réguliers.
Démonstration du Théorème 5.5.8. Comme nous l’avons précédemment mentionné,
par application de la Proposition 5.5.4, nous avons seulement besoins de vérifier la condition
de Whitney pour une strate de dimention 1 S1
R
de S et une strate de dimension 2 S2
R
de S . Soit
p∈ S1
R
∩S2
R
. Si p est un point lisse de S , la condition de Whitney est trivialement satisfaite. Si
p est singulier, par la Proposition 5.5.13, la condition de Whitney est vérifiée pour (S1
C
,S2
C
) en
p. Et en appliquant le Lemme précédent, on en déduit la condition de Whitney pour (S1
R
,S2
R
)
en p. Cela prouve que (S 0,S 1,S 2,S 3) est une stratification de Whitney de S .
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En appliquant le Théorème 5.5.8 et en utilisant le lemme de Thom, on déduit qu’entre
deux sections consécutives de S contenant un point x-critique de sa silhouette P la topologie
des sections est constante. Nous avons calculé la topologie de sections régulières entre deux
sections x-critiques. D’un point de vue topologique, nous définissons les bonnes connections
car le maillage est réalisé de façon à ne pas créer de nouvelles auto-intersections. Ainsi l’al-
gorithme TopoloSurface retourne bien une structure simpliciale isotope à la surface de départ
S
5.5.3 Complexité de l’algorithme TopolSurface
Théorème 5.5.15 Soient P ∈ Z[X ,Y,Z], d := deg(P), τ := L(P) la taille binaire des coef-
ficients de P, et S le lieu des zéros réels de P. L’algorithme TopolSurface calcule une
triangulation de S avec une complexité binaire de ˜OB(d21τ).
Démonstration La première étape de l’algorithme est le calcul de la topologie de la silhou-
ette P de la surface S . D’après le Théorème 4.3.18, ce calcul s’effectue avec une complexité
de ˜OB(d21τ). Ensuite vient la phase de calcul des (n+1) sections de S . Comme deg(P) = d,
alors il est clair que n = O(d4). Comme d’après le Théorème 3.3.12, le calcul de chaque
section s’effectue avec une complexité binaire de ˜OB(d10τ) alors le calcul de l’ensemble des
sections nécessaires s’effectue avec une complexité binaire de O(d4)× ˜OB(d10τ) = ˜OB(d14τ).
Le coût de la phase de connection est clairement négligeable. Ainsi la triangulation de S s’-
effectue avec une complexité binaire de ˜OB(d21τ+d14)= ˜OB(d21τ). 
5.5.4 Implémentation et expérimentation
Une implémentation de TopolSurface a été réalisée avec MATHEMAGIX et les résultats
visualisés avec le modeler géométrique AXEL. Le tableau suivant montre les temps de calculs
de quelques surfaces implicites sur une machine Intel(R) 2GHz avec 1GB de RAM.
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FIG. 5.10 – Surface 3
Surface P(x,y,z) Temps (s)
1 x4− y4− z2 0.33
2 x5− y2− z2 0.36
3 x4 + y2− z2 0.31
4 −xz2− z3 + y2 0.40
5 x5 + y2− z2 0.32
6 z(x2 + y2 + z2−1)(x2 +4x+ y2 + z2 +3) 0.82
7 −x
2z−2xyz+2yz2 + z3 + x2+
2xy+2y2 +2yz+2z2−1
0.90
8 x
4z3− x4z2−2x4z+ y2z3− z5−
y2z2 + z4−2y2z+2z3
0.98
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FIG. 5.11 – Surface 4
FIG. 5.12 – Surface 6
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FIG. 5.13 – Surface 7
FIG. 5.14 – Surface 8
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FIG. 5.15 – Surface 5
Chapitre 6
Perspectives : Calcul d’arrangement de
quadriques
6.1 Introduction
Soient Q1, . . . ,Qn ∈ Z[X ,Y,Z] tels que pour tout i ∈ J1,nK deg(Qi)6 2. Soit (S1, . . . .,Sn)
la famille de quadriques définie par les polynômes (Q1, . . . ,Qn) :
∀i ∈ J1,nK ,Si := {(α,β,γ) ∈R3|Qi(α,β,γ) = 0}
Dans ce chapitre nous évoquons notre travail en cours sur le problème du calcul de l’arrange-
ment de la famille de quadriques (S1, . . . .,Sn) dans R3. Le calcul d’arrangement de courbes
et de surfaces est un problème fondamental dans les domaines de l’informatique notamment
la modélisation de solides et la géométrie algorithmique. Par exemple en modélisation [40],
le calcul d’arrangement de courbes et surfaces intervient généralement lors de l’éxécution
d’opérations booléennes sur les quadriques, qui jouent un rôle important dans la concep-
tion de pièces mécaniques. En robotique, les arrangements de quadriques interviennent lors
de la planification de trajectoire de robots. Dans l’article [36], Halperin insiste sur l’intérêt
du calcul d’arrangement d’objets linéaires en géométrie algorithmique. La manipulation de
quadriques offre un compromis entre le traitement dans un maillage d’un très grand nombre
d’objets simples, les triangles et un nombre plus restreint d’objets plus complexes mais po-
tentiellement plus riches en informations, des objets algébriques.
Par définition, l’arrangement d’un ensemble E d’objets semi-algébriques dans Rn est la dé-
composition de Rn en composantes connexes de dimensions 0,1, . . . ,n où les polynômes
définissant les objets sont de signes constants. Un outil classique pour la décomposition
d’ensemble semi-algébriques est la décomposition cylindrique algébrique. Mais sa très grande
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complexité a motivé le développement de nombreux approches alternatives en géométrie al-
gorithmique. Ainsi dans [50], les auteurs utilisent une technique consistant à balayer l’es-
pace par un plan orthogonal à l’axe des abscisses. L’intersection du plan de balayage avec
la famille de quadriques en une position x = x0 fixée, donne un arrangement de coniques
dans le plan (y,z). Les cellules sont calculées via une décomposition en "trapézoides" de la
section x = x0. Dans [58] les auteurs ont présenté deux méthodes pour calculer une cellule
dans un arrangement de quadriques. La première utilise des techniques de projection basées
sur les résultants, alors que la seconde utilise des techniques de modélisation géométrique
de volumes. Si les auteurs soulignent eux mêmes les limites de la méthode utilisant les tech-
niques de modélisation géométrique de volumes, les difficultés de la phase de relèvement qui
apparaissent lorsqu’on procéde par projection (distinction des singularités apparentes, ges-
tion certifiée des connections au dessus des singularités apparentes) n’ont pas été traitées.
Notre stratégie consiste à calculer sur chaque quadrique S〉 de la famille (S1, . . . ,Sn), toutes
les courbes d’intersection de S avec les (n−1) quadriques restantes ainsi que sa silhouette.
Pour y parvenir, l’ensemble de ces courbes sera projeté sur le plan (x,y) conduisant ainsi à
un calcul de sous-arrangements de courbes planes. Afin de simplifier la phase de relèvement
et la gestion des singularités apparentes, nous introduisons des conditions de généricité, sim-
ilaires à celles décrites dans le Chapitre 4, qui conduirons à l’existence de paramétrisations
rationnelles très simples (car les surfaces ici sont des quadriques), permettant le relèvement
des courbes projetées. Ensuite, pour le calcul de sous-arrangements de courbe algébrique
plane, nous utilisons l’algorithme décrite dans [1]. Dans la section suivante, nous donnons
les grandes lignes d’un travail encours dont la phase la plus difficile sera sûrement celle de
l’implémentation.
6.2 L’algorithme de calcul d’arrangement de quadriques
6.2.1 Conditions de généricité et phase de projection
Soit S une quadrique de la famille (S1, . . . ,Sn) que nous supposerons être le nieme. Pour
tout i ∈ J1,n−1K , soit Ci := S ∩Si la courbe intersection de la quadrique S avec la quadrique
Si. Soit P la silhouette de S au sens de la Définition 5.2.3 et C := P ∪C1∪ . . .∪Cn−1.
Définition 6.2.1 La quadrique S est en position générique si et seulement si la courbe spa-
tiale C définie comme réunion des courbes Ci et P est en position pseudo-générique au sens
de la Définition 4.3.1.
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Supposons que la quadrique S est en position générique. Cette hypothèse peux être testée
par une version simplifiée, du test de pseudo-généricité proposé dans le Chapitre 4, tenant
compte du fait que les surfaces sont ici des quadriques. Dans les cas où S n’est pas en posi-
tion générique, nous effectuerons un changement de variable sur l’ensemble des quadriques
pour se mettre dans une position adéquate.
Il est clair que si C := P ∪C1∪ . . .∪Cn−1 est en position pseudo-générique, alors toutes les
courbes d’intersection Ci et la silhouette P de S sont en position pseudo-générique. Comme
toutes ces courbes sont des intersections de surfaces quadriques alors en appliquant la Propo-
sition 4.3.2 à chaque courbe on obtient le Proposition suivante :
Proposition 6.2.2 Pour tout i ∈ J1,n− 1K, nous noterons sr0(Q,Qi) ∈ Q[X ,Y ] le résultant
des polynômes Q et Qi, sr1,1(Q,Qi),sr1,0(Q,Qi) ∈Q[X ,Y ] les coefficients du polynôme sous-
résultant d’ordre 1 associé à Q et Qi. Alors si la quadrique S est en position générique, alors
pour tout i ∈ J1,n−1K, Ci := {(α,β,γ) ∈R3|sr0(Q,Qi)(α,β) = 0,γ = −sr1,0(Q,Qi)(α,β)sr1,1(Q,Qi)(α,β) } et
P := {(α,β,γ) ∈R3|sr0(Q,∂ZQ)(α,β) = 0,γ = −sr1,0(Q,∂ZQ)(α,β)sr1,1(Q,∂ZQ)(α,β) }.
La proposition précédente montre que par projection, le calcul de la courbe C se ramène à
celui de l’arrangement des courbes algébriques planes d’équations
(sr0(Q,Q1), . . . ,sr0(Q,Qn−1),sr0(Q,∂ZQ)). Le calcul d’un tel arrangement peut s’effectuer
avec l’algorithme décrit dans [1].
6.2.2 Phase de relèvement
La phase de relèvement est gérée de la même façon que dans le Chapitre 4. En effet les
paramétrisations rationnelles données dans la Proposition 6.2.2 permettent de relever de façon
indépendant chaque courbe Ci. Les singularités apparentes sont détectées et relevées avec des
adaptations des algorithmes décrites dans le Chapitre 4. Concernant la reconstruction de S ,
on utilise l’algorithme décrit dans le Chapitre 5. Ce travail est en cours et nous souhaitons
mettre en place avec MATHEMAGIX un code certifié de calcul d’arrangement de quadriques.
Chapitre 7
Conclusion
Le but de cette thèse était de construire des algorithmes certifiés calculant la topologie
de courbes et surfaces algébriques réelles puis de les implémenter. Nous avons développé
trois algorithmes symboliques-numériques certifiés dont les complexités binaires, rappelées
ci-dessous, représentent les meilleures parmi les algorithmes traitant ces questions. Nos al-
gorithmes ont été implémentés avec MATHEMAGIX.
Le premier est fortement basé sur les propriétés des polynômes sous-résultants, et permet le
calcul de la topologie d’une courbe algébrique plane. Cet algorithme d’une complexité bi-
naire de ˜OB(d10τ) (d étant le degré du polynôme définissant la courbe étudiée, et τ la taille
binaire de ses coefficients) est une amélioration de l’algorithme décrit dans [32] dont la com-
plexité binaire est de ˜OB(d16τ).
Le deuxième algorithme résoud le problème du calcul de la topologie d’une courbe algébrique
spatiale définie comme intersection de deux surfaces algébriques implicites avec un coût bi-
naire de ˜OB(d21τ).
Le troisième est un algorithme de maillage de surfaces implicites. C’est le premier algorithme
certifié et entièrement implémenté qui traite le problème du maillage isotopique de surfaces
implicites singulières. Sa complexité binaire est de ˜OB(d21τ).
Dans cette thése les algorithmes que nous proposons améliorent les complexités théoriques
connues et sont tous certifiés. Néamoins, en pratique, ils sont limités par la croissance expo-
nentielle des coefficients des polynômes lors des phases d’élimination de variables et par la
densification des polynômes qu’engendre les changements de variables lorsqu’on recherche
une position génerique. Sur le problème des courbes gauches, nous poursuivons nos efforts
pour tenter d’affaiblir le plus possible, sans perdre la certification des résultats retournés, les
conditions de généricité requises. Si un tel travail aboutit, les répercutions seront immédiates
sur le traitement des surfaces algébriques et des arrangements de quadriques.
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