Graphical methods offer the structural icon of the system that facilitates testing the logical progress of the program. A control flow graph describes the sequence in which the instructions of a program will get executed. PDG represents a program as a graph where statements and predicate expressions can be characterized by the nodes. The System Dependence Graph (SDG) is an extension of the Program Dependence Graph (PDG) and represents a program that consists of multiple procedures and involves procedural calls. An assessment of flow graphs & dependence graphs can be performed on the basis of properties like control dependence, data dependence, transitive dependence, flow sensitivity, parameter passing etc.
INTRODUCTION
A graph G = (N, E) is defined as a finite set of nodes N and a finite set of edges E. The graphical methods offer the structural icon of the system that facilitates testing the logical progress of the program [1] . Flow graph indicates the flow of control between statements present in a program whereas a dependence graph symbolizes program features and dependencies between many objects. There are many graphical representations such as Data Flow Graph (DFG), Program Dependence Graph (PDG), System Dependence Graph (SDG), Extended System Dependence Graph (ESDG), Call-based Object-Oriented System Dependence Graph (COSDG), etc. Section 2 provides a brief review of various graph based approaches followed for program representation. Section 3 provides the assessment of flow graphs & dependence graphs on the basis of properties like control & data dependence, transitive dependence, flow sensitivity, parameter passing etc. Section 4 presents the conclusion for comparison between various graphical representations. Section 5 outlines the future scope.
PROGRAM REPRESENTATION USING GRAPHS 2.1 Control Flow Graph
A control flow graph is a directed graph where nodes correspond to the basic blocks (set of statements in a program) and the edges represent control flow paths [2] . For example, in Fig 1, blocks (nodes) are labeled such that block bi corresponds to node ni. An edge (i, j) connecting basic blocks bi and bj implies that control can go from block bi to block bj [4] .
Fig 1 Block/Node representing set of statements [5]
Most of the programs are constructed with the three types of constructs namely sequence, selection and iteration. Fig 2  summarizes how the CFG for these three types of constructs can be drawn. The CFG representation of the sequence and decision types of statements is straightforward. For the Iteration type constructs such as the while construct, the loop condition is tested only at the beginning of the loop and therefore control flows from the last statement of the loop to the top of the loop [6] . For programs written in Pascal Frankl et al introduced control flow and data flow testing criteria and also defined a new family of adequacy criteria called feasible data flow testing criteria which has been derived from the data flow testing criteria [7] . To find subsets of nodes and edges in a flow graph branch coverage and testing of programs has been proposed by Agrawal [8] . The author has introduced dominator relationships among super blocks which can be used to identify a subset of the super blocks and these techniques reduce object code size, runtime overhead and cost of coverage testing of programs. Dominator relationships were represented using Block Dominator Graph and Edge Dominator Graphs. An algorithm to construct Global Dominator Graph has also been presented which shows dominator relationships among mega blocks at interprocedural level. Global dominator graph is the combination of block dominator graphs. Inter-procedural jump statements can also be handled using this graph. For capturing the semantic inter-relations of aspect-related interactions for AspectJ software a Java Interclass Graph (JIG) is a new control flow representation. A JIG contains a CFG for each method which is internal to the set of classes [9] . Each call site is expanded into a call node and a return node where call node is linked with the entry node of the called method. There is a path edge between the call node and the return node to represent the path through the called method.
Program Dependence Graph
The PDG represents a program as a graph where statements and predicate expressions can be characterized by the nodes. The edges incident on to a node represent data values on which the node's operations depend and the control conditions on which the execution of the operations depends [10, 11] . A PDG can represent both control dependence as well as data dependence in a single graph.
For statements X and Y in a program, if X is control dependent on Y then there must be at least two paths out of Y. In this, one path always causes X to be executed and the other path may result in X not being executed. A data dependence exists between statements X and Y in a program if X defines a variable v, Y uses v and there is a path from X to Y in the program on which v is not defined [12, 13] .
A program dependence graph contains a flow dependency edge from vertex v1 to vertex v2, iff all of the following conditions hold [10, 11] :  v1 is a vertex that defines variable x and v2 is a vertex that uses x.

Control that reach v2 after v1 through an execution path in which there is no intervening definition of x.
Consider the program given in Fig 3 where the code fragment is used to calculate the factorial of a number [14] . while (n != 0) 10. { 11. fact = fact * n; 12. n = n-1; 13. } 14.
} 15. } Rothermel and Harrold implemented PDG for regression testing in object-oriented software. The researchers presented an algorithm that constructs class dependence graphs (ClDG) for classes and application programs. The researchers used these graphs to determine which tests can cause a modified class to produce different output than the original [12, 15] . But the researchers did not considered polymorphism and dynamic binding in their approach. There were also few other graphs that extended the features of PDG for program slicing such as Object Program Dependence Graph (OPDG) [16] , Dynamic Object Program Dependence Graph(DOPDG) [16] , Efficient Dynamic Object Program Dependence Graph (EDOPDG) [17] and so on.
System Dependence Graph
The System Dependence Graph (SDG) is an extension of the Program Dependence Graph (PDG) and represents a program that consists of multiple procedures and involves procedural calls. SDG models a language in which parameters are passed by value and where a complete system consists of a single (main) program and a collection of auxiliary procedures [11] . Each Procedure Dependence Graph contains an entry vertex that represents entry into the procedure. To model parameter passing, SDG associates each procedure entry vertex with formal-parameter vertices namely a formal-in vertex for each formal parameter of the procedure and a formal-out vertex for each formal parameter that may be modified by the procedure [18] . SDG associates each call-site in a procedure with a call vertex and a set of actual parameter vertices with an actual-in vertex for each actual parameter at the call-site and an actualout vertex for each actual parameter that may be modified by the called procedure. A call edge connects a call vertex to the entry vertex of the called procedure's dependence graph. Parameter-in and parameter-out edges represent parameter passing. Parameter-in edges connect actual-in and formal-in vertices and parameter-out edges connect formal-out and actual-out vertices [15] . Horwitz et al. presented SDG for inter-procedural slicing and applied context-free grammer for creating SDG [11] . They presented all dependency relationships using SDG and PDG.
Larson et al. extended the SDG of Horwitz et al. to signify
Object-Oriented programs [15] . They had built Class Dependence Graphs (ClDG) for each class in an objectoriented program. A ClDG captures the control and data dependence relationships that can be determined about a class without knowledge of calling environments. Each method in a CIDG is represented by a procedure dependence graph. The CIDG construction expands each method entry by adding formal-in and formal-out vertices similarly as procedure dependence graphs. Liang et al. presented an SDG for objectoriented software that is more precise and efficient than previous approaches [18] . Based on this new SDG, they introduced the concept of object slicing and an algorithm to implement this concept. Mohapatra et al. presented a technique for dynamic slicing of Object-Oriented programs, which extends the System Dependence Graph (SDG) [20] . The graph is known as Extended System Dependence Graph (ESDG) that handles the features of object oriented programs such as polymorphism, inheritance etc. Their algorithm is named as Edge Marking Dynamic Slicing (EMDS) because it is based on marking and unmarking the edges of the ESDG. Zhao presented a Java-based graph that encapsulates the benefits offered by the earlier approaches of SDG. The Graph was named as Java System Dependence Graph (JSDG) and it enables the representation of Java-specific features such as interfaces, packages and single inheritance [21] . Walkinshaw et al. extended this Java-based graph that is known as Java System Dependence Graph (JSysDG) [22] . A JSysDG is a multi-graph that maps out the control and data dependencies among the statements of a Java program. Xi et al. presented an approach of Coarse-grained Dynamic Slice for Java Program [23] . This technique uses AspectJ code tracing tactic to gather method execution traces, which comprises information of method calls. Dynamic Java System Dependence Graph (DJSDG) is used for the intermediate representation and the slice computation has also been implemented on this graph.
ASSESSMENT OF FLOW GRAPH & DEPENDENCE GRAPHS
From the given literature, it has been appraised that each and every graphical method for program representation presented above supports some unique features/parameters. On the basis of parameters like procedural call, slicing, sensitivity, exception handling, test case generation etc. the comparative analysis of Control Flow Graph (CFG), Program Dependence Graph (PDG) and System Dependence Graph (SDG) has been done to better understand the usage of these graphs [5] . 
FUTURE SCOPE
System dependence graph can be extended further for incorporating the features like exception handling & flow sensitivity.
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