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One of the most important issues in speech applications involves the pre-
processing stage, which is meant to produce a manageable set of significant fea-
tures, exploiting the capabilities of the classification phase [5]. The most widely
used features for speech recognition, and also applied for different tasks involving
speech and music signals, are the mel-frequency cepstral coefficients (MFCCs)
[1,5]. These are based on the linear model of voice production and a psycho-
acoustic scale [5]. Even though MFCCs provide acceptable performance under
laboratory conditions, recognition rates degrade significantly in presence of noise.
This has motivated many advances in the development of robust feature extrac-
tion approaches, like perceptual linear prediction (PLP) and relative spectra
[1]. More recently, speech processing techniques based on computational intel-
ligence tools have been developed. For example, several approaches based on
evolutionary computation have been proposed for the search of optimal speech
representations [8]. Wavelet based processing provides useful tools for the anal-
ysis of nonstationary signals, which have been found suitable for speech feature
extraction [6]. In order to build a representation based on the wavelet packet
transform (WPT), frequently a particular orthogonal basis is selected among
all the available basis [6]. However, for speech recognition there is no evidence
showing the convenience of the use of orthogonal basis. Therefore, removing the
orthogonality restriction the complete WPT decomposition offers a highly re-
dundant set of coefficients, some of which can be selected to build an optimal
representation.
The optimisation of wavelet decompositions for feature extraction has been
studied in many different ways, though it is still an open challenge in speech
processing. For example, the optimisation of wavelet decompositions by means
of evolutionary algorithms was proposed for image watermarking [4] and for
signal denoising [2]. In [9] we proposed a novel approach for the optimisation of
over-complete decompositions from aWPT dictionary based on a multi-objective
genetic algorithm (MOGA). The MOGA allows to maximise the classification
accuracy while minimising the number of features. For the purpose of obtaining
appropriate features for state of the art speech recognizers, a classifier based on
hidden Markov models (HMM) is used to estimate the capability of candidate
solutions, using on a set of English phonemes. The proposed method, which we
refer to as evolutionary wavelet packets (EWP), exploits the benefits provided
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Fig. 1: General scheme of the proposed multi-objective optimisation method.
by multi-objective evolutionary optimisation in order to find a better speech
representation. Fig. 1 illustrates the general scheme of this approach.
The MOGA was proposed for the selection of the optimal feature set based
on the WPT decomposition for phoneme recognition. The objective functions
should evaluate the representation suggested by a given chromosome, providing
measures which are relevant for this particular problem. The candidate solutions
represented by the individuals in the population of the MOGA are defined by
chromosomes composed of binary genes, each of which corresponds to a specific
wavelet coefficient. The first target function evaluates the selected feature subset,
providing a measure of classification performance. A classifier is used as the first
objective function, so that the accuracy is obtained for each evaluated individual.
This classifier is trained on a corpus of isolated phonemes, and the accuracy
obtained on a test set is the return value of the first objective function (Fa). It is
also desired to obtain a speech representation containing the smallest number of
coefficients, which is known to be beneficial for the recognition with HMM based
in gaussian mixtures. Therefore, the second target function takes into account the
number of selected coefficients, favouring smaller subsets. This objective function
was defined as Fd = 1− nsl , where ns is the number of selected coefficients and
l is the chromosome length.
For the experiments phonetic data was extracted from the TIMIT English
speech database [3], considering a set of isolated phonemes including /b/, /d/,
/eh/, /ih/ and /jh/. The classification performance of the optimised represen-
tation was evaluated under several types of noise, comparing the evolution-
ary wavelet decomposition (EWP.b+DA1) with the reference representations
MFCC+DA and PLP+DA. Even though EWP.b+DA was optimised using clean
signals, it allowed to obtain important improvements at low SNR levels.
The results (Table 1) show that the space of the optimised features increases
class separation, providing important classification improvements in compari-
son to state-of-the-art robust features. Therefore, the proposed strategy stands
as an alternative pre-processing methodology to obtain robust speech features,
allowing to improve the classification performance in the presence of noise.
The optimisation led to a highly redundant representation, which is able to
exploit redundancy in order to increase robustness. However, less than 25% of the
1 DA means that the delta and acceleration coefficients are appended to the feature
vector.
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Table 1: Classification results in different noise conditions (Accuracy [%]).
Dim. -5 dB 0 dB 5 dB 10 dB 20 dB
WHITE
MFCC+DA 39 38.42 41.00 23.40 41.62 78.14
PLP+DA 39 39.92 44.34 38.18 50.50 78.68
EWP.b+DA 108 43.14 62.86 70.36 74.14 76.84
PINK
MFCC+DA 39 39.88 46.44 62.52 73.76 79.62
PLP+DA 39 41.02 55.06 70.48 77.16 81.30
EWP.b+DA 108 56.40 64.92 70.62 73.06 74.22
BUCCANEER
MFCC+DA 39 40.44 48.10 65.30 76.22 80.14
PLP+DA 39 40.86 55.80 70.24 77.74 81.86
EWP.b+DA 108 47.50 57.88 67.12 71.42 74.62
KEYBOARD
MFCC+DA 39 39.06 49.60 60.40 68.70 78.32
PLP+DA 39 40.66 49.28 59.26 67.00 76.76
EWP.b+DA 108 49.16 58.62 66.78 70.80 74.04
VIOLET
MFCC+DA 39 41.80 53.82 65.96 72.78 79.30
PLP+DA 39 42.00 50.88 64.78 72.32 77.44
EWP.b+DA 108 51.08 64.14 71.18 72.98 74.46
coefficients obtained from the WPT integration scheme. This means that the pro-
posed MOGA achieved an important dimensionality reduction when compared
to the decomposition optimised in [7].
The average number of generations required to obtain the optimised repre-
sentations was 687 while the average time for each generation was 495 seconds,
using an Intel Core I7 processor with 8GB RAM. Note that every run of the
search algorithm provides an acceptable solution.
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