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The quantum laws of physics:
a new description of dynamics and causality
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It is possible to completely explain all aspects of quantum mechanics by expressing the rela-
tions between physical properties in terms of complex conditional probabilities (Phys. Rev. A 89,
042115(2014)). These fully deterministic probabilities replace the classical notions of phase space
geometries and continuous trajectories with a more accurate description that takes into account
the role of dynamics in the emergence of reality. We can then understand why so many previous
attempts to find a detailed explanation of quantum phenomena have failed: the assumption of a
static reality breaks down when the interaction needed to obtain a real effect exceeds Planck‘s con-
stant. Beyond that limit, complex conditional probabilities are the only valid expression of the
fundamental laws of physics.
PACS numbers: 03.65.Ta
I. INTRODUCTION
The problem with quantum mechanics is that it fails
to explain the dynamics of physical objects in terms of
changes in the observable properties. The implicit claim
is that the motion of an individual object is fundamen-
tally unobservable, suggesting that trajectories might ex-
ist as “hidden” realities without any observable effects.
However, the formalism of quantum mechanics does make
very specific predictions about the relation between dif-
ferent physical properties even if these properties cannot
be measured at the same time. Unfortunately, the math-
ematical formalism that provides these predictions is not
based on empirical concepts, but originated from a rather
daring identification of stationary states with orthogo-
nal directions in Hilbert space. Importantly, this ad hoc
definition of states cannot be interpreted as a statisti-
cal distribution of the physical properties, even though it
correctly predicts the statistical distribution for the out-
comes of all possible measurements. The question that
needs to be asked is this: how is it possible that a formal-
ism predicts all possible realities without also providing
a joint reality of all physical properties? As I will ex-
plain in the following, the answer to this question can be
found by considering recent experimental results on weak
measurement statistics and on measurement uncertain-
ties [1–6]. Quantum mechanics can then be understood
as a modification of the fundamental relations between
physical properties [7].
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II. EMPIRICAL REALITY AND THE ROLE OF
MEASUREMENT UNCERTAINTIES
The reason why we tend to believe in the reality of
physical objects is that we can see and touch them. In
physics, we extrapolate this belief to include other forms
of measurement as well. However, we should keep in
mind that the reality of a physical property can only be
established through a process of interaction that results
in an observable effect outside of the object. In quantum
mechanics, this requirement is critical, since the effects of
the interaction appear to limit the resolution of possible
measurements. It is therefore impossible to directly ac-
cess the reality of a system by simultaneously measuring
a complete set of physical properties.
Originally, it was thought that the uncertainty limits
of quantum measurements provided a valid excuse for
the failure to explain quantum mechanics in terms of the
actual physical properties of individual systems. How-
ever, quantum mechanics does say a lot more about the
relation between different physical properties than the
uncertainty principle suggests. Experimentally, these re-
lations can be explored by weak measurements, where the
measurement interaction is so weak that the disturbance
of the system can be neglected. The result of the weak
measurement is then symmetrically defined by the com-
bination of initial and final conditions [8]. Alternatively,
it is possible to analyze the precise statistical structure of
measurement errors. As shown by Ozawa, this results in
much lower uncertainty limits if the initial information of
the input state is included in the evaluation of the mea-
surement [9]. Interestingly, the error statistics defined by
Ozawa correspond to the statistics observed in weak mea-
surements [10–12]. The results of weak measurements
are therefore consistent with a much wider range of joint
measurements, as shown by a number of alternative ex-
perimental approaches [13–16]. The statistical analysis of
experimental results thus indicates that the fundamental
relations between three non-commuting physical proper-
2ties are accurately described by the complex conditional
probabilities given by the weak values of projection op-
erators,
P (m|a, b) =
〈b | m〉〈m | a〉
〈b | a〉
. (1)
Here, the initial condition a and the final condition b de-
fine the actual reality of the system, while m is a poten-
tial reality corresponding to an alternative measurement.
In classical physics, m would simply be a function of a
and b, and the reality (a, b) would uniquely define the
value of m. However, the complex conditional probabil-
ity in Eq.(1) defines the relation between (a, b) and m by
assigning a complex phase that describes the action of
transformation from a to b along m [17]. Complex con-
ditional probabilities therefore replace and correct the
classical assumption of a simultaneous reality of a, b and
m with a fundamentally different concept of determinism
[18].
As shown in [7], it is possible to derive all of quantum
mechanics by replacing the inaccurate assumptions of
classical determinism with equally deterministic complex
probabilities that are governed by the law of quantum er-
godicity. This new law of physics describes a fundamental
relation between transformation dynamics and empirical
reality, where static realities only emerge as a result of
dynamical averaging. In the following, I will discuss how
the law of quantum ergodicity relates to the conventional
notion of states and how it fundamentally modifies the
classical concept of motion. Quantum physics can then
be understood as a new insight into the nature of time
and motion, replacing the interpretational ambiguities of
the abstract formalism with a complete set of empirically
valid statements about observable reality [7].
III. QUANTUM ERGODICITY AND THE
PROPERTIES OF STATIONARY STATES
Originally, the concept of states was introduced in or-
der to describe the “stationary” orbits of electrons in the
hydrogen atom. In the classical limit, these stationary
states correspond to time-averaged trajectories, where a
time interval dt corresponds to a well-defined line seg-
ment (dx, dp) in phase space. For a closed orbit of pe-
riod T , the ergodic probabilities of a state of energy E
can be expressed in terms of the phase space distribution
of position x and momentum p,
ρ(x, p|E) =
1
T
δ(E −H(x, p)). (2)
Here, the classical Hamiltonian H(x, p) provides an ex-
pression of energy as a function of position and momen-
tum. Effectively, the classical ergodic average is based on
the assumption that the joint reality of x and p uniquely
determine a single value of energy E that changes con-
tinuously if x or p are varied. In quantum mechanics,
this interpretation of phase space points as joint reali-
ties of all physical properties breaks down. It is there-
fore necessary to find a different statistical expression for
the ergodic averages represented by stationary quantum
states.
It is possible to approach the problem by using weak
measurements of position followed by a strong measure-
ment of momentum (or vice versa). Since the weak values
of projection operators are generally complex, such mea-
surements result in complex joint probabilities for the er-
godic probabilities of a given state [2, 6, 18]. In terms of
the Hilbert space formalism, the quantum ergodic prob-
abilities for a state of energy E are given by
ρ(x, p|E) = 〈p | x〉〈x | E〉〈E | p〉. (3)
Importantly, this result shows how quantum mechanics
modifies the deterministic relation between energy E and
the phase space coordinates (x, p). It is therefore possible
to identify the essential principle of quantum mechanics
by considering the difference between the classical deter-
minism of E = H(x, p) and the quantum determinism
described by the complex valued probabilities of Eq.(3).
Essentially, quantum mechanics replaces the joint real-
ity of E, x and p with complex conditional probabilities
P (x|E, p) that relate the actual realities of E and p with
a potential reality of x. Since the conditional probability
of position x is obtained from the noisy statistics of a
weak measurement, the individual results have very lit-
tle meaning and do not define an empirical reality for
the systems prepared in E and measured in p. An ac-
tual measurement of x would completely randomize both
energy E and momentum p, resulting in a different er-
godic average along the trajectory defined by x. The
relation between the complex conditional probabilities
P (x|E, p) and the ergodic probabilities observed in a se-
quential measurements of x and p is given by the law of
quantum ergodicity as introduced in [7],
|P (x|E, p)|2P (p|E) = P (p|x)P (x|E). (4)
Clearly, this relation can never be satisfied by the classi-
cal ergodic probabilities of Eq.(2), since a specific value
of p selects only a specific set of points along the phase
space trajectory of E, without any relation to the global
ergodic averages described by P (x|E). Instead, quantum
ergodicity assigns a complex phase to represent the de-
terministic relation between x, E and p. As discussed in
[17], this complex phase is given by the action of trans-
formation S(x, p, E) between p and E along trajectories
of constant x, where the constant h¯ describes the ra-
tio between action and phase. The complex conditional
probability describing the deterministic relation between
x and (E, p) can therefore be written as
P (x|E, p) = exp
(
i
S(x, p, E)
h¯
)√
P (p|x)P (x|E)
P (p|E)
. (5)
The classical limit can be recovered by coarse graining
the position x, since the gradient of the action S(E, p, x)
3corresponds to the classical difference between the mo-
mentum of (E, x) and the momentum p,
∂S(x, p, E)
∂x
≈ fp(x,E) − p, (6)
where fp is the classical solution of the momentum for
H(x, fp) = E. For coarse graining intervals of ∆x, the
probability P (x|E, p) averages out if (fp − p)∆x ≫ h¯.
Classical determinism emerges as an approximation of
quantum determinism if the product of uncertainty in
position and momentum are much larger than the action-
phase ratio h¯.
IV. THE EMERGENCE OF HILBERT SPACE
As shown in [7], the law of quantum ergodicity can
be explained in terms of conventional probability theory,
without any reference to Hilbert space concepts. It is
therefore misleading to present Hilbert space vectors and
the associated wavefunctions as fundamental physics. In-
stead, the wavefunction ψE(x) = 〈x | E〉 should be ex-
plained in terms of the physics of complex conditional
probabilities from which it originates.
The misconception that state vectors are somehow fun-
damental to quantum mechanics can be traced to the
appearance of the squared absolute value of a complex
conditional probability in the law of quantum ergodic-
ity given in Eq. (4). If the goal is the prediction of
measurement probabilities P (x|E) for the time-averaged
stationary state E, the law of quantum ergodicity can be
reformulated as
P (x|E) =
∣∣∣∣∣
√
P (p|E)
P (p|x)
P (x|E, p)
∣∣∣∣∣
2
. (7)
Significantly, this relation indicates that the ergodic
probability P (x|E) can be obtained without any time
averaging integral from the conditional and ergodic prob-
abilities of a single reference momentum p. In general,
any reference momentum can be used. The conventional
definition of the wavefunction emerges if the reference
momentum is zero,
ψE(x) =
√
P (p = 0|E)
P (p = 0|x)
P (x|E, p = 0). (8)
Note that this relation does not provide the probability
amplitude ψE(x) with any particular physical meaning.
Instead, it indicates that the algebra of Hilbert space
tends to obscure the fundamental laws of physics ex-
pressed by complex conditional probabilities. This prob-
lem is illustrated by the arbitrary but non-trivial choice
of p = 0, which is necessary for a proper physical defini-
tion of phases in the Hilbert space formalism. The fact
that a different choice of reference momentum changes
the phases of the wavefunction shows that the expression
ψE(x) cannot be understood properly without referring
to the third property p = p0 in the more fundamental
complex conditional probabilities from which the Hilbert
space concepts originate.
Since the wavefunction can now be derived from a more
fundamental relation between physical properties, it is
also possible to understand the formal concepts of super-
position and of quantum interference in terms of their
physical origin. In fact, the commonly used statement
that “a system is prepared in a superposition” is some-
what misleading: all quantum states | ψE〉 are ultimately
defined by an ergodic average associated with some gen-
erating property E. As shown by Eq.(8), the mathemat-
ical definition of ψE as a superposition of different x is
really an expression of the deterministic relation between
the property E, the property x, and a reference p0. Al-
though this expression can be used to define an unknown
physical property E in terms of the known phase space
properties x and p = 0, this does not mean that “E is
a superposition of different x”. Instead, the correct ex-
planation is that “E is a property related to x and p0
by P (x|E, p0)”. Likewise, quantum interference is not
an interference of alternative realities or parallel worlds.
Instead, the possibility of defining different properties m
in terms of complex conditional probabilities P (m|x, p0)
can be used to find a direct relation between m and E
by using a statistical chain rule,
P (m|E, p0) =
∫
P (m|x, p0)P (x|E, p0)dx. (9)
In this integral, the physical property x is used to deter-
mine the physics of m and E. Since the relations with x
and p0 fully determine m and E, it is possible to derive
the relation between m and E by integrating over the
fundamental relations with x. One could in fact say that
quantum interference is a somewhat misleading descrip-
tion of quantum determinism: the complex conditional
probabilities should not be interpreted in terms of hidden
realities, but as representations of deterministic causal-
ity equivalent to classical trajectories. In particular, this
means that the deterministic relations between physical
properties at different times must be formulated in terms
of complex conditional probabilities to obtain the correct
quantum mechanical description of motion.
V. TIME AND MOTION
In classical physics, the time evolution of a closed sys-
tem can be expressed by deterministic functions of the
initial conditions. For example, the position xt of a parti-
cle at time t can be expressed as a function of position x0
and momentum p0 at t = 0. The law of quantum ergodic-
ity states that such relations are approximations obtained
from the more fundamental complex conditional proba-
bilities that express the correct relation between x = t
and (x0, p0). In the case of non-relativist propagation in
free space, the one-dimensional motion of a particle of
4mass m is therefore described by
P (xt|x0, p0) =√
−i
m
2pih¯t
exp
(
i
m
2h¯t
(
xt − x0 −
1
m
p0t
)2)
. (10)
This expression replaces the mathematical description of
trajectories as straight lines in space and time. Specif-
ically, it is not possible to assign a constant velocity to
the propagation, since p0/m is not equal to the ratio of
distance and time (xt − x0)/t. The classical notion of
velocity is an approximation that applies only when the
uncertainties in position and momentum are much larger
than h¯.
It is also possible to formulate the laws of motion by
relating an intermediate position xm to the initial posi-
tion xi and the final position xf . If the time intervals
tim and tmf are equal, motion in a straight line requires
that xm = (xi + xf )/2. However, quantum ergodicity
describes this deterministic relation in terms of the pos-
sible transformations between xi and xf along constant
xm. The laws of motion are then expressed by
P (xm|xi, xf ) =√
−i
m
pih¯T
exp
(
i
m
h¯T
(
xm −
xi + xf
2
)2)
, (11)
where T = tim = tmf . In the absence of interactions,
the laws of motion are governed by the same rules that
apply to the relations between physical properties at a
fixed time t. In general, the dynamics of a closed system
are already included in the static description provided by
a complete set of phase space coordinates. Importantly,
the law of quantum ergodicity distinguishes between the
internal time evolution of a system and the disturbance
of the system by external forces. The former can be in-
cluded in the description of the system, while the latter
represents transformations of the system caused by in-
teractions with the environment. This distinction is an
important consequence of the role of interactions in the
definition of empirical reality: the time evolution of a
closed system is not accessible to observation and should
not be described in terms of a sequence of measurement
outcomes. Oppositely, the empirical notion of time arises
from measurement sequences that necessarily disturb the
motion of the object. The fundamental relations between
observable properties make it difficult to bridge the gap
between these two aspects of time, indicating that a more
precise definition of the concept of time may be necessary.
VI. FICTITIOUS REALITIES
By replacing the classical laws of motion, complex con-
ditional probabilities provide a fully deterministic expla-
nation of all quantum phenomena. At the same time,
complex conditional probabilities indicate that there is
no joint reality of the three physical properties that they
relate to each other. Instead, the relation between com-
plex phases and the action of transformations ensures
that the measurement interaction necessary for the emer-
gence of a real effect also transforms the reality associated
with past effects into the potential realities associated
with future effects.
The classical misinterpretation of reality clearly orig-
inates from the smallness of h¯. The idea that reality
can be described by differential geometry with time as
an additional dimension is a speculation based on the as-
sumption that dynamics is scale invariant. However, h¯
defines a fundamental action scale, and the experimental
results show that this scale relates the empirical reality of
physical systems with their dynamics. As a consequence,
it is not correct to describe the motion of a particle by
a continuous sequence of points in space. Instead, the
most fundamental description of motion is given by com-
plex conditional probabilities such as the one shown in
Eq.(11), where the classical trajectories emerge only as
an approximation in the limit of low resolution. Specif-
ically, the action-phase ratio h¯ defines the threshold at
which the approximate separation of elements of reality
from their dynamics is possible. Below this threshold, the
experimental evidence shows that the “elements of real-
ity” describing the observable effects of an object cannot
be separated from the interactions by which they are ob-
served.
Importantly, there is no scientific justification for the
claim that reality should be independent of the dynam-
ics of interaction. In the world we live in, the reality of
an object can only be known by the effects of its interac-
tions. The fact that the approximate separation of reality
and dynamics works in everyday life is merely a conse-
quence of the smallness of h¯. The law of quantum ergod-
icity shows how this separation can be achieved by reduc-
ing the resolution of observations. Complex conditional
probabilities are therefore entirely consistent with our ev-
eryday experience of objective reality, just as general rel-
ativity is consistent with the fact that we do not usually
notice the small differences in the passage of time at dif-
ferent altitudes in the gravitational potential of earth.
The idea that motion must be described by mathemati-
cal lines in space and time is as wrong as the idea that
time should be the same for all observers. In order to
understand quantum physics, we need to realize that the
assumption that reality needs to be described by four di-
mensional differential geometries is neither intuitively nor
logically necessary. Instead, the experimental evidence
suggests that the proper relations between elements of
reality are described by complex conditional probabili-
ties that include the dynamics of the system in the form
of action-phases scaled by h¯.
VII. CONCLUSIONS
A proper explanation of quantum physics is only possi-
ble if the theory can be expressed in terms of empirically
5valid concepts. Based on recent experimental results, I
have shown that all of quantum physics can be derived by
replacing the deterministic relations of quantum physics
with the complex conditional probabilities observed in
weak measurements [7]. Quantum physics can then be
understood as a more precise description of empirical re-
ality based on the realization that the reality of an ob-
ject cannot be separates from the interaction dynamics
by which it is observed. As explained in [7], the general
form of complex conditional probabilities is expressed by
the law of quantum ergodicity, which relates the com-
plex conditional probabilities to the dynamically aver-
aged ergodic probabilities observed in precise quantum
measurements. It is then possible to reformulate quan-
tum physics in terms of universally valid relations be-
tween physical properties, resulting in new insights into
the fundamental structure of time and space. In par-
ticular, it is necessary to abandon the idea that time
is merely a continuous sequence of instantaneous “snap
shot” realities, since the emergence of realities necessar-
ily include the dynamics of the system at the level of the
action-phase ration h¯. Complex conditional probabilities
explain how the equations of motion need to be modified
to accommodate the fundamental relation between em-
pirical realities and interaction dynamics and show how
the approximate description by continuous trajectories
emerges in the limit of action uncertainties much larger
than h¯.
This work was supported by JSPS KAKENHI Grant
Number 24540427.
[1] J. S. Lundeen, B. Sutherland, A. Patel, C. Steward, and
C. Bamber, Nature 474, 188.
[2] J. S. Lundeen and C. Bamber, Phys. Rev. Lett. 108,
070402 (2012).
[3] J. Erhart, S. Sponar, G. Sulyok, G. Badurek, M. Ozawa,
Y. Hasegawa, Nature Physics 8, 185 (2012).
[4] L. A. Rozema, A. Darabi, D. H. Mahler, A. Hayat, Y.
Soudagar, A. M. Steinberg, Phys. Rev. Lett. 109, 100404
(2012).
[5] F. Kaneda, S.-Y. Baek, M. Ozawa, and K. Edamatsu,
Phys. Rev. Lett. 112, 020402 (2014).
[6] C. Bamber and J. S. Lundeen, Phys. Rev. Lett. 112,
070405 (2014).
[7] H. F. Hofmann, Phys. Rev. A 89, 042115 (2014).
[8] Y. Aharonov, D.Z. Albert, and L. Vaidman, Phys. Rev.
Lett. 60, 1351 (1988).
[9] M. Ozawa, Phys. Rev. A 67, 042105 (2003).
[10] M. J. W. Hall, Phys. Rev. A 69, 052113 (2004).
[11] A.P. Lund and H.M. Wiseman, New J. Phys. 12, 093011
(2010).
[12] H.F. Hofmann, e-print arXiv:1205.0073 (2012).
[13] H. F. Hofmann, Phys. Rev. Lett. 109, 020408 (2012).
[14] Y. Suzuki, M. Iinuma, and H. F. Hofmann, New J. Phys.
14, 103022 (2012).
[15] H.F. Hofmann, e-print arXiv:1212.2683 (2012).
[16] M. Hiroishi and H.F. Hofmann, J. Phys. A: Math. Theor.
46, 245302 (2013).
[17] H.F. Hofmann, New J. Phys. 13, 103009 (2011).
[18] H.F. Hofmann, New J. Phys. 14, 043031 (2012).
