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O presente trabalho aborda uma te´cnica para
determinar as soluc¸o˜es de sistemas de equac¸o˜es
polinomiais. Esta te´cnica conhecida como Re-
sultantes, e´ puramente alge´brica, e interliga
to´picos da Matema´tica, como a Geometria
Alge´brica e a A´lgebra Computacional.
Mais especificamente, apresentaremos o Re-
sultante e suas aplicac¸o˜es. Para o ca´lculo do
Resultante, usaremos a fo´rmula de Macaulay e
de Poisson.
Terminamos apresentando uma prova de um
caso particular do Teorema de Bezout, co-
mo aplicac¸a˜o da teoria de Resultantes. Este
teorema e´ muito importante, pois fornece um
nu´mero de soluc¸o˜es de um sistema de equac¸o˜es
polinomiais.
O to´pico de resoluc¸a˜o de sistemas de
equac¸o˜es polinomiais e´ o centro de va´rias a´reas
da Matema´tica, na˜o somente pela forte teoria,
mas tambe´m por suas aplicac¸o˜es. Nos u´ltimos
anos, grac¸as a um desenvolvimento explosivo
de algoritmos, tem sido poss´ıvel a resoluc¸a˜o de
muitos problemas que eram ate´ enta˜o consider-
ados como intrata´veis.
Como exemplo de avanc¸os, a fatorac¸a˜o de
polinoˆmios, um subproblema desse to´pico de
equac¸o˜es polinomiais, alcanc¸ou um desenvolvi-
mento incr´ıvel, expandindo muito as a´reas de
aplicac¸o˜es como robo´tica, estrutura biolo´gica
molecular, design computacional, modelagem
geome´trica, e certamente a´reas de estat´ısticas,
otimizac¸a˜o, teoria de jogos, e rede biolo´gica. O
leitor interessado podera´ consultar os artigos
[3] e [4] e os trabalhos [1] e [2] para um desen-
volvimento mais recente.
Iniciamos com a seguinte motivac¸a˜o. Sejam
os polinoˆmios a0 + a1x e b0 + b1x de graus 1,
com os coeficientes pertencentes a um corpo K,
procuramos um valor x de modo que satisfac¸a
a0 + a1x = 0
b0 + b1x = 0. (1)








que pode ser escrito como a0b1 - a1b0 = 0.
Formalmente podemos observar isto como um














Enta˜o uma soluc¸a˜o na˜o trivial de (1) implica
que
a0b1 - a1b0 = 0.
Mais geral, dados dois polinoˆmios f(x) e
g(x) de graus n e m, respectivamente, pode-
mos obter um sistema de n +m equac¸o˜es nas
varia´veis (x0, x1, x2, . . . , xn+m−1). E novamente
a condic¸a˜o para que estes dois polinoˆmios pos-
suam uma raiz comum, implica que o determi-
nante obtido pelos coeficientes deste sistema,
seja zero.
A te´cnica mencionada acima e´ conhecida co-
mo o Resultante de dois polinoˆmios a uma
varia´vel. Ela sera´ uma motivac¸a˜o para encon-
trarmos ferramentas que determinam uma raiz
comum, no caso de n polinoˆmios em n varia´veis.
A definic¸a˜o do Resultante se baseia numa
matriz conhecida como matriz Sylvester. Se-










de graus n,m respectivamente. Definimos
o Resultante de f(x) e g(x), denotado por
Resn,m(f, g) como determinante da matriz
Figura 1: Resn,m(f, g)
Considere, por exemplo, f = x4− 3x3+2x e
g = x3−1. Calculando o Resultante, segundo a
definic¸a˜o acima, obtemos que o Res4,3(f, g) =
0.
Observe que f = x(x − 1)(x2 − 2x − 2) e
g = (x−1)(x2+x+1), teˆm um fator em comum
x− 1, ou seja, f e g teˆm uma raiz em comum.
O fato do Resultante ser nulo, implicar em
que f e g possuem uma raiz em comum, e´ o
nosso primeiro resultado.









dois polinoˆmios em K[x] tais que fn, gm 6= 0 de
graus ≥ 1. Enta˜o as seguintes afirmac¸o˜es sa˜o
equivalentes:
i) Resn,m(f, g) = 0;
ii) Existem polinoˆmios na˜o nu-
los A,B ∈ K[x], de graus menores
que n e m respectivamente, tais que
A(x)g(x) = B(x)f(x);
iii) f e g teˆm um fator comum na˜o constante
em K[x];
Esse teorema nos leva, a questionar, se pode-
mos obter um resultado para o caso geral,
ou seja, dados n polinoˆmios f1 . . . , fn de n
varia´veis x1, . . . , xn. Queremos determinar uma
condic¸a˜o para que
f1(x1, . . . , xn) = . . . = fn(x1, . . . , xn) = 0 (2)
tenha uma soluc¸a˜o na˜o trivial.
Para obtermos uma condic¸a˜o necessa´ria e
suficiente para (2), precisamos fazer uma ex-
tensa˜o do Resultante a va´rias varia´veis, o que
na˜o e´ trivial. Para isto temos que trabalhar
com polinoˆmios homogeˆneos e usar algumas
ferramentas da Geometria Alge´brica, como es-
pac¸os projetivos e dimenso˜es desses espac¸os.
A condic¸a˜o para (2) e´ dada pelo seguinte re-
sultado:
Teorema 2: Existe um u´nico polinoˆmio
Resd1,...,dn(F1, . . . , Fn) tal que, se F1, . . . , Fn ∈
K[x1, . . . , xn] sa˜o os polinoˆmios homogeˆneos de
f1, . . . , fn, respectivamente de graus d1, . . . , dn,
enta˜o a equac¸a˜o (2) tem uma soluc¸a˜o na˜o
trivial em K[x1, . . . , xn] se e somente se o
Resd1,...,dn(F1, ..., Fn) = 0.
A refereˆncia [5], mostra com detalhes, essa
extensa˜o do Resultante a va´rias varia´veis e a
demonstrac¸a˜o dos teoremas 1 e 2.
Dada a condic¸a˜o para que um sistema de
equac¸o˜es polinomiais admita uma soluc¸a˜o na˜o
trivial, de acordo com o Teorema 2, o pro´ximo
problema e´ como calcular esse polinoˆmio.
Vamos apresentar duas te´cnicas para calcu-
lar o Resultante de n polinoˆmios homogeˆneos
de n varia´veis. A primeira e´ conheci-
da como a fo´rmula de Macaulay, cujo o
Resd1,...,dn(F1, . . . , Fn) e´ dado pelo quociente de
dois determinantes. Essa fo´rmula na pra´tica
tem complexidade alta , em alguns casos pode
na˜o ser via´vel.
Assim o pro´ximo resultado nos permite cal-
cular o Resultante a va´rias varia´veis.
Teorema 3: Sejam F1, ..., Fn polinoˆmios ho-
mogeˆneos, enta˜o o Resultante e´ dado por
Resd1,...,dn(F1, . . . , Fn) =
Dn
D′n
desde que D′n 6= 0. Aqui Dn e D′n representam
os determinantes obtidos sobre os coeficientes
dos polinoˆmios Fi.
A refereˆncia [5], mostra a prova desse resul-
tado.
Por exemplo considere os polinoˆmios F1 =
a1x
2
0 − a2x21, F2 = b1x20 − b2x21 + b3x0x1, F3 =
x0 − x1 − x2 = 0, onde os ai, bi ∈ K.
Assim pelo Teorema 3, temos que
Res2,2,1(F1, F2, F3) = b22a
2
1 − 2a1b2a2b3 −
2a1b2a2b1 − a1a2b23 + a22b23 + 2a22b3b1 + a22b21.
A outra te´cnica para calcular o Resultante
a va´rias varia´veis, e´ conhecida como a fo´rmula
de Poisson. A fo´rmula de Poisson necessita de
ferramentas mais geome´tricas do que a fo´rmula
de Macaulay.
O pro´ximo resultado, nos fornece a fo´rmula
da Poisson para o Resultante em uma varia´vel,
o caso geral pode ser encontrado em [5].









dois polinoˆmios de graus n,m respectivamente
em k[x]. Enta˜o o Resultante e´ dado por
Resn,m(f, g) = fmn det(mg : Af −→ Af ), onde
Af = K[x]/ < f > e´ a a´lgebra quociente e mg
e´ a transformac¸a˜o linear.
Por exemplo, considere f(x) = x3 + x − 1 e
g(x) = 2x2 + 3x + 7. Pelo resultado anterior,
Res3,2(f, g) = fmn det(mg : Af −→ Af ), ou
seja, Res3,2(f, g) = (1)2det(mg : Af −→ Af ).
Sabendo que Af = K[x]/ < f >=
{c0 + c1x + c2x2 : ci ∈ K}. Para determinar o
det(mfn : Af −→ Af ) basta tomar o resto da
divisa˜o de (c0 + c1x + c2x2) × (2x2 + 3x + 7)
por x3 + x − 1. O resto da divisa˜o e´ da-
do por 7c0 + 2c1 + 3c2 + (3c0 + 5c1 −
c2)x + (2c0 + 3c1 + 5c2)x2. Logo a trans-
formac¸a˜o que associa (c0, c1, c2) −→
(7c0+2c1+3c2, 3c0+5c1− c2, 2c0+3c1+5c2)
e´ dada pelo det
 7 2 33 5 −1
2 3 5
 = 159.
Enta˜o Res3,2(f, g) = (1)2det(mg : Af −→
Af ) = 159.
Pelo Teorema 1, podemos afirmar que os
polinoˆmios f(x) = x3+x−1 e g(x) = 2x2+3x+
7 na˜o teˆm raiz em comum, pois o Res3,2(f, g) =
159 6= 0.
Apresentado o Resultante, vamos para as
aplicac¸o˜es. Como primeira aplicac¸a˜o simples
de Resultantes, vamos verificar como um sis-
tema de duas equac¸o˜es com duas varia´veis pode
ser resolvido, ou pelo menos reduzido a uma
varia´vel.
Considere f(x, y) = g(x, y) = 0, com f, g ∈
K[x, y]. Podemos ocultar a varia´vel y como coe-
ficientes e pensar em f, g ∈ K[y][x]. Denotando
n,m os respectivos graus de f, g na varia´vel x.
Enta˜o, o resultante Resn,m(f, g) na varia´vel x,
denotado por Res(f, g)x vai ser um polinoˆmio
em y, que se anulara´ em todo y0 se existir um
x0 tal que f(x0, y0) = g(x0, y0) = 0.
A afirmac¸a˜o acima e´ dada pelo seguinte re-
sultado, e a prova pode ser encontrado em [5].







i polinoˆmios em K[x, y],
tal que fi, gi ∈ K[y], com fn e gm na˜o nulos.
Seja y0 uma raiz do Resultante Res(f, g)x ∈
K[y]. Se ocorrer de fn(y0) 6= 0 ou gm(y0) 6= 0,
existe um x0 ∈ K de modo que f(x0, y0) =
g(x0, y0) = 0.
Por exemplo, considere f(x, y) = x2+y2−10,
g(x, y) = x2 + 2y2 + xy − 16. Reescreve-
mos f(x, y) = x2 + 0x + (y2 − 10),
g(x, y) = x2 + yx + (2y2 − 16). Enta˜o o
Resultante de f, g e´ igual Res2,2(f, g)x =
det

1 0 1 0
0 1 y 1
y2 − 10 0 2y2 − 16 y
0 y2 − 10 0 2y2 − 16

Res2,2(f, g)x = −22y2 + 2y4 + 36 = 2(y +
3)(y − 3)(y2 − 2). Este polinoˆmio em y, tem
exatamente quatro ra´ızes y0 = −3, 3,
√
2,−√2.
Retomamos o sistema inicial:
f(x, y) = x2 + y2 − 10 = 0
g(x, y) = x2 + 2y2 + xy − 16 = 0
e fazendo f(x, y)− g(x, y) = 0, obtemos:
y2 − 10 − 2y2 − xy + 16 = 0 −→ −y2 −
xy + 6 = 0 −→ x = 6− y2y. Enta˜o substi-
tuindo as ra´ızes y0 = −3, 3,
√
2,−√2, temos
x0 = 1,−1, 2
√
2,−2√2.
A generalizac¸a˜o do Teorema 5, pode ser vista
em [5]. Para esse caso, considere o seguinte
exemplo.
Sejam
F1 = x21 + x
2
2 − 10x20 = 0
F2 = x21 + x1x2 + 2x
2
2 − 16x20 = 0.
Veremos a seguir, pelo Teorema de Bezout,
que sera´ a pro´xima aplicac¸a˜o dos Resultantes,
que o sistema acima tem 4 soluc¸o˜es, ou seja,
grau(F1)× grau(F2).
Para o caso geral, introduzimos uma nova
equac¸a˜o F0 = u0x0 + u1x1 + u2x2 = 0, para
calcularmos o Resultante. Assim calculando









Fatorando este polinoˆmio, usando o
Maple podemos reescrever o Resultante
como: Res1,2,2(F0, F1, F2) = (u0 + u1 −









Os coeficientes dos fatores lineares do
Res1,2,2(F0, F1, F2) sa˜o dados por 4 pontos:
(1, 1,−3)(1,−1, 3)(1, 2√2,√2)(1,−2√2,−√2).
Estes 4 pontos sa˜o as soluc¸o˜es de F1 = F2 = 0.
Podemos verificar que o problema de deter-
minar as soluc¸o˜es de um sistema de equac¸o˜es
polinomiais via Resultantes, e´ transferido para
o problema de fatorac¸a˜o de polinoˆmios, que
e´ por si so´ uma tarefa complicada, principal-
mente no caso de muitas varia´veis.
Nosso pro´ximo passo, e´ fazer mais uma apli-
cac¸a˜o dos Resultantes. Vamos usar a teoria dos
Resultantes, para provar um caso particular do
Teorema de Bezout para curvas no plano xy,
bastante conhecido da Geometria Alge´brica.
De acordo com [5], a soluc¸a˜o de um sistema
de equac¸o˜es lineares, foi desenvolvida na China,
cerca de 200 ac, e a aplicac¸a˜o do me´todo de
eliminar a variave´l x de dois polinoˆmios foi de-
senvolvido no se´culo 12. Estas te´cnicas foram
utilizadas na Europa por matema´ticos somente
no se´culo 17, motivados pela geometria de cur-
vas e equac¸o˜es alge´bricas. O estudo de curvas e
seus pontos de intersecc¸a˜o cobriu naturalmente
o estudo de polinoˆmios e suas ra´ızes comuns.
Em 1620 Descartes descobriu algo mais ger-
al: um me´todo de resolver qualquer equac¸a˜o de
grau 3 ou 4 atrave´s de intersecc¸o˜es de curvas de
grau 2, como uma para´bola e um c´ırculo. Na
verdade na˜o e´ fa´cil encontrar uma construc¸a˜o
satisfato´ria para equac¸o˜es de elevado grau.
Na procura de uma construc¸a˜o geral,
matema´ticos teˆm casualmente assumido que
uma curva de grau m intercepta uma curva de
grau n em mn pontos. A primeira afirmac¸a˜o
deste princ´ıpio, que tornou-se conhecido como
o Teorema de Bezout, foi feito por Newton.
Primeiramente considere a intersecc¸a˜o de
uma para´bola com uma elipse. Sejam y = x2
e x2 + 4(y − λ)2 = 4, onde λ e´ um paraˆmetro
que podemos variar. Tomando λ = 2, obtemos
a seguinte figura:
Figura 2: λ = 2.
Sobre o corpo dos reais, obtemos nu´meros
diferentes na intersecc¸a˜o. Isto fica claro, se ob-
servarmos a figura, o paraˆmetro λ determina o
deslocamento da elipse no eixo y. Assim toman-
do λ ≤ −2, implica que as curvas teˆm inter-
secc¸a˜o vazia. Isto justifica que existem valores
de λ para os quais as curvas na˜o teˆm ponto em
comum.
O que e´ mais interessante e´ trabalhar sobre o
corpo dos complexos, no qual obtemos 4 pontos
na intersecc¸a˜o, ou seja 4 = grau(para´bola)×
grau(elipse).
E´ importante lembrar que, que agora esta-
mos trabalhando com curvas C e D, no plano,
cujos polinoˆmios que representam estas curvas
sa˜o variedades no plano projetivo. Ale´m disso,
esses polinoˆmios na˜o teˆm um fator irredut´ıvel
em comum. Pois se caso tivessem tal fator co-
mum, implicaria que essas curvas teriam infini-
tos pontos em comum.
Agora precisamos de um resultado, que afir-
ma que a intersecc¸a˜o de duas curvas C e D,
sem fatores irredut´ıveis em comum, seja finita.
Teorema 6: Sejam C e D curvas no plano xy,
sem fatores irredut´ıveis em comum. Se os graus
das equac¸o˜es C e D sa˜o m e n respectivamente,
enta˜o C ∩D e´ finita e tem no ma´ximo mn pon-
tos.
A prova do Teorema acima pode ser vista em
[5].
Agora que temos um crite´rio para C ∩ D
ser finito, o pro´ximo passo e´ definir a multi-
plicidade de um ponto p ∈ C ∩ D. Antes de
definir a multiplicidade de um ponto de uma
intersecc¸a˜o, retornamos ao exemplo da inter-
secc¸a˜o da para´bola y = x2 com uma elipse
x2 + 4(y − λ)2 = 4.
Tomando λ = 1, observe a figura abaixo
Figura 3: λ = 1.
Vemos facilmente que existe somente 3 pon-
tos na intersecc¸a˜o. Isto e´ verdadeiro, mesmo
que trabalhando sobre o corpo dos complexos.
Mas isso na˜o contraria o Teorema de Bezout?
Na verdade na˜o. Pois o ponto da origem (0,
0), que pertence a intersecc¸a˜o da para´bola com
a elipse, tem multiplicidade 2. E os outros 2
pontos da intersecc¸a˜o teˆm cada um multiplici-
dade 1. Assim se adicionarmos as multiplici-
dades dos pontos obtemos que o nu´mero total
na intersecc¸a˜o e´ 4, que esta´ de acordo com o
Teorema de Bezout.
A importaˆncia deste exemplo, implica na
seguinte definic¸a˜o. Dado p = (u, v, w) ∈ C∩D,
a multiplicidade Ip(C,D) e´ definida como o ex-
poente de vx− uy da fatorac¸a˜o do Res(f, g)z.
Considere os seguintes polinoˆmios
em C[x, y, z] : f = x3 + y3 − 2xyz,
g = 2x3 − 4x2y + 3xy2 + y3 − 2y2z. Estes
polinoˆmios definem curvas cu´bicas C = V (f)
e D = V (g) em P 2(C), ou seja, no plano
projetivo.
Para verificar a intersecc¸a˜o destas curvas,
primeiramente vamos calcular o resultante na
varia´vel z : Res(f, g)z = −2y(x − y)3(2x + y).
Assim para determinarmos os pontos de C∩D,
basta fazer Res(f, g)z = 0, isto e´ equivalente
y = 0, x − y = 0 ou 2x + y = 0. Deste modo
C ∩D consiste em 3 pontos: p = (0, 0, 1), q =
(1, 1, 1), r = (4/7,−8/7, 1). Isto mostra em
particular que C e D na˜o teˆm componentes em
comum.
Como (0, 0, 1) ∈ C, pois e´ um ponto de in-
tersecc¸a˜o, fica dif´ıcil de determinar sua multi-
plicidade. Enta˜o devemos fazer uma mudanc¸a
de coordenadas. Para isso considere:
(0, 1, 0) /∈ C ∪D ∪ Lpq ∪ Lpr ∪ Lqr,
onde, Lij e´ a reta que une os pontos i e j. Agora
devemos encontrar uma transformac¸a˜o A, de
modo que a mudanc¸a de coordenadas satisfac¸a
A(0, 1, 0) = (0, 0, 1). Isto na˜o e´ dif´ıcil de fazer,
seja A(x, y, z) = (z, x, y).
Enta˜o (0, 1, 0) /∈ A(C) ∪ A(D) ∪ LA(p)A(q) ∪
LA(p)A(r) ∪LA(q)A(r). Para encontrar a equac¸a˜o
que define A(C), note que (u, v, w) ∈ A(C) ⇔
A−1(u, v, w) ∈ C ⇔ f(A−1(u, v, w)) = 0.
Deste modo, A(C) e´ definida pela equac¸a˜o
f ◦ A−1(x, y, z) = f(y, z, x) = 0, e de forma
ana´loga, A(D) = g(y, z, x) = 0.
Assim o Res(f(y, z, x), g(y, z, x)) determina
as multiplicidades para A(p) = (1, 0, 0), A(q) =
(1, 1, 1) e A(r) = (1, 4/7,−8/7). Dessa for-
ma, o Resultante e´ Res(f(y, z, x), g(y, z, x))z =
8y5(x− y)3(4x− 7y).
Logo as multiplicidades dos pontos p, q, e r
sa˜o Ip(C,D) = 5, Iq(C,D) = 3, Ir(C,D) =
1, que esta´ de acordo com o Teorema da Bezout.
Teorema de Bezout: Sejam C e D curvas em
P 2(C) sem componentes em comum, e sejamm




onde Ip(C,D) e´ a multiplicidade do ponto p ∈
C ∩D.
A prova desse resultado, pode ser encontrada
em [5].
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