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ABSTRACT 
We consider procedures for statistical inference based on the 
smallest r observations from a random sample. This method of 
sampling is of importance in life testing. Under weak regularity 
conditions which include the existence of a g. m. derivative for 
the square roo.t of the ratio of densities, we obtain an approxi-
mation to the likelihood and establish the asymptotic normality of 
the approximation. This enables us to reach several important con-
clusions concerning the asymptotic properties of point estimator~ 
and of tests of hypotheses which follow directly from recent devel-
opments in large sample theory. We also give a result for expected 
values which has importance in the theory of rank tests for censored 
data. 
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1. Introduction and summary. 
Suppose that n items are placed on life test and that the 
test is censored at the time the rth failure occurs. Below~ we 
consider asymptotic properties of statistical procedures based on 
the first r order statistics Y1, ••• ,Yr from a random sample of 
size n from a cdf F8 where 8 E Rk The law Pn,e of the r 
order statistics is related to a pdf 
( 1 .1 ) 
v1here f 8 is the population pdf • All of our results follow 
directly from an expansion of the likelihood ratio 
for sequences with 
,_1.. 
8 = e +h n 2 , hn ~ h • n o n 
Theorem 3.1 establishes that, as n ~ CXJ, r/n ~ p 
p 
n,8 O I 
----~ - th 1 (e )h p 0 
( 1. 2) 
In particular, 
( 1. 3) 
where r (e ) p 0 is the Fisher information for the censored case (see 
3.16) and 
0 y 0 
lln (eo) = I:j=1 J;;. cp(Y j) + (n-r) _L r2cpfe o 
0 
1-F8 (Yi.) 
0 
(1.4) 
with cp defined in assumptions (A). Corollary 3.2 shows that 
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J:L~n !Pn, 80 ] converges to a normal distribution with zero mean 
vector and covariance I· p • The expansion (1.3) together with the 
asymptotic normality leads immediately to an exponential family 
based on a truncated version ~* 
n 
of A 
n 
(c.f. (4.6) of Johnson 
and Roussas (1970)). This approximation is such that 
sup !II~ h -Pn 8 II , h E bounded set J ~ 0 where II o II is the total 
' ' n 
variation. Thus we obtain asymptotically optimal tests by const~ct­
ing them for the limit law and using results for the exponential 
family R as in Johnson and Roussas (1970), (1971). The approxi-
-n.,h 
mation is also central to the proof of the representation theorem 
of Hajek (1970) (see also Roussas and Soms (1971))which gives the 
results below for point estimators. Hajek's result requires only 
(1.3) and the asymptotic normality of ~n(e 0 ) • 
These results, which hold urder Assumptions (A) and (B) below 
when IP(a 0 ) is positive definite are summarized below. Note that 
I' is also the covariance for censoring at a fixed time correspond-p 
ing to the pth percentile,. 
Asymptotic efficiency of point estimators 
These results apply to any sequence of estimators 
Tn = Tn(Y1 , ••• ,Yr) such that j[~n(Tn-8 0 )-hJPn,en] ~ L(v), for all 
h E Rk , at the continuity points of L(v) • L(v) need not be a 
normal distribution. 
(E 1) L(v) has the representation L(v) = J\f?r (v-u)dG(u) where 
p 
G(u) is a distribution in Rk and ~r is the normal cd£ 
p 
with zero mean vector and covariance r-1 (e ) • p 0 
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(E 2) lim sup P 8 r ln(Tn-e ) E c] ~ jd0r n, 0 "-"J o p 
c 
for all convex symmetric sets in Rk • 
(E 3) lim inf Fr/n h'(T -e 0 )]2 >h'I'-1 (e )h, all hE Rk ~ n - p o 
so that the limit covariance D , if it exists, satisfies 
:r-1 D - p positive definite. 
Asymptotically optimal tests of hypotheses. 
The following are established for local alternatives of order 
~n away from e0 • To obtain global results, we would need an 
assumption like (A 5) of Johnson and Roussas (1969). 
(T 1) Let e c R and let ~ denote the upper ath point of a 
standard normal. Then, the test Jn which rejects H0 :e=S 0 
for 
~ 
b. (e ) > Tl ra is asymptotically most powerful for local n o o. p 
alternatives in that for any other sequence of tests !An} , 
with 
lim sup[~~<c (E8nAn- E811~11 )] = 0 • 
(T 2) The test ¢"111 which rejects for [b.n(e 0 ) I> lla. r~ is asymp-
2 
totically most powerful unbiased. For any other sequence 
l An! of tests which is asymptotically of level a. .. and· 
lim inf{inf E8Anl 2: a , lim supfsup[E8An-E8¢1n]l < 0 where 
_.:!.. 
inf and sup are over bou..Yl.ded sets of h qnd e = e +hn 2 • 
0 
(T 3) For testing H0 :8=8 0 vs. H1 :e~e 0 when e c Rk, the test 
which rejects for A' r-1f1 large has asymptotically best n p n 
average power over certain ellipsoids and is asymptotically 
most stringent (see Johnson and Roussas (1971) for the rele-
vant definitions). 
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The results for testing follow from the exponential approxi-
mation as in Johnson and Roussas (1969), (1970), (1971) since the 
proofs there do not use the Markovian character of the observations. 
The regularity conditions imposed here are much weaker than those 
imposed in previous papers on life testing. For instance, they 
include the normal, log normal Weibull, exponential and gamma. In 
the latter cases, the location parruneter fixes the support and this 
must be knovm, otherwise ~n is not the correct normalization. 
See David (1970), Chapter 6, for a survey of more applications. 
Chernoff, Gastwirth and Johns (1967) established lower bounds for 
the variance of point estimators of location and scale parameters. 
They require that the partials of log f 8 exist everywhere and a 
condition on f" 8 • 
0 
This is slightly stronger than our assumptions 
even for this special case. The results here extend their optimal 
estimator to a wider class than those which are asymptotically 
normal, 
Section 4 contains a lemma which shows the equality of the 
expected value of the last term in ~n and the expected value of 
the scores evaluated at the unobserved order statistics. This 
result is also of importance in the derivation of locally most 
powerful rank tests for a general parameter. It is also shown that 
E[~n(e 0 ).] is the zero vector for each n • We conclude with an 
application to the double exponential with p = t . 
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2. Assumptions and preliminary results. 
We first make some smootm1ess assumptions regarding the law of 
the univariate distributions. These are similar to those employed 
in Johnson and Roussas (1970) except that they are further spesial-
ized to Lebesgue measure. Although most of the results hold with-
out this assumption, there would be difficulty in defining the 
censoring scheme without it. 
Let Gl be a subset of Rk , ( ::(, ce) a measurable space and, 
for each 8 E e , Q8 a probability on (,;{, Ol.) such that 
x1 ,x2 , ••• ,~, ••• are independent and identically distributed with 
~ taking values in the Borel real line (R, d3) . Set 62. n equal 
to the cr-field induced by (X1 , ••• ,~) and let Qn,e denote the 
restriction of Q8 to CQn • We can, if we wish, transfer to the 
coordinate space. 
Assumptions (A) 
(A 1) The law of x1 has pdf f 8 (x) with respect to Lebesgue 
measure and the set where it is positive does not depend on e • 
* 1 (A 2) Set ~(e,e ) = [f8 *(~)/f8 (x)]2 • Then 
(i) For each * e E e , cr(e,e ) is differentiable in g.m. at 
(e,e) when :P1,8 is employed. Denote this derivative 
0 
by ~(8) • 
(ii) q;c e) is X1 1 (S) xG measurable where G is the class 
of Borel subsets of 8 • 
(iii) For every e E e , 4 E8 [$(e)cr'(e)] is positive defi-
nite. 
Under assumptions(A), we have the following result when the ~ 
are goverDed by o and the alternatives of the form 
""'n,eo 
h ~ h , 
n 
max I q:> (X . ) -1 I 
i<n l 
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E8 ~(X1 ) = 0 (k X 1 column vector) 
0 
(2 .1 ) 
(2.2) 
(2.3) 
(2.4) 
These axe ( 3.1. 3), ( 3.1 • 2 L Lemma 3.1. 3 and Lemma 3.1. ~~ (i) in 
Roussas ( 1965). 
The existence of a q.m. derivative for q:> implies the existence 
of a pointwise paxtial for the cdfF8 (A) • For notational conveni-
ence, we sometimes write f for f 8 • 
0 
Lemma 2.1. Under Assumpt1ons (A), uniformly on bounded sets of 
h E Rk and z , 
where 
z 
h'i(z) = J 2h'~f (2.5) 
-0:1 
Proof: We write so that the differ-
ence is 
whieh .. by (2. 2?~ goes to zero uniformly in bounded sets of h • 
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We now describe the sampling scheme. Only the first r order 
statistics (Y1, ••• ,Yr) are observed where r is selected so that 
I~ - P I < ~ with 0 < p < 1 • (2. 7) 
We further assume that f 8 is positive in a neighborhood of the· 
0 
pth percentite s so that it is unique. p 
The next result is a specialization of Bahadur (1966) to the 
uniform order statistics F(Yi) , i = 1, ••• ,n. Let 
zn ( t ) = # x1 , ••• , ~ ~ s t , o < t < 1 (2.8) 
Lemma 2.2. With r given by (2.7) and Zn- Zn(p) by (2.8), 
Lz - ~,e Jn ~ - P +Fe (Yr) - Pj o~ 0 • 
0 
Below, we investigate the behavior of certain functions over 
the random set 
Ar,n = i(Yr,sp] if Yr < sp and (sp,Yr] if Yr ~ spl (2.9) 
We also have the following property for the Zn(t) • 
Lemma 2.3~ Let Zn(p) be defined by (2.8), then 
Proof: Since and is uniform, 
it is sufficient to show convergence in probabilit~ for uniform 
1.. z (t) 
variables. It is well known that V (t) = n 2 ( n - t) converges 
n n 
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weakly to a Brownian Bridge. Therefore, by a characterization of 
fightness in C (see Theorem 8.2, Billingsley (1968)) the modulus 
of continuity of a continuous version of Vn(t) is small with high 
probability and the same holds true for Vn(t) • In particular, 
given any e:, TJ there exists a o, 0 < 6 < 1 , such that 
Qn 8[ sup \Vn(t)-Vn(s)l > e:J.~ TJ all sufficiently large n. 
' t<s<t+6 · 
For a direct verification see (13.16) of Billingsley (1968). Since 
{ (s,t) : ss,st E Ar,nl c l (s,t) : js-t I ::: 6} with probability one 
for all sufficiently large n , the result follows. 
In order to establish our main results, we have to know that ~ 
and 0 ~ act smoothly at This does not seem to follow from 
the quadratic mean calculus and we must make additional assumptions. 
We will first state these in the form needed later and then prove a 
lemma which leads to sufficient conditions which are easy to verify. 
The assumptions may be expressed in terms of the indicator 
function IA • 
r,n 
Assum12tions_ill 
Qn e ~~(~-1)IA - nJ (~'71)f ' 0 :;::.. 0 (B 1) 
r,n A n r, 
(B 2) 
In order to see what conditions on the pdf's would imply (B 1) and 
(B 2), we prove the following. 
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Lemma 2.4. For all sufficiently large n , let $n be the 
difference of two non-decreasing functions over the interval 
~p ~ n-i(log log n) 1/4 where each is essentially bounded by M • 
Then 
Proof: Without loss of generality, we assume that ~n is non-
decreasing on the interval and 'v•re define w- 1 in a sui table manner. 
n 
For fixed n and arbitrary 
(-M,M] with norm less than 
Set bi = $~1 (a~) 
e , consider a partition l~l of 
e and not more than 2Me-1 + 3 terms~ 
(2.9) 
Then, 
I%_ -m.i ~ e , each i. • (2.10) 
Furthermore, if belonging to 
The lower bound has Ml replaced by ml and € by -€ • Define 
Zn(t) by (2.8) so that, setting ba_ = ~p+b.!L ' 
z* 
nl = Zn(p+Aa+1)- Zn(p+Li) • (2 .12) 
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Then, for all ~ such that 
z* 
nil n~- lFe(b~+1)-Fe(b~)J I 
n o o . 
and the r.h. s., which does not depend on the partition within Ar ,n , 
convergesinprobability to zero by Lemma 2.3. Now Yr belongs to 
the interval n-i(log log n) 1/4 , for all sufficiently large n , 
with probability one. If for each n , we include sp and Yr 
in the partition, the result follows if we add the inequalities 
that correspond to the interval between sp and yr and employ 
the asymptotic normality of ni[F80 (Yr)-p] and the fact that e 
is arbitrary. 
Corollary 2.A. If, for all sufficiently large n , 
(B'1) Jn(cp-1) is the difference of two nondecreasing functions 
on the interval s + n-i(log log n) 1/4 and each is p-
essentially bounded M , 
then (B 1) is satisfied. The two functions and M may depend on h. 
If, (B' 2) 0 there is a version of cp such that 0 cp has one-sided 
limits at s , then (B 2) is satisfied for each h E Rk • p 
Proof: Inspection of previous proof shows that (2.10) and 
(2.11) can be established, under (B'2), with a single interval 
(Yr,sp] or (sp,YrJ • 
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Remark. For a location or scale parameter, a simple sufficient 
condition for (B'1) and (B'2) is that is continuous at gp • 
The existence of a continuous derivative insures one-sided monotone-
ness, for sufficiently large n , and the mean value theorem gives 
uniform boundedness. This includes most one parameter applications. 
In the remaining sections, we will often employ the joint distri-
bution p 
n, e of the first r order statistics since the probabili-
ties can be computed under ~,e or P e • n, 
3. Proof of main results. 
In this section, we employ the previous results to obtain the 
expansion if the likelihood and its asymptotic distribution. We 
1-F8 (Yr) 
first note that, from Lemma 2.1, 11-F n(Y)- 1 I--> 0 in proba-
80 r 
bility since y ~ s 
r P in probability. The expansion 
logZ = (Z-1 )-i(Z-1 )2+c (Z-1 ) 3 , \c I :::; 3 for I Z-1 \ ::: i 
is then applied to each term of A. . r,n 
Lemma 3.1. Under Assumptions (A), 
where Wn converges in probability to zero. 
(3.1 ) 
Proof: The expansion follows from (3.1) and the result for Wn 
from (2.1) and the next two lemmas which show that the terms in the 
second bracket converge to constant~. 
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Lemma 3. 2. Under Assumptions (A), 
F ( Y ) · F ( Y ) 2 pn , 8 0 (h 1 Fo ( s:r ) ) 2 [ 8 r-8 r]- -;. (n-r) n o ~ p 
1-F8 (Yr) 1-p 
0 
.. sp -2 
= L 2J h'cf>f] 
1-p 
Proof: Since Yr ~ p in probability and F8 is continuous, 
0 
it is sufficient to show that Jn[F0 (Yr)-F8 (Yr)] ~ h'F(sp) but 
n o 
this follows from Lemma 2.1. 
Lemma 3.3. Under Asst~ptions (A), 
(3.4) 
Pn, 0 ~p n-1~~=1[h'~(Yj)]2 o~ j [h'~]2f 
-CO 
Proof: The Markov inequality gives the bound 
for (3.4) and the r.h.s. converges to zero (see Roussas (1965), 
egn. (3.1.19)). 
Next, (3.5) follows from the law of large numbers since 
in probability. 
n -1 1 This last difference is dominated by ~1 n h ~I(sp-o'sp+o) for 
all sufficiently large n with 6 arbitrary. 
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For notational convencience, we set Bp = ( _oo, sp] and intro-
duce two statistics corresponding to the case of censoring at a 
fixed percentile Sp • 
(3.6) 
(3. 7) 
These will later be compared with the statistics for censoring 
at the rth order statistic. Namely, 
Lemma 3.4. Under Assumptions (A), 
0 
Var[S -s ] -7 o p p 
Proof: Set Pn = F8 (~P) and consider the identity 
n 
(3.8) 
(3.9) 
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Multiplying both sides by IB and taking expected values gives 
p 
. 2 
E[2(cp-1)IB] = -E(cp-1) IB +pn-p so that 0 2 E[S -S] = -nE(cp-1) IB 
p p p p p 
0 
and this converges to -E(h';) 2IB since 
p 
~n(cp-1) ~ h'cp in q.m. 
by (2.2). Also, 
Var[SP-~PJ = nvar{[2(cp-1)-~ ;JIB +(1-p)- 1 [p-pn+~ ;JIB} 
~n P ~n P 
=:;: 4E{[Jn(cp-1)-2h';]2I 13 }+4(i-p)- 1 {~n(p-pn)+h'i} 2 
p 
which converges to zero by (2.2) and Lenma 2.1. 
We now employ the statistics (3.6), (3.7) and the result £or 
£irst moments to obtain an approximation to Sr in the expansion 
o£ ~r,n • Here we require the extra smootm1ess assumptions on the 
pd£'s at sp • 
Lemma 3.5. Under Assumptions (A) and Assumptions (B) 
(or B 1 ( 1 ) and B • ( 2)), 
p 
o o n,o 0 
s -s - ( s -s ) -.....-..;;::. o • r r p p 
Proof: Let Zn be de£ined by (2.8). First, we have 
(3.10) 
by Lemma 2.1 and the asymptotic normality of the binomial variable 
Zn • Next, we write 
0 z 0 
F0 (z)-F0 (z)+ ~ F(z) = -J [(cp2-1)-~ cp]f 
o n ~n -~ ~n 
and employ the asymptotic normality of F0(Yr) to give 
0 
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(3.11) 
Together, (3.10) and (3.11) give 
y J.r 2 o 
= - n [ ( cp -1 ) -2~ cp ]f + o P ( 1 ) 
~P .Jn 
(3.12) 
The last equality follows since F0 (Yr) is asymptotically normal 
0 
0 
converges in first mean to 2h 1 cp by (2.3). 
From the definitions (3.6) - (3.9) of the statistics, we now 
see that it is sufficient to show that 
(3.13) 
where A is defined by (2.9). To this end, let B~ be an inter-
r,n "' 
val about s p Then, lim supJ n(cp-1 ) 2f < e 
Ar,n 
by the first mean convergence of n(cp-1) 2 • Since 
(cp-1) 2 = (cp2-1)-2(cp-1) , we see that it remains to show that 
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Pn,e ~ 2(~-1)-2nJ (~-1) 0~ 0 
Y.EA A 
J. -r,n r,n (3.14) 
This follows directly from Corollary 2.4 under the assumptions 
0 
(B'1) and (B'2) on ~-1 and ~. 
Theorem 3.1. Under the Assumptions (A) and (B) (or (B'1) and 
(B'2), for each alternative hn ~ h , 
(3.15) 
where 
~p D 0 0 0 
r (e ) ~ 4J ~~·f + 1 h'F(s )F(~ )h p 0 1-p p p 
-CO 
(3.16) 
is the Fisher Information for the censored case. 
Proof: We write ~when the difference converges in probability 
to zero. Thus, from Lemma 3.1 together with Lemma 3.2 and 3.3, 
we have 
and Lemma 3.4 combined with Le1mna 3.5 gives 
-CO 
---------------------- ---- -
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The next result yields the asymptotic normality of the statistic 
which approximates the likelihood in (3.15). That is, of 
(3.17) 
which is central to the derivation of the main result. 
Theorem 3.2. Under Assumptions (A) and (B 2) or (B'2), 
0 
0 
h , which enters the definitions (3.7) and (3.9) of SP where the 
and Sr , respectively, is arbitrary. 
0 
Proof: Employing (3.11), we expand the last term of Sr as 
y y y 
n -i (n-r) [ 1-F0 (Y ) ]-1j'r 2h ';f=n "i.f'r 2h ';f+n ![Fe (Yr )-p JJr 2h ';f+o ( 1) • 0 r . , o p 
-CO -CO 1-p -CO 
Again, setting equal to the number observations 
0 
expand the corresponding term of SP as 
(3.18) 
< s , we 
- p 
.J.J'Sp 0 .J. ~p 0 
n 2 2h'~+n~ 2h'~f (3.19) • 
-CO -CO 
Subtracting (3.18) from (3.19) gives 
(3.20) 
since F8 (Yr) is asymptotically normal and Yr ~ sp in probability. 
0 
Furthermore, Lemma 2.2 establishes that the second term in (3.20) 
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0 0 
From the definitions of Sr and Sp it is clearly sufficient 
to show that 
where A 
r,n is given by (2.9). However, this follows directly 
from Corollary 2.4 under the Assumption (B•2). 
0 
Applying the central limit theorem to SP , for each h , we 
obtain 
Corollary 3.3. Under the assumptions of the theorem, 
(3.21) 
where rp(e 0 ) is .defined by (3.16L An(e 0 ) by (3.17) and 
0 
h'An(e 0 ) = sr • 
Summarizing, we have the asymptotic normality of An from 
(3.21) and Theorem 3.1 states that 
~,e k 
+h'A 0~ -!h'I' (e )h , h E R • 
,n n p o 
These two results lead to an exponential approximation of the 
sequence of alternatives from which asymptotic optimality properties 
may be obtained. In particular, the results for sequences of point 
estimators are just the conclusions from the theorem of Hajek 
(1970) which requires only these two results. 
As far as testing problems are concerned, the results follow 
from the approximation of by the exponential family 
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Rn h(A) = exp[-Bn(h)JJ exp[h'A:]dPn 8 
' A ' o 
. * based on a truncated vers~on ~n of bn , as in Section 5 of 
Johnson and Roussas (1970) since none of the results from Section 
4 . onward require anything but Assumptions (A} a...'ld the approximation 
of ~,n by An which converges to a normal distribution (see 
Section 7 for c.onslusions). The results on mul tiparameter testing 
follow from Johnson and Roussas (1971). 
Besides the conclusions stated at the start of the paper, just 
as in Theorem 6.2 of Johnson and Roussas (1970), we also conclude 
that the alternative distribution satisfies 
As in Proposition 3.1, the measures {Pn 8 l 
' 0 
and {Pn 8 } 
' n 
(3.22) 
are 
are contiguous. The result (3.22) enables one to calculate asymp-
totic power. 
0 
Finally, we note that, from Theorem 3.2, that could be used 
0 
instead of sr to obtain the exponential approximation to p • 
n, Eln 
0 
The statistic is the one that approximates the likelihood, 
under Assumptions (A), for the sampling scheme which observes only 
the lifetimes which are not ~reater that ~P • The above lemma 
states that the asymptotically sufficient statistics for each of 
the two cases are asymptotically equivalent. See Kendall and Stuart 
(1967), page 523, for a statement that maximum likelihood estimation 
is the same for the two schemes although they do not state their 
conditions. 
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0 
4. An interpretation of s~ 
We consider two special cases when e is a subset of the real 
line. For location families with f 8 (x) = f(x-o) , Assumptions (A) 
00 2 
are satisfied if 0 < I [ff~~J f (x)dx < oo • In this case, 
0 
0 
-hF(Yr) 
1-F8 (Yr) 
0 
-00 
(4 .1) 
which is the hazard rate evaluated at the rth order statistic. 
For scale alternatives, f 8 (x) = e-1f(x/o) , e > 0 , it is suffici-
oo 2 
ent for Assumptions (A) to require that I [1+x f._!b:_l] f(x)dx < oo • 
f{iJ 
-a:> 
Then and 
0 
-hF(Yr) 
1-F8 (Yr) 
0 
(4.2) 
Equations (4.1) and (4.2) show the manner in which the hazard rate 
carries the information on the unobserved order statistics in the 
case of scale ot location alternatives. We also have the following 
general result which gives another interpretation. 
Lemma 4.1. If Assumptions (A) hold, then 
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Proof: Set Now b = 0 n,n 
and a direct evaluation of bn,n-1 , using integration by parts 
0 
with dU = r-2f and h'F(y) ~ 0 as y ~co (-co) {according to 
0 
(2.4» gives bn,n-1 = E[2h'~(Yn)J • Furthermore, an integration by 
parts with dU = -f[1-F]n-r-1 establishes that 
0 
= b 1 -E[2h'~(Yr)] 1 <r <n (4~4) n,r-
where c n,r is the constant for the . pdf of Yr • 
. 
Thus, a general solution of (4.4) is given by 
N 0 
bn,r = tj=r+1 E[2h'~(Yj)J • 
The result above shows that the "hazard" rate term has an ex-
pected value equal to the sum of the expected values of the unob-
served scores, which themselves appear in the uncensored version in 
the general case. Besides giving some intuitive feeling for the 
manner in which the unobserved scores enter, this relationship is 
exactly what is needed to obtain the statistic for the locally 
most powerful rank test for the two sample case. It extends 
Johnson and Mehrotra (1972) to a general parameter. Furthermore, 
we also have the exact moments 
0 
(4.5) 
0 0 
ESr = nE[2h'~(x1 )] = 0 
which follows from the lemma and (2.4). 
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We conclude with a particular example, the double exponential 
f 8 (x) = iexp[-\x-e IJ • 
Example. It is well known that the pdf iexp[-\x-G\] satis-
0 
fies Assumptions (A) with ~ = isgn(x-e 0 ) • 
location parameter, we take 8 = 0 • 0 Then 
Since 90 is a 
~ = exp!i\x\-i\x-8 ll • 
We see that ~ is monotone in x • Consider the scheme for p = i 
and 
_..l. 
8 =hn 2 h -7h. 
n n ' n 
is uniformly 
bounded. Thus (B'1) and (B'2) are satisfied. Here the censored 
tests are the same for all p ~ i . 
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