Abstract-We propose a novel model of postsynaptic potential buildup and action potential upswing of cortical neurons using the generalized inverse Gaussian (GIG) diffusion of BarndorffNielsen, Blaesild, and Halgreen. A certain subset of GIG diffusions exhibit attraction to a threshold, a phenomenon widely observed in biological neurons. The parameters in this model control the variance, components of the drift, and the height of threshold. These parameters can be estimated from a sample path of the GIG diffusion using a modification of the maximum likelihood estimator from the Euler method approximation. The input intensity of the cortical neuron is also estimated using similar methods. We use Monte Carlo simulations to evaluate the effectiveness of the estimators. Of interest to information theorists and neuroscientists is the mutual information between the input intensity of a cortical neuron and the time of firing of its output spike in response to that input intensity. We determine said mutual information for the GIG diffusion model of the neuron.
I. INTRODUCTION
T HIS paper revisits some of our published journal paper [1] and conference papers [2] - [4] and presents new results. We intend to describe to both neuroscientists and information theorists how our neural model explains information processing and transmission at the single neuron level. This is a first step in understanding the workings of the network. Even adding the entire so-called "connectome" of the network leaves one still seriously short of understanding how the network behaves. We hope this paper will encourage more information theorists to work with biologists and vice versa. However, experts in many more disciplines will be needed before we come to an understanding of how mammalian brains work. These disciplines include control theory, network theory, experimental and computational neuroscience, theories of learning and memory, and biological energy theory.
A. Energy Efficiency in Neurons
A widely held view to which we subscribe is that neurons minimize the amount of energy needed to function [5] - [10] . This view hinges on natural selection. In times of danger or scarcity, a more energy efficient set of neurons increases the chance of survival. As a note, when a primate is at rest, its brain is responsible for about 20% of the energy expenditure [11] , [12] . This further suggests that a brain designed with little attention paid to energy efficiency is detrimental to survival.
We are particularly interested in pyramidal neurons in primary sensory cortex. Such neurons receive inputs from ca. 10, 000 other neurons and have roughly the same number of targets. Let us focus on one pyramidal neuron in the primary sensory cortex and call it neuron j, or just j when that is unambiguous. We believe that the purpose of j is to send its targets information about its input. We use Shannon's mutual information [13] as a measure of this neural information that we feel is suitable for describing information processing and transmission in neurons. Information theory has been studied in the context of neuroscience [14] - [18] .
B. Bits Per Joule
Since the task of j is information transmission, we assume j seeks to minimize the amount of energy expended to send a specified amount of information, i.e., j needs to minimize the Joules it expends per bit delivered (Jpb). Equivalently, j seeks to maximize the bits it conveys per Joule it expends. Looking at it this way, we can relate neural information transmission to the information theoretic concept of channel capacity. To see this, note that bpJ = (bits/s) per (Joule/s), which amounts to information rate per Watt. When j is thought of as a communication channel, this amounts to the tradeoff between "channel capacity" and "power." That tradeoff is precisely what information theorists use to describe how well a power-limited channel can be made to perform.
The most famous example of this capacity/power tradeoff is Shannon's formula,
for the capacity of an additive white Gaussian noise channel with bandwidth W, average signaling power S, and noise power density N 0 . However, the mathematical model of a cortical neuron is quite different from that of an additive bandlimited white Gaussian noise channel.
C. Neuron Channel
A neuron channel is a cascade of two channels. The first channel receives a sequence of neural action potentials (AP's), a.k.a. spikes or pulses, at each of the neuron's thousands of input sites, called synapses. These AP's are converted into either excitatory or inhibitory current packets which propagate through the neuron's dendrite tree and produce positive or negative voltage contributions to the membrane potential respectively called the excitatory or inhibitory postsynaptic potentials (EPSP's or IPSP's). The overall postsynaptic potential (PSP) varies over the surface of the membrane. We concentrate exclusively on the potential at the axon's initial segment. In this paper we refer to the membrane potential there as "the potential."
The axon is the second channel. It is a broadcast channel because it reaches thousands of neurons. From the viewpoint of a particular target neuron, the second channel is the portion of the overall axon that is used to reach that target. Regarding the axon, we only focus on energy expenditure of propagation. More difficult to understand is the amount of information received by the targets.
Prototypically, AP's are almost exactly the same in shape and size. Therefore, information is not encoded in the waveform of the AP's, but in the timing. There are two main views on neural coding: rate coding and time coding. In rate coding, the average rate of incoming pulses conveys information. In time coding, the time between two incoming pulses, called the interpulse interval (IPI), conveys information. This form of information encoding is known in communication theory as time-continuous differential pulse position modulation (TCDPPM). We concentrate only on time codes.
D. Diffusion Models for the Potential
Neuron j's voltage at the axon's initial segment, i.e., the potential, builds up over time until it reaches a threshold, whereupon j fires an AP. The dynamics of the potential can be modeled as a diffusion; this was first done in [19] , where the diffusion was the classical Wiener process with constant drift. The Ornstein-Uhlenbeck (O-U) diffusion is a widely used model [20] - [25] . Further improvements to the O-U diffusion model have been made by taking into account the voltage limits and reversal potentials of biological neurons [26] - [28] . In another approach, a diffusion is formed from established neural models, such as the Hodgkin-Huxley model and the Fitzhugh-Nagumo model, by using white noise with a constant offset as the input current [29] - [31] . In Section II we will emphasize a certain extension of the Wiener process with drift and argue that it provides a good fit to much of the behavior of the potential, not only up to the threshold but somewhat beyond it.
E. The Role of Fast Sodium (Na+) Channels
Ever since Hodgkin and Huxley's [32] famous investigation of the giant squid axon, it has been observed that the potential in most neurons, including pyramidal ones in primary sensory cortex, exhibits a steep increase in the rate of its rise immediately after crossing the threshold. The biochemistry of this phenomenon is well understood [33] , [34] . Although the exact height of threshold depends on a variety of phenomena, it can be said to lie within about a millivolt of the voltage that causes Na v 1.6 fast sodium (Na + ) channels to begin opening and on the voltage that causes Na v 1.2 fast Na + channels to begin opening [35] , [36] . Once a few of Na v v1.2 channels open, there is a chain reaction phenomenon that is almost impossible to be reversed. After the AP is launched, repolarization sets in and potassium (K + ) channels cause the AP to peak out and descend.
Due to the fast rise of the AP caused by the fast Na + channels, any timing error caused by noise is significantly reduced. This might seem counter-intuitive because a fast-rising signal has a large bandwidth. This allows more thermal noise to corrupt the signal. However, we are not interested in the detailed shape of the signal, only the timing. The time window it takes a fast-rising signal to reach its peak is small. Hence with high probability, the timing error caused by the noise, despite its increased power, does not exceed the small time it takes the signal to peak out. In fact, it has been shown that the variance in estimating the time of arrival for an optimal detector is inversely proportional to the square of the bandwidth [37] .
F. Parameter Estimation in Diffusion Neural Models
Parameter estimation of diffusions has been studied in depth [38] . However, to the authors' knowledge, applications to neural models have appeared only recently. Work has been done on parameter estimation based on neural diffusion models [28] , [39] - [41] . Other works involve models that were more biophysical and included stochastic models for estimation [42] - [45] .
There are two reasons for estimating the parameters of diffusions. The first is to determine the parameter set of the model that best fits available data. The determined parameter set may reveal important qualities of the neuron or can be used to test the accuracy of the model. The second is to determine the input intensity of the neuron. We are interested in the input intensity because we seek the input-output relationship for understanding information transmission in neurons.
G. Overview
This subsection will address key concepts that underlie our mathematical model of pyramidal neurons in primary sensory cortex.
In Section II we propose a diffusion model for the rise of the potential, namely a family of time-homogeneous, amplitudeinhomogeneous linear stochastic differential equations first introduced by Barndorff-Nielsen et al. [46] . We call this diffusion the generalized inverse Gaussian (GIG) diffusion. We also describe the probability density function (pdf) of the first hitting time (FHT) of such a diffusion, also known as the generalized inverse Gaussian (GIG) pdf. We argue that the GIG pdf and diffusion constitute an appropriate model for the potential's buildup, its FHT, and the early portion of the fast upswing of the AP.
In Section III, we determine the unique pdf of a GIG neuron's afferent excitation intensity (i.e., the neuron's input pdf) which maximizes the information in a given IPI with an assigned average energy budget. This leads the way to explicit determination of the formula for the tradeoff between bits delivered and Joules expended, which is the classical Shannon theory curve of a GIG neuron's channel capacity as a function of the average power it uses to operate. If real primary cortical neurons are indeed GIG in nature, then said formula is the first to describe information capacity-power curves for such a neuron.
New results are found in Sections IV and V. In Section IV, we develop well-behaved estimates of GIG diffusion parameters based on a sample path. In Section V, we show our simulation results and find good agreement between our estimates and the actual values of the GIG diffusion parameters. These results are not neuroscientifically convincing because they do not come from in vivo measurements of real cortical neurons. We hope to collaborate with experimental neuroscientists who can provide recordings of buildup of the potential and AP firing times of real mammalian neurons in sensory cortex.
II. NEURAL MODEL

A. Generalized Inverse Gaussian Diffusion
We propose modeling the rise of the potential by the generalized inverse Gaussian (GIG) diffusion. To the author's knowledge, the first use of the GIG diffusion in neuroscience was in [47] . However, we describe in detail how this diffusion can model the potential of a pyramidal neuron. A GIG diffusion {Y t , t ≥ 0} is described by a time-homogeneous, amplitude-inhomogeneous stochastic differential equation that is driven by a classical Wiener process {W t , t ≥ 0} [46] . These homogeneities and inhomogeneities mean that, when Y t = y, the drift and the infinitesimal variance of the process do not depend on t but may depend on y. Such diffusions are described by stochastic differential equations of the form
where μ(·) and σ 2 (·) are the drift and infinitesimal variance, respectively. In [46] , the GIG diffusions start at a fixed point Y 0 > 0 and drift downward toward 0. However, we view the GIG diffusions as starting at Y 0 = 0 and moving upward toward a barrier θ > 0, since this is the case with the potential. The process {Y t } does not progress monotonically up to the barrier because the infinitesimal increments are Gaussian random variables. The drift of GIG diffusions is governed by
where α ≤ 0, γ > 0,
and K α (·) is the modified Bessel function of the second kind of order α [46] . The infinitesimal variance σ 2 (y) can be any function that satisfies
The parameter α controls the attraction to the barrier and the parameter γ controls the part of the drift that is independent of the barrier. These parameters are characterized more precisely in Section II-C.
The function K α (x) has the following Hankel's expansion [48] :
where z 0 (α) = 1 and
So we have
and
If α = −1/2, (3) collapses to
In such a case, μ(y) is independent of y when σ (·) is constant. This describes then the classical Wiener process with constant drift. We are especially interested in situations in which the diffusion is increasingly attracted to the barrier as it is approached. This is desirable because it is in accord with the behavior of the potential leading to an AP in a primary cortical neuron. To obtain GIG diffusions with this property, it suffices to satisfy the following conditions:
We assume henceforth that (10) holds. Then the drift of the diffusion (3) reduces to
The further α is below zero, the more strongly Y t is attracted to the barrier, as shown in Figure 1 . For α < −1/2, the diffusion begins with a steady drift that eventually increases the nearer it is to the barrier and is eventually hit with a limiting rise rate that is infinitely large.
B. Generalized Inverse Gaussian Distribution
The GIG pdf has the form
The parameters must satisfy
In the case where either β = 0 or γ = 0, the limit value of K α (x) as x → 0 is used. For β = 0, the pdf is known as the gamma distribution. For γ = 0, the pdf is known as the inverse gamma distribution. The GIG pdf is the FHT of the GIG diffusion if α ≤ 0. The parameters α and γ are the same ones in (3) and the parameter
where w θ (·) is defined in (4) . When α = −1/2, equation (12) is known as the inverse Gaussian (IG) pdf, which is the pdf of the FHT of the Wiener process with constant drift [49] . This is consistent with the GIG diffusion when α = −1/2. Thus the GIG pdf generalizes the FHT of the Wiener process with constant drift to the FHT of the GIG diffusion.
C. GIG Diffusion and GIG Distribution Parameters
Assuming a constant infinitesimal variance, the parameters of the GIG diffusion and GIG pdf relate to the physical entities of the diffusion in the following ways:
where μ thr (0) is the initial drift solely due to the attractiveness of the barrier, and μ cons is the drift sans the effect of the barrier. We note that μ(0) = μ thr (0) + μ cons , i.e., the components of the drift are not additive but interact in a more complex way to make up the total drift. This can be observed by setting y = 0 and substituting (15) and (17) into (11).
1) Derivation of the Interpretation:
First, we note two asymptotes for K ν (x). The first asymptote is [48] 
for ν < 0. For the second asymptote [48] ,
In order to derive (17), we turn to (3) and let θ → ∞. By invoking (19) , the drift becomes
We have replaced μ with μ cons to indicate that this is the drift when θ → ∞. Note that (20) is the same as (9) . Using the assumption σ (y) = σ , the drift is
which is constant. Hence we can drop the dependence on y and let this drift be μ cons . Solving for γ gives (17) . Since μ cons is constant, the drift under the θ → ∞ assumption is a Wiener process with constant drift, which exhibits no attraction to or repulsion from the barrier (we can achieve this same effect by letting α = −1/2 instead of θ → ∞ as evidenced by (9)). Since the barrier is set at infinity, it is too far away to affect the drift of the diffusion. Thus, we can interpret μ cons as the drift sans the effect of the barrier.
The value of β is described in (14) . However, assuming σ (y) = σ ,
and β reduces to (16) .
As for α, we return to (3) and let γ → 0. Then by invoking (18) , the drift becomes
We have replaced μ with μ thr to indicate that this is the drift when γ → 0. We can let y = 0 and solve for α:
Assuming σ (y) = σ , (24) reduces to (15) . We attained (23) by letting γ → 0. Since γ is proportional to μ cons , this also means that μ cons → 0. Hence the drift μ thr is due to the attraction of the barrier without a constant drift component. It follows that α indicates how strongly the drift is attracted to the barrier.
D. Neural Input Intensity
The intensity of incoming neural spikes to a neuron is of interest in neuroscience [1] , [50] . To simplify the analysis, we replace the time-varying intensity in each IPI by a constant intensity that equals the average of the time-varying intensity in that IPI. Let the random variable be this intensity. We model the intensity as a random variable because its value is not known to neuron j. As mentioned in Section I, we believe that the purpose of j is to send to its targets information about the intensity of its incoming spikes during each of its successive IPI's. This is done via the hitting times of the potential.
There are additional positive and negative contributions to the potential due to the effect of the Na + channels and leakage of the neural membrane, respectively. We expect the rate of the potential's buildup to increase with more intense bombardment of neural spikes. In fact, with double the intensity of the bombardment, we expect the drift to be twice as fast. Thus, it is reasonable to suppose that the drift is proportional to .
Likewise, the variance of a sum increases with the number of quasi-independent random variables in the sum. Since the number of incoming spikes is proportional to the intensity, it is also reasonable to suppose that the variance is proportional to . Hence, given a specific value λ assumed by , the drift and variance are λμ(y) and λσ 2 (y), respectively. The corresponding stochastic differential equation is
The diffusion is still a GIG diffusion where γ is replaced with γ λ. The function w θ (y) is replaced with w θ (y)/ √ λ because the standard deviation has been scaled by √ λ. Hence, β is replaced with β/λ. The resulting conditional pdf of the hitting time, T, given that = λ is
From (26), it is clear that we can also view this λ as a scaling factor on t. Let α λ , β λ , and γ λ be the appropriate GIG diffusion parameter when the input intensity = λ. Then the new set of parameters is related to the old set of parameters in the following way: 
This is consistent with (25) and (26).
E. Justification for the GIG Diffusion Model
First, we distinguish between the barrier and the biological threshold. The GIG diffusion terminates once the barrier is reached, whereas the threshold is the voltage level needed to fire the AP. We can set the barrier a little above the threshold so that the FHT of the GIG diffusion approximates the time it takes the neuron to reach the threshold.
GIG diffusions exhibit a behavior similar to measured buildup of the potential; mainly, at first a steady increase with an approximately constant rate followed by a steepening upswing before the barrier is hit. Figure 2 shows an example of a GIG diffusion building up to an AP. The Wiener process with constant drift model in [19] continues to have constant drift until the neural threshold is reached; there is no upswing observed in the potential's buildup. Hence, our model describes the potential more accurately.
We point out that many other diffusion models exist, but the GIG diffusion has several advantages. The Ornstein-Uhlenbeck model assumes a passive neuron before the neural threshold is hit. Therefore, the rate of the potential buildup actually decreases as the threshold is approached. However, neurons have active ion channels that help push the potential up to make it approximately linear before the upswing [51] - [54] .
There are other neural models that include the upswing, such as the quadratic and exponential integrate-and-fire models [55] , [56] . However, the FHT distribution of these models are not known explicitly. Biophysical diffusion models can also take into account the upswing [29] - [31] . However, there are also no known closed form distributions for the FHT of these models. On the other hand, the FHT of the GIG diffusion is the GIG pdf. Since we are interested in calculating the mutual information between the input and output of a neuron, it is advantageous to have a closed form distribution of the FHT.
The GIG distributed FHT is also desirable. It generalizes the two-parameter IG FHT model in [19] into a three-parameter model. 1 The GIG has also been fitted to the distribution of IPI's [47] , [59] . Furthermore, the GIG pdf is the result of a first principle derivation of a neuron model based on maximum entropy [60] . Finally, the GIG model has a certain closure property, where the marginal distribution for the hitting time is also GIG distributed, but with a different set of parameters (see Section III).
As a note, there may be occasional cases where the GIG diffusion model does not fit the potential of real pyramidal neurons. We believe that long IPI's may be terminated when a higher region in the brain either resets the potential to its initial value or forces the neuron to fire an AP.
III. MUTUAL INFORMATION AND ENERGY
OF GIG DIFFUSION CHANNELS In this section, we examine the mutual information of the input and output in our neural model for a fixed average energy cost. We assume that the parameters of the model don't change in the observed time period and that the potential is reset to the initial level after firing an AP. This implies that for a given input, the neural channel has the same statistics and that the neural channel in a given IPI is independent of the neural channel in another IPI.
Let the input intensity and the FHT of the GIG diffusion T be random variables. Let their joint distribution be f ,T (·, ·). The mutual information between and T is defined as [13] 
where f T| (·|λ) is conditional pdf of T given that = λ, f T (·) is the pdf of T, and f (·) is the pdf of . The expectation is over the joint distribution f ,T (·, ·). Note that the pdf f T| (·|λ) gives the statistics of the output T given that the input = λ; hence, f T| (·|λ) is the neuron "channel". For a comprehensive treatment of information theory, we refer the readers to [61] .
We are interested in the input distribution, f (·), that maximizes the mutual information given the average energy expenditure associated with the input and output, as mentioned in Section I. This constrained maximum information is known as the constrained capacity [61] . First, we examine the energy expenditure.
A. Energy
Let g(λ, t) be the energy cost in an IPI. The variable λ is the input intensity and t is the length of the FHT of the potential.
We identified five major types of energy expenditure in a given IPI, denoted by the functions g i (λ, t), i = 1, . . . , 5: , t) = Gλt, where G > 0. This is the cost of processing incoming spikes, since for an IPI duration of t, there are λt spikes on average that reach neuron j. The total energy is the sum of the five components, i.e.,
We wish to maximize the information for an average energy cost E. Thus, we must satisfy the constraint
B. Maximum Information
The maximum information given the average energy cost E has the following compact form [1]
where a = sD, b = sL, c = sB, and s is a parameter related to the energy budget E (see the Appendix). Note that (33) indicates that I( ; T) is a function of s through a, b, and c. The information is related to the energy in the following way:
where ω is also a function of s (see the Appendix). Information vs. energy can be plotted by generating (E , I( ; T)) pairs for different values of s. It turns out that s is the rate of change of information with respect to the energy [62] , i.e., The constrained capacity is achieved with input distribution
This integral does not produce a pdf for certain parameters, i.e., it may not converge or may produce f (λ) < 0 for some values of λ. To ensure this does not happen, we have observed that it is necessary to have a < α and bc βγ . The precise ranges of a, b, and c that ensure convergence and a non-negative marginal pdf of is an open question.
The resulting output distribution is
where a = sD, b = sL, and c = sB, as previously noted. Note that this is another GIG distribution. Hence, we have closure in the sense that the conditional distribution and the marginal distribution share the same form, albeit with different parameters.
The implication of an independent neuron channel is that the input in an IPI is independent of the input in another IPI since this independence maximizes the mutual information. Also, the IPI's themselves are independent of each other. This is not true in real neurons, i.e., short IPI's are more likely to be followed by another short IPI. However, it has been shown that the reduction in information due to the dependence on the IPI's is small [50] . Figure 3 shows the information-energy curve (or equivalently, capacity rate vs. power curve) for different parameter sets. Where the solution for f (λ) fails to be a pdf, the curves serve as an upper bound for the information given the energy budget.
The resulting information-energy curve is an increasing and concave function. First, it rises rapidly, but then it forms a sharp knee. This suggests that neurons tend to use low energy. Increasing the energy after a certain point produces a low increase in information. However, in dire situations, that increase in information may be crucial for survival and it is worth expending the extra energy.
C. Maximum Bits Per Joule
The bpJ of a point on the information-energy curve is the slope of the line that passes through the origin and the point of interest. The point of maximum bpJ is where that line is tangent to the information-energy curve [62] , [63] . This is apparent because capacity cost curves are concave. Therefore, the point of maximum bpJ satisfies
where s is now also the bpJ. Equivalently, in order for s to be the point of maximum bpJ, the value of s must satisfy
The value of s can be substituted into the expression for I( ; T) and E to find the values of information and energy that maximizes bpJ. Figure 4 shows the maximum bpJ point for an information-energy curve.
IV. PARAMETER ESTIMATION
We want to estimate the parameters of the GIG diffusion, namely σ 2 , α, and γ , from a regularly sampled realization of the diffusion. We can also estimate the parameters from a recording from the potential's buildup in a pyramidal neuron. We will assume that the barrier θ is known, whereupon β is given by (16) in terms of θ and σ 2 .
For now, assume that λ = 1, i.e., has taken the value 1. Without a reference, the value of is arbitrary. To demonstrate, suppose our estimates for σ 2 , α, and γ when we set λ = 1 are σ 2 0 , α 0 , and γ 0 , respectively. Then suppose we learn that the "real" value of is λ 0 . We can scale the estimated parameters to form the new estimates that correspond with = λ 0 : σ 2 0 /λ 0 , α 0 , and γ 0 /λ 0 , respectively. We will develop two methods for estimating the parameters. The first is the approximate maximum likelihood estimators (MLE's) using the Euler method [64] . We will call these estimators the pseudo-maximum likelihood estimators (pMLE's). The second method involves approximating a function of the parameters via the pMLE. Then a least square (LS) fit approximation is used to extract the estimates of the parameters themselves. We call these estimators the pseudo-least square fit estimates (pLSFE's). Both estimation methods require that we first approximate (25) with a discrete-time difference equation:
Time has been discretized into intervals of length . The GIG diffusion runs from time t = 0 to t = T. The symbol N is the number of samples taken by the discretization scheme (excluding the initial point Y 0 = 0). Clearly, N = T/ and that N → T as → 0.
Given that Y (i−1) = y i−1 , Y i is a normally distributed random variable with mean y i−1 + μ(y i−1 ) λ and variance
is a discrete-time, continuous-state Markov process. The pdf of the discrete-time process is then The log-likelihood L y of the discretized diffusion is the logarithm of (41), i.e.,
Assume that λ = 1, as mentioned and justified earlier. We first describe the pMLE.
A. Estimation of Parameters α and γ via pMLE
To estimate α via the pMLE, we seek the value of α that maximizes of the log-likelihood, (42) . We set the partial derivative of (42) with respect to α to zero, resulting in:
This equation is not analytically tractable. However, we consider the diffusion near the barrier so that (43) is tractable. In the limit y → θ , the drift (11) becomes
This is apparent from (11) and (18) . We only use the last k samples in the diffusion because towards the end of the diffusion, Y t is close to the barrier. Then substituting (44) into (43) we can solve for α and find the estimator to bê
We have replaced σ 2 with its estimatorσ 2 (y) since the value of σ 2 is not known. We discuss possible ways of gettingσ 2 (y) in the next subsection. Likewise, we repeat with γ and get
Again, this is not analytically tractable, but we can consider the diffusion near the beginning and assume that the threshold is large so that (46) becomes tractable. In the limit as θ → ∞, the drift at a finite y (11) is
This is apparent from (11) and (19) . We use only the first r samples of the diffusion (excluding Y 0 ). Then substituting (47) into (46), we find that the estimator for γ iŝ
Note that this is an estimator for a constant drift [38] .
B. Variance Estimation
We can attempt to find the value of σ 2 that maximizes (42) . Unfortunately, the resulting expression is analytically intractable and requires a numerical solution. A simple alternative exists based on the quadratic variation [64] :
We will call this the "simple" estimator of σ 2 . This estimate does not require any of the other parameters and is easily obtained. Note that this estimator is not necessarily unbiased. However, the estimator is consistent if we consider the diffusion only where Y t ≤ θ sub < θ, i.e., we only consider Y t strictly below the threshold 2 [65] . However, the bias can lead to inaccurate estimators. A similar approach to estimating γ can be used in improving the estimate of σ 2 . We will only consider the beginning of the diffusion and assume that the threshold is large. Then the drift is approximately constant and is given by (47) . Suppose we only use the first q samples of the diffusion. Then the loglikelihood is
Setting the partial derivative of L y with respect to σ 2 to equal zero and some algebra yields
We can substitute in the estimator for γ in (48) into (51). Solving for σ 2 , we get the estimator for the variance aŝ
However, even under the constant drift assumption, this estimator is still biased, i.e.,
To compensate, we scale the estimator by−1 , which yieldŝ
We will call this the constant drift estimator (CDE) for σ 2 .
The CDE may not be unbiased overall; but it is unbiased if the constant drift assumption holds. The CDE is also consistent. Keeping the product q constant (the length of time to consider for the estimator) and letting → 0 and q → ∞, the CDE approaches the simple consistent estimator shown earlier.
We have an estimate for all the parameters in the GIG diffusion via the pMLE. To reiterate, these are not the MLE's of the parameters. These are analytical estimators that are approximated from the maximum likelihood conditions. There exist other estimators that are more favorable in terms of maximizing the likelihood, namely the MLE's; however, they are intractable and may require a numerical solution.
C. Estimation of Parameters α and γ via pLSFE
We define a new function S α (·) as
In terms of S α (·), the drift equation (11) is
From the GIG diffusion {Y t }, we can estimate the function
Then we find the values of α and γ that produce a best fit curve to the estimates. Said values of α and γ are our estimators for the parameter set of the diffusion. This method works well for the two parameters but produces poor results if we try to include estimating σ 2 . Hence, we can use one of the variance estimators in Section IV-B. Throughout this subsection, we assume that σ 2 has already been estimated. For i ∈ {1, . . . , N}, define
The log-likelihood can then be written as
Then we take the partial derivatives of (58) with respect to s i−1 for all i ∈ {1, . . . , N} to get the pseudo-MLE for each
Then we perform least squares fit of the function S α ( θ−y σ √ 2γ ) to the estimatesŝ i−1 , i.e., we solve arg min
This minimization can be done numerically.
D. Estimation of Input Intensity Λ
We use the approximate MLE to estimate the input intensity. Here, we remove the assumption that λ = 1. We assume that other parameters are known and that λ is the only unknown.
To find the value of λ that maximizes the loglikelihood (42), we take the partial derivative with respect to λ and set it equal to zero. After some algebra to simplify the equation, we have
This is a quadratic equation with possibly two solutions. Since λ > 0, the only sensible solution to (61) is the positive one, i.e.,
where
We can show that for a small enough ,λ(y) becomes similar to the simple estimator for σ 2 in (49). We consider the diffusion in the interval [0, τ ], where τ < T. It is the case The MSE of the estimators of σ 2 is plotted against the sampling period. For all of the estimators presented here, the data can be fitted with a power function, which is a straight line under log-log scaling. The higher slope of the simple estimator indicates a higher power and worse scaling with longer sampling periods. For the CDE's, with the exception of φ = 1, the slope of the linear fit is approximately 1. This suggests that the MSE grows linearly with . In parameter set 2, the pMLE for φ = 0.1 cannot be determined past a certain value of because with a low sampling period, not enough samples were taken to produce a proportion of 0.1.
Let M be the number of samples in the interval [0, τ ]. Then d is a Riemann sum that converges to a finite limit:
Hence, λ 2 d → 0 and (61) can be approximated as
If N < τ, then M = N and the estimator is approximatelŷ
for small values of . This solution is almost the same as (49) , where the only difference is the divisor σ 2 in (65). We can see that (65) is estimating λσ 2 /σ 2 , i.e., λ. 
V. SIMULATION
We simulated GIG diffusions and used the derived estimators to estimate their respective parameter sets. Two sets of parameters, called set 1 and set 2, were used and is shown in Table I. Table II contains the rest of the parameters used for the setup of the simulations. First, the simulations were done with = 1. Then the parameters σ 2 , α, and γ were estimated. Then we simulated the GIG diffusions again, but with = 3. In the second case, we assume that σ 2 , α, and γ are known, and we estimate . for all the estimators. The rate of decrease is higher for the pMLE. The pLSFE is less biased. (b) The MSE of the estimators of α is plotted against the sampling period. The MSE increases with for all estimators. The MSE is initially lower for the pMLE, but increases above the MSE of pLSFE due to the higher rate of increase. Note that for parameter set 2, the scale of the ordinate is logarithmic. For a low values of κ, the pMLE cannot be determined for large values of . There were not enough samples to get a proportion of κ in these cases.
TABLE II THE PARAMETER SET USED IN THE SIMULATIONS
The diffusion is approximated using the Euler method with step size δ = 0.0001. The simulation stops when the value of the diffusion hits or surpasses the barrier. If the value of the sample surpasses the barrier, that sample is removed from the data set. We simulated sampling by taking every other ζ samples. The simulations are done with different values of ζ whose values are in Table II . The "sampling period" is then = ζ δ. For each value of the sampling period, the experiment was repeated 1000 times. The sample mean and mean square error (MSE) for each estimator were calculated.
For the CDE, we define φ = q/N, i.e., φ is the fraction of the samples used in the estimation per total number of samples. Similarly, we also define κ = k/N and ρ = r/N for the pMLE for α and γ , respectively.
We point out that this simulation is intended to show how the estimators work for a GIG diffusion. The parameters chosen for the simulations are not tied in anyway to biological neurons. Hence, the units in the simulations are arbitrary. Before the estimators are used in experimental data, they need to be tested for a more biophysical simulations such as ones using stochastic Hodgkin and Huxley models. Figure 5 shows the sample mean and MSE of the variance estimators for parameter sets 1 and 2. The sample mean of the simple estimator increases roughly linearly with . Excluding the case where φ = 1, the sample means of the CDE's are near the true value of σ 2 and do not change significantly with . In other words, the CDE's, excluding the case where φ = 1, are Fig. 7. (a) The sample mean of the estimators of γ is plotted against the sampling period. For the pMLE, the mean is higher than the true value of γ . With ρ = 1, the sample mean decreases as a function of . For the other values of ρ, the sample mean increases slightly with . As for the pLSFE, the sample mean is constant for parameter set 1 and decreases slightly with in parameter set 2. The pLSFE is less biased than the pMLE. (b) The MSE of the estimators of γ is plotted against the sampling period. For the pMLE with ρ = 1, the MSE initially decreases with due to the decreasing mean. Then the MSE increases due to error with a longer sampling period. In all other cases, the MSE increases with .
A. Variance Estimators
unbiased. When φ = 1, every sample is used in the estimate, including near the end of the diffusion, where the drift changes drastically. The assumed constant drift and the actual drift are not matched. This introduces a bias to the CDE with φ = 1 that is increasing with , as shown in Figure 5 . For the other values of φ, the drift is approximately constant, so the estimators are approximately unbiased.
As for the MSE of the estimators, the rate of increase is linear in when plotted on a log-log scale for all of the estimators. Therefore, the MSE data points can be fitted with a power function described by f ( ) = a( ) p . The MSE data points for the CDE's, except for φ = 1, are collinear with a slope of approximately 1. This strongly suggests that the MSE increases linearly with . On the other hand, the slope is greater than 1 for the simple estimator and CDE with φ = 1. The MSE grows supralinearly in in these two cases. The use of the simple estimator is limited to small values of due to large error and bias. The best estimator in terms of the MSE is the CDE with φ = 0.75 for both parameter sets. This suggests that the GIG diffusion has approximately constant drift for the first 75% of it for parameter sets 1 and 2. Figure 5 supports the fact that the simple estimator and CDE's are consistent because from the figure, it appears that the sample mean and MSE approach the values of σ 2 and 0 for decreasing , respectively.
B. Parameter α Estimators
Since estimating α requires estimating σ 2 , we adopted the CDE with φ = 0.75 as the estimator for σ 2 for both parameter sets. This estimator was used because it has the least MSE for both parameter sets.
The sample mean and MSE of the α estimator for parameter sets 1 and 2 are plotted in Figure 6 . For the pMLE, the sample mean of the α estimator is below the true value of α because we assumed the constant drift is 0. The estimated barrier dependent drift must be slightly higher to compensate for this assumption. This corresponds to a lower estimated value of α. The sample mean of the pMLE decreases with . Likewise, the sample mean of the pLSFE also decreases with , but at a slower rate. The sample mean of the pLSFE is closer to the true value of α, which indicates the pLSFE is less biased than the pMLE.
The MSE increases as , which is expected. However, the MSE of the pMLE increases faster than the MSE of the pLSFE. For low values of , the pMLE is better than the pLSFE. As increases, the pLFSE is the better estimator because the rate of increase in the MSE is not as large. Thus, the pLFSE has a lower MSE for large .
With regards to the value of κ, the MSE of the pMLE first improves by increasing κ. Then as κ increases even further, the MSE worsens. There is a balance between using too few samples where there is not enough data points and using too many samples in the region where the zero constant drift assumption does not hold. This assumption is approximately true at the end of the diffusion where the barrier dependent drift swamps the constant drift. Any points used outside of the region at the end of the diffusion will introduce bias in the estimator.
We note that when we attempted to determine the pLSFE, there were a few instances where the computer program terminated early without solving for the minimum because the maximum number of iterations was reached. We included the results in the calculations of the mean and MSE, nonetheless. This affects the results for the pLSFE for both α and γ .
C. Parameter γ Estimators
Likewise, we adopted the CDE with φ = 0.75 for σ 2 for both parameter sets. The sample mean and MSE of the estimators of γ is plotted in Figure 7 . For the pMLE, the sample mean is greater than the true value of γ . This is because we assumed that the barrier dependent drift is 0, so the estimated constant drift must be larger than to compensate for the lack of the barrier dependent drift. In the case of ρ = 1, the mean of the pMLE decreases slightly with . This is because if ρ = 1, the last sample before the barrier is hit is used for the estimate. With larger sampling times, the last sample does not get as close to the threshold. This effect is amplified near the barrier since the effect of the attraction is more significant the closer the diffusion is to the barrier. For the other cases of the pMLE, the sample mean increases only slightly with . The sample mean of the pLSFE does not change significantly with for parameter set 1 and actually decreases with for parameter set 2. Its sample mean has approximately the same value as γ , which suggests that the pLSFE is approximately unbiased.
When ρ = 1, the MSE of the pMLE initially decreases with , but then increases. This is because the estimator becomes less biased as the value of the sample mean decreases. However, the reduction of the MSE due to the unbiasedness is offset by the increase in the MSE and is eventually overcome by it. For the rest of the pMLE, the MSE increases with . Likewise, the MSE of the pLSFE increases with . When the bias of the pMLE is low, its MSE and the MSE of the pLSFE are close. However, when the bias of the pMLE is high, the MSE of the pLSFE is lower. Thus, the bias of the pMLE increases the error significantly.
The value of ρ that produces the least error here lies somewhere between 0.5 and 0.75, which suggests that the drift of the GIG diffusions for these two parameter sets is approximately constant for the first 50% to 75% of it. This agrees with the result of the CDE.
We stress the importance of large θ and μ cons for the pMLE; otherwise, the assumption that the drift is described as (47) in the beginning of the diffusion may not hold. This results in biased estimators such as in parameter set 2. In such a case, the pLFSE is a better choice for the estimator.
D. Selection of φ, κ, and ρ
In these two parameter sets, it seems that the best choice of φ and ρ is around 0.75. This is yet to be proven, but we observe that typically the GIG diffusion behaves linearly for at least the first half of the diffusion. Further studies is needed but perhaps a number between 0.5 and 0.75 is a good choice. As for κ, the optimal choice is different for the two parameter sets.
What can be done is to anticipate the range of values the parameter can take and simulate many instances of the GIG diffusion. Then k-fold cross-validation can be used to find the value of φ, κ, and ρ. However, such anticipation is difficult at this point and the optimal selection is an open question.
E. Input Intensity Λ Estimators
Here we present the estimation of with the parameters σ 2 , α, and γ known. We let = 3. Since the estimator is based on maximum likelihood, the pdf f (·) is not needed to get an estimate of .
The sample mean and MSE of the estimator for λ is plotted in Figure 8 . The sample mean increases with but with decreasing rate. The MSE is also small compared to the value of . The figure seems to indicate that MSE approaches 0 as decreases. This indicates that the MLE estimator is consistent.
Note that the accuracy of the estimator depends on accurate estimation of α, γ , and σ 2 . In this simulation, we assumed the best case possible, i.e., we know what the values of the parameters are. Good parameter estimation is required in order to accurately estimate .
VI. CONCLUSION
The GIG diffusion can serve as a useful model for the potential's buildup inside a neuron. A subset of GIG diffusions exhibit an increasingly stronger attraction to a barrier as it is approached, merging with the role Na + channels play in the initial segment of a neuron's axon. The attraction of the potential to the threshold reduces jitter in the hitting time, thus increases the accuracy of the timing of AP's.
We have characterized the parameters of the GIG diffusion. The parameters control the variance, barrier, attraction to the barrier, and a drift component independent of the barrier. We also have provided estimates of the parameters and the input intensity from knowledge of a sample path of the diffusion. Similarly, via knowledge of a GIG diffusion's sample path, we can determine more accurately the information a neuron conveys.
We have tied information theory closer to neuroscience by generating information-energy curves, or equivalently, information rate vs. power curves for pyramidal neurons in primary sensory cortex. This information rate-power tradeoff is what electrical engineers consider the most appropriate way of describing the limits on information transmission. The neuron must also consider this tradeoff in order to operate efficiently. The neuron usually operates at maximum bpJ. However, in emergencies it may increase its energy usage in order to increase the transmitted information.
Thus far, our theory is unconfirmed by experiments. We believe we have good reasons for our assumptions, but they must hold up for real neurons. We reiterate the need for more collaboration between information theorists and neuroscientists. Experiments are needed to see how well GIG diffusions actually match the potential's buildup and to determine the values of the parameters of the model. A possible experiment to perform is to make intracellular and extracellular recordings of a neuron in V1 with the experimenters controlling its input intensity. To control the input to the neuron, find its afferent lateral geniculate nucleus (LGN) cells and transfect them with channelrhodopsin. This allows the LGN cells to be activated by light. Thus, the experimenters can use a laser scanning device to activate the transfected LGN cells in a fashion that simulates the arriving pulses to the V1 neuron under normal conditions. We can vary the input intensity and observe whether the recordings conform to our theory.
Experiments are also needed to confirm the proposed energy terms introduced in Section III and identify the values of the constants. With collaboration with experimental neuroscientists, we hope to confirm or disprove our theory in the future.
APPENDIX
Here, we present in detail the energy and constrained capacity of the GIG pdf neuron. Additional details can be found in [1] .
A. Energy
Carrying out the expectation, (32) can be written as
For a given E, there is a value of s that satisfies (66). Hence, the value of s is related to the energy budget. The value of s is also the rate of change of information with respect to energy when the energy budget E, as mentioned in Section III-B.
B. Compact Form of I(Λ; T)
The maximum mutual information given the average energy cost is [1] I( ; T) = log
First, we define
Next, we introduce a dummy variable x and set its value to one so that
We can use the following property of K α (x) [48] ,
and get
Rearranging the terms yield (1, 0) ax, 2x √ bc
√ βγ + αK (1, 0) αx, 2x √ βγ
Using the fact that 
From the derivative of the log(·) function, we get
Combining the two log(·) expressions and the fact that the first term is independent of x, we have
which is the same as (33).
