We use Hopf algebras to prove a version of the Littlewood-Richardson rule for skew Schur functions, which implies a conjecture of Assaf and McNamara. We also establish skew Littlewood-Richardson rules for Schur P -and Q-functions and noncommutative ribbon Schur functions, as well as skew Pieri rules for k-Schur functions, dual k-Schur functions, and for the homology of the affine Grassmannian of the symplectic group.
Assaf and McNamara
recently used combinatorics to give an elegant and surprising "skew Pieri rule," a formula for the product of a skew Schur function and a complete homogeneous symmetric function. Their paper also included a conjectural skew version of the Littlewood-Richardson rule, and an appendix by one of us (Lam) that provided a simple algebraic proof of their skew Pieri rule. In this paper, we extend this algebraic point of view further, showing that the Assaf-McNamara skew Pieri rule and conjectured skew Littlewood-Richardson rule are special cases of a simple formula holding for any pair of dual Hopf algebras.
We establish this Hopf-algebraic formula and explore its implications in some well-known Hopf algebras in combinatorics. In particular, we deduce the conjectural formula in [1] and establish skew Littlewood-Richardson rules for Schur P -and Q-functions and noncommutative ribbon Schur functions. Finally, we provide skew Pieri rules for k-Schur functions, dual k-Schur functions, and for the homology of the affine Grassmannian of the symplectic group. A significance of these latter formulas is that-unlike the Assaf-McNamara skew Pieri rule-there are not yet combinatorial formulas for the structure constants of these Hopf algebras, and so these formulas currently cannot be deduced using combinatorial arguments.
A Hopf algebraic formula
We assume basic familiarity with Hopf algebras, as found in the opening chapters of the book [10] . Let H, H * be a pair of dual Hopf algebras over a field k. This means that there is a nondegenerate pairing ·, · : H ⊗ H * → k for which the structure of H * is dual to that of H and vice-versa. For example, H could be finite-dimensional and H * its linear dual, or H could be graded with each component finite-dimensional and H * its graded dual. These algebras naturally act on each other [10, 1.6.5] : suppose that h ∈ H and a ∈ H * and set (1) h ⇀ a := h, a 2 a 1 and a ⇀ h := h 2 , a h 1 . (We use Sweedler notation for the coproduct, ∆h = h 1 ⊗ h 2 .) These left actions are the adjoints of right multiplication: for g, h ∈ H and a, b ∈ H * ,
This shows that H * is a left H-module under the action in (1). In fact, H * is a left H-module algebra, meaning that for a, b ∈ H * and h ∈ H,
Recall that the counit ε : H → k and antipode S :
We establish a simple product formula involving the action ⇀. Lemma 1. For g, h ∈ H and a ∈ H * , we have
Proof. Let b ∈ H * . We prove first the formula
(This is essentially ( * ) in the proof of Lemma 2.1.4 in [10] .) Expanding the sum using (2) and coassociativity, (
Here, (5) follows as H * is an H-module and (6) from the antipode and counit conditions. Note that (a ⇀ g) · h, b = a ⇀ g, h ⇀ b = g, (h ⇀ b) · a . Using (4) this becomes
which proves the lemma, as this holds for all b ∈ H * .
Remark 2. This proof is identical to the argument in the appendix to [1] , where h was a complete homogeneous symmetric function in the Hopf algebra H of symmetric functions.
Application to distinguished bases
We will apply Lemma 1 to produce skew Littlewood-Richardson rules for several Hopf algebras in algebraic combinatorics. Here, we isolate the common features of those arguments.
In the notation of Section 1, let {L λ } ⊂ H and {R λ } ⊂ H * be dual bases indexed by some set P, so L λ , R µ = δ λ,µ for λ, µ ∈ P. Define structure constants b ν λ,µ for H and c ν λ,µ for H * by expanding products and coproducts of basis elements in the basis,
Note that the structure of H * can be recovered from the structure of H. Thus, we may suppress the analogs of (8) in the coming sections.
Another way to express the coproduct is to expand only the right tensor factor in terms of the basis:
The corresponding left tensor factors, the skew elements L ν/µ and R ν/µ above, have a natural interpretation in terms of the ⇀ action, namely, R λ ⇀ L µ = L µ/λ and L λ ⇀ R µ = R µ/λ . (This is explained in the proof of Theorem 3.) We also make use of the structure constants c τ π,ρ,σ and b τ π,ρ,σ , which are defined by
Finally, suppose that the antipode acts on H in the L-basis according to the formula S(L ρ ) = (−1) e(ρ) L ρ T (11) for some functions e : P → N and (·) T : P → P. Then Lemma 1 takes the following form.
Theorem 3 (Algebraic Littlewood-Richardson formula). For any λ, µ, σ, τ ∈ P, we have
Swapping L ↔ R and b ↔ c in (12) yields the analog for the skew elements R µ/λ in H * .
Proof. The actions in (1) together with the second formulas for the coproducts in (7) and (8) show that R λ ⇀ L µ = L µ/λ and L λ ⇀ R µ = R µ/λ . Now use (3) and (7)-(11) to obtain
This equals the right hand side of (12), since R λ − ⇀ L µ
Remark 4. (i) Theorem 3 gives an explicit formula for how the action ⇀ commutes with multiplication in a pair of dual Hopf algebras (H, H * ) satisfying (11) .
(ii) The condition (11) is highly restrictive. It implies that the antipode S, as a linear map, is conjugate to a signed permutation matrix. Nevertheless, it holds for the Hopf algebras we consider. More generally, it holds if either H or H * is commutative, for then S is an involution [10, Cor. 1.5.12].
(iii) For a given algebra H, one could potentially prove a formula such as (12) without resorting to Hopf algebraic techniques. The merit of the present approach is its decreased demand for ingenuity (both in finding the formula and in proving it). In any case, there is no guarantee that the developed algebraic or combinatorial theory would be robust enough for the job. (See Remark 13.)
Skew Littlewood-Richardson rule for Schur functions
The commutative Hopf algebra Λ of symmetric functions is graded and self-dual under the Hall inner product ·, · : Λ ⊗ Λ → Q. A systematic study of Λ from a Hopf algebra perspective appears in [15] . We follow the definitions and notation in Chapter I of [8] . The Schur basis of Λ (indexed by partitions) is self-dual, so (7), (9) , and (10) become
where the c ν λ,µ are the Littlewood-Richardson coefficients and the s ν/µ are the skew Schur functions [8, I.5] . Combinatorial expressions for the coefficients c ν λ,µ are derived using the Hopf algebraic structure of Λ in [15] . The coefficients c τ π,ρ,σ occur in the triple product s π · s ρ · s σ , c τ π,ρ,σ = s π · s ρ · s σ , s τ = s π · s ρ , s τ /σ = s π ⊗ s ρ , ∆(s τ /σ ) . Write ρ ′ for the conjugate (matrix-transpose) of ρ. Then the action of the antipode is
which is just a twisted form of the fundamental involution ω that sends s ρ to s ρ ′ . Indeed, the formula i+j=n (−1) i e i h j = δ 0,n shows that (15) holds on the generators {h n | n ≥ 1} of Λ. Then (15) follows as both S and ω are algebra maps.
Since c λ λ − ,ρ ′ = 0 unless |ρ| = |λ/λ − |, we may write (12) as
We next formulate a combinatorial version of (16). Given partitions ρ and σ, form the skew shape ρ * σ by placing ρ southwest of σ. Thus,
Similarly, if R is a tableau of shape ρ and S a tableau of shape σ, then R * S is the skew tableau of shape ρ * σ obtained by placing R southwest of S. 
the sum taken over triples (R − , R + , S) of tableaux with sh(S) = σ and R − * R + * S ≡ K T .
Note that (µ/λ) ′ = µ ′ /λ ′ and the operation * makes sense for skew tableaux. If S is a tableau of skew shape µ/λ, put |S| = |µ/λ| = |µ| − |λ|.
Theorem 6 (Skew Littlewood-Richardson rule). Let λ, µ, σ, τ be partitions and fix a tableau T of shape τ . Then
for r ∈ N, Theorem 6 reduces to the skew Pieri rule in [1] .
(ii) If T is the unique Yamanouchi tableau of shape τ whose jth row contains only the letter j, then Theorem 6 is almost Conjecture 6.1 in [1] . Indeed, in this case S is Yamanouchi of shape σ, so the sum is really over pairs of tableaux, and this explains the σ-Yamanouchi condition in [1] . The difference lies in the tableau S − and the reading word condition in [1] . It is an exercise in tableaux combinatorics that there is a bijection between the indices (S − , S + ) of Theorem 6 and the corresponding indices of Conjecture 6.1 in [1] .
(iii) The first hint of a combinatorial skew Littlewood-Richardson rule was provided by Zelevinsky [14] , who gave the inner product of two skew Schur functions a combinatorial interpretation via the notion of "pictures."
(iv) We emphasize that the skew elements do not form a basis. Still, the elegant form that (17) takes, and its striking parallel with the classical Littlewood-Richardson rule, is justification enough for its mention. Echoing [1, Sec. 6.3], it would be interesting to find a scenario where expansion of a skew product via (17) is more appropriate than expansion in terms of the Schur basis.
Proof of Theorem 6. We reinterpret (16) in terms of tableaux. Let (R − , R + , S) be a triple of tableaux of partition shape with sh(S) = σ and
µ,π counts skew tableaux S + of shape µ + /µ with S + ≡ K R + . Now (16) may be written as
summing over skew tableaux (R − , R + , S − , S + , S) with R ± of partition shape, sh(S) = σ, R − * R + * S ≡ K T , sh(S + ) = µ + /µ, sh(S − ) = (λ/λ − ) ′ , and S ± ≡ K R ± . Finally, note that R ± is the unique tableau of partition shape Knuth-equivalent to S ± . Since S − * S + * S is Knuth-equivalent to T (by transitivity of ≡ K ), we omit the unnecessary tableaux R ± from the indices of summation and reach the statement of the theorem.
Skew Littlewood-Richardson rule for Schur P -and Q-functions
The self-dual Hopf algebra of symmetric functions has a natural self-dual subalgebra Ω. This has dual bases the Schur P -and Q-functions [8, III.8], which are indexed by strict partitions λ : λ 1 > Λ 2 > · · · > λ l > 0. Write ℓ(λ) = l for the length of the partition λ. As in Section 3, the constants and skew functions in the structure equations
have combinatorial interpretations (see below). Also, each basis {P λ } and {Q λ } is almost self-dual in that P λ = 2 −ℓ(λ) Q λ and g ν λ,µ = 2 ℓ(λ)+ℓ(µ)−ℓ(ν) f ν λ,µ . The algebra Ω is generated by the special Q-functions q n = Q (n) := i+j=n h i e j [8, III, (8.1)]. This implies that S(q n ) = (−1) n q n , from which we deduce that
As f λ λ − ,ρ = 0 unless |ρ| = |λ/λ − |, we may write the algebraic rule (12) as
with a similar identity holding for P µ/λ · P τ /σ (swapping P ↔ Q and f ↔ g).
We In what follows, tableaux means semi-standard (skew) shifted tableaux on a marked alphabet [8, III.8]. We use shifted versions of the jeu-de-taquin and plactic equivalence from [11] and [12] , denoting the corresponding relations by ≡ sj and ≡ sp , respectively. Given tableaux R, S, T, we write R * S ≡ sp T when representative words u, v, w (built via "mread" [12, §2]) of the corresponding shifted plactic classes satisfy uv ≡ sp w. 
Serrano has a similar description of these coefficients in terms of ≡ sp . Fixing a tableau T of shape τ , it follows from [12, Cor. 1.15] that the coefficient f τ π,ρ,σ in P π · P ρ · P σ = τ f τ π,ρ,σ P τ is given by Conjecture 1 (Conjectural Skew Littlewood-Richardson rule). Let λ, µ, σ, τ be partitions and fix a tableau T of shape τ . Then 
Skew Littlewood-Richardson rule for noncommutative Schur functions
The Hopf algebra of noncommutative symmetric functions was introduced, independently, in [4, 9] as the (graded) dual to the commutative Hopf algebra of quasisymmetric functions. We consider the dual bases (indexed by compositions) {F α } of Gessel's quasisymmetric functions and {R α } of noncommutative ribbon Schur functions. The structure constants in
may be given combinatorial meaning via the descent map d : S n → Γ n from permutations to compositions and a section of it w : Γ n → S n . These maps are linked via ribbon diagrams, edge-connected skew Young diagrams (written in the french style), with no 2×2 subdiagram present. By way of example, If a ribbon γ is formed from α and β in either of these two ways, we write γ ∈ α♦β. The coefficient b γ α,β is 1, if γ ∈ α♦β, and 0 otherwise. If * is the shifted shuffle product on permutations (see (3.4) in [9] ), then the coefficient c γ α,β is the number of words w in w(α) * w(β) such that d(w) = γ. The coefficient c τ π,ρ,σ has the analogous description. Antipode formulas for the distinquished bases were found, independently, in [2, 9] :
where α ′ is the conjugate of α (in the sense of french style skew partitions). For example, (3141) ′ = 211311. The descriptions of the antipode and structure constants in (26) and (27) give a formula for the product of two skew ribbon Schur functions.
Theorem 9 (Skew Littlewood-Richardson rule). Let α, β, σ, τ be compositions. Then
the sum taken over factorizations α ∈ α − ♦ρ ′ , extensions β + ∈ β♦π, and words w in the shuffle product w(π) * w(ρ) * w(σ) such that d(w) = τ .
Remark 10. The nonzero skew ribbon Schur functions R β/α do not correspond to skew ribbon shapes in a simple way. For example, 111 is not a (connected) sub-ribbon of 221, yet R 221/111 = R 2 + R 11 = 0. Contrast this with the skew functions F β/α , where F β/α = 0 if and only if β ∈ ω♦α for some ribbon ω. That is, F β/α = F ω . Thus we may view α as the last |α| boxes of the ribbon β and β/α as the complementary ribbon ω. Interpreting F β/α · F τ /σ alternately as a product of ordinary functions or skew functions yields the curious identity
Skew k-Pieri rule for k-Schur functions
Fix an integer k ≥ 1. Let Λ (k) denote the Hopf subalgebra of the Hopf algebra of symmetric functions generated by the homogeneous symmetric functions h 1 , h 2 , . . . , h k . Let Λ (k) denote the Hopf-dual quotient Hopf algebra of symmetric functions. We consider the dual bases {s [5, 7] , also called strong Schur functions and weak Schur functions in [5] . The k-Schur functions were first introduced by Lapointe, Lascoux, and Morse in the context of Macdonald polynomials, and were later shown by Lam to represent Schubert classes in the affine Grassmannian of SL(k+1, C). We refer the reader to the references in [5] .
Here λ varies over all k-bounded partitions, that is, those partitions satisfying λ 1 ≤ k. There is an involution λ → λ ω k on k-bounded partitions called k-conjugation. We have
λ ω k . If λ = (r) is a one-part partition, then s (k) λ = h r is a homogeneous symmetric function. We have the k-Pieri and dual k-Pieri rules [5, 7] (called weak and strong Pieri rules in [5] )
for r ≤ k. Here λ r µ denotes an r-weak strip connecting λ and µ-present if and only if both µ/λ and µ ω k /λ ω k are horizontal r-strips. There is a bijection between k-bounded partitions and the cosetsS n /S n of the symmetric group S n in the affine symmetric group S n , where n = k + 1. In this setting, r-weak strips are certain intervals in the weak order of S n /S n of rank k. The notation λ → r µ denotes an r-strong strip as introduced in [5] . The r-strong strips correspond to certain (decorated) intervals in the strong (Bruhat) order of S n /S n of rank k. We will not give the precise definition here, but remark that the decoration implies that there may be distinct strong strips λ → r µ and (λ → r µ) ′ between the same two partitions λ, µ, so that the second Pieri rule of (29) may have multiplicities. We define skew functions s λ/µ using (7) and (8) . While analogs of (16) may be formulated for these functions, analogs of the more satisfactory (17) are not available, for want of a combinatorial description of the structure constants in Λ (k) . We settle for skew Pieri rules instead.
Theorem 11 (Skew k-Pieri (or weak Pieri) rule). For k-bounded partitions λ, µ, and r ≤ k,
In Theorem 3, take L τ /σ = h r . For c τ π,ρ,σ , use the formula ∆(h r ) = i+j=r h i ⊗ h j , and for b λ λ − ,ρ ω k and b µ + µ,π , use (29).
Theorem 12 (Skew dual k-Pieri (or strong Pieri) rule). For k-bounded partitions λ, µ, and r ≤ k,
Identical to the proof of Theorem 11. Remark 13. Theorems 11 and 12 are direct generalizations of [1, Thm. 3.2] . However, the combinatorial proof in [1] is unavailable here and Hopf algebraic methods provide the only approach (at least for Theorem 11). Specifically, the Assaf-McNamara proof rested on viewing s λ/µ as the generating function for skew tableaux of shape λ/µ. While there is an explicit combinatorial description of F (k) λ/µ in terms of the weak tableaux of [5] , there is only a conjectural combinatorial description of s As an example, let k = 2, r = 2, µ = (2, 1, 1), and λ = (1). Then Theorem 11 states that One can verify that both sides are equal to 6 F Fix n ≥ 1. The Hopf algebra Ω of Section 4 contains a Hopf subalgebra Ω (n) generated by the Schur P -functions P 1 , P 3 , . . . , P 2n−1 . In [6] , it was shown that Ω (n) is isomorphic to the homology ring H * (Gr Sp(2n,C) ) of the affine Grassmannian of the symplectic group Sp(2n, C). w } is the set C 0 n of affine Grassmannian type C permutations: they are the minimal length coset representatives of C n in C n . A lower Bruhat order ideal Z ⊂ C n of the affine type C Weyl group is defined in [6] . Let Z j ⊂ Z denote those v ∈ Z with length ℓ(v) = j. For each v ∈ Z, there is a nonnegative integer c(v) ∈ Z ≥0 , called the number of components of v. We note that c(id) = 0. With this notation, for each 1 ≤ j ≤ 2n − 1, we have the Pieri rule [6, Thms. 1.3 and 1.4]
where the sum is over all v ∈ Z j such that vw ∈ C 0 n , and ℓ(vw) = ℓ(v) + ℓ(w). It follows from the discussion in Section 4 that the antipode acts on the P j by S(P j ) = (−1) j P j . We define P (n) w/v using (7) . Proof. In Theorem 3, take L τ /σ = P r and use (30). For the constants c τ π,ρ,σ , use the formula ∆(P r ) = 1 ⊗ P r + P r ⊗ 1 + 2 0<j<r P r−j ⊗ P j .
If 0 < j < r, the product c τ π,ρ,σ b λ λ − ,ρ ′ b µ + µ,π in (12) becomes 2 · 2 c(u)−1 · 2 c(z)−1 = 2 c(u)+c(z)−1 . If j = 0 (resp., j = r), it becomes 1·2 c(u)−1 ·1 = 2 c(u)+c(z)−1 (resp., 1·1·2 c(z)−1 = 2 c(u)+c(z)−1 ).
