Abstract-This paper concerns reliable search for the optimally performing GBSB (generalized brain-state-in-a-box) neural associative memory given a set of prototype patterns to be stored as stable equilibrium points. First, we observe some new qualitative properties of the GBSB model. Next, we formulate the synthesis of GBSB neural associative memories as a constrained optimization problem. Finally, we convert the optimization problem into a semidefinite program (SDP), which can be solved efficiently by recently developed interior point methods. The validity of this approach is illustrated by a design example.
optimization in the form of a linear programming with an additional nonlinear constraint. Also, he proposed an iterative algorithm to solve the constrained optimization problem, and illustrated the algorithm with some design examples. Lillo et al. [3] analyzed the dynamics of the GBSB model, and presented a novel synthesis procedure for GBSB-based associative memories. Their procedure utilizes a decomposition of interconnection matrix, which results in asymmetric interconnection structure, asymptotic stability of the desired memory patterns, and small number of spurious states. In [9] , they incorporated the learning and forgetting capabilities into the synthesis method of [3] . Also, in [7] , they proposed "designer" neural network for the synthesis of GBSB-based associative memories.
In this paper, we derive some guidelines for the synthesis of GBSB-based associative memories, and formulate the synthesis as a constrained optimization problem. Next, we convert the optimization problem into an SDP 1 (semidefinite program), which consists of a linear objective and constraints in the form of LMI's (linear matrix inequalities). Since efficient interior point algorithms are now available to solve SDP's (i.e., find the global optimum of a given SDP efficiently within a given tolerance or find a certificate of infeasibility) [10] [11] [12] , recasting the synthesis problem to an SDP is equivalent to finding a solution to the original problem. In this paper, MATLAB LMI Control Toolbox [12] is used as an optimum searcher to solve the synthesis problem formulated as an SDP.
Throughout this paper, we use the following definitions and notation, in which denotes the normed linear space of real -vectors with the Euclidean norm . A symmetric matrix is positive definite if for any , and denotes this. Also, denotes that -is positive definite. For a symmetric matrix , and denote the minimum eigenvalue and the induced norm defined by , respectively. denotes the hypercube . By a binary vector, we mean a bipolar binary vector whose element is either 1 or 1, and the set of all these binary vectors in is denoted by . The usual Hamming distance between two vectors and in is denoted by . This paper is organized as follows: In Section II, we briefly review the fundamentals on GBSB, and present some new qualitative properties of the GBSB model. Also, based on these, we formulate the synthesis of GBSB-based associative memories as a constrained optimization problem. In Section III, we show the process for the recast of the opti-mization problem into an SDP, and consider a design example to illustrate the validity of the SDP-based approach. With the concrete simulation results from the design experiment, we compare the performance of the GBSB designed by the proposed method with the associative memories designed by other methods. Finally, in Section IV, concluding remarks are given.
II. BACKGROUND RESULTS
The dynamics of the GBSB model is described by the following state equation: (1) where is the state vector at time , is the step size, is the weight matrix, is the bias vector, and is a linear saturating function whose th component is a function defined as follows:
The GBSB model is a generalized version of the BSB network proposed by Anderson et al. [5] and it differs from the original network for the presence of the bias vector .
In the discussion on the stability of the GBSB model, we use the following definitions.
• A point is an equilibrium point of system (1) • System (1) is globally stable if every trajectory of the system converges to some equilibrium point. The criteria on the stability of the GBSB model are now well established [3] , [13] , [14] .
• A vertex of the hypercube is an equilibrium point of system (1) if and only if (2) • A vertex of the hypercube is an asymptotically stable equilibrium point of system (1) if (3) • System (1) is globally stable if the weight matrix is symmetric and (4) In general, designing neural associative memories based on the stability criteria only does not result in satisfactory results. Additional guidelines should be provided to address other performance indexes such as the size of the domain of attraction for each prototype pattern. In [8] , Perfetti proposed some guidelines for the BSB model based on the conjecture that the absence of equilibrium points near stored patterns would increase their domains of attraction, and the experimental results there showed that such strategy is very effective in reducing the number of spurious states as well as in increasing the attraction basins for prototype patterns. In this paper, we utilize the same strategy, and the GBSB counterparts of Perfetti's results [8] are given in the following.
Lemma 1: Let be an asymptotically stable equilibrium point of GBSB (1), and let be a vertex which differs from in the component for . If (5) for at least one integer , then is not an equilibrium point.
Proof: Consider an integer . By condition (5), we have Thus, by criterion (2), the vertex is not an equilibrium point. Corollary 1: Suppose that is an asymptotically stable equilibrium point of GBSB (1). If for , then none of the vertices such that is an equilibrium point.
Proof: Assume that and for . Since is an asymptotically stable equilibrium point, we have By Lemma 1, this implies that is not an equilibrium point. Corollary 2: Suppose that is an asymptotically stable equilibrium point of GBSB (1) and that is an integer in . If (6) then none of the vertices satisfying is an equilibrium point.
Proof: Let be a vertex satisfying , and let be an integer such that . Note that satisfies (7) By (6) and (7), we have which establishes the corollary by Lemma 1.
Remark 1:
The zero-diagonal condition of Corollary 1 also guarantees that only binary steady states are to be observed [8] .
Remark 2: Corollary 2 implies that the maximization of the left-hand side of (6) generally leads to better performance with respect to the size of the domain of attraction for each prototype pattern and the number of spurious states. However, as noted in [8] , this maximization should be sought under the condition of the boundedness of the weight matrix . Given the set of binary prototype patterns , the background results outlined above allow us to find the GBSB performing optimally by solving s.t. (8) where and are the constants describing the step size and the norm-bound of , respectively. The best part of this formulation is that it can be transformed into a semidefinite program, thus its global optimum can be found by interior point methods.
III. SDP-BASED SYNTHESIS AND A DESIGN EXAMPLE
In this section, we establish an SDP-based synthesis procedure for the GBSB neural associative memories by transforming the nonlinear constraints of (8) into LMI's, and present an example to demonstrate the applicability of the procedure.
An LMI is any constraint of the form (9) where is the variable, and are given symmetric matrices. Since and imply that , LMI (9) is a convex constraint on the variable . Note that multiple LMI's can be expressed as the single LMI . Thus, there is no distinction between a set of LMI's and a single LMI. It is well-known that an optimization problem with a linear objective and LMI constraints, which is called a semidefinite program, can be efficiently solved by interior point methods [10] [11] [12] , and a toolbox of MATLAB for convex problems involving LMI's is now available [12] .
Optimization problem (8) has not only linear constraints but also nonlinear constraints, which prevent us from applying a linear programming technique such as the simplex method. However, the nonlinear constraints can be easily converted to LMI's. First, since the matrix norm condition is equivalent to this constraint can be reduced to (10) Utilizing the Schur complement [11] , we can see that (10) is equivalent to the following LMI:
Next, consider the eigenvalue condition . Since is real symmetric, its eigenvalues are real, and corresponding eigenvectors can be chosen to be real orthonormal [15] . Thus, its spectral decomposition [15] can be written as where the eigenvalues of appear on the diagonal of , and , whose columns are the real orthonormal eigenvectors of , satisfies . Note that is equivalent to (11) By pre-and postmultiplying matrix inequality (11) by and , respectively, we can obtain an equivalent condition , which is again equivalent to the following LMI:
Therefore, optimization (8) can be transformed into the following semidefinite program:
Note that the constraints of (12) can be rewritten in the cannonical form of LMI (9) by defining as the (12) not only saves notation, but also leads to more efficient computation. Several softwares are readily available for solving this problem. An example is the "mincx" function of MATLAB LMI Control Toolbox, which is used as an optimum searcher in this study.
To evaluate the performance of the proposed method, we consider a design example. The dimension of the GBSB model to be considered is , and we wish to store the following five prototype patterns: This is the same set of prototype patterns that was considered in [7] and [8] . Solving the corresponding SDP with and , we obtained together with the weight matrix shown in Table I and the bias vector To evaluate the performance of the resulting GBSB, we performed simulations for all possible initial binary states, and summarized the information on the domain of attraction for each prototype pattern in Table II. The entries of the table  should be interpreted as follows: "(the entry corresponding to   TABLE II  DOMAINS OF ATTRACTION FOR THE GBSB  DESIGNED BY THE PROPOSED METHOD [7] TABLE IV DOMAINS OF ATTRACTION FOR THE BSB BASED ON [8] and " indicates that, out of all possible initial binary states with Hamming distance , of them converge to the prototype pattern . Obviously, having large entries in the table indicates a desirable feature with respect to the domains of attraction for prototype patterns. For the comparison purpose, we performed the same simulations 2 for the GBSB of [7] and for the BSB 3 based on [8] , and the results are shown in Tables III and IV, respectively. Note that the entries in the first column of Tables II-IV are all one, which shows that each of the given prototype patterns is stored as a stable equilibrium point in all three cases. Also, note that entries in Table II are comparable to those in Tables III and IV. To compare the capabilities of these associative memories more concretely, we divided all possible initial binary states into four classes in accordance with the final results of their evolutions, and counted the binary states in each class. In Table V , "# of the best" denotes the number of the initial states whose evolutions converge to the closest prototype pattern (in the sense of Hamming distance); "# of the good" denotes the number of the initial states whose evolutions converge to a prototype pattern, but not to the closest one; "# of the bad" denotes the number of the initial states whose evolutions converge to a binary spurious state; and "# of the failed" denotes the number of the initial states whose evolutions fail to reach a vertex. As shown in Table V , the results of the proposed method turned out to be better than those of [7] and [8] . Compared to the GBSB of [7] , the GBSB of this paper has the following advantages.
• Guaranteed Convergence to Prototype Patterns: The simulation results for the GBSB of this paper have shown that each trajectory starting from an initial binary state converges to a prototype pattern, while 64 out of 1024 initial binary patterns failed to reach a vertex in the simulations for the GBSB of [7] .
• Domains of Attraction in Good Shape: In the simulations for the GBSB of this paper, almost 90% of initial binary patterns converged to the closest prototype pattern, while this rate dropped to about 80% in the case of the GBSB of [7] . Also, the GBSB of this paper outperforms the BSB based on [8] in the following respects.
• No Spurious State: The GBSB of this paper has no spurious state at all, while five spurious states, which consist of the negatives of the prototype patterns, were observed in the simulations for the BSB based on [8] .
• Large Domains of Attraction: In the case of the BSB based on [8] , many of initial binary patterns converged to spurious states. 4 On the other hand, the GBSB designed by the proposed method is not hampered by this problem, thus its prototype patterns are endowed with large domains of attraction.
IV. CONCLUDING REMARKS
In this paper, we have addressed problems concerning the reliable synthesis for the optimally performing GBSB neural associative memories given a set of prototype patterns to be stored as stable equilibrium points. Based on known results and newly derived properties of the GBSB model, the design of GBSB-based associative memories was formulated as a constrained optimization problem. Also, by transforming its nonlinear constraints into linear matrix inequalities, the optimization problem was recast to a semidefinite program. This recast is particularly useful in practice, because the interior point methods which can solve semidefinite programs are readily available. The GBSB's designed by the proposed method have many desirable features: Each prototype pattern can be surely stored as an asymptotically stable equilibrium point; global stability is guaranteed; the negatives of given prototype patterns are not automatically stored as stable equilibrium points; a performance index related with the size of domains of attraction for prototype patterns is optimized, thus large attraction basin is expected for each prototype pattern; near the stored prototype patterns, there are no spurious states. A design example was presented to illustrate the proposed method, and the resulting GBSB validated all of the above advantages by outperforming the associative memories designed by other recently developed techniques.
