Abstract-Clinical implementation of quantitative computed tomography-based finite element analysis (QCT/FEA) of proximal femur stiffness and strength to assess the likelihood of proximal femur (hip) fractures requires a unified modeling procedure, consistency in predicting bone mechanical properties, and validation with realistic test data that represent typical hip fractures, specifically, a sideways fall on the hip. We, therefore, used two sets (n = 9, each) of cadaveric femora with bone densities varying from normal to osteoporotic to build, refine, and validate a new class of QCT/ FEA models for hip fracture under loading conditions that simulate a sideways fall on the hip. Convergence requirements of finite element models of the first set of femora led to the creation of a new meshing strategy and a robust process to model proximal femur geometry and material properties from QCT images. We used a second set of femora to crossvalidate the model parameters derived from the first set. Refined models were validated experimentally by fracturing femora using specially designed fixtures, load cells, and high speed video capture. CT image reconstructions of fractured femora were created to classify the fractures. The predicted stiffness (cross-validation R 2 = 0.87), fracture load (crossvalidation R 2 = 0.85), and fracture patterns (83% agreement) correlated well with experimental data.
INTRODUCTION
Despite the significant morbidity and mortality of proximal femur (hip) fractures in aging populations, 8, 32 accurate non-invasive measurements of proximal femur stiffness and strength are not available yet clinically. 10 Dual-energy X-ray absorptiometry (DXA), the current standard for clinical fracture risk assessment, measures areal bone mineral density (aBMD), which is only moderately correlated with bone strength, 23 does not account for variations in bone geometry, and cannot distinguish the cancellous structure from the femoral cortex, though both contribute significantly to bone strength. 9, 27 By contrast, quantitative computed tomography (QCT) can account for the three-dimensional (3D) proximal femur geometry and bone density distribution. 12 Furthermore, the QCT images can provide input to finite element (FE) models (QCT/FEA) to estimate proximal femur strength and predict stresses and strains throughout the bone related to the location and direction of impact forces, which are important determinants of hip fracture. 4, 19, 21, 28, 31 QCT/FEA methods, therefore, have the potential for non-invasive assessment of fracture load, type, and location. 18 Before potential clinical implementation, however, the robustness and convergence of such models must be determined with respect to (1) meshing technique and element size, (2) bone tissue segmentation from the CT scans, and (3) assignment of material properties. In addition, the models need to be validated by comparing their predictions to ex vivo experimental results 26, 28 and clinical fracture data. To date, most previously reported FE model validation studies investigate stance-like loading configurations, 3, 5, 19, 31 even though a majority of hip fractures are sustained as a result of a fall. 4 Furthermore, QCT/FEA methods require bone damage models to predict fracture loads, but most previously published models have not used a standard failure criterion. For instance, a recent study 3 determined the fracture load as the load at which at least one solid element had exceeded a minimum principal strain of 1%. Had sensitivity studies been performed, it is likely that such ad hoc failure criteria would have shown strong dependencies on mesh density and quality. A more intuitive approach is to determine the value of the predicted force when the force-displacement curve deviates from linearity. 16 Until now, direct comparisons of predicted and measured fracture loads based on experimental force-displacement curves have not been used to confirm the validity of these damage models.
The objective of our study was to investigate the convergence and robustness of QCT/FEA models that we recently developed for human proximal femur stiffness and ultimate load, and validate the results using experimental test data. High resolution QCT images of femora were used to produce three-dimensional (3D) bone models with improved representation and smoothness of cortical geometry and integration of cancellous volumetric bone mineral density (vBMD). Subsequently, FE models were generated and solved using stepwise linear (but globally non-linear) FE analyses that incorporated a novel bone damage model. Convergence and sensitivity analyses were performed to understand the model robustness to meshing, segmentation, and assignment of material properties. A new damage criterion was also derived, and the resulting equation was then validated on a separate set of femora. To build and validate these models, cadaveric femora were tested to fracture in a sideways fall loading configuration using a testing fixture instrumented with load cells to measure fracture forces. The fracture events were also recorded using a high speed video camera.
MATERIALS AND METHODS

Femur Specimens and Preparation
Two sets of nine fresh frozen, transplant grade cadaveric femora were obtained from 18 individual donors from the Musculoskeletal Transplant Foundation (MTF) (Edison, NJ). Each set contained three normal (T-score ‡ 21), three osteopenic (T-score, 21 to 22.4), and three osteoporotic (T-score £ 22.5) femora, which were classified by femoral neck aBMD while using rice bags to mimic surrounding soft tissues (GE Lunar iDXA, GE Healthcare Inc., Madison, WI). 15 Total proximal femur aBMD was also measured ( Table 1 ). The first set of femora (training set) was used to derive model parameters for a new bone damage criterion and to study mesh convergence and parameter sensitivity of QCT/FEA models. The training set contained femora from seven females and two males (mean age at death, 70.4 ± 10.3 years; range: 62-93 years) with a mean femoral neck aBMD of 0.78 ± 0.19 g/cm 2 (range: 0.47-1.02 g/cm 2 ). The second set (validation set) was used to cross-validate the model parameters obtained from the training set. The validation set consisted of six female and three male femora (60.0 ± 5.35 years; range: 51-69 years) with a mean femoral neck aBMD of 0.75 ± 0.17 g/cm 2 (range: 0.48-0.95 g/cm 2 ). Femora were thawed to room temperature for specimen preparation, DXA and QCT scanning, and mechanical testing. Femora were kept moist during all phases of study. We consistently obtained the proximal 250 mm of each femur, removed the soft tissue, and embedded 100 mm of the distal end of the shaft in a block of curing dental cement (Colte`ne/Whaledent, Cuyahoga Falls, OH), with the femoral neck internally rotated at 15°.
QCT Scanning
Prepared femora were imaged using QCT before and after fracture using a Siemens Somatom Definition Dual Source CT scanner (Siemens Healthcare, Forchheim, Germany). The scanner was operated at 120 kVp, 216 mAs, 1 s rotation time, and pitch = 1, using the scanner's isotropic ultra high resolution mode (zUHR) with collimation 16 9 0.6 mm. The volume CT dose index (CTDI vol ) was 18.8 mGy. Image reconstructions used a sharp (U70) kernel. In-plane pixel size was 0.30-0.45 mm, depending on the transverse dimensions of individual bones. Slice thickness and increment were always 0.4 mm. An in-house designed scanning fixture (acrylic) used to hold the femur was aligned with the CT scanner's built-in laser to exactly replicate the femur positioning in the mechanical testing fixture (femur shaft at 10°w ith the horizontal axis, femur neck internally rotated by 15°with respect to the coronal plane). To ensure that each femur had an exact registration of the QCT/ FEA models to the testing position, two aluminum rods were embedded in the scanning fixture. The rod locations were used to obtain the coordinates for a rotation axis at the distal end of the fixture. A QCT calibration phantom (Mindways Inc., Austin, TX, USA), containing five solid rods of different reference materials, was placed under each femur for individual conversion of Hounsfield units (HU) to equivalent K 2 HPO 4 density (q K 2 HPO 4 ). We obtained the following equation:
Similar to published work, 30 we assumed that q K 2 HPO 4 was identical to bone ash density (q ash ).
Fracture Testing
The femora were fractured using an instrumented testing fixture mounted on a Mini Bionix mechanical testing system (MTS, Minneapolis, MN) (Fig. 1) . The cured cement block holding the femur shaft was clamped in the fixture and rigidly attached to a multiaxis load cell (JR3, Woodland, CA) that recorded three force components and three moment components in the femoral shaft during fracture. Right before testing, the greater trochanter was placed in a shallow, cylindrical aluminum cup filled with dental cement. The femoral head was fitted into another aluminum cup connected to linear cross-bearings attached to the MTS actuator (Fig. 1) . The linear bearings permitted very low friction displacement in the horizontal plane. To mimic knee rotation, the femur was allowed to rotate at point O about the x-axis (Fig. 1) . Two single-axis load cells (Transducer Techniques, Temecula, CA, USA) recorded femoral head and trochanter vertical reaction forces. Any horizontal forces due to friction were measured using the six-component load cell at the distal end of the fixture. The friction forces at the trochanter site were considered minimal (i.e., one order of magnitude less than the vertical forces) and neglected in this study. A linear displacement sensor (Novotechnik, Southborough, MA, USA) mounted between the crosshead and the actuator ram of the MTS system measured the ram displacement.
All signals were sampled at 6250 Hz. High speed video was captured using an APX-RS camera (Photron Inc., San Diego, CA, USA) with a 50 mm f/1.2 lens (Nikon, Tokyo, Japan). An image resolution of 1024 9 512 pixels and a sampling frequency of 6000 fps were used. All signals and videos were synchronized at the initiation of testing using a trigger pulse. All femora were tested at a vertical displacement rate of 100 mm/s. 6 
QCT/FEA Models
The QCT/FEA process included QCT scanning and segmentation of each proximal femur, rendering of a solid 3D model, generating the finite element mesh from the 3D model, assigning material properties to each finite element, applying boundary conditions, and solving the model (Fig. 2) . Detailed modeling steps are presented in the next four sections. Predictive regression models between (a) experimental and QCT/FEApredicted stiffness, and (b) experimental and QCT/ FEA-predicted ultimate load were established from the training set. The relationships established by the training set were applied to the validation set and the cross-validation coefficients of determination (R 2 ) were calculated and compared. The predictive ability of QCT/FEA-based models for stiffness and ultimate load was compared to similar aBMD-based models using the method developed by Steiger 29 (p < 0.05). Lastly, we also examined the differences between the slopes and intercepts of the regression lines separately fit to the training and validation sets (p < 0.05).
Image-Based Mesh Generation
We generated 3D FE meshes from the reconstructed QCT images using Mimics (Materialise, Ann Arbor, FIGURE 1. Experimental setup. The distal end of the femur was embedded in a block of dental cement and clamped in a fixture. The fixture was placed at an angle of 10°with the y-axis and could rotate about the x-axis. The fixture contained a six-component load cell. The lateral aspect of the greater trochanter was embedded in a cup with dental cement which was placed on a load cell rigidly attached to the testing machine. The femur head was positioned underneath an aluminum cup. This cup was connected to a load cell that could move in the x and y directions using very low friction linear bearings attached to the machine actuator.
MI). Uniform meshes with maximum element edge lengths of 5.0 mm (coarse mesh), 2.5 mm (medium quality mesh), and 1.5 mm (fine mesh) were created (Figs. 3a-3c). In addition, a smart mesh was generated with maximum element edge lengths of 4.0 mm in the distal shaft, 2.5 mm in a transition region in the shaft, and 1.5 mm in the most proximal region (femoral head, neck, greater trochanter, lesser trochanter, and 20 mm of the shaft distal to the lesser trochanter) (Fig. 3d) . The smart mesh was generated in ANSYS ICEM (ANSYS, Canonsburg, PA, USA) using an expansion factor of 1.2, such that elements at the cortex were much smaller than elements in the cancellous compartment. Structural stiffness and ultimate load were calculated for each of the femur meshes in the training set. 
Segmentation Sensitivity Studies
Two different segmentations were used for each bone in the training set to study the sensitivity of FEA results to potential errors in generating the 3D models. Segmentation was first obtained using a threshold value of 500 HU. A full layer of pixels was then added on the outside contours of the first segmentation to generate a second segmentation in order to represent a typical error that could be made by an operator. The two segmentations strategies of each femur were meshed using smart meshes, and the FE predictions were compared.
Material Properties Assignment
The robustness of the QCT/FEA models to changes in allocation of discrete material properties was investigated in the training set. The mean HU number of each element was averaged from the values of the contained voxels. Elements were then grouped into either 21 or 42 discrete material bins that approximated the continuous distribution. Subsequently, ash density (q ash ), isotropic elastic modulus (E), and yield strain (e y ) were all calculated based on the HU number at the center of each bin. E was calculated from q ash based on a previously published relation between apparent density (q app , g/cm 3 ) and E (MPa), 24 assuming a ratio q ash /q app of 0.6. 13, 17 The following equation was used:
For each material, a Poisson's coefficient of 0.3 was used.
The following power law was assumed between yield strain e y and q ash (g cm 23 ):
The constants in Eq. (3) were determined by a trial and error optimization procedure to improve the agreement between predicted and experimental fracture forces in the training set.
Finite Element Modeling
The finite element meshes, with their assigned material properties, were imported into ANSYS Mechanical APDL (ANSYS, Canonsburg, PA, USA). To simulate the rotation about O (Fig. 1) , two nodes were added to the mesh to define the rotation axis, with coordinates taken from the centers of the two aluminum rods measured from the QCT scans. These nodes were attached with rigid beam elements to the distal end of the femur. A series of static FE analyses were performed using boundary conditions consistent with a sideways fall on the hip (Fig. 2) . Displacements of selected nodes at the trochanter surface were set to zero in the z-direction. A simulated force boundary condition was applied in 100 N increments to the femoral head surface. For both the trochanter and the femoral head, the boundary conditions were applied to groups of nodes such that local ''crushing'' of the bone model was avoided. Finally, the two nodes defining the axis of rotation were assigned boundary conditions allowing rotation about the x-axis only. To simulate damage to the femur, a yield model was incorporated. After each load step, elements with the von Mises strain (e vM ) exceeding the yield strain (e y ) were ''failed'' by assigning a very small Young's modulus (0.01 MPa). The model stiffness was then updated, the load was increased, and the model was solved again until the QCT/FEA load-displacement curve reached a plateau. For the convergence studies, a 3.6 mm head displacement was used to define the ultimate load on the trochanter. This value was the average displacement in the training set that corresponded to the experimental ultimate load (i.e., maximum load). The average displacement corresponding to the ultimate load in the validation set was also 3.6 mm. We calculated the FEA ultimate load using two methods: (1) at 3.6 mm displacement, and (2) at displacements corresponding to experimental ultimate loads. The stiffness of each bone model was calculated from the slope of the initial, linear portion of the force-displacement curve. The fracture locations in the QCT/FEA models were determined from the distributions of the von Mises strains and failed elements. The accuracy of QCT/FEA models was further investigated by comparing the model-predicted fracture patterns to observed patterns in the post-fracture CT reconstructions and the high speed video images.
RESULTS
Convergence Studies for Stiffness and Ultimate Load
The training set QCT/FEA models were used for convergence studies. There were approximately 60,000 elements in the coarse meshes, 500,000 in the medium meshes, 600,000 in the smart meshes, and 2,000,000 in the fine meshes. When further increasing the number of elements beyond that in the fine mesh, the results did not change (i.e., the model converged). For each femur, we used the fine mesh results as the standard to compare the results generated with all other meshes. For both stiffness and ultimate load, we calculated the percentage differences between the fine mesh and the coarse, medium, and smart meshes, respectively.
The coarse mesh strategy produced errors in osteoporotic femur models as high as 35% for stiffness, and as high as 14% for ultimate load. The medium quality mesh strategy produced improved but still not convergent results. The errors in osteoporotic femur models were about 17% for stiffness and about 10% for ultimate load. In contrast, smart mesh result errors were less than 5% for stiffness, and less than 3% for ultimate load.
The computational times for fine meshes were approximately 1 week when using eight cores in a 32-core SUN X4400 server with 256 GB RAM memory and were considered too long for practical purposes. In contrast, the smart meshes which matched the accuracy of the fine meshes had a computing time of about 10 h. As such, only smart meshes were used in the subsequent studies.
Segmentation and Material Properties Assignment Sensitivity Studies
For normal bones, the differences in estimated stiffness were only about 6% between the two segmentation strategies, while for osteopenic and osteoporotic bones the differences were less than 3%. Very similar differences were observed in the estimation of ultimate load between the two strategies. There were negligible differences (~0%) seen in the estimation for stiffness and ultimate load between the use of 21 vs. 42 discrete material bins in models.
QCT/FEA Model Validation with Experimental Data
All experimental fractures shared some common characteristics (Fig. 4) . Owing to high compressive forces developed at about 2 mm of machine ram displacement, the base of the femoral neck surrounded by stronger cortical bone began to penetrate the medial aspect of the greater trochanter, which comprises mostly cancellous bone with a very thin cortex (circled area in Fig. 4b, high speed video image) . Crushing and sinking occurred at the medial aspect of the greater trochanter in the vast majority of the femora (16/18 bones). The QCT/FEA models reliably captured these damage accumulation events. The von Mises strain distribution showed that the maximum strains similarly occurred in the medial aspect of the greater trochanter and superior aspect of the femoral neck (circled area in Fig. 4b , von Mises strain). The bones continued to yield at flat or slowly varying loads with more bone damage developing during this period. Immediately before fracture, both the recorded deformation and the model-predicted strains showed a growing area of damage on the superior aspect of the femoral neck (Fig. 4c) . Finally, a fatal crack initiated at bone-dependent sites under tensile loading conditions. The start of the final crack was always on the medial side of the femur, usually on the neck or slightly distal to the neck. The femur was completely fractured when the measured moments and forces dropped to zero (Fig. 4d) . At the time of fracture, the model-predicted strains always showed a zone of intense damage throughout the femur, very often on the neck or the trochanter, indicative of the particular fracture crack (areas enclosed by an ellipse in Fig. 4d) .
The QCT/FEA calculated force-displacement curves were compared to experimentally collected curves. Typical results for the vertical (z) components of the reaction forces at the trochanter are shown in Fig. 5 for a normal bone and an osteoporotic bone. In general the model-generated curves were very accurate approximations of the experimental curves. Excellent agreement was observed between estimated and experimental bone stiffness as demonstrated in Fig. 5 by the initial straight portions of the vertical load at the greater trochanter (F Tz ) curve. In addition, the yield model implemented by Eq. (3) produced excellent ultimate load estimations. Table 1 presents a summary of test and FEA results for both sets of femora. The experimental stiffness values ranged between 894 and 2427 N/mm. The experimental ultimate load values ranged from 1409 to 6179 N.
Stiffness and Ultimate Load Estimation Validation
Linear regression models were calculated from the training set using QCT/FEA-estimated stiffness and femoral neck aBMD as predictors for experimental stiffness (Figs. 6a, 6b) . The coefficient of determination using femoral neck aBMD was R 2 = 0.67, while the QCT/FEA model was substantially larger (R 2 = 0.87). The cross-validation for the validation set was R 2 = 0.44 for femoral neck aBMD and R 2 = 0.87 for QCT/FEA. Similarly, linear regression models were calculated from the training set using QCT/FEA-estimated ultimate load and femoral neck aBMD as predictors for experimental ultimate load (Figs. 6c, 6d) . The coefficient of determination using femoral neck aBMD was R 2 = 0.69, while the QCT/FEA model was substantially larger (R 2 = 0.93). The cross-validation for the validation set was R 2 = 0.78 for femoral neck aBMD and R 2 = 0.85 for QCT/FEA. We performed similar analyses using total hip aBMD. The results were statistically similar, with femoral neck aBMD having a slightly better coefficient of determination for ultimate load (Table 2) .
Using the method developed by Steiger, 29 we found that QCT/FEA-based stiffness and ultimate load predictions were statistically better in some, but not all cases. In the training set, QCT/FEA was a significantly better predictor of ultimate load than femoral neck aBMD when ultimate load was determined using both experimental ultimate load and the load at 3.6 mm displacement with p = 0.042 and p = 0.024, respectively. Similarly, QCT/FEA was a significantly better predictor of ultimate load than total hip aBMD when ultimate load was determined using a 3.6 mm displacement (p = 0.046) and nearly significant when using the experimental ultimate load displacement (p = 0.080). In the validation set, QCT/FEA was nearly significantly better at predicting stiffness when compared with femoral neck and total hip aBMD with p = 0.058 and p = 0.063, respectively.
The QCT/FEA-based regressions were nearly identical when comparing the training and validation sets (Figs. 6a, 6c) . The statistical analysis indicated that the slopes and intercepts for the training and validation QCT/FEA-based regressions were not different with p ‡ 0.541 ( Table 2 ). The aBMD-based regressions looked different upon visual inspection between training and validation sets (Figs. 6b, 6d ), but analyses indicated that they were not statistically different at p = 0.05 (Table 2 ). However, in some instances the slopes and intercepts of the training set were nearly significantly different (0.05 £ p < 0.10) from the slopes and intercepts of the validation set for the aBMDbased regressions ( Table 2) .
Comparison of QCT/FEA Fracture Predictions with Experimental Fractures
The observed experimental fracture patterns for the femora in the training and validation sets were classified by an orthopedic surgeon as six basicervical, one transcervical, one subcapital, five intertrochanteric, and five pertrochanteric. The QCT/FEA model-estimated distributions of failed elements and ultimate strains always predicted the compressive damage site observed experimentally at the superior junction of the femoral neck and greater trochanter. Overall, the predicted fracture patterns also matched the observed fracture locations (good agreement in 15 of 18, fair in 3 of 18) (Figs. 7a, 7b) .
For the training set, eight of nine fracture patterns were correctly predicted. The remaining prediction was categorized as fair; it was complex and included an initial subcapital crack that traveled longitudinally down the femoral neck, ending at the base of the neck as shown in Fig. 7a (femur number seven) . The von Mises strains showed a good prediction of both the subcapital and basal damage, while the failed element distribution pointed to more damage at the base of the femoral neck.
For the validation set, the predicted and observed fractures patterns were in good agreement in seven of nine cases. For the two remaining osteoporotic femora (numbers seven and eight in Fig. 7b) , the predicted cracks from the failed element distributions von Mises strains were slightly different from the experimental fractures. The predicted crack in bone number seven was more proximal than the experimental crack. Bone number eight was a multi-fragmented fracture. The portion of the crack at the base of the femoral neck was correctly predicted while the lesser trochanter fragment was not predicted at all.
DISCUSSION AND CONCLUSIONS
Eighteen cadaveric femora representative of femoral neck aBMD distributions for older ages 20 were used to develop and validate QCT/FEA models of cadaveric proximal femur fractures in a simulated loading scenario of a sideways fall on the hip. The experimentally observed stiffness and ultimate load values were consistent with reported data. 6, 7, 20 Resulted fracture patterns were classified by an orthopedic surgeon and were consistent with in vivo fractures.
A training set of nine femora was used to study the robustness of our QCT/FEA models. A novel meshing strategy was developed (i.e., smart meshes), which was shown to yield convergent (mesh-independent) results and to be robust to changes in segmentation and material property assignment strategies. Our QCT/ FEA-estimated stiffness and ultimate load values were subsequently fit to experimental fracture test results performed at clinically relevant loading rates to develop regression models. The goodness-of-fit of our QCT/FEA-based models was excellent, and the fracture location prediction was very good. These models were then used to validate the QCT/FEA prediction of stiffness and ultimate load in a separate set of femora (validation set).
The QCT/FEA prediction models were capable of accurately reproducing the experimentally determined proximal femur stiffness, ultimate load, and fracture location for a validation set of nine femora. The crossvalidation R 2 values were high at 0.87 for stiffness and 0.85 for ultimate load. Conversely, we found aBMD of both the femoral neck and total hip to be a weak predictor of proximal femur stiffness. The training and validation regression lines intersect (Figs. 6b, 6d) , indicating instability in the predictive power of femoral neck aBMD. When using femoral neck aBMD to predict stiffness, the cross-validation R 2 decreased to 0.44 in the validation set from 0.67 in the training set. When using femoral neck aBMD to predict ultimate load, the cross-validation R 2 increased to 0.78 in the validation set from 0.69 in the training set. Therefore, when comparing results between the training and the validation set the opposite directions of change in cross-validation values for stiffness and ultimate load appear to indicate instability in the predictive power of femoral neck aBMD. We performed similar studies using total hip vBMD, obtained from the QCT scans, as a predictor for experimental stiffness and ultimate load. In this study, the DXA-based results showed consistently better correlations with the experimental data than vBMD. Thus, vBMD data were not reported.
The simultaneous use of von Mises strains and failed element distributions was an important strength of this study. We achieved excellent fracture location predictions for 15 of the 18 femora tested, and the predictions were rather reasonable in the other three cases. In addition, the yield points on the experimental force-displacement curve and the physical site of initial compressive damage were well predicted by QCT/FEA models for all femora. As observed in our high speed videos the vast majority of fractures started with significant accumulation of compressive damage at the junction of the superior aspect of the femoral neck and the greater trochanter. The fatal crack initiated in tension and propagated from the medial to the lateral side of the femur in agreement with previously published observations. 11 All observed fracture patterns were similar to reported data and corresponded to fractures seen commonly in vivo.
14,22 Most of these phases were realistically reproduced by our QCT/FEA simulations. In contrast, aBMD cannot be used to predict fracture location. As such, in agreement with other studies, 5, 16 our QCT/FEA models were more efficient and robust predictors of bone fracture.
To simulate bone fracture, a novel yield criterion was introduced. The q ash to e y relationship was based on the assumption that denser cortical bone fails at lower strains, whereas more ductile cancellous bone can sustain relatively high strains before failure occurs.
(a) Although there is evidence that the yield strain of bone tissue does not much depend on density, 1,25 those studies used high resolution lCT to map the trabecular architecture, making it possible to differentiate bone and soft tissue at the voxel level. In our clinical QCT scans, voxels likely contain a mixture of bone and soft tissue in the cancellous compartment. To reduce computation time, most finite elements in our meshes contained multiple voxels (~10) with their mineral densities averaged, justifying the use of a densitydependent equation for yield strain. Moreover, the yield strains of our proposed power law were fairly close to experimental values within the range of ash densities representing bone tissue. 1 The proposed relation between yield strain and ash density (Eq. 3) resulted in a strong correlation between experimental and predicted ultimate loads. The somewhat reduced accuracy in fracture pattern predictions observed for some osteoporotic bones was likely due to larger zones of reduced cancellous bone density.
One potential limitation of the current failure criterion is that it did not account for strain direction. Previous experimental work indicates that yield strains for bone in compression may be higher than those for (b) FIGURE 7 . Continued. bone under tension. 2 Incorporation of this distinction in the model may further improve fracture load predictions. Also, further refinement of the failure criterion (better power law coefficients or a different yield strain-density function) may improve the QCT/FEA model post-yield behavior leading to better estimates of fracture forces. A published power law was used for the elastic modulus-density relationship in this study (Eq. 2). 24 Although this equation originated from experiments conducted on cancellous bone specimens, it extrapolated well to cortical bone densities for use in subject-specific finite element models. 28 However, experimental and extrapolation errors to both lower and higher density ranges may have resulted in stiffness estimation inaccuracies.
Although the coefficients of determination were always better for QCT/FEA-based results when compared to femoral neck aBMD, not all observed differences were statistically significant. This was likely due to small sample sizes within the training and validation sets. These differences would have been significant given a sample size of at least n = 15 for each set. However, our sets of femora were as balanced as possible with respect to bone density and their characteristics were representative of older adult populations.
Accurate experimental validation of realistic conditions for a fall on the hip is complicated by the speed of the event. In a previous QCT/FEA study, 18 the models were validated with fracture tests performed using only slow loading rates of 0.5 mm/s, although the rate of bone deformation during a fall is likely much higher than the rates used in quasi-static tests. A loading speed of 100 mm/s was used in a previous study 6 and was considered to be more representative of bone deformation rates during falls from a standing position. In our tests we adopted the same loading rate and made use of the entire force-displacement curve to validate our stiffness, ultimate load, and fracture patterns.
Patient-specific QCT/FEA models will need to be adapted to consider factors such as lower resolution CT scans and radiation exposure. Historically, clinical CT scans have produced results with larger fields of view which encompass the entire pelvic region and consequently reduce the in-plane image resolution. Our field of view was tightly fit to a single cadaveric femur with soft tissue removed thus increasing our in-plane resolution. Although the in-plane resolution is higher in our scans, the radiation exposure is comparable to clinical CT scans. Routine clinical CT scans of the abdomen, pelvis, or combined regions for a standard sized patient use CTDI vol of 16 to 18 mGy at our institution. The radiation exposures used in this study, CTDI vol = 18.8 mGy, are similar to those for clinical CT scans of the same regions of interest. Some high resolution clinical scans of the abdomen-pelvis area use CTDI vol = 24 mGy for a standard patient size. A CTDI vol of 18.8 mGy is the equivalent to approximately 23 mGy maximum skin exposure. This level of skin exposure is about 88 times lower than what may produce skin erythema, a result of high radiation exposure. Our radiation doses compare very favorably and the resolution, although higher than typical proximal femur CT scanning techniques, is achievable using current generation machines. However, our future work is focused on adapting our QCT/FEA models to currently available clinical QCT scans of the proximal femur for in vivo validation.
In conclusion, these results indicate the capability of carefully crafted QCT/FEA models to predict proximal femur stiffness, ultimate load, and fracture pattern in a sideways fall, but will require further clinical validation. Our QCT/FEA models of proximal femur strength hold promise as a non-invasive method for an improved quantitative assessment of hip fracture risk.
