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LIMIT THEOREMS FOR EMPIRICAL DENSITY OF GREATEST
COMMON DIVISORS
BEHZAD MEHRDAD AND LINGJIONG ZHU
Abstract. The law of large numbers for the empirical density for the pairs
of uniformly distributed integers with a given greatest common divisor is a
classic result in number theory. In this paper, we study the large deviations of
the empirical density. We will also obtain a rate of convergence to the normal
distribution for the central limit theorem. Some generalizations are provided.
1. Introduction
Let X1, . . . , Xn be the random variables uniformly distributed on {1, 2 . . . , n}.
It is well known that
(1.1)
1
n2
∑
1≤i,j≤n
1gcd(Xi,Xj)=ℓ →
6
π2ℓ2
, ℓ ∈ N,
in probability as n→∞.
The intuition is the following. If the law of large numbers holds, the limit
is P(gcd(X1, X2) = ℓ). Let X1, X2 ∈ Cℓ := {ℓn : n ∈ N} that happens with
probability 1ℓ2 as n→∞. Observe that
(1.2) {gcd(X1, X2) = ℓ} = {X1, X2 ∈ Cℓ, gcd(X1/ℓ,X2/ℓ) = 1},
where {X1, X2 ∈ Cℓ} and {gcd(X1/ℓ,X2/ℓ) = 1} are asymptotically independent.
Therefore, we get (1.1) by noticing that
∑∞
ℓ=1
1
ℓ2 =
π2
6 .
On the other hand, two independent uniformly chosen integers are coprime if
and only if they do not have a common prime factor. For any prime number p,
the probability that a uniformly random integer is divisible by p is 1p as n goes to
infinity. Hence, we get an alternative formula,
(1.3)
1
n2
∑
1≤i,j≤n
1gcd(Xi,Xj)=1 →
∏
p∈P
(
1− 1
p2
)
=
1
ζ(2)
=
6
π2
,
in probability as n→∞, where ζ(·) is the Riemann zeta function and throughout
this paper P denotes the set of all the prime numbers in an increasing order.
The fact that P(gcd(Xi, Xj) = 1) → 6π2 was first proved by Cesa`ro [1]. The
identity relating the product over primes to ζ(2) in (1.3) is an example of an Euler
product, and the evaluation of ζ(2) as π2/6 is the Basel problem, solved by Leonhard
Euler in 1735. For a discussion on the probability of two numbers being coprime is
6
π2 , we also refer to Theorem 332 in Hardy and Wright [10]. For further details and
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properties of the distributions, moments and asymptotic for the greatest common
divisors, we refer to Cesa`ro [2], [3], Cohen [4], Diaconis and Erdo˝s [6] and Ferna´ndez
and Ferna´ndez [8], [9].
Since the law of large numbers result is well-known, it is natural to study the
fluctuations, i.e. central limit theorem and the probabilities of rare events, i.e.
large deviations. The central limit theorem was recently obtained in Ferna´ndez and
Ferna´ndez [8] and the possibility of the rate of convergence to normality was also
mentioned there. We will provide the rate of convergence to normal distribution.
The main contribution of our paper is the large deviations result and the proofs are
considerably more involved.
For the readers who are interested in the probabilistic methods in number theory,
we refer to the books by Elliott [7] and Tenenbaum [12].
The paper is organized in the following way. In Section 2, we state the main
results, i.e. the central limit theorem and the convergence rate to the Gaussian
distribution and the large deviation principle for the empirical density. The proofs
for large deviation principle are given in Section 3, and the proofs for the central
limit theorem are given in Section 4.
2. Main Results
2.1. Central Limit Theorem. In this section, we will show a central limit the-
orem and obtain the rate of convergence to the normal distribution. The method
we will use is based on a Stein’s method result for central limit theorems, that is,
Theorem 3.6. in Ross [11]. Before we proceed, for any two random variables W,Z,
let us define the Wasserstein distance dW as
(2.1) dH(W,Z) = sup
h∈H
∣∣∣∣
∫
h(x)dµ(x) −
∫
h(x)dν(x)
∣∣∣∣ ,
where µ and ν are the probability laws of W and Z, and
(2.2) H := {h : R→ R, |h(x)− h(y)| ≤ |x− y|} .
Theorem 1. Let Z be a standard normal distribution with mean 0 and variance
1, and let ℓ ∈ N .
(2.3) dW
(∑
1≤i,j≤n 1gcd(Xi,Xj)=ℓ − n2 6ℓ2π2
2σn3/2
, Z
)
≤ Cℓ
n1/2
,
where Cℓ > 0 is a constant that depends only on ℓ such that Cℓ = O(ℓ
5/2) as ℓ→∞
and
(2.4) σ2 :=
1
ℓ3
∏
p∈P
(
1− 2
p2
+
1
p3
)
− 36
ℓ4π4
.
2.2. Large Deviation Principle. In this section, we are interested to study the
following probability,
(2.5) P

 1
n2
∑
1≤i,j≤n
1gcd(Xi,Xj)=ℓ ∈ A

 , as n→∞,
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Indeed, later we will see that,
(2.6) P

 1
n2
∑
1≤i,j≤n
1gcd(Xi,Xj)=ℓ ∈ A

 = e−nH(A)+o(n), ℓ ∈ N,
where H(A) = 0 if 1ℓ2
6
π2 ∈ A and H(A) > 0 if 1ℓ2 6π2 /∈ A, i.e. this probability decays
exponentially fast as n→∞ if the empirical mean deviates aways from the ergodic
mean. This phenomenon is called large deviations in probability theory.
Before we proceed, let us introduce the formal definition of large deviations. A
sequence (Pn)n∈N of probability measures on a topological space X satisfies the
large deviation principle with rate function I : X → R if I is non-negative, lower
semicontinuous and for any measurable set A,
(2.7) − inf
x∈Ao
I(x) ≤ lim inf
n→∞
1
n
logPn(A) ≤ lim sup
n→∞
1
n
logPn(A) ≤ − inf
x∈A
I(x).
Here, Ao is the interior of A and A is its closure. We refer to Dembo and Zeitouni
[5] or Varadhan [13] for general background of large deviations and the applications.
For the moment, let us concentrate on the case in which we consider the number
of coprime pairs. Before we state our main result, let us introduce some notations
and definitions first. Let S := (si)i∈N be a sequence of numbers on [0, 1]. We define
the probability measure νSk on [0, 1], for k ∈ N, as follows.
(2.8) νSk ([0, b]) :=
k∑
i=1
i−1∏
j=1
(1− sj)(1− si)bi ,
where b = 0.b1b2 . . . is the binary expansion of b. As for the binary expansion of b, we
always take the finite expansion, whenever there are more than one representation.
However, that does not have any effect on our problem, since the set of such numbers
is countable and has measure zero under νSk , for any k ∈ N.
Now, if we draw a random variable Uk according to the measure νSk and consider
the first k digits in the binary expansion of Uk, they are distributed as k Bernoulli
random variables with parameters (si)
k
i=1. It is easy to see that a measure ν
S exists
as a weak limit of νSk and let ν
S be its weak limit. For example, if si =
1
2 , for i ∈ N,
then νS is simply the Lebesgue measure on [0, 1]. Let (pi)i∈N be the members of P
in the increasing order. From now on, we work with νk and ν, for which the si is
1
pi
, or
(2.9) ν = νP , where P :=
(
1
pi
)
i∈N
.
In addition, for a ∈ [0, 1] and i ∈ N, we define
(2.10) χi(a) = the ith digit in the binary expansion of a.
We also define f : [0, 1]2 → {0, 1}, for k ∈ N, as follows
(2.11) f(x1, x2) := 1−max
i∈N
χi(x1)χi(x2).
In other words, f(x1, x2) is 1 if x1 and x2 do not share a common 1 at the same
place in their binary expansions and f is 0 otherwise. Now, we are ready to state
our main result.
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Theorem 2. Recall that random variables Xi, . . . , Xn, are distributed uniformly
on {1, 2 . . . , n}. The probability measures P
(
1
n2
∑
1≤i,j≤n 1gcd(Xi,Xj)=1 ∈ ·
)
satisfy
a large deviation principle with rate function
(2.12) I1(x) = inf∫∫
[0,1]2
f(x1,x2)µ(dx1)µ(dx2)=x
∫
[0,1]
log
(
dµ
dν
)
dµ,
where ν and f are defined in (2.9) and (2.11), respectively.
Let us get some intuition with (2.12), before we see our next result. For X ∈ N
and p ∈ P , the indicator 1p|X is 1 if p divides X , and 0 otherwise. We let a ∈ [0, 1]
be a number such that χi(a) = 1pi|X , where pi is the ith prime in P and i ∈ N. In
other words, the ith digit in the binary expansion of a shows whether X is divisible
by pi or not. We also define
(2.13) ψ : N→ [0, 1] as ψ(X) := a.
Now, for integers X,Y ∈ N, gcd(X,Y ) is 1 if and only if, for every p ∈ P , p does
not divide both X and Y . So, comparing this with the definition (2.11) of f , we
get
(2.14) f(ψ(X), ψ(Y )) = 1gcd(X,Y )=1.
Therefore, our problem is to show large deviation principle for probability mea-
sures
(2.15) P

 1
n2
∑
1≤i,j≤n
f(ψ(Xi), ψ(Xj)) ∈ ·

 ,
where Xi, for 1 ≤ i ≤ n, are distributed uniformly on {1, 2 . . . , n}. We note that,
for p, q ∈ P and as n goes to infinity, the probabilities for the events {p|X1}, {q|X1}
and {pq|X1} approach to 1p , 1q and 1pq , respectively. Hence, as n goes to infinity,
the underlying measure of ψ(X1) looks more like ν. Although this is not precise,
for large n, ψ(X1) · · ·ψ(Xn) are n i.i.d. random variables with measure ν. Thus,
our hope is to use Sanov’s theorem to obtain large deviation principle for random
variables ψ(Xi), and then, we use the contraction principle with the map f to get
the rate function (2.12).
There are a few issues on our way that need to be addressed, e.g. ψ(Xi) , for
1 ≤ i ≤ n, are not distributed as ν and the mapping f is not continuous at any
point (to apply the contraction principle, the mapping is usually assumed to be
continuous). We will come back to these obstacles in the proof section along with
the statement of Sanov’s theorem and the contraction principle.
We can also consider the following large deviation problem,
(2.16) P

 1
n2
∑
1≤i,j≤n
1gcd(Xi,Xj)=ℓ ∈ ·

 .
Write
(2.17) ℓ = qβ11 q
β2
2 · · · qβmm ,
where qi are distinct primes and βi are positive integers for 1 ≤ i ≤ m.
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For a fixed ℓ, let p1, . . . , pk be the smallest k primes distinct from q1, . . . , qm.
Any positive integer can be written as
(2.18) qγ11 · · · qγmm pα11 · · · pαkk ,
where γi and αj are non-negative integers. Any number on [0, 1] can be written as
(2.19) 0.γ1γ2 · · · γmα1α2 · · ·αk · · · ,
where γ1, . . . , γm are obtained from ternary expansion and α1, α2, . . . are obtained
from binary expansion.
The interpretation is that if an integer is not divisible by qβii , then γi = 0. If
it is divisible by qβii but not by q
βi+1
i , then γi = 1. Finally, if it is divisible by
qβi+1i , then γi = 2. We also have αj = 0 if an integer is not divisible by pj and 1
otherwise.
Restrict to the first m+ k digits and define a probability measure νk that takes
values
(2.20) g(q1) · · · g(qm)
(
1
p1
)α1 (
1− 1
pi
)1−α1
· · ·
(
1
pk
)αk (
1− 1
pk
)1−αk
,
where
(2.21) g(qi) =


1− 1
q
βi
i
if γi = 0
1
q
βi
i
− 1
q
βi+1
i
if γi = 1
1
q
βi+1
i
if γi = 2
, 1 ≤ i ≤ m.
Let ν be the weak limit of νk. We get the following result. The proofs are similar
to that of Theorem 2 and are omitted here.
Theorem 3. For ℓ > 1, the probability measures P
(
1
n2
∑
1≤i,j≤n 1gcd(Xi,Xj)=ℓ ∈ ·
)
satisfy a large deviation principle with rate function
(2.22) Iℓ(x) = inf∫∫
[0,1]2
fℓ(x1,x2)µ(dx1)µ(dx2)=x
∫
[0,1]
log
(
dµ
dν
)
dµ,
where fℓ(x1, x2) = 1 if x1 and x2 do not share a 2 in their first m digits or a
common 1 in the rest of the expansion, and none of them have any 0 in their first
m digits. Otherwise, fℓ(x1, x2) = 0.
Remark 4. It is interesting to observe that 6π2 is also the density of square-free
integers. That is because an integer is square-free if and only if it is not divisible
by p2 for any prime number p. Therefore, we have the law of large numbers, i.e.
(2.23)
1
n
n∑
i=1
1Xi is square-free →
∏
p∈P
(
1− 1
p2
)
=
6
π2
, .
in probability as n→∞. The central limit theorem is standard,
(2.24)
∑n
i=1 1Xi is square-free − 6nπ2√
n
→ N
(
0,
6
π2
− 36
π4
)
,
in distribution as n→∞. The large deviation principle also holds with rate function
(2.25) I(x) := x log
(
x
6/π2
)
+ (1 − x) log
(
1− x
1− 6/π2
)
.
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Remark 5. One can also generalize the result to ask what it is the probability that if
we uniformly randomly choose d numbers from {1, 2, . . . , n} their greatest common
divisor is 1. It is not hard to see that
(2.26)
1
nd
∑
1≤i1,...,id≤n
1gcd(Xi1 ,...,Xid )=1 →
∏
p∈P
(
1− 1
pd
)
=
1
ζ(d)
,
in probability as n → ∞. There are d2n(n − 1) · · · (n − (2d − 2)) pairs (i1, . . . , id)
and (j1, . . . , jd) so that |{i1, . . . , id} ∩ {j1, . . . , jd}| = 1. It is also easy to see that
(2.27) P (gcd(X1, . . . , Xd) = gcd(Xd, . . . , X2d−1) = 1) =
∏
p∈P
(
1− 2
pd
+
1
p2d−1
)
.
Therefore, we have the central limit theorem.
1
d · n 2d−12


∑
1≤i1,...,id≤n
1gcd(Xi1 ,...,Xid )=1 − n
d
∏
p∈P
(
1− 1
pd
)
(2.28)
→ N

0,∏
p∈P
(
1− 2
pd
+
1
p2d−1
)
−
∏
p∈P
(
1− 1
pd
)2 ,
in distribution as n→∞. We also have that P( 1
nd
∑
1≤i1,...,id≤n
1gcd(Xi1 ,...,Xid )=1 ∈·) satisfies a large deviation principle with the rate function
(2.29) I(x) = inf∫
···
∫
[0,1]d
f(x1,x2,...,xd)µ(dx1)···µ(dxd)=x
∫
[0,1]
log
(
dµ
dν
)
dµ,
where ν is the same as in Theorem 2 and
(2.30)
f(x1, . . . , xd) =
{
1 if x1, . . . , xd do not share a common 1 in their binary expansions
0 otherwise
.
3. Proofs of Large Deviation Principle
The proof is the discussion that follows Theorem 2. In order to make that precise,
we need to prove a series of lemmas and theorems of superexponential estimates.
It is also worth mentioning that the proof of Theorem 3 is very close to that of
Theorem 2 and we skip it.
Let us give the definitions of Yp, S(k1, k2), X˜i, and Y˜p that will be used repeatedly
throughout this section.
Definition 6. For any prime number p, we define
(3.1) Yp := #{1 ≤ i ≤ n : Xi is divisible by p}.
Definition 7. For any k1, k2 ∈ N, let us define
(3.2) S(k1, k2) := {p ∈ P : k1 < p ≤ k2}.
Definition 8. We define i.i.d. N valued random variables X˜i such that P(X˜i is divisible by p) =
1
p for any p ∈ P, p ≤ n, and P(X˜i is divisible by p) = 0 for any p ∈ P, p > n, and
the events {X˜i divisible by p} and {X˜i divisible by q} are independent for distinct
p, q ∈ P, p, q ≤ n. We define Y˜p as Y˜p := #{1 ≤ i ≤ n : X˜i is divisible by p}.
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Lemma 9. Let Y˜ be a Binomial random variable distributed as B(α, n). For any
λ > 0, let λ1 := e
λ. If 2αλ21 < 1 and α <
1
2 , then, for sufficiently large n,
(3.3)
1
n
logE
[
e
λ
n Y˜
2
]
≤ 4λα2λ41 +
log 4(n+ 1)
n
.
Proof. By the definition of Binomial distribution,
E
[
e
λ
n Y˜
2
]
=
n∑
i=0
(
n
i
)
αi(1 − α)n−ieλi
2
n(3.4)
≤ (n+ 1) max
0≤i≤n
(
n
i
)
αi(1− α)n−ieλi
2
n .
Using Stirling’s formula, for any n ∈ N,
(3.5) 1 ≤ n!√
2πn(n/e)n
≤ e√
2π
.
Therefore, we have
(
n
i
) ≤ 4enH(i/n), where H(x) := −x log x − (1 − x) log(1 − x),
0 ≤ x ≤ 1. Hence,
1
n
logE
[
e
λ
n Y˜
2
](3.6)
≤ log 4(n+ 1)
n
+ max
0≤i≤n
{
H
(
i
n
)
+
i
n
log(α) +
(
1− i
n
)
log(1− α) + λ
(
i
n
)2}
.
To find the maximum of
(3.7) f(x) := H(x) + x log(α) + (1− x) log(1− α) + λx2,
it is sufficient to look at
(3.8) f ′(x) = log
(
α
1− α
)
− log
(
x
1− x
)
+ 2λx.
The assumptions 2αλ21 < 1 and α <
1
2 implies that
(3.9)
α
1− αλ
2
1 ≤ 2αλ21 ≤
2αλ21
1− 2αλ21
.
Since logarithm is an increasing function, (3.8) and (3.9) imply that f ′(x) < 0 for
any x ≥ 2αλ21. Therefore, the maximum of f is attained at some x ≤ 2αλ21.
In addition, since log( x1−x ) is increasing in x, the maximum of
(3.10) g(x) := H(x) + x log(α) + (1 − x) log(1 − α)
is achieved at x = α, which is g(α) = 0. Hence,
(3.11) max
0≤x≤1
f(x) = max
0≤x≤2αλ1
f(x) ≤ 0 + λx2 ≤ λ(2αλ21)2,
which concludes the proof. 
Theorem 10. For any k, n ∈ N sufficiently large and ǫ > 0,
(3.12)
1
n
log P

 ∑
p∈S(k,n)
Y˜ 2p > n
2ǫ

 ≤ − ǫ
8
log(k) + 4.
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Therefore, we have the following superexponential estimate,
(3.13) lim sup
k→∞
lim sup
n→∞
1
n
logP

 ∑
p∈S(k,n)
Y˜ 2p > n
2ǫ

 = −∞.
Proof. Note that Y˜p = #{1 ≤ i ≤ n : X˜i is divisible by p}. And whether X˜i is
divisible by p is independent from X˜i being divisible by q for distinct primes p and
q. In other words, Y˜p are independent for distinct primes p ∈ P . By Chebyshev’s
inequality, for any λ > 0,
1
n
logP

 ∑
p∈S(k,n)
Y˜ 2p > n
2ǫ

 ≤ −λǫ+ 1
n
logE
[
e
λ
n
∑
p∈S(k,n) Y˜
2
p
]
(3.14)
= −λǫ+ 1
n
∑
p∈S(k,n)
logE
[
e
λ
n Y˜
2
p
]
.
We choose k ∈ N large enough so that λ1 = eλ <
√
2k. For k < p ≤ n, we have
2
pλ
2
1 <
2
kλ
2
1 < 1. By Lemma 9, we have
(3.15)
1
n
∑
p∈S(k,n)
logE
[
e
λ
n Y˜
2
p
]
≤
∑
p∈S(k,n)
log(4(n+ 1))
n
+ 4λ
(
1
p
)2
λ41.
Prime number theorem states that
(3.16) lim
x→∞
π(x)
x/ log(x)
= 1,
where π(x) denotes the number of primes less than x. Therefore, |k < p ≤ n, p ∈
P| ≤ 2nlog n for sufficiently large n. Together with (3.15), for sufficiently large n, we
get
1
n
logE
[
e
λ
n
∑
k<p≤n,p∈P Y˜
2
p
]
≤ 2n
logn
log 4(n+ 1)
n
+ 4λλ41
∑
k<p≤n,p∈P
1
p2
(3.17)
≤ 3 + 4λλ41
∑
ℓ>k
1
ℓ2
≤ 3 + 4λλ41
1
k
.
Plugging (3.17) into (3.14), we get
1
n
logP

 ∑
k<p≤n,p∈P
Y˜ 2p > n
2ǫ

 ≤ −λǫ+ 3 + 4λλ41
k
(3.18)
= 3− λ
(
ǫ − 4λ
4
1
k
)
.
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We can choose λ = 14 log(ǫk) − 3 so that 4λ
4
1
k <
ǫ
2 and it does not violate with our
earlier assumption that λ1 <
√
2k for large k. Hence,
1
n
logP

 ∑
k<p≤n,p∈P
Y˜ 2p > ǫn
2

 ≤ 3− log(kǫ)
8
ǫ+ 3ǫ(3.19)
≤ 4− log(k)
8
ǫ,
which yields the desired result. 
Lemma 11. Given sufficiently large k1, k2 ∈ N, for any sufficiently large n,
(3.20)
1
n
logP

 ∑
S(k1,k2)
Y 2p > ǫn
2

 ≤ 4 log log k2 + 4− log(k1)
8
ǫ.
Proof. First, observe that
∑
p∈S(k1,k2)
Y 2p (resp.
∑
p∈S(k1,k2)
Y˜ 2p ) only depends on
the events {Xi ∈ Ep1,...,pℓ} (resp. {X˜i ∈ Ep1,...,pℓ}), where i, ℓ ∈ {1, 2, . . . , n} and
{p1, . . . , pℓ} ⊂ S(k1, k2) and
(3.21) Ep1,...,pℓ := {i ∈ {1, 2, . . . , n}|Prime(i) ∩ S(k1, k2) = {p1, . . . , pℓ}} ,
where Prime(x) := {q ∈ P : x is divisible by q}. We will show that the following
uniform upper bound holds,
(3.22)
P(X1 ∈ Ep1,...,pℓ)
P(X˜1 ∈ Ep1,...,pℓ)
≤ e4 log log k2 .
Before we proceed, let us show that (3.22) and Theorem 10 implies (3.20). Since
Xi’s are independent and X˜i’s are independent,
(3.23)
P
(
Xi ∈ Epi1,...,piℓ , 1 ≤ i ≤ n
)
P
(
X˜i ∈ Epi1,...,piℓ , 1 ≤ i ≤ n
) ≤ [e4 log log k2]n ,
where {pi1, . . . , piℓ} ⊂ S(k1, k2) for 1 ≤ i ≤ n. Recall that
∑
p∈S(k1,k2)
Y 2p (resp.∑
p∈S(k1,k2)
Y˜ 2p ) only depends on the events {Xi ∈ Ep1,...,pℓ} (resp. {X˜i ∈ Ep1,...,pℓ}).
Therefore,
1
n
logP

 ∑
p∈S(k1,k2)
Y 2p > n
2ǫ

 ≤ 4 log log k2 + 1
n
logP

 ∑
p∈S(k1,k2)
Y˜ 2p > n
2ǫ


(3.24)
≤ 4 log log k2 + 4− log(k1)
8
ǫ,
where we used Theorem 10 at the last step. Now, let us prove (3.22). First, let us
give an upper bound for the numerator, that is,
(3.25) P (X1 ∈ Ep1,...,pℓ) =
1
n
#|Ep1,...,pℓ | ≤
[
n
p1···pℓ
]
n
≤ 1
p1 · · · pℓ ,
where [x] denotes the largest integer less or equal to x and we used the simple fact
that [x]x ≤ 1 for any positive x.
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As for the lower bound for the denominator, we have
P
(
X˜1 ∈ Ep1,...,pℓ
)
=
∏
q∈{p1,...,pℓ}
1
q
∏
q∈S(k1,k2)\{p1,...,pℓ}
(
1− 1
q
)
(3.26)
≥
∏
q∈{p1,...,pℓ}
1
q
∏
q∈S(k1,k2)
(
1− 1
q
)
≥
∏
q∈{p1,...,pℓ}
1
q
e−2
∑
q∈S(k1 ,k2)
1
q ,
where we used the inequality that 1− x ≥ e−2x for x ≤ 12 . Notice that
(3.27) lim
n→∞

−
∑
q∈S(1,n)
1
q
+ log logn

 =M,
where M = 0.261497 . . . is the Meissel-Mertens constant. Therefore, for sufficiently
large k2,
(3.28)
∑
q∈S(k1,k2)
1
q
≤
∑
q∈S(1,k2)
1
q
≤ 2 log log k2.
Combining (3.25), (3.26) and (3.28), we have proved the upper bound in (3.22). 
Lemma 12. Let pj, 1 ≤ j ≤ ℓ, ℓ ∈ N be the primes such that S(k1, k2) =
{p1, . . . , pℓ} and
(3.29) m
∏
1≤j≤ℓ
pj ≤ n < (m+ 1)
∏
1≤j≤ℓ
pj ,
where m ∈ N. Then, there exists a coupling of vectors of random variables Xi and
X˜i for 1 ≤ i ≤ n, i.e. a measure µ with marginal distributions the same as Xi and
X˜i such that
(3.30) µ

 ∑
q∈S(k1,k2)
Y 2q −
∑
q∈S(k1,k2)
Y˜ 2q ≥ n2ǫ

 ≤ 2n( 1
m
) nǫ
2k2
.
Proof. The main ingredient of the proof is the Chinese Remainder Theorem which
states that the set of equations
(3.31)


x ≡ a1 mod(p1)
...
x ≡ aℓ mod(pℓ)
has a unique solution 1 ≤ x ≤ p1 · · · pℓ, where 0 ≤ ai < pi, i ∈ {1, 2, . . . , ℓ}.
Hence, for each sequence of ai’s, the set of equations in (3.31) has exactly m so-
lutions for 1 ≤ x ≤ mp1 · · · pℓ. We denote these solutions by Ri(a1, . . . , aℓ) for
i ∈ {1, 2, . . . ,m}. Given Xi uniformly distributed on {1, 2, . . . , n}, we define X˜i as
follows. We generate Bernoulli random variables cj for 1 ≤ j ≤ ℓ, with parameters
1
pj
and independent of each other. Now, define
(3.32) X˜i =
{
pc11 · · · pcℓℓ if Xi > mp1 · · · pℓ
pb11 · · · pbℓℓ otherwise
,
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where bj is 1 if Xi is divisible by pj and 0 otherwise for 1 ≤ j ≤ ℓ. By the
definition, if we condition on Xi > mp1 · · · pℓ, X˜i is the multiplication of pcjj and
cj ’s are independent. Now, conditional on Xi ≤ mp1 · · · pℓ and let Prime(Xi) =
{p ∈ P : Xi is divisible by p}. Thus, for a vector −→b = (bj)ℓj=1 ∈ {0, 1}ℓ, we have
∆ := µ

X˜i = ℓ∏
j=1
p
bj
j |Xi ≤ mp1 · · · pℓ

(3.33)
= µ
(
Prime(Xi) ∩ {p1, . . . , pℓ} = S(−→b )
)
,
where S(
−→
b ) := {pj|bj = 1, 1 ≤ j ≤ ℓ}. But that is equivalent to
∆ =
#{Ri(a1, . . . , aℓ)|aj = 0 if and only if bj = 0, 1 ≤ i ≤ m}
mp1 · · · pℓ(3.34)
=
m
∏
bj 6=0
(pj − 1)
mp1 · · · pℓ
=
∏
j:bj=0
1
pj
∏
j:bj 6=0
(
1− 1
pj
)
.
Therefore, we get
(3.35) µ

Xi = ℓ∏
j=1
p
bj
j

 = ∏
j:bj=0
1
pj
∏
j:bj 6=0
(
1− 1
pj
)
.
Let us define
(3.36) g(Xi, X˜i) :=
{
1 if {Prime(Xi) ∩ S(k1, k2)} 6= {Prime(X˜i) ∩ S(k1, k2)}
0 otherwise
.
By the definition of the coupling of
−→
X and
−→˜
X , we have P(g(Xi, X˜i) = 1) ≤ 1m since
the event g(Xi, X˜i) = 1 implies that Xi > mp1 · · · pℓ which occurs with probability
(3.37)
n−mp1p2 · · · pℓ
n
≤ 1− mp1p2 · · · pℓ
(m+ 1)p1 · · · pℓ =
1
m+ 1
<
1
m
.
Now, let us go back to prove the superexponential bound in (3.30). Observe that
(3.38) f(X1, . . . , Xn) :=
∑
q∈S(k1,k2)
Y 2q =
∑
q∈S(k1,k2)
Yq +
∑
q∈S(k1,k2)
∑
i6=j
1q|gcd(Xi,Xj).
Hence,
(3.39)
∣∣∣∣∣∣
∑
q∈S(k1,k2)
Y 2q − Y˜ 2q
∣∣∣∣∣∣ ≤ #{i|g(Xi, X˜i) = 1}2k2n.
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That is because if we change one of Xi’s, the function f(X1, . . . , Xn) changes by
at most k2(n+ 1) ≤ 2k2n. Therefore,
µ

 ∑
q∈S(k1,k2)
Y 2q − Y˜ 2q ≥ n2ǫ

(3.40)
≤ µ
(
2k2n#{i|g(Xi, X˜i) = 1} ≥ n2ǫ
)
= µ
(
#{i|g(Xi, X˜i) = 1} ≥ n ǫ
2k2
)
.
Notice that #{i|g(Xi, X˜i) = 1} =
∑n
i=1 1g(Xi,X˜i)=1 is the sum of i.i.d. indica-
tor functions and µ(g(X1, X˜1) = 1) ≤ 1m . Hence, by Chebychev’s inequality, by
choosing θ = logm > 0, we have
µ
(
#{i|g(Xi, X˜i) = 1} ≥ n ǫ
2k2
)
(3.41)
≤ E
[
eθ1g(X1,X˜1)=1
]n
e−θn
ǫ
2k2
≤
(
eθ
m
+ 1
)n
e
−θn ǫ2k2
≤ 2ne−(logm)n ǫ2k2
which yields the desired result. 
Theorem 13. For any ǫ > 0, we have the following superexponential estimates,
(3.42) lim sup
k→∞
lim sup
n→∞
1
n
logP

 ∑
q∈S(k,n)
Y 2q > n
2ǫ

 = −∞.
Proof. Let us write
(3.43)
∑
q∈S(k,n)
Y 2q =
∑
q∈S(k,M1)
Y 2q +
∑
q∈S(M1,M2)
Y 2q +
∑
q∈S(M2,n)
Y 2q ,
where M1 := [log log n]
120
ǫ and M2 := [logn]
120
ǫ . By Lemma 11, for the second and
third terms in (3.43), we have
1
n
log P

 ∑
q∈S(M1,M2)
Y 2q >
n2ǫ
3

(3.44)
≤ 4 log logM2 + 4− logM1
8
ǫ
3
= 4 log
(
log
(
[logn]
120
ǫ
))
+ 4− ǫ
24
log
(
[log(log(n))]
120
ǫ
)
= 4 log
(
log
(
120
ǫ
)
+ log logn
)
+ 4− 5 log log logn
= 4 log log
(
120
ǫ
)
+ 4− log log logn,
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and similarly,
(3.45)
1
n
logP

 ∑
q∈S(M2,n)
Y 2q >
n2ǫ
3

 ≤ − log(logn) + 4.
In addition, for the first term in (3.43), by Lemma 12, we get
(3.46)
1
n
logµ


∣∣∣∣∣∣
∑
q∈S(k,M1)
Y 2q −
∑
q∈S(k,M1)
Y˜ 2q
∣∣∣∣∣∣ >
n2ǫ
6

 ≤ log 2− ǫ
12M1
logM0,
where
M0 :=
n∏
q∈S(k,M1)
q
(3.47)
≥ n
MM11
= exp
{
log(n)− 120
ǫ
(log logn)
120
ǫ log log logn
}
.
By Theorem 10,
(3.48)
1
n
log P

 ∑
p∈S(k,M1)
Y˜ 2p ≥
n2ǫ
6

 ≤ − ǫ
48
log(k) + 4.
Combining (3.44), (3.45), (3.46), (3.47) and (3.48), we get the desired result. 
Finally, we are ready to prove Theorem 2.
Proof of Theorem 2. We let Ui, for 1 ≤ i ≤ n, be i.i.d. random variables chosen
from measure ν as in (2.9). In addition, we define Uki , for k ∈ N, as the restriction
of Ui to its first k digits, i.e.
(3.49) χj(U
k
i ) =
{
χj(Ui) if j ≤ k
0 if j > k
,
where χ is defined in (2.10).
Let Ln, L
k
n be the empirical measures of Ui, U
k
i , i.e.
(3.50) Ln(x) :=
1
n
n∑
i=1
δUi(x),
and
(3.51) Lkn(x) :=
1
n
n∑
i=1
δUki (x).
In large deviations theory, Sanov’s theorem (see e.g. Dembo and Zeitouni [5])
says that, for a sequence of i.i.d. random variables X1, X2, . . . , Xn taking values
in a Polish space X with common distribution α ∈ M(X), the space of prob-
ability measures on X equipped with weak topology, the probability measures
P( 1n
∑n
i=1 δXi ∈ ·) induced by the empirical measures 1n
∑n
i=1 δXi satisfy a large
deviation principle with rate function I(β) given by
(3.52) I(β) =
∫
X
dβ
dα
log
dβ
dα
α(dx),
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if β ≪ α and dβdα | log dβdα | ∈ L1(α) and I(β) = +∞ otherwise.
Therefore, by Sanov’s theorem, P(Ln ∈ ·) satisfies a large deviation principle
on M[0, 1], the space of probability measures on [0, 1], equipped with the weak
topology and the rate function
(3.53) I(µ) =
{∫
[0,1]
log
(
dµ
dν
)
dµ if µ≪ ν and | log dµdν | ∈ L1(µ)
+∞ otherwise
.
We define fk : [0, 1]
2 → {0, 1}, for k ∈ N, and redefine f from (2.11) as follows
(3.54)
fk(x1, x2) = 1− max
1≤i≤k
χi(x1)χi(x2), and f(x1, x2) := 1−max
i∈N
χi(x1)χi(x2).
In other words, f is 1 if x1 and x2 do not share a common 1 at the same place in
their binary expansions and f is 0 otherwise. Similar interpretation holds for fk.
Clearly, fk ≥ f and limk→∞ fk(x1, x2) = f(x1, x2). Again, let ν be the probability
measure on [0, 1] such that for a random variable x with measure ν, χi(x) are i.i.d.
Bernoulli random variables with parameters 1pi , where pi is the ith smallest prime
number.
Let αk := {α ∈ [0, 1]|χi(α) = 0 for i > k} be the set of numbers on [0, 1] with
k-digit binary expansion. We define
(3.55) Aα := {x ∈ [0, 1]|χi(α) = χi(x), 1 ≤ i ≤ k}.
Let Fk(µ) :=
∫∫
[0,1]2
fk(x1, x2)dµ(x1)dµ(x2) and F (µ) :=
∫∫
[0,1]2
f(x1, x2)dµ(x1)dµ(x2).
We have
(3.56) Fk(µ) =
∑
α,β∈αk
fk(α, β)µ(Aα)µ(Aβ).
Hence the map µ 7→ Fk(µ) is continuous, i.e. for µn → µ in the weak topology,
Fk(µn) → Fk(µ). In large deviations theory, the contraction principle (see e.g.
Dembo and Zeitouni [5]) says that if Pn satisfies a large deviation principle on a
Polish space X with rate function I(·) and F is a continuous mapping from X to
another Polish space Y, then PnF
−1 satisfies a large deviation principle on Y with
a rate function J(·) given by J(y) = infx:F (x)=y I(x).
Therefore, by the contraction principle, P(Ln◦F−1k ∈ ·) satisfies a large deviation
principle with good rate function
(3.57) I(k)(x) = inf∫∫
[0,1]2
fk(x1,x2)dµ(x1)dµ(x2)=x
∫
[0,1]
log
(
dµ
dν
)
dµ.
Moreover, in Theorem 10, we proved that
(3.58) lim sup
k→∞
lim sup
n→∞
1
n
logP
(∫∫
[0,1]2
(fk − f)dLn(x)dLn(y) ≥ δ
)
= −∞,
for any δ > 0. In other words, the family {Ln ◦ F−1k } are exponentially good
approximation of {Ln ◦ F−1}, see Definition 4.2.14 in Dembo and Zeitouni [5].
Now, by Theorem 4.2.16 in Dembo and Zeitouni [5], P(Ln ◦ F−1 ∈ ·) satisfies a
weak large deviation principle (for the definition of weak large deviation principle,
we refer to page 7 of Dembo and Zeitouni [5]) with the rate function
(3.59) I1(x) = sup
δ>0
lim inf
k→∞
inf
|w−x|<δ
I(k)(w).
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Since the interval [0, 1] is compact, P(Ln ◦F−1 ∈ ·) satisfies the full large deviation
principle with good rate function I1(x) as above and it is easy to check that
(3.60) I1(x) = inf∫∫
[0,1]2
f(x1,x2)µ(dx1)µ(dx2)=x
∫
[0,1]
log
(
dµ
dν
)
dµ.
For any p ∈ P , let us recall that Yp =
∑n
i=1 1p|Xi , Y˜p =
∑n
i=1 1p|X˜i , and for any
k1, k2 ∈ N, S(k1, k2) = {p ∈ P : k1 < p ≤ k2}.
By Theorem 10, we have
lim sup
k→∞
lim sup
n→∞
1
n
logP

 1
n2
∑
1≤i,j≤n
1gcd(X˜ki ,X˜kj )=1
− 1gcd(X˜i,X˜j)=1 ≥ ǫ

(3.61)
= lim sup
k→∞
lim sup
n→∞
1
n
logP

 1
n2
∑
1≤i,j≤n
∑
p∈S(k,n)
1p|X˜i,p|X˜j ≥ ǫ


≤ lim sup
k→∞
lim sup
n→∞
1
n
logP

 1
n2
∑
p∈S(k,n)
Y˜ 2p ≥ ǫ


= −∞.
Next, notice that the difference between P( 1n2
∑
1≤i,j≤n 1gcd(Xki ,Xkj )=1 ∈ ·) and
P( 1n2
∑
1≤i,j≤n 1gcd(X˜ki ,X˜kj )=1
∈ ·) is superexponentially small by Lemma 12. Fi-
nally, by Theorem 13,
(3.62)
lim sup
k→∞
lim sup
n→∞
1
n
logP

 1
n2
∑
1≤i,j≤n
1gcd(Xki ,Xkj )=1 − 1gcd(Xi,Xj)=1 ≥ ǫ

 = −∞.
This implies that
− inf
x∈Ao
I1(x) ≤ lim inf
n→∞
1
n
logP

 1
n2
∑
1≤i,j≤n
1gcd(Xi,Xj)=1 ∈ A


(3.63)
≤ lim sup
n→∞
1
n
logP

 1
n2
∑
1≤i,j≤n
1gcd(Xi,Xj)=1 ∈ A

 ≤ − inf
x∈A
I1(x).

4. Proofs of Central Limit Theorem
Proof of Theorem 1. Here, we prove our result for ℓ = 1. The proof for ℓ > 1 is the
same that is skipped.
Instead of summing over 1 ≤ i, j ≤ n, we only need to consider 1 ≤ i 6= j ≤ n.
The reason is because if i = j, then gcd(Xi, Xi) = 1 if and only if Xi = 1 which
occurs with probability 1n and therefore
1
2n3/2
∑n
i=1 1gcd(Xi,Xi)=1 is negligible in the
limit as n→∞. Moreover,
(4.1)
∑
1≤i6=j≤n
1gcd(Xi,Xj)=1 = 2
∑
1≤i<j≤n
1gcd(Xi,Xj)=1,
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and we can therefore concentrate on 1 ≤ i < j ≤ n.
Let us define aij = 1gcd(Xi,Xj)=1 for 1 ≤ i < j ≤ n. aij have the same distribu-
tion and let αn be the mean of a12. Then, we have
(4.2) αn = E[a12] = P(gcd(X1, X2) = 1)→
∏
p∈P
(
1− 1
p2
)
,
as n → ∞. Define a˜ij := aij − αn and W =
∑
(i,j)∈I a˜ij , where the sum is taken
over the set I that is all the pairs of i, j ∈ [n] and i < j. Therefore,
(4.3) σ2n := Var(W ) = E



 ∑
(i,j)∈I
a˜ij


2

 =∑
(i,j)
∑
(ℓ,k)
E[a˜ij a˜kℓ].
Note that if the intersection of {i, j} and {k, ℓ} is empty, then a˜ij and a˜kℓ are
independent and E[a˜ij a˜kℓ] = E[a˜ij ]E[a˜kℓ] = 0. The remaining two cases are either
{i, j} = {k, ℓ} or |{i, j} ∩ {k, ℓ}| = 1. For the former, we have
(4.4) E[a˜ij a˜ij ] = E[a
2
ij ]− α2n = E[aij ]− α2n = αn − α2n.
For the latter, assuming without loss of generality that i = k and j 6= ℓ, we get
E [a˜ij a˜kℓ] = E [aijaiℓ]− α2n(4.5)
= P (gcd(Xi, Xj) = gcd(Xi, Xℓ) = 1)− α2n
= βn − α2n,
where βn := P (gcd(Xi, Xj) = gcd(Xi, Xℓ) = 1).
Let p be a prime number and X˜1, X˜2, X˜3 be defined as before, that is, three i.i.d.
integer valued random variables so that X˜1 is divisible by p ≤ n with probability
1
p . Then, by inclusion-exclusion principle, it is easy to see that
(4.6) lim
n→∞
βn = lim
n→∞
P(gcd(X˜1, X˜2) = gcd(X˜1, X˜3) = 1) =
∏
p∈P
(
1− 2
p2
+
1
p3
)
.
We have
(
n
2
)
pairs that {i, j} = {k, ℓ} and 3×2×(n3) pairs that |{i, j}∩{k, ℓ}| = 1.
(We pick three numbers from 1 to n. Then we pick one of them to be duplicated,
say i. Finally, we have two pairs as (i, j)(i, k) and (i, k)(i, j)). Thus
(4.7) σ2n =
(
n
2
)
(αn − α2n) + 3 · 2 ·
(
n
3
)
(βn − α2n),
and we have
(4.8)
σ2n
n3
→
∏
p∈P
(
1− 2
p2
+
1
p3
)
− 36
π4
,
as n→∞.
Now, our goal is to use the general theorem for random dependency graphs to
prove that W = 1σn
∑
(i,j)∈I a˜ij converges to a standard normal random variable.
We have a collection of dependent random variables (a˜ij)(i,j)∈I . We say a˜ij and
a˜kℓ are neighbors if they are dependent, i.e. {i, j} ∩ {k, ℓ} 6= ∅.
Let N(i, j) = {neighbors of (i, j)} ∪ {(i, j)}. Hence, N(i, j) has D = 2n − 5
elements. In addition, let Z be a standard normal random variable.
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By Theorem 3.6. of Ross [11], we have
(4.9) dW (W,Z) ≤ D
2
σ3n
∑
(i,j)∈I
E|a˜ij |3 +
√
28√
π
D3/2
σ2n
√ ∑
(i,j)∈I
E|a˜ij |4.
Note that |a˜ij | is bounded by 1. Thus, using (4.7), we have
dW (W,Z) ≤ D
2
σ3n
(
n
2
)
+
√
28√
π
D3/2
σ2n
√(
n
2
)
(4.10)
≤ (2n)
2 · n2
σ3n
+ 5
(2n)3/2n
σ2n
≤ C
n1/2
.
where C is a universal constant. For the general ℓ ∈ N, dW (W,Z) ≤ Cℓn1/2 . Note that
limn→∞σ2nn3 = O(ℓ−3) as ℓ→∞ and also note that E|a˜ij |3 ≤ E|a˜ij | = O(ℓ−2) as
ℓ→∞. Therefore, Cℓ = O(ℓ5/2) as ℓ→∞. 
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