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A HIGHER RANK RACAH ALGEBRA
AND THE Zn2 LAPLACE-DUNKL OPERATOR
HENDRIK DE BIE, VINCENT X. GENEST, WOUTER VAN DE VIJVER, AND LUC VINET
Abstract. A higher rank generalization of the (rank one) Racah algebra is
obtained as the symmetry algebra of the Laplace-Dunkl operator associated
to the Zn
2
root system. This algebra is also the invariance algebra of the
generic superintegrable model on the n-sphere. Bases of Dunkl harmonics
are constructed explicitly using a Cauchy-Kovalevskaia theorem. These bases
consist of joint eigenfunctions of labelling Abelian subalgebras of the higher
rank Racah algebra. A method to obtain expressions for both the connection
coefficients between these bases and the action of the symmetries on these
bases is presented.
1. Introduction
The purpose of this paper is to introduce a higher rank generalization of the
Racah algebra. This algebra will emerge in the examination of the multifold tensor
product representations of su(1, 1) associated to the Zn2 Laplace-Dunkl operator.
The higher rank Racah algebra will also be shown to be the symmetry algebra of
the generic (scalar) superintegrable model on the n-sphere.
The (rank 1) Racah algebra was initially introduced in [14] to provide an under-
pinning for the symmetries of the 6j-symbols or Racah coefficients of SU(2). It is
defined as the infinite-dimensional associative algebra over C with generators K1
and K2 that satisfy, together with their commutator K3 = [K1,K2], the following
relations:
[K2,K3] = K
2
2 + {K1,K2}+ dK2 + e1,
[K3,K1] = K
2
1 + {K1,K2}+ dK1 + e2,
(1)
with {A,B} := AB+BA and where d, e1, e2 are structure constants. This algebra
corresponds to the q = 1 case of the Askey–Wilson or Zhedanov algebra [31], which
encodes the bispectral properties of the Askey–Wilson polynomials, sitting atop the
Askey scheme of hypergeometric orthogonal polynomials [21]. In a similar fashion,
the Racah algebra encodes the bispectral properties of the Racah polynomials. The
Racah algebra has an alternative presentation in terms of generators L1, L2, L3 and
F which is commonly referred to as the “equitable” or “democratic” presentation
[23, 27]. In this form one has L1+L2+L3 = G and [L1, L2] = [L2, L3] = [L3, L1] =
F , where G is a central operator. The commutation relations then read
[L1, F ] = L2L1 − L1L3 + i1,
[L2, F ] = L3L2 − L2L1 + i2,
[L3, F ] = L1L3 − L3L2 + i3,
(2)
2010 Mathematics Subject Classification. 81Q80, 81R10, 81R12.
1
2 H. DE BIE, V.X. GENEST, W. VAN DE VIJVER, AND L. VINET
where i1, i2, i3 are structure constants (or central elements). The first work on (2)
can be found in [6]. The details of the passage between (1) and (2) can also be
found in [9].
The Racah algebra arises in the context of superintegrable models. A quantum
system described by a Hamiltonian H with d degrees of freedom is said to be
maximally superintegrable if it admits 2d− 1 algebraically independent constants
of motion, including H itself. It is said to be superintegrable of second order if the
conserved charges are of degree at most 2 in the momenta. For a recent review,
see [24]. The superintegrable models of second order (without reflection operators)
in two dimensions which admit separation of variables have been classified. They
can all be obtained as limits or special cases of the so-called generic 3-parameter
system on the 2-sphere [20]. This model is governed by the Hamiltonian:
(3) H :=
∑
1≤i<j≤3
J2ij + (x
2
1 + x
2
2 + x
2
3)
3∑
i=1
ai
x2i
,
where Jij = i(xj∂xi − xi∂xj ) are the angular momentum operators and where
a1, a2, a3 are real parameters. Of course, x
2
1 + x
2
2 + x
2
3 = 1 on the 2-sphere. The
superintegrability ofH and the separation of variables of the associated Schro¨dinger
equation is demonstrated in [15] using the R-matrix formalism. The relevance of
the Racah algebra in this context appeared when the symmetry algebra formed by
the constants of motion of H was realized in [18] with the help of the difference
operator of which the Wilson/Racah polynomials are eigenfunctions. A cogent
analysis was subsequently provided in [11] in the framework of the Racah problem
for su(1, 1). Upon using the singular oscillator realization of su(1, 1), it was observed
that the Hamiltonian H can be identified with the total Casimir operator obtained
when three such representations are combined. The symmetry algebra was then
identified noting that it is generated by the intermediate Casimir operators which
satisfy the relations of the (centrally extended) Racah algebra. This also provided
an explanation for the occurrence of the Racah polynomials as overlap coefficients
between wavefunctions separated in different spherical coordinate systems. The
reader is referred to [10] for a review of this picture.
It has been shown that the (equitable presentation of the) Racah algebra can also
be obtained from quadratic elements in the enveloping algebra of su(2) [6], and the
correspondence with the recoupling scheme has been given in [9]. Progress towards
obtaining the symmetry algebra of Hamiltonian analogous to (3) on spheres of arbi-
trary dimensions and identifying the structure of the Racah algebra for higher rank
has been made in [19], where the model on the 3-sphere was examined and bases
for the symmetry algebra representations obtained in terms of Tratnik’s bivariate
Racah polynomials [28]. Furthermore, an extension of the approach introduced in
[11] and [9] was given in [25] to establish the connection between the recoupling
of four copies of su(1, 1), the generic system on the 3-sphere, and these bivariate
Racah polynomials. As this manuscript was being completed, an interesting char-
acterization of the symmetry algebra of the generic superintegable system on the
n-sphere in relation to the Kohno-Drinfeld algebra was produced [17].
Germane to the present analysis are the recent developments on the interconnect-
edness of Bannai–Ito algebras, recoupling of multifold tensor product representa-
tions of osp(1, 2), superintegrable systems with reflections, and the Dunkl operators
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associated to the Zn2 root system. The (rank one) Bannai–Ito algebra was intro-
duced in [29] to describe the bispectrality of the univariate Bannai–Ito polynomials.
This associative algebra over C has three generators Ai with i = 1, 2, 3 satisfying
{A1, A2} = A3 + ω3 {A2, A3} = A1 + ω1 {A1, A3} = A2 + ω2,(4)
where ω1, ω2, ω3 are structure constants; the algebra (4) can be viewed as the
q = −1 case of the Askey–Wilson algebra. In [8], the Racah coefficients of osp(1, 2)
were found to be expressible in terms of the Bannai-Ito polynomials and the inter-
mediate Casimir operators for three-fold tensor product representations of osp(1, 2)
were correspondingly seen to verify a central extension of (4). A superintegrable
Hamiltonian involving reflection operators with the Bannai–Ito algebra as sym-
metry algebra was obtained in this framework by combining three parabosonic or
Dunkl oscillator realizations of osp(1, 2) [7]. Related is the observation that the
commutant of the Dunkl Laplacian on S2 also leads to a central extension of the
Bannai-Ito algebra with the consequence that the space of Dunkl harmonics sup-
ports representations of the (rank one) Bannai–Ito algebra [13]. It is worth mention-
ing that embeddings of the Racah algebra into the Bannai–Ito algebra have been
constructed [12]. The Dirac–Dunkl equation on the 2-sphere has been analyzed in
the same spirit as the scalar Laplace-Dunkl equation. It was also found to admit
the Bannai-Ito algebra as its symmetry algebra [2]. This model proved instructive
and somewhat simpler. It exhibited a lower computational complexity and brought
on tools such as the Cauchy-Kovalevskaia map that proved quite useful to obtain
separated wavefunctions as bases for representation spaces. The extension to arbi-
trary dimensions of the analysis of the symmetries of the Dirac-Dunkl equation on
spheres has been carried out in [3] and it allowed to identify the structure of the
higher rank Bannai-Ito algebra. It also paved the way towards the identification of
the multivariable Bannai-Ito polynomials.
As stated before, the objective of this paper is to similarly obtain the structure
of the higher rank Racah algebra. The organization of the paper is as follows. In
Section 2, the connection between the Laplace–Dunkl operator associated to Zn2 and
the Lie algebra su(1, 1) is reviewed. In Section 3, the rank one Racah algebra in the
equitable presentation is displayed. In Section 4, the higher rank Racah algebra is
constructed by examining multifold tensor product representations of su(1, 1). The
connections with the Laplace-Dunkl operator for Zn2 , as well as with the superin-
tegrable system on the n-sphere, are established. A Cauchy-Kovalevskaia theorem
is used to construct bases for the Zn2 Dunkl harmonics in Section 5. In Section 6,
the connection coefficients between these bases are expressed in terms of Tratnik’s
multivariate Racah polynomials. A brief conclusion follows.
2. Zn2 Dunkl operators and su(1, 1)
Consider the Abelian reflection group Zn2 = Z2 × · · · × Z2. The corresponding
Dunkl operators T1, . . . , Tn acting on R
n are defined as follows:
Ti = ∂xi +
µi
xi
(1− ri), i = 1, . . . , n,
where µ1, . . . , µn with µi > 0 are real parameters, ∂xi is the partial derivative
with respect to xi and ri is the reflection operator in the xi = 0 hyperplane, i.e.
rif(xi) = f(−xi). It is obvious that one has TiTj = TjTi for all i, j ∈ {1, . . . , n}.
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The Laplace–Dunkl operator ∆ associated to Zn2 is defined by
∆ =
n∑
i=1
T 2i .(5)
The “intermediate” Laplace-Dunkl operators and squared position operators are
defined as follows. Let A ⊂ [n], where [n] = {1, . . . , n}, and define
∆A =
∑
i∈A
T 2i , ‖xA‖
2 =
∑
i∈A
x2i .
In this notation, the “full” n-dimensional Laplace-Dunkl operator ∆ given in (5)
can be written as ∆[n]. For ℓ ≤ n, we shall also use the notation ∆[ℓ] and ‖x[ℓ]‖
2
for ∆{1,...,ℓ} and ‖x{1,...,ℓ}‖
2, respectively.
The space Hk(Rn) of Dunkl harmonics of degree k is defined as Hk(Rn) :=
Ker∆ ∩ Pk(Rn), where Pk(Rn) stands for the space of homogeneous polynomials
of degree k in Rn. The following decomposition of homogeneous polynomials in
terms of Dunkl harmonics is called the Fischer decomposition.
Proposition 1 ([5]). The space Pk(Rn) of homogeneous polynomials of degree k
has the direct sum decomposition
Pk(R
n) =
⌊ k2 ⌋⊕
j=0
‖x[n]‖
2jHk−2j(R
n).
An important observation for the purposes of this paper, due to Heckman [16], is
that the Dunkl-Laplace operator, together with the squared position operator and
the dilation operator, realize the su(1, 1) relations.
Proposition 2 ([16]). Let A ⊂ [n] and define
A0 =
1
2
(EA + γA), J+ =
‖xA‖
2
2
, J− =
∆A
2
,(6)
where EA =
∑
i∈A xi∂xi is the Euler (or dilation) operator for the set A, and where
γA =
|A|
2
+
∑
i∈A
µi.(7)
The operators A0, J± satisfy the su(1, 1) relations
[A0, J±] = ±J±, [J−, J+] = 2A0.(8)
The Casimir operator for su(1, 1), which commutes with A0 and J±, is given by
C := A20 − J+J− −A0.(9)
The Casimir operatorCA associated to the su(1, 1) realization (6) has the expression
CA =
1
4
(
(EA + γA)
2 − 2 (EA + γA)− ‖xA‖
2∆A
)
.(10)
By construction, one has
(11) [CA,∆A] = 0,
[
CA, ‖xA‖
2
]
= 0.
The following lemma is easily derived from the above observations.
Lemma 1. For A ⊂ [n], the operator CA satisfies[
CA,∆[n]
]
= 0,
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Hence for every A ⊂ [n], CA is a symmetry of ∆[n], the Laplace-Dunkl operator
associated to the root system Zn2 . It is clear that for two generic sets A 6= B, the
operators CA and CB will not commute. The symmetry algebra they generate will
be obtained below using the connection between ∆[n] and the recoupling of su(1, 1)
representations. This invariance algebra will also be shown to correspond to that
of the generic system on the n-sphere. Before tackling the higher rank case, let us
quickly review the presentation of the Racah algebra in the rank one case.
3. The rank one Racah algebra
The universal (centrally extended) Racah algebra of rank 1 has 7 generators.
The generators Ca, Cb, Cc, and Cabc are central. The three other generators are
denoted Cab, Cbc and Cac. The generators are related to one another as follows
Cabc = Cab + Cbc + Cac − Ca − Cb − Cc.(12)
To write down the relations of the Racah algebra, we introduce an extra element
F defined as
2F := [Cab, Cbc] = [Cac, Cab] = [Cbc, Cac].(13)
In light of (12), the definition (13) is consistent. The non-trivial commutation
relations have the expression
[Cab, F ] = CbcCab − CabCac + (Cb − Ca) (Cc − Cabc) ,
[Cbc, F ] = CacCbc − CbcCab + (Cc − Cb) (Ca − Cabc) ,
[Cac, F ] = CabCac − CacCbc + (Ca − Cc) (Cb − Cabc) .
(14)
This algebra agrees with the equitable presentation (2) where the Li play the role
of the Cxy generators. The structure constants i1, i2 and i3 are here replaced by
central elements.
4. Tensor algebra approach to a higher rank Racah algebra
In [11, 12], the rank-one Racah algebra was seen to arise in considering three-fold
tensor product representations of su(1, 1). We shall here generalize this approach
by taking the n-fold product. In [22] n-fold tensor products of Lie algebras have
been studied in a more general setting. Consider the su(1, 1) comultiplication ∆
(15) ∆(A0) = A0 ⊗ 1 + 1⊗A0, ∆(J±) = J± ⊗ 1 + 1⊗ J±.
The comultiplication is an algebra morphism which extends to the universal en-
veloping algebra. Hence, it is possible to calculate the comultiplication of any
element of U(su(1, 1)). Define the following elements:
C1 := C, Cn := (1⊗ . . .⊗ 1︸ ︷︷ ︸
n−2 times
⊗∆)(Cn−1),
where C is the Casimir operator of su(1, 1) given in (9). Consider the map
τk :
m−1⊗
i=1
U(su(1, 1))→
m⊗
i=1
U(su(1, 1)),
which acts as follows on the homogeneous tensor products:
τk(t1 ⊗ . . .⊗ tm−1) := t1 ⊗ . . .⊗ tk−1 ⊗ 1⊗ tk ⊗ . . .⊗ tm−1.
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and extend it by linearity. The map τ adds a 1 at the k-th place. This allows to
define the following:
CA :=
 −→∏
k∈[n]\A
τk
(C|A|) .(16)
with A a subset of [n]. The set A is the superindex whereas in the expression (10)
it is the subindex. Notice that the order in which the τk act, matters. Take for
example n = 5 and A = {1, 3}. To have a 1 on the fourth place in the tensor
product one needs to act with τ4. If one then acts by τk, k < 4, that 1 will move
to the next place. To avoid this, the proper order in our example must be
−→∏
k∈[n]\A
τk = τ5τ4τ2.
One could ask if the order of the indices in A matters. By looking at the explicit
form of, for instance, C2:
C2 = ∆(C) = C ⊗ 1 + 1⊗ C + 2A0 ⊗A0 − J+ ⊗ J− − J− ⊗ J+,
one can see that switching the first and second positions does not change C2. This
is true in general owing to the cocommutativity of the coproduct ∆.
We define the generalized Racah algebra, denoted by R(n), as the algebra gen-
erated by the CA with A ⊂ [n]. This set of generators is not independent, as can
be seen from the relation
CA =
∑
{i,j}⊂A
Cij − (|A| − 2)
∑
i∈A
Ci.(17)
In light of (17), it suffices to exhibit the commutation relations between the CA with
|A| = 2 to fully describe the Racah algebra in terms of generators and relations.
For convenience, we shall write Cij instead of C{i,j} for these elements. Similarly,
we shall write Ci instead of C{i} for the elements with only one index; it is easily
seen that these elements are central. One observes that two elements with no index
in common commute, e.g. C12C34 = C34C12. Assume i, j and k to be distinct
indices. Let F ijk be defined as
F ijk :=
1
2
[
Cij , Cjk
]
.
For n = 3, the following relation completes the relation set that defines the Racah
algebra: [
Cjk, F ijk
]
= CikCjk − CjkCij +
(
Ck − Cj
) (
Ci − Cijk
)
.
One notes that the above relations coincide in three dimensions with those of the
centrally extended rank one Racah algebra that are obtained by taking A to be
the set {a, b, c} in (14). In higher dimension there are additional commutators to
calculate. If n ≥ 4, one finds the extra relation[
F ijk, Ckl
]
=
(
Cil − Ci − Cl
) (
Cjk − Cj − Ck
)
−
(
Cik − Ci − Ck
) (
Cjl − Cj − Cl
)
.
Let us simplify the above formula by introducing P ij := Cij − Ci − Cj . In terms
of the operators P ij , the expression for the Casimir operators CA becomes
CA =
∑
{i,j}⊂A
P ij +
∑
i∈A
Ci,
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and the commutation relations take the form[
P ij , P jk
]
= 2F ijk,[
P jk, F ijk
]
= P ikP jk − P jkP ij + 2P ikCj − 2P ijCk,[
P kl, F ijk
]
= P ikP jl − P ilP jk.
When n ≥ 5, there are two additional commutators to calculate. One finds[
F ijk, F jkl
]
= F jklP ij − F ikl
(
P jk + 2Cj
)
− F ijkP jl,[
F ijk, F klm
]
= F ilmP jk − P ikF jlm.
These relations are sufficient to fully describe the generalized Racah algebra in any
dimension. These results are synthesized in the following proposition.
Proposition 3. The generalized Racah algebra R(n) is generated by the Casimir
operators CA defined in (16), where A ⊂ [n]. In light of the relation (17) between
the generators, the defining relations of R(n) can be presented only in terms of Cij
with i 6= j, and the central elements Ci. Let P ij and F ijk be defined by
P ij = Cij − Ci − Cj , F ijk =
1
2
[
P ij , P jk
]
.
The defining relations of the Racah algebra R(n) are[
P ij , P jk
]
= 2F ijk,[
P jk, F ijk
]
= P ikP jk − P jkP ij + 2P ikCj − 2P ijCk,[
P kl, F ijk
]
= P ikP jl − P ilP jk.[
F ijk, F jkl
]
= F jklP ij − F ikl
(
P jk + 2Cj
)
− F ijkP jl,[
F ijk, F klm
]
= F ilmP jk − P ikF jlm,
(18)
where i, j, k, l and m are pairwise distinct indices in the set [n].
Proof. The result follows by direct computations. 
The next lemma follows from the basic definitions
Lemma 2.
[
CA, CB
]
= 0 if A ⊂ B, B ⊂ A or A ∩B = ∅.
Consider the tower of sets [2] ⊂ [3] ⊂ · · · ⊂ [n − 1]. Because of lemma 2 the
generators corresponding to this tower of sets are mutually commutative. This
yields an Abelian subalgebra denoted by
Ŷn = 〈C
[2], C [3], . . . , C [n−1]〉(19)
which allows to label representation vectors as shall be seen. To every tower of
sets one can associate such an Abelian subalgebra. It can be explicitly (and inde-
pendently) verified that the operators CA of formula (10) in section 2 realize the
generalized Racah algebraR(n). To distinguish the abstract algebra from the Dunkl
realization, we use upper and lower indices respectively on the symbols denoting
the generators and their representations.
Proposition 4. The differential-difference operators CA, given by (10), satisfy
CA =
∑
{i,j}⊂A
Cij − (|A| − 2)
∑
i∈A
Ci.(20)
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Putting Pij = Cij−Ci−Cj, and Fijk =
1
2 [Pij , Pjk], it is verified that these operators
realize the generalized Racah algebra (18).
Proof. From formula (10) we have
Ci =
1
4
(
µ2i − µiri −
3
4
)
, Cij =
1
4
(
−L2ij + (µiri + µjrj)
2 − 1
)
,(21)
with Lij = xiTj − xjTi the Dunkl angular momentum operators. Using
[Lij , Ljk] = Lik(1 + 2µjrj),
one finds
[Cij , Cjk] =
1
16
[L2ij , L
2
jk]
=
1
8
(
L2ij(1 + 2µkrk)− L
2
ik(1 + 2µjrj)− L
2
jk(1 + 2µiri) + 2LikLijLjk
)
:= 2Fijk.
The other relations follow after long but straightforward computations, again using
Pij = Cij − Ci − Cj to formulate the end result. 
Note that operators of the type L2ij have also appeared in [4], in the context of
orthogonal bases.
4.1. Connection with the generic system on the n-sphere. The generalized
Racah algebra R(n), defined by the relations (18), is also the symmetry algebra of
the generic superintegrable system on the n-sphere. This can be shown as follows.
Consider the Casimir operator C[n], as given in (10), and define the operator C˜[n]
via the gauge transformation
C˜[n] := G(x1, . . . , xn)C[n]G
−1(x1, . . . , xn),
where the gauge factor is given by G(x1, . . . , xn) = |x1|µ1 · · · |xn|µn . It is directly
verified using (21) that C˜[n] has the expression
C˜[n] =
1
4
 ∑
1≤i<j≤n
J2ij + (x
2
1 + · · ·+ x
2
n)
n∑
k=1
µk(µk − rk)
x2k
+
n(n− 4)
4
 .(22)
Upon comparing the above expression with (3), it is seen that (22) corresponds
to the generic system on the n-sphere, with the particularity of having reflection
operators appear in the “parameters” ai = µi(µi − ri) for i = 1, . . . , n. However,
since C˜[n] commutes with all reflections r1, . . . , rn, one can diagonalize these reflec-
tions simultaneously with C˜[n], so that for each of the 2
n parity sectors, one gets a
bona fide (scalar) generic system on the n-sphere. For example, in the totally even
sector, one has ai = µi(µi − 1) for i = 1, . . . , n.
In light of Lemma 2, the Hamiltonian defined by (22) is clearly superintegrable,
and its symmetries are given by the gauge-transformed Casimir operators C˜A with
A ∈ [n]. The relation (20) holds, and one has C˜i = Ci for the symmetries with one
index. The symmetries C˜ij with two indices are given by
C˜ij =
1
4
(
J2ij + (x
2
i + x
2
j)
{
µi(µi − ri)
x2i
+
µj(µj − rj)
x2j
}
− 1
)
,
and they satisfy the commutation relations (18) of the generalized Racah algebra.
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Remark 1. As observed in [17], the intermediate Casimir operators C˜ij realize the
Drinfeld-Kohno relations, that is
[C˜ij , C˜kl] = 0, [C˜ij , C˜ik + C˜jk] = 0,
when i, j, k, l and m are pairwise distinct indices in the set [n].
4.2. Embeddings of R(3) into R(n). Let us now exhibit how the rank-one Racah
algebra R(3) can be embedded in the generalized Racah algebra R(n). For a given
set of indices K, we have already showed how to lift the Casimir of su(1, 1) to an
intermediate Casimir operator CK acting on the n-fold tensor product. In similar
fashion, one can lift the generators A0 and J± of su(1, 1) to the n-fold tensor
product. Let A0,n and J±,n be defined as
A0,n := (1⊗ . . .⊗ 1︸ ︷︷ ︸
n−2 times
⊗∆)(A0,n−1)
J±,n := (1⊗ . . .⊗ 1︸ ︷︷ ︸
n−2 times
⊗∆)(J±,n−1),
and define AK0 , J
K
± by applying the τk map
AK0 :=
 −→∏
k∈[n]\K
τk
(A0,|K|) , JK± :=
 −→∏
k∈[n]\K
τk
(J±,|K|) .
The elements AK0 and J
K
± generate su
K(1, 1), a |K|-fold tensor product represen-
tation of su(1, 1) acting on the components ki ∈ K ⊂ [n]; the associated Casimir
operator is CK . Consider three pairwise disjoint subsets of [n] and call them K, L
and M . One has the isomorphism
〈suK(1, 1), suL(1, 1), suM (1, 1)〉 ∼= su(1, 1)⊗ su(1, 1)⊗ su(1, 1).
The generators X = A0, J± are mapped in the following way
XK → X ⊗ 1⊗ 1, XL → 1⊗X ⊗ 1, XM → 1⊗ 1⊗X.
This gives embeddings of the threefold tensor product into the n-fold tensor prod-
uct. Similarly, for each triple of pairwise disjoint subsets of [n], called K, L, and
M , one has a realization of the Racah algebra R(3). In this realization, the central
elements are CK , CL, CM , as well as CK∪L∪M , and the non-commuting operators
are CK∪L, CK∪M and CL∪M . For example, the analog of relation (12) is
CK∪L∪M = CK∪L + CK∪M + CL∪M − CK − CL − CM .
The subalgebras of R(n) generated in this way shall be denoted by RK,L,M(3)
5. A basis for the space of Dunkl harmonics
We shall now construct a basis for the space of Dunkl harmonics using the
Cauchy-Kovalevskaia isomorphism.
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5.1. The CK isomorphism. For i ∈ [n], let Q±i denote the projection operators
Q±i =
1
2
(1± ri) ,
which satisfy (
Q±i
)2
= Q±i , Q
±
i Q
∓
i = 0.
Upon taking defining H±k (R
n) = Q±nHk(R
n), one has the following decomposition
of the space of Dunkl harmonics
Hk(R
n) = H+k (R
n)⊕H−k (R
n).
Note that one has also rnH
±
k (R
n) = ±H±k (R
n). Let h ∈ Hk(Rn), which means
∆[n]h = 0.(23)
In proposition 8, the elements h ∈ Hk(Rn) will also be seen to be eigenfunctions
of the Casimir operator C[n]; they thus correspond to wavefunctions of the system
defined by (22), up to a gauge transformation. Upon separating the variable xn,
one can write
∆[n] = ∆[n−1] + T
2
n ,(24)
as well as
h =
k∑
i=0
xinpk−i,(25)
with pk−i ∈ Pk−i(Rn−1), a homogeneous polynomial of degree k− i in the variables
x1, . . . , xn−1. Upon applying (24) on (25) given (23), one finds
0 =
k∑
j=2
[j]n [j − 1]n x
j−2
n pk−j +
k−2∑
j=0
xjn∆[n−1]pk−j ,
where
[j]n := j + µn(1− (−1)
j).
Comparing the powers of xn, it follows that
∆[n−1]pk−j = − [j + 2]n [j + 1]n pk−j−2.
This relation allows to obtain pk−i recursively. Given pk and pk−1, one has
pk−2j =
(−1)j∆j[n−1]
22jj!
(
µn +
1
2
)
j
pk, pk−2j−1 =
(−1)j∆j[n−1]
22jj!
(
µn +
3
2
)
j
pk−1,
where (x)n = x(x+1) . . . (x+n−1) is the raising Pochhammer symbol. With these
expressions for pk−i, one can write h explicitly. Indeed, introduce the two maps
CK0xn :=
⌊ k2 ⌋∑
j=0
(−1)jx2jn ∆
j
[n−1]
22jj!
(
µn +
1
2
)
j
, CK1xn :=
⌊ k2 ⌋∑
j=0
(−1)jx2j+1n ∆
j
[n−1]
22jj!
(
µn +
3
2
)
j
.(26)
It is clear that h = CK0xn(pk) +CK
1
xn(pk−1). This leads to the following proposi-
tion.
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Proposition 5. There exist isomorphisms CK0xn : Pk(R
n−1) → H+k (R
n) and
CK1xn : Pk−1(R
n−1)→ H−k (R
n) which are given by
CK0xn = Γ(µn + 1/2)I˜µn−1/2(xn
√
∆[n−1]),(27)
CK1xn = Γ(µn + 3/2)xnI˜µn+1/2(xn
√
∆[n−1]),(28)
with I˜δ(x) = (
2
x)
δIδ(x) and Iδ(x) the modified Bessel function [1].
Proof. The explicit expressions for CK0xn and CK
1
xn are given above. By consid-
ering the hypergeometric expansion of the Bessel function one easily finds (27) and
(28). CK0xn will map to Hk(R
d) by construction. Since all monomials in CK0xn(pk)
are of even degree in xn, it will map to H
+
k (R
n). One straightforwardly proves the
equivalent for CK1xn . It remains to prove that these maps are isomorphisms. First
we prove injectivity. Let pk ∈ P
+
k (R
n−1) and pk−1 ∈ P
−
k−1(R
n−1). One has
CK0xn(pk) |xn=0= pk,
∂CK1xn(pk−1)
∂xn
|xn=0= pk−1.
Hence, the maps must be injective. For surjectivity we use an argument on the
dimensions. Let h be in Hk(Rn). We map this element onto the element
(pk, pk−1) := (h |xn=0,
∂h
∂xn
|xn=0) ∈ Pk(R
n−1)⊕ Pk−1(R
n−1).
By the construction above, we know that h = CK0xn(pk) + CK
1
xn(pk−1). Hence,
this map must be injective. This means that
dim(Hk(R
n)) ≤ dim(Pk(R
n−1)⊕ Pk−1(R
n−1)).
The injectivity of the CK maps gives the following inequality.
dim(Pk(R
n−1)⊕ Pk−1(R
n−1)) ≤ dim(H+k (R
n)) + dim(H−k (R
n)) = dim(Hk(R
n)),
Combining these two inequalities, we see that they must be equalities. The dimen-
sions of Pk(Rn−1) and Pk−1(Rn−1) are equal to the dimensions of H
+
k (R
n) and
H−k (R
n) respectively. The CK maps are isomorphisms. 
Remark 2. In [2, 3], a CK isomorphism between the space of Clifford-valued ho-
mogeneous polynomials in Rn−1 and the space of polynomial homogeneous null-
solutions of the Dirac-Dunkl operator in Rn was established.
5.2. Construction of the basis. TheCKmaps can be combined with the Fischer
decomposition (Proposition 1) to construct an explicit basis for the space Hk(R
n).
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Consider the following tower of CK extensions and Fischer decompositions:
H+k (R
n) ∼= CK0xn
[
Pk(R
n−1)
]
∼= CK0xn
[ ⌊ k2 ⌋⊕
l=0
‖x[n−1]‖
2lHk−2l(R
n−1)
]
∼= CK0xn
[ ⌊ k2 ⌋⊕
l=0
‖x[n−1]‖
2l
(
H+k−2l(R
n−1)⊕H−k−2l(R
n−1)
)]
∼= CK0xn
[ ⌊ k2 ⌋⊕
l=0
‖x[n−1]‖
2l
(
CK0xn−1
[
Pk−2l(R
n−2)
]
⊕CK1xn−1
[
Pk−2l−1(R
n−2)
])]
∼= CK0xn
[ ⌊ k2 ⌋⊕
l=0
‖x[n−1]‖
2l
(
CK0xn−1
[ ⌊ k2 ⌋−l⊕
j=0
‖x[n−2]‖
2jHk−2l−2j(R
n−2)
](29)
⊕CK1xn−1
[ ⌊ k2 ⌋−l⊕
j=0
‖x[n−2]‖
2jHk−2l−2j−1(R
n−2)
])]
∼= · · ·
until one reaches the scalars. Since the scalars are spanned by 1, one concludes the
following.
Proposition 6. Let l be defined as l = (ln−1, ln−2, . . . , l2, l1) where l1, . . . , ln are
non-negative integers. Let ~ǫ = (ǫn, . . . , ǫ1) with ǫj ∈ {0, 1}. Consider the set of
functions Y ~ǫ
l
(x1, . . . , xn) defined by
(30) Y ~ǫ
l
(x1, . . . , xn) =
CKǫnxn
[
‖x[n−1]‖
2ln−1CKǫn−1xn−1
[
‖x[n−2]‖
2ln−2
[
· · ·CKǫ2x2 [‖x[1]‖
2l1CKǫ1x1 [1]]
]]]
.
The functions Y ~ǫ
l
for which k =
∑n
i=1 ǫi + 2
∑n−1
i=1 li form a basis for the space
Hk(Rn) of k-homogeneous Dunkl harmonics.
The upper index ~ǫ also suggests the following direct sum decomposition of the
harmonics of degree k.
Proposition 7. Let ~β = (βn, . . . , β1) with βj ∈ {+,−}. One has
Hk(R
n) =
⊕
~β
H
~β
k (R
n),
where the sum runs over all ~β ∈ {+,−}n and with
H
~β
k (R
n) :=
{
p ∈ Hk(R
n) | Qβii (p) = p, i ∈ {1, . . . , d}
}
.
Remark 3. Note that for k < n the spaces H
~β
k (R
n) can be empty for certain choices
of ~β.
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5.3. Explicit expression for the basis functions. Let us now present a lemma
which characterizes the action of the operators ∆ and ‖x‖2 on the space of Dunkl
harmonics.
Lemma 3. Let hℓ ∈ Hℓ(Rn). For non-negative integers j, k such that j ≤ k one
has
∆j[n]‖x[n]‖
2khℓ =‖x[n]‖
2(k−j)hℓ
k∏
t=k−j+1
4t
(
l + t− 1 + γ[n]
)
= 22j(−k)j(−l − k + 1− γ[n])j‖x[n]‖
2(k−j)hℓ,
Proof. This follows by induction, using the su(1, 1) relations in Proposition 2. 
In view of the explicit expressions for the CK-extension and the above lemma,
one can expect the wavefunctions (30) to have an explicit expression in terms of
hypergeometric functions. Consider the harmonic Y ǫn~ǫln−1l with l = (ln−2, . . . , l1) and
~ǫ = (ǫn−1, . . . , ǫ1) with ǫi ∈ {0, 1}. We can write this down as the CK-extension of
a harmonic with one less variable.
Y
ǫn~ǫ
ln−1l
= CKǫnxn
(
‖x[n−1]‖
2ln−1Y
~ǫ
l
)
=
∞∑
j=0
(−1)jx2j+ǫnn ∆
j
[n−1]
22jj!
(
µn +
1
2 + ǫn
)
j
(
‖x[n−1]‖
2ln−1Y
~ǫ
l
)
=
ln−1∑
j=0
(−1)j(−ln−1)j
(
− degY ~ǫ
l
− ln−1 + 1− γ[n−1]
)
j
x2j+ǫnn
j!
(
µn +
1
2 + ǫn
)
j
‖x[n−1]‖
2(ln−1−j)Y
~ǫ
l
= xǫnn ‖x[n−1]‖
2ln−1Y
~ǫ
l
×
ln−1∑
j=0
(ln−1)j
(
− degY ~ǫ
l
− ln−1 + 1− γ[n−1]
)
j
j!
(
µn +
1
2 + ǫn
)
j
(
−x2n
‖x[n−1]‖2
)j
= xǫnn ‖x[n−1]‖
2ln−1Y
~ǫ
l
×
2F1
(
−ln−1,− degY
~ǫ
l
− ln−1 + 1− γ[n−1];µn +
1
2
+ ǫn,
−x2n
‖x[n−1]‖2
)
= xǫnn ‖x[n−1]‖
2ln−1Y
~ǫ
l
×
ln−1!(
µn +
1
2 + ǫn
)
ln−1
P
(
µn−1/2+ǫn,− deg(Y
ǫn~ǫ
ln−1l
)−γ[n]+1
)
ln−1
(
2‖x[n]‖
2
‖x[n−1]‖2
− 1
)
.
In the last step we replaced the hypergeometric function by a Jacobi polynomial. As
one can see, a harmonic in n variables can be written as the product of a harmonic in
n−1 variables times a polynomial in n variables. Repeating this step, one can write
down an explicit expression for the original harmonic. Let dm = ǫm+
∑m−1
i=1 2li+ǫi,
we have the following expression for the original harmonic:
Y
ǫn~ǫ
ln−1l
= xǫ11
n∏
i=2
xǫii
∥∥x[i−1]∥∥2li−1 ×
li−1!(
µi +
1
2 + ǫi
)
li−1
P
(µi−1/2+ǫi,−di−γ[i]+1)
li−1
(
2‖x[i]‖
2
‖x[i−1]‖2
− 1
)
.
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Remark 4. The same basis was obtained in a different way in [30]. Our approach
has the advantage that the action of the Abelian subalgebra can be readily obtained,
see Proposition 8.
5.4. The action of the Abelian subalgebra Ŷn. It is of interest to determine
the action of the Abelian subalgebra Ŷn, as defined in line (19), on the Dunkl
harmonics. The following proposition addresses that question.
Proposition 8. Let Y ~ǫ
l
∈ H
~β
k (R
n) with βi = + if ǫi = 0 and βi = − if ǫi = 1 We
have
C[m]Y
~ǫ
l
=
1
4
(
dm + γ[m]
) (
dm + γ[m] − 2
)
Y
~ǫ
l
,
with dm = ǫm +
∑m−1
i=1 2li + ǫi as before.
Proof. First observe that
C[n]Y
~ǫ
l
=
1
4
(
degY ~ǫ
l
+ γ[m]
) (
degY ~ǫ
l
+ γ[m] − 2
)
Y
~ǫ
l
,
by using the definition of CA in our case, formula (10). Also observe that dn =
degY ~ǫ
l
= k. We now consider C[m]. A short calculation shows that [C[m], xp] =
[C[m],∆[p−1]] = 0 for p > m. This means that CK
ǫp
xp commutes with C[m] for
p > m. This gives us
C[m]Y
~ǫ
l
(x1, . . . , xn) =
CKǫnxn
[
‖x[n−1]‖
2ln−1 · · ·C[m]CK
ǫm
xm
[
‖x[m−1]‖
2lm−1
[
· · ·CKǫ1x1 [1]
]]]
.
C[m] now acts on an element of H
~β
dm
(Rm) and this action we have written down at
the beginning of this proof. This gives the sought-after action. 
In light of this result, the algebra Ŷn will be represented by diagonal matrices
if it acts on the Dunkl harmonics. This algebra labels the basis vectors of this
representation so we will call it a labelling Abelian algebra. In the next section the
action of the full Racah algebra on the Dunkl harmonics will be described.
6. Connection coefficients and representations of R(n)
In the previous section, a basis of Dunkl harmonics that diagonalizes the labelling
Abelian subalgebra Yˆn has been constructed. There are many similar bases. In-
deed, upon permuting the order in which the CK-extensions are applied, one can
find other bases of Dunkl-harmonics which will diagonalize other labelling Abelian
subalgebras. For example, consider the case where n = 4 with CKǫ4x4 and CK
ǫ1
x1
swapped. This leads to the wavefunctions
Y
′~ǫ
l
:= CKǫ11
(
‖x234‖
2l3CKǫ33
(
‖x24‖
2l2CKǫ22
(
‖x4‖
2l1CKǫ44 (1)
)))
.
The labelling Abelian subalgebra being diagonalized is 〈C24, C234〉. As can be seen,
the indices have been permuted according to the permutation in theCK-extensions.
To each basis constructed in this way corresponds a labelling Abelian subalgebra
of the full Racah algebra R(n). Conversely, for every labelling Abelian subalgebra,
there is a basis that can be constructed with the CK-extension.
Given a basis defined as the joint eigenvectors of a labelling Abelian algebra,
one would wish to provide the action of the other generators of R(n) on the basis
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elements in order to complete the construction of the representation of R(n). We
shall now indicate that this can be accomplished from the knowledge of the connec-
tion or overlap coefficients between bases associated to different labelling Abelian
subalgebras. With this understood, we shall be able to complete the picture by
giving an explicit characterization of the connection coefficients.
Suppose that a basis has been picked and that want to give the action of a certain
generator C on the elements of this fixed basis. It is not difficult to convince oneself
that every generator of the generalized Racah algebra R(n) belongs in a labelling
Abelian subalgebra. There is thus another basis, let us call it prime, in which
C is diagonal and Proposition 8 will give its eigenvalues. Now if the connection
coefficients between the elements of the original basis and those of the prime basis
are explicitly known, from simple linear algebra, it is clear that the action of C
in the original basis can be written down. This applies to any generator. Hence
if all bases associated to labelling Abelian algebras can be connected to the one
originally picked to construct a representation of R(n), the action of all generators
in that basis can be obtained with the help of the overlap coefficients. We shall
now describe how these connection coefficients can be obtained.
6.1. Rank one. We first give an overview of the rank one case, which has been
treated in depth in the literature; see for example [11]. In this case, i.e. for the
Racah algebra R(3), the three labelling Abelian subalgebras 〈C12〉, 〈C23〉 and 〈C13〉
have only one generator. Consider an irreducible representation V of R(3), and
let 〈φk〉 be a set of basis vectors for V on which C12 acts in a diagonal fashion.
We shall use the parametrization of the representations that is provided by the
realization of the basis elements as Dunkl harmonics as per section 5 in particular.
From Proposition 8, the action of the central elements is thus taken to be:
Ciφk = λiφk, C123φk = λ123φk,
where
λi =
1
4
(
ǫi + µi +
1
2
)(
ǫi + µi −
3
2
)
, i = 1, 2, 3,
λ123 =
1
4
(
d3 + µ1 + µ2 + µ3 +
3
2
)(
d3 + µ1 + µ2 + µ3 −
1
2
)
.
Also from Proposition 8, it is seen that the eigenvalues of C12 on 〈φk〉 are of the
form
C12φk = ωkφk, ωk =
1
4
(2k + σ)(2k + σ − 2), k = 0, 1, 2, . . .
where σ = µ1+µ2 + ǫ1+ ǫ2+1. As shown in [11], C23 acts in a tridiagonal fashion
on 〈φk〉. Here we assume the basisvectors to be normalized. One has
C23φk = Uk+1φk+1 +Bkφk + Ukφk−1,
where
Bk =
1
2
(
λ123 − ωk −
(λ2 − λ1)(λ3 − λ123)
ωk
)
,
and
U2k =
k(k + β)(k + α− δ)(k + α+ β − γ)(k + α)(k + α+ β)(k + γ)(k + β + δ)
(2k + α+ β − 1)(2k + α+ β)2(2k + α+ β + 2)
,
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with
α = µ1 + ǫ1 −
1
2
, β = µ2 + ǫ2 −
1
2
,
γ = −µ3 −
d3 + 1− ǫ1 − ǫ2 + ǫ3
2
, δ = −µ2 −
d3 + 1− ǫ1 + ǫ2 − ǫ3
2
.
(31)
Let us now consider a basis 〈ψs〉 diagonalizing 〈C23〉, that is C23ψs = µsψs, where µs
is the same as ωs with the indices permuted according to the permutation π = (123).
The connection coefficients Wsk between the two bases are defined as
ψs =
∑
k
Wskφk.
Upon acting on both sides with C23 and using the action of C23, one gets
µsψs =
∑
k
Wsk(Uk+1φk−1 +Bkφk + Ukφk+1).
Writing ψs as a linear combination of the basis vectors φk and introducing Pk(µs)W0s =
Wks with P0(µs) = 1, it follows that
µsPk(µs) = Uk+1Pk+1(µs) +BkPk(µs) + UkPk−1(µs).
From this formula, it is seen that Pk(µs) are polynomials of degree k in µs. One
can take Pˆk(x) = U1 · · ·Uk Pk(x), and the relation becomes
xPˆk(x) = Pˆk+1(x) +BkPˆk(x) + U
2
k Pˆk−1(x).
Introducing x˜ = x+ τ and Hk(x˜) = Pˆk(x), one has
x˜Hk(x˜) = Hk+1(x˜) + (Bk + τ)Hk(x˜) + U
2
kHk−1(x˜).
With τ = 14 (γ+δ+1)(γ+δ), this recurrence relation coincides with the one defining
the Racah polynomials Rn(x;α, β, γ, δ) with parameters α, β, γ, δ as in (31). The
interbasis expansion coefficients between the bases associated to 〈C12〉 and 〈C23〉
are thus expressed in terms of one-variable Racah polynomials. It is easily shown
that this holds for any pair of Casimir operator Cij in the rank one Racah algebra.
For convenience, the connection coefficients will be written simply as functions of
λi, for i = 1, 2, 3, and λ123. We shall hence write
ψs =
∑
k
Wsk(λ123, λ1, λ2, λ3)φk.
6.2. Higher rank. Let us now consider the connection coefficients in higher rank
cases. For simplicity, the discussion below will pertain to the rank two case, R(4).
However, the analysis and the conclusions extend to any rank. First we consider
the overlap coefficients between two bases associated to two labelling Abelian sub-
algebras that differ by only one generator. An example of two such subalgebras for
R(4) is
〈C12, C123〉, 〈C12, C124〉.
Let us look at the common eigenspaces of the generators appearing in both labelling
Abelian subalgebras. In the above example these will be the eigenspaces of C12.
Since the generators that differ between the two algebras commute with the com-
mon ones, they will preserve the corresponding eigenspaces. In the example, these
elements are C123 and C124. Now note that these elements are also the generators
of the rank one algebra: R12,3,4(3) This follows from the discussion at the end of
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Section 4 by taking for the sets K,L,M : K = {1, 2}, L = {3}, M = {4}. Mani-
festly the generators CK∪L = C123, CK∪M = C124, and CL∪M = C34 of this rank
one Racah algebra all commute with C12, the common element of the two Abelian
algebras. Hence, the subspaces spanned by the basis vectors with fixed eigenvalues
of the common element C12 will therefore support representations of R(3). This
allows to use the analysis for representations of the rank one Racah algebra which
tells us that the connection coefficients are Racah polynomials.
For example, take 〈φj1,j2〉 and 〈ψj1,j2〉 to be the bases diagonalizing the labelling
Abelian subalgebras in our example. The Abelian algebras act as follows:
C12φj1,j2 = ω
12
j1 φj1,j2 , C123φj1,j2 = ω
123
j1+j2φj1,j2 ,
and similarly for the other basis by replacing ω by µ. We set ω12j1 = µ
12
j1
. The
connection coefficients become:
φj1,j2 =
∑
k
Wj2k(λ1234, λ3, ω
12
j1 , λ4)ψj1,k
with λ1234, λ3 and λ4 the scalar belonging to the central generators C1234, C3 and
C4. The observations made above can now be used to obtain the action of C124
and C34 on the basis vectors φj1,j2 . To find the action of other generators one
must consider the relations of the basis {φj1,j2} with other subalgebra-type bases
and check that the scheme allows to determine the action of all generators in this
way. To address these points, it is useful to have the following picture in terms
of a recoupling graph. Let every labelling Abelian subalgebra be represented by
a vertex. Two vertices are connected by an edge if the corresponding bases only
differ by one generator. Every edge thus represents a change of basis where the
connection coefficients are univariate Racah polynomials.
(C12, C123)
(C12, C124)
(C14, C124)
(C24, C124)
(C24, C234)
(C23, C234)
(C34, C234)
(C34, C134)
(C14, C134)
(C13, C134)
(C13, C123)
(C23, C123)
Since the graph is connected, there is a path taking any given basis to all the others.
The connection coefficients between any two bases are thus obtained by iterating
along the edges of the path the procedure we described in the case of algebras
with one element in common. The resulting overlap coefficients will be given by
products of univariate Racah polynomials. Furthermore, since all generators are
part of a labelling Abelian algebra (as is seen on the graph) and are diagonal in the
basis attached to this algebra, the knowledge of the connection coefficients allows
to obtain the action of all generators in a given fixed basis.
It is straightforward to see how these considerations extend from R(4) to R(n).
We shall close this section by showing for arbitrary rank and using th
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graph that all bases associated to labelling Abelian algebras are related and that
the representation in a selected subalgebra-type basis can be fully characterized.
Proposition 9. The recoupling graph of R(n) is connected.
Proof. Any basis is a permutation of CK-extensions of any other basis. Any per-
mutation can be written as a succession of adjacent transpositions. It will suffice to
prove that there exists a path between any pair of bases that differ by an adjacent
transposition. Consider the following labelling Abelian subalgebra in R(n):
〈Ck1k2 , Ck1k2k3 , . . . , Ck1...kn−1〉.
To every labelling Abelian subalgebra we construct a unique list of ordered indices:
[k1, k2, k3, . . . , kn]
Going from one basis to another that differs by one element corresponds to flipping
two adjacent indices in the list. This is an adjacent transposition. This concludes
the proof. 
As a closing remark we explain the connection with the tree method. Our basis
is constructed adding one variable at a time. This corresponds to polynomials
associated to trees in which each vertex has a leaf or is a leaf. In [26] another set of
polynomials was constructed using the tree method. To each tree they associated
a set of multidimensional q-Hahn polynomials. The same article also constructed
connection coefficients between these polynomials associated to different trees which
turn out to be q-Racah polynomials. This is in agreement with our results. Even
more so, they proved that any tree can be transformed into any other tree, which
corresponds to the the proof of connectedness of our graph.
7. Conclusion
Summing up, we have introduced a higher rank generalization of the Racah
algebra. It has been shown that this algebra is the symmetry algebra of both
the Zn2 Laplace-Dunkl equation and the generic superintegrable system on the n-
sphere. Using a Cauchy-Kovalevskaia extension theorem, bases for the space of
Dunkl harmonics were constructed. We explained how the interbasis expansion
coefficients between these bases can be obtained, and how they allow to compute
matrix elements for representations of the higher rank Racah algebra.
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