ABSTRACT Recent advancement in internet of medical things has enabled deployment of miniaturized, intelligent, and low-power medical devices in, on, or around a human body for unobtrusive and remote health monitoring. The IEEE 802.15.6 standard facilitates such monitoring by enabling low-power and reliable wireless communication between the medical devices. The IEEE 802.15.6 standard employs a carrier sense multiple access with collision avoidance protocol for resource allocation. It utilizes a priority-based backoff procedure by adjusting the contention window bounds of devices according to user requirements. As the performance of this protocol is considerably affected when the number of devices increases, we propose an accurate analytical model to estimate the saturation throughput, mean energy consumption, and mean delay over the number of devices. We assume an error-prone channel with saturated traffic conditions. We determine the optimal performance bounds for a fixed number of devices in different priority classes with different values of bit error ratio. We conclude that high-priority devices obtain quick and reliable access to the error-prone channel compared to low-priority devices. The proposed model is validated through extensive simulations. The performance bounds obtained in our analysis can be used to understand the tradeoffs between different priority levels and network performance.
I. INTRODUCTION
Internet of medical things (IoMT) has widely adapted pervasive computing to provide smart healthcare services to end users. Over the years, medical industries have been developing smart healthcare systems that allow for the seamless integration of wireless communication, low-power computing, and network technologies to enable the real-time and unobtrusive health monitoring of indoor and outdoor patients. These efforts have introduced the concept of body area networks (BANs) where miniaturized, low-power and intelligent devices are deployed in, on, or around a human body to serve a wide range of healthcare applications [1] - [4] . BANs are becoming increasingly important to monitor the health status of millions of people who die due to serious chronic health conditions such as asthma, gastrointestinal, diabetes, hypertension, parkinson, and cardiovascular diseases. Research shows that most of the afore-mentioned diseases can be detected and treated in the early stages. BANs have the potential to monitor, detect and prevent the occurrence of abnormal health conditions. For example, BANs may continuously monitor the hear beat of a patient suffering from a cardiovascular disease regardless of any constraint on his routine daily activities [5] , and may quickly report any abnormal health conditions to the physician. Furthermore, BANs may also be used to predict the occurrence of abnormal health conditions such as predicting the occurrence of epileptic seizure or panic attacks.
BANs are usually comprised of 1) wearable devices, which are deployed on the human body, and 2) implantable devices, which are deployed under the human skin. For example, wearable devices such as electrocardiograms monitor and detect the electric potential of body muscles. The implantable devices, on the other hand, may include infusion pumps that are used to inject insulin to diabetic patients. The wearable and implantable devices in BANs are connected to a central device creating a star topology network. The central device called the hub is responsible for gathering patients' information from the devices over a long period of time. The collected data is then forwarded to a remote medical server or a base station for diagnosis and treatment of life-threatening diseases. [6] , [7] .
The earlier research work on BANs focused on studying the conventional protocols and standards including IEEE 802.15.4 and IEEE 802.15.1. These conventional protocols could not satisfy the BAN requirements owing to heavy energy consumption, unreliability, and complexity. Because of the limitations in the existing standards, the IEEE 802 has established a task group called IEEE 802. 15.6 . The IEEE 802.15.6 is a communication standard optimized for low-power devices that are placed on, inside, or around a human body to serve various applications. It defines a medium access control (MAC) layer supporting three physical layers, i.e., narrow band, ultra wideband, and human body communication, as shown in Figure 1 . The devices are organized in a one-hop or two-hop star BANs. In onehop BANs, data communication occurs between devices and the hub without using any relay-capable device. In two-hop BANs, a relay-capable device is used to connect the devices and the hub. The IEEE 802.15.6 operates in three access modes. In the beacon access mode, periodic beacons are transmitted by a hub at the beginning of each superframe. As shown in Figure 2 , each superframe includes two phases of the exclusive access phases (EAP1 and EAP2), two phases of random access phases (RAP1 and RAP2), two phases of managed access phases (MAP1 and MAP2-either of these phases may also include Type I/II access phase), and one contention access phase (CAP). Depending on the physical layer, the EAPs, RAPs, and CAP use either a carrier sense multiple access with collision avoidance (CSMA/CA) or a slotted ALOHA protocol to obtain access to a channel. The EAPs are used for urgent data, while the remaining contention access phases are used for routine data. The MAP is used for scheduled uplink and downlink allocations, and may also allow scheduled and unscheduled bi-link allocation intervals. In a nonbeacon access mode with superframe boundaries, the entire superframe is comprised of a MAP for resource allocations. Finally, a nonbeacon access mode without superframe boundaries provide unscheduled Type-II polled allocation used for transmitting a few number of data packets.
The priority-based IEEE 802.15.6 CSMA/CA protocol has the capability to accommodate a wide range of health applications. The prioritized access used in this protocol allows BANs to report emergency health conditions to the physicians in real-time resulting in the prevention of fatal accidents. This protocol has the potential to transform the integration of BANs and IoMT technologies improving delivery and affordability of healthcare services. Such integration may also promote personalized healthcare with reliable and remote access to the physician anywhere anytime. To achieve the afore-mentioned benefits, it is important to analyze the performance of the priority-based IEEE 802.15.6 CSMA/CA protocol in terms of different quality of service parameters that are important for reliable delivery of healthcare data. In this study, we develop an accurate analytical model to analyze the performance of this protocol used in the beacon communication mode by extending our previous work [8] .
We consider a fixed number of devices under saturated traffic conditions, and concentrate on estimating different qualities of the service parameters, such as the saturation throughput, mean energy consumption, and mean delay for various priority classes. Unlike the previous work that considers ideal channel characteristics, we consider an error-prone channel and study the effects of bit errors on the performance. The key approximation in our model is the consideration of independent probabilities of busy and error-prone channels. Our evaluation considers a single access phase in a star topology network. We consider a probabilistic approach to derive a closed-form expression for the priority-based IEEE 802.15.6 CSMA/CA protocol. The results are presented for three priority classes, i.e., device priority 0, device priority 2, and device priority 3, with different bit error ratio (BER) values. The analytical results are validated by simulations using an independent C++ simulator. The analysis of the proposed analytical model facilitates protocol designers to understand the key approximations and performance analysis for various priority levels.
The remainder of this paper is organized into five sections. Section 2 presents the related work in this area. Section 3 briefly overviews the IEEE 802.15.6 random access mechanisms including the priority-based IEEE 802.15.6 CSMA/CA protocol. Sections 4 and 5 present the proposed model and results, respectively. Section 6 presents our final conclusion.
II. RELATED WORK
Several researchers have attempted to study the IEEE 802.15.6 standard, and most of them have focused on random access protocols, such as the CSMA/CA and slotted ALOHA protocols, for saturated and ideal traffic conditions. Inspired from [9] , these studies used the Markov chain to determine the saturation throughput of the IEEE 802.15.6 CSMA/CA VOLUME 6, 2018 FIGURE 2. IEEE 802.15.6 superframe structure.
protocol, and have recommended useful conclusions. In [10] , Khan et al. evaluated and predicted the throughput, energy consumption, and mean frame service time of the IEEE 802.15.6 CSMA/CA protocol for nonsaturated traffic scenarios, and concluded that optimized phase lengths may be recommended for certain applications to achieve a higher throughput and the minimum delay. Another analytical model presented in [11] used a Markov chain to study the IEEE 802.15.6 CSMA/CA protocol for saturated traffic scenarios, and showed that the channel was always utilized by high-priority devices because of smaller backoff durations. The same authors also analyzed the impact of access periods on the quality of service, and concluded that smaller and larger access periods affected the resource utilization [12] . They further concluded that the IEEE 802.15.6 CSMA/CA protocol did not utilize the channel efficiently under heavy traffic conditions. Sarkar et al. [13] proposed a discrete-time Markov chain to analyze the IEEE 802.15.6 CSMA/CA protocol for non-ideal channel characteristics and saturated traffic conditions. Unlike the previous work, this study considered the time spent by a device in waiting for the acknowledgment after packet transmission. The authors recommended that five priority parameters are sufficient to achieve the desirable network performance in terms of throughput, average delay, reliability, and power consumption. In another recent study [14] , Fourati et al. conducted a Markov-chain-based study to enhance the transmission and packet drop algorithm of the IEEE 802.15.6 CSMA/CA protocol, and defined a novel algorithm to assign dynamic backoff boundaries based on user priorities. They concluded that the proposed enhancement provided a high quality of service in terms of throughput, reliability, and energy consumption. In [15] , Shakir et al. proposed a hybrid prioritization scheme in the IEEE 802.15.6 CSMA/CA protocol to reduce the average energy consumption and extended the network lifetime. Ullah et al. [16] introduced a hybrid and secured MAC protocol called PMAC which allows all devices to get prioritized access to the channel. The simulation results concluded that the PMAC protocol achieves better performance in terms of throughput, delay and power consumption.
Chowdhury et al. [17] , [18] studied the IEEE 802.15.6 slotted ALOHA throughput for different network scenarios. Fatehy et al. [19] studied the same protocol and recommended the use of several spreading code lengths.
They suggested that by using various code lengths, the protocol would achieve better quality of service for different channel models. In [20] , Fatehy et al. extended the IEEE 802.15.6 slotted ALOHA protocol by exploiting contention probabilities that considered the length of queues. They concluded that this scheme is better than the traditional IEEE 802.15.6 slotted ALOHA protocol in terms of throughput, packet dropping rate, and average delay. Ullah et al. [21] studied the theoretical throughput and delay limits of IEEE 802.15.6 for an error-free channel, and defined several guidelines for protocol designers to determine the optimal bounds for heterogeneous applications. Kahsay et al. [22] analyzed the impact of several priority classes for various kinds of traffic. They concluded that, for high-priority medical data, the performance of priority backoff and traditional backoff procedures remained the same. However, for low-priority medical and nonmedical traffic, using different user priorities yields better performance in terms of throughput and packet delivery ratio. Tachtatzis et al. [23] , [24] provided an analytical model to determine the device lifetime for scheduled access protocols defined in the standard. Further work on the energy efficiency of IEEE 802.15.6 can be found in [25] and [26] .
The work above primarily considered the ideal channel characteristics for either saturation or nonsaturation traffic conditions. In our analysis, we consider devices in different priority classes over an error-prone channel with saturated traffic conditions.
III. OVERVIEW OF IEEE 802.15.6 RANDOM ACCESS MECHANISMS
The IEEE 802.15.6 employs the following two random access mechanisms.
A. SLOTTED ALOHA PROTOCOL
The IEEE 802.15.6 slotted ALOHA protocol allows access to a channel based on predefined device priorities, as mentioned in Table 1 . Unlike the conventional slotted ALOHA, this protocol resolves contention by reducing retransmission probabilities. The devices are assigned different collision probabilities (CPs) based on their priorities. Initially, the CP is set to CP max for a new arrival of a packet. The contented allocation is granted to the device when z is less than or equal to CP, where z is randomly selected from allocation is not granted or if the device fails to transmit, the CP is halved when the device fails for an even number of attempts, and remains the same when the device fails for an odd number of attempts.
B. PRIORITY-BASED CSMA/CA PROTOCOL
This protocol allows the devices to set their backoff counters to random integers uniformly distributed over the interval [1, W ] , where W is called the contention window and is chosen in the range [W min , W max ].The values W min and W max are the minimum and maximum contention windows, respectively. The value of W depends on the number of failed attempts to transmit data. The device having high priority will have a small contention window, thus increases the chances of channel accessibility in the presence of low priority devices. The device having low priority will have higher backoff periods owing to larger contention window size. The reason for using different device priorities is to accommodate a wide range of traffic services including the best effort and time-critical traffic services.
At the first transmission attempt, W is set to W min for each device and is unchanged for each successful transmission. The device decreases the backoff counter by one for each idle CSMA slot. According to the standard, the CSMA slot is considered idle if the device verifies that the channel is free between the start of the CSMA slot and the clear channel assessment (CCA) duration called pCCATime in the standard. The counter is decremented with pCCATime after the start of the CSMA slot. The data packet is transmitted on the channel when the value of the backoff counter is zero. The backoff counter is unlocked when the device senses the channel for an idle short interframe space (pSIFS) period or when the current time in the EAP, CAP, and RAP is sufficient to accommodate the entire transmission. The backoff counter is frozen when the channel is busy owing to an ongoing transmission. It is also frozen when the current phase length of the EAP, RAP, and CAP is insufficient for the transmission, or when the current time is outside the aforementioned phases. Collision occurs when two or more devices send data simultaneously. Unlike the conventional CSMA/CA protocol where W is doubled for each collision until it reaches the maximum value, the value of W , according to the IEEE 802.15.6 standard, doubles for an even number of failures until it reaches W max , and remains the same for an odd number of failures. Figure 3 shows an example of a device contenting for the channel using the priority-based IEEE 802.15.6 CSMA/CA protocol. Initially, the device selects a random backoff counter over the contention window [1, W ] and starts decrementing it for each idle pSIFS. When the backoff counter reaches zero, the data is transmitted. When the transmission fails for the first time, the contention window is not changed. The new backoff counter is selected again from the same contention window; however, this time the transmission fails for the second time (an even number of time), and the value of the contention window is doubled. The backoff counter is now selected over the new contention window, and the data are transmitted once the counter reaches zero.
IV. PROPOSED MODEL FOR SATURATED TRAFFIC CONDITIONS
In this section, we provide an analytical evaluation of the saturation throughput, mean energy consumption, and mean delay under the assumption of an error-prone channel. We consider a fixed number of devices n i in the priority class i = 1, 2, 3 . . . ... The queues of each device always contain a packet waiting for transmission, and each device always contains a packet available for transmission on the channel; in other words, a saturation traffic scenario is considered in our analysis. We consider a star topology network where all devices communicate with a central hub. Our assumption further considers a single access phase in the super frame, i.e., the existence of all other access phases is not considered. Let β i denote the probability of a busy channel in the priority class i, i.e., when the channel is sensed busy by a device for an ideal channel. For example, the channel may be busy owing to ongoing transmissions by another tagged device. Let σ r denote the probability of error on the channel. It is obvious that both β i and σ r contribute to the increment of the backoff stage of each tagged device [27] ; therefore, the union of these probabilities, under the assumption that both probabilities are independent, is denoted by α i and is obtained as
where the expression for σ r can be obtained as
where P and PH represent the physical layer convergence protocol (PCLP) preamble and header, respectively. The MH represents the MAC header and footer, and the E(P) and ACK indicate the average payload information and acknowledgment, respectively. The term e is the probability of errors in the bits and is calculated as the mean value of the BER. The calculation of e requires a complete analysis of many parameters such as noise and interference, multipath fading, and attenuation, and is not in the scope of this analysis. Therefore, we consider that the value of e is constant in the whole analysis.
The values of β i can be derived as [28] 
where the term
denotes the transmission probability of a tagged device in the priority class i. This term is derived by referring to [29] , and the renewal reward theorem stating that the value of 
Furthermore, the backoff process of the priority-based IEEE 802.15.6 CSMA/CA protocol can also be modeled as a geometric random variable [30] , [31] where the contention window is doubled only when the transmission fails for an even number of attempts. For a minimum W i,0 in the priority class i, the mean of E[Y i ] can be obtained as
represents the mean contention window of a device; in other words, this indicates that the contention window is doubled for an even number of failures.
The term
represents the successful transmission of data packets after the backoff procedure, and the second term
represents that the data packet is not transmitted after several backoff attempts and is discarded. Multiple studies have considered backoff triggering owing to collision. As shown in our analysis, the conditional probability α i used in Equation 5 is different from that of [30] and [31] . Unlike [30] , [31] , we assume that the backoff is triggered owing to channel error and collision. The values obtained from Equation 4 and 5 are finally substituted in
, and is subsequently used to derive the value of α i from Equation 1. The same values may also be used to derive the idle channel probability, represented by P I , in a given slot time from the following equation.
Let π i denote the probability that exactly one device in the priority class i sends data. The expression for π i can be obtained as
A. SATURATION THROUGHPUT The saturation throughput denoted by S i is calculated by the fraction of transmission duration of a payload to the total duration of a slot time. As we considered an error-prone channel in our analysis, the effects of σ r on the saturation throughput cannot be ignored. By following [9] , the expression for S i can be obtained as
where π s = 7 i=0 π i represents the successful transmission probability in a given slot time. The terms T s and T c represent the mean time of a busy channel owing to a successful transmission and collision, respectively. The term T e represents the mean time of a busy channel owing to an error on the channel. The term δ represents the backoff slot time and is equal to + 40µs, where is the CCA slot time. The values of T s and T c = T e can be obtained as
and
where T P , T PH represent the transmission time of the PCLP preamble and header, respectively. The term T MH represents the time to transmit the MAC header and footer. The terms T E(P) and T ACK represent the time to transmit the mean payload and acknowledgment frame, respectively. Finally, the term θ indicates the propagation time.
B. MEAN ENERGY CONSUMPTION
The mean energy consumed by a tagged device is affected by several stages: 1) backoff stage, when the tagged device attempts to access the channel, 2) sensing stage, when the tagged device senses the channel after a successful backoff, 3) collision stage, when the tagged device experiences a collision on the channel, 4) error stage, when error occurs on the channel, and 5) transmission stage, when the tagged device transmits data on the channel. Let P TX , P RX , and P IDLE indicate the power consumed in the transmit, receive, and idle states, respectively. The expression for the mean energy consumption, denoted by E[M i ] in the priority class i can be obtained as 
Furthermore, the expression for E [S i ] is given by
represents the mean number of CCAs on the channel. In other words, the device performs CCA before the transmission of data packet; hence, the mean number of attempts is considered as equal to the mean number of CCAs.
The expression for E [SUCC i ] is given by (14) where the term (1 − α m+1 i ) represents that the packet is successfully sent after M + 1 attempts [32] .
To calculate E[COL i ], we need to obtain the mean number of slots during which the channel remains busy. Let E[L i ] represent the mean time when the tagged device locks the backoff counter in the priority class i. The backoff counter is typically locked owing to many reasons; in our calculation, we assume that the backoff counter is locked only when the channel is busy. The expression for E [L i ] can be obtained as [33] 
It is pertinent to mention that the tagged device experiences extra energy consumption owing to the ongoing transmissions of other devices. Such ongoing transmissions may either be successful or failed; however, in both situations, the energy of the tagged device is consumed [32] . Considering the aforementioned scenario, the expression for E [COL i ] can now be obtained as (16) where the term
indicates that the tagged device listens to a transmission that is successful, and the term 1 −
indicates that the tagged device listens to a collision on the channel. The term p tr indicates that at least a single transmission exists in a given slot, and is derived as p tr = 1 − p I .
As discussed above, we assume that the tagged device consumes extra energy owing to errors on the channel. The expression for E [ER i ] is given by
The above mentioned analysis does not consider extra energy consumption owing to the retransmission of data packets caused by errors on the channel.
C. MEAN SATURATION DELAY
The mean saturation delay includes the channel access delay caused by backoff and collision, the delay caused by locking the backoff counter owing to data transmission, or collisions on the channel, and the delay to transmit the data packet. The mean delay is also affected by: 1) queuing delay, when packets wait in the queue before transmission, and 2) retransmission, when packets are collided or did not reach the destination owing to errors on the channel; in this case, the delay may include the time to retransmit a packet. The consideration of queuing delay is important for application scenarios with high traffic rate. For example, the traffic rate may be high when the BAN monitors patients' health status during a surgical activity that requires all devices to transmit data in real-time. However, the two reasons above are omitted VOLUME 6, 2018 in our analysis. By referring to [33] , the expression for the mean delay E[D i ] for priority class i can be obtained as
V. ANALYSIS AND RESULTS
We evaluate the performance of the priority-based IEEE 802.15.6 protocol for saturated traffic conditions, where devices always contain a packet available for transmission, under the assumption of an error-prone channel. Because the implementation of the IEEE 802.15.6 protocol stack is not available in well-known simulation tools, we developed an independent C++ simulator for evaluation. The simulator implements the analytical model and protocol operations above, such as the backoff procedure and priority classes, for a narrow band physical layer; the ultrawide and human body communication bands are not considered in our analysis. We consider a star topology network where all devices communicate with a central hub over an error-prone channel with different values of the BER. Initially, we consider three priority classes, i.e., device priority 0, device priority 2, and device priority 3. However, the proposed model is valid for all priority classes. We assume that all devices in the aforementioned priority classes are not independent of each other and are coexisting in one network. The standard defines several narrow band physical layer; however, we consider 2360 MHz to 2400 MHz. Furthermore, the headers P and PH are sent at symbol R S and header R H rates, respectively. The payload E(P) is transmitted at the information data rate R D . According to the standard, the value of is calculated as 63/R S . In our analysis, the R D is set to 485.7 kbps, while the values of R S and R H are set to 600ksps and 91.9 kbps, respectively. The value of E(P) is set to 1920 bits. Both numerical and simulation results are presented for different levels of priorities and BER values. All other parameters considered in our analysis are given in Table 2 . The values of W min and W max are set according to the levels of priority classes, as mentioned in Table 3 considers an error-prone channel with BER = 10 −6 . The figure shows that the throughput depends on the number of devices and their relative priority classes; in other words, it depends on the values of the contention window.
Generally, the saturation throughput decreases as a function of number of devices owing to heavy contention and collisions on the channel. For 20 devices, the normalized throughputs for priority class 3 and class 0 are VOLUME 6, 2018 0.62 and 0.24, respectively. Similarly, for the same number of devices, the normalized throughput is 0.51 for priority class 2. This means that high-priority devices efficiently utilize the bandwidth in the presence of low-priority devices. One reason is that high-priority devices typically obtain quick access to the channel owing to the smaller backoff periods compared to that of low-priority devices, thus decreasing the saturation throughput of the latter. Figure 5 shows the saturation throughput of devices for priority class 3 with different BER values. We observed that errors on the channel cause diverse effects on the saturation throughput. For a higher BER value, the saturation throughput is lower in the same priority class compared to that of a lower BER value. We observed that the saturation throughput for 19 devices is 0.61 and 0.39 for BER = 10 −6 and BER = 10 −3 , respectively. We conclude that in the case of minimum error on the channel, high-priority devices could communicate critical data directly to the central hub by penalizing low-priority devices. Figure 6 shows the mean energy consumption as a function of number of devices for three different priority classes with BER = 10 −6 . As shown in the figure, the mean energy consumption for 16 devices in priority class 3 is 68mJ compared to that of 20mJ in the priority class 0. We observed that the mean energy consumption increases over the number of devices owing to heavy contention and backoff delay. However, compared to high-priority devices, the mean energy consumption of low-priority devices is low because they remain in the backoff or idle stage most of the time owing to the presence of high-priority devices. Meanwhile, high-priority devices consume more energy owing to the high channel utilization and high saturation throughput.
The effects of the BER on the mean energy consumption of the devices for priority class 3 are shown in Figure 7 . The figure shows that for a lower BER value, the mean energy consumption is lower compared to that of a higher BER value. We observed that the mean energy consumption primarily depends on the BER values; in other words, the packets are typically not transmitted owing to a high BER on the channel. A primary reason is that higher BER values trigger multiple backoffs, thus increasing the mean energy consumption.
The mean saturation delay for three different priority classes with BER = 10 −6 is shown in Figure 8 . As low-priority devices have larger contention windows, their mean saturation delay is also higher compared to that of high-priority devices. The latter typically obtains quick access to the channel. As observed in Figure 4 and 8, high-priority devices steal bandwidth from low-priority devices, thus affecting the mean saturation delay of the latter by increasing their backoff delay. Figure 9 shows the mean saturation delay for devices in priority class 0 with different BER values. For 16 devices, the mean delay is 160 ms and 100 ms for BER = 10 −3 and BER = 10 −6 , respectively.
VI. CONCLUSION
We studied the performance of the priority-based IEEE 802.15.6 CSMA/CA protocol employed in the beacon communication mode. We proposed an accurate analytical model to analyze the backoff priority schemes of the priority-based IEEE 802.15.6 CSMA/CA protocol in terms of the saturation throughput, mean energy consumption, and mean delay, and derived the optimal bounds for saturated and error-prone channel conditions. We obtained the aforementioned bounds for the devices in three priority classes, ranging from device priority 0 to 3. Our study concluded that high-priority devices typically steal bandwidth from low-priority devices owing to their smaller backoff periods and contention windows, thus affecting the quality of service of the latter. We also observed that high-priority devices consume more energy compared to low-priority devices owing to the high saturation throughput and channel utilization. Our model assumed three priority classes; however, it could also be used to evaluate other priority classes.
In the future, this model can be extended to evaluate the effects of queuing delay and retransmission on quality of service for high BER values. This model can also be extended towards nonsaturation traffic conditions.
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