In this paper we develop a robust classification mechanism based on a connectionist model in order to learn and classify objects from arbitrary feature spaces. Thereby a joint approach of recurrent neural networks and spread spectrum symbol encoding is implemented in order to classify any kind of objects that can be represented by feature vectors.
Introduction
Many knowledge-driven and domain-specific problems like speech and handwriting recognition, biometric identification, credit scoring or document classification can be turned into statistical classification problems O := {o 1 , . . . , o m } → {C 1 , . . ., C r } =: C by partitioning the domain objects o i ∈ O into appropriate classes C j ∈ C. A classification mechanism must be robust and capable of handling fuzzy, incomplete and partially incorrect data, which results from incomplete and inaccurate sensor measurements. The central idea of this paper is to boost the classification accuracy and robustness by an approved and noise-resistant method from signal transmission (spread spectrum), which is adapted to a neural classifier. Multirepresented objects [3] should be reliably classified even when affected by high extents of noise.
The area of knowledge discovery in databases already provides a variety of techniques for noise robust clustering in high-dimensional spaces and in arbitrary subspaces of those, which are either based on similarity, density, or subspace hyperplanes [1, 2, 30, 12, 20] . By contrast, noise robust classification is mainly found in speech recognition [25, 29] , but not as a general purpose application.
Meta-algorithms for classification or regression problems such as bootstrap aggregating (Bagging) [26] have been employed to increase the robustness of classification techniques by a selection of more representative training sets from the basic population. These are relatively simple approaches to reliable classification that average several classifiers or predictors and thus are not useful for improving linear models. Additionally, these methods come along with the overhead of constructing and evaluating all participating individual classifiers.
As opposed to meta-algorithms, our technique transforms the output space into a higher dimensional space that eventually serves for the object classification. This idea was already employed by Error-Correcting Output Coding (ECOC) in a similar way [21, 24] . Error-correcting codes have been used with decision trees and neural networks for classification tasks, for example by Diettrich et al. [15] . Berger [6] improved the classification of unstructured text using ECOC. The voting that is performed among the multiple classifiers in case of ECOC corresponds to the despreading step of our technique, which also determines the class that matches best with the computed output signal. Compared to these error-correction approaches, we do not solve k-class supervised learning problems by training multiple 2-class classifiers. Instead, only one instance of our recurrent neural network is trained upon the whole training set.
According to Diettrich et al., ECOC reduces both bias and variance of the used classification model. In contrast to the bias, the related concepts noise and variance represent unsystematic errors. For example, the residuals resulting from a least square optimization may still contain information, but noise as an unsystematic error does not. Similar to error-correcting output codes, the spread spectrum technique also reduces bias and variance of the classification model, which is validated by the higher generalization performance on benchmark datasets evaluated in section 4.
Nevertheless, there are no extensive studies how the performance of the mentioned error-correcting techniques changes when the objects attribute values are interfered by noise, which actually occurs due to deviations of the used measuring instruments or due to measuring errors. The objects affected by these and further unwanted effects may represent systematic (e.g. periodic) or non-systematic (e.g. white noise) deviations from the expected distribution. In general, it is difficult to tell which characteristics determine noise: "One person's noise could be another person's signal."
The Classification Engine
Recurrent neural networks are a subclass of artificial neural networks, which are characterized by recurrent connections between their units. These typically form a directed cycle, while common feed-forward networks do not allow any cycles [10] . A main reason for choosing a neural network to solve the classification problems described in section 4 were the promising results reported by Blackard [7] . Neural networks in general have shown to be capable of handling distorted, incomplete, or erroneous input data. It is not reasonable to use a Naive Bayes classifier for this kind of fuzzy classification task, for example, since one can hardly assume that the attributes are stochastically independent (e.g. times pregnant and age in the Diabetes Patients dataset, section 4.3). Even in the cases, where this is not harmful for the classification accuracy 1 ), one does not want to rely on those premises. To substantiate the choice of a connectionist classifier empirically, we present a comparison with alternative classification techniques in section 4.4.
We have designed a modular recurrent neural network (RNN) that is employed as enabling technology in this paper and was already presented in [13] . The fundamental data structure that is processed by the RNN are sequences of arbitrarily dimensional feature vectors that stand for multirepresented objects. Multi-representation is a concept to address the manifold contents carried by complex domain objects, that is multi-represented objects capture several aspects of the same object. A recent example is the encapsulation of all biometric features of a person like voice pattern, image and finger print by a single multi-represented object.
Recurrent Network Model The basic design of the recurrent neural network is defined by the following propagation model, which is visualized in figure 1.
• A is a h R d1 , B is a h R h and C is a d2 R h matrix. A, B and C are weight matrices. xt is the external input vector at time t, yt+m is the correspondingly predicted output vector. As opposed to sequence prediction, for classification only one output unit yt+1 is used. The depicted block arrow direction shows the forward propagation phase.
• d 1 is the dimensionality of the input-and d 2 is the dimensionality of the output feature space. Regarding the output space, the network operates like a bit processor throughout the whole spreading and despreading process described in the next sections.
• h = dim( s i ), (i = t-k, . . . , t+m) is the dimensionality of the state layer. h is independent from d 1 and d 2 and was set to h = 15 (experimentally determined) to provide sufficient network resources.
The vector s t stands for the internal state at the discrete time step t. The therefrom composed state layer is the backbone for learning the input-target sequences and for classifying or predicting symbol sequences. Each neuron record (the block arrows depicted in figure 1 ) serves both as hidden unit and as context unit, because s t−1 provides a context for the recursive computation of the subsequent hidden state s t .
The crucial recurrent equation 2.1 combines an external input x t with the previous state s t−1 to the subsequent state s t , which indirectly depends on all foregoing external inputs x t−k , . . . , x t−1 and internal states s t−k , . . . , s t−1 . In case of supervised network training, the target symbols y t+1 , . . . , y t+m are known, while in case of actual structure classification the output sequence o t+1 , . . . , o t+m is computed solely based on the respective inputs. Here, the activation function is chosen as sigmoid function f (x) = able to process variably dimensional vectors x i ∈ R m and y j ∈ R n , m = n.
Spread Spectrum Based Classification
The crucial problem of any classification is to sharply discriminate between the existing classes in the underlying feature space and to determine the discriminating and thus significant features. Given an input object x t , the associated class or type µ( x t ) ∈ C has to be resolved, given by the typing function µ : O → C. Analogously to the so-called spread spectrum technique [4] from mobile communication, where data is spread over a wide bandwidth for transmission via the air interface, we exploit this mechanism to enhance the discrimination between classes. The spread spectrum mechanism is characterized by a wideband transmission of signals 2 , which is very robust against external interferences and noise. In Direct Sequence Spread Spectrum (DSSS) technology [4] all transmissions share a common carrier channel, which is furthermore exposed to the environmental noise and various interferences. Analogously, for machine learning the carrier medium is represented by the h-dimensional internal state layer of the RNN that serves as state transition space S = R h . In contrast to wireless signal transmission, the signal to be transmitted is intentionally changed by the forward propagation of the recurrent neural network (cp. formula 2.1) in order to match the desired target class µ( x t ) ∈ C represented by y t+1 . In terms of mobile communication, the sent signal carries the attribute values of the respective object x t ∈ R d1 that should be mapped to its known class µ( x t ), which has to be learned during the training phase by minimizing the Euclidean distance o t+1 − y t+1 2 . All input sequences x t−k , . . . , x t are propagated through the recurrent state layer s t−k , . . . , s t , . . . , s t+m in forward direction. Subsequently, the deviations from the targets y t+1 , . . . , y t+m to be learned by the RNN are sent backwards. In case of object classification evaluated in section 4, the input-target sequences degenerate to input-target pairs ( x t → y t+1 ) ∈ T S, where T S is the training set.
In the operative classification phase, the received signal has to be decoded to the correct class µ( x t ) ∈ C. This information is drawn from the spread output vector o t+1 (observed output), which has dimensionality dim( o t+1 ) ≤ d 2 . After having used the targets y t+1 = f (C s t ) (cp. formula 2.1) for network training, d 2 is only an upper bound on the output dimensionality, since we allow variably dimensional vectors as encoding of the class labels. So the question is how to recover the class information from the output signal. A solution to that issue will be given by the despreading mechanism in section 3.2.
Encoding of Class Labels Using Spread Spectrum
The spread spectrum encoding of a target class label
, 1} is performed by applying an XOR-operation to the basic encoding (unary) of C i . Thereby b is XORed with a fixed binary codethe so-called spreading code 3 , which imposes well-defined redundancy on the basic and non-redundant code vector b. We either used Barker Codes [17] of different lengths and OVSF codes (cp. section 3.2) as spreading sequences of the form c = c 1 c 2 . . . c λ , c i ∈ {0, 1}, L = λ · n, λ ∈ N, where λ is the spreading factor and L is the overall length of the resulting code.
Spreading Process The spreading process is defined by the function spr, which convolutes an arbitrary bit vector b -that represents the object class for example -with a welldefined spreading code c.
A demonstrative example is given in section 4.1. The spread spectrum technique is imposed as additional encoding here, which significantly improves the type classification for the computed output signal o t+1 . Each class label C j is assigned to an own spreading sequence c j such that all instances x k ∈ C j of the same class are encoded by c j .
Classification by Despreading
The data spreading in form of an additional encoding causes redundancy depending on the fixed spreading factor λ ∈ N and thus also a drawback in computational efficiency. On the other side, the obtained process gain justifies the insertion of redundancy. The process gain, which is visualized in figure 2 , is originally defined as P G := 10 log 10 ( carrier bandwidth inf orm. bandwidth
and is measured in decibel [23] . When employed in terms of neural processing, the bandwidth is measured as the number of bits used to encode a class C i , that is the dimensionality of the spread target vector y t+1 . The insertion of redundancy is similar to adding parity information for error recognition in binary sequences like done by Cyclic Redundancy Check (CRC) or Hamming codes. The strong benefit of our adaption of this technique is the achievable degree of discrimination between all existing classes C j , C k , j = k. As a consequence, the correct class µ( x t ) = C j can be determined with higher probability after the despreading process. 
Despreading Process
The modified heaviside function θ t (x) serves for digitalization of the numeric output signal, for the following equations t is set to 0.5 and the shortform θ(x) := θ 0.5 (x) is used.
The despreading is done λ-blockwise, because each block τ (k·λ)+1 . . . τ (k+1)·λ of the spread output vector corresponds to a single bit of the original unspread representation. The uniqueness of the decodingb k with respect to the actual bit b k is considered as the distance of the prediction from the maximal entropy, where no clear decision can be made neither for 0 nor for 1.
Classification Certainty The relative certainty cert for the k-th decoded bit is given by the distance from the mean value minV (minimum number of votes required for a "1"). The farther the result is separated from this mean value, the more unique the decoding is:
Thus the despreading certainty for a voting consensus 00 . . . 0 or 11 . . . 1 of all τ i in a λ-block corresponds to a certainty of 100% for the bit b k to decode asb k = 0∨b k = 1. Since different spreading codes c i , c j may have different lengths λ i = λ j , the number of minimum votes varies but still does not influence the relative certainty cert. Different code lengths are allowed, because the minimal number n = log 2 |C| of bits to represent all classes in the respective dataset is fixed and known a priori. Figure 3 illustrates the complete despreading process starting with the unclassified feature vector as input for the RNN, the network prediction and the subsequent digital despreading process. The downstreamed despreading through the various xor-gates is repeated for all existing object classes. Thus the output signal is despread with all spreading codes and each result is compared with the lookuptable that holds the basic encodings (unary) of all object classes C. If there is exactly one match C hit ∈ C, then this class label is returned. Otherwise there may occur the case that none or several of the despread sequences each match to one symbol from the lookup-table. Then the most probable class label is predicted, which is determined by the classification certainty given by cert. This class is usually leading with a high certainty overhang with regard to alternatively matching classes. The certainty measure usually enables a clear decision between multiple decodings b dec , b dec , Here, a 100% certainty for class C 2 is reached by despreading with the second code c 2 , while the first code does not allow an unique decoding at all (0% certainty). Thus the classification is unique and a final table-lookup by table 1 reveals the predicted class label. The removal of the beforehand imposed redundancy results in the main advantage of the spread spectrum technique, which is robustness against external interferences like noise blurring the input data. Those effects are spread out (minimized) by the despreading process, which is also shown in the evaluation in the final section. For automatically generating a sufficient number of spreading codes, the concept of Orthogonal Variable Spreading Factor (OVSF) can be used alternatively to Barker codes. For separation of a higher number of different object classes, these are assigned to unique OVSF codes, which can be recursively generated via a tree schema [23] .
Autocorrelation: Correlation of a bipolar 4 sequence c of N elements with all phase shifts n of itself.
A spreading code c holds a good autocorrelation if its inner product Φ c, c (0) with itself is high and Φ c, c (n) is low for all shifts n = 1 . . . N -1.
Cross-correlation: Correlation of two sequences c and
. For good separation properties between different classes C i , C j , the respective spreading codes c i and c j must have a low cross-correlation value Φ ci, cj (n) for all shifts n = 1 . . . N -1. If their crosscorrelation is zero, then these codes are said to be fully orthogonal.
Barker codes hold an autocorrelation of Φ c, c (0) = 1 in the unshifted case and Φ c, c (n) = − 1 N , N = dim( c), n = 1, . . . , N -1 for the N -1 shifts of themselves, which is intended for a good recognition as well as distinction of phase shifts. In comparison to OVSF codes, the used Barker codes are also distinguished by their different lengths, which is a further separating property that compensates for not being fully orthogonal.
In signal transmission, good autocorrelation is essential to achieve synchronization between sender and receiver. Here, it is useful for recognizing the length of the employed spreading code in the decoding phase, since codes of different lengths are allowed for different classes. Due to its modular design, the RNN has the capability of processing variably dimensional vectors to learn the class labels spread by codes of different lengths. Furthermore the number N comp of weighted sum (
, since the constant h determines the network resources and is widely independent from the object representation (with dimensionality d 1 ). Compared to a nearest neighbor approach, the term s r for calculating all neighbor distances is omitted, while the factor r is added to the complexity and d 2 becomes λ max -times bigger.
Evaluation
The proposed spread spectrum classification based on a connectionist model is a novel approach. Therefore the accuracy of the classifier was evaluated by three standard classification benchmarks. The first one is the publicly available MUSK2 dataset [11] , which is a binary distribution of molecules. In order to test the discrimination capability, we also applied our technique to a multi-class problem that requires r > 2 different spreading codes.
The first dataset describes molecules by their phenotypic appearance, which is called conformation. The dataset contains 6,598 different conformations of 102 molecules, 39 of these molecules are judged by human experts to be musks and the remaining 63 are judged to be non-musks. A single molecule is processed as a multi-represented object that contains all of its feature values. "Musk odor is a specific and clearly identifiable sensation, although the mechanisms underlying it are poorly understood. Musk odor is determined almost entirely by steric (i.e., "molecular shape") effects (Ohloff, 1986)." [14] . These characteristics are captured as molecule conformations represented as feature vectors and typed by our typing mechanism.
We show the robustness of the proposed classifier by artificially injecting noise in the untrained test instances within the respective test set. Thereby the performance of the neural classifier is compared for spread spectrum encoded and basic encoded (non-spread) class labels. Both approaches are evaluated under the influence of stepwise increased noise levels. Instead of applying the complex and non-intuitive spread spectrum process for imposing type information, one could also follow a straightforward approach by using the basic encoding of the r existing classes, while skipping the spreading step.
Binary Classification of Molecule Data
The simple approach unary encodes the d 2 := r considered classes by d 2 -dimensional target vectors y, where (y i = 1 ∧ y j = 0, ∀j = i) ⇔ µ( x) = C i . In this case the classification of the input object x via the output vector o := o t+1 is done by picking the maximum component o max :
This solution is less powerful than the spread spectrum classification variant. To actually show this hypothesis, we compared both techniques with regard to their robustness against noise.
Training Data Representation The molecules of the MUSK2 dataset to be classified by our connectionist classifier appear in different conformations, which are described by 166 features. This information is used to build a straightforward feature vector representation. ), x i ∈ R The real-valued attributes f1 to f162 are distances that are measured in hundredths of Angstroms. The distances may be negative or positive.
Depending on the chosen spreading factor λ, the spreading process computes a (2·λ)-bit target vector in case of the 2 classes Musk and Non-Musk. The following example spreads each class by the Barker codes (1, 1, 0, 1) and (1, 1, 1, 0) of the same length λ = 4 using the spreading function spr defined in section 3.1. The training and test patterns both hold the form input → target, while the test patterns were excluded from training. For the presented evaluation a spreading factor of 16 was chosen.
The function r creates the [0, 1]-scaled feature vector representation of any multi-represented object o that consists of categorical or metric features. When the spreading code is of length λ = 16 and there are 2 classes C = {C 1 , C 2 }, the spreading process computes a 32-bit (16 · 2) target vector. Ten-fold cross-validation was used to obtain significant accuracy measurements, so the 6,598 objects were divided into 10 disjoint test sets. Additionally from each of the 10 corresponding training sets 5,641 patterns a fraction of 297 patterns (1/20) was split off and used for checking the connectionist model quality and to determine when to stop the training. Network training was stopped when the training error was below 1.5% and the model quality was just declining after continuously rising. The average model quality on the 10 auxiliary sets that were excluded from network training was 97.51% for the basic encoding approach and 99.85% for the spread spectrum variant. Table 2 shows the results of the evaluation process for different degrees of injected noise and different spreading factors. Uniformly distributed noise n interferes the [0, 1]-scaled numeric input pattern by adding the noise realizations to each of its components: 
.).
The result clearly shows the high robustness of the spread spectrum supported classification, which is less affected by the increasing noise level than the unspread variant. Noise of n≤27.5% leads to outlying accuracies for both techniques, since the classification accuracy drops down to 30.54% for basic encoding and 37.37% for the spread spectrum variant. This is reasonable, since with a certain (low) probability noise of lower amplitudes but with the "right" signs can do more harm than a higher noise level that does not displace the feature values as much, due to the sign of each noise component. Summing up the accuracy for all noise levels, the spread spectrum technique holds an overall accuracy of 77.72% and thus outperforms the simple approach that achieves 72.24%, in several cases reaching even more than 10% of advance. Furthermore the lower classification variance of the spread spectrum technique is a sign of its higher confidence and discrimination between the classes.
As a reference, the algorithm Iterated Discrimination, which belongs to the class of Axis Parallel Rectangle (APR) methods, was used by Dietterich et al. [16] to classify the MUSK1 pharmaceutical dataset. The MUSK1 is related to the MUSK2 benchmark and the APR method achieved an accuracy of 92.4% thereupon. Dietterich et al. [14] achieved their best result when using a domain-specific (dynamic reposing) neural network approach for classifying the molecules of the MUSK2 dataset. Without injecting noise in the objects, 10-fold cross-validation led to a maximal accuracy of 91%, which is almost 7% below the result at hand.
Multi-Class Classification of Forest Data
The second dataset stems from geography and deals with forest cover types [7] . By virtue of 12 metric and categorical attributes, the 7 cover types Spruce/Fir, Krummholz, Lodgepole Pine, Ponderosa Pine, Cottonwood/Willow, Aspen and Douglas-fir should be classified. The dataset consisting of 581,012 instances was originally obtained from the US Geological Survey (USGS). We have chosen this dataset, since it provides a multi-class problem for evaluating the discriminative capability of the spread spectrum technique in the case of more than two classes. Furthermore, a neural network approach was already conducted upon this dataset, which achieved a classification accuracy of about 70.0% [7] . Blackard's connectionist classification (70.58%), which was generated by model averaging using thirty networks with randomly selected initial weights, significantly outperformed the alternative linear discriminant analysis model (58.38%).
The forest data was elicited from cartographic material only and describes the respective cover type by characteristical attributes like elevation, aspect, slope, horizontal and vertical distance to nearest hydrology (water surface) and others measured in meters, azimuth or degrees. Each instance represents a 30 x 30 meter cell, which was labeled with one of seven forest cover types (classes). First, the attributes in the following list were used to classify the cover type of the instances.
• A significance test showed that the 44 binary variables indicating the wilderness area and the soil type can be disregarded, so we excluded these variables from training -additionally improving training efficiency by the reduced input dimensionality. The underlying dataset together with a detailed description can be obtained from Blackard [7] .
Again we compared the classification performance of our robust classification method with a support vector classifier under the influence of noise based on the same training and test instances. We used the same network topology than before with a hidden layer dimension of h = 30. Seven distinct Barker codes served for encoding of the existing cover type classes: c 1 := (1, 0, 0, 1, 0, 1, 1, 0 1, 1, 1, 0 , 0, 0, 0),
The cross-correlation among these OVSF codes is actually zero, Φ ci, cj (n) = 0, i = j, i, j = 1, . . . , 7, n = 0, . . . , N -1, which makes them fully orthogonal. The output space, which is 7-dimensional for basic encoding, becomes (7 · 8 = 56)-dimensional in case of spread spectrum output coding, since the required OVSF code length is dim( c i ) = 8, i = 1, . . . , 7. The classification accuracies are shown by for the multi-class problem, simply due to the lower success probability
for a test object o and a classifier K (uniform distribution assumed). The output encoding by spreading codes with well-defined correlation properties enhances the classification ability by the sharper class discrimination that prevents misclassification more effectively. The highest accuracy of 85.91% was realized by the spread spectrum technique based on a test set consisting of 1,050 randomly chosen instances.
In order to compare the results with an advanced classification technique, we trained a support vector machine (SVM) 5 classifier on exactly the same training set. Without noise, 10-fold cross-validation resulted in a classification accuracy of 66.28%, which means that the SVM approach falls short by almost 20% compared to the performance of our connectionist technique. Under the influence of the same uniformly distributed noise, the performance (percentage of correctly classified test instances) of the SVM classifier dropped dramatically to about 34% with 5% noise, 35.85% with 10% noise, 18.88% with 15% noise and 32.08% with 20% noise. This underpins the difficulty of reliable classification of feature vectors when these are exposed to considerable noise portions, which is better achieved by the connectionist classifier based on spread spectrum.
Classifying this forest cover type dataset is a difficult task, as one can see from Blackard [7] . Results of 70% accuracy for backpropagation neural networks and 58% for linear discrimant analysis were reported. From this perspective, the measured 66.28% classification accuracy reached by the SVM classifier without noise appear very plausible.
Classification of Diabetes Patients
Finally, we employed our method for a medical classification task based on a binary distribution of Pima Indian diabetes patients. The dataset consisted of 768 instances with 8 attributes, each instance belonging to the classes healthful (65.1%) and diseased (34.9%) [9, 5] . Again we evaluated the classification performance for different degrees of noise by ten-fold crossvalidation. The results are presented in table 5. We also used Gaussian instead of uniformly distributed noise to distort the input vectors, which was generated by the Box-Muller method [8] . Gaussian white noise with a higher variance led to a lower performance advantage compared to basic encoding on average. Anyhow, the spread spectrum method outperforms the alternative classification technique for the third time, especially in terms of noise robustness.
Classification of Liver Disorder Data
As opposed to the previous datasets, the Bupa Medical Research dataset [18] describing liver disorder of many patients is already afflicted with noise -no artificial noise injection is conducted. This data set is concerned with factors which may contribute to liver disease 6 . The first five attributes are blood tests which are thought to be sensitive to liver disorders that might arise from excessive alcohol consumption.
There are 345 instances (male patients), 2 classes (1,2), 6 metric attributes. The features are mcv (mean corpuscular volume), alkphos (alkaline phosphotase), sgpt (alamine aminotransferase), sgot (aspartate aminotransferase), gammagt (gamma-glutamyl transpeptidase), drinks, and type (class).
As already shown by the work of Goldberg and his colleagues [22] , the instances of the Bupa dataset are very difficult to discriminate. This result is confirmed by our evaluation, which is presented in table 6. For example, the support vector classifier SVM, which was also used for the other classification benchmarks, only achieved a classification accuracy of 58.3%. In Goldberg's paper, the boosting algorithm Ada-BOP based on the well-known Ada-Boost technique [19] achieved an accuracy of 62.2% on average. By contrast, our RNN classifier enhanced with the spread Spectrum technique shows a significantly higher performance of 72.17%. Especially on the Bupa liver disorder dataset, which was not injected with artificial noise but holds an inherent level of noise, the spread spectrum-based classification outperforms all other techniques. Furthermore, our technique is characterized by a small variation intervall of [69.57−79.71] during cross-validation, which is about 10% less than the unary-encoded classification variant. A lower variation indicates a higher stability of the classifier -achieved by the despreading step that reduces the impact of interfering noise.
Altogether, the classification techniques presented in this comparison show a relatively low performance. This is due to the inherent noise of the BUPA liver disorder dataset. 
Conclusion
We have developed a robust connectionist classification aimed at arbitrary domain objects based on a recurrent neural network (RNN). Our spread spectrum typing and classification mechanism improves the robustness of the RNN as classifier for multi-represented objects. In general, sequences consisting of objects from different classes can be learned by the network. In conclusion, we developed two main functionalities:
• Learning / Classifying Multi-Represented Objects We demonstrated that objects containing heterogeneous features can be learned and classified by the connectionist system. The spread spectrum mechanism can be used to represent the class-membership of domain objects in a robust way.
• Classification Despite Noise and Incomplete Data The RNN with spread spectrum technique is capable of reliably classifying incomplete or distracted domain objects, which are exposed to significant noise portions.
The high classification robustness is achieved by the integrated spreading mechanism, which is borrowed from stateof-art code multiplexing in mobile communication and is adapted to neural information processing. We evaluated the connectionist classifier on the basis of three benchmark datasets. The proposed spread spectrum mechanism was superior to the unspread variant regarding its robustness against noisy and sparse data. For the MUSK2 dataset, it is remarkable that both variants outperform the neural network approach from Dietterich et al. [16] in case of absent noise, which achieved 91.0% accuracy instead of 97.26%. Furthermore the new technique was successfully applied to a multi-class dataset on forest cover types, whose instances should be classified based on ten topological attributes. The spread spectrum variant both achieved higher accuracy and robustness against uniformly distributed noise of different levels. We also compared our new classification model with an SVM classifier, whose classification accuracy collapsed by about 32%, when affected by uniform noise and thus provides evidence for the need for robust classification methods. The final evaluation aimed at a medical dataset describing liver disorder of patients is the most significant one, since this dataset was not injected with artificial noise, but is inherently noisy and exceedingly difficult to classify. The RNN classifier with the spread spectrum mechanism outperformed all other classification and meta-classification techniques such as boosting and bagging.
We conclude that our technique can be used to improve the robustness of connectionist classifiers in general. This is especially advantageous, when the object features do not allow for a sharp discrimination according to the respective class label -due to noise interfering the feature values.
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