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1. Introduction
Let H be a separable complex Hilbert space and let L(H) denote the algebra of all bounded linear operators on H.
If T ∈ L(H), we write σ(T ), σsu(T ), and σap(T ) for the spectrum, the surjective spectrum, and the approximate point
spectrum of T , respectively.
A conjugation on H is an antilinear operator C :H→H which satisﬁes that 〈Cx,C y〉 = 〈y, x〉 for all x, y ∈H and C2 = I .
An operator T ∈ L(H) is said to be complex symmetric if there exists a conjugation C on H such that T = CT ∗C . In this
case, we say that T is a complex symmetric operator with conjugation C . Complex symmetric operators can be regarded
as a generalization of complex symmetric matrices; in fact, for an operator T ∈ L(H) and a given conjugation C on H,
the operator CT ∗C becomes the transpose of the matrix for T with respect to an orthonormal basis which is ﬁxed by C
(see [11]). There are many authors to research complex symmetric operators (see [8–14], etc.). In particular, S.R. Garcia and
M. Putinar provide a lot of useful properties of complex symmetric operators in [11] or [12]. They ﬁnd various examples
of such operators; all normal operators, Hankel operators, compressed Toeplitz operators, the Volterra integration operator,
and so on.
An operator T ∈ L(H) is called scalar of order m if it possesses a spectral distribution of order m, i.e., if there is a
continuous unital homomorphism of topological algebras
Φ : Cm0 (C) → L(H)
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S. Jung et al. / J. Math. Anal. Appl. 384 (2011) 252–260 253such that Φ(z) = T , where as usual z stands for the identical function on C, and Cm0 (C) for the space of all continuously
differentiable functions of order m which are compactly supported, 0 m ∞. An operator is subscalar of order m if it
is similar to the restriction of a scalar operator of order m to an invariant subspace. Since subscalarity provides a partial
solution to the invariant subspace problem (see [7]), it is worth to research subscalarity. For example, M. Putinar showed
in [20] that every hyponormal operator, i.e., an operator T ∈ L(H) with T ∗T  T T ∗ has a scalar extension, and this result
was used to prove that every hyponormal operator with thick spectrum has a nontrivial invariant subspace, a result due to
S. Brown (see [4]).
We say that an operator T ∈ L(H) is decomposable if for every open cover {U , V } of C, there are T -invariant subspaces
M and N such that H=M+N , σ(T |M) ⊂ U , and σ(T |N ) ⊂ V . It is well known from [5] or [17] that scalar operators of
any order are decomposable and so every subscalar operator has a decomposable extension. We refer the reader to [5,16,17]
for more details about decomposability, and we shall give several deﬁnitions concerning spectral decompositions in addition
to decomposability later.
In this paper we prove that a complex symmetric operator with property (δ) is subscalar. As a corollary, we get that such
operators with rich spectra have nontrivial invariant subspaces. We also provide various relations for spectral decomposition
properties between complex symmetric operators and their adjoints.
2. Preliminaries
An operator T ∈L(H) is said to have the single-valued extension property at λ0 ∈ C if for every neighborhood G of λ0, the
only analytic function f : G →H which satisﬁes the equation (T −λ) f (λ) ≡ 0 is the constant function f ≡ 0. We say that an
operator T ∈ L(H) has the single-valued extension property, abbreviated SVEP, if T has the single-valued extension property
at every λ ∈ C. For an operator T ∈ L(H) having the single-valued extension property and for x ∈H, we can consider the
set ρT (x) of elements z0 in C such that there exists an analytic function f (z) deﬁned in a neighborhood of z0, with values
in H, which veriﬁes (T − z) f (z) ≡ x. We let σT (x) = C \ ρT (x) and HT (F ) = {x ∈H: σT (x) ⊂ F }, where F is a subset of C.
An operator T ∈ L(H) is said to have Dunford’s property (C ) if HT (F ) is closed for each closed subset F of C. An operator
T ∈ L(H) is said to have Bishop’s property (β) if for every open subset G of C and every sequence fn : G →H of H-valued
analytic functions such that (T − z) fn(z) converges uniformly to 0 in norm on compact subsets of G , then fn(z) converges
uniformly to 0 in norm on compact subsets of G . It is well known that
Bishop’s property (β) ⇒ Dunford’s property (C) ⇒ SVEP.
It can be shown that the converse implications do not hold in general as can be seen from [1,5,17].
When an operator T ∈ L(H) has the single-valued extension property, we say that T has the decomposition property (δ)
if for every open cover {U , V } of C, the decomposition H = HT (U ) + HT (V ) holds. An operator T ∈ L(H) is said to be
decomposable if for every open cover {U , V } of C there are T -invariant subspaces M and N such that H = M + N ,
σ(T |M) ⊂ U , and σ(T |N ) ⊂ V . In [2] and [3] it was shown that T has Bishop’s property (β) if and only if T ∗ has prop-
erty (δ). Furthermore, every operator with Bishop’s property (β) is a restriction of a decomposable operator, while each
operator with property (δ) is a quotient of a decomposable operator (see [2] for more details). It is also known that T has
both Bishop’s property (β) and property (δ) if and only if T is decomposable.
A decomposable operator T ∈L(H) is called decomposable relative to the identity if for each open cover {Ui}ni=1 of C, there
exist systems of T -invariant subspaces {Mi}ni=1 and operators {Pi}ni=1 ⊂ {T }′ := {R ∈L(H): T R = RT } such that{
σ(T |Mi ) ⊂ Ui, PiH⊂Mi for all i = 1,2, . . . ,n, and
I = P1 + P2 + · · · + Pn.
In [18, Theorem 1.3.5], it is shown that T ∈ L(H) is decomposable relative to the identity if and only if for any open cover
{U , V } of C, there is P ∈ {T }′ such that
γ (Px, T ) ⊂ U and γ ((I − P )x, T )⊂ V
for all x ∈H, where γ (y, T ) :=⋂{F ⊂ C: y ∈ HT (F )} for y ∈H.
An operator T ∈ L(H) is said to be strongly decomposable if T is decomposable and for arbitrary closed sets F1 and F2
in C with σ(T ) ⊂ Int(F1) ∪ Int(F2), the identity
HT (K ) = HT (K ∩ F1) + HT (K ∩ F2)
holds where K is any closed set in C. A decomposable operator T ∈ L(H) is said to be quasi-strongly decomposable if for
each open set G of C, T |HT (G∩σ(T )) is also decomposable. It is well known from [18, Theorem 1.3.11] that T ∈ L(H) is
quasi-strongly decomposable if and only if T is decomposable and for arbitrary open sets U and V , the inclusion
HT
(
σ(T ) ∩ (U ∪ V ) )⊂ HT (σ(T ) ∩ Uε )+ HT (σ(T ) ∩ V )
holds where Uε denotes the ε-neighborhood of U .
We say that T ∈ L(H) has asymptotic spectral decomposition if for any ﬁnite open cover {Ui}ni=1 of C, there exists a
system {Mi}n of T -invariant subspaces such that H=∨ni=1Mi and σ(T |M ) ⊂ Ui for all i = 1,2, . . . ,n. For an operatori=1 i
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analytic function f on G such that (T − λ) f (λ) ∈ M for all λ ∈ G , it follows that f (λ) ∈ M for all λ ∈ G . In [16], it
is shown that M is an analytically T -invariant subspace if and only if the operator TM : H/M → H/M, deﬁned as
TM(x +M) = T x +M, has the single-valued extension property. An operator T ∈ L(H) is called quasi-decomposable if
T has asymptotic spectral decomposition and Dunford’s property (C), and T is called analytically decomposable if T has
asymptotic spectral decomposition consisting of analytically invariant subspaces. It is known from [18] that
Scalar ⇒ Decomposable relative to the identity
⇒ Strongly decomposable
⇒ Quasi-strongly decomposable
⇒ Decomposable
⇒ Quasi-decomposable
⇒ Analytically decomposable.
Let z be the coordinate in the complex plane C and let dμ(z) denote the planar Lebesgue measure. Fix a complex
separable Hilbert space H and a bounded (connected) open subset U of C. We denote by L2(U ,H) the Hilbert space of
measurable functions f : U →H such that
‖ f ‖2,U =
(∫
U
∥∥ f (z)∥∥2 dμ(z)) 12 < ∞.
The subspace of functions f ∈ L2(U ,H) which are analytic functions in U , i.e., ∂ f = 0, is denoted by
A2(U ,H) = L2(U ,H) ∩O(U ,H),
where O(U ,H) denotes the Fréchet space of H-valued analytic functions on U with respect to uniform topology. The space
A2(U ,H) is called the Bergman space for U , and it is a Hilbert space. For a ﬁxed nonnegative integer m, the vector valued
Sobolev space Wm(U ,H) with respect to ∂ and of order m is the space of those functions f ∈ L2(U ,H) whose derivatives
∂ f , . . . , ∂m f in the sense of distributions still belong to L2(U ,H). Endowed with the norm
‖ f ‖2Wm =
m∑
i=0
∥∥∂ i f ∥∥22,U ,
Wm(U ,H) becomes a Hilbert space contained continuously in L2(U ,H). We remark that the linear operator M of multipli-
cation by z on Wm(U ,H) is continuous and it has a spectral distribution ΦM : Cm0 (C) → L(Wm(U ,H)) of order m deﬁned
by the following relation; for ϕ ∈ Cm0 (C) and f ∈ Wm(U ,H), ΦM(ϕ) f = ϕ f . Therefore, M is a scalar operator of order m
(see [20] for more details).
3. Subscalarity
In this section, we show that every complex symmetric operator with property (δ) has a scalar extension. For our
program, we begin with the following lemma.
Lemma 3.1. Let T ∈L(H) be a complex symmetric operator with property (δ). For any bounded open disk D containing σ(T ), deﬁne
the operator V :H→ H(D) by
V h = 1˜⊗ h (≡ 1⊗ h + (T − z)W 4(D,H) )
where H(D) = W 4(D,H)/(T − z)W 4(D,H), and 1⊗h denotes the constant function sending any z ∈ D to h. Then V is one-to-one
and has closed range.
Proof. Let fn ∈ W 4(D,H) and hn ∈H be sequences such that
lim
n→∞
∥∥(T − z) fn + 1⊗ hn∥∥W 4 = 0. (1)
From the deﬁnition of the norm for the Sobolev space, Eq. (1) ensures that
lim
n→∞
∥∥(T − z)∂ i fn∥∥2,D = 0
for i = 1,2,3,4. Since T is a complex symmetric operator, there exists a conjugation C on H such that T = CT ∗C . Then we
obtain that
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n→∞
∥∥(CT ∗C − z)∂ i fn∥∥2,D = 0 (2)
for i = 1,2,3,4. Since C is antilinear and C2 = I , Eq. (2) implies that
lim
n→∞
∥∥(T ∗ − z)C∂ i fn∥∥2,D = 0 (3)
for i = 1,2,3,4. Hence by applications of [20] we get that
lim
n→∞
∥∥(I − P )C∂ i fn∥∥2,D = 0 (4)
for i = 1,2, where P denotes the orthogonal projection of L2(D,H) onto A2(D,H). Thus it follows from (3) and (4) that
lim
n→∞
∥∥(T ∗ − z)PC∂ i fn∥∥2,D = 0 (5)
for i = 1,2. If D is centered at the origin with radius R > 0, then
0= lim
n→∞
∥∥(T ∗ − z)PC∂ i fn∥∥22,D
= lim
n→∞
∫
D
∥∥(T ∗ − z)(PC∂ i fn)(z)∥∥2dμ(z)
= lim
n→∞
2π∫
0
R∫
0
∥∥(T ∗ − re−iθ )(PC∂ i fn)(reiθ )∥∥2r dr dθ
= lim
n→∞
0∫
−2π
R∫
0
∥∥(T ∗ − reiθ )(PC∂ i fn)(re−iθ )∥∥2r dr dθ
= lim
n→∞
∫
D∗
∥∥(T ∗ − z)(PC∂ i fn)(z)∥∥2 dμ(z)
= lim
n→∞
∥∥(T ∗ − z)gi,n∥∥22,D∗ (6)
for i = 1,2, where D∗ := {z: z ∈ D} and gi,n(z) := (PC∂ i fn)(z) for all n and all z ∈ D∗ . As some applications of (6), if D is
centered at z0, then we get
0= lim
n→∞
∥∥(T ∗ − z)PC∂ i fn∥∥22,D
= lim
n→∞
∫
D−z0
∥∥(T ∗ − z − z0 )PC∂ i fn(z + z0)∥∥2 dμ(z)
= lim
n→∞
∫
D∗−z0
∥∥(T ∗ − z − z0 )PC∂ i fn(z + z0)∥∥2 dμ(z)
= lim
n→∞
∫
D∗
∥∥(T ∗ − z)PC∂ i fn(z)∥∥2 dμ(z)
= lim
n→∞
∥∥(T ∗ − z)gi,n∥∥22,D∗ (7)
for i = 1,2. Since T has property (δ), it follows from [17] that T ∗ has Bishop’s property (β). In addition, gi,n is analytic
on D∗ , and so Eq. (7) ensures that
lim
n→∞‖gi,n‖2,D∗1 = 0 (8)
for i = 1,2, where σ(T )  D1  D , i.e.,
lim
n→∞
∥∥PC∂ i fn∥∥2,D1 = 0 (9)
for i = 1,2. Combining (9) with (4), we have
lim
∥∥C∂ i fn∥∥2,D = 0n→∞ 1
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lim
n→∞
∥∥∂ i fn∥∥2,D1 = 0
for i = 1,2. Hence, some applications of [20] imply that
lim
n→∞
∥∥(I − P ) fn∥∥2,D1 = 0. (10)
From (1) and (10) we obtain that
lim
n→∞
∥∥(T − z)P fn + 1⊗ hn∥∥2,D1 = 0.
Let Γ be a curve in D surrounding σ(T ). Then
lim
n→∞
∥∥P fn + (T − z)−1(1⊗ hn)∥∥= 0
uniformly for z ∈ Γ . Hence by the Riesz–Dunford functional calculus, we have
lim
n→∞
∥∥∥∥ 12π i
∫
Γ
P fn(z)dz + hn
∥∥∥∥= 0.
But by Cauchy’s theorem,
∫
Γ
P fn(z)dz = 0. Therefore we get limn→∞ hn = 0. Hence V is one-to-one and has closed
range. 
Now we are ready to prove our main theorem.
Theorem 3.2. Let T ∈L(H) be a complex symmetric operator. If T has property (δ), then T is subscalar of order 4.
Proof. Let D be an arbitrary bounded open disk of the complex plane C containing σ(T ). Consider the quotient space
H(D) = W 4(D,H)/(T − z)W 4(D,H)
endowed with the Hilbert space norm. The class of a vector f or an operator A on H(D) will be denoted by f˜ , respec-
tively A˜. Let M be the operator of multiplication by z on W 4(D,H). We note that M is a scalar operator of order 4 and
has a spectral distribution ΦM . Since the range of T − z is invariant under M , it ensures that M˜ can be well-deﬁned. More-
over, we consider the spectral distribution ΦM : C40(C) → L(W 4(D,H)) deﬁned by ΦM(ϕ) f = ϕ f where ϕ ∈ C40(C) and
f ∈ W 4(D,H). Then the spectral distribution ΦM of M commutes with T − z, and so M˜ is still a scalar operator of order 4
with Φ˜M as a spectral distribution. Let V :H→ H(D) be the operator given by V h = 1˜⊗ h for h ∈H. Since
V Th = 1˜⊗ Th = z˜ ⊗ h = M˜(1˜⊗ h) = M˜V h
for any h ∈H, that is, V T = M˜V , we get that ran(V ) is invariant under M˜ . Hence ran(V ) is an invariant subspace for M˜ by
Lemma 3.1. Since T is similar to M˜|ran(V ) , we conclude that T is a subscalar operator of order 4. 
Next we consider some applications of Theorem 3.2.
Corollary 3.3. Let T ∈L(H) be a complex symmetric operator for which σ(T ) has nonempty interior in the complex plane C. If T has
property (δ), then Lat(T ) is nontrivial.
Proof. If T has property (δ), then T is subscalar by Theorem 3.2, and so Lat(T ) is nontrivial by [7]. 
Recall that an operator T ∈ L(H) is power regular if limn→∞ ‖Tnx‖ 1n exists for every x ∈H. For an operator T ∈ L(H),
a vector x ∈H is said to be cyclic if the linear span of the orbit {Tnx: n = 0,1,2, . . .} is dense in H, i.e., ∨∞n=0{Tnx} =H.
If there is a cyclic vector x for T , then we say that T is a cyclic operator. We denote the local spectral radius of T at
x by rT (x) := limsupn→∞ ‖Tnx‖ 1n , while writing r(T ) := sup{|λ|: λ ∈ σ(T )} for the spectral radius of T . For an operator
T ∈L(H), a T -invariant subspace M is said to be a spectral maximal space of T if M contains any T -invariant subspace N
satisfying σ(T |N ) ⊂ σ(T |M).
Corollary 3.4. Let T ∈L(H) be a complex symmetric operator. If T has property (δ), then the following statements hold.
(i) T is power regular.
(ii) T has Bishop’s property (β), Dunford’s property (C), and the single-valued extension property.
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(iv) For each closed subset F of C, HT (F ) is a spectral maximal space of T and σ(T |HT (F )) ⊂ σ(T ) ∩ F .
Proof. (i) From Theorem 3.2, we know that T is the restriction of a scalar operator to one of its closed invariant subspaces.
Since a scalar operator is power regular and all restrictions of power regular operators to their invariant subspaces clearly
remain power regular, it means that T is power regular.
(ii) It suﬃces to prove that T has Bishop’s property (β). Since Bishop’s property (β) is transmitted from an operator to
its restrictions to closed invariant subspaces, we are reduced by Theorem 3.2 to the case of a scalar operator. Since every
scalar operator has Bishop’s property (β) (see [20]), it follows that T has Bishop’s property (β).
(iii) By (ii), T has Bishop’s property (β), and the results follow from [5].
(iv) The proof follows from [17]. 
Let us recall that every analytic function ϕ : D → D on the open unit disc D induces a bounded linear operator on the
Hardy space H2 deﬁned by
Cϕ( f ) := f ◦ ϕ for all f ∈ H2,
which is called a composition operator. Let ϕ be an automorphism of D. Then ϕ is of the form
ϕ(z) = az + b
bz + a
for all z ∈ D, where a and b in C with |a|2 − |b|2 = 1. The automorphisms ϕ are classiﬁed as follows: if |Im(a)| > |b|, then
ϕ is elliptic; if |Im(a)| = |b|, then ϕ is parabolic; if |Im(a)| < |b|, then ϕ is hyperbolic.
If an automorphism ϕ is given by
ϕ(z) = r − z
1− rz
(
=
− i√
1−r2 z +
ir√
1−r2
− ir√
1−r2 z +
i√
1−r2
)
where 0 < r < 1, then |a|2 − |b|2 = 1 and |Im(a)| > |b| by taking a = − i√
1−r2 and b = −
ir√
1−r2 . Thus ϕ is an elliptic
automorphism of D such that C2ϕ = I . Hence Cϕ is complex symmetric from [14]. On the other hand, it is not true for
hyperbolic automorphisms in general. Indeed, if ϕ is a hyperbolic automorphism of D, then there is an automorphism ψ
of D such that (ψ−1◦ϕ◦ψ)(z) = r+z1+rz for some 0 < r < 1 (see [6]). This implies that Cϕ is similar to CΦ where Φ(z) = r+z1+rz .
Since Φ ◦ Φ is not the identical function on D, we have C2Φ = I and so C2ϕ = I .
Lemma 3.5. Let T ∈L(H) be a complex symmetric operator. Then T has the single-valued extension property if and only if T ∗ does.
Proof. Assume that T has the single-valued extension property. Then we will show that T ∗ has the single-valued extension
property. Let G be an open set in C and let f : G →H be an analytic function such that (T ∗ − λ) f (λ) ≡ 0 on G . Then we
get that (T −λ)C f (λ) = C(T ∗ −λ) f (λ) ≡ 0 on G . This gives that (T −λ)C f (λ) ≡ 0 on G∗ . Fix any λ0 ∈ G∗ . Since f is analytic
at λ0, then we write f (λ) =∑∞n=0 an(λ − λ0)n for all λ in some neighborhood of λ0 and an ∈H. Thus for all λ in some
neighborhood of λ0,
C f (λ) = C
( ∞∑
n=0
an(λ − λ0)n
)
=
∞∑
n=0
Can(λ − λ0)n,
which means that C f (λ) is analytic at λ0. Since T has the single-valued extension property, it follows that C f (λ) ≡ 0 on
G∗ , that is, C f (λ) ≡ 0 on G . Since C2 = I , it ensures that f (λ) ≡ 0 on G . Hence T ∗ has the single-valued extension property.
Moreover, if replacing T with T ∗ , we can show the converse statement. 
Proposition 3.6. If ϕ : D → D is a hyperbolic automorphism, then Cϕ is not complex symmetric.
Proof. Since ϕ is hyperbolic, it is well known from [22] that Cϕ does not have the single-valued extension property. On
the other hand, we know from [6] that Cϕ is similar to CΦ where Φ(z) = r+z1+rz . Since Φ has ﬁxed points ±1, it follows
from [19] that C∗Φ is subnormal. Hence C∗Φ has the single-valued extension property, and so does C∗ϕ . Therefore, Cϕ is not
complex symmetric from Lemma 3.5. 
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In this section, we study several kinds of spectral decomposition properties for complex symmetric operators. Throughout
this section, we denote a set F ∗ by F ∗ = {λ: λ ∈ F } for any subset F of C. First of all, we begin with the following lemma.
Lemma 4.1. If T ∈L(H) is a complex symmetric operator with conjugation C , then the following assertions hold.
(i) HT (F ) = CHT ∗ (F ∗) and HT ∗(F ) = CHT (F ∗) for any subset F of C.
(ii) M is a T -invariant subspace if and only if CM is a T ∗-invariant subspace.
Proof. (i) If x ∈ HT (F ), then σT (x)∗ ⊂ F ∗ . Since σT (x)∗ = σT ∗(Cx) by [15], we have σT ∗(Cx) ⊂ F ∗ , and so Cx ∈ HT ∗(F ∗).
Therefore, we obtain the inclusion CHT (F ) ⊂ HT ∗(F ∗). Similarly, we can show that CHT ∗ (F ∗) ⊂ HT (F ). Hence the identity
HT (F ) = CHT ∗ (F ∗) holds. The second statement holds by replacing T with T ∗ .
(ii) Suppose that M is a T -invariant subspace. Then it is clear that CM is a subspace of H. Let {xn} be a sequence
in CM with limn→∞ ‖xn − x‖ = 0 for some x ∈ H. Since limn→∞ ‖Cxn − Cx‖ = 0 and {Cxn} ⊂ M, we get Cx ∈ M, i.e.,
x ∈ CM. Thus CM is a closed subspace of H. In addition, T ∗CM= CTM⊂ CM. Hence CM is a T ∗-invariant subspace.
The converse statement holds in a similar fashion. 
Lemma 4.2. Let T ∈ L(H) be a complex symmetric operator with conjugation C . For any T -invariant subspaceM and any subset G
of C, if σ(T |M) ⊂ G, then σ(T ∗|CM) ⊂ G∗ .
Proof. Assume that σ(T |M) ⊂ G . If λ /∈ G∗ , then λ /∈ σ(T |M), that is, T |M − λ is bijective. First, note that CM is a
T ∗-invariant subspace by Lemma 4.1(ii). If x ∈ ker(T ∗|CM − λ), then x = C y for some y ∈M. Hence 0 = C(T ∗ − λ)C y =
(T |M − λ)y. Since T |M − λ is injective, we get y = 0 and so x = 0. Therefore, T ∗|CM − λ is injective. For the surjectivity,
let x ∈ CM be given. Put x = C y for some y ∈ M. Since T |M − λ is surjective, we can choose y′ ∈ M such that y =
(T − λ)y′ . Then we have x = C y = C(T − λ)y′ = (T ∗ − λ)C y′ , and so T ∗|CM − λ is surjective. Hence we conclude that
σ(T ∗|CM) ⊂ G∗ . 
Theorem 4.3. If T ∈L(H) is a complex symmetric operator, then the following statements hold.
(i) T is decomposable relative to the identity if and only if T ∗ is decomposable relative to the identity.
(ii) T is strongly decomposable if and only if T ∗ is strongly decomposable.
(iii) T is quasi-strongly decomposable if and only if T ∗ is quasi-strongly decomposable.
(iv) T is quasi-decomposable if and only if T ∗ is quasi-decomposable.
(v) T is analytically decomposable if and only if T ∗ is analytically decomposable.
Proof. Let T ∈L(H) be a complex symmetric operator with conjugation C .
(i) Assume that T is decomposable relative to the identity. Let {U , V } be any open cover of C. Since {U ∗, V ∗} is also an
open cover of C, it follows from [18] that there is P ∈ {T }′ such that γ (Px, T ) ⊂ U∗ = (U )∗ and γ ((I − P )x, T ) ⊂ V ∗ = (V )∗
for all x ∈H. Set Q := C PC . Then Q ∈ {T ∗}′ clearly. Moreover, Lemma 4.1(i) ensures that
γ
(
x, T ∗
)=⋂{F ⊂ C: x ∈ HT ∗(F )}=⋂{F ⊂ C: x ∈ CHT (F ∗)}= (⋂{F ∗ ⊂ C: Cx ∈ HT (F ∗)})∗ = γ (Cx, T )∗
for all x ∈H. This implies that{
γ
(
Q x, T ∗
)= γ (C Q x, T )∗ = γ (PCx, T )∗ ⊂ U , and
γ
(
(I − Q )x, T ∗)= γ (C(I − Q )x, T )∗ = γ ((I − P )Cx, T )∗ ⊂ V
for all x ∈H. Thus, T ∗ is decomposable relative to the identity from [18]. The converse statement holds by replacing T
with T ∗ .
(ii) Suppose that T is strongly decomposable. Since T is decomposable, it follows from [5] or [17] that T ∗ is decom-
posable. Let F1 and F2 be closed sets in C such that σ(T ∗) ⊂ Int(F1) ∪ Int(F2). Since T is strongly-decomposable and
σ(T ) = σ(T ∗)∗ ⊂ Int(F ∗1 ) ∪ Int(F ∗2 ), it holds that
HT
(
K ∗
)= HT (K ∗ ∩ F ∗1)+ HT (K ∗ ∩ F ∗2)
for any closed set K in C. By Lemma 4.1(i), we obtain that
HT ∗(K ) = CHT
(
K ∗
)= CHT (K ∗ ∩ F ∗1)+ CHT (K ∗ ∩ F ∗2)= HT ∗(K ∩ F1) + HT ∗(K ∩ F2)
where K is any closed set in C. Hence T ∗ is strongly decomposable.
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open sets in C, and let Uε be the ε-neighborhood of U . Then U∗ and V ∗ are open and U∗ε is the ε-neighborhood of U∗ . It
follows from [18] that
HT
(
σ(T ) ∩ (U∗ ∪ V ∗) )⊂ HT (σ(T ) ∩ U∗ε )+ HT (σ(T ) ∩ V ∗ ).
By Lemma 4.1(i), we have that
HT ∗
(
σ
(
T ∗
)∩ (U ∪ V ) )= CHT (σ(T ) ∩ (U∗ ∪ V ∗) )
⊂ CHT
(
σ(T ) ∩ U∗ε
)+ CHT (σ(T ) ∩ V ∗ )
= HT ∗
(
σ
(
T ∗
)∩ Uε )+ HT ∗(σ (T ∗)∩ V ).
Hence T ∗ is quasi-strongly decomposable.
(iv) Assume that T is quasi-decomposable. Then T has asymptotic spectral decomposition and Dunford’s property (C).
Since T ∗ has Dunford’s property (C) by [15], it suﬃces to show that T ∗ has asymptotic spectral decomposition. Let {Ui}ni=1
be any ﬁnite open cover of C. Then {U∗i }ni=1 is also an open cover of C. Since T is quasi-decomposable, there is a sys-
tem {Mi}ni=1 of T -invariant subspaces such that H =
∨n
i=1Mi and σ(T |Mi ) ⊂ U∗i for all i = 1,2, . . . ,n. Note that each
CMi is a T ∗-invariant subspace by Lemma 4.1(ii) and H = CH =∨ni=1 CMi . In addition, we obtain from Lemma 4.2 that
σ(T ∗|CMi ) ⊂ Ui for all i = 1,2, . . . ,n. This means that T ∗ is quasi-decomposable.
(v) Suppose that T is analytically decomposable. Let {Ui}ni=1 be any ﬁnite open cover of C. By deﬁnition, we can choose
a system {Mi}ni=1 of analytically T -invariant subspaces such that H=
∨n
i=1Mi and σ(T |Mi ) ⊂ U∗i for all i = 1,2, . . . ,n.
Claim.M is an analytically T -invariant subspace if and only if CM is an analytically T ∗-invariant subspace.
It is enough to show one direction. Suppose that M is an analytically T -invariant subspace. Since M is a T -invariant
subspace, it follows from Lemma 4.1 that CM is a T ∗-invariant subspace. Let f : G → H be any analytic function on a
region G in C such that (T ∗ − λ) f (λ) ∈ CM for all λ ∈ G . Since
(T − λ)C f (λ) = C(T ∗ − λ) f (λ) ∈M for all λ ∈ G,
we get that
(T − ω)C f (ω) ∈M for all ω ∈ G∗. (11)
According to the proof of Lemma 3.5, we know that C f (ω) is analytic on G∗ . Since M is analytically invariant for T ,
it follows from Eq. (11) that C f (ω) ∈ M for all ω ∈ G∗ , which implies that f (λ) ∈ CM for all λ ∈ G . Thus CM is an
analytically T ∗-invariant subspace.
From the above claim and the proof of (iv), we conclude that T ∗ is analytically decomposable. 
Before considering some applications of Theorem 4.3, let us ﬁrst recall that an operator X ∈ L(H,K) is called a quasi-
aﬃnity if it has trivial kernel and dense range. We say that an operator S ∈ L(H) is said to be a quasiaﬃne transform of an
operator T ∈ L(K) if there is a quasiaﬃnity X ∈ L(H,K) such that X S = T X and bounded linear operators S and T are
said to be quasisimilar if there are quasiaﬃnities X and Y such that X S = T X and SY = Y T .
Corollary 4.4. Let T ∈ L(H) be a complex symmetric operator. If T is decomposable relative to the identity, strongly decomposable,
quasi-strongly decomposable, quasi-decomposable, or analytically decomposable, then the following properties hold.
(i) Both T and T ∗ have the single-valued extension property and the equalities σ(T ) = σsu(T ) = σap(T ) and σ(T ∗) = σsu(T ∗) =
σap(T ∗) hold.
(ii) For any open subset G of C such that G ∩ σ(T ) = ∅, then there exists a nonzero analytically T ∗-invariant subspace M with
σ(T ∗|M) ⊂ G∗ .
(iii) If σ(T ) has nonempty interior in C, then both T and T ∗ have nontrivial invariant subspaces.
(iv) If σ(T ) has nonempty interior in C and T has Dunford’s property (C), then both T and T ∗ have nontrivial hyperinvariant sub-
spaces. In addition, if S ∈L(H) is any operator quasisimilar to T , then both S and S∗ have nontrivial hyperinvariant subspaces.
Proof. From the preliminaries, it suﬃces to consider the case of analytically decomposable operators.
(i) If T is analytically decomposable, then so is T ∗ by Theorem 4.3. It follows from [16] that both T and T ∗ have the
single-valued extension property. Hence the given equalities hold by [17].
(ii) If T is analytically decomposable, then T ∗ is also analytically decomposable by Theorem 4.3, and the proof follows
from [16].
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analytically invariant subspaces N and M for T and T ∗ , respectively, so that
σ(T |N ) ⊂ G  σ(T ) and σ
(
T ∗|M
)⊂ G∗  σ(T )∗ = σ (T ∗).
Thus N and M are nontrivial, which completes the proof.
(iv) Since σ(T ) has nonempty interior, we can choose an open cover {U1,U2} of C which satisﬁes U1  σ(T ) and
U2 ∩σ(T )  σ(T ). By the deﬁnition of analytically decomposable operators, there are analytically T -invariant subspaces Mi
such that H=∨2i=1Mi and σ(T |Mi ) ⊂ Ui for i = 1,2. Since T has Dunford’s property (C), it follows from [17] that HT (Ui)
is spectral maximal for i = 1,2, and so we have Mi ⊂ HT (Ui) for i = 1,2. This implies H=∨2i=1 HT (Ui). If HT (U2) = {0},
then H= HT (U1). Since T has Dunford’s property (C), we obtain from [17] that
σ(T ) = σ(T |HT (U1)) ⊂ U1 ∩ σ(T )  σ(T ),
which is a contradiction. Hence we get HT (U2) = {0}. If HT (U2) =H, then H= HT (U2) = HT (U2 ∩ σ(T )). Since T has the
single-valued extension property, it follows from [17] that
σ(T ) = ∪{σT (x): x ∈H}⊂ U2 ∩ σ(T )  σ(T ),
which is absurd. Thus HT (U2) =H. Accordingly, HT (U2) is a nontrivial T -hyperinvariant subspace by [5] or [17]. By Theo-
rem 4.3, T ∗ is analytically decomposable. Moreover, T ∗ has Dunford’s property (C) by [15]. Hence we can show that T ∗ has
a nontrivial hyperinvariant subspace in a similar fashion to the above argument.
If S is quasisimilar to T , then S∗ is quasisimilar to T ∗ . Therefore, the second statement follows from [21]. 
Remark. In Corollary 4.4(iv), notice that the condition that T has Dunford’s property (C) is not necessary except for the
case when T is analytically decomposable.
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