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Expectation of p-norm of random matrices with heavy tails
Chandra Vaidyanathan
Dr. Stephen Montgomery Smith, Dissertation Supervisor
ABSTRACT
The p-norm (p > 2) of a random matrix whose entries are gaussian, subgaussian
and log concave have been studied previously. We conjecture the following general-
ization of the above results for heavy tailed random matrices:
Conjecture 0.1. Let p > 2. Fix n > 0. A = (Xij) , i = 1, 2, ..., n, j = 1, 2, ..., N , be
a random matrix whose entries are independent random variables with bounded 2pth
moments, where N > n p2 . Then, with high probability, ∀x ∈ Sn−1 :
cN1/p 6 ‖Ax‖p 6 CN1/p, for some constants, c, C > 0.
We establish the following upper bound, generalising the work of [Latala05]:
Theorem 0.2. Let p > 2. Fix n > 0. A = (Xij) , i = 1, 2, ..., n, j = 1, 2, ..., N ,
be a random matrix whose entries are independent, identically distributed random
variables with bounded 2pth moments, where N > np−1. Then, with high probability,
(close to 1):∀x ∈ Sn−1 :
‖Ax‖p 6 CN1/p logN
[
log(logN) log2(log(logN))]1−1/p
for some constant C, depending on p and the pth and 2pth moments of the random
variable. We also get a similar upper bound when the entries of the random matrix
are independent random variables with bounded 2pth moment and are not necessarily
identically distributed.
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Chapter 1
History and Motivation
The following Gaussian result, was proved by Yehorom Gordon [Gordon85], on em-
bedding subsets of euclidean space into normed space. Let (gj)
N
j=1, (gi)
n
i=1 and
(gij)(16i6n),(16j6N) be independent standard Gaussian random variables and set (ej)
N
j=1
to be the standard unit vector basis on RN .
Theorem 1.1. Gaussian Embedding theorem There exists an absolute constant
C, for which the following holds. Set n, k > 1, consider T ⊂ Sn−1 and let E =
(RN , ‖.‖p) be a normed space such that for every x ∈ RN , ‖.‖p 6 ‖x‖2. Fix ε > 0 and
assume that
E sup
t∈T
‖
n∑
i=1
giti‖2 6 C ε E‖
N∑
j=1
gjej‖p
(i.e, for a universal constant c,N > cppp/2ε−pnp/2).
If the random operator Γ : Rn → RN , is defined by
Γt =
N∑
j=1
n∑
i=1
gijtiej
then, there is a realisation of Γ such that for every t ∈ T ,
(1− ε) E ‖
N∑
j=1
gjej‖p 6 ‖Γt‖p 6 (1 + ε) E ‖
N∑
j=1
gjej‖p
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The theorem was proved as an application of the Gaussian min-max theorem by
Y. Gordon and is an easy modification of the method of the proof of Dvoretzky’s
theorem and other applications in [Gordon88] and [Gordon07] .It was rediscovered
by G. Schechtman [Schechtman06], who gave it a new proof using the majorizing
measures approach. Further generalizations of the above result, in the form of an
embedding theorem for subgaussian and log concave cases, where the embedding is
not isometric, but is rather isomorphic, was carried out in [MendelsonJaegerman08]
and [GuedonRudelson07] respectively. Here, we give a flavor of the proof of the
subgaussian embedding theorem, as presented in [Rudelson13].
Definition 1.2. Isotropic random vectors: A random vector in Rn is said to be
isotropic, if
E〈X, x〉2 = 1, for all x ∈ Sn−1
Theorem 1.3. Let X be an isotropic subgaussian vector in Rn. Let X1, . . . , XN be
independent copies of X. Then, for any p > 2 and any N > np/2, the inequality
c 6
(
1
N
N∑
j=1
|〈x,Xj〉|p
)1/p
6 C√p
holds with high probability for all x ∈ Sn−1.
Proof. Denote by A, the N×n, matrix with rows X1, . . . , XN . Assume that n is large
enough, so that N > np/2 > δ−10 n, where δ0 is an absolute constant that is as defined in
[Rudelson06]. Combining this proposition with the inequality ‖y‖2 6 N1/2−1/p.‖y‖p,
valid for all y ∈ RN , we obtain
P
(
min
x∈Sn−1
‖Ax‖p 6 c1N1/p
)
6 e−c2N ,
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which establishes the left hand side inequality, with probability exponentially close
to 1. To prove the second inequality, we use the method of majorizing measures,
or generic chaining, developed by Talagrand. [Talagrand05] . Let {Xt}t∈T be a real
valued random process, i.e, a collection of interdependent random variables, indexed
by some set T . In the setup below, we can assume that T is finite or countable,
eliminating the question of measurability of supt∈T Xt. We shall call the process
{Xt}t∈T centered, if EXt = 0 for all t ∈ T .
Definition 1.4. Let (T, d) be a metric space. A random process {Xt}t∈T is called
subgaussian with respect to the metric d, if for any t, s ∈ T, t 6= s, the random variable
(Xt −Xs)/d(t, s) is subgaussian. A random process {Gt}t∈T is called Gaussian with
respect to the metric d, if for any finite set F ⊂ T , the joint distribution of {Gt}t∈F
is Gaussian, and for any t, s ∈ T, t 6= s(Gt−Gs)/d(t, s) is a N(0, 1) random variable.
We use the following fundamental result due to Talagrand:
Theorem 1.5. Majorizing measures theorem
Let (T, d) be a metric space, and let {Gt}t∈T , be a Gaussian random process with re-
spect to the metric d. For any centered random process {Xt}t∈T , which is subgaussian
with respect to the same metric,
E sup
t∈T
Xt 6 CE sup
t∈T
Gt
For (s, y) ∈ RN × Rn, define the random variable Xs,y by
Xs,y =
N∑
j=1
sj 〈Xj, y〉 .
Then, for any T ⊂ BN2 ×Bn2 , the random process {Xs,y}(s,y)∈T is a subgaussian with
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respect to the Euclidean metric. Indeed, for any (s, y), (s
′
, y
′
) ∈ T ,
Xs,y −Xs′ ,y′ =
N∑
j=1
(
(sj − s′j) 〈Xj, y〉+ s
′
j
〈
Xj, y − y′
〉)
Let λ ∈ R. Since the vectorX is centered subgaussian, for any z ∈ RN , exp(λ 〈X, z〉) 6
exp(Cλ2‖z‖22). Hence, using the independence of Xj and applying Cauchy-Schwartz
inequality we get
E exp(λ(Xs,y −Xs′ ,y′ ))
=
N∏
j=1
E
[
exp(λ(Xs,y − xs′ ,y′ ) 〈Xj, y〉 . exp(λs
′
j
〈
Xj, y − y′
〉
)
]
6
N∏
j=1
exp(2Cλ2((sj − s′j)2‖y‖22)).
N∏
j=1
exp(2Cλ2(s
′
j‖y − y
′‖22))
6 exp(2Cλ2(‖s− s′‖22 + ‖y − y
′‖22))
Using the Laplace transform property of subgaussian random variables, the r.v.
Xs,y −Xs′ ,y′
‖(s, y)− (s′ , y′)‖2
is sub-gaussian.
Let Y and Z be independent standard Gaussian vectors in Rn and RN respectively.
Set
Gs,y = 〈s, Z〉+ 〈y, Y 〉
Then, for any T ⊂ RN × Rn, {Gs,y}(s,y)∈T is a Gaussian process with respect to the
Euclidean metric. let 1/p + 1/p? = 1, and set T = BNp? × Bn2 ⊂ BN2 × Bn2 . By the
majorizing measures theorem,
E sup
(s,y)∈T
Xs,y 6 CE sup
(s,y)∈T
Gs,y
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Therefore,
E sup
y∈Bn2
(
1
N
N∑
j=1
|〈Xj, y〉|p
)1/p
=
1
N1/p
E sup
s∈BN
p?
sup
y∈Bn2
N∑
j=1
sj 〈Xj, y〉
6 C
N1/p
E sup
s∈BN
p?
sup
y∈Bn2
Gs,y =
C
N1/p
E(‖Z‖p + ‖Y ‖2)
6 C(√p+
√
n
N1/p
)
Since, N > np/2, the last sum does not exceed C ′√p. To finish the proof, we combine
this estimate with the Chebyshev’s inequality.
Conjecture 1.6. Let X be a random vector in Rn, whose entries are independent
random variables with E|X|2p < ∞ . Let X1, . . . , XN be independent copies of X.
Then, for any p > 2 and any N > np/2, the inequality
c 6
(
1
N
N∑
j=1
|〈x,Xj〉|p
)1/p
6 C√p
holds with high probability for all x ∈ Sn−1.
In the case of this random matrix with heavy tails, the majorization technique does
not work directly. The work in this thesis involves an attempt toward establishing
the upper bound. We do that by generalizing the beautiful arguments of Latala as
in [Latala05].
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Chapter 2
Introduction
We derive some of the useful inequalities involving random variables, which will be
used later in the proof of the main theorem. To this end, we start with the some simple
inequalities involving random variables and proceed to derive Rosenthal’s inequality.
We then give the proof of the concentration of measure on the sphere, using Brunn
Minkowski’s inequality.
2.1 Preliminaries
If X is a random variable, letting X
′
, be an identically distributed independent copy
of X, we get the symmetrized random variable by setting, Xs = X −X ′ .
Proposition 2.1. Let p > 1, let X and Y , be independent random variables. Suppose
that, E|X|p <∞, E|Y |p <∞, and that E Y = 0. Then,
E|X|p 6 E|X + Y |p.
In particular, if X has mean 0, and Xs is the symmetrized random variable, then
E|X|p 6 E|Xs|p.
Proof. Let x be a real number. Then, since Y has mean 0,
|x|p = |x+ EY |p 6 E|x+ Y |p =
∫ ∞
∞
|x+ y|pdFY (y),
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so that
E|X|p 6
∫ ∞
−∞
∫ ∞
−∞
|x+ y|pdFY (y)dFX(x) = E|X + Y |p
The particular case follows by letting, Y = −X ′ , the independent and identically
distributed copy of X.
Proposition 2.2. Lyapunov’s inequality
For 0 < r 6 p, ‖X‖r 6 ‖X‖p.
Proof. We use, Holder’s inequality, with X replaced by |X|p, and p by r/p, to get,
E|X|p 6 ‖|X|p‖r/p.1 = (‖X‖r)p
Proposition 2.3. cp-inequality:
Let p > 0. Suppose that E|X|p and E|Y |p are both finite, then
E|X+Y |p 6 cp(E|X|p+E|Y |p), where cp = 1, for 0 < p 6 1 and cp = 2p−1, when p > 1.
Proof. Set x = X(ω) and y = Y (ω) for ω ∈ Ω. By the triangle inequality and the
fact that for 0 < p < 1, x, y > 0, (x+ y)p < xp + yp,
E|X + Y |p 6 E(|X|+ |Y |)p 6 E(|X|p + |Y |p)
which establishes the inequality for 0 < p 6 1. For p > 1, we follow the same proof
with the inequality:
(x+ y)p 6 2p−1(xp + yp)
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Definition 2.4. Radamacher Functions: Radamacher functions, are functions
which when probabilistically interpreted, are a kind of rescaled and iterated coin
tossing random variables. Namely, for t ∈ R, let r(t) be the periodically continued
functions defined by
r(t) =

1, for 0 6 t < 1
2
,
−1 for 1
2
6 t < 1
and set, for 0 6 t 6 1, rn(t) = r(2n−1t), n = 1, 2, . . .. The sequence rn, n > 1 thus
defined is the sequence of Radamacher functions. One of the most easily checked
properties of the Radamachers is:
∫ 1
0
rn(t)dt = 0 and that
∫ 1
0
rn(t)rm(t)dt =

1, for m = n,
0, for m 6= n,
The radamachers form an orthogonal system. They constitute a sequence of inde-
pendent random variables, assuming the two values +1 and -1 with probability 1/2
each, which implies that the mean is 0, and the variance equals 1.
Lemma 2.5. Khintchine’s inequality: Let p > 0. let c1, c2, . . . , cn be arbitrary
reals, and set
fn(t) =
n∑
k=1
ckrk(t)
Then, there exists constants Ap and Bp depending only on p, such that:
Ap(
n∑
k=1
c2k)
p/2 6
∫ 1
0
|fn(t)|pdt 6 Bp(
n∑
k=1
c2k)
p/2
Proof. Via rescaling it is no loss of generality to assume that
n∑
k=1
c2k = 1. Moreover,
it suffices to prove the lemma for integral values of p. We thus wish to prove that,
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for p = 1, 2, . . .,
Ap 6
∫ 1
0
|fn(t)|pdt 6 Bp.
We first consider fn:∫ 1
0
(fn(t))
pdt 6 p!
∫ 1
0
exp fn(t)dt
= p!
n∏
k=1
∫ 1
0
exp{ckrk(t)}dt = p!
n∏
k=1
1
2
(eck + e−ck)
6 p!
n∏
k=1
exp c2k = p! exp
n∑
k=1
c2k = p!e
In this arguement, we have used the fact that one term in the Taylor expansion
of the exponential function is smaller than the function itself in the first inequality,
independence in the second and finally, the fact that 1
2
(ex + e−x) 6 expx2(use Taylor
exapansion; the odd terms cancel and the even ones double).
By symmetry,
∫ 1
0
|fn(t)|pdt = 2
∫ 1
0
fn(t)I{fn(t) > 0}dt 6 2p!
∫ 1
0
efn(t)dt 6 2p!e.
This establishes the upper bound.
We now establish the lower bound: For p > 2, we note that, by Lyapounov’s inequal-
ity,
(∫ 1
0
|fn(t)|pdt
)1/p
>
(∫ 1
0
|fn(t)|2
)1/2
=
(
n∑
k=1
c2k
)
= 1. (2.1)
Now, let 0 < p < 2, and set γ(p) = p log(
∫ 1
0
|fn(t)|1/pdt). This is a convex function.
Let α = p
4−p , so that
α
1
p
+ (1− α).1
4
=
1
2
.
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The convexity of γ yields,
1
2
log
(∫ 1
0
|fn(t)|2
)
dt 6 1
4− p log
(∫ 1
0
|fn(t)|pdt
)
+
2− p
8− 2p log
(∫ 1
0
|fn(t)|4dt
)
.
By (2.1) and exponentiating on both sides, it follows that
1 6
(∫ 1
0
|fn(t)|pdt
) 1
4−p
.
(∫ 1
0
|fn(t)|4dt
)(2−p)/(8−2p)
.
which shows that
∫ 1
0
|fn(t)|pdt > Ap with Ap =
(∫ 1
0
|fn(t)|4dt
)
.
2.2 Marcinkiewicz-Zygmund inequalities
Let X1, X2, . . . , Xn be independent random variables with mean 0, and suppose that
E|Xk|p < ∞, for k = 1, 2, . . . , n and some p > 1. Set Sn =
n∑
k=1
Xk and let, random
variables with superscript s, denote symmetrized versions. Further, set,
Tn(t) =
n∑
k=1
Xkrk(t), for 0 6 t 6 1, n > 1,
where rk(t) is the sequence of radamacher functions.
Theorem 2.6. Marcinkiewicz-Zygmund inequalities:
Let p > 1. Suppose that X1, X2, . . . , Xn are independent random variables with mean
0, such that E|Xk|p < ∞, for all k, and let {Sn, n > 1}, denote the partial sums.
Then there exists constants, A?p and B
?
p, depending only on p, such that,
A?p E
( n∑
k=1
X2k
)p/2 6 E|Sn|p 6 B?p E( n∑
k=1
X2k
)p/2
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Proof. Consider Ssn =
∑n
k=1X
s
k and T
s
n(t) =
n∑
k=1
Xkrk(t). By the coin tossing property
of the Radamacher functions and symmetry, it follows that Ssn
d
= T sn(t). Invoking
prop.(2.1) and the cp-inequality, we obtain
E|Sn|p 6 E|Ssn|p = E|T sn(t)|p 6 2pE|Tn(t)|p. (2.2)
Integrating the extreme members, changing the order of integration and applying the
Khintchine’s lemma (for fixed ω) yields
E|Sn|p 6 2p E
∫ 1
0
|Tn(t)|pdt 6 2p Bp
(
E
n∑
k=1
X2k
)p/2
,
which proves the upper bound, with B?p = 2
pBp, where Bp is the constant in Khint-
chine’s inequality. By running (2.2) backward, with Sn and Tn(t) playing the reversed
roles, we obtain
E|Tn(t)|p 6 2p E|Sn|p
which, after the same intergration procedure and the lower bound of Khintchine’s
inequality, proves the lower bound with A?p = 2
−pAp, where Ap is the constant in
Khintchine’s inequality.
If, in addition, X1, X2, . . . , Xn are identically distributed, the upper bound can be
further elaborated:
Corollary 2.7. Let p > 1. Suppose that X1, X2, . . . , Xn are independent, identi-
cally distributed (i.i.d) random variables, with mean 0 and E|X|p < ∞. Set Sn =
n∑
k=1
Xk, n > 1. Then, there exists a constant bp depending only on p, such that
E|Sn|p 6

BpnE|X|p when 1 6 p 6 2,
Bpn
p/2E|X|p when p > 2
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Proof. Let 1 6 p 6 2. Since, p/2 < 1, we apply the cp-inequality to the Marcinkiewicz-
Zygmund inequalities:
E|Sn|p 6 B?p E
( n∑
k=1
X2k
)p/2 6 B?p E( n∑
k=1
(X2k)
p/2
)
= B?pnE|X|p.
For p > 2,we use the convexity of |x|p/2:
E|Sn|p 6 B?p E
( n∑
k=1
X2k
)p/2
= B?p n
p/2 E
( 1
n
n∑
k=1
X2k
)p/2
6 B?p np/2
1
n
( n∑
k=1
E(X2k)p/2
)
= B?p n
p/2 E|X|p
2.3 Rosenthal’s Inequality
Lemma 2.8. Let p > 1. Suppose that X1, X2, . . . , Xn are independent random vari-
ables such that E|Xk|p <∞, for all k. Then,
E|Sn|p 6 max
{
2p
n∑
k=1
E|Xk|p, 2p2
(
n∑
k=1
E|Xk|
)p}
.
Proof. Since, Sn 6
n∑
k=1
|Xk|, it is no restriction to assume that all summands are
non-negative. Set S
(j)
n =
n∑
k=1,k 6=j
Xk. Using the cp-inequality, independence and non-
negativity and Lyapounov’s inequality, we obtain
E(Sn)p =
n∑
j=1
E(Sn)p−1Xj 6 2p−1
n∑
j=1
E
(
(Xp−1j + (S
(j)
n )
p−1)Xj)
= 2p−1
n∑
j=1
(EXpj + E(S(j)n )p−1.EXj)
6 2p−1
n∑
j=1
(EXpj + E(Sn)p−1.EXj)
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= 2p−1
(
n∑
j=1
EXpj + E(Sn)p−1
n∑
j=1
EXj
)
6 2p−1
(
n∑
j=1
EXpj + (E(Sn)p)(p−1)p
n∑
j=1
EXj
)
6 2p max
{
n∑
j=1
EXpj + (E(Sn)p)(p−1)p
n∑
j=1
EXj
}
Thus,
E(Sn)p 6 2p
n∑
j=1
EXpj and E(Sn)p 6 2p(E(Sn)p)(p−1)/p
n∑
j=1
EXj.
The conclusion follows.
Theorem 2.9. Rosenthal’s inequality For p > 2, let X1, X2, . . . , Xn be indepen-
dent random variables with mean 0, and suppose that E|Xk|p <∞, for all k. Then,
E|Sn|p

6 Dp max{
n∑
k=1
E|Xk|p, (
n∑
k=1
EX2k)p/2}
> 2−p max{
n∑
k=1
E|Xk|p, (
n∑
k=1
EX2k)p/2}
Proof. Applying the Marcinkiewicz-Zygmund inequalities and lemma (2.8) yields
E|Sn|p 6 B?pE(
n∑
k=1
X2k)
p/2
6 B?p max
2p/2
n∑
k=1
E((X2k)p/2), 2(p/2)
2
(
n∑
k=1
EX2k
)p/2
= Dp max

n∑
k=1
E((X2k)p),
(
n∑
k=1
EX2k
)p/2 ,
with Dp = B
?
p2
(p/2)2 . As for the lower bound, the Marcinkiewicz- Zygmund inequali-
ties tell us that
E|Sn|p > 2−p
(
n∑
k=1
EX2k
) p
2
,
13
and the following result, if X1, X2, . . . , Xn are independent random variables with
mean 0 and finite moments of order r, then
n∑
k=1
E|Xk|r 6 2rE|
n∑
k=1
Xk|r, tells us
E|Sn|p > 2−p
n∑
k=1
E|Xk|p,
which together establish the lower bound.
2.4 Brunn Minkowski Inequality
Theorem 2.10. Prekopa-Leindler Inequality Let f, g,m : Rn → [0,∞) be in-
tegrable functions and take λ ∈ (0, 1).Assume that for all x, y ∈ Rn, we have the
following inequality:
m(λx+ (1− λ)y) > f(x)λg(y)(1−λ)
Then,
∫
Rn
m(x)dx >
(∫
Rn
f(x)dx
)λ(∫
Rn
g(y)dy
)1−λ
Proof. Let µn denote the n-dimensional Lebesgue measure. We will porve the result
by induction on n. For the case n = 1, we use the fact that if A,B ⊂ R, are nonempty
and measurable, then
µ1(A+B) > µ1(A) + µ1(B)
To prove this, it suffices to prove this for compact sets by set approximation results.
Also, we are allowed to translate A,B, as we please, since µ1 is translation invariant.
Thus, move A, so that the max value is 0 and move B, so that the min. value us 0,
then A ∩ B = {0}. Now, note that since 0 ∈ A ∩ B, A + B ⊃ A ∪ B, and this gives
14
the result since
µ1(A+B) > µ1(A ∪B) = m1(A) + µ1(B)
as A,B, overlap on a set of measure zero 0. Continuing the proof by approximation,
it suffices to prove the result for bounded f, g. By scaling, we may assume that
‖f‖∞ = ‖g‖∞ = 1. Set some t ∈ (0, 1). Let A = {x : f(x) > t}, B = {x : g(x) > t},
and C = {x : m(x) > t}. Now if x ∈ A, y ∈ B, then
m(λx+ (1− λ)y) > f(x)λg(y)1−λ > tλt1−λ = t
so that λA + (1 − λ)B ⊂ C. Note that by assumption and since t < 1, A,B are
nonempty. Thus applying the earlier result, we have that
µ1(C) > µ1(λA+ (1− λ)B)
> µ1(λA) + µ1((1− λ)B)
= λm1(A) + (1− λ)µ1(B)
µ1(m > t) > λµ1(g > t)
Integrating over t and using Fubini, we get that∫ ∞
0
µ1(m > t) > λ
∫ ∞
0
µ1(f > t)dt+ (1− λ)
∫ ∞
0
µ1(g > t)dt∫
R
m(x)dx > λ
∫
R
f(x)dx+ (1− λ)
∫
R
g(x)dx
>
(∫
R
f(x)dx
)λ(∫
R
g(x)dx
)1−λ
by the AM-GM inequality.
Note that for n = 1 stronger result holds, that we can bound by the arithmetic
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mean. This does not hold for larger dimensions. For the induction step, assume the
result holds for n − 1. We will use Rn = R × Rn−1. For (t, s) ∈ R × Rn−1, define
f(t,s), gt(s) = g(t, s) and mt(s) = m(t, s). Take t0, t1 ∈ R and define t = λt0+(1−λ)t1.
If x, y ∈ Rn−1, then
mt(λx+ (1− λ)y) = m(λ(t, x) + (1− λ)(t, y))
> f(t0, x)λg(t, y)1−λ
> ft0(x)λgt1(y)1−λ
and thus the triple ft0 , gt1 and mt satisfy the assumptions for n− 1. Induction gives∫
Rn−1
mt(x)dµn−1(x) >
(∫
Rn−1
ft0(x)dµn−1(x)
)λ(∫
Rn−1
gt1(x)dµn−1(x)
)1−λ
If we denote
m˜(t) =
∫
Rn−1
mt(x)dµn−1(x)
f˜(t) =
∫
Rn−1
ft(x)dµn−1(x)
g˜(t) =
∫
Rn−1
gt(x)dµn−1(x)
Then, the above says that
m˜(λt0 + (1− λ)t1) > f˜(t0)λg˜(t1)1−λ
Thus, the triple m˜, f˜ and g˜, satisfy the hypothesis for the case n = 1 and we have
that ∫
R
m˜(t)dµ1(t) >
(∫
R
f˜(t)dµ1(t)
)λ(∫
R
g˜(t)dµ1(t)
)1−λ
and this is exactly the result we want.
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Corollary 2.11. Brunn Minkowski inequality
Let A,B ⊂ Rn be measurable and non empty. Then,
1.For all λ ∈ [0, 1], vol(λA+ (1− λB) > vol(A)λ vol(B)1−λ
2. vol(A+B)1/n > vol(A)1/n + vol(B)1/n
Proof. For (1), we apply the Prekopa-Leindler for f = 1A,g = 1B,m = 1λA+(1−λ)B,
so that
m(λx+ (1− λ)y) > f(x)λg(y)1−λ
since, if x ∈ A and y ∈ B, then λx + (1 − λ)y ∈ λA + (1 − λ)B, and otherwise, the
inequality holds trivially. Then, the inequality gives
vol(λA+(1−λ)B) =
∫
R
1λA+(1−λ)Bdx >
(∫
R
1Adx
)λ(∫
R
1Bdx
)1−λ
= vol(A)λ vol(B)1−λ
(2) is a consequence of (1). First, we normalize the sets so that A = A˜
(vol(A))1/n
, B =
B˜
(vol(B))1/n
. Then, we see that
vol
(
vol(A)
1
n
vol(A)1/n + vol(B)1/n
A˜+
vol(B)
1
n
vol(A)1/n + vol(B)1/n
B˜
)
> 1
(Note that vol(A˜) = 1, vol(B˜) = 1). But then,
vol(A)
1
n
vol(A)1/n + vol(B)1/n
A˜+
vol(B)
1
n
vol(A)1/n + vol(B)1/n
B˜ =
A+B
vol(A)1/n + vol(B)1/n
And, thus, we have
vol(A+B)
(vol(A)1/n + vol(B)1/n)n
> 1
Rearranging gives the desired result.
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2.5 Concentration of measure on the sphere
Let (X, ‖.‖) be a normed space, and K = x ∈ X : ‖x‖ 6 1.
Definition 2.12. The modulus of uniform convexity for the normed space (X, ‖.‖)
is
δ‖.‖(ε) = inf
{
1− ‖x+ y
2
‖ : ‖x‖, ‖y‖ 6 1, ‖x− y‖ > ε
}
Example 2.13. If X is a Hilbert space, then we have the parallelogram identity:
‖x+ y‖2 + ‖x− y‖2 = 2(‖x‖2 + ‖y‖2)
and if ‖x‖ = ‖y‖ = 1, and, ‖x− y‖ > ε, then
‖x+ y‖2 + ε2 6 4
so that ‖x+y
4
‖ 6
√
1− ε2
4
≈ 1− ε2
8
Remark 2.14. It is non trivial result to show that if for a normed space, δ(ε) > ε
2
8
,
then it must be a Hilbert space. In other words, Hilbert spaces have the best modulus
of uniform convexity.
Now, let K be a centrally symmetric convex body, and let δK = S, where δK is
the boundary of K.
Define
ν(A) =
vol(A ∩K)
vol(K)
, A ⊂ K
µ(A) =
vol({ta : a ∈ A, t ∈ (0, 1)})
vol(K)
, A ⊂ S
If K = Bn2 , then µ is the normalised surface measure.
18
Theorem 2.15. Let K ⊂ Rn be centrally symmetric convex body, and S = δK. Let
δ = δ‖.‖. Then,
1.For all A ⊂ K, ν(Aε) > 1− 1
ν(A)
e−2nδ(ε)
2.For all A ⊂ S, µ(Aε) > 1− 2
µ(A)
e−2nδ(
ε
4
)
Here, Aε = A+ εK = x ∈ Rn : d(x,A) 6 ε and d(x, y) = ‖x− y‖.
Proof. (1)Let A ⊂ K. Define B = K\Aε. If a ∈ A and b ∈ B, then ‖a− b‖ > ε, and
‖a+ b
2
‖ 6 1− δ(ε)
This shows that
A+B
2
⊂ (1− δ(ε))K
and by Brunn-Minkowski,
ν(A)1/2ν(B)1/2 6 ν
(
A+B
2
)
6 ν(1− δ(ε)K) = (1− δ(ε))n 6 e−nδ(ε)
This implies that
1− ν(Aε) = ν(B) 6 1
ν(A)
e−2nδ(ε)
(2) Now let’s take A ⊂ S, and again, use B = S\Aε. Define the partial cones
Aˆ =
{
ta : a ∈ A, 1
2
6 t 6 1
}
, Bˆ =
{
tb : b ∈ B, 1
2
6 t 6 1
}
Claim 2.16. If aˆ ∈ Aˆ, and bˆ ∈ Bˆ, then ‖aˆ− bˆ‖ > ε
4
.
Now, let aˆ = αa and bˆ = βb, so that α, β ∈ [1/2, 1] and a ∈ A, b ∈ B. We split
this into two cases:
• If |α− β| > 3
4
, then we are done by triangle inequality
‖aˆ− bˆ‖ > |α− β| > ε
4
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• Otherwise, |α− β| 6 ε
4
, and we have
‖aˆ− bˆ‖ = ‖α(a− b) + (α− β)b‖ > ‖α(a− b)‖ − ‖(α− β)b‖ > 1
2
ε− ε
4
=
ε
4
This implies that Aˆ+Bˆ
2
⊂ (1− δ( ε
4
))K, and with the same computation as before, we
get
ν(Bˆ) 6 1
ν(Aˆ)
e−2nδ(ε/4)
To finish the result, we note that
µ(A) = ν([0, 1]A)
ν(Aˆ) = ν([0, 1]A\[0, 1/2]A) = µ(A)− ν(1
2
[0, 1]A)
= (1− 1
2n
)µ(A)
and, this means that
(1− 1
2n
)2µ(B) 6 1
µ(A)
e−2nδ(ε/4)
Since, B = S\Aε, we have that
µ(Aε) > 1− 1
µ(A)
e−2nδ(ε/4)(1− 1
2n
)−2 ≈ 1− 1
µ(A)
e−2nδ(ε/4)
Now, with µ being the normalised Haar measure on Sn−1, we have the following
corollary:
Corollary 2.17. Let f : Sn−1 → R, be an L-Lipschitz map, i.e. for all x, y ∈ Sn−1,
we have that
|f(x)− f(y)| 6 L‖x− y‖2
20
Let M be a median of f , i.e. µ(f >M), µ(f 6M) > 1
2
(which always exists for any
probability measure). Then, for all ε > 0,
µ(x ∈ Sn−1 : |f(x)−M | > ε) 6 Ce−c′nε2/L2
This says that a Lipschitz function is essentially a constant on Sn−1 for large n.
Proof. Let A = {x ∈ Sn−1 : f(x) 6 M}. Then, x ∈ Aε/L if and only if there exists
y ∈ A, with ‖x− y‖ 6 ε/L, in which case |f(x)− f(y)| 6 ε and f(x) 6M + ε. This
means that
{x ∈ Sn−1 : f(x) > M + ε} ⊂ Sn−1\Aε/L
Since, µ(A) > 1
2
, we have
µ(x ∈ Sn−1 : f(x)−M > ε) 6 Ce−c′nε2/L2
By symmetry, examining B = {x ∈ Sn−1 : f(x) >M}, we have the opposite inequal-
ity, that
µ(x ∈ Sn−1 : f(x)−M < −ε) 6 Ce−c′nε2/L2
and since the union of these sets is µ(x ∈ Sn−1 : ‖f(x)−M‖ > ε), the result follows
by subadditivity.
Corollary 2.18. Gaussian Concentration:
Let f : Sn−1 → R, be an L-Lipschitz map, i.e. for all x, y ∈ Sn−1, we have that
µ(x ∈ Sn−1 : |f(x)−
∫
fdµ| > ε) 6 Ce−c′nε2/L2
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Proof. Without of loss of generality, L = 1(by scaling). Denote
E(f) :=
∫
Sn−1
fdµ
Take the product measure µ× µ on Sn−1 × Sn−1. Note
(µ×µ)((x, y) ∈ Sn−1×Sn−1 : |f(x)−f(y)| > ε) 6 (µ×µ)
({
|f(x)−M | > ε
2
}
∪
{
|f(y)−M | > ε
2
})
6 2µ
(
{|f(x)−M | > ε
2
}
)
6 2aebnε2/4
This means, for most pair of points, f(x) and f(y) are close. Now, fix λ > 0, we will
be using a Chernoff bound:
µ(|f(x)− E(f)| > ε) = µ(eλ2|f(x)−E(f)|2>eλ2ε2) 6 e−λ2|f(x)−E(f)|2dµ(x)
Note that since eλ
2t2 is convex, Jensen’s inequality gives
eλ
2|f(x)−∫ f(y)d(µ(y)|2 6
∫
Sn−1
e|f(x)−f(y)|
2
dµ(y)
and, hence,∫
Sn−1
eλ
2|f(x)−E|2dµ(x) 6
∫
Sn−1
∫
Sn−1
eλ
2|f(x)−f(y)|2dµ(x)dµ(y)
Now, using Fubini, note that if ψ is an increasing function from R+ → R+, then
E[ψ] =
∫ ∞
0
ψ
′
(t)P(X > t)dt
Thus,∫
Sn−1
∫
Sn−1
eλ
2|f(x)−f(y)|2dµ(x)dµ(y) 6
∫ ∞
0
2λ2teλ
2t(µ×µ)({(x, y) : |f(x)− f(y) > t|})dt
6
∫ ∞
0
2λ2teλ
2t2ae−bnt
2/4dt
22
6
∫ ∞
0
bn
8
2te−bnt
2/8dt = 2a, setting
(
λ2 =
bn
8
)
Putting everything together, we conclude that
µ(|f(x)− E(f)| > ε) 6 2ae−bnε2/8
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Chapter 3
Gaussian Concentration and its
consequences
3.1 Preliminaries
Lemma 3.1. (Gaussian Concentration) Suppose that gn are iid N (0, 1) random vari-
ables and, G = sup
i
(li +
∑
n
ki,ngn),
Then,
P(G > (EG2)1/2 + wt) 6 P(G > EG+ wt) 6 e−t2/2,
where w = sup
i
√∑
n
k2i,n.
Proof. We may treat G as a w-Lipschitz function of the variables gn and the statement
is an immediate consequence of concentration of Gaussian measures, corollary (2.18).
Lemma 3.2. Suppose that random variables Yx, Ax and numbers bx > 0, satisfy the
inequality
P(Yx > Ax + tbx) 6 e−t, ∀t > 0, x ∈ U.
Then, for all u > − log #U ,
Emax
x∈U
[Yx − Ax − bx(u+ log#U)] 6 e−u max
x∈U
bx. (3.1)
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In particular,
Emax
x∈U
[Yx − Ax − bxlog#U ] 6 max
x∈U
bx. (3.2)
Proof. Let Zx = Yx − Ax − bx(u+ log #U), then,
Emax
x∈U
Zx 6
∫ ∞
0
P(max
x∈U
Zx > s)ds 6
∑
x∈U
∫ ∞
0
P(Yx > Ax + bx(u+ log #U +
s
bx
))ds
6
∑
x∈U
e−U
1
#U
∫ ∞
0
e−
s
bx ds = e−u
1
#U
∑
x∈U
bx 6 e−u max
x∈U
bx
and (3.2) follows.
Lemma 3.3. Suppose that gi,j are iid N (0, 1) r.v., U is a finite subset of l2 and for
each x ∈ U , there are given sets I(x) and r.v.s, (Lj(x))j independent of (gij)i∈I(x),j.
Then, for any c > 0,
Emax
x∈U
[
∑
j
(Lj(x) +
∑
i∈I(x)
aijgijxi)
2 − (1 + c)
∑
j
(Lj(x)
2 +
∑
i∈I(x)
a2ijx
2
i )
−2(1 + c−1) max
j
∑
i∈I(x)
a2ijx
2
i log #U ]
6 2(1 + c−1) max
x∈U
max
j
∑
i∈I(x)
a2ijx
2
i .
Proof. Let
Gx =
√∑
j
(Lj(x) +
∑
i∈I(x)
aijgijxi)
2 = sup
‖y‖261
∑
j
(Lj(x) +
∑
i∈I(x)
aijgijxi)yj
Then, EgG2x =
∑
j
(Lj(x)
2+
∑
i∈I(x)
a2ijx
2
i ), where, Egdenotes the expectation with respect to
the gaussian random variables, (gij)i∈I(x).
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If we put,
w(x) = sup
‖y‖261
√∑
j
∑
i∈I(x)
a2ijx
2
i y
2
j = max
j
√∑
i∈I(x)
a2ijx
2
i
Then since,
(
√
EgG2x + tw(x))2 6 (1 + c)EgG2x + (1 + c−1)t2w2(x)
we get, by Lemma (3.1)
P(G2x > (1 + c)EgG2x + (1 + c−1)t2w2(x))
6 P(Gx >
√
EgG2x + tw(x)) 6 e−t
2/2
Therefore, by Lemma (3.3) follows by Lemma(3.2) applied to
Yx = G
2
x, Ax = (1 + c)
∑
j
(Lj(x)
2 +
∑
i∈I(x)
a2ijx
2
i ), bx = 2(1 + c
−1)w2(x)
3.2 Computing the norm on a subset of the unit
ball of l2
We introduce a subset of l2, on which the p-norm can be computed easily and is
proportional to the p-norm computed on the unit sphere of l2. We do this so that we
have explicit control over the cardinality of this set and the infinity-norm on sections
of this subset.
Consider the subset of l2, D2, defined by,
D2 =
{
x ∈ l2 : ‖x‖2 6 1,∀i, ∃k ∈ Z, such that x2i = 2−kIxi 6=0
}
,
and its finite dimensional counterpart:
Dn2 =
{
x ∈ l2n2 : ‖x‖2 6 1,∀i, ∃k ∈ Z, such that x2i = 2−kIxi 6=0
}
,
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Remark 3.4. With a little abuse of notation, we will treat l2
n
2 , as a subset of l2 and
Dn2 , as subset of D2.
For x ∈ D2,k ∈ Z+, define,
Ak(x) =
{
i : i > 2k, x2i > 2−kor2l 6 i < 2l+1, x2i > 2l−2k, l = 0, 1, . . . , k − 1
}
Ak(x) captures those coordinates of x, whose content are in a specific range. We
use these coordinates to get the values residing in these coordinates, by defining the
set, Πnk .
Let pik(x) = (pik,i(x))i, where pik,i(x) = xiIAk(x)(i).
Now, set Πnk = {pik(x) : x ∈ Dn2} . Having defined this set, we obtain an upper bound
on its cardinality.
Lemma 3.5. For any k, n ∈ Z+, we
log#Πnk 6
{
C2k(1 + n− k) for k 6 n
C2n(1 + k − n) for k > n
Proof. Let
Unl =
{
x ∈ l2n2 , ‖x‖2 6 1 : ∀i, x2i = 2−lIxi 6=0
}
and
V nl =
{
x ∈ l2n2 , ‖x‖2 6 1 : ∀i, ∃m = 0, 1, . . . , l, x2i = 2−mIxi 6=0
}
.
We shall now get an upperbound on the cardinality of Unl and use that to bound the
cardinality of V nl .
Notice that if x ∈ Unl , then, # {i : xi 6= 0} 6 2l, so, for l 6 n,
#Unl 6
2l∑
k=0
(
2n
k
)
2k 6 1 +
2l∑
k=1
(
2e2n
k
)k 6 1 + 2l(2e2n−l)2l 6 exp(C2l(1 + n− l))
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where the second inequality follows by the classical estimate
(
n
k
)
6 n
k!
6
(en
k
)k
and
the third one by the monotonicity of the function x→ axx−x on (0, a
e
].
For l > n, we get,
#Unl 6
2n∑
k=0
(
2n
k
)
2k = 32
n
Now notice that for any a, b > 0, there exist finite constants, Ca,b and C
′
a,b depend-
ing only on a and b such that ∀p > 2,
m∑
l=−∞
2al(1 + b(n− l)) p2 6 Ca,b2am(1 + b(n−m))
p
2 for m 6 n (3.3)
and
∞∑
l=m
2−al(1 + b(l − n)) p2 6 C ′a,b2−am(1 + b(m− n))
p
2 for m > n (3.4)
Indeed, observe that for l 6 m 6 n, 1 + b(n− l) 6 (1 + b(m− l))(1 + b(n−m)), so
m∑
l=−∞
2al(1 + b(n− l)) p2 6 2am(1 + b(n−m)) p2
m∑
l=−∞
2a(l−m)(1 + b(m− l)) p2
= 2am(1 + b(n−m)) p2
∞∑
k=0
2−ak(1 + bk)
p
2
(3.3) follows. The proof of (3.4 ) is similar.
Thus, if we use (3.3) with p = 2, a = b = 1, and the previously obtained estimates of
#Unl , we get that for any n, k,
log #V nk 6
k∑
l=0
log #Unl 6
{
C2k(1 + n− k) for k 6 n
C2n(1 + k − n) for k > n
Now, for k 6 n, we have
#Πnk 6 #V nk
k−1∏
l=0
#V l2k−l,
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so, by (3.3) with a = 1, b = 2, we obtain,
log #Πnk 6 C[2k(1 + n− k) +
k−1∑
l=0
2l(1 + 2k − 2l)] 6 C2k(1 + n− k).
Similarly, for k > n,
#Πnk 6
n∏
l=0
#V l2k−l
and hence,
log #Πnk 6 C
n∑
l=0
2l(1 + 2k − 2l) 6 C2n(1 + k − n).
Lemma 3.6. For any x ∈ l2 with ‖x‖2 6 1, we can find y ∈ D2, such that ‖x−y‖2 6
3
10
. Therefore, for any linear operator T on l2, and p > 2,
sup
‖x‖261
‖Tx‖p 6 10
7
sup
x∈D2
‖Tx‖p
Proof. To prove the first part of the statement, it is enough to show that
∀a ∈ [−1, 1], ∃b, such that b2 = 2−kIb6=0, b2 6 a2, |a− b| 6 3
10
|a|
If we take a = 0, we take b = 0, we may assume that 2−k 6 a2 6 2−k+1 and put
b = sgn(a)2
−k
2 , then,
|a− b|
|a| =
(
1− |b||a|
)
6
(
1− 1√
2
)
6 3
10
Therefore, any x ∈ l2, with ‖x‖2 6 1, can be represented as
x =
∑
i60
(
3
10
)i
yi, where y0, y1, . . . ∈ D2
and the last part of the lemma follows immediately from this.
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Lemma 3.7. Let ∆ = max
j
(
∑
i<2n
a4ij)
1
4 . Then,
E sup
x∈D2
[∑
j
(∑
i<2n
aijgijxi
)2
−C1
∑
ij
a2ijx
2
i−C1∆22
n
2
n∑
l=1
2
l−n
8
√ ∑
2i−16i<2l
x2i
]
6 C1∆22
n
4
Proof. For x ∈ Dn2 , l, n = 1, 2, . . ., let us define
Anl (x) = {i < 2n : i ∈ Al(x)} ,
Bn0 (x) = A
n
0 (x) =
{
i < 2n : x2i = 1
}
, b0(x) = 2
n
4 log #Πn0 max
j
∑
i∈Bn0 (x)
a2ijx
2
i ,
Bnl (x) = A
n
l (x)\Anl−1(x) =
{
i < 2n : i > 2l−1, x2i = 2−l
or 2m−1 6 i < 2m, x2i ∈
{
2m−2l, 2m−1−2l
}
,m = 1, 2, . . . , l
}
,
cl(x) =
√ ∑
2l−16i<2l
x2i , bl(x) = 2
|n−l|
4 log #Πnl max
j
∑
i∈Bnl (x)
a2ijx
2
i
and
dk =
k∏
l=0
(
1 + 2
−|n−l|
4
)
We prove by induction on k = 0, 1, . . ., that
E sup
x∈Dn2
[∑
j
( ∑
i∈Ank (x)
aijgijxi
)2
− dk
∑
i∈Ank (x),j
a2ijx
2
i − 4dk
k∑
l=0
bl(x)
]
6 4dk
k∑
l=0
2
|n−l|
4 sup
x∈Dn2
max
j
∑
i∈Bnl (x)
a2ijx
2
i . (3.5)
For k = 0, inequality (3.5) follows by Lemma(3.3), applied to U = Πn0 , Lj(x) =
0, I(x) = Bn0 (x) and c = 2
−n
4 .
To show the inductive step, let us denote
Sk(x) =
∑
j
( ∑
i∈Ank (x)
aijgijxi
)2 − dk ∑
i∈Ank (x),j
a2ijx
2
i − 4dk
k∑
l=0
bl(x).
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Then,
Sk(x)−
(
1 + 2
−|n−l|
4
)
Sk−1(x)
6
∑
j
( ∑
i∈Ank (x)
aijgijxi
)2 − (1 + 2−|n−k|4 )∑
j
( ∑
i∈Ank−1(x)
aijgijxi
)2
−(1 + 2−|n−k|4 )∑
j
∑
i ∈ Bnk (x)a2ijx2i − 2
(
1 + 2
−|n−k|
4
)
log #Πnk max
j
∑
i∈Bnk (x)
a2ijx
2
i .
Lemma (3.3) applied to
U = Πnk , Lj(x) =
∑
i∈Ank−1(x)
aijgijxi, I(x) = B
n
k (x), c = 2
−|n−k|
4
implies
E sup
x∈Dn2
[
Sk(x)−
(
1 + 2
−|n−k|
4
)
Sk−1(x)
]
6 2
(
1 + 2
−|n−k|
4
)
sup
x∈Dn2
max
j
∑
i∈Bnk (x)
a2ijx
2
i .
The induction step from k − 1 to k easily follows, since
E sup
x∈Dn2
Sk(x) 6 E sup
x∈Dn2
[
Sk(x)−
(
1+2
−|n−k|
4
)
Sk−1(x)
]
+
(
1+2
−|n−k|
4
)
E sup
x∈Dn2
Sk−1(x).
When we take k →∞, in (3.5), we get
E sup
x∈Dn2
[∑
j
(∑
i<2n
aijgijxi
)2
− d∞
∑
i,j
a2ijx
2
i − 4d∞
k∑
l=0
bl(x)
]
6 4d∞
∑
l>0
2
|n−l|
4 sup
x∈Dn2
max
j
∑
i∈Bnl (x)
a2ijx
2
i . (3.6)
where
d∞ = lim
k→∞
dk =
∏
l>0
(
1 + 2
−|n−l|
4
)
6 C.
Now notice that
max
j
∑
i<2n
a2ijy
2
i 6 max
j
√∑
i<2n
a4ij
√∑
i
y4i 6 ∆2‖y‖2‖y‖∞. (3.7)
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Thus
4
∑
l>0
2
|n−l|
4 sup
x∈Dn2
max
j
∑
i∈Bnl (x)
a2ijx
2
i 6 4∆2
( n∑
l=0
2
|n−l|
4 2
−l
2 +
∑
l>n+1
2
|l−n|
4 2
n−2l
2
)
6 C∆22n4
Using inequality (3.7), we also get
max
j
∑
i∈Bnl (x)
a2ijx
2
i 6

∆2
( l∑
m=1
2
m−2l
2 cm(x) + 2
−l
2
n∑
m=l+1
cm(x)
)
for l 6 n
∆2
( n∑
m=1
2
m−2l
2 cm(x)
)
for l > n
Therefore, by Lemma (3.5),
∑
l>0
bl(x) =
∑
l>0
2
|n−l|
4 log #Πnl max
j
∑
i∈Bl(x)
a2ijx
2
i 6 C∆2
n∑
m=1
αmcm(x),
where
αm =
m−1∑
l=0
2
n−l
4 2l(1+n−l)2−l2 +
n∑
l=m
2
n−l
4 2l(1+n−l)2m−2l2 +
∑
l>n+1
2
l−n
4 2n(1+l−n)2m−2l2 .
To estimate the first and the third term, we use respectively, (3.3) with a = 1
4
and
b = 1 and (3.4) with a = 3
4
and b = 1, when p = 2. To bound the second term, we
notice that 1 + n− l 6 1 + n−m, for m 6 l 6 n. Hence, we get
αm 6 C2
n+m
4 (1 + n−m) 6 C2n2 2m−n8 sup
x>0
(
(1 + x)2−
x
8
)
6 C2n2 2m−n8 .
Therefore,
∑
l>0
bl(x) 6 C∆22
n
2
n∑
l=1
2
l−n
8 cl(x)
and the lemma follows by the inequality (3.6).
Theorem 3.8.
E sup
‖x‖261
∑
j
(∑
i6j
aijgijxi
)2 6 C(max
i
∑
j
a2ij +
√∑
ij
a4ij
)
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Proof. By Lemma (3.6), it is enough to show that
E sup
x∈D2
∑
j
(∑
i6j
aijgijxi
)2 6 C(max
i
∑
j
a2ij +
√∑
ij
a4ij
)
Since the norm is invariant to column and row exchanges, we will assume that
n∑
i=1
a4i,j1 >
n∑
i=1
a4i,j2 , forj1 < j2
Set for n = 1, 2, . . ., and x ∈ D2,
∆4n =
∑
i
a4i,2n−1 = max
j>2n−1
∑
i
a4ij > max
j>2n−1
∑
i6j
a4ij
and
fn(x) =
∑
2n−16j<2n
∑
i6j
a2ijx
2
i + ∆
2
n2
n
2
∑
l6n
2
l−n
8 cl(x),
where as in the proof of lemma (3.7),
cn(x) =
√ ∑
2n−16i<2n
x2i .
Let C1 be the same constant as in lemma (3.7), then
E sup
x∈D2
[∑
j
(∑
i6j
aijgijxi
)2 − C1 ∞∑
n=1
fn(x)
]
6
∞∑
n=1
E sup
x∈D2
[ ∑
2n−16j<2n
(∑
i6j
aijgijxi
)2 − C1fn(x)] 6 ∞∑
n=1
C1∆
2
n2
n
4 . (3.8)
Notice that 2n−1∆4n 6
∑
ij
a4ij, so,
∑
n>1
∆2n2
n
4 6 C
√∑
ij
a4ij. (3.9)
Obviously, we have,
sup
x∈D2
∑
i6j
a2ijx
2
i 6 max
i
∑
j
a2ij. (3.10)
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For any u, v ∈ l2, we have
∑
l6n
ulvn2
l−n
8 =
∑
i>0
2−
i
8
∑
l
ulvl+i 6
∑
i>0
2−
i
8‖u‖2‖v‖2 6 C‖u‖2‖v‖2
Since
∑
l
cl(x)
2 = ‖x‖22 and
∑
n
∆4n2
n 6 C
∑
ij
a4ij, we get
∑
l6j
cl(x)∆
2
j2
j
2 2
l−j
8 6 C‖x‖2
√∑
ij
a4ij. (3.11)
By (3.10) and (3.11), we get
∞∑
n=1
fn(x) 6 max
i
∑
j
a2ij + C
√∑
ij
a4ij for any x ∈ D2. (3.12)
Inequalities, (3.8), (3.9) and (3.12) imply the theorem.
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Chapter 4
Extending the result for p-norm
We extend the main result in the previous chapter for the p-norm, p > 2.
Lemma 4.1. (Gaussian Concentration) Suppose that gn are iid N (0, 1) random vari-
ables and, G = sup
i
(li +
∑
n
ki,ngn),
Then,
P(G > (EGp)1/p + wt) 6 P(G > EG+ wt) 6 e−t2/2,
where w = sup
i
√∑
n
k2i,n.
Proof. The proof is identical to the proof of (3.1).
Lemma 4.2. Suppose that random variables Yx, Ax and numbers bx > 0, satisfy the
inequality
P(Yx > Ax + tbx) 6 e−t
2
p
,∀t > 0, x ∈ U.
Then,
Emax
x∈U
[
Yx − Ax − bx
(
2
p−2
p log#U
) p
2
]
6 C max
x∈U
bx. (4.1)
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Proof. Let Zx = Yx − Ax − bx(2
p−2
p log #U)
p
2 . Then,
Emax
x∈U
Zx 6
∫ ∞
0
P(max
x∈U
Zx > s)ds 6
∑
x∈U
∫ ∞
0
P
(
Yx > Ax + bx
[(
2
p−2
p log #U
) p
2 +
s
bx
])
ds
6
∑
x∈U
1
#U
∫ ∞
0
exp
[−( s
2
p−2
2 bx
) 2
p
]
ds =
C
#U
∑
x∈U
bx 6 C max
x∈U
bx
where we used the fact that
(|a| p2 + |b| p2 ) 2p > |a|
2
p−2
p
+ |b|
2
p−2
p
Lemma 4.3. Suppose that gi,j are iid N (0, 1) r.v., U is a finite subset of l2 and for
each x ∈ U , there are given sets I(x) and r.v.s, (Lj(x))j independent of (gij)i∈I(x),j.
Then, for any c1, c2 > 0,
Emax
x∈U
[∑
j
(|Lj(x) +
∑
i∈I(x)
aijgijxi|)p − (1 + c2)p−1(1 + c1)p−1
∑
j
|Lj(x)|p
−C1(1 + c2)p−1(1 + c1)p−1
( 1
c1
)p−1∑
j
( ∑
i∈I(x)
a2ijx
2
i
) p
2
−C2(1 + c2)p−1( 1
c2
)p−1 max
j
( ∑
i∈I(x)
a2ijx
2
i
) p
2 (log #U)
p
2
]
6 C2(1 + c2)p−1(
1
c2
)p−1 max
x∈U
max
j
( ∑
i∈I(x)
a2ijx
2
i
)p/2
.
where C1, C2 are some constants depending on p.
Proof. Let
Gx = p
√∑
j
|Lj(x) +
∑
i∈I(x)
aijgijxi|p = sup
‖y‖p∗61
∑
j
(Lj(x) +
∑
i∈I(x)
aijgijxi)yj
Then, ∀c1 > 0, EgGpx 6 (1 + c1)p−1
∑
j
|Lj(x)|p + C(1 + 1
c1
)p−1
∑
j
( ∑
i∈I(x)
a2ijx
2
i
) p
2 ,
where, Egdenotes the expectation with respect to the gaussian random variables, (gij)i∈I(x).
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Here, we used Rosenthal’s inequality, theorem (2.9).
If we put,
w(x) = sup
‖y‖261
√∑
j
∑
i∈I(x)
a2ijx
2
i y
2
j = max
j
√∑
i∈I(x)
a2ijx
2
i
Then since, ∀c2 > 0,
(
p
√
EgGpx + tw(x)
)p 6 (1 + c2)p−1EgGpx + (1 + 1c2 )p−1tpwp(x)
6 (1+c2)p−1(1+c1)p−1
∑
j
|Lj(x)|p+C(1+c2)p−1(1+ 1
c1
)p−1
∑
j
( ∑
i∈i(x)
a2ijx
2
i
) p
2 +(1+
1
c2
)p−1tpwp(x)
we get, by Lemma (4.1)
P(Gpx > (1 + c2)p−1EgGpx + (1 +
1
c2
)p−1tpwp(x))
6 P(Gx > p
√
EgGpx + tw(x)) 6 e−t
2/2
Therefore, Lemma (4.3) follows by Lemma(4.2) applied to
Yx = G
p
x, Ax = (1+c2)
p−1(1+c1)p−1
∑
j
|Lj(x)|p+C(1+c2)p−1(1+ 1
c1
)p−1
(∑
j
( ∑
i∈I(x)
a2ijx
2
i
) p
2
)
bx = 2
p
2 (1 +
1
c2
)p−1 max
j
( ∑
i∈I(x)
a2ijx
2
i
) p
2
Lemma 4.4. Let ∆ = max
2n−16j<2n
(
∑
i<2n
a
2p
p−1
ij )
p−1
2p . Then,
E sup
x∈D2
[ ∑
2n−16j<2n
(
|
∑
i<2n
aijgijxi|
)p
−C ′1n
[
nln(n)ln2(ln(n))
]p−1 ∑
2n−16j<2n
(∑
i<2n
a2ijx
2
i
) p
2
−C ′2∆p2
n
2
n∑
l=1
2
l−n
8
√ ∑
2i−16i<2l
x2i
]
6 C ′2∆p2
n
4
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Proof. As in the proof of Lemma(3.7),
For x ∈ Dn2 , l, n = 1, 2, . . ., let us define
Anl (x) = {i < 2n : i ∈ Al(x)} ,
Bn0 (x) = A
n
0 (x) =
{
i < 2n : x2i = 1
}
, b0(x) = 2
n
4
(
log #Πn0 max
j
∑
i∈Bn0 (x)
a2ijx
2
i
) p
2 ,
Bnl (x) = A
n
l (x)\Anl−1(x) =
{
i < 2n : i > 2l−1, x2i = 2−l
or 2m−1 6 i < 2m, x2i ∈
{
2m−2l, 2m−1−2l
}
,m = 1, 2, . . . , l
}
,
cl(x) =
√ ∑
2l−16i<2l
x2i , bl(x) = 2
|n−l|
4
(
log #Πnl max
j
∑
i∈Bnl (x)
a2ijx
2
i
) p
2
dk =
k∏
l=0
[(
1 + 2
−|n−l|
4(p−1)
)]p−1
and
ek =
k∏
l=0
[(
1 +
1
(|n− l|+ 3)(ln(|n− l|+ 3))(ln2(ln(|n− l|+ 3)))
)]p−1
We prove by induction on k = 0, 1, . . ., that
E sup
x∈Dn2
[∑
j
(
|
∑
i∈Ank (x)
aijgijxi|
)p
−C1dkek
∑
j
k∑
l=0
[
(|n− l|+3)(ln(|n− l|+3))(ln2(ln(|n− l|+3)))]p−1( ∑
i∈Bnl (x)
a2ijx
2
i
) p
2
−C2dkek
k∑
l=0
bl(x)
]
6 C2dkek
k∑
l=0
2
|n−l|
4 sup
x∈Dn2
max
j
( ∑
i∈Bnl (x)
a2ijx
2
i
) p
2 , where 2n−1 6 j < 2n. (4.2)
For k = 0, inequality (4.2) follows by Lemma(4.3), applied to U = Πn0 , Lj(x) =
0, I(x) = Bn0 (x), c1 =
[
(n+ 3)(ln(n+ 3))(ln2(ln(n+ 3)))
]−1
and c2 = 2
−n
4 .
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To show the inductive step, let us denote
Sk(x) =
[∑
j
(
|
∑
i∈Ank (x)
aijgijxi|
)p
−C1dkek
∑
j
k∑
l=0
[
(|n− l|+3)(ln(|n− l|+3))(ln2(ln(|n− l|+3)))]p−1( ∑
i∈Bnl (x)
a2ijx
2
i
) p
2
−C2dkek
k∑
l=0
bl(x)
]
Then,
Sk(x)−
(
1+2
−|n−k|
4
)p−1(
1+
[
(|n−k|+3)(ln(|n−k|+3))(ln2(ln(|n−k|+3)))]−1)p−1Sk−1(x)
=
∑
j
(| ∑
i∈Ank−1(x)
aijgijxi +
∑
i∈Bnk (x)
aijgijxi|p
)− dkek∑
j
|
∑
i∈Ank−1
aijgijxi|p
−C1dkek
∑
j
[
(|n−k|+ 3)(ln(|n−k|+ 3))(ln2(ln(|n−k|+ 3)))]p−1( ∑
i∈Bnk (x)
a2ijx
2
i
) p
2
−C2dkek2
|n−k|
4 (log #Πnk)
p
2 max
j
( ∑
i∈Bnk (x)
a2ijx
2
i
) p
2
Lemma (4.3) applied to
U = Πnk , Lj(x) =
∑
i∈Ank−1(x)
aijgijxi, I(x) = B
n
k (x),
c1 =
[
(|n− k|+ 3)(ln(|n− k|+ 3))(ln2(ln(|n− k|+ 3)))]−1, c2 = 2−|n−k|4(p−1)
implies
E sup
x∈Dn2
[
Sk(x)−
(
1 + c1
)p−1(
1 + c2
)p−1
Sk−1(x)
]
6 C2(1 + c1)p−1
(
1 + c2
)p−1
2
|n−k|
4 sup
x∈Dn2
max
j
( ∑
i∈Bnk (x)
a2ijx
2
i
) p
2 .
The induction step from k − 1 to k easily follows, since
E sup
x∈Dn2
Sk(x) 6 E sup
x∈Dn2
[
Sk(x)−
(
1 + c1)
p−1)(1 + c2)p−1Sk−1(x)]
39
+
(
1 + c1
)p−1(
1 + c2
)p−1E sup
x∈Dn2
Sk−1(x).
When we take k →∞, in (4.2), we get
E sup
x∈Dn2
[∑
j
(
|
∑
i<2n
aijgijxi|
)p
−C1(de)∞
∑
j
∑
l>0
[
(|n−l|+3)(ln(|n−l|+3))(ln2(ln(|n−l|+3)))]p−1( ∑
i∈Bnl (x)
a2ijx
2
i
) p
2
−C2(de)∞
k∑
l=0
bl(x)
]
6 C2(de)∞
∑
l>0
2
|n−l|
4 sup
x∈Dn2
max
j
( ∑
i∈Bnl (x)
a2ijx
2
i
) p
2 . (4.3)
where
(de)∞ =
∞∏
l=0
((
1+2
−|n−l|
4(p−1)
)p−1(
1+
1
(|n− l|+ 3)(ln(|n− l|+ 3))(ln2(ln(|n− l|+ 3)))
)p−1)
6 C
Now notice that
max
j
(∑
i<2n
a2ijy
2
i
) p
2 6 max
j
(∑
i<2n
a
2p
p−1
ij
) p−1
2
√∑
i
y2pi 6 ∆p‖y‖2‖y‖p−1∞ . (4.4)
Thus,
∑
l>0
2
|n−l|
4 sup
x∈Dn2
max
j
( ∑
i∈Bnl (x)
a2ijx
2
i
) p
2 6 ∆p
( n∑
l=0
2
|n−l|
4 2
−l(p−1)
2 +
∑
l>n+1
2
|l−n|
4 2
n−pl
2
)
6 C∆p2n4
Using inequality (4.4), we also get
max
j
( ∑
i∈Bnl (x)
a2ijx
2
i
) p
2 6

∆p
( l∑
m=1
2
m−pl
2 cm(x) + 2
−l(p−1)
2
n∑
m=l+1
cm(x)
)
for l 6 n
∆p
( n∑
m=1
2
m−pl
2 cm(x)
)
for l > n
Therefore, by Lemma (3.5),
∑
l>0
bl(x) =
∑
l>0
2
|n−l|
4
(
log #Πnl max
j
∑
i∈Bl(x)
a2ijx
2
i
) p
2 6 C∆p
n∑
m=1
αmcm(x),
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where
αm =
m−1∑
l=0
2
n−l
4 2
lp
2 (1+n−l) p2 2−l(p−1)2 +
n∑
l=m
2
n−l
4 2
lp
2 (1+n−l) p2 2m−pl2 +
∑
l>n+1
2
l−n
4 2
np
2 (1+l−n) p2 2m−pl2 .
To estimate the first and the third term, we use respectively, (3.3) with a = 1
4
and
b = 1 and (3.4) with a = 3
4
and b = 1. To bound the second term, we notice that
1 + n− l 6 1 + n−m, for m 6 l 6 n. Hence, we get
αm 6 C2
n+m
4 (1 + n−m) p2 6 C2n2 2m−n8 sup
x>0
(
(1 + x)
p
2 2−
x
8
)
6 C2n2 2m−n8 .
Therefore,
∑
l>0
bl(x) 6 C∆p2
n
2
n∑
l=1
2
l−n
8 cl(x)
∑
2n−16j<2n
∑
l>0
[(|n− l|+ 3)(ln(|n− l|+ 3))(ln2(ln(|n− l|+ 3)))]p−1( ∑
i∈Bnl (x)
a2ijx
2
i
) p
2
=
∑
2n−16j<2n
n∑
l=0
[(|n− l|+ 3)(ln(|n− l|+ 3))(ln2(ln(|n− l|+ 3)))]p−1( ∑
i∈Bnl (x)
a2ijx
2
i
) p
2
+
∑
2n−16j<2n
∞∑
l=n+1
[(|n− l|+3)(ln(|n− l|+3))(ln2(ln(|n− l|+3)))]p−1( ∑
i∈Bnl (x)
a2ijx
2
i
) p
2
Since 2n−1 6 j 6 2n,
∑
j
∞∑
l=n+1
[(|n− l|+ 3)(ln(|n− l|+ 3))(ln2(ln(|n− l|+ 3)))]p−1( ∑
i∈Bnl (x)
a2ijx
2
i
) p
2
6 C3
∞∑
l=0
2
|n−l|
4
(
log #Πnl (
∑
i∈Bnl (x)
a2ijx
2
i
)
)
p
2
and
∑
j
n∑
l=0
[(|n− l|+ 3)(ln(|n− l|+ 3))(ln2(ln(|n− l|+ 3)))]p−1( ∑
i∈Bnl (x)
a2ijx
2
i
) p
2
6 C4n[(n+ 3)(ln(n+ 3))(ln2(ln(n+ 3)))]p−1
∑
j
(∑
i<2n
a2ijx
2
i
) p
2
and the lemma follows by simplyfing inequality (4.3) with the above relations.
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Theorem 4.5.
E sup
‖x‖261
N∑
j=1
(|∑
i6j
aijgijxi|
)p 6 CN[max
i
N∑
j=1
|aij|p +
√√√√ N∑
j=1
( m∑
i=1
a
2p
p−1
ij
)p−1 ]
where CN = C (lnN)
p
[
ln(lnN)ln2(ln(ln(N)))
]p−1
Proof. By Lemma (3.6), it is enough to show that
E sup
x∈D2
N∑
j=1
(|∑
i6j
aijgijxi|
)p 6 CN[max
i
N∑
j=1
|aij|p +
√√√√ N∑
j=1
( m∑
i=1
a
2p
p−1
ij
)p−1 ]
Since, the norm is invariant to column and row exchanges, we may assume that
m∑
i=1
a
2p
p−1
i,j1
>
m∑
i=1
a
2p
p−1
i,j2
for j1 < j2
Set for n = 1, 2, . . ., and x ∈ D2,
∆
2p
p−1
n =
∑
i
a
2p
p−1
i,2n−1 = max
j>2n−1
∑
i
a
2p
p−1
ij > max
j>2n−1
∑
i6j
a
2p
p−1
ij
and
fn(x) = n
p
[
ln(n)ln2(ln(n))
]p−1( ∑
2n−16j<2n
(∑
i6j
a2ijx
2
i
) p
2
)
+ ∆pn2
n
2
∑
l6n
2
l−n
8 cl(x),
where as in the proof of lemma (4.4),
cn(x) =
√ ∑
2n−16i<2n
x2i .
Let C1 = max(C
′
1, C
′
2), the constants in lemma (4.4). Then,
E sup
x∈D2
[ N∑
j=1
(|∑
i6j
aijgijxi|
)p − C1
⌈
logN+1
⌉∑
n=1
fn(x)
]
6
⌈
logN+1
⌉∑
n=1
E sup
x∈D2
[ ∑
2n−16j<2n
(∑
i6j
aijgijxi
)p − C1fn(x)] 6
⌈
logN+1
⌉∑
n=1
C1∆
p
n2
n
4 .
(4.5)
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Notice that 2n−1∆2pn 6
∑
j
(∑
i
a
2p
p−1
ij
)p−1
, so,
∑
n>1
∆pn2
n
4 6 C
√∑
j
(∑
i
a
2p
p−1
ij
)p−1
. (4.6)
We have,
sup
x∈D2
N∑
j=1
(∑
i6j
a2ijx
2
i
) p
2 6 max
i
N∑
j=1
|aij|p. (4.7)
For any u, v ∈ l2, we have
∑
l6n
ulvn2
l−n
8 =
∑
i>0
2−
i
8
∑
l
ulvl+i 6
∑
i>0
2−
i
8‖u‖2‖v‖2 6 C‖u‖2‖v‖2
Since
∑
l
cl(x)
2 = ‖x‖22 and
∑
n
∆2pn 2
n 6 C
∑
j
(∑
i
a
2p
p−1
ij
)p−1
, we get
⌈
logN+1
⌉∑
j=1
∑
l6j
cl(x)∆
p
j2
j
2 2
l−j
8 6 C‖x‖2
√√√√ N∑
j=1
( m∑
i=1
a
2p
p−1
ij
)p−1
. (4.8)
By (4.7) and (4.8), we get⌈
logN+1
⌉∑
n=1
fn(x) 6 CN
(
max
i
N∑
j=1
|aij|p +
√√√√ N∑
j=1
( m∑
i=1
a
2p
p−1
ij
)p−1)
for any x ∈ D2.
(4.9)
Inequalities, (4.5), (4.6) and (4.9) imply the theorem.
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Chapter 5
Putting it all together
Theorem 5.1. For any p > 2 and N ×m matrix (aij), the following estimate holds:
E‖(aijgij)‖p 6 (CN)
1
p
(
max
16i6m
p
√√√√ N∑
j=1
apij+
2p
√√√√ N∑
j=1
( m∑
i=1
a
2p
p−1
ij
)p−1
+ max
16j6m
√√√√ m∑
i=1
a2ij+
4
√√√√ m∑
j=1
m∑
i=1
a4ij
)
Proof. Notice that,
sup
‖x‖2,‖y‖p?61
∑
ij
aijgijxiyj 6 sup
‖x‖2,‖y‖p?
∑
i6j
aijgijxiyj + sup
‖x‖2,‖y‖p?
∑
j<i
aijgijxiyj
= sup
‖x‖261
p
√√√√ N∑
j=1
(∑
i6j
aijgijxi
)p
+ sup
‖y‖p?61
√√√√ m∑
i=1
(∑
j<i
aijgijyj
)2
6 sup
‖x‖261
p
√√√√ N∑
j=1
(∑
i6j
aijgijxi
)p
+ sup
‖y‖261
√√√√ m∑
i=1
(∑
j<i
aijgijyj
)2
( sup
‖x‖2,‖y‖p?61
∑
ij
aijgijxiyj )
2 6 C
[
sup
‖x‖261
2/p
√√√√ N∑
j=1
(∑
i6j
aijgijxi
)p
+ sup
‖y‖261
m∑
i=1
(∑
j<i
aijgijyj
)2]
Hence, to prove theorem (5.1), it is enough to show
E sup
‖x‖261
N∑
j=1
(∑
i6j
aijgijxi
)p 6 CN(max
i
N∑
j=1
|aij|p +
√√√√ N∑
j=1
( m∑
i=1
a
2p
p−1
ij
)p−1)
and
E sup
‖y‖261
m∑
i=1
(∑
j<i
aijgijyj
)2 6 C( max
16j6m
m∑
i=1
a2ij +
√√√√ m∑
j=1
m∑
i=1
a4ij
)
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These follow from (4.5) and (3.8), using the assumption that
N∑
j=1
a4i1,j >
N∑
j=1
a4i2,j for i1 < i2.
.
Theorem 5.2. For any p > 2 and N×m random matrix, whose entries (Xij), satisfy
EX2pij <∞, the following estimate holds:
E‖(Xij)‖p 6 (CN)
1
p
[
max
16i6m
p
√√√√ N∑
j=1
E|Xij|p + 2p
√√√√mp−2 m∑
i=1
N∑
j=1
EX2pij
+ max
16j6N
√√√√ m∑
i=1
EX2ij + 4
√√√√ m∑
i=1
m∑
j=1
EX4ij
]
Proof. Let X˜ij be an independent copy of random variables Xij and εij be a sequence
of independent symmetric Bernoulli random variables; i.e., P(εij = ±1) = 1/2),
independent of all other random variables. Then, by Jensen’s inequality,
E‖(Xij)‖p 6 E‖(Xij − X˜ij)‖p = E‖(εij(Xij − X˜ij))‖p 6 2E‖(εijXij)‖p.
Thus, it is enough to show theorem (5.2), in the case of symmetric random variables.
We have,
E‖(aijgij)‖p = E‖(aijεij|gij|)‖p > Eε‖(aijεijE|gij|)‖p =
√
2
pi
E‖(aijεij)‖p.
Now, by the symmetry of Xijs,
E‖(Xij)‖2p = EXEε‖(εijXij)‖2p 6 2/p
√√√√√CNE(max
i
N∑
j=1
|Xij|p +
√√√√ N∑
j=1
( m∑
i=1
X
2p
p−1
ij
)p−1)
+C E
(
max
16j6m
√√√√ m∑
i=1
X2ij +
4
√√√√ m∑
j=1
m∑
i=1
X4ij
)
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Emax
i
N∑
j=1
(|Xij|p − E|Xij|p) 6 E
√√√√ m∑
i=1
( N∑
j=1
(|Xpij| − E|Xij|p)
)2
6
√√√√ m∑
i=1
E(
N∑
j=1
|Xij|p − E|Xij|p)2 6
√√√√ m∑
i=1
N∑
j=1
E(Xij)2p
Hence,
Emax
i
N∑
j=1
|Xij|p 6 Emax
i
N∑
j=1
(|Xij|p − E|Xij|p) + max
16i6m
N∑
j=1
E|Xij|p
Emax
i
N∑
j=1
|Xij|p 6
√√√√ m∑
i=1
N∑
j=1
E(Xij)2p + max
16i6m
N∑
j=1
E|Xij|p
By Jensen’s inequality,
E
√√√√ N∑
j=1
( m∑
i=1
X
2p
p−1
ij
)p−1 6
√√√√ N∑
j=1
E
( m∑
i=1
X
2p
p−1
ij
)p−1
E
( m∑
i=1
X
2p
p−1
ij
)p−1 6 mp−2 m∑
i=1
EX2pij
Hence,
E
√√√√ N∑
j=1
( m∑
i=1
X
2p
p−1
ij
)p−1 6
√√√√mp−2 N∑
j=1
( m∑
i=1
EX2pij
)
Corollary 5.3. For any p > 2 and N ×m random matrix, whose entries (Xij) are
iid random variables, that satisfy EX2pij = EX2p < ∞, and N > m
p
2 , the following
estimate holds:
E‖(Xij)‖p 6 (CN)
1
pC
p
√
N
Follows from theorem (5.2), where C is dependent on EXp and EX2p.
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