Stability is a major requirement to draw reliable conclusions when interpreting results from supervised statistical learning. In this paper, we present a general framework for assessing and comparing the stability of results, that can be used in real-world statistical learning applications or in benchmark studies. We use the framework to show that stability is a property of both the algorithm and the data-generating process.
Introduction
Inuential statisticians have previously pointed out the importance of stability to draw reliable conclusions (or more generally speaking for reproducibility) when interpreting results from statistical learning [see, e.g., Stodden, 2015 , Turney, 1995 , Yu, 2013 . Yu [2013] , for example, stated: More often than not, modern scientic ndings rely on statistical analysis of high-dimensional data, and reproducibility is imperative for any scientic discovery.
Scientic reproducibility therefore is a responsibility of statisticians. (p. 1485). To meet this demand in practical applications as well as in methodological research, we here present a framework that can be used for measuring the stability of results from statistical learning methods. In simple terms, stability is revealed when the interpretation of results generated by using dierent data sets drawn from some data-generating process (DGP) lead to identical or at least very similar conclusions.
Algorithmic methods (e.g., recursive partitioning, support vector machines, neural networks, and k-nearest neighbors) have become widely used [Kuhn and Johnson, 2013] , either for predictive modeling or explanatory modeling [Shmueli, 2010] . In the former the algorithm is trained on a learning sample and then used for prediction on new observations, in the latter the goal is to learn about the nature of the DGP. We refer to Breiman [2001] and Shmueli [2010] for a discussion. In this paper we focus on the stability of results when conducting explanatory data analysis.
When a single result is interpreted in explanatory modeling, the aim is to draw conclusions about the nature of the DGP. For this to work well, stability is a major requirement, since we would expect to draw the same or at least very similar conclusions from interpreting results generated with a given algorithm on dierent random samples from the same DGP. Unfortunately, some algorithms are prone to generate unstable results [Breiman, 1996] , i.e., small random changes in the data can cause large changes in the interpretation of a result. It is thus important to be able to gauge the reproducibility of the results in terms of stability.
Take one popular method, recursive partitioning [see, e.g., Strobl et al., 2009, for an introduction] . Here, the predictor space is repeatedly split to identify groups of observations with similar values in the response variable. The simplest cases are the well-known classication and regression trees [Breiman et al., 1984] but splitting can also be conducted with respect to the dierent parameter values in a particular model, for example, a generalized linear model [e.g., Rusch and Zeileis, 2013 ] as done in model-based recursive partitioning [Hothorn et al., 2006 , Zeileis et al., 2008 . The partition is usually illustrated in the form of a decision tree, that is used to make inferences about the DGP, but the results can be notoriously unstable and the inference questionable. Being able to assess and quantify the stability of a result is therefore critical.
In this paper, we present a general framework to investigate and quantify the stability of results, both when a data set (in real world supervised learning problems) or the DGP (in simulation studies) is available. The framework can support practitioners in judging the stability of a single analysis result or in choosing the most stable algorithm among a set of candidates with respect to a consistent interpretation of the results. In addition to this, it can also be used as a performance criterion in benchmark experiments [see Hothorn et al., 2005] . Code to perform the stability assessment in practice is provided in the form of a software package called stablelearner (currently available from http: //r-forge.r-project.org/projects/stablelearner/) for the free open source software R for statistical computing [R Core Team, 2016] .
The remainder of the article is organized as follows. We rst present our theoretical considerations and our new framework for measuring stability in Section 2, and describe a variety of specications of the framework in Section 3. Section 4 contains simulation experiments to demonstrate some important properties of the framework and an illustrative example with real data sets to show how the framework can be used in practice. Section 5 concludes the article with a discussion and ideas for future research.
Related work and contribution
The stability of algorithms for statistical learning has been studied in statistics and machine learning for quite some time [see, e.g., Bousquet and Elissee, 2002 , Breiman, 1996 , Mukherjee et al., 2006 , Poggio et al., 2004 mainly by labeling certain algorithms as being stable or not. Ideas for measuring the stability of results have been presented previously in Turney [1995] , Lange et al. [2002] , Lim and Yu [2016] , Briand et al. [2009] and Ntoutsi et al. [2008] either for the classication or the regression case, but so far not for both.
Our contribution extends this work along two lines: First, instead of focusing only on the algorithm, we view stability of a result to depend on both the algorithm and/or model and how well the algorithm matches the DGP. Stability therefore has several components: algorithm, specied model, and DGP. We focus on empirically measuring the stability of a result from a practitioner's perspective. Second, we introduce a very general framework for assessing the stability of results from statistical learning that is applicable to most supervised learning situations in a similar manner. The procedure involves the pairwise comparison of results generated from learning samples randomly drawn from the original data set or in the case of a simulation study directly from the DGP. For the comparison of the results, a similarity (or dissimilarity) measure plus an additional evaluation sample will be required.
Stability measuring framework
Throughout this article, we focus on supervised learning problems by assuming predictorresponse data Z = (Y, X). Let Y denote the (possibly multivariate) response from sample space Y and X = (X 1 , . . . , X p ) the p-dimensional vector of predictors from sample space X = X 1 × · · · × X p . For generality, let us assume there exists a DGP based on the joint probability P Z = P Y,X that characterizes the population of interest.
We further assume that the conditional distribution of the response P Y |X depends on a function f of the predictors. The goal in explanatory modeling is to reliably estimate f , such that we can draw conclusions about the relation between X and Y . f represents the unknown function that describes the relationship between the predictors and an element of the conditional distribution, often the expectation.
Let A be an algorithm for statistical learning. Popular ones include algorithms from recursive partitioning, neural networks, support vector machines, k-nearest neighbors or various types of regression models.
Additionally, let M be the model that species the assumed relationship between the predictors and the response. At a minimum, M species the response and the predictor variables but may be more concrete for certain algorithms.
The goal in supervised learning is to approximate f by means of an algorithm A for the specied model M and a given learning sample L = {z 1 , . . . , z n } generated by the DGP (where n is the number of observations). The result is a function denoted by r A,M (x; L ) = f (x), that is an estimate of the unknown function f (x) and can be used to predict the response for new instances of x. Now, suppose a dierent learning sample, say L , was generated by the DGP. The result from learning the algorithm A for the model M on the learning sample L is denoted by r A,M (x; L ). Due to the sampling variability or to design principles of the algorithm (e.g., injection of randomness), the two results r A,M (x; L ) and r A,M (x; L ) may be not the same.
Both estimates of f (x) may be dierent and the predictions may vary (at least for some x).
Hence, one can think of r A,M (x; L ) and r A,M (x; L ) as realizations of a random function r A,M (x) in the domain of functions that could result from learning on dierent samples generated by the DGP. The distribution of r A,M (x) depends on several components; most importantly on the algorithm, the specied model, the DGP, and the sample size n:
In explanatory modeling, the result r A,M (x; L ) is interpreted to learn about the DGP.
Then, the question arises whether the interpretation of the result would have been similar or equal if a dierent learning sample L had been used to obtain it.
The basic idea discussed in this article is to assess the stability of a result by quantifying the similarity of realizations from the distribution P r , which requires to assess the similarity between the results generated by training the algorithm A on two dierent learning samples, L and L , by means of a similarity measure. Large similarity indicates that two results lead to the same or similar conclusions about the underlying DGP and, thus, implies high stability. Before we present the procedure to assess the stability of a result, we discuss how two results can be compared with respect to their interpretation.
Semantic versus structural similarity
Semantic measures compare the logical meaning of two results by their prediction, structural measures compare the appearance of two results by their structural elements (e.g., by the nodes and the branches in a tree). The literature provides a vast number of semantic and structural measures to quantify the similarity between results [see, e.g., Banerjee et al., 2012 , Briand et al., 2009 , Miglio and Soritti, 2004 , Ntoutsi et al., 2008 , Shannon and Banks, 1999 , Turney, 1995 , for a selection of approaches for recursive partitioning].
For our purpose, we recommend that a semantic measure should be used.
This recommendation is based on considerations similar to Turney [1995] : Two results that are structurally dierent can be logically equivalent and lead to the same interpretation. To illustrate this, we consider trees applied to a simple classication problem with (a) Tree representation of result 1
(c) Partition corresponding to result 1
(d) Partition corresponding to result 2
Figure 1: Examples of dierent tree structures, but equivalent partitions and interpretations.
two classes and a two-dimensional predictor space. Figure 1 shows the two exemplary trees (rst row) and the corresponding partitions of the predictor space (second row), where the predicted class in each terminal node is indicated by two dierent colors.
As is apparent in the rst row, the structures of the trees dier. The second row, however, shows that the predictions are equivalent for any point in the predictor space. Thus, the two trees have the exact same semantic and lead to the same substantive conclusions.
In addition to the argument above, fair comparisons of the stability of results between dierent types of algorithms are only feasible when a semantic similarity measure is used.
Measuring similarity based on predictions
As illustrated above, the similarity of two results is best assessed by comparing their predictions over the entire predictor space, or, by means of a semantic similarity measure [Turney, 1995] . A similarity measure is a function s(·, ·) that generates values on (a portion of ) the real line. Measures that are particularly useful for computing the similarity of predictions in the context of regression and classication problems are discussed in Section 3.1.
To compute the similarity between the predictions from the two results, an evaluation sample is needed. In choosing the evaluation sample one can draw from P X , which puts appropriate emphasis one areas in the predictor space where new observations are more likely to occur, or from a particular region of the predictor space X of particular interest.
Let E be such an evaluation sample that contains m observations, that is |E| = m.
Then the predictions of the results are given bŷ
and their similarity can be calculated by s ŷ ,ŷ .
As mentioned above, both results are realizations of a random function. The similarity between the predictions of the two results can therefore again be seen as a realization of a random variable S. The domain of possible similarity values depends on the similarity function and via the prediction of the results on the algorithm, the specied model, the DGP, and the sample size. Thus, the distribution of the similarity is given by
Finally, the stability of a result for a given algorithm, specied model and DGP can be assessed by studying P S or its characteristics. P S may be unknown and needs to be approximated by generating many realizations s(ŷ b ,ŷ b ) (b = 1, . . . , B), e.g., with the generic procedure described in Section 2.3.
Stability measurement procedure
Similar to Hothorn et al. [2005] , we distinguish between the following two situations:
• The real data problem (as encountered in real-world statistical learning applications or in benchmark experiments with real data sets) where the DGP is unknown and all information available is a xed set of n observations {z 1 , . . . , z n } ∼ P Zn , that is the original data set.
• The simulation study problem (as encountered in benchmark experiments with articial data sets) where the DGP is known precisely, such that an arbitrary number of learning samples {z 1 , . . . , z n } ∼ P Zn can be generated by the DGP.
For empirically measuring stability, we suggest the following generic procedure. For
(1) Generate two learning samples L b and L b plus an evaluation sample E b by sampling from F that is a proxy for P Z . To do this in practice, the plug-in principle can be used. Thus, for the real data problem: F = F n , simulation study problem:
where F n is an approximation of P Z that represents the DGP increasingly better for increasing n. Drawing samples from F n is equivalent to resampling from the original data set [see, e.g., Wasserman, 2004, chap. 8] . Thus, resampling from the original data set can be used to generate the learning and evaluation samples in the real data problem. Following the notation above, this is comparable to sampling directly from the DGP, as carried out in the simulation study problem.
To apply the procedure in practice, users have to choose a similarity measure s(·, ·)
and, for real data problems, a resampling and an evaluation method. Sensible choices are presented in the following section.
Framework settings
In the rst part of the following section we discuss a few exemplary options of similarity and dissimilarity measures for regression and classication problems. In the second part of the section, dierent methods for generating the learning and the evaluation samples for the case of a real data problem are presented.
Similarity and dissimilarity measures
We distinguish between similarity and dissimilarity measures, denoted by s(·, ·) and d(·, ·), For reasons of comparability, dissimilarity measures may need to be converted into similarity measures. Nonnormalized dissimilarity measures may be converted into similarity using s(·, ·) = −d(·, ·). To convert a normalized dissimilarity measure into a normalized similarity, it may be appropriate to use the upper bound as a reference, that is, s(·, ·) =
, where d max is the upper bound of the dissimilarity measure.
A practically relevant task is the comparison of stability assessments from dierent results. To compare the stability of two or more results generated using data sets or DGPs in which the responses were measured on dierent scales, we recommend to use a similarity measure that is invariant to changes in the scale. We denote a similarity measure as scale-
Please be aware that only point-wise similarity measures should be used for measuring stability in our framework, which guarantees that comparisons are made between predictions for the same point in the predictor space (as we argued in Section 2.1).
Regression
Let us rst consider the regression case. Thus, in the univariate case,ŷ andŷ are numeric vectors of length m (ŷ ,ŷ ∈ R). The literature provides a vast number of similarity and dissimilarity measures used in diverse elds (e.g., in medicine, psychology, image registration, clustering, etc.) to compare numeric measurements.
The well-known Euclidean distance (ED) is a dissimilarity measure that can be used to compute the similarity of numeric predictions. It is computed as
and has a lower bound of d min = 0 that is approached if and only ifŷ =ŷ . A normalized version of the ED is available through the Gaussian radial basis function (GRBF) kernel, that is commonly used in support vector machines to assess the proximity between two data points. It is dened as
and can be interpreted as a similarity measure. σ is a free parameter that can be used to regulate the sensitivity of the measure, where smaller values lead to less similar predictions (i.e., s GRBF (ŷ ,ŷ ; σ 1 ) < s GRBF (ŷ ,ŷ ; σ 2 ) when σ 1 < σ 2 ). Please note that, although this measure is normalized, it is not scale-invariant.
A scale-invariant option is the concordance correlation coecient [CCC, Lin et al., 2002] that is a normalized version of the well-known mean squared deviation (MSD) . It is dened Other measures presented in the literature may also be used in our framework. A small selection of measures that we consider as useful for the regression case (without any claim to completeness) and have implemented in our R package is descibed in the supplementary material.
Classication
Let us now consider the classication case. A simple way to assess the similarity between two classication results is the average class agreement (ACA) between the predicted class labels, computed by
where 1 is the indicator function. By denition, it is normalized between 0 and 1. In case of unbalanced response classes, the Kappa statistic may be used to additionally account for their distribution [see, e.g., Kuhn and Johnson, 2013, chap. 11] .
For a probabilistic classication result, however, much more detailed information is provided by the predicted class probabilities. Therefore, we suggest using a more precise similarity estimation via
where δ(·) is a distance measure between two discrete probability distributions [see, e.g., Cha, 2007 , for a survey on distance measures between probability distributions].
A small selection that we consider as useful and computationally feasible distance measures for discrete probability distribution (without any claim to completeness) is again provided in the supplementary material. A well-known version is the total variation distance (TVD) that is computed via
Due to the l 1 -norm, it is more sensitive to small changes in the predicted class probabilities compared to other distance measures.
Resampling and evaluation methods
Let us consider the real data problem where the DGP is unknown. To assess the stability in this situation, two samples L b and L b for generating the results and a third sample E b for evaluating the similarity have to be generated in each iteration by resampling from the original data set L = {z 1 , . . . , z n } (as previously described in Section 2.2).
Learning overlap
An important aspect concerns the intersection between the learning samples, given by
we call the learning overlap (as opposed to the evaluation overlap, see below).
Naturally, the similarity of the predictions from two results depends on the similarity of the observations in the learning samples that are used to generate it [see, e.g., Ntoutsi et al., 2008] . It is to be expected, however, that the similarity of the predictions is additionally aected when observations are sampled into both learning samples, that is, when L ∩ L = ∅. One can think of the jackknife approach as the most extreme form of learning overlap, since except for a single observation, both samples share the same observations. In this case, the focus would rest on the robustness of a result with respect to small changes in the given learning sample. With less learning overlap, the focus shifts towards the generalizability of a result for independent draws from the DGP.
The learning overlap varies between the following exemplary resampling methods:
• Bootstrap sampling: We refer to bootstrap sampling as randomly drawing r observations with replacement from L, which is done twice per iteration to generate two learning samples. The probability that observation z i appears in both samples can be shown to be 1
. If r = n, the expected size of the overlap between L b and L b is ≈ 40% of the size of L and decreases if r < n. Thus, the overlap can be reduced by choosing r < n.
• Subsampling: We refer to subsampling as randomly drawing r observations without replacement from L, which is done twice per iteration to generate two learning samples. The probability that observation z i appears in both samples is given by r n 2 and is obviously 1 if r = n. For all r, subsampling generates a larger learning overlap than bootstrap sampling.
• Splithalf: We refer to splithalf sampling as splitting the learning sample into two disjoint sets of observations. To generate L b , sample
The overlap is zero by denition. However, at the same time, the size of the learning samples is halved.
Hence, the commonly used resampling methods dier with respect to the sample size and the overlap of the learning samples.
Evaluation overlap
Another aspect concerns the sample E b used for evaluating the predictions and its overlap with the learning samples, given by E b ∩ {L b ∪ L b }, that we call the evaluation overlap. It corresponds to the set of observations in E b previously used for generating either result. This is an important issue when the aim is prediction error estimation: In order to avoid overtting, the learning and test sample should not overlap and there is always a tradeo between keeping enough observations in the learning sample for precisely estimating the model versus reserving enough observations as a test sample for precisely estimating the prediction accuracy [see, e.g., Molinaro et al., 2005] . Since in our framework for stability assessment, however, we do not compare the predictions with the true response but only two predictions with each other, the evaluation overlap (related to the detectability of overtting) is less of an issue, as will be illustrated in Section 4.3.2.
The evaluation overlap varies between the following exemplary evaluation methods:
• In-sample (ALL): The complete set of observations available is used for evaluating the similarity (i.e., E b = L). How many of the observations in this sample were previously used for generating the results depends on the resampling method.
• Out-of-bag (OOB): The observations not used for learning either of the two results are used for evaluating the similarity (i.e.,
Hence, none of the observations in the evaluation sample was also present in any of the learning samples.
• Out-of-sample (OOS): A completely separate set of observations is used for evaluating the distance (i.e., E b ∩ L = ∅), which could result from separating the original data set into a learning and a test sample. None of the observations used in the evaluation sample was used for generating any of the results in the entire stability assessment procedure. Note that with this method, fewer observations are available for generating the results in the rst place.
Hence, the common evaluation methods dier with respect to the sample size and the overlap of the evaluation sample with the learning samples.
The impact of the dierent combinations of resampling and evaluation methods will be illustrated by the simulation experiments presented in Section 4.3. The most strict way to investigate the practically relevant question of how dissimilar the interpretation of a result could be when a dierent learning sample was used for training, is when there is no learning and evaluation overlap and when the size of the learning and the evaluation samples remain equal to the size of the original data set. Later on, we therefore consider the stability assessed by means of independent draws from a known DGP (as carried out in the simulation study problem) as the reference stability; that is, as the gold standard. In situations where the DGP is unknown, we aim to come as close as possible to this reference.
Reweighting
A computationally ecient way for implementing the resampling in practice is by reweighting the observations in the original data set L. Instead of generating the learning samples L b and L b by resampling from the original data set, the n-dimensional vectors w b = {w ib } and w b = {w ib } (i = 1, . . . , n) that contain nonnegative case-weights are dened. The case-weights of observation i are given by
By means of these case-weights, all common resampling schemes can be represented.
For example, the case-weights w ib , w ib ∈ {0, 1} apply for subsampling and splithalf sampling and the case-weights w ib , w ib ∈ {0, 1, 2, 3, . . .} apply for bootstrap sampling.
The results r A,M (x; L, w b ) and r A,M (x; L, w b ) are then generated using w b and w b , respectively, and the predictions are given bŷ
However, whether case-weights can be applied in practice depends on the algorithm and its software implementation.
To implement a specic evaluation method or restrict the analysis to a particular region of the predictor space, one can dene w 
Simulation and benchmark experiments
This section illustrates main points of the conceptual contribution and lends empirical support to it. We rst describe the architecture of the DGPs used in the simulation experiments. Then, we present the results of two simulation studies. In the rst study, we analyze the eect of dierent characteristics of the DGP on the stability of a result and relate that to our claim that the stability of a result is a property of both the algorithm and the DGP. In the second study, we analyze dierent combinations of resampling and evaluation methods for stability assessment to show that a larger learning overlap tends to produce higher similarity values. We end with a benchmark experiment to illustrate how the framework can be applied in practice.
We restrict our analysis to binary classication problems and two popular examples of an unstable and stable method, recursive partitioning and logistic regression, respectively. We use the following implementations available in R: The function ctree() from the partykit package for conditional inference trees and the function glm() with family = "binomial" for logistic regression. For both methods, the default settings were used.
Data-generating processes
Here, the aim is to investigate the impact of several characteristics of the DGP on the stability assessment. In a preliminary study (results not shown for brevity) we observed notable impact of the learning sample size, the distribution of the response, and the dimension of the predictor space. Further, an important conceptual part of the framework is the emphasis on the match between algorithm and DGP for stability, so we investigate dierent forms for f . Therefore, the DGPs are set up as follows:
Dimensionality For all DGPs, the predictor variables are sampled from a multivariate standard normal distribution, x i ∼ N p (0, I p ), where p is the number of predictor variables comprising q ≤ p signal and p − q noise variables. We use p = 20 and p = 40, with q = 4
and q = 8 signal variables, respectively.
Functional form The binary response is sampled from a Bernoulli distribution with a conditional probability of success given by
The intercept β 0 species the baseline probability and was used to control the class dis- Class distribution Three dierent class distributions are investigated for the response:
Equally balanced classes (50%/50%), weakly unbalanced classes (30%/70%) and strongly unbalanced classes (10%/90%). To approximately achieve these allocations, the intercept β 0 is chosen at 0, 1.417, and 3.447 for p = 20 and at 0, 1.774, and 4.315 for p = 40. Here we investigate the reference stability of results generated by training an algorithm on data from a DGP that it can learn well (they match) by varying the learning sample size, the Figure 2: Stability assessment with the total variation distance of results generated by training the algorithm ctree on DGPs based on the signum function with dierent sample sizes, distribution of the response classes and dimension of the predictor space. The dashed line marks the 50%-quantile of the estimated similarity distribution (uncertainty bands illustrate the 25%-and the 75%-quantiles).
dimension of the predictor space, the class distribution, and the functional form. We limit ourselves to the results for ctree; the results for glm can be found in the supplementary material. Figure 2 shows the results. The panels separate the three dierent class distributions, the two dimensions of the predictor space are displayed in dierent colors, and the sample sizes are depicted on the x axis. The similarity measure used was based on the total variation distance (1-TVD; see Section 3.1.2). To estimate the similarity distribution P S precisely, the procedure was repeated B = 5000 times (in practice fewer iterations are sucient). The dashed lines in Figure 2 correspond to the median similarity, the uncertainty bands are the range between the lower and upper quartile of P S for each sample size.
As one can see, the results become more stable as the learning sample size increases.
For the DGPs with p = 20 (orange) the similarity values approach the upper bound of the similarity measure (to almost perfectly stable). For the DGPs with p = 40 (blue) this convergence is slower and does not reach the upper bound for the examined sample sizes. For both scenarios, the variation of the similarity values decreases as the sample size increases.
For the case of p = 40, the median similarity values display a U-shape as a function of the sample size. This is caused by the property that trees with fewer splits (from small samples) are generally more stable than trees with more splits (medium-sized samples).
Tree results eventually become more stable again due to the increased learning sample size. This also highlights that high stability can go hand in hand with lower prediction accuracy (as is the case for smaller trees), so that a measure of stability can give additional information not captured by accuracy. We will return to this aspect in the application example in Section 4.4.
The stability is smaller for DGPs with balanced classes than for DGPs with unbalanced classes, which can be explained by the smaller range of values from which the conditional probabilities are sampled in the unbalanced case. Thus, any dierences between the predictions of the results become smaller and the stability correctly increases.
(Mis-)match between DGP and algorithm
Here, we investigate how the match or a lack thereof between the DGP and the algorithm aects the stability assessment of a result. We restrict ourselves to equally balanced classes and p = 20. We nd that, while the dierence is much less prominent for the glm, both algorithms show more stable results on average for the matching DGP. This supports our conceptualisation of stability as a property of both the algorithm and the functional form of the DGP.
4.3
Study 2: Impact of resampling and evaluation methods
Common choices for resampling and evaluation methods
Here we investigate the impact of dierent combinations of the commonly used resampling and evaluation methods (see Table 1 ) using the following procedure for each algorithm and DGP:
1. First, we assessed the reference stability for the selected algorithm and the DGP and computed the mean of the corresponding similarity distribution, denoted bys 0 . Figure 3 : Stability assessment of DGPs with dierent functional forms (signum and identity) and two algorithms (ctree and glm) for dierent sample sizes. The dashed line corresponds to the 50%-quantile of the estimated similarity distribution (uncertainty bands illustrate the 25%-and the 75%-quantiles).
2. For l = 1, . . . , 100 we repeated the following steps:
(a) Draw a learning sample L from the DGP and generate the result r a (x; L).
(b) Assess the stability of r a (x; L) as described in Section 2.3 with B = 500 using the resampling combinations listed in Table 1. (c) For each combination, compute the mean of the corresponding similarity distribution, denoted bys l . Note that this is not the recommended procedure when the DGP is known, as described in Section 2.3, but gives us the possibility to assess and compare dierent resampling and evaluation methods for situations where the DGP is unknown.
The estimated 100 mean dierences to the reference stability for each combination are illustrated by means of boxplots in Figure 4 . The learning and the evaluation overlap as well as the eective sample size for learning and evaluation dier between the combinations (see Table 1 ). Negative values imply that the mean of the reference stability was underestimated.
Results are shown here only for DGPs with equally balanced response classes, p = 20, and a match of DGP and algorithm. The results for the remaining conditions can be found in the supplementary material. Table 1 : Resampling and evaluation methods used in the simulation study. Columns ve and six show the expected size of the learning sample and the expected learning overlap; the columns seven and eight show the expected size of the evaluation sample and the expected evaluation overlap. The values are given relative to the original sample size n or to the size of the learning samples r. w denotes the proportion of observations hold out over all repetitions for evaluation. v denotes the proportion of observations drawn from the observations available for learning given by (1 − w)n.
Bootstrap sampling 1.0 Out-of-bag In the upper row of Figure 4 , the mean dierences are illustrated for ctree and in the lower row for glm, respectively. The columns separate the three dierent samples sizes and the resampling combinations are illustrated in the x direction of the graph. We illustrate it for n = 128, 512, and 2048.
For glm (see lower row) we observe that the absolute stability dierence decreases with a higher learning overlap: half < boot.9 < boot1 < subs.8. It also decreases with increasing size of the evaluation sample: oob > oos within the same resampling method.
Finally, the stability dierence remains almost constant for increasing evaluation overlap: oob ≈ all within the same resampling method. The mean reference stabilitys 0 is captured well by bootstrap sampling (boot ) with in-sample (all ) or out-of-bag (oob) evaluation.
With splithalf sampling (half ) and subsampling (subs ) the reference stability is under-or overestimated within the investigated sample sizes. 
Learning and evaluation overlap
The resampling combinations of the previous section, although popular and feasible, do not allow to single out individual eects of the learning and the evaluation overlap (see Table 1 ). Here we demonstrate that the stability is largely aected by the learning overlap, but less by the evaluation overlap. For this we conducted a controlled computer experiment in which each overlap was systematically and individually manipulated to assess its partial impact. We only performed this analysis for DGPs with the lower dimensionality (p = 20)
and equally balanced classes. This setting does not correspond to any practically applicable resampling or evaluation method.
In each of l = 1, . . . , 100 repetitions we rst drew an original data set L of size n = 1536 Figure 5: Stability assessment of results generated by experimentally manipulating the learning and the evaluation overlap. The dashed line corresponds to the 50%-quantile ofs l for ctree (cirlces) and glm (triangles) and the colors distinguish the specied models (uncertainy bands from the 25%-and the 75%-quantile).
(= 3 × 512) from the DGPs with the functional forms matching the algorithms ctree and glm. Next, the stability was assessed for two results: One generated by means of an overspecied model (using all predictor variables) and another generated by means of a correctly specied model (using only signal predictors). Then, in each of the b = 1, . . . , 500
iterations of the stability assessment, we assembled the observations from the original data set L into the three samples L b , L b and E of size r = 512, such that either the learning overlap or the evaluation overlap ranged from 0%, 10%, 20%, etc. to 100% (relative to the size of the learning and evaluation samples). Thus, in this study, the reference stability corresponded to the situation with 0% overlap. Finally, the mean similarity was computed in each repetition.
Thus, we ended up with a distribution of 100 mean values from which the median as well as the lower and the upper quartile are illustrated in Figure 5 . The dierent overlaps are depicted on the x-axis. The colors orange and blue distinguish the correctly specied from the overspecied model.
We consider rst the left panel, illustrating the results for the varying learning overlap, with 0% evaluation overlap. For both algorithms and models and with increasing overlap, the stability approaches the upper bound of the similarity measure (i.e., 1). Although the largest increase in stability is between 90% and 100%, we also observe substantial dierences between 0% (corresponding to the overlap for splithalf sampling) and 80% (corresponding to the overlap for subsampling).
In practice the learning overlap should be kept as low as possible in order to allow the strictest stability assessment. Too high an overlap leads to overly optimistic assessment (see subsampling). Splithalf, although without overlap, is not recommended as the eective learning sample size is much reduced, which also aects the stability assessment for small to medium-sized data sets. Bootstrap sampling retains a lot of the information in the learning sample with producing roughly 40% overlap. Bootstrap sampling with r = v · n, v < 1 produces less overlap than standard bootstrap sampling with v = 1 while retaining roughly v · 100% of the information. For values of v below but close to 1 this does not lead to substantially less accurate reference stability estimation than with v = 1, yet the overlap is strictly lower. This explains why bootstrap sampling with v = 0.9 performed best in most settings of the simulation study presented in Section 4.3.1.
The results also show that the stability is generally higher for glm (lled triangles) than for ctree (lled points). A new insight is that the stability is higher for a correctly specied model (illustrated in orange) than for an overspecied model with additional noise variables (illustrated in blue). This is true for both algorithms. Note, however, that the ctree algorithm shows overall lower stability but is less aected by noise variables due to its automatic variable selection.
For the evaluation overlap, illustrated in the right panel, the learning overlap was kept constant at zero. With increasing overlap, the stability remains almost constant for both algorithms and models. A small increase can be detected with ctree for both models and with glm for the overspecied model. According to preliminary results (not shown for brevity), this increase is slightly more pronounced for smaller samples sizes. We thus conclude, in accordance with our reasoning in Section 3.2.2, that the evaluation overlap itself has only little impact on the stability assessment.
Benchmark experiment
To illustrate the stability assessment in a practical scenario, we trained ctree on eight well-known benchmarking problems for classication from the UC Irvine meachine learning repository [Lichman, 2013] and the Titanic data from the R package stablelearner. The stability was assessed via 1−T V D with bootstrap sampling and out-of-bag evaluation using B = 500 iterations. We also assessed prediction accuracy via the Kappa statistic [see,e.g., Kuhn and Johnson, 2013, chap. 11 ] (values 0/1 indicate no/perfect agreement between the true and the predicted class). A computer with a four core Intel i7-2600 processor running with 3.7 GHz in total and 8 GB RAM on a 64-bit Linux (Ubuntu 14.04.5 LTS) operating system was used to perform the analyzes. The results are given in Table 2 . For each data set, the table lists the median and the interquartile range (IQR) of the stability and the accuracy values, as well as the CPU time in seconds and additional information about the data sets.
Generally, the results are more stable on data sets with fewer predictors and response classes. The result on the Ionosphere data set is a notable exception from this observation.
For most problems, stability increased along with the accuracy. However, as mentioned earlier, there might be exceptions, like here, for example, for the Titanic and the Pima data set.
The results from this exercise can be used as a gauge for the reliability of our conclusions:
For example, one would be relatively safe to interpret a tree generated by ctree for the Iris data set with a high stability, whereas for the Glass data set with a lower stability the results of a single tree should not be overinterpreted.
Discussion

Summary and recommendations
Stability is an important property for drawing reliable conclusions from a statistical learning result to avoid erroneous conclusions and errors in decision making. It is crucial therefore to be able to judge the stability of interpreted results, but many algorithms do not provide measures of stability.
In this article, we have presented a general framework to assess stability. It can be used in applications to assess the stability of a result for a given algorithm and data set or in benchmark experiments to either compare the stability of results generated by training dierent algorithms on a given data set or to compare the stability of results generated by training dierent data sets on a certain algorithm. One can also assess the stability of results for articial DGPs in this framework.
The stability is assessed by repeatedly computing the similarity between two results generated with learning samples drawn directly from the DGP or by resampling from the original data set. The measure of similarity should compare two results by their predictions and not by their structure. A non-exhaustive list of exemplary measures was presented.
In laying out the framework of measuring the stability of the result of an algorithm trained on a specic learning sample, we have shown by reasoning and in a simulation experiment that the stability of a result is not only a property of the algorithm alone but also of the DGP that has generated the learning sample.
We studied the impact of dierent data characteristics (sample size, dimensionality, and class distribution) on the stability of results generated by logistic regression and conditional inference trees for binary classication. We observed a large impact on the stability for all investigated factors. This provides useful insights into the mechanisms of the stability assessment itself.
When assessing the stability of a result for a real data set with our framework, a resampling and an evaluation method must be selected. We have investigated dierent resampling and evaluation methods for logistic regression and conditional inference trees.
Our investigations did not reveal one generally optimal resampling combination, but did highlight that framework-specic factors inuence the stability assessment, particularly the learning overlap and the size of the data set. The best resampling or reweighting scheme would have as little learning overlap as possible, the highest possible learning sample size and, although that is less important, as little evaluation overlap as possible. This combination is not generally feasible with resampling. A good combination of all three factors appears to be bootstrap resampling with out of bag evaluation. Future research will further investigate whether bootstrap sampling with a sample size slightly smaller than the original sample is the best approach.
Another practically relevant application of the framework is the comparison of stability assessments from dierent results. Such comparisons should only be conducted when either the response variables were measured on the same scale or when a scale-invariant similarity measure is used. For comparability, a user should report the similarity measure, the resampling and evaluation method, and the number or iterations they employed when presenting stability results.
Limitations and future research
We used pairwise comparison of results generated from dierent learning samples for similarity assessment [Lange et al., 2002 , Turney, 1995 and to estimate the distribution P s . However, there are alternative ways to estimate P s . One could, for example repeatedly compute the similarity between results generated on resampled data sets and the result generated on the original data set [see, e.g., Bar-hen et al., 2015] . Another option is to estimate P s from the similarities between all possible pairs of results generated on resampled data sets [see, e.g., Lim and Yu, 2016] . Future research should compare the dierent approaches to reveal what properties they have in common.
Another important open question is how stability is connected to variability. For example, it can be shown that the expected variability over the predictor space is proportional to the expected similarity computed by the Euclidean distance [Zhang et al., 2012] . It is not clear whether such a connection exists in general, but if it does, it could be exploited to reduce the computational costs in assessing the (expected) stability.
In our framework, stability is a global characteristic over the complete predictor space.
A result is, however, almost certainly more stable in certain areas of the predictor space than in others. It would be interesting to also be able to investigate and illustrate the local stability of results. 
A Similarity measures
• Table 1 lists similarity measures for the regression case.
• Table 2 lists similarity and distance measures for the classification case.
B Simulation experiments
• Figure 1 and Figure 2 illustrate the complete results from Study 1 presented and discussed in the manuscript.
• Figures 3-8 illustrate the complete results from Study 2 presented and discussed in the manuscript. 
Note. m is the size of the evaluation sample and 
