Abstract. Factorization in algebra is an important problem. In this paper, we first obtain a unique factorization in free Nijenhuis algebras. By using of this unique factorization, we then define a coproduct and a left counital bialgebraic structure on a free Nijenhuis algebra. Finally, we prove that this left counital bialgebra is connected and hence obtain a left counital Hopf algebra on a free Nijenhuis algebra.
The Lie algebra version of the associative Nijenhuis equation started in earnest in the 1950s [18] . In that paper, Nijenhuis introduced the crucial concept of Nijenhuis tensor, which fits closely into the distinguished concepts of Schouten-Nijenhuis bracket, the Frölicher-Nijenhuis bracket [8] and the Nijenhuis-Richardson bracket. Thereafter, Magri et at. [15] studied the deformation of Lie brackets given by Nijenhuis operators. Recently, Sokolov et al. [10, 11] examined the Nijenhuis operators on Lie algebras in the context of the classical Yang-Baxter equation, which has a close relation with the Lie algebraic version of the Rota-Baxter equation recalled below [4, 13] .
The Nijenhuis operator on an associative algebra can be originated to [5] in the study of quantum bi-Hamiltonian systems. In [7] , K. Ebrahimi-Fard gave the construction of a free commutative associative Nijenhuis algebra on a commutative associative algebra, based on an augmented modified quasi-shuffle product. In [20] , the associative Nijenhuis operators were constructed due to an application of a twisting operation on Hochschild complex by analogy with Drinfelds Definition 2.1. Let X be a set. A free Nijenhuis algebra on X is a Nijenhuis algebra (F N (X), N X ) together with a map j X : X → F N (A) such that, for any Nijenhuis algebra (R, N) and any map f : X → R, there is a unique Nijenhuis algebra homomorphismf : F N (X) → R such that f • j X = f :
Free Nijenhuis algebras are quotients of free operated algebras, and the construction of free operated algebras was given in [13, 14] . We reproduce that construction here to review the notations.
Let ⌊Y⌋ denote the set {⌊y⌋ | y ∈ Y}. Thus ⌊Y⌋ is a set indexed by Y but disjoint with Y. For a set X, we first let M 0 := M(X) be the free monoid generated by X, where the identity is denoted by 1. Then we define M 1 := M(X ∪ ⌊M(X)⌋) with i 0,1 being the natural injection i 0,1 :M 0 = M(X) ֒→ M 1 = M(X ∪ ⌊M 0 ⌋).
We identify M 0 with its image in M 1 . In particular, the identity 1 in M 0 is sent to 1 in M 1 .
Inductively assume that M n has been defined for n ≥ 1, and define
Further assume that the embedding i n−1,n : M n−1 → M n has been obtained. Then we have the injection
Thus by the freeness of M n = M(X ∪ ⌊M n−1 ⌋), we have
We finally define the monoid M(X) := lim
with identity 1. Elements of M(X) are called bracketed words in X. Let kM(X) be the free k-module spanned by M(X). Since the basis is a monoid, the multiplication on M(X) can be extended via linearity to turn the k-module kM(X) into an algebra, which we still denote by kM(X). Similarly, we can extend the operator ⌊ ⌋ : M(X) → M(X), which takes w ∈ M(X) to ⌊w⌋, to an operator ⌊ ⌋ on kM(X) by linearity and turn the algebra kM(X) into an operated algebra.
Lemma 2.2. [13, 14] Let i X : X → M(X) and j X : M(X) → kM(X) be the natural embeddings. Then, with structures as above, (a) the triple (M(X), ⌊ ⌋, i X ) is the free operated monoid on X; and (b) the triple (kM(X), ⌊ ⌋, j X • i X ) is the free operated algebra on X.
It was shown in [13] that every w ∈ M(X) \ {1} has a unique standard decomposition:
where
We call m the breadth of w, denoted by bre(w) = m. If w = 1 ∈ M(X), we define bre(w) = 0. Elements w ∈ M n \ M n−1 are said to have depth n, denoted by dep(w) = n. We now review a k-basis of a free Nijenhuis algebra given in [9, 16] , which is a subset of bracketed words. Let Y and Z be subsets of M(X). Define the alternating products of Y and Z by
Recursively define X 0 := M(X) and X n := Λ(X 0 , X n−1 ), n ≥ 1. Thus X 0 ⊆ · · · ⊆ X n ⊆ · · · and so we have
Let F N (X) := kX ∞ the free k-module spanned by X ∞ . To make F N (X) into a Nijenhuis algebra, a Nijenhuis operator N X and a product ⋄ need to be equipped. Let w, w ′ be two basis elements in X ∞ . Define a linear operator N X : F N (X) → F N (X) by setting N X (w) = ⌊w⌋.
Next we define w ⋄ w ′ inductively on the sum n := dep(w) + dep(w ′ ) ≥ 0. If n = 0, then w, w ′ ∈ X 0 = M(X) and define w ⋄ w ′ := xx ′ , the concatenation in M(X). Suppose that w ⋄ w ′ have been defined for all w, w ′ ∈ X ∞ with n ≤ k for a k ≥ 0 and consider w, w ′ ∈ X ∞ with n = k+1. If w = 1 or w ′ = 1, without loss of generality, letting w = 1, then define w ⋄ w ′ := w ′ . Assume w 1 and w ′ 1, and so bre(w), bre(w ′ ) ≥ 1. Consider first bre(w) = bre(w ′ ) = 1. Then w and w ′ are in S (X) ⊂ X 0 or ⌊X ∞ ⌋ and can not be both in S (X) since n = k + 1 ≥ 1. We accordingly define
Here the product in the first two cases is by concatenation and in the third case is by the induction hypothesis on n. Now consider bre(w) ≥ 1 or bre(w
be the standard decompositions of w and w ′ . Define
is defined by Eq. (2) and the rest products are given by the concatenation. Lemma 2.3. [9, 16] Let X be a set and j X : X → X ∞ → F N (X) the natural injection. Then the quadruple (F N (X), ⋄, N X , j X ) is the free Nijenhuis algebra on X.
For the rest of this paper, unless alternative notations are specifically given, we will use the infix notation ⌊w⌋ interchangeably with N X (w) for any w ∈ F N (X). Write
Definition 2.4. We call a sequence w 1 , · · · , w m from the set I alternating if no consecutive elements in the sequence are in ⌊X ∞ ⌋, that is, either w i or w i+1 is in X for each 1 ≤ i ≤ m − 1.
The following unique factorization sheds insight on the construction of a coproduct on F N (X). (a) The breadth and width of w ∈ X ∞ are different. For example, let w = x 1 x 2 x 3 with x 1 , x 2 , x 3 ∈ X. Then bre(w) = 1 and wid(w) = 3. (b) If the sequence w 1 , · · · , w m is alternating, then, for each 1 ≤ i ≤ m − 1, w i and w i+1 cannot be both in ⌊X ∞ ⌋. However, w i and w i+1 may be both in X.
2.2.
The left counital bialgebra structure on free Nijenhuis algebras. In this subsection, we use Proposition 2.5 to get a coproduct on F N (X), which, together with a left counit, makes F N (X) into a left counital coalgebra. The 1-cocycle condition ∆P = P ⊗ 1 + (id ⊗ P)∆, which is used to construct the Hopf algebra structure on free Rota-Baxter algebras [21] , does not work for free Nijenhuis algebras. So Guo et al. proposed the following concepts [22] .
Definition 2.7.
(a) A left counital coalgebra is a triple (H, ∆, ε), where the coproduct ∆ : H → H⊗H satisfies the coassociativity: (∆⊗id)∆ = (id⊗∆)∆ and the left counit ε : H → k satisfies the left counicity:
, where (H, m, u) is an algebra and (H, ∆, ε) is a left counital coalgebra such that ∆ and ε are homomorphisms of algebras. (c) A left counital operated bialgebra is a sextuple (H, m, u, ∆, ε, P), where (H, m, u, ∆, ε) is a left counital bialgebra and (H, m, u, P) is an operated algebra, that is, an algebra (H, m, u) with a linear operator P :
satisfying the one-cocycle property:
Thanks to Eq. (4), we can construct a coproduct ∆ :
If w = x 1 · · · x m ∈ S (X) with m ≥ 2 and
, and we define
Assume ∆(w) has been defined for w ∈ X ∞ with dep(w) ≤ n and consider w ∈ X ∞ with dep(w) = n + 1. In view of Proposition 2.5, there is a unique alternating sequence
So we can write w := ⌊w⌋ for some w ∈ X ∞ . Then we define by Eq. (4) that
where ∆(w) is defined by the induction hypothesis. If m ≥ 2, we define
where ∆(w 1 ), · · · , ∆(w m ) are defined in Eq. (6) or Eq. (8) . Note ∆(w) is well-defined by the uniqueness of the alternating factorization of w in Proposition 2.5. This completes the inductive definition of the coproduct ∆ on F N (X). We shall tacitly denote by ∆ the coproduct defined here throughout the remainder of the paper.
The following is an easy property of ∆, which will be used frequently.
Lemma 2.8. Let X be a set and w ∈ M(X). Then ∆(w) = 1 ⊗ w.
Proof. Consider first w = 1. Then ∆(w) = 1 ⊗ 1 = 1 ⊗ w by Eq. (5). Consider next w 1. Then we may write w = x 1 · · · x m , where m ≥ 1 and x 1 , · · · , x m ∈ X. Then it follows from Eqs. (6) and (7) that
We are going to show the compatibility of ∆ with the product ⋄. Let us begin with a simple case.
Lemma 2.9. Let X be a set and u, v ∈ M(X). Then
Proof. We have two cases to consider. Case 1. u = 1 or v = 1. By symmetry, let u = 1. Then ∆(u) = 1 ⊗ 1 by Eq. (5) and so
Case 2. u 1 and v 1. Then we can write
where p, q ≥ 1 and
as required.
Lemma 2.10. Let X be a set and u, v ∈ F N (X). Then
Proof. Since ∆ is linear and ⋄ is bilinear, we only need to prove the result for basis elements u, v ∈ X ∞ . If u = 1 or v = 1, without loss of generality, letting u = 1, then by Eq. (5),
Assume u 1 and v 1, and we proceed to prove this case by using induction on the sum of the depths n := dep(u) + dep(v). For the initial step of n = 0, we have dep(u) = dep(v) = 0 and so u, v ∈ M(X). Then the result is valid from Lemma 2.9.
For the inductive step, assume the result holds for n ≤ k for a k ≥ 0, and consider the case of n = k + 1. We reduce to prove the result by induction on the sum of the widths Using the Sweedler notation, we denote by
Thus we have
This completes the initial step of the induction on wid(u) + wid(v). Assume that Eq. (10) holds for the case of n = k + 1 and 2 ≤ m ≤ ℓ, and consider the case of n = k + 1 and m = ℓ + 1. Then m ≥ 3 and so either wid(u) ≥ 2 or wid(v) ≥ 2. We have three cases to prove:
(a) wid(u) ≥ 2, wid(v) ≥ 2; (b) wid(u) ≥ 2, wid(v) = 1; (c) wid(u) = 1, wid(v) ≥ 2. We only prove the first case, because other cases are easier and can be treated in the same way. So suppose wid(u) ≥ 2 and wid(v) ≥ 2.
From Proposition 2.5, there are unique alternating sequences u 1 , · · · , u p and v 1 , · · · , v q such that
and so
If u p ∈ ⌊X ∞ ⌋ and v 1 ∈ ⌊X ∞ ⌋, let
By Eq. (2), we may suppose
So we get
This completes the induction on wid(u) + wid(v) = m and so the induction on dep(u) + dep(v) = n.
Lemma 2.11. Let X be a set. Then ∆ is a coproduct on F N (X), that is, ∆ satisfies the coassociative law
Proof. We prove the result by induction on depth n := dep(w) of the basis elements w ∈ X ∞ . For the initial step of n = 0, we have w ∈ M(X). By Lemma 2.8, we get ∆(w) = 1 ⊗ w and so
For the inductive step, assume the result is true for the case of n ≤ k for a k ≥ 0, and consider the case of n = k + 1. We next reduce to prove the result by induction on the width m := wid(w). Since dep(w) = k + 1 ≥ 1, we have w 1 and so m = wid(w) ≥ 1. If m = 1, since dep(w) ≥ 1, we can write w = ⌊w⌋ = N X (w) for some w ∈ X k . So we get
Assume that the result is valid for the case of n = k + 1 and m ≤ ℓ, and consider the case of n = k + 1 and m = ℓ + 1 ≥ 2. So we can suppose
, where wid(w By the induction hypothesis on m, we have (2) ) and
With the similar argument, we can get
Thus Eq. (11) holds by Eq. (12). This completes the inductive proof.
We turn to construct a left counit on F N (X). Define a linear map:
The next result shows that ε is compatible with the product ⋄.
Lemma 2.12. Let X be a set and u, v ∈ F N (X). Then
Proof. By linearity of ε, it is sufficient to prove the result for basis elements u, v ∈ X ∞ . If u = 1 or v = 1, by symmetry, let u = 1. Then ε(u) = 1 k and
Suppose u 1 and v 1. Then u ⋄ v 1 and so by Eq. (13) ε
Lemma 2.13. Let X be a set. Then the ε given in Eq. (13) is a left counit on F N (X), that is, ε satisfies the left counicity
Proof. We prove the result by induction on depth n := dep(w) of basis elements w ∈ X ∞ . For the initial step of n = 0, we have w ∈ M(X). By Lemma 2.8, we obtain ∆(w) = 1 ⊗ w and so
For the induction step, assume the result is true for the case of n ≤ k for a k ≥ 0, and consider the case of n = k + 1. We next reduce to prove the result by induction on the width m := wid(w).
Since dep(w) = k + 1 ≥ 1, we have w 1 and so m = wid(w) ≥ 1. If m = 1, since dep(w) ≥ 1, we can write w = N X (w) for some w ∈ X k , which implies
Assume the result holds for the case of n = k + 1 and m ≤ ℓ, and consider the case of n = k + 1 and m = ℓ + 1 ≥ 2. So we can write w = w 1 ⋄ w 2 , where wid(w 1 ) + wid(w 2 ) = ℓ + 1 and 1 ≤ wid(w 1 ), wid(w 2 ) ≤ ℓ. Using the Sweedler notation, we may write
From the induction on m, we get
which implies (2) ) (by Lemma 2.12)
This completes the induction on the width wid(w) and hence the induction on the depth dep(w).
Now we put the pieces together to state our main result of this section. Define a linear map
14. Let X be a set. Then the sextuple (F N (X), ⋄, u, ∆, ε, N X ) is a left counital cocycle bialgebra.
Proof. By Lemma 2.3, the quadruple (F N (X), ⋄, u, N X ) is an operated algebra. From Lemmas 2.11 and 2.13, the triple (F N (X), ∆, ε) is a left counital coalgebra. Finally, (F N (X), ⋄, u, ∆, ε, N X ) is a left counital cocycle bialgebra by Eq. (8) and Lemmas 2.10, 2.12.
Left counital Hopf algebra structures on free Nijenhuis algebras
This section is devoted to a left counital Hopf algebraic structure on a free Nijenhuis algebra F N (X). All algebras considered in this section are assumed to be of characteristic zero. The following concepts are from [22 
Let A be an algebra and C a left counital coalgebra. Denote R := Hom(C, A). For f, g ∈ R, the convolution product of f and g can still be defined by In setting of connected graded left counital bialgebras, right antipodes come for free. There is no accident that F N (X) is a connected graded left counital bialgebra, as we will soon see. For a w ∈ X ∞ , define the degree of w to be (15) deg
where deg N X (w) (resp. deg X (w)) denotes the number of occurrences of N X (resp. x ∈ X) in w. For example, deg(⌊x⌋) = 2 and deg(x⌊x⌋) = 3. Define
Here the inclusion follows from deg(N X (w)) = deg(w) + 1 for w ∈ X ∞ . We will show below that the grading as above is compatible with the product ⋄ and coproduct ∆ on F N (X).
Lemma 3.4. Let X be a set and F N (X) the free Nijenhuis algebra on X. Then
Proof. Let w ∈ F 
. Assume the result is valid for the case of s = k + 1 and t ≤ ℓ, and consider the case of s = k + 1 and t = ℓ + 1 ≥ 2. We have three cases to consider (a) wid(w) ≥ 2, wid(w
Here we only supply the explicit proof of the first case, because other cases are easier and can be checked similarly. Suppose wid(w) ≥ 2 and wid(w ′ ) ≥ 2, and denote by w := w 1 ⋄ · · · ⋄ w m−1 and w
By the associativity of the product ⋄ and Definition 2.4,
(by Eq. (18)).
This finishes the induction on t and hence the induction on s. * Lemma 3.5. Let X be a set and F N (X) the free Nijenhuis algebra on X. Then
Proof. Let w ∈ X ∞ be a basis element of F N (X). We proceed to prove the result by induction on n = deg(w) ≥ 0. For the initial step of n = deg(w) = 0, we have w = 1 and so by Eq. (5)
For the induction step, assume the result is true for the case of n ≤ k for a k ≥ 0, and consider the case of n = k + 1. Under this assumption, we reduce to prove the result by induction on the width m = wid(w). Since n = deg(w) ≥ 1, we have w 1 and so m = wid(w) ≥ 1. If m = 1, then either w = x for some x ∈ X or w = N X (w) for some w ∈ X ∞ . If w = x for some x ∈ X, then n = deg(w) = 1 and
Using the induction hypothesis on n, we get (17) and (19)).
This completes the induction on wid(w) and hence the induction on deg(w). Now we arrive at the main result of the paper. Theorem 3.6. Let X be a set and F N (X) the free Nijenhuis algebra on X. Then the quintuple (F N (X), ⋄, N X , ∆, ε) is a connected graded left counital bialgebra and hence a left counital Hopf algebra.
Proof. The (F N (X), ⋄, N X , ∆, ε) is a left counital bialgebra by Theorem 2.14, and further is graded by Eq. (16) and Lemmas 3.4, 3.5. The connectedness follows from Eqs. (13) and (16) . Therefore the result is valid from Lemma 3.3.
