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1. Introduction
Let (M, g) be a self-dual Riemannian 4-manifold. This means that the anti-self-dual Weyl tensor
W− vanishes. In this case [1] construct a complex 3-manifold Z called the Twistor Space of M , and a
fibration by holomorphically embedded rational curves.
CP1 → Z Complex 3-manifold
↓
M4 Riemannian 4-manifold
Suppose moreover that M admits a free isometric circle (S1) action. Then the quotient manifold
M/S1 is naturally equipped with a so-called Einstein–Weyl geometry. That is to say we have a triple
(M/S1, [h],D) where [h] is a conformal class, here for the induced metric of the quotient, and D is a
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torsion-free affine connection. The condition
Ric(ij) = λhij (Einstein-like)
more precisely Ric(u, v)+ Ric(v, u) = 2λh(u, v) and besides that the following
Dh = α ⊗ h (Weyl Connection)
for some1-formα are to be satisfied. This action can naturally be extended to a holomorphicC∗-action
over the twistor space. We call the corresponding quotient Z/C∗ theMinitwistor space of the self-dual
manifold. It is a very natural question to ask what is this quotient space. We know that if the twistor
space is algebraic or Moishezon the quotient becomes a complex surface with singularities in general.
In the March of 2004, Honda gave an explicit description for the twistor space of certain self-dual
metrics on 3CP2 admitting a free isometric circle action, equivalently a nowhere zero Killing Field as
follows.
Theorem 1.1 (NobuhiroHonda, [6]). Let g be a self-dualmetric on 3CP2 which admits a non-trivial Killing
Field. Suppose further that it is of positive scalar curvature type, and not conformally equivalent to the
hyperbolic ansatz self-dual metrics of LeBrun’s [9].
Then the twistor space is a small resolution of the double cover of CP3 branched along a quartic,
equation of which is given in some homogeneous coordinates by
(Z2Z3 + Q (Z0, Z1))2 − Z0Z1(Z0 + Z1)(Z0 − aZ1) = 0
where Q (Z0, Z1) is a quadratic form of Z0 and Z1 with real coefficients, and a ∈ R+.
Moreover, the naturally induced real structure on CP3 is given by
σ(Z0 : Z1 : Z2 : Z3) =

Z¯0 : Z¯1 : Z¯3 : Z¯2

,
and the naturally induced U(1)-action on CP3 is given by
(Z0 : Z1 : Z2 : Z3) →

Z0 : Z1 : eiθZ2 : e−iθZ3

for eiθ ∈ U(1).
To construct the minitwistor space of a Hondametric, we appeal to the geometric invariant theory
(GIT) for Toric Varieties. This celebrated theory was developed by D. Mumford around 1970s to
understand the quotients of group actions on manifolds. We compute the image under the double
branched cover, so that we could be able to recover the original minitwistor space by taking a double
cover along the related branch locus. GIT computes the quotients according to some linearizations.
It takes out some bad orbits, called the unstable orbits and gives a toric variety as a result. We do
computations for each linearization and finally figure the way to minimize the number of unstable
orbits. Summarizing our main Theorem 4.1 and efficiency arguments in Section 5 we have obtained
the following theorem.
Theorem A. The image of the Minitwistor space of a Honda metric in [6] according to some efficient
specific linearization is the complex weighted projective space CP1,1,2.
The idea is to compute the coordinate rings of the variety obtained, and sketching the fan or
the polytope of the toric variety to realize an isomorphism with the fan or polytope of the CP1,1,2.
Yet, one can show that even this most refined quotient excludes CP1-many orbits. But the GIT
for Toric Varieties does not provide a better solution than Theorem A. We define and discuss the
efficiency and classification of quotients arising from all possible linearizations. For our purposes, best
linearizations are the ‘‘efficient’’ ones as discussed in Section 5. We are interested in the geometric
(visual) perspective, so that reducing the unstable orbits in terms of dimension, measure or number
of connected components is desirable for us. Summarizing the Theorems 5.1 and 5.2 and Corollary 5.3,
we have obtained the following theorem.
Theorem B. The only possible categorical quotients of C4 under the C∗2 action described by the matrix
A =

1 1 1 1
0 0 1 −1

are the empty set, C,CP1 and CP1,1,2.
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Honda also describes these minitwistor spaces in [7] but in a somewhat ad hoc way. So a GIT
construction is desirable. The method we use can be applied to compute different minitwistor spaces
and also can be developed to bemore effective. The project is to apply the general geometric invariant
theory and figuring out the complete information about these quotients. It is a very common problem
to figure out the minitwistor spaces from the twistor spaces, and there are a number of self-dual
metrics for which the minitwistor space is waiting to be computed. A systematic application of GIT
will address and solve many problems in the area. This paper should be considered as a modest start
for this program. In Sections 2 and 3 we give a review of GIT and Toric Varieties. Our survey owe
much to the excellent resources [3,2,10]. Finally in Sections 4 and 5 we present our applications. The
interested reader can consult [4,5,8] for the differential geometric aspects of this field.
2. Action of a torus on an affine space
In this section we will analyze the actions of the algebraic torus group T = (C∗)r on the affine
space Cn and understand the quotients arisen this way.
Recall that a character χ of an abelian group, with values in a field is a homomorphism from the
group to amultiplicative group, i.e. satisfyingχ(gh) = χ(g)χ(h). Moreover,χ(T ) stands for the group
of characters of T . We have the fact that any character χ : T −→ C∗ is given by [3,10]
χ(t) = χ(t1 · · · tr) = ta11 ta22 · · · tarr =
r∏
i=1
taii
for ti ∈ C, ai ∈ Z. So we have the isomorphism χ(T ) ≈ Zr for the space of characters.
Consequently, after diagonalization, a T action on Cn is written as
t ·
Z1...
Zn
 =
χ1(t)Z1...
χn(t)Zn
 =
t
a1Z1
...
tanZn
 =
t
a11
1 · · · tar1r Z1
...
ta1n1 · · · tarnr Zn
 ,
so the matrix A = [aij] ∈ Mr×n(Z) encodes the action.
More generally, let σ : T × X → X be an action of the group T on the complex manifold X by
complex automorphisms. For a holomorphic line bundle π : L → X , we define the following.
Definition 2.1. A linearization of the holomorphic line bundle L with respect to the action of T is an
action σ : T × L → L so that
(1) the following diagram commutes
T × L σ−→ L
id× π ↓ ↓ π
T × X σ−→ X
(2) the zero section X ≈ L0 ⊂ L is T -invariant.
So this is the extension of the action σ to L, preserving the fibers, i.e. points on a fiber map onto
the same fiber under the action of an element. It follows from the definition that this action on a fiber
σ t : Lp → Ltp for any t ∈ T and any p ∈ X is a linear isomorphism.
In our case, the action of Cr∗ on Cn is given by the matrix A = (a1 · · · ar) ∈ Mn×r(Z). Consider
the trivial line bundle C → Cn. Fix α = (α1 · · ·αr) ∈ Zr . Extend the action over to the bundle C as
follows
t · (Z,W ) = (t · Z, tαW ) = (t · Z, tα11 tα22 · · · tαrr W ) where Z ∈ Cn, W ∈ C.
We denote this linearized line bundle by Lα . So any a ∈ Zr gives an extension or a linearization.
Recall that the holomorphic sections of the trivial line bundle are identified with the polynomials
F ∈ C[Z1 · · · Zn], like the homogeneous polynomials for bundles over Pn. A section F is an invariant
section of Lα if
t · (Z, F(Z)) = (t · Z, tα · F(Z)) = (t · Z, F(t · Z)),
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which amounts to
tα · F(Z) = F(t · Z),
that is
tα11 · · · tαrr F(Z1 · · · Zr) = F(ta1Z1 · · · tar Zr).
The action of σ on L induces an action on L⊗d as for a decomposable l ∈ L⊗dp ,
σ t(l) = σ t(l1 ⊗ · · · ⊗ ld) = σ t(l1)⊗ · · · ⊗ σ t(ld) ∈ L⊗dtp .
Likewise, G is an invariant section of L⊗dα if for G = F1 · · · Fd
G(t · Z) = F1(t · Z) · · · Fd(t · Z)
= (tα · F1) · · · (tα · Fd)
= tαd · F1 · · · Fd
= tαd · G(Z).
Imposing the above condition one proves that
Proposition 2.2 ([3]). G ∈ H0(Cn, L⊗dα )T , i.e. G is an invariant section of the linearized line bundle L⊗dα iff
it is a linear combination of monomials Zm = Zm11 · · · Zmnn such that
[A,−α]
[
m
d
]
= 0r (Monomial Equation)
where A ∈ Mr×n(Z) is the action matrix, α ∈ Zr is the tuple for the extension.
Proof. Say G = Zm, then
G(t · Z) = tαd · G(Z)
G(ta1Z1 · · · tanZn) = (tα11 · · · tαnn )dZm
(ta1Z1)m1 · · · (tanZn)mn = ′′
ta1m1 · · · tanmnZm = ′′
(ta111 · · · tar1r )m1 · · · (ta1n1 · · · tarnr )mnZm = ′′.
Comparing the powers of ti’s from both sides we obtain the equality
ai1m1 + · · · + ainmn = αid,
[ai1 · · · ain]
m1...
mn
 = [αi]d for any 1 ≤ i ≤ r,
Am = αd. 
Example 2.3. Consider the following action of C∗2 on C4,
(t1, t2) ·
 XYZ
W
 =
 t1Xt−n1 t2Yt1Z
t2W
 , α = 11

.
The action matrix is A =

1 −n 1 0
0 1 0 1

and the monomials for the invariant sections are obtained
from the equation
[
1 −n 1 0 −1
0 1 0 1 −1
]
m1
m2
m3
m4
d
 = 02.
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Next we are going to give some definitions in the geometric invariant theory (GIT), which deals
with the actions of groups on manifolds, and figuring out their corresponding quotients.
Definition 2.4 (Stability [3]). Let L be a T -linearized line bundle on the algebraic variety X and let
x ∈ X , then
(i) x is called semi-stable with respect to L if it belongs to the set X \ {s = 0} ⊂ Cn (affine) for some
m > 0 and some s ∈ H0(X, Lm)T
(ii) x is called unstablewith respect to L if it is not semi-stable.
We respectively denote by X ss(L) and Xus(L), the set of semi-stable and unstable points in X .
Definition 2.5 (Categorical Quotient [3]). A categorical quotient of a T -variety X is a T -invariant
morphism p : X → Y such that for any T -invariant morphism g : X → Z , there exists a unique
morphism g¯ : Y → Z satisfying g¯ ◦ p = g . Y is written sometimes as X//T and also called the
categorical quotient.
The GIT guarantees a (good) categorical quotient X ss(Lα)/T , see [3, pp. 118], denoted alternatively
by X(L)/ /α T . This is the quotient obtained by taking out the unstable orbits. So according to the GIT,
semi-stable points have this well behaving quotient described as follows.
Proposition 2.6 ([3]). If X is projective and L is ample, we can compute the categorical quotient by
X(L)/ /α T = Proj

d≥0
H0(X, L⊗dα )
T

.
3. Toric varieties
Let V ⊂ Cn be an affine variety. We define its (affine) Coordinate ring to be
C[V ] = C[z1 · · · zn]|V .
This is to say the coordinate ring is the ring of regular functions according to the terminology of [12].
If we look at the restriction map
restr : C[z1 · · · zn] −→ C[z1 · · · zn]|V
we see that its kernel is equal to IV , the vanishing ideal of V . So the coordinate ring becomes
C[V ] = C[z1 · · · zn]/IV .
For any ring R, we define itsmaximal spectrum by
Specm(R) = {I < R : I is a maximal ideal}.
For any affine varietyV ⊂ Cn, defining the Zariski Topology on each sidewehave thehomeomorphism
V ≈ Specm(C[V ]) between an affine variety and the maximal spectrum of its coordinate ring. As the
trivial case, Cn ≈ SpecmC[z1 · · · zn], where a point a ∈ Cn corresponds to its vanishing ideal
I{a} = C[z](z1 − a1)+ · · · + C[z](zn − an) = ⟨z1 − a1, . . . , zn − an⟩.
Themaximal ideals of the latter type consumes themaximal ideals of the polynomial ringC[z1 · · · zn],
see [10], which is referred to as theWeak Nullstellensatz in the literature [2]. The full spectrum is the
larger space of prime ideals with which we do not deal here.
For any group G, the group ring C[G] is the vector space with basis {[g]}g∈G together with the
bilinear product based on group multiplication. This amounts to a C-algebra. If we relax the inverse
condition on a group then we get similar operations and obtain the monoid algebra. As an example
we can consider C[Zn]which is the same as the algebra of Laurent polynomials C[Z±11 · · · Z±nn ] under
the correspondence m ∈ Zn to Zm = Zm11 · · · Zmnn . Similarly if we have a submonoid of Zn, its monoid
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algebra will be the subalgebra of Laurent polynomials generated by the corresponding monomials.
Notice that we are using the same notation with the coordinate ring. The reader is expected to
interpret the meaning from the context, will depend on what lies in the bracket, a geometric object
or an algebraic one.
We first go into the definition of an affine toric variety. For that purpose we take a cone σ in Rn
satisfying the conditions of the following definition for the canonical lattice N ≈ Zn ⊂ Rn.
Definition 3.1 (Cone). Let A = {x1 · · · xr} ⊂ Rn be a finite set of vectors. Then
• The set σ = {x ∈ Rn : x = λ1x1 + · · · + λrxr , λi ≥ 0} is called a cone.
• σ is called a lattice cone if all the vectors xi ∈ A belong to N .
• σ is called strongly convex if it does not contain any straight line going through the origin,
i.e. σ ∩ −σ = {0}.
In this case we define the affine toric variety corresponding to σ as
Uσ := SpecmC[σˇ ∩ N∗]
where the dual is defined to be σˇ = {u ∈ Rn : ⟨u, σ ⟩ ≥ 0} and N∗ = HomZ(N,Z). By abuse of
notation, one can also write Uσ = SpecmC[σˇ ]. Similar to the way that the cones correspond to an
affine toric variety, some collection of cones called fans correspond to a toric variety. More precisely
Definition 3.2 (Fan, [2]). A fan∆ is a finite union of cones such that
• the cones are lattice and strongly convex;
• every face of a cone of∆ is again a cone of∆;
• σ ∩ σ ′ is a common face of the cones σ and σ ′ in∆.
Now for a fan∆ in N , we can naturally glue {Uσ : σ ∈ ∆} together to obtain a Hausdorff complex
analytic space
X∆ :=

σ∈∆
Uσ
which is irreducible and normal with dimension equal to rank(N) and called the Toric Variety [11]
associated with the fan (N,∆). It is topologically endowed with an open cover by the affine toric
varieties Uσ = SpecmC[σˇ ].
Summarizing what we did in highbrow terms [3], we constructed the Uσ = SpecmC[σˇ ∩ N∗] as
the affine variety with C[Uσ ] isomorphic to C[σˇ ∩ N∗]. Since for any σ , σ ′ ∈ ∆, σ ∩ σ ′ is a face in
both cones, we obtain thatC[(σ ∩σ ′)ˇ∩N∗] is a localization of each algebraC[σˇ ∩N∗] andC[σˇ ′∩N∗].
This shows that SpecmC[(σ ∩ σ ′)ˇ ∩ N∗] is isomorphic to an open subset of Uσ and Uσ ′ , which allows
us to glue together the varieties Uσ ’s to obtain the toric variety X∆.
Returning to our case wherewe have an action of a torus T on an affine spaceCn, α-linearized over
to a line bundle L, we will now produce a fan and a toric variety out of this linearization. Notice that
we have a natural isomorphism of graded algebras
d≥0
H0(Cn, L⊗dα )
T ≈ C[S] =

d≥0
C[Sd]
where S is the monoid of elementsm ∈ Zn solving the Monomial Equation. C[Sd] is the linear span of
Sd which is the set of dth solutions of the Monomial Equation. It is degree-d homogeneous part of the
finitely generated C[S]. The ideal
C[S]>0 :=

d>0
C[Sd] = ⟨Zm1 , . . . , Zms⟩
is finitely generated by a minimal set of monomial generators wheremj = (m1j · · ·mnj). For Ij := {i |
mij ≠ 0} and ZI := Πi∈IZi where I ⊂ {1 · · · n}we have the equality
D(Zmj) := Cn − {Zmj = 0} = Cn − {ZIj = 0} =: D(ZIj).
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By its definition the semi-stable locus becomes
(Cn)ss(Lα) =
s
i=1
D(ZIj).
Thinking the matrix as a map A : Zn −→ Zr , letM = KerA ⊂ Zn and for 1 ≤ j ≤ s define
Rj := C[D(ZIj)]T =

F(Z)
ZpIj
: p ≥ 0 and F(Z) ∈ ZpIjC[M]

.
Next, we will be gluing together some affine varieties coordinate rings of which are Rj’s. M is a free
abelian group of rank l = n − rankA. Consider the map (Zn)∗ −→ N = M∗, which is given by
restricting the linear functionals. Let {ei} be a basis for Zn, {e∗i } be the dual basis with respect to the
Euclidean metric, and {e∗i } be their image in M∗. We define the convex cones σIj ’s or more concisely
σj’s as the following span:
σj := ⟨e∗i | i ∉ Ij⟩ ⊂ NR := N ⊗ R ≈ Rl.
One can show that Rj ≈ C[σˇj∩M]. σj’s form a fan∆, and this fan gives the toric variety we are seeking
as the quotient; see [3] for details. Consequently we have the following,
Theorem 3.3 ([3]). Let (Zn)∗ −→ M∗ be the transpose of the inclusion M ↩→ Zn and N be its image. Let
∆ be the N-fan formed by the cones σj, j = 1 · · · s defined as above. Then
Cn(L)/ /α T = (Cn)ss(Lα)/T ≈ X∆.
Example 3.4. The weighted projective space CP1,1,2 is by definition the quotient of C3 − 0 by the
C∗-action given by the matrix A = [1, 1, 2].
If we linearize the trivial bundle overC3 by α = 2, the linear system Am = α is just a+b+2c = 2,
and nonnegative solutions for the triple (a, b, c) are generated by
(2, 0, 0) (1, 1, 0) (0, 2, 0) (0, 0, 1)
so that the coordinate rings are obtained as
C[N4 ∩ π−1(2)] = C[X2, XY , Y 2, Z]
C[U1/C∗] = C
[
1,
Y
X
,
Y 2
X2
,
Z
X2
]
= C
[
Y
X
,
Z
X2
]
= C[a, b]
C[U2/C∗] = C
[
X
Y
, 1,
Y
X
,
Z
XY
]
= C
[
X
Y
,
Y
X
,
Z
XY
]
= C[a−1, a, a−1b]
C[U3/C∗] = C
[
X2
Y 2
,
X
Y
, 1,
Z
Y 2
]
= C
[
X
Y
,
Z
Y 2
]
= C[a−1, ba−2]
C[U4/C∗] = C
[
X2
Z
,
XY
Z
,
Y 2
Z
, 1
]
= C
[
X2
Z
,
XY
Z
,
Y 2
Z
]
= C[b−1, ab−1, a2b−1]
if we assign a = YX and b = ZX2 .
Then since
4
i=1
Ui = C3 − {{X2 = 0} ∩ {XY = 0} ∩ {Y 2 = 0} ∩ {Z = 0}}
= C3 − {{X = 0} ∩ {XY = 0} ∩ {Y = 0} ∩ {Z = 0}}
= C3 − {X = Y = Z = 0}
these are the coordinate rings of the stated weighted projective space.
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The moment polytope looks like the following.
4. Minitwistor space
The image of the Honda Minitwistor space (1.1) is the quotient of CP3 by the C∗ action
(Z0 : Z1 : Z2 : Z3) →

Z0 : Z1 : λZ2 : λ−1Z3

for λ ∈ C∗.
On the other hand, to obtain CP3, we already have the classical C∗ action
(Z0 : Z1 : Z2 : Z3) → (λZ0 : λZ1 : λZ2 : λZ3) for λ ∈ C∗.
Combining the two, the image is equal to the quotient of the C∗2 action by the matrix
A =
[
1 1 1 1
0 0 1 −1
]
onC4. Now, extend this action to the trivial line bundle overC4. Choices are the linearizations. Among
all of them, one of has the minimal number of unstable orbits.
Theorem 4.1. The categorical quotient of C4 under the C∗2 action described by the matrix
A =
[
1 1 1 1
0 0 1 −1
]
linearized by α = (2, 0) is the weighted projective space CP1,1,2.
Proof. The linear system Am = α is
a+ b+ c + d = 2
c − d = 0

or

a+ b+ 2d = 2
c = d
looking for nonnegative solutions, 1,0 are the only possibilities for d since from the first equation
2d ≤ 2. So
• d = 0 : a+ b = 2, c = 0 yields the solutions (2 0 0 0), (1 1 0 0), (0 2 0 0).
• d = 1 : a+ b = 0, c = 1 yields the solution (0 0 1 1).
So the coordinate rings are
C[N4 ∩ π−1(2, 0)] = C[X2, XY , Y 2, ZW ]
C[U1/C∗2] = C
[
1,
XY
X2
,
Y 2
X2
,
ZW
X2
]
= C
[
Y
X
,
Y 2
X2
,
ZW
X2
]
= C
[
Y
X
,
ZW
X2
]
C[U2/C∗2] = C
[
X2
XY
, 1,
Y 2
XY
,
ZW
XY
]
= C
[
X
Y
,
Y
X
,
ZW
XY
]
C[U3/C∗2] = C
[
X2
Y 2
,
XY
Y 2
, 1,
ZW
Y 2
]
= C
[
X2
Y 2
,
X
Y
,
ZW
Y 2
]
= C
[
X
Y
,
ZW
Y 2
]
C[U4/C∗2] = C
[
X2
ZW
,
XY
ZW
,
Y 2
ZW
, 1
]
= C
[
X2
ZW
,
XY
ZW
,
Y 2
ZW
]
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and these coordinate rings are isomorphic to the ones for the CP1,1,2 as in (3.4). Realize the
isomorphism by assigning c = YX , d = ZWX2 so that the coordinate rings respectively become
C[c, d], C[c, c−1, c−1d], C[c−1, c−2d], C[d−1, cd−1, c2d−1].
Besides, the moment polytope may help to visualize this isomorphism:

Realize that the union of Ui’s does not cover C4 since
4
i=1
Ui = C4 − {{X2 = 0} ∩ {XY = 0} ∩ {Y 2 = 0} ∩ {ZW = 0}}
= C4 − {{X = Y = Z = 0} ∪ {X = Y = W = 0}}.
Consequently, the points [0 : 0 : 0 : 1], [0 : 0 : 1 : 0] in CP3 are omitted in this quotient.
5. Efficiency and classification
In this sectionwe analyze the efficiency of the linearization in Theorem4.1. Our notion of efficiency
is based on the maximum dimension of the omitted part under the action which we call the efficiency
dimension. If this dimension is smaller, we say that the corresponding linearization is more efficient.
If two linearizations have the same efficiency dimension, then we consider the measure or number of
connected components of the omitted piece to decide which one is more efficient. As an example, the
linearization in the theorem has efficiency dimension Ed(2, 0) = 1.
Theorem 5.1. Let α = (x, y) ∈ N2, i.e. a linearization. Then the following hold.
• If y = 0 then the efficiency dimension Ed(0, 0) = 4, Ed(1, 0) = 2, moreover, Ed(2m, 0) = 1 and
Ed(2m+ 1, 0) = 2 for m ≥ 1.
• If y ≥ 1 then the efficiency dimension Ed(x, y) ≥ 3.
Proof. Recall that we are considering the following system.
a+ b+ c + d = x
c − d = y

or

a+ b+ 2d = x− y
c = d+ y.
Since we are concerned with nonnegative solutions, we need to have x ≥ y for that purpose. Suppose
first that y = 0.
• x = 0: Solution space SS = {(0 0 0 0)} is trivial. Charts are empty and Ed = 4.
• x = 1 : d = 0, a + b = 1, c = 0. SS = ⟨(1 0 0 0), (0 1 0 0)⟩+. The quotient turns out to be a CP1
for the coordinate rings are
C[N4 ∩ π−1(1, 0)] = C[X, Y ]
C[U1/C∗2] = C
[
X
Y
]
= C[β]
C[U2/C∗2] = C
[
Y
X
]
= C[β−1].
The omitted locus {X = Y = 0} ⊂ C4 has dimension Ed = 2.
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Fig. 1. Typical even(x− y = 4) and odd(x− y = 3) cases.
• x = 2m, m ≥ 1: We have a + b = 2(m − d) and c = d in this case. a + b decreases evenly as d
increases. So the coordinate ring is as follows.
C[X2m, X2m−1Y · · · XY 2m−1, Y 2m, {X2(m−1), X2(m−1)−1Y · · · Y 2(m−1)}ZW · · · ZWm].
This suggests that the omitted locus X = Y = Z = 0 or X = Y = W = 0, which implies that
Ed = 1 for this case.
• x = 2m+ 1, m ≥ 1: We have a+ b = 2(m− d)+ 1 and c = d in this case. d ≤ m for a positive
solution to exist.
The coordinate ring
C[X2m+1, X2mY · · · XY 2m, Y 2m+1, {X2m−1, X2m−2Y · · · Y 2m−1}ZW ,
{X2m−3 · · · Y 2m−3}ZW 2 · · · {X, Y }ZWm]
yields the omitted locus X = Y = 0 hence the Ed = 2 in this case.
Now suppose y ≥ 1. Then from the second equation we have c = d + y ≥ 1. This tells us that c is
nonzero, consequently the hyperplane Z = 0 always lies in the omitted locus. 
Theorem 5.2. Let α = (x, y) ∈ N2, i.e. a linearization. Let y ≥ 1. Then we have the following dimensions
and quotients.
• If x− y < 0 then Ed = 4, and the quotient is empty.
• If x− y = 0 then Ed = 3, and the quotient is C.
• If x− y = 1 then Ed = 3, and the quotient is a complex projective line CP1.
• If x− y ≥ 2 then Ed = 3, and the quotient is the weighted projective space CP1,1,2.
Proof. The first three cases are similar to that of in the proof of Theorem 5.1.
The rest can be analyzed via splitting into the even and odd cases as
x− y = 2m, 2m+ 1 form ≥ 1.
We go over two cases for illustrative purposed, their general cases has the same attributes. If x−y = 4
then the coordinate ring can be computed as
C[{X4, X3Y · · · Y 4}Zy, {X2, XY , Y 2}Zy+1W , Zy+2W 2].
If x− y = 3 then the coordinate ring is
C[{X3 · · · Y 3}Zy, {X, Y }Zy+1W ].
Wedetect the toric variety from the polytopes of these rings as in Fig. 1. The general cases are obtained
by extending these polytopes accordingly, which clearly does not change the lattice. A straightforward
generalization. 
Corollary 5.3. The quotient is the weighted projective space CP1,1,2 for the linearizations in the cases
(2m, 0), (2m+ 1, 0) for m ≥ 1 of Theorem 5.1.
Proof. The argument of Theorem 5.2 is still valid in the case of y = 0. 
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In summary, we compute the minimal efficiency dimension to be equal to 1, and this is achieved
by the cases α = (2m, 0) for m ≥ 1. In all of these minimal cases we have proved that the quotient
is the weighted projective space CP1,1,2. We also computed the efficiency and quotients for all the
remaining cases.
Acknowledgements
I would like to thank Claude LeBrun for his directions, Alastair Craw for his lectures on the GIT
and comments, Frédéric Rochon, Joel Robbin and the referee for careful examination, comments and
corrections on the previous draft.
References
[1] M.F. Atiyah, N.J. Hitchin, I.M. Singer, Self-duality in four-dimensional Riemannian geometry, Proc. R. Soc. Lond. Ser. A 362
(1978) 425–461.
[2] Jean-Paul Brasselet, Geometry of toric varieties, in: S. Sertoz (Ed.), Algebraic Geometry, Ankara, 1995, in: Lec. Not. in Pure
& Appl. Math, vol. 193, Dekker, NY, 1997, pp. 53–87.
[3] I. Dolgachev, Lectures on Invariant Theory, in: London Mathematical Society Lecture Note Series, vol. 296, Cambridge
University Press, Cambridge, 2003.
[4] N.J. Hitchin, Complex manifolds and Einstein’s equations, in: Twistor Geometry and Nonlinear Systems, Primorsko, 1980,
in: Lecture Notes in Math., vol. 970, Springer, 1982, pp. 73–99.
[5] N.J. Hitchin, Monopoles and geodesics, Comm. Math. Phys. 83 (4) (1982) 579–602.
[6] Nobuhiro Honda, Self-dual metrics and twenty-eight bitangents, J. Differential Geom. 75 (2) (2007) 175–258.
[7] Nobuhiro Honda, New examples of minitwistor spaces and their moduli space, Preprint. math.DG/0508088 (4 August
2005).
[8] P.E. Jones, K.P. Tod, Minitwistor spaces and Einstein–Weyl spaces, Classical Quantum Gravity 2 (4) (1985) 565–577.
[9] C. LeBrun, Explicit self-dual metrics on CP2# · · ·#CP2 , J. Differential Geom. 34 (1) (1991) 223–253.
[10] Shigeru Mukai, An Introduction to Invariants and Moduli, in: Cambridge Studies in Advanced Mathematics, vol. 81,
Cambridge University Press, 2003, Translated by W.M. Oxbury.
[11] Tadao Oda, Convex Bodies and Algebraic Geometry. An Introduction to the Theory of Toric Varieties, Springer-Verlag,
Berlin, 1988.
[12] I.R. Shafarevich, Basic Algebraic Geometry, vols. 1–2, Springer-Verlag, 1994.
