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CAPÍTULO 1 
INTRODUCCIÓN 
S 1.1. Al.GUNASDEFINIC10Nf5 E ENTIENDE POR COMUNICACIÓN el proceso por el cual la información se transfiere desde un ptmto en el espacio y tiempo llamado fuente él. otro punto denominado destinatario. En consecuencia, un sistema de comunicación es la totalidad de mecanismos que proveen el enlace de la información entre la fuente y el destinatario. Un sistema de comunicaciones 
eléctrico efectúa esta función primariamente, pero no en forma exclusiva, mediante el uso de 
dispositivos eléctricos. 
Todos los sistemas de comunicación tienen la misma función básica, la transmisión de la 
información, y nosotros estamos particularmente interesados en la transmisión de la infonnación 
en forma eléctrica. Haciendo de lado por un momento el concepto de información, el que analiza· 
remos en detalle en el capítulo correspondiente, nos centraremos en la manifestación física de la 
información tal como la produce la fuente, es decir, en el mensaje. 
Si bien las fuentes de irúormación son diversas, incluyendo tanto máquinas como seres htunanos, 
resu lta posible y conveniente distinguir dos tipos diferentes de mensajes: analógicos y digitales. 
Un mensaje analógico es una magnitud ñsica, variable en el tiemposegún una función continua. 
Es decir, dentro de cierto rango puede tomar infinitos val ores. Así tenemos por ejemplo la variación 
de presión sonora que produce la música o la palabra, la intensidad de luz en una escena, el nivel de 
combustible en un depósito, etcétera. 
Un menS<1je d igita l es una secuencia ordenada de símbolos, seleccionados de un conjunto finito 
de elementos discretos. Ejemplos de mensajes digitales son las letras de un texto, los orificios de una 
cinta o una tarjeta perforada, los puntos y rayas del código Morse, etcétera. 
Ya sea analógico o digital, el mensaje que produce la fuente no es eléctrico y será necesa rio un 
dispositivo que se denomina transductor de entrada, para convertirlo en una magnitud eléctrica. 
Dicha magnitud variable en el tiempo, ya sea una corriente o una tensión, que representa el mensaje 
en fo rma eléctrica, se denomina señal. De manera similar, otro transductor convertirá la señal de 
sal ida a la forma apropiada en el lugar de destino. Un micrófono y un altoparlante son ejemplos 
típicos de transductores de entrada y de sal ida, respectivamente, en el caso de mensajes analógicos. 
Por otra parte, el teclado de una máquina telex y una impresora son ejemplos de transductores de 
mensajes digitales. 
Resulta claro que tanlbién hablaremos de señales analógicas y digitales. Las primeras serán 
magnitudes eléctricas que variarán en forma continua en función del tiempo. Las segundas, en 
cambio, tomarán un nlmH!rO finito de valores. 
En este libro estudiaremos ftmdamentalmente la comunicación mediante señales eléctricas 
digitales en las redes de telecomunicaciones, esdecir, comunicaciones digitales. En forma particular 
ana lizaremos la transmisión de señales eléctricas digita les por medio de los sistemas eléctricos de 
comunicación. 
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Aunque algunas señales son digitales en naturaleza (teletipo, sa lida de computadora, etc.), 
muchas de ellas son analógicas y si las queremos transmitir digitalmente deben muestrearse 
previamente con cierta tasa periódica y convertirse en muestras discretas de amplitud mediante un 
proceso de cuantificación, para que luego puedan codificarse para su transmisión eficiente. 
Voz, video, facsímil, etc, son ejemplos de señales analógicas transmitidas digitalmente previo 
proceso de muestreo, cuantificación y codificación. Este proceso de conversión analógico·digital lo 
estudiaremos más adelante. 
Los elementos de un sistema completo de comunicación se muestran en la figura 1.1. Excluyen· 
do los transductores hay tres partes esenciales: el transmisor, el canal o vínculo de transmisión y el 
receptor. 
Mensaje 
de entrada 
Fuente 
Transductor 
de entrada 
Señal 
de entrada 
'-----------' 
TX 
Señal 
transmitida 
Canal 
d.TX 
Señal 
recibida 
Ruido. interferencia 
y distorsiÓfl 
RJ( 
Señal 
de salida 
Transductor 
de salida 
Mensaje 
de salida 
Destinatario 
'-----------' 
Figura t.l . Elementos principales de un si stema de comunicación 
El transmisor acopla el mensaje en el canal en forma de una señal transmi tida y, a efectos de 
una transmisión eficiente, varias operaciones de procesamiento de la señal pueden ser realizadas. 
La más coml"m es la modulación donde se adapta la señal transmitida a las propiedades del canal 
por medio de una onda portadora. 
El canal de transmisión o medio es la conexión eléctrica entre el transmisor y el receptor, que 
puede ser un par de conductores, un cable coaxial, un radioenlace, una fibra óptica, etcétera. 
El receptor extrae la señal que se desea del canal y la entrega al transductor. La operación clave 
del receptores la demodulación, o sea el proceso inverso de modulación del transmisor, que restaura 
la señal a su forma original. 
En el trayecto de transmisión de la señal ocurren ciertos efectos indeseables, que apa recen como 
alteraciones de la forma de la señal. Estas contaminaciones que se introducen en todo el sistema, por 
lo general se las refiere al canal considerando el transmisor y el receptor como ideales. Estas 
contaminaciones son: la distorsión, la interferencia yel ruido. 
En capítulos posteriores analizaremos en detalle el efecto de estas contaminaciones sobre la 
exactitud con que se recibe la señal digita l. Es oportuno, sin embargo, que definamos cada una de ellas . 
. La distorsión es lma alteración en la forma de la señal deb ido a la respuesta imperfecta del 
sistema. Sus características distin tivas son que sólo se produce en presencia de la señal y que puede 
reducirse tanto como se desee, aunque muchas veces esto resulta antieconómico. 
La interferencia es una contaminación que sé produce por la aparición de señales externas al 
sistema, generalmente producidas por el hombre. Si bien en teoría la solución a la interferencia es 
simple, es decir, la eliminación de la fuente perturbadora, en la práctica no siempre es factible. 
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El ruido está constituido por señales eléctricas aleatorias impredecibles debidas a causas de 
origen na tural, tanto externas como internas. A diferencia de las dos contaminaciones anteriores, no 
puede eliminarse ni en teoría, por lo que constituyen una de las limitaciones físicas fundamentales 
de las comunicaciones eléctricas. En este punto debemos aclarar que las contaminaciones mencio-
nadas resultan más nocivas cuando la señal recibida está más debilitada por efecto de la atenuación 
del medio de transmisión. La atenuación es una característica de todos los medios de transmisión y 
representa el debilitamiento progresivo de la potencia de la señal con la distanc ia. En consecuencia, 
más que he.blar de valores de ruido en forma absoluta es preferible hablar en términos de relación 
señal a ruido, simbol izado por SIN. 
Hemos mencionado el ruido como una de las limi taciones físicas fundamentales; la otra es el 
ancho de banda. Ambas determinan categóricamente qué proyectos son factibles aun antes de 
planteamos la implementación tecnológica. La noción de ancho de banda se aplica tanto para las 
señales como para los sistemas. 
En el caso de las señales nos indica su velocidad d e variación y, en consecuencia, la cantidad 
de información que contiene. Así, una señal vocal tendrá un ancho de banda de unos 4 KHz, una 
señal de música de alta fidelidad superará los 20 KHz y una de video excederá los 4 MHz. 
Por otro lado, la aptihld de un sistema para seguir las va riaciones de la señal inyectada a su 
entrada también se expresa como ancho de banda de transmisión. En efecto, debido a los elementos 
almacenadores de energía, los sistemas de comunicaciones presentan cierta "inercia" que dificulta 
la transmisión de señales que varían con rapidez. Por lo tanto, para evitar excesivas distorsiones 
durante la transmisión, es necesario que el espectro de la señal sea inferior al ancho de banda del 
sistema. 
Ambas limitaciones, ruido y ancho de banda, determinan la capacidad del sistema que, según 
Shannon (capítulo Il), no debe ser excedida por la tasa de información. La capacidad del sistema se 
expresa en la conocida ley de Shannon-Hartley 
CoB log(l+SIN) 
donde B es el ancho de banda del sistema. Esta ley permite establecer el límite superior del 
comportamiento del sistema. 
El objetivo de un sistema de comunicación digital es transmitir mensajes lo más rápidamente 
posible y con una cantidad mínima de errores. Puesto que la capacidad de los sistemas es finita, debe 
encontrarse un compromiso en tre el tiempo de transmisión, potencia transmitida, ancho de banda 
y relación señal a ruido; compromiso que, además, no puede soslayar las limitaciones de la 
tecnología. 
Para acercamos al objetivo establecido contaremos con dos operaciones: la modulación y la 
codificación. Varios capítulos de este libro están dedicados a estudiarlos. Por ahora cabe decir que 
el éxito de un proyecto dependerá, entre otras cosas, de la correcta elección del tipo de modulación 
y de la codificación adecuada. Tal como se establece en el llamado teorema fundamental de la teoría 
de la información [11: 
Si la tasa de información de una hlente no excede la capacidad de un canal de comtmicación, entonces 
existe una técnica de codificación tal que la información puede transmitirse por el canal con una 
probabilidad de error arbitrariamente pequeña a pes<lr de la presencia del ruido. 
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1.2. UN POCO DE HISTORIA 
Las invenciones, en su gran mayoría, surgen para sa tisfacer necesidades, para encontrar solución 
a problemas existentes. Sin embargo, para concretar un invento no basta la existencia de la 
necesidad sino que deben concurrir conjuntamente otros dos hechos esenciales. En primer lugar 
debe contarse con la base de conocimientos teóricos que sustente la invención y, además, debe 
poseerse y manejarse la tecnología capaz de implementarla. 
En el área de las telecomunicaciones encontramos un buen número de realizaciones que 
corroboran esta afirmación, así como numerosos proyectos relegados durante años hasta que se dan 
estos tres factores. 
Sería demasiado simplista reducir la historia del desarrollo de las comunicaciones a la mera 
reseña de valiosos descubrimientos aportados por eminentes científicos e investigadores. Aspectos 
como las circunstancias políticas, las relaciones económicas, los conflictos bélicos, las situaciones 
sociales, ete., son ejemplos insoslayables cuando se desea considerar lo que ha llevado a esos 
hombres a abordar un problema en particular. 
Paradójicamente, muchas invenciones han llevado, a su vez, a formular nuevos e insospecha-
dos problemas. El comportamiento de determinados desarrollos no era, algunas veces, el que se 
esperaba teóricamente. Este hecho era, en primera instancia, atribuido a fallas en la implementación, 
a imperfecciones que podrían subsanarse optimizando el proyecto. En consecuencia, llevaba mucho 
tiempo reconocer que había una ca rencia teórica y, por lo tanto, remediarla . 
Situaciones como éstas se han presentado reiteradamente a lo largo de la historia, por lo que 
no debemos pensar que no se presenten hoy en día. Es muy probable que muchas de las limitaciones 
que se experimentan en nuestros sistemas actuales sean mani festaciones de fenómenos que no se 
tienen en cuenta o no están correctamente fundamentados. 
Paradójicamente, los primeros y rudimentarios sis temas de comunicación fueron digitales, o 
sea que lo que hoy vemos como una innovación que ha modificado drásticamente la configuración 
de las redes, el tipo de servicios y el diseño de los equipos no es más que un retomo; como suele 
suceder, detrás de cada paradoja suele haber una expl icación. Con una tecnología rudimentaria y 
con escasas bases teóricas, el hombre de la antigüedad no tuvo más remedio que intentar transmitir 
un número discreto de eventos para facilitar en el lugar d e destino un reconocimiento (hoy diríamos 
una detección) más preciso. Así pareció entenderlo Polibius, el general griego que en el año 300 3. C. 
diseñó un sistema basado en un arreglo de diez antorchas en cada estación repetidora en la que se 
construyeron dos paredes, separadas por más de un metro, de dos metros de largo y de altura 
conveniente. Sobre cada lma de las paredes se ubicaban cinco antorchas y las letras se transmitían 
mediante el siguiente código: 
T ABLA 1.1. Código usado por Polibius (alltorcllas encendidas) 
Pared izquierda 
2 3 4 5 
A B r 6 E 
Pared 2 Z fI e 1 K 
derecha 3 A M N 
-
O 
4 n n ¡ T '1' 
5 
'" 
:;: '1' Q 
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Así. por ejemplo, la letra alfa estaba representada por una antorcha en cada pared, la beta por 
una antorcha en la pared de la derecha y dos en la izquierda, etcétera. 
Los primeros intentos de comunicaciones eléctricas se efectuaron en el siglo XVIII. Fueron 
también digitales y se basaban en tensiones altas y bajas corrientes. Así, el telégrafo de C. M. (sólo 
se conocen las iniciales) propuesto en el Scots'Mngazille del 17 de febrero de 1753 utilizaba un 
generador electrostático que actuaba como transmisor, y se conectaba, según se deseaba, a 26 líneas 
de transmisión paralelas, cada una de las cuales representaba una letra. El receptor consistía en 
bolitas de médula suspendidas frente a cada línea por medio de un hilo de seda. La bolita que 
resultaba repelida identificaba la letra transmitida. Como puede observarse, la codificación era 
elemental, lo cual obligaba a un sistema de transmisión complejo. De todos modos, la fal ta de una 
necesidad perentoria relegó el desarrollo del sistema y no existen pruebas fehacientes de que se haya 
llevado a la práctica. 
A fines del siglo XVIII la efervescencia de la Revolución Francesa demandará sistemas de 
comunicaciones más veloces. El francés Claude Chappe intentó desarrollar un sistema de telégrafo 
electrostático, pero la falta de un soporte tecnológico adecuado lo hizo optar por el antiguo método 
del general griego, aunque ahora mejorado por los aportes de la física y la mecánica. Así nació el 
semáforo visual, que iba a expandirse rápidamente por todo el imperio napoleónico. El uso 
estratégico que hizo Napoleón de este sistema es lo que, precisamente, dio un impulso a la 
investigación sobre el telégrafo eléctrico. En la primavera de 1809 Napoleón reconquistó Munich en 
sólo seis días, gracias a que con el semáforo de Chappe se le avisó que los austriacos habían cruzado 
ellnn e invadido Baviera, forzando al rey Maximiliano a abandonar la ciudad para refugiarse en 
Dilligen. Admirado por la efectividad del sistema, el monarca, ya restituido en Munich, solicitó a la 
Academia Bávara de Ciencias que presentara propuestas para instalar el telégrafo en el reino. 
De esta manera, S. T. S6mmering presentó en 1811 un telégrafo eléctrico basado en el C. M., 
pero reemplazando el generador electrostático por una pila voltaica (inventada en 1800) y usando 
como receptor un dispositivo electroquímico. Precisamente este tipo de detector le restó velocidad 
al sistema y diez años más tarde, gracias a que H. C. Oersted descubrió el electromagnetismo, le fue 
posible a Ampere proponer el uso de un detector electromagnético. 
Con la aparición del ferrocarril en 1830 la necesidad de las telecomunicaciones aumentó. 
Mientras tanto, Ohm había establecido en 1827 la relación entre tensión, resistencia y corriente, con 
lo cual comenzó a ser evidente que el límite de distan cia de un sistema debía estar dado por la 
sensibilidad del receptor, la resistencia de la línea y la máxima diferencia de potencial aplicada. 
En 1837 Wheastone y Cooke instalaron un sistema de demostración en un tramo de la línea 
férrea Londres·Birmingham: una versión mejorada del telégrafo de Schilling, que utilizaba seis 
líneas de transmisión y un detector con cinco agujas magnéticas de las cuales dos por vez señalaban 
la letra transmitida. Obsérvese que se trata de un sistema de codificación que permite, mediante 
transmisión paralelo·sirnultánea, la reducción del número de líneas de transmisión. 
Un año más ta rde, en 1838, en el fer rocarril Nuremberg·Furth, en Alemania, se instaló un 
sistema telegráfico basado en el desarrollo de Gauss·Webber, que requería lm solo par de conduc· 
tores mediante el uso de un código secuencial de señales positivas y negativas. Debe notarse que los 
dos tipos de código, serie y paralelo, se encuentran en uso hasta el presente. El código de Wheas· 
tone·Cooke es lo que hoy llamamos código de relación constante, es decir un código en el cual el 
contenido relativo de marcas y espacios es fijo (2 a 3 en este caso). Con el objeto de reducir el número 
de líneas de transmisión se desarrollaron códigos secuenciales, y para aumentar la velocidad se 
asociaron las palabras de código más cortas con las letras más frecuentes. t:stos fueron 105 primeros 
códigos de longitud variable que culminaron con el conocido código de Morse (1843) que tal vez 
merecería con más justicia denominarse código de Vail dado el talento e ingenio desplegado por 
Alfred Vail para hacer operable el complicado sistema diseñado por Samuel Morse. 
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Para solucionar la limitación impuesta por la línea de transmisión se introdujeron d ispositivos 
regeneradores en puntos intermedios; eran activados por la señal antes que se degradase irremedia-
blemente y permitían producir una nueva señal. Fueron varios los sistemas desarrollados basados 
en esta idea que recib ieron el descriptivo nomb re de re/ay; baste citar los deCook-Wheastone (1837), 
Edward Davy (1838), Morse (1840), etcétera. 
La primera demostración comercial del telégrafo de Morse se llevó a cabo en 1844, sobre una 
línea de 40 millas entre Washington y Bélltimore. 
Con la difusión del sistema telegráfico comenzó a intentarse el tendido de los primeros cables 
submarinos: Connecticut (1849), Dover-Céllais (1850), y entre Inglaterra y Estados Unidos en 1858. 
La sensibilidad de los detectores aumentó notablemente, lo cual permitió incrementar la velocidad 
de transmisión. No obstante, las altas capacidades y las bajas impedancias características de los 
cables producían comportamientos diferentes al de las líneas aéreas. Las velocidades de transmisión 
no lograban superar las 20 palabras por minuto. 
En 1855 Kelvin presenta lo que sería el punto de partida en el estudio teórico de las líneas de 
transmisión, la denominada Ley KR (K, por capacidad). En 1887 Olivier Heaviside completa el 
estudio introduciendo las constantes G y L 
Con la invención del teléfono por A. G. Bell (1876), a partir de la década de 1880 el desarrollo 
de la telefonía domina el campo de las telecomunicaciones. Las redes se tornan básicamente 
analógicas y la mayoría de los servicios digitales deb ieron adaptarse a esta forma de transmisión. 
La introducción del teletipo (1931) no modificó esta sihlación yen la mitad de nuestro siglo el mundo 
de las telecomunicaciones era esencialmente analógico, salvo los circuitos telegráficos transoceáni-
cos y algunos sistemas de radio. Durante ese periodo los trabajos teóricos de H. Nyquist, R. Hartley, 
J. Johnson y C. Shannon, entre otros, habían aclarado por completo los conceptos de transmisión, 
ruido, información, etc., sentando las bases teóricas para el gran salto: el de las modernas comuni-
caciones digitales. 
L,s modernas comunicaciones digi tales engloban dos corrientes confluentes: la de las señales 
analógicas digitalizadas y la de transmisión de datos. La primera nos remonta a 1862 cuando Reis 
intentó construir un teléfono basado en un contacto de platino que abría o cerraba según el 
movimiento de un diafragma. En los albores del siglo xx Miner (1903) logró desarrollar un 
modulador PAM muestreando una seilal telefónica a 4 KHz. Sin embargo la real codificación digi tal 
de la señal analógica la realizó A. Reeves en 1936-1937, quien aparte de cuantificar la señal 
muestreada codificó las muestras en un código binario, lo cual condujo al desarrollo del PCM. 
En 1947 la Bell Telephone Laboratories reportó la operación del primer sistema PCM. En el 
mismo tiempo Deloraine en Francia inventa la modulación delta. A pesar de estar desarrollado, el 
sistema PCM esperó durante casi 15 años para que la necesidad de su utilización fuera perentoria y 
hubiera una tecnología apta para su implementación. 
La invención del transistor (1948) y su posterior desarrollo y aplicación como dispositivo de 
conmutación proveyó la tecnología requerida. El crecimiento de la red telefónica en las grandes 
urbes y las dificultades en el tendido de nuevos cables creó la necesidad de utilizar las líneas 
interoficina existentes en forma más intensa a través del multiplexado de tiempo. 
La revolución de la computación tuvo un doble efecto en el crecimiento de las comunicaciones 
digitales: en primer lugar, la necesidad de transmitir datos creció vertiginosamente, desarrollándose 
en 1958 los primeros sistemas de transmisión a larga distancia para fines militares, e irrumpiendo 
la comunicación a altas velocidades en los comienzos de la década de 1960. En segtmdo lugar, la 
tecnología de la computación con sus compuertas d igitales integradas y sus memorias pasó a ser 
aplicada en los desarrollos de las telecomtmicaciónes, proveyendo equipos a costos cada vez más 
competi tivos con sus similares analógicos. La producción comercial de ci rcuitos integrados comenzó 
en 1961, y en 1964 se puso en servicio la primera central de conmutación totalmente electrónica 
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(No. 1 ESS). Los desarrollos sobre fibra óptica, LSI y trabajos teóricos sobre ecualización adaptiva y 
codificación para el control de errores son historia reciente. 
Las perspectivas parecen indicar que la historia de las telecomunicaciones, que comenzaron 
con experiencias digitales para luego desarrollarse analógicamente, se encamina hacia una red 
totalmente digital que reconoce los estados discretos como los más aptos para vencer las limitaciones 
físicas. 
Si bien se requirieron 20 siglos para ir de la comunicación de datos por antorchas a la 
transmisión de señales eléctricas, bastaron sólo 20 años para evolucionar de la transmisión de datos 
primitiva a la avanzada comunicación y procesamiento a alta velocidad, y la historia aún continúa .. 
1.3. VENTAJAS DE LAS REDES DIGITALES 
Como hemos mencionado, las redes de telecomunicaciones fueron evolucionando hasta los años 
cincuenta primordialmente para permitir la comunicación analógica de la voz humana. Desde 
entonces y gracias a los desarrollos de la microelectrónica ha sido factible reemplazar técnica y 
económicamente esta red analógica por modernos sistemas digitales. La comunicación digital 
permite, en esencia, que cualquier tipo de información -voz, datos, imágenes- sea convertida en 
pulsos digitales y transmitida por medio de éstos. 
A continuación describiremos las diversas ventajas que ofrecen las redes digitales comparadas 
con las analógicas. El orden en que se presentan no implica un rango de importancia rígido ya que 
su relevancia depende de criterios subjetivos y del tipo de servicio que prestan. Así, por ejemplo, la 
capacidad criptográfica de los sistemas digitales es de relativa importancia para los circuitos 
comerciales pero fundamental en aplicaciones militares. 
Es oportuno señalar que algunas de las ventajas que enunciaremos son de aplicación práctica 
sólo para una red totalmente digital. El caso citado de codificación criptográfica tiene sentido 
solamente si la hermeticidad del mensaje se establece en la fuente de origen y recién se descifra en 
el destinatario. Es decir que se requiere un medio de transmisión transparente, lo que implica un 
sistema que opere de extremo a extremo sin considerar la naturaleza del tráfico que transmite. 
Comencemos por enunciar las diversas ventajas de las redes digitales: 
• Facilidad para diversos servicios 
• Faci lidad de multiplexación 
• Facilidad para la utilización de tecnología moderna 
• Integración de la transmisión y la conmutación 
• Regeneración de la señal 
• Funcionamiento con bajas relaciones señal-ruido 
• Facilidad de señalización 
• Facilidad criptológica 
• Facilidad de monitoreo 
1.3.1. Facilidad para diversos servicios 
La posibilidad de utilizar la red digital para la comunicación de cualquier forma de información 
es, a nuestro juicio, su ventaja potencial más trascendente; la evolución de las redes telefónicas a 
una red digital de servicios integrados -ROSI- (o ISDN por Integrated Service Digital Netvvork) 
permitirá la integración de diversos servicios. 
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Así, podemos reflexionar que la información digi tal cada día desempeña un papel más 
preponderante en el quehacer cotidiano, ya sea desde el campo económico o científico hasta el 
ámbito personal y familiar; cualquier señal de datos que se desee transmitir encuentra cierto número 
de dificultades. Por ejemplo, el usuario de una computadora hogareña se encuentra limitado a 
transmitir o recibir a la velocidad que le fija su línea telefónica, cuyo ancho de banda de 4 KHz está 
d iseñado en función de las señales voca les, por lo que está imposibilitado a tener acceso a servicios 
que req.uieran mayores tasas de información, como señales de video. 
En otras palabras, el hecho de que la única red global de comunicaciones que existe, la red 
telefónica internacional, haya sido diseñada principalmente para la transmisión de señales vocales 
y no para señales digitales de datos, inhibe a la mayoría de los usuarios para acceder a diversos 
servicios que no sean telefónicos y obliga a éstos a adaptar sus señales para asemejarlas a las señales 
vocales. 
Un principio de solución son las denominadas redes de área local (LAN por Local Area 
Network), en las que mediante Wl vínculo se interconectan computadoras, terminales y Qtros 
periféricos dentro de un edificio o grupo de edificios. Dicha red admite diversas configuraciones y 
diversas capacidades. El vínculo puede ser desde el simple cable plano hasta un coaxial o incluso 
una fibra óptica. Obviamente el alcance de esta red es limi tado y restringido, y sólo satisface 
plenamente una necesidad muy específica. 
El objetivo de las empresas de telecomunicaciones es el desarrollo de una red de esas caracte-
rísticas pero con cobertura universal; es decir, una red que permita a cualqu ier usuario comunicarse 
mediante el servicio que desee con cualquier otro usuario en cualquier instante y en cualquier lugar. 
Para ello el usuario sólo requerirá un nuevo acceso a la red a través de la cual podrá acceder tanto 
a servicios digitales como analógicos, tales como: bases de datos, conexiones de computadora, 
teletex, facsímil. televisión, teleconferencia, videoconferencia, telefonía (obviamente) yotros. 
El rango de aplicación de las RDSI se extenderá d esde las bajas velocidades, 300 bits/seg1 o 
menos, hasta velocidades que superen los 100 Mbits/seg. Las más bajas son para los servicios de 
telemedición, seguridad, etc.; velocidades un poco mayores permiten el manejo interacti vo de datos. 
Las señales vocales se codifican usualmente a una tasa de 64 Kbits/seg y, como luego veremos, esta 
elección ahora tiene una influencia determinante en los formatos y jerarquías del resto de los 
servicios. 
También a 64 Kbits/seg suelen proveerse aplicaciones de imágenes fijas tales como facsími l, 
gráficos o televisión cuadro a cuadro. 
La transmisión de archivos de datos o la interconexión entre computadoras con procesamiento 
distribuido requiere mayores velocidades (1.5 Mbits/seg o más). La transmisión de video, tanto para 
entretenimiento como para teleconferencia, requiere las velocidades más altas. La codificación 
directa de una señal convencional de alta calidad demanda alrededor de 100 Mbits/seg, valor que 
puede reducirse con técnicas de codificación adecuadas que aprovechan la redundancia de la seii.al. 
Un beneficio ad icional de la red digitill integmda es que el tráfico que proviene de distintas 
fuentes puede "mezclarse" en un único medio de transmisión. En los sistemas analógicos esto 
es muy difícil de lograr, no sólo por los diversos requerimientos de ancho de banda sino por los 
distintos niveles de ca lidad; por ejemplo, las señales de TV requieren mayor calidad que las señales 
vocales, lo que debe tenerse muy en cuen ta cuando se combinan televisión y canales vocales FOM, 
en sistemas de transmisión analógica de banda ancha. 
¡ Para la definición de bits /ses véase el capíll.llo n. 
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1.3.2. Facilidad de mllltiplexación 
Como se sabe, el proceso de multiplexación permite compartir un mismo medio de transmisión 
entre varias señales. De esta manera se realiza un mejor aprovechamiento del vínculo y puede 
decirse, sin lugar a dudas, que sin esta técnica el vertiginoso desarrollo de las comunicaciones no 
hubiera sido posib le. Como contrapartida los equipos terminales se encarecen, lo que constituye 
un compromiso que permanentemente enfrentan los ingenieros en telecomunicaciones, el costo 
del medio de transmisión versus el costo de los equipos multiplexores de las estaciones terminales. 
Los primeros sistemas de multiplexación fueron por división de frecuencia (FDM), pero día a 
día los multiplexores por división de tiempo (TOM) resultan más y más económicos. Si la señal a 
multiplexar ya se encuentra digi talizada, esta comparación de costos resulta aún más favorable para 
los TOM. También se acentúa esta tendencia a medida que subimos en la jerarquía de los niveles de 
multiplexación, es decir, cuando agrupamos más señales. 
En general, cuando se hab la de jerarquías nos estamos refiriendo a señales vocales, por lo que 
se habla de sistemas de 24, 30, 120 o más canales telefónicos. Sin embargo, la facilidad de interca-
lar en el flujo de bits que representa a esos canales telefónicos señales provenientes de otros tipos 
de servicios constituye, como hemos mencionado en el párrafo anterior, el hecho fundamental que 
conduce a la integración de servicios. 
Cabe consignar que FDM y TDM no son las únicas formas posibles de multiplexar señales, hay 
otras técnicas basadas en la asimetría de los portadores. Sin embargo, solamente la multiplexación 
en frecuencia y tiempo ha encontrado, hasta ahora, aplicación práctica y generalizada. 
1.3.3. Facilidades para la lItilizació" de tecnología moderna 
La aplicación de la tecnología electrónica moderna ofrece grandes ventajas a los sistemas de 
comunicaciones en general, pero especialmente a los s istemas digitales. Por ejemplo, un multi-
plexor o una matriz de conmutación para señales digitales en división de tiempo se realiza con los 
mismos circuitos básicos que se utilizan en la construcción de computadoras digitales, es decir, 
compuertas lógicas y memorias. Concretamente, el punto de cruce básico de una matriz de 
conmutación digital no es nada más que una compuerta ANO a la cual se ha asignado una entrada 
lógica para la señal de mensaje y las otras para el control, es decir, para la selección del punto de 
cruce. Por lo tanto, resulta claro que los desarrollos de la tecnología de los circuitos integrados 
digitales para circuitos lógicos de computación y memoria se aplican directamente en los equipos 
de conmutación y transmisión digital. Pero si bien muchos circuitos integrados desarrollados para 
usarse en computadoras se aplican directamente en telecomunicaciones, también se han desarro-
llado circuitos integrados en gran escala (LSI) para el uso específico en equipos de comunicaciones. 
Ambos se aplican a las principales funciones de los sistemas, con lo que el tamaño y el costo de los 
equipos se reduce notablemente, y aumenta además la confiabilidad de la red. La comparación de 
costos resulta aún ventajosa, pero incluye el inconveniente de la conversión analógico-digital y 
viceversa, por ejemplo, cuando las matrices de conmutación digitales operan en un medio de 
transmisión analógico. Obviamente que cuando se asocian sistemas de conmutación digital con 
enlaces digitales se obtienen reducciones significativas de complejidad y costo. El bajo costo relativo 
y el buen desempeño de los circuitos digitales permiten aplicaciones que serían muy onerosas con 
componentes analógicos; un ejemplo lo constituyen las matrices de conmutación sin bloqueo, que 
de hecho no pueden realizarse analógicamente, salvo para tamaños pequeños. 
Los beneficios de la tecnología de dispositivos modernos no sólo son privativos de los circuitos 
digitales. Los circuitos integrados analógicos también han progresado significativamente, de mane-
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ra que las implementaciones analógicas tradicionales han mejorado en forma notable; sin embargo, 
uno de los requisitos primordiales de los componentes analógicos es la linealidad, por lo que la 
manufactura de los circuitos digitales resulta más sencilla. 
Las implementaciones digitales tienen una ventaja funcional inherente sobre las analógicas. 
Esta ventaja proviene de la relativa facilidad con que las señales digitales pueden ser multiplexadas. 
La mayor limitación con el uso de los componentes LSI viene de la limitada disponibilidad de 
conexiones externas. Con técnicas TDM un solo contacto físico puede usarse para el acceso de un 
canal múltiple. Así, la misma témica ya usada para reducir costos en sistemas de transmisión puede 
usarse dentro de un módulo local para minimizar las interconexiones y maximizar la utilización de 
integración en gran escala . De esta manera se Llega a obtener una matriz de conmutación en un chip 
mediante la multiplexación de un gran número de canales sobre un pequeño número de conexiones 
externas. 
Dos tecnologías de transmisión muy utilizadas en la actualidad son los satélites y la fibra óptica. 
Aunque muchos sistemas de sa téli te usan multiplexores por división de frecuencia analógicos, las 
ventajas del modo de acceso múltiple por división de tiempo digital (TOMA) señalan que en el futuro 
los satélites serán digitales. 
La interfaz electrónica para la fibra óptica (lasers, diodos emisores de luz, fotodiodos) tiene 
básicamente un modo de operación on-off(no lineal). Aunque la modulación por amplitud o ancho 
del pulso puede usarse por estos dispositivos para dar una transmisión analógica, el énfasis del 
desarrollo de las fibras ópticas es claramente digital. Así, en el caso de fibra óptica el enlace de 
transmisión implica un modo d igital de operación. 
Otra área de aplicación de la tecnología digital es el procesamiento digital de la señal. Se trata 
de una operación sobre una señal para realzar o transformar sus características. El procesamiento 
digital de una señal puede aplicarse a formas de onda digitales o analógicas, amplificación, 
ecualización, modulación y filtrado son ejemplos comtmes de procesamiento de señales. 
Por procesamiento de señales digitales entendemos el uso de la lógica circuital y circuitos 
aritméticos para implementar funciones de procesamiento. Algunas veces las señales analógicas se 
digitalizan con el único propósito de procesarlas digitalmente, luego de lo cual se convierten 
nuevamente en ana lógicas. 
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Las principales ventajas del procesamiento digital de señales son: 
• La inmtmidad de los circuitos digitales a las pequeñas imperfecciones y a los elementos 
parásitos, por lo que pueden producirse con características estables, sin ajustes finos y sin 
tolerancias de envejecimiento. 
• Una estructura básica única puede usarse para diversos tipos de señales y aplicaciones con 
sólo mod ificar un algoritmo o un parámetro en lUla memoria virtual. 
• Un único circuito de procesamiento puede utiLiza rse para diversas señales mediante el 
almacenamiento de los resultados de cada proceso en una memoria de acceso aleatorio. 
• Puesto que las entradas y sa lidas de los circuitos de procesamiento son señales digitales, 
pueden desarrollarse periódicamente evaluaciones automáticas de funcionamiento median-
te la comparación con estructuras de datos predeterminadas almacenadas en la memoria. 
• Por la facilidad de los circuitos digitales para tomar decisiones lógicas, los procesadores de 
señales digitales pueden efectuar diversas funciones de imposible o impracticable realiza-
ción en implementaciones analógicas. 
II/troducción 
1.3.4. Integración de la rrfl/Jsmisión y la conmutació" 
Los equipamientos de transmisión y conmutación de las redes telefónicas han sido por tradición 
sistemas prácticamente independientes. Si bien era necesario e imprescindible especificar con 
precisión la interfase entre ambos, sus límites se establecían justo en los repartidores de las 
centrales. 
Con el desarrollo de los sistemas TDM y los equipos de conmutación digital. cada vez se fue 
haciendo más evidente la similitud entre ambos y con ello aumentó la posibilidad y conveniencia 
de integrarlos. 
En realidad, y como se verá en los capírulos posteriores, la primera etapa de los sistemas de 
conmutación digital genera el primer nivel del multiplexor por división de tiempo. En consecuencia, 
ambas etapas pueden integrarse fácilmente en una única operación. En la figura 1.2 se esquemati-
zan ambas situaciones, resultando evidente la reducción de equipamiento y la ausencia de un límite 
definido entre el equipamiento de transmisión y el de conmutación. 
Conmutación Transmisión Conmutación +---------.. ,+---------------------------------~~, ~.---------. 
Conmutación Mutliple. EnlaceFDM Mutliple. Coomutaci6n 
analógica mM roM analógica 
(,) 
RepartidO!" Repartidor 
Conmutación EnlaceTDM Conmutación 
digital digital 
(b) 
Figura 1.2. a) Transmisi6n y conmutacl6n no inlegradas, b) transmlsi6n y conmutación Inlegradas 
Debe notarse, además, que las señales vocales se digitalizan al acceder a la central de conmu-
tación digital y permanecerán digitalizadas hasta llegar a su destino, a menos que tengan que 
transitar por algún sistema analógico. En consecuencia, la integración de la transmisión y la 
conmutación no sólo implica un ahorro importante de equipamiento sino que mejora la calidad de 
la señal recibida en la medida en que tendremos para el caso óptimo de digita lización total una única 
conversión analógica-digital y una única conversión digital analógica. 
De esta forma la calidad del enlace queda prácticamente determinada por el proceso de 
cuantificación si es que la línea de transmisión no introduce un número significativo de errores. 
Otra ventaja que tenemos que consignar es que en una red totalmente digitalizada la calidad 
de los circuitos de larga distancia no diferiría de los circuitos locales presentando iguales caracterís-
ticas de nivel de señal, distorsión y ruido. 
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1.3.5. Regeneración de señal 
Hemos dicho que un mensaje digital es una secuencia ordenada de símbolos seleccionados de un 
conjunto finito de elementos discretos. Precisamente esa limitación del número de elementos 
posibles que puede esperar un receptor es lo que le permite operar con mayor facilidad que los 
sistemas analógicos. 
A los receptores, como a los seres humanos, les resulta más senci llo reconocer estados perfec-
tamente definidos. En la medida en que las contaminaciones que pretenden alterar esos estados son 
de naturaleza analógica, basta fijar límites precisos dentro de los cuales se reconozca cada estado 
para que el receptor pueda discernir entre ellos. 
Obviamente esa toma de decisión deberá hacerla el receptor antes de que la contaminación sea 
relativamente tan grande que produzca el desplazamiento de un estado fuera de sus límites de 
existencia; en ese caso el receptor estará cometiendo un e rror. 
Una manera efectiva de evitar esos errores consiste en colocar receptores intermedios que re-
conozcan los estados antes que la señal se degrade en demasía. Una vez realizado ese reconocimien-
to, podrá transmitirse el mensaje nuevamente, libre ya de contaminaciones y con un nivel adecuado 
para que llegue hasta otro receptor. Estos receptores intermedios en conjunto con sus transmisores 
asociados reciben el nombre de repetidores regenera ti vos o simplemente regeneradores. 
Medítese con atención que la regeneración sólo es posible si trabajamos con estados discretos, 
es decir, con una colección de símbolos finita que permite fijar intervalos de ex istencia a cada 
símbolo. Ello no es posible en el caso analógico, donde todos los valores son posibles y, por lo tanto, 
cualquier degradación es irreversible. 
Un atributo fundamental de los sistemas digitales es que la probabilidad de errores en la 
transmisión puede hacerse arbi trariamentc pequeña insertando repetidores regenerativos en puntos 
intermedios del enlace. Si la distancia entre ellos es adecuadamente próxima, los regeneradores 
pueden recrear la señal digital original antes de que el ruido, la interferencia y la distorsión sean tan 
elevados que produzcan errores de decisión. 
De esta manera la señal regenerada resulta libre de degradaciones, a diferencia del caso 
analógico donde las contaminaciones se acumulan a lo largo del enlace. Este hecho se produce en 
los enlaces analógicos aun cua ndo haya repetidores que no sean más que simples amplificadores 
que no sólo elevan el nivel de la seii.al sino el de las contaminaciones que se le han adicionado. Esto 
obliga a un cuidadoso d iseño y control de los enlaces analógicos, teniendo en cuenta la calidad de 
extremo a extremo de la red de la que pueden llegar a formar parte. 
Como contrapartida, un enlace digital se diseña solamente a partir de especificar una proba-
bilidad de error determinada , lo cual es normalmente factible si se provee un adecuado número de 
regeneradores. 
En estas condiciones, y cuando el enlace digita l se utiliza para transmitir señales analógicas que 
han sido digitalizadas, la ca lidad de la señal recibida queda determinada primordialmente por el 
proceso de conversión análogo-digital. 
1.3.6. Funcionamiento eOIl bajas re/aciol/es serlal-n lido 
En el párrafo anterior describimos cualitativamente la relativa fac ilidad con que el receptor puede 
discriminar estados discretos. Como veremos al tratar la transmisión en banda base, basta una 
relación señal a ruido del orden de los 20 dB para obtener menos de un error por cada millón de 
dígitos transmitidos. Este hecho no es en realidad tan promisorio como parece a simple vista, pues 
como veremos más adelante, las exigencias de ancho de banda de los sistemas digitales son muy 
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grandes, por lo que el ruido del sistema también es alto. Dicho de otra manera, la facilidad de los 
sistemas d igi tales para operar a bajas relaciones señal-ruido es más un requerimiento que una ventaja. 
Si tomamos el caso concreto de señales vocales digitalizadas, veremos que el requerimiento de 
ancho de banda es ocho veces mayor que para la señal analógica. Si el medio de transmisión es, por 
ejemplo, un par de cables, tendremos mayor atenuación de la señal, por lo que el sistema digital 
debe ser capaz de operar a más bajas relaciones señal a ruido para poder ser una alternativa viab le. 
Ya que nos referimos al caso de telefonía, cabe mencionar algunas ventajas que los sistemas 
digitales presentan desde el punto de vista subjetivo. En efecto, tanto el ruido como la interferencia 
son particularmente molestos durante las pausas de las conversaciones telefónicas. Niveles de ruido 
que permanecen imperceptibles durante las alocuciones producen notables molestias durante los 
silencios. Esta consideración, junto con pruebas subjetivas, lleva a especificar relaciones señal-ruido 
del orden de los 45 dB. 
En los sistemas digitales, en cambio, las pausas son codificadas de igual manera que en 
cualquier otro nivel de señal vocal. En consecuencia se transmiten con presencia de señal, y se les 
regenera eliminando todo el ruido introducido en el medio de transmisión, con ello la condición de 
reposo queda fijada por el proceso de codificación y no por el medio de transmisión. 
Idénticas consideraciones pueden hacerse respecto al rechazo de la interferencia y la diafonía, 
factores que suelen ser más molestos que el mismo ruido aleatorio. La diafonía, es decir, la 
perturbación entre canales vecinos, es más molesta aun cuando es inteligible y cuando se produce 
en las pausas de la conversación telefónica. Nuevamente en los sistemas digitales no solamente se 
elimina en el proceso de regeneración sino que, en ocasiones, sólo puede producir algún error que 
aparece alea toriamente y, en consecuencia , resulta ininteligible. 
La capacidad de los sistemas digitales de ser bastante inmunes a la interferencia y a la diafonía 
los hace particularmente aplicables en áreas congestionadas. Por eso, la conveniencia de los sistemas 
digitales es innegable en zonas donde se reutilizan las mismas frecuencias intensivamente para 
sistemas radioeléctricos, o donde se indica la utilización de polarización cruzada. 
1.3.7. Facilidad de señalización 
La facilidad que los sistemas de transmisión d igital presentan para incorporar información de 
control asociada a los circuitos de voz, fundamentalmente se debe a que d icha información es sobre 
todo digital. En efecto, tanto la indicación de estados (colgado, descolgado) como la información 
de los dígitos discados y la tarifación son digitales. 
Una forma de incorporar la información de control en un enlace digital es asignándole un canal 
común donde se multiplexan las señalizaciones de los diversos canales, otra forma consiste en 
asignar bi ts de control junto con el mensaje en cada canal individual. Pero independientemente de 
los métodos usados, la información de control una vez intercalada se confunde como unos bits más 
en el flujo total de da tos, quedando obviamente a cargo del receptor la tarea de reconocerlos y 
decodificarlos. 
En contraste, la si tuación no es tan simple en los sistemas analógicos donde existen diversos 
procedimientos para ingreSdr las seña les de control. Así se encuentran señalizaciones dentro y fuera 
de banda, con lm solo tono o multitono, a alto nivelo bajo nivel, etc. Esta diversidad de formatos 
lógicamente implica serias complicaciones de compatibilidad y en muchos casos la necesidad de 
proveer interfaces adecuadas. 
En conclusión, los sistemas digitales permiten que la información de control se inserte en el 
mensaje y se extraiga del mismo, independientemente de la naturaleza del medio de transmisión 
utilizado. 
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1.3.8. Facilídad cripto/6gica 
La demanda de seguridad en la red telefónica convencional no constituye un requerimiento 
fundamental. Sin embargo, la utilización de servicios te lemáticos requiere, en muchas aplicaciones, 
privacidades más herméticas. Como ya se mencionó, en las aplicaciones de índole militar este 
requerimiento es fundamental tanto para el servicio vocal como para el de datos. 
Por criptología entendemos el proceso por el que se modifica un mensaje de forma tal que sólo 
el destinatario autorizado puede entenderlo. El proceso debe ser económico tanto para el remitente 
como para el destinatario, pero al mismo tiempo debe ser muy difícil de descifrar para un intruso 
(es decir, oneroso en tiempo y equipamiento). 
Existe un sinnúmero de técnkas para cifrar mensajes, pero en el caso digital resulta sencillo 
modificar ciertos bits del mensaje; esto se logra adicionando cierta secuencia binaria, denominada 
clave, al mensaje original. 
Cuando la clave es un 1 se invierte el bit del mensaje y viceversa. Obviamente, el receptor deberá 
conocer la secuencia de la clave y realizar a su vez otra adición. 
Los sistemas digitales permiten satisfacer con suma facilidad el cifrado de mensajes, por lo que 
el lector puede consultar una amplia bibliografía sobre sistemas crip tográficos usados en telecomu-
nicaciones [31I4]. 
En comparación, la tarea de cifrado en los sistemas analógicos, si bien técnicamente factible, es 
mucho más difícil de realizar y generalmente no brinda el mismo grado de hermeticidad. 
1.3.9. Facilidad de monitoreo 
En general la calidad de los sistemas analógicos no puede evaluarse con exactitud mientras el 
sistema está en servicio. Así, por ejemplo, en las señales multiplex FOM suelen insertarse diversos 
pilotos que permiten medir la continuidad de los canales y la normalidad de los niveles. La 
medición del ruido y la distorsión puede realizarse evaluándolos en un intervalo vacante dentro 
de la banda o bien en los bordes de la misma. En ningún caso, sin embargo, tenemos una medición 
directa de la calidad del canal en servicio. 
Los sistemas digitales, en cambio, en la medida en que manipulan pulsos de nivel y fonna 
definida permiten una medición más directa e independiente de la naturaleza del tráfico que se 
cursa. Cualquier desviación en la señal recibida más allá de los valores nominales fijados por el 
diseñador representará una degradación en la calidad del sistema. 
Otro método muy difundido para medir la calidad de los sistemas digitales se basa en la 
observación de las redundancias que se introducen en la señal siguiendo operaciones lógicas 
definidas para obtener diversos objetivos. 
Uno de estos objetivos puede ser la detección y el control de errores, donde la técnica más 
simple es la introducción de un bit de paridad. Como se verá en el capítulo correspondiente, la 
observación de este bit permite a los circuitos lógicos del receptor evaluar rápidamente los errores 
que se producen en el sistema. Además, veremos cómo suelen in troducirse otros códigos para 
facilitar la transmisión en línea. Estos códigos presentan. estructuras perfectamente definidas y 
violarlos también es una indicación de que la calidad del enlace se ha degradado. 
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1.4. D ESVENTAJAS DE LAS REDES DIGITALES 
Igual que al considerar las ventajas, ahora analizaremos las desventajas de las redes digitales, 
comparándolas con las prestaciones que ofrecen los sistemas analógicos, especialmente para la 
transmisión de señales vocales. Las principales desventajas de las redes digitales son: 
• Mayor requerimien to de ancho de banda 
• Necesidad de conversión A!D y DI A 
• Necesidad de sincronización de tiempo 
• Incompatibilidad con la red analógica existente 
1.4.1. Mayor requerimiellto de allcho de ballda 
Una señal vocal digitalizada con un nivel de calidad aceptable requiere, como mínimo, ocho veces 
más ancho de banda. Como ya mencionamos, y como se verá en detalle, la señal digitalizada provee 
una mayor inmunidad contra el ruido y la interferencia. 
En ciertos tramos de la red, como en la línea del abonado, el mayor requerimiento de ancho de 
banda no es significativo en la medida en que de todas formas está subutilizada. Sin embargo, en 
otros tramos de la red, especialmente en los canales interurbanos internacionales, el espectro está 
muy constreñido, y cada intervalo de ancho de banda resulta oneroso. Al mismo tiempo algunos 
medios de transmisión tienen muy bajos niveles de interferencia y/o ruido, con lo cual la ventaja 
apuntada de intercambiar el ancho de banda por una mayor inmunidad no es atractiva. 
Debe quedar claro que cuando consideramos aisladamente ciertos sistemas de transmisión 
probablemente resulten más favorables las implementaciones analógicas. Sin embargo, cuando 
analizamos la red en su conjunto, y que es lo que en general debe hacerse, las ventajas que se obtienen 
por los sistemas digitales compensan con creces ciertas desventajas localizadas. 
Como veremos al tratar la modulación digital, hay algunas técnicas para reducir los anchos de 
banda de transmisión de las señales digitales a expensas, obviamente, de una menor inmunidad. 
Esto permite adecuar la transmisión al víncu lo elegido, optimando la utilización del ancho de banda 
y manteniendo la digitalización global de la red. 
1.4.2. Necesidad de conversióIl A/D y DIA 
Debe tenerse en cuenta que la mayoría de los sistemas digitales se instalan en tm ambiente 
analógico. Consecuentemente, hay un costo adicional representado por los procesos de conversión 
de analógico a digital y viceversa. 
Sin embargo ciertas consideraciones tienden a atemperar estas desventajas: 
• A medida que la red se va convirtiendo en digi ta l, el número de conversiones disminuye, 
con lo que el costo se reduce, así como las degradaciones que las mismas introducen. 
Por ello, se aconseja un grado mínimo de penetración digital en la red para no pagar 
costos excesivos. Ese grado de penetración depende de cada red en particular, de su 
configuración, de los costos relativos, etcétera. 
• Debe notarse también que los costos electrónicos disminuyen día a día, mientras que otros 
costos como el cableado, el mantenimiento, ete., cada vez son más significativos. En conse-
cuencia, los costos de conversión son cada vez menores en comparación con el costo total. 
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1.4.3. Necesidad de Sil1crOllizaciólI de tiempo 
La señal digital que se transmite en una red de servicios integrados no es más que un fl ujo de 
dígitos, normalmente binarios. Cuando este flujo llega a un receptor éste debe, entre otras cosas: 
• Decidir cuál es el instante correcto para efectuar el muestreo de cada dígito, a efecto de 
reconocerlos correctamente. 
• Identificar el comienzo de las tramas en las que han sido entrelazados los distintos canales 
y servicios para poder separar y distribuir la información. 
Para realizar correctamente estas operaciones, el receptor debe contar con lm reloj que le 
indique exactamente la sucesión de instantes en los que debe llevarlos a cabo. Esta sucesión de 
instantes es lo que comúnmente se denomina temporización y debe estar perfectamente sincroniza-
da con el flujo de pulsos recibidos. 
En general. la generación de la temporización local no ofrece mayores dificultades, por lo que 
a lo largo de la obra describiremos las consideraciones que deben tenerse en cuenta, así como 
diversos métodos para obtenerla. 
Ahora bien, cuando deseamos interconectar sistemas de transmisión y centrales de conmuta-
ción digital con el fin de conformar una red, el problema de la sincronización se toma más complejo. 
Ya no basta la correcta sincronización de cada sistema individual sino que es necesario establecer 
un método de sincronización global para toda la red, con el objetivo de que todos los relojes de las 
centrales digitales operen a igual frecuencia y fase. De esta forma se trata de prevenir deslizamientos 
en la información digital que se transmite. Estos deslizamientos son los responsables de diversas 
degradaciones, como pérdida de trama, conexiones cruzadas, desconexiones, etc. Debe aclararse 
que en genera l es Sl..unamente difícil y, en consecuencia, m uy oneroso, evi tar los deslizamientos, por 
lo cual suele establecerse una tasa máxima de las mismas como objetivo de calidad de la red. 
Para concluir, es conveniente puntualizar que si bien en los sistemas analógicos también hay 
necesidades de sincronización, éstos se deben al sistema de transmisión y más precisamente al tipo 
de modulación elegido. Así por ejemplo, en los sistemas multiplex FDM que utilizan modulación de 
banda lateral ('mica con portadora suprimida se requiere [a sincronización en frecuencia del oscilador 
local del receptor para minimizar el error de frecuencia restituida. Obsérvese, sin embargo, que este 
requerimiento, a diferencia del caso digital, no es inherente a la estructura de la señal. 
1.4.4. Incompatibilidad COIl In red analógica I!xistellte 
El principal problema para establecer una red totalmente digi tal es la existencia de una red 
analógica. Esta dificul tad es mayor cuanto más moderna y eficiente es esa red, de allí que en algunos 
casos los países en desarrollo estén en mejores condiciones de digitalizar la red que las naciones 
industrializadas. Nadie duda que en poco más de un par de décadas la mayoría de las redes serán 
en su casi total idad digi tales; sin embargo las estrategias para llegar a ella difieren para cada 
administración. 
Como ya dijimos, las mayores ventajas de una red digital se obtienen cuando está totalmente 
digitalizada. Ello significa que la digitalización debe comenzar en el domicilio del abonado, con lo 
que no sólo mejoraría la calidad total del servicio sino que se obtendrían ventajas ad icionales como 
la eliminación de interfaces y de ecos, facilidades de multiplexado, amén de la mencionada 
posibilidad de acceder a una vasta diversidad de servicios. 
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No obstante estas ventajas evidentes, la inmediata transición al lazo de abonado digital 
demandaría un nivel de inversión tan elevado que lo torna prácticamente inaplicable. 
Una de las grandes preocu paciones de las empresas de telecomunicaciones es el mantenimiento 
de la diversidad de equipos que componen la red. La coexistencia de equipamientos de distintas 
generaciones, todos ellos en condiciones de operatividad, demandan multiplicación de repuestos, 
variación de correctores, diversidad de valores nominales de uso, etc. La introducción de nuevos 
equipamientos digi tales en el corto plazo aumenta esa diversidad, y 10 que es peor, al tratarse de 
concepciones totalmente diferentes requiere intensos programas de capacitación del personal, 
nuevos instrumentos de medición, tm nuevo almacén de repuestos, etcétera. 
Por supuesto que hay ventajas de índole económico que tienden a compensar estos inconve-
nientes, como por ejemplo: reducción del costo comparativo de los equipos de teOlología digital, 
menos espacio operativo, ya sea en equipos en los distribuidores de cable, aprovechamiento 
intensivo de la planta exterior, etcétera. 
Por todo ello, la estrategia de introducción de la digi talización de la red es específica para cada 
administración y a ella concurren un sinnúmero de variables, las que no son exclusivas del área de 
telecomunicaciones. 
1.5. CONCLUSiÓN 
En los próximos capítulos consideraremos los diversos aspectos que integran el funcionamiento 
de las redes de comunicación digitales. 
No queremos dejar de reflex ionar que la tecnología de las telecomunicaciones está evolucio-
nando de forma tal que tendrá lm profundo impacto sobre toda la sociedad, tanto en los países en 
desarrollo como en los desarrollados. Las nuevas redes probablemente cambiarán los esquemas 
laborales, la educación, la industria, el cuidado de la salud y también nuestro tiempo libre. Su 
influencia puede ser decisiva en los medios masivos de comtmicación, en los procesos de gobierno, 
e incluso podemos esperar que contribuya a for talecer una democracia más participativa. 
Las consecuencias políticas y sociales de las nuevas redes digitales de comunicación no pueden 
ser ignoradas por nadie, pero mucho menos por los hombres que las proyectan, construyen y operan. 
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CAPÍTULO II 
TEORÍA DE LA INFORMACIÓN 
L 11.1. I NTRODUCCIÓN AS FRASES TEORfA DE LA COMUNICACIÓN Y teoría de la información designan lo mismo. Aquí empleamos información como un término técnico que no debe confundirse con su interpre-tación convencional. En comunicaciones, información es simplemen te Jo que produce la fuente para transferi rla al usuario. Esto signi fica que an tes de la transmis ión, la información 
no está disponible en el d estinatario; de otro modo la transferencia sería cero. 
La teoría de la cOffitmicación nació con la telegrafía ante la necesidad de especific<lf precisa-
mente "la capacidad" de varios sistemas de telecomunicaciones para lleva r in formación. El primer 
ensayo para formular u na medida matemática lo hizo Ha rtley en 1928, y sus ideas son las bases de 
la teoría actual. A los ingenieros les interesa la transmisión correcta de señales o la representación 
eléctrica de mensajes sin importa les por 10 general el objetivo de estos mensajes. Arbitrando los 
medios para que el telégrafo o el teléfono transmita sus señales con fidelidad, los mensajes tendrán 
significado, valor, certeza, confiabilidad y todas sus o tras p ropiedéldes. Las sei'lales deben ser 
correctas, y entonces todas estas propiedades humanas son inherentes y consecuentes. La teoría 
matemática de la información se centra solamente en las señales y Sll contenido de información, y 
se abstrae de todos los usos humanos específicos. 
La información sólo puede recibirse cuando hay duda; y las dudas implican existencia de 
alternativas, lo cual trae aparejado elección, discriminación o selección. 
Pero la selección (o discriminación) puede llevarse a cabo en enlaces de comunicaciones no 
humanos. Porejemplo,en lm teletiposeoprime una tecla cada vez y lassel1aleseléctricascodificadas 
que llegan al recep tor seleccionan y oprimen las teclas correctas automáticamente. Nos da la 
sensación de que las teclas del receptor están siendo presionadas por dedos invisibles. 
Esas señales eléctricas cod ificadas que llegan al receptor llevan cierto contenido de información 
en virtud de su potencial para decidir elecciones. Las 5el1ales son opciones para el recepto r, quien 
habrá de elegirlas de un conjunto de distintos signos al que denominamos alfabeto y que bien pueden 
ser letras d e un lenguaje escrito, números, palabras impresas, ordenadas de una forma de onda; en 
fin, cualquier tipo de signos creados para la comunicación. 
Pero ese alfabeto debe especi ficarse antes de que el contenido de información de los mensajes 
pueda discutirse numéricamente, y además debe suponerse que el mismo alfabeto exista en el 
termina l transmisor y receptur de tm canal de comunicación. Así, la ftmción de la fuente de 
información es seleccionar signos sucesi vamen te de este alfabeto, consti tu i r mensajes. y transmi ti rlos 
en forma física como señales por med io de un canal al receptor. En el receptor las señales operarán 
lU1 alfabeto idéntico y seleccionarán los signos correspondientes, o sea, los mensajes enviad os y 
recibidos. 
Hay que notar la diferencia entre mensaje y señal. Un mensaje se considera como las elecciones 
del alfabeto, puesto en forma física (señales) para la transmisión. 
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Claude Sharmon, en su trabajo sobre la teoría matemática de la comunicación, se planteó un 
objetivo básico: hacer 10 más eficiente posible la transmisión de información de un plmto a otro. Por 
ejemplo, transmitir mensajes lo más rápidamente posible y con el número mínimo de errores. Hay 
un límite en la tasa de información que puede ser transmitido por ese sistema; este límite es la 
capacidad de información, la cual viene determinadi'l por las limitaciones físicas ftmdamentales en 
la transmisión de la información por medios eléctricos, como el ancho de banda y el ruido. Es 
importante recordar que por medio de técnicas de modulación y codificación es posible intercambiar 
ancho de banda por relación señal a ruido. 
Sharmon, para encarar lo anterior, se planteó lo siguiente: dado W1 conjW1to de posibles 
mensajes que W1a fuente puede transmitir no de nuestra elección, ¿cómo pueden representarse éstos 
de la mejor manera posible para llevar información sobre W1 sistema con sus limitaciones físicas 
inherentes? Pa ra tratar este problema es necesario concentrarse más sobre la illformaciólI que sobre 
las seiiales, y por esta razón el trabajo de Sh"rmon fue rebautizado como teoría de la información. 
La teoría ma temática de la información trata con tres conceptos básicos: la medida de la 
información, la capacidad de lUl canal de comunicación para transferir información y la codificación 
como W1 medio para utilizar los canales a su completa capacidad. Estos conceptos pueden enlazarse 
en el teorema ftmdamental de la teoría de la información: 
Dada una fuen te de información y tm canal de comunicación, existe una técnica de codificación tal que 
la información puede ser transmitida sobre el canal con tma tasa menor que la capacidad del canal y con 
tma frecuencia arbitrariamente pequeña de errores, a pesar de la presencia de ruido. 
Lo sorprendente de este teorema es la transmisión casi libre de errores sobre un canal ruidoso, 
que se logra por medio del uso de la codificación. En esencia, la codificación se usa para adaptar la 
fuente y el canal para máxima transferencia de información confiable, algo casi aná logo a la adap-
tación de impedancia para máxima transferencia de potencia. En este capítulo trataremos de 
contestar los siguientes interrogantes: 
• ¿Cómo se mide la cantidad de información? 
• ¿Cómo se mide la capacidad de un canal de comunicación? 
• ¿L1. acción del transmisor en cambiar el mensaje a señal representa a menudo W1 proceso de 
codificación? 
• ¿Cuáles son las características eficientes de un proceso de codificación?, y cuando la codifi -
cación es tan eficiente como sea posible, ¿a qué tasa puede llevar información el canal? 
• ¿Cómo afecta el ruido la exactitud del mensaje recibido? ¿Cómo se pueden minimizar los 
efectos indeseables de ruido? 
• Si la señal transmitida es analógica (voz o música) en lugar de símbolos discretos (telegrafía 
o palabra escrita), ¿cómo afecta al problema? 
Podemos adelantar que la teoría desarrollada para el caso discreto se puede extender al caso 
de señales continuas (analógicas), y aunque es más difícil y complicada matemáticamente no es en 
esencia diferente. Además, cualquier señal analógica limitada en banda puede digitalizarse por 
medio de Wl proceso de muestreo, cuantificación y codificación. 
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11.2 . MEDIDA DE LA INFORMACIÚN 
Si examinamos con detalle el contenido de información de tm mensaje podremos ahorrar esfuerzo 
en su transmisión de tm punto a otro. Por ejemplo, si deseamos enviar un telegrama de felicitación 
por tm casamiento O nacimiento, la compañía de telégrafos enviará tm texto estandarizado, típico. 
El operador simplemente escribirá el destino, el remitente y tm número determinado que identifi-
que el texto modelo. 
En un restaurante que ofrece la posibilidad de elegir entre seis almuerzos completos, no es 
necesario leer los platos del almuerzo elegido, basta rá especificar el número. En tm sentido instintivo 
podemos ver que algunos mensajes largos no contienen gran información (por ejemplo al leer tmO 
de los almuerzos en lugar de especificar el número). 
El concepto de contenido de información en tm mensaje particuJar debemos fo rmalizarlo para 
luego encontrar que cuanto menor es la información en un mensaje, más rápido podemos transmi-
tirlo. 
El concepto de información está ligado al de predictibi lidad: cuanto más probable es un mensaje 
menor es la información transmitida por ese mensaje. Por ejemplo, si en el lugar de trabajo cobramos 
el sueldo indefectiblemente el último día hábil del mes, llamar a tUl compañero para comtmicarle 
esta novedad no le trasmitirá gran información, pues la p robabilidad que ocurra es prácticamente 1. 
Pero si le comunico que la compañía ha decidido pagar un premio extra de siete salarios, la cantidad 
de información es distinta, pues la probabilidad es mucho menor que en el caso anterior. 
Por lo tanto, podemos decir que la medida de la info rmación se relaciona con la incertidumbre 
que el usuario tiene acerca de lo que será el mensaje. Pero hay que destacar que la cantidad de 
información depende más de la incertidumbre del mensaje que de su conten ido o posibles interpre-
taciones. 
Yendo al otro extremo del sistema de comunicación, la med ida de la información indica la 
libertad de elección que puede tener la fuente en seleccionar un mensaje. Si la fuente puede elegir 
libremente entre varios mensajes diferentes, el usuario tiene tma alta incertidumbre respecto al 
mensaje que será seleccionado; pero si no hay elección, no hay incertidumbre y por lo tanto 
información. 
Es evidente que la medida de la información comprende probabilidades. Los mensajes de alta 
probabilidad indican poca incertidumbre del usuario o poca elección en la fuente, llevando una 
pequeña cantidad de información, y viceversa. Este concepto lo formalizaremos definiendo la 
información mutua en términos de probabilidad. 
n.3 . INFOru.IACION MUTUA 
Consideremos una fuente que produce varios mensajes. Sea uno de los mensajes A y p .... la 
probabilidad de que sea elegido para su transmisión. De acuerdo con lo ya expresado, escribimos 
la información mutua asociada con A como: 
donde la fWlciónj(P 11) debe ser determinada. Para encontrar !(P 1'\) es intuitivo suponer los siguientes 
requerimientos: 
(1 1.1 ) 
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(11.2) 
(IL3) 
Muchas ftmciones satisfacen las ecu<lciones (11.1) a (11.3), pero la decisión fina l se obtiene al 
considerar la transmisión de mensajes independientes. Cuando el mensaje A es entregado al usuario 
recibe lA unidades de información. Si un segundo mensaje es entregado, la iJÚorm<lción total recibida 
debería ser la suma de las informaciones mutuas 1,., + lB' 
Esto es aún más claro si consideramos que A y B vienen de diferentes fuentes. Pero supongamos 
que A y B vengan de la misma fuente: entonces podemos hablar del mensaje compuesto e = A . B. 
Si A Y B son estadísticamente independientes, 
Pero la información recibida es aún 
le= l,., + IIJ==f(P,.,)+f(PB) yasí (11.4) 
que es nuestro requerimiento para f(Pe). 
Hay una sola funci ón que satisface las condiciones (11.1) a (114) y es la función logarítmica 
f (x) = log b (x) donde b es la base del logaritmo. Así, la información mutua se define como: 
Como O $ P 14.$ 1 el logaritmo es positivo, como se desea. 
Especificando ahora la base b dellogarihno seleccionamos la unidad de información. La más 
usada es con base 2 y su unidad de información se denomina bit. 
1 . 
lA == log2 P,., lb] tl (1I.5b) 
Si P 14.= P8 = 1/ 2 entonces lA = 18 = log2 2 = 1 bit, que es la cantidad requerida o llevada por la 
elección entre dos sucesos igualmente probables (equiprobables). 
Puesto que las t<lblas de logarihnos en base 2 no son comunes, es útil recordar las siguien tes 
relaciones: 
IOg2 X == IOg2 10 . loglO X '" 3.321oglO X (IL5c) 
También se puede utilizar 
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Si hubiéramos tomado como base b en la ecuación (11 .5) de los logaritmos naturales 
e = 2.71 828, tendríamos 
tomando logaritmos decimales, 
1 I(A)=ln--P(A) 
1 
1 (A) = loglO P (A) 
Es evidente que: 1 Hartley = 3.32 bits y que 1 Nat = 1.44 bits, recordando que: 
2.30358 x log2 x 1 
~ x = 2.30258 . loglO x "" 3.32 0.6935 ·lOg2 x = 1.44 . logz x 
En este capítulo, si no se especifica lo contrario, todos los logaritmos serán de base 2. 
Il.4. BINIT y BIT 
Nats 
Hartley 
Es interesante observar que la palabra dígi to binario (binary digit), abreviada bit, se debe a que dos 
estados pueden ser presentados por los dígi tos binarios: O y 1. Pero un d ígito binario podría llevar 
más de un bit de información o menos, dependiendo de su probabilidad de ocurrencia . Por eso no 
es siempre correcto decir que un 1 o un O es un bit, pues esto se puede interpretar como su unidad 
de información (sólo es cierto para sucesos equiprobables). Por ejemplo, si 
PI\=1I4 Y PB=3/ 4 
entonces 
Para evitar errores de interpretación, a los dígitos binarios como elementos de mensajes se les 
llama binits en lugar de bits (denominación habitual), para no confundirlos con su información 
asociada. 
Por ejemplo, un tren de pulsos eléctricos como el de la figura 1I.l está compuesto de binits 1 y 
binits O, 
La aparición de cualquier binit 1 da una información de log2 3 = 1.58 bits. 
La aparición de cualquier binit O da una información de log2 3/2 = 0.58 bi ts. 
Esta aclaración es para evitar que a un dígito del tren de pulsos 10 llamemos 1 bit (contracción 
de dígito binario), pues podría interpretarse como unidad de información, cuando en realidad ésta 
depende de la probabilidad. 
Como en la práctica es frecuente seguir llamando erróneamente bits a los dígitos binarios 
(binits), otra alternativa propuesta para desechar esto definitivamente es mantener la denominación 
bits para los dígitos binarios (binits) y llamar Shannon a la unidad de información. 
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P( I) = l/J 
v , , r-
P(O) = 213 
o , o o , o o o , o , o o 
o I I I I I 
Figura U.1. Tren de pulsos binarios 
Ejemplo 11.1 
a) Calcule la información asociada a la caída de una moneda (suceso estadísticamente inde-
pendiente). 
Respuesta: 1 bi t 
bJ Calcule la información entregada por la aparición de lma letra entre 32 equiprobables. 
Respuesta : 5 bits 
Ejemplo 1l.2 
Supongamos que una fuente produce los símbolos A, B, e y D con probabilidades 1/ 2, 1/4, 1/8 
Y 1/8. 
a) Calcule la información en cada caso. 
b) Si los símbolos son independientes, calcule los bits de información del mensaje BACCA. 
Respuesta a): 1; 2; 3; 3 bits 
Respuesta b): 2 + 1 + 3 + 1 = 7 bits 
Ejemplo 1l.3 
Calcu le la probabilidad de que aparezcan tres ca ras consecutivas en la tirada de una moneda y su 
información asociada. 
Respuesta: 
1m:: loS:! 8 = 3 bits 
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Ejemplo Il.4 
De un mazo de 40 barajas españolas se extrae una carta. Si me informan que es de oros, ¿cuántos 
bits de in formación he recibido?, ¿qué información adic ional se requiere para especi ficar la carta? 
Respuesta: 
12 = loS;! 10 = 3.32 bits 
Ejemplo 1/.5 
Hay un proverbio que dice que tma imagen vale más que mil palabras. Verifiquémoslo suponiendo 
que descomponemos el cuadro en un número de p tmtos discretos o elementos; cada uno tiene un 
nivel de brillo que varía en pasos desde el negro hasta el blanco. 
Respuesta: 
Para el aná li sis supongamos una imagen compuesta de 400 líneas horizonta les con 300 puntos 
discretos por línea horizonta l, y ocho niveles equiprobables fácilmente distinguibles de brillo; 
además supongamos un vocabulario de cien mil palabras equiprobables. 
Hay 81.2 ' \0' posibles imágenes, cada una con una probabi lidad 
y una información 1 = log2 l / P = 360000 bits. 
A este mismo resultado podríamos haber llegado suponiendo que la Uúormación por punto o ele-
mento es log2 8 = 3 bits, loque da una información total para la imagen de 3 x 120 000 = 360 000 bits. 
Respecto al vocabulario cada palabra tiene una 1 = log2 105 = 16.6 bits y 1 000 palabras tienen 
una información de 16.6 x 1 000 = 16 600 bits. 
Luego, para el vocabulario y la imagen supuestos se cumple el proverbio que dice que una 
imagen tiene mayor información que mil palabras. La val idez de las suposiciones no tiene sentido 
discutirla, pues aquí nos interesa el método, no los resultados. 
U.5. INFORMACiÓN PROMEDIO (ENTROpIA) 
Defin imos la información mutua en función de los mensajes individuales o símbolos que tilla fuente 
puede producir. Pero ésta no es tilla descripción útil de la fuente en lo que se refiere a los sistemas 
de comunicaciones, ya que no ~e diseña para un mensaje en particular sino para todos los mensajes 
posibles. Por lo tanto, aunque el fl ujo de información instantáneo de una fuen te puede ser errático, 
debemos describir la fuente en términos de la información promedio producida. Esta información 
promedio también se llama en tropía de la fuente. 
Para una fuente d iscreta cuyos símbolos son estadísticamente independientes, la expresión 
entropía es fácil de formular. Sea m el número de símbolos diferentes, es decir, un alfabeto de 
longitud m. Cuando el símbolo j se transmite, éste lleva I¡ = log l/P, bits de información. En un 
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mensaje largo de N» símbolos, el símbolo j ocurre NPj veces, y la información total en el mensaje 
es aproximadamente 
• 
NP1/1 + NP2 12 + NP3 13 + ... + NPmlm = L NP¡ Ji bits 
¡_ l 
(n .6) 
La que dividida por N da la información promedio por símbolo. Por lo tan to, definimos la entropía 
de una fuente discreta como 
• • 
H = Lo Pi li = L. Pi · \o&!. l/ Pi (bits/ símbolo) 
)0=1 ¡ ~ 1 
(ll.7) 
Nótese que la ecuación (11.7) es un promedio del ensamble. Si la fuente no es estacionaria, las 
probabilidades de los símbolos pueden cambiar con el tiempo y la entropía no es significativa. 
Nosotros supondremos que las fuentes de información son ergódicas, de tal modo que los promedios 
del ensamble y del tiempo son idénticos. 
La entropía nos indica que en promedio nosotros esperamos obtener: H bits de información 
por símbolo O NH bi ts en un mensaje de N símbolos, si N es grande. 
Para un alfabeto de longitud fija (m fija) la entropía de una fuente discreta depende de las 
probabilidades de los símbolos, pero es limitada por 
(11.8) 
El límite inferior H = O implica que la fuente no entrega información (en promedio), así que 
aquí no hay incertidumbre en el mensaje. Esto correspondería a una fuente que tiene un símbolo 
con P = 1 Y todos los demás símbolos con probabilidad cero. 
La entropía máxima H = log2 m corresponde al máximo de incertid umbre o máxima libertad 
de elección. Esto implica que todos los símbolos son igualmente probables, o sea, no hay un símbolo 
preferido. Entonces H = H md.r= log2 m cuando todos los símbolos tienen una probabilidad Pi = l / m 
(ejemplo 11 .6). 
La va riación de H entre los límites de la ecuación (JI .S) se observa considerando una fuente 
binaria (m = 2) con probabilidades p y q = 1 - p; graficando 
I I 
H =p log¡;+(1 -p) .log G (11.9) 
Como se observa en la figura 11.2, la máxima entropía H = log2 2 = 1 bit ocurre para p = 0.5, o 
sea el caso equiprobable. 
Ejemplo Jl.6 
Una fuente discreta tiene sal idas x¡ para 1 ..:;: j ..:;: N con probabilidades p (x¡). Demuestre que la 
entropía de la fuente tiene un va lor máximo de log2 N Y que el mismo ocurre cuando todas las 
salidas de la fuente son equiprobables. 
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H 
o .• 
0.6 
0.4 
0.2 
+---~--~--~--~--~---+ p 0.2 0.4 0.6 0.8 
Figura 11.2. Enlropla de una fuen te binaria en función de la probabilidad de un slmbolo 
Respuesta: Una manera es va riar P (Xk) y P (XII ) mientras mantenemos las otras probabilidades, 
P (xi)' constante para j *" 1 o N. Entonces 
N 
p(X.)=l- ¿ p(XI ) 
1 " , 
¡ -k 
Ahora determinaremos el valor de P (Xt) que maximiza H (x). Diferenciando 
Colocando la derivada igual a cero tenemos: 
Así, P (x,) = p (x,) 
Puesto que Xk es arbitraria, tenemos: 
i=1,2 ..... N-l 
con lo que P (Xt) = l / N pa ra todo N. 
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Por lo tanto, el máximo valor de en tropía se logra cuando todas las salidas tienen igual 
probabilidad . Este valor es: 
N 
I 
H(x)= L ¡;¡log,N= log, N 
;E Z 
Cabe destacar que nosotros sabemos que maximizamos la entropía puesto que el valor mínimo 
de la entropía es O. Este mínimo se logra cuando una salida tiene probabilidad uno y todas las otras 
tienen probabilidad cero. 
11.6. T ASA DE INFORMACiÓN 
Supongamos que dos fuentes tienen la misma entropía pero una es más rápida que la otra, es decir, 
produce más símbolos por unidad de tiempo. 
En un periodo dado, más información se transfiere de la fuente más rápida, lo que causa 
necesidades mayores sobre el sistema de comunicación. Por lo tanto, la descripción de una fuente 
no es por su entropía solamente, sino por su tasa de información media en bits por segundo. La tasa 
de información de una fuente discreta se define como 
Hb· R "'= ¡ts/seg 
cr 
donde cr es la duración promedio del símbolo. 
(n .IO) 
Por lo tanto 11 cr es igual al número promedio de símbolos por unidad de tiempo que 
denominaremos (velocidad de señalización) y cuya unidad es bini t/ seg = baudio. A la velocidad de 
señalización la indicaremos con la letra r. 
Ejemplo JI.7 
Calcule la tasa de información de una fuente telegráfica teniendo por probabilidades y duración 
promedio: 
P plU110 = 2/ 3 P raya = 1/ 3 
cr plU110 = 0.2 seg cr raya = 0.4 seg 
Respuesta: 
H = 2/ 31og2 2/ 3 + 1/ 3101;2 3 =0.920 bit/símbolo 
cr '" 2/3 x 0.2 + 1/3 x DA = 0.267 seg 
0.920 . 
R = 0.267= 3.44 blts/seg. 
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Ejemplo 11.8 
Una fuente produce cinco símbolos con probabilidades, 1/ 2; 1/ 4; 1/8; 1/16 Y 1/16. Calcule H: 
Respuesta: 
1 1 1 1 1 
H::: '21082 2 +¡ log2 4 +glog2 8 +16loS2 16 + 1610& 16 
::: 0.5 + 0.5 + 0.375 + 0.25 + 0.25::: 1.875 bits/ símbolo 
Ejemplo 11.9 
Una fuen te de datos tiene ocho símbolos equiprobables y emite en blocks de tres a una tasa de 1 000 
blocks por segundo. Si el primer símbolo de cada block es siempre el mismo (sincronización) y los 
dos restantes pueden ser cualquiera de los ocho símbolos de la fuente, calcule la tasa de informa· 
ción R. 
Respuesta: 
H sómbolo = log2 In :::: log~ 8 = 3 bits/símbolo 
Hblock ::: (Hslmbolo) (# símbolos por block) = 3 . 2 = 6 bits/block 
- 1 
°block :::: TOOO seg/ block 
R 6 bitlblock 
1 6000bitslblock 
1 000 seglblock 
Ejemplo 11.10 
Se envía un mensaje utilizando cinco pulsos de igual duración. El primer pulso se restringe a dos niveles 
mientras que los otros cuatro pueden tomar cualquier nivel de entre +4 y -4, incluido el cero. 
a) ¿Cuántos mensajes se pueden enviar en un grupo simple de cinco pulsos? 
bJ Si el mensaje se transmite como una secuencia de pulsos binarios, ¿cuántos pulsos serían 
necesarios? 
c) Calcule la relación de anchos de banda si se considera que el intervalo total del tren de pulsos 
de a) y b) son iguales. 
Respuesta: 
a) 13122 mensajes = 2' . 9' 
b) 14; 214 ~ 13 122 
,)14/ 5 = 2.8 
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NOTA: Es importante observar que en el caso a) se puede enviar la misma información que en 
el caso b), pero en un ancho de banda 2.8 veces menor. Si se desea que la diferencia entre dos niveles 
contiguos sea la misma para ambos casos, a efecto de tener la misma facilidad en la detección en el 
caso de ruido gaussiano aditivo, por ejemplo, evidentemente en el caso a) se debe transmitir mayor 
potencia que en el caso b). 
O sea, la reducción de ancho de banda en el caso a) se paga con potencia si se quiere conservar 
la misma faci lidad de detección que en el caso b) para una misma transmisión de información. 
Ejemplo 11.1] 
Una fuente de datos tiene 16 símbolos equiprobables posibles, cada uno de 1 mseg de duración. 
Los símbolos se emiten en bloques de 15, separados por un pulso de sincronización de 5 mseg. 
Calcule R. 
Respuesta: 
H block = (H símbolo) (Núm. de símbolos por block) = (Iog, 16) (15) 
H block = 4 x 15 = 60 bitlblock 
(j block"" 0.02 seg/block Hblock 60 . R = -_- = - '" 3 000 blts/seg 
O" 0.02 
Ejemplo 11.12 
Un sistema de facsímil transmite una imagen que tiene 250 líneas horizontales y 200 puntos por 
línea. Si cada punto puede tomar 32 niveles equip robables de brillo, calcule la irúormación de la 
imagen. 
Si una vez explorada la imagen se almacena eléctricamente en una memoria y se envía por un 
canal de transmisión a 208.33 bit/seg, ¿cuánto tiempo se tarda en transmitirla? 
Respuesta: 
H imagen = 5 . (SO (00) = 250 000 bits 
T· d ··6 250000 200 20· lempo e transmlSl n = 208.33 = 1 seg = mm. 
Ejemplo 11.13 
Una imagen de TV tiene 625 líneas con 500 puntos por línea y 128 niveles equiprobables de brillo 
por punto. Si se transmiten 25 imágenes por segundo, calcule R. 
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H;m~b.en 
< (log, 128) (625 x 5(0) ~ 2.1875 x 10' 
R ~~.:,e, < (2 .1875x 10') (25) ~ 54.6875 Megabits / seg 
a 
Ejemplo 11.14 
Se envía tm mensaje usando cinco pulsos cada W10 con una duración de 1 mseg y dos niveles O y 
V posibles de tensión (equiprobables). La cantidad de mensajes diferentes que se pueden enviar 
con este tren de cinco pulsos es 25 == 32 mensajes y la tasa de información es 
R = 1 bit/ 1 mseg = 1 000 bits/ seg 
La velocidad de señalización es r == 1 000 baudios. 
Si los pulsos podrían tomar cada uno cuatro niveles posibles de tensión en forma equiprobable 
(la misma duración anterior), se podrían enviar 45 == 1 024 mensajes diferentes, y 
R=~=2~; 1 mseg seg r = 1 000 baudios 
Vemos que en el primer caso se transmite 1 bit por baudio y en el segundo caso 2 bits por 
baudio, ¿cuál es el costo de esta ventaja? 
Si se quiere que el nivel máximo de tensión transmitido en el segW1do caso siga siendo V como 
en el primer caso, la mejora de 2 bits por baudio hará que los niveles de decisión en el proceso de 
detección (para ruido gaussiano aditivo, por ejemplo) estén más jW1tos entre sí y se obtenga W1a 
mayor probabilidad de error en la detección de niveles. 
Si se quiere obtener la misma probabilidad de error que para el primer caso es necesario 
aumentar los niveles de tensión en el segundo caso (aumento de potencia). 
Una manera de lograr transmitir 1 024 mensajes sin modificar los dos niveles posibles de 
tensión del primer caso es transmitiendo 10 pulsos binarios en el intervalo de 5 mseg 
(2 10 == 1 024 mensaje~; pero atención, R es 2000 bits/seg, pero tengo 1 bit por baudio pues se tuvo 
que duplicar la velocidad d e señalización al doble. De lo analizado vemos que hay W1 intercambio 
entre la tasa de información transmitida en (bits/seg) y el ancho de banda y la relación señal ruido. 
Ejemplo 1I.15 
Se quieren transmitir pulsos de K niveles de tensión equiprobables por un canal telefónico. La 
velocidad de señalización en ba:.tdios que se puede transmitir por un canal o vínculo depende del 
ancho de banda B. Por ejemplo, para un canal telefónico una velocidad de señalización típica es de 
2400 baudios. Pero la cantidad de bits por baudio que se transmite depende de la cantidad K 
de niveles que se elija. 
Si K == 2, se tiene 1 bit por baudio 
Si K = 4, se tienen 2 bits por baudio 
2400 bits/seg 
4800 bits/seg 
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Si K = 8, se tienen 3 bits por baudio 
Si K = 16, se tienen 4 bits por baudio 
7200 bits/seg 
9600 bits/seg 
Pero en los cuatro casos la velocidad de señalización es de 2 400 baudios (depende del ancho 
de banda B del canal). 
Ejemplo 11.16 
Una máquina teleimpresora da una vuelta cada 150 roseg, produciendo un carácter o letra de 
acuerdo con el código de la figura 11.3. El primer pulso (arranque) y el último pulso (parada) se 
utilizan para sincronización y los cinco restantes para información. 
Una misma codificación puede significar dos caracteres distintos, dependiendo de si se le 
antepusieron cifras o letras. 
20"" .. 
arranque 
..... ~- -
: parada 
OV ----~--1_--_+------------1_--_+--~.-.--~. --
30 mseg 
-v : ...... +----+'-----------' 
2Q mseg 150 mseg 
+----------------------------> 
Figura 11.3. Sei'lal telegráf ica 
Determine cuántas pa labras por minuto se pueden transmitir si en promedio se tienen seis 
caracteres por palab ra (incluido el espacio). 
Respuesta: 
150 mseg: 1 ca rácter 
60 000 mseg: 400 caracteres 
Luego 400 ca racteres: 400/ 6 = 66.66 palab ras/ minuto 
Otra manera de llegar a la misma respuesta es la siguiente: para símbolos equiprobables tengo 
5 b its en 150 mseg, o sea 33 bits/ seg = 33 x 60 b its/ minuto . La información de los pulsos de 
sincronización (arranque y parada) es cero, puesto que su probabilidad de ocurrencias es igual a 1. 
La cantidad de palabras por minuto es 
1 980 bits/ minuto 
5 bits· 6 letras 66.66 palabras/ minuto 
Ejemplo 11.17 
Calcule la velocidad de señal ización de la señal telegráfica del ejercicio an terior. 
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,= __ 1_ = 50 baudios 
0.02 seg 
Ejemplo Il.1 8 
Se transmiten trenes o bloques de cuatro p ulsos cada uno, cada pulso con una duración d e 1 mseg. 
Los pulsos pueden tomar de forma equiprobab le los niveles de tensión O; 1; 2, Y 3 V, excepto el 
primer pulso del tren o bloque que siempre toma el nivel 1 volt. Calcule la tasa d e información R. 
3V 
2V 
IV 
OV c-L-~+->~L-L-L-"-~-L-"-"-" __ L-L-"-________ ~ 
1 mseg 
Figura 11.4. Trenes de cuatro pulsos cada uno 
Respuesta: 
R =.t;t. = (log2 4) (3) bits!b lock 
(J 4 mseg !block 
1 500 bits/ seg 
Ejemplo 11.1 9 
Se transmiten pulsos de 1 mseg de duración cuyos niveles pueden ser: 1; 2; 3, o 4 volt, con 
probabilidades 1/ 2, 1/ 4, 1/8 Y 1/8. Calcule R 
Respuesta: 
H =~.l +¡ . 2+~. 3+~ ·3= 1.75 bits!binit 
H 1.75 bit 1 000 binit R = -= = ----- = 1 750 bits/ seg = H· r= 1.75 buu .., . 
(J 1 mseg seg 
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v 
4 , 
3 
- r-
2 1- 1- -
1- - -
..... 
1 mseg 
Figura 11.5. Pulsos de cuatro niveles 
Ejemplo /1.20 
Al tren de pulsos del ejemplo anterior se le codifica para su transmisión de acuerdo con el siguiente 
código binario: 
Niuel Probabilidad Código biliario 
Iv 1/ 2 00 
2v 1/ 4 01 
3v 1/ 8 10 
4v 1/ 8 11 
a) ¿Cuál es la duración de un binit a la salida del codificador? 
b) Calcule cuántos binits por bit se necesitan para la transmisión. 
c) Calcule la probabilidad de aparición de un binit O Y un binit 1 a la salida del codificador. ¿Son 
equiprobables a los dígitos binarios? ¿Los símbolos binarios son estadísticamente independien tes a 
la salida del codificador? 
d) Calcule R por medio de la ecuación de entropía para símbolos estadísticamente inde· 
pendientes. ¿Por qué no dio el valor de 1.750 bits/seg hallado previamente? 
e) ¿Se eligió una codificación adecuada? 
Respuestas: 
a) 0.5 O1seg 
b) ~: = 1.142 binits/b it 
11111 1 1 1 5 
c)P(Ol=2+"8+ 16 = 16; P( l l="8+ 16 +"8=]6' No; No 
11 16 5 16 
d)H=]6 . log,U+ 16 .log'S=0.89; R=!i= 0.89 Ci 0.5 O1seg 1 790 bits/ seg 
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Para explicar la discrepancia entre este valor de 1 790 bits /seg y el de 1 750 bits/seg hallado 
anteriormente debemos recordar que la ecuación de entropía se basa en símbolos estadísticamente 
independientes y mientras esto puede llegar a ser cierto para los pulsos de la figura lI.5, no lo es para 
los sucesivos pulsos binarios, puesto que codificamos en grupos de dos. Para el caso de símbolos 
dependientes debemos modificar la medida de la información. 
e) Un código más eficiente es el siguiente: 
Núm. de código Probabilidad 
(A)O 1/2 
(B) 1 1/ 4 
(C)2 1/ 8 
(D)3 1/8 
Código biliario 
o 
10 
110 
111 
Con este código un mensaje conteniendo N» 1 símbolos requiere la transmisión de 
!i + 2N + 3N + 3N -: 1 75 símbolos 2 4 8 8 . 
es decir, 1.75 dígitos binarios por símbolo de la fuente. La tasa requerida de señalización es 
r = 1 750 binits/ seg, y así logramos una transmisión a R = e, o sea la codificación ha producido una 
perfecta adaptación entre la fuente y el canal (1 binits /bit). 
Hay que notar dos cosas muy interesantes. Primero, que el código es tal que los símbolos O y 1 
son equiprobables y estadísticamente independientes (verificarlo); segtmdo, que al símbolo de la 
fuente con más alta probabilidad se le asigna la palabra del código más corta, y que la longitud crece 
al ir disminuyendo la probabilidad de los símbolos. Esto es lo que básicamente hizo Morse para su 
código telegráfico. 
Otra cosa interesante es que el código es descifrable sin necesidad de espacios o comas que 
separen los grupos de códigos. Por ejemplo: 
O 
A 
10 
B 
110 
e 
O 
A 
111 
D 
Sólo puede significar ABeAD. Hay varios métodos para codificar una fuente de salida (Shan-
non-Fano; Huffman, etc), que explicaremos más adelante. 
n. 7. I N FOR..\1AClÓN PROMEDIO EN SÍMBOLOS DEPENDIENTES 
Cabe resaltar que la mayoría de las fuentes prácticas emiten secuencias de símbolos que son 
estadísticamente dependientes. En telegrafía, por ejemplo, los mensajes que se van a transmitir 
consisten en una secuencia de letras, números y caracteres especiales. 
Estas secuencias no son completamente alea torias; en general ellas forman oraciones que tienen 
una estructura estadística del lenguaje. Por ejemplo, la letra E aparece más frecuentemente que la 
letra Q; pero la aparición de Q implica que la siguiente letra más probable será la U; así, la ocurrencia 
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de una consonante significa que probablemente la siguiente letra será una voca l. Esta dependencia 
estadística o estructura reduce la cantidad de información que viene de tal fuente comparada con 
la cantidad de información que proviene de una fuente que emite los mismos símbolos pero en 
secuencias independientes. 
EI.problema que ahora encararemos es calcular la tasa de ÍIÚormación para fuentes discretas 
que emiten secuencias dependientes de símbolos o de mensajes. Para el análisis supondremos que 
la fuente de información discreta emite un símbolo cada T segundos. La fuente entrega símbolos 
pertenecientes a un alfabeto finito de acuerdo con ciertas probabilidades que dependen en general 
de los símbolos precedentes, así como del símbolo particular en cuestión. Un sistema físico o modelo 
estadístico de un sistema que produce tal secuencia d e símbolos gobernada por un conjunto de 
probabilidades, se conoce como proceso estocástico o aleatorio. Entonces nosotros podemos consi-
derar una fuente discreta que sea representada por un proceso aleatorio. 
Inversamente, cualquier proceso aleatorio que produzca una secuencia discreta de símbolos 
elegidos de un conjunto finito puede considerarse como una fu ente discreta. Esto incluye los 
lenguajes escritos como el castellano o el inglés, y también fuentes de infonnación continua que han 
sido convertidas en discretas por muestreo y cuantificación. 
Nosotros podemos hacer un modelo estadístico de la secuencia de símbolos emitidos por 
la fuente discreta por un proceso estacionario discreto !Jamado de Markov. AqUÍ definiremos la 
entropía y la tasa de información de fuentes de Markov. Supongamos que la fuente puede ser un 
modelo de un proceso de Markov de estado finito discreto; además, supongamos que el proceso es 
ergódico, por lo que los promedios en el tiempo pueden ser aplicados. La suposición de ergodicidad 
implica que el proceso es estacionario, de aquí la probabilidad Pi (K) = Pi (K + j) para cualquier valor 
de K y j. En otras palabras, la probabilidad de estar en el estado ¡ en el comienzo del intervalo del 
primer símbolo es la misma, como la probabilidad de estar en el estado i al comienzo del intervalo 
del segundo símbolo, etc. La probabilidad de ir del estado i al j no depende del tiempo. 
Nosotros definimos la entropía de la fuente como un promedio ponderado de la entropía de 
los símbolos emitidos de cada estado, donde la entropía de estado i indicada por Hi se define como 
el contenido de información promedio de los símbolos emitidos desde el estado i. 
H ¡ = L ?¡¡ · lo~ (lIp (j/ /) bits/símbolo 
¡_ 1 
donde P (jli) es la probabilidad de j habiendo aparecido i. La entropía de la fuente es entonces el 
promedio de cada estado. Es decir 
H = i~ Pi' Hi = i~ Pi ' ~~ P (jl i) · Iog, I / P (jli)]bits/S¡mbOIO 
donde p¡ es la probabilidad de la fuente en el estado i. Recordando el teorema de Bayes 
P(A) · P(BIA)= P(B)· P(A I B) =P(A, B) 
donde P (A, B) es la probabilidad conjunta de A y B tenemos 
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H = L' L P,' P (j/i) lag, p J/i) = L L P (i, j) lag, P JIi) 
, I 
(U.l1) 
donde Pi es la probabilidad de que la fuente esté en el estado i. 
La tasa de información 
R = r . H bits/seg (U.1 2) 
donde r es el número de transiciones de estado por segundo o la tasa de símbolos de la fuente. 
La entropía H definida de la ecuación (11.11 ) tiene el mismo significado que H de la ecuación 
(117). En ambos casos nosotros esperamos que la fuente de salida lleve H bits de información por 
súnbolo en mensajes largos. 
rI .8. FUENTES CONTINUAS 
Las fuentes continuas son aquellas cuyos mensajes son funciones que varían continuamente con el 
tiempo. Tendríamos que definir su entropía pero no lo haremos, pues matemáticamente es pesado, y 
en cambio le aplicamos en la mayoría de los casos la presentación discreta, puesto que por las limita· 
ciones físicas fundamentales la comunicación es un proceso discreto sin consideración de la fuente. 
Ejemplo II.21 
Haremos aplicaciones de lo estudiado sobre la estructura del idioma inglés. La información que 
disponemos en este caso son palabras, es decir, una tira de letras en sucesión que constituyen un 
texto coherente y que quiero transmitir. Supongamos que utilizo 26 letras y un espacio, por lo tanto 
27 símbolos. 
Hacemos distintas suposiciones teóricas que nos darán diferentes modelos. 
Primer modelo: 
Suposiciones: a) cada símbolo O letra no depende del anterior; b) todos los símbolos O letras son 
equiprobables, o sea, es simplemente una fuente sin memoria con m = 27. 
Luego, la entropía tiene en este caso el valor máximo, o sea 
H = log2 27 = 4.75 bits / letra 
Este resultado es importante, ya que me da la carga que tengo que poner en el canal, es decir, 
mi sistema de transporte debe lleva r 4.75 bits por letra. 
Segundo modelo: 
Suposiciones: a) cada símbolo no depende del anterior; b) considero a los símbolos con sus 
probabilidades de aparición. 
P (esp'cio) = 0.1858 P (A) = 0.0642 P (B) = 0.0127 P (z) = 0.0005 
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Calculando tenemos que H = 4.03 bits/ símbolo 
Tercer modelo: 
Suposiciones: a) cada letra depende solamente del último símbolo transmitido; b) probabilida-
des reales. 
En este caso la entropía sigue bajando y vale H = 3.32 bits/símbolo. 
Cuarto modelo: 
Suposiciones: a) cada letra depende de las dos anteriores; b) probabilidades reales. 
La entropía sigue bajando y es H = 3.10 bits/ símbolo 
Quinto modelo: 
Suposiciones: a) conozco todo el texto anterior; b) probabilidades reales. 
En este caso H = 1 bi t/símbolo. Este dato es interesante, ya que si tengo la facil idad en el sistema 
de transmisión de recordar las letras anteriores y de codificar, la transmisión que se va a enviar, la 
infonnación que se adiciona al producir una nueva letra, es de 1 bit. 
Es decir, que si el sistema es muy eficiente para mandar una letra al canal, debo mandar sólo 
1 bit. Este último modelo es el más eficiente, pues el canal debe transportar menos información. Por 
ejemplo el primer modelo debe estar preparado para llevar 5 bits/letra, y este último modelo sólo 
debe lleva r el cana) 1 bit /letra; puede llevar cinco veces más información o ser cinco veces más rápido 
que el primer modelo. 
CUADRO 11 .1. Frecuencia de las letras en el idioma inglés 
Espacio 0.1859 N 0.0574 
A 0.0642 O 0.0632 
B 0.0127 P 0.0152 
e 0.0218 Q 0.0008 
o 0.0317 R 0.0484 
E 0.1031 S 0.0514 
F 0.0208 T 0.0796 
G 0.0152 U 0.0008 
H 0.0467 V 0.0083 
0.0575 W 0.0075 
0.0008 X 0.0013 
K 0.0049 Y 0.0164 
L 0.0321 Z 0.0005 
M 0.0198 
En la práctica se aprovecha el estudio teórico de estos modelos. El primer modelo se utiliza 
normalmente en teletipos por ser el más económico. Por lo regular se usan cinco dígitos binarios por 
letra cuando sólo sería necesa rio en promedio un dígito binario por símbolo si se utilizara el modelo 
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número 5. El segundo modelo se utiliza en el código Morse de puntos y rayas. Los modelos 
posteriores (3 y 4) se utilizan en sistemas muy sofisticados de comunicaciones como es el caso de 
comunicaciones espaciales. En el futuro puede ser que sea necesario el modelo 5. El estudio descrito 
en este ejercicio lo hizo Shannon en 1951. 
Ejemplo 1/.22 
Una fuente binaria de datos tiene P (O) = 3/ 8 Y P (] ) = 5/ 8, extendiéndose la influencia entre 
símbolos sobre grupos de dos símbolos sucesivos tal que P (l / O) = 3/ 4 Y P (DI ]) = 1/]6. Calcule la 
entropía condicional H y compare con Hmk 
P (1 / 1) = 1 - P (0/ 1) = 1 -1 / 16 = 15/ 16 
P (O/ O) = 1 - P (1/ 0) = 1 - 3/ 4 = 1/ 4 
H=PO[ P(1 / 0) ·Iog, P(:/ O) +P(O/ O) ·Iog, P(; / O) ] + 
p¡[p (111) · log, P(;/ I) +P(O/ l ) . Iog, P(~/l)] = 
3/ 8 (3/ 4 ·Iog, 4/ 3 + 1/ 4 ·Iog, 4J + 5/ 8(15/ 16 . Iog, 16/ 15 + 1116 ·Iog, 16J = 0.51 bits 
Observe que: 
Hmb=log22=1 bit 
P(O) = 3/8 = 0.375 
PO) = 5/8 = 0.625 
P(O/ O) .. 0.25 
::::::;'1: = 1 
P( I /O)= O.75 
P(O/ I) .. 0.0625 
P(1 / II .. O.9375 
::::::;'1: = I 
Figura 11.6. Influencia de dos sJmboJos sucesivos 
3 1 
P (O, O) =8' 4 =0.09375 5 1 P(O, 1)=8'16=0.039 
3 3 
P (1, O) =8' 4 = 0.281 
cuya suma de las cuatro probabilidades aproximadamente es 1, y que el criterio aplicado para 
calcular H es realizar la sumatoria de las informaciones que aporta cada símbolo, afectados por su 
probabilidad de ocurrencia. 
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B.9. CANALES DE COMUNlCAClÓN 
Como ya hemos visto, podemos dividir un sistema de comunicación práctico en un transmisor, un 
canal físico o un medio de transmisión y un receptor. El transmisor consiste en un codificador y 
un modulador, mientras el receptor consiste en un demodulador y un decodificador. 
El término canal de comunicaci6n tiene diferentes significados y caracterizaciones dependiendo 
de sus puntos terminales y ftmcionalidad. Entre los punJas c y g en la figura II.7 tenemos un canal 
discreto, a menudo conocido como un canal de codificación, que acepta una secuencia de súubolos 
en su entrada y produce una secuencia de símbolos en su salida. Este canal es caracterizado 
completamente por un juego de probabilidades de transición P (jli), donde P (jli) es la probabilidad 
de que la sa lida del canal sea el símbolo j del al fabeto cuando a la entrada del canal se tenga el sím-
bolo i. Estas probabilidades dependerán de los parámetros del modulador, medio de transmisión, 
ruido y demodulador. 
entrada 
binaria 
transmisor 
Canal de comunicación de datos (digital) 
Canal de codificación (digital) 
Canal de modulación (analógico) 
Canal 
de comunicación 
eléctrica o medio 
de transmisión 
canal físico 
ruido 
receptor 
salida 
binaria 
<c-----------------.~.e-------------------_+.~.~--------------------_.. 
Figura 11.7. Caracterización de un canal de comunicación binario 
Sin embargo, esta dependencia es transparente a un diseñador del sistema que está enfrascado 
con el diseño del codificador y decodificador digital. 
El canal de comunicación entre los puntos d y f provee la conexión eléctrica entre el transmisor 
yel receptor. La entrada y la salida son formas de onda eléctrica analógicas. Esta porción del canal 
es llamada canal de modulación o canal continuo. Ejemplos de canales de comunicación eléctricos 
analógicos son los de banda de voz, telefonía, sistemas de radio de alta frecuencia y sistemas 
troposféricos. Estos canales están sujetos a diversas variedades de contaminación. Algunas debido 
a variaciones de la respuesta de amplitud y frecuencia del canal dentro de su banda de paso. Otras 
contaminaciones o degradaciones del canal son debidas a variaciones de las características del canal 
con el tiempo y no linealidades en el canal. Esto da como resultado que el canal modifica la señal de 
entrada de una manera determiIÚstica (aunque no necesariamente conocida). Además, el canal 
puede contaminar la señal estadísticamente debido a varios tipos de ruidos aditivos y multiplicati-
vos y desvanecimientos (cambios de atenuación aleatorios dentro del medio de transmisión). 
Todas estas contaminaciones introducen errores en la transmisión de datos y limitan la tasa 
máxima a la que pueden transferirse los datos sobre el canal. 
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y, 
y, 
" 
y, 
y, 
Figura 11.8. Diagrama de un Canal con tres entradas y cuatro salidas 
La capacidad de un canal es uno de los parámetros más importantes de un sistema de 
comunicación de datos desde que representa la tasa máxima a la que los datos pueden transferirse 
entre dos puntos en el sistema, con lffia probabilidad de error arbitrariamente pequeña. 
2.1 o. R EPRESENTACIONES DEL CANAL (DISCRETO) 
Imaginemos un canal sin memoria, es decir, que la sa lida del canal en un tiempo dado es una 
función de su entrada en ese tiempo, y no es una función de las entradas previas del canal. Los 
canales discretos sin memoria los podemos especificar por un conjunto de probabilidades condi-
cionales que relacionan la probabilidad de cada estado de salida a las probabil idades de entrada 
(véase Ziemer y Tranter). 
En la figura IlB se muestra lffi diagrama de un canal con tres entradas y cuatro salidas. Cada 
trayecto de entrada a salida se indica con lffia probabilidad condicional P (y/ x,), es decir la 
probabilidad de obtener a la salida y¡ si la entrada es X,. Esto se llama probabilidad de transición del 
canal. 
Especificamos el canal por una matriz de probabilidades de transición P [y/ x], donde para el 
caso de la figura IlB es: 
[
P(Y' / x,) 
[P(y / x)]= p(y, /x,) 
p(y , /x,) 
p(y,/ x,) p(y,/ x,) P(y, / x, )] 
p(y, /x , ) p(y,/ x, ) p(y,/x, ) 
p(y,/ x, ) p(y,/ x, ) p(y,/ x, ) 
Notemos que la suma de czlda renglón de la matriz es la mudad. 
(II13) 
La matriz del canal es útil para encontrar las probabilidades de salida dadas las probabil idades 
de entrada. Por ejemplo, si las probabilidades de entrada se representan por la matriz: 
[P (x)] = [p (x,) P (x, ) p (X,)J (11.14) 
entonces 
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luego, teniendo en cuenta la ecuación (11 .13). 
p [(y)] = P I(x)]· P [ (y/x)] 
p(y, Ix, ) 
[P(y)] = [p(x ,)p(x, )p(x,)] p(y, Ix,) 
p(y, I x, ) 
p(y, I x,) 
p(y, Ix, ) 
p(y, I x, ) 
Si P (x) se escribe como una matriz en diagonal, es decir, 
[
p(x,) O O 1 
O p(x,) O 
O O p(x,) 
p(y, I x,) 
p(y, Ix,) 
p(y, I x, ) 
(ll.15) 
(ll.16) 
p(y, I X,)] 
p(y, I x,) 
p(y, I x,) 
y recordando que el producto de una matriz A con In filas y S columnas por una matriz B de S filas 
y " columnas es una matriz e de m filas y rI columnas, y observando por Bayes que 
[p (Xi)' p (y/Xi) = P (x" y,) 1 
hace que I P (y)] se conozca con el nombre de matriz de probabilidad conjunta y el término 
P (XII y¡) es la probabilidad conjunta de transmitir x, y recibir Yr 
EJemplo 11.23 
Consideremos el canal binario de la figura B.9 . La matriz de probabilidades de transición es 
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PlY I XJ=[P(y, IX, ) P(y,IX,)]=[0.6 0.4] 
p(y,lx,) p(y,lx,) 0.2 0.8 
"2S:' 0.2 O .• 
0.8 
~ ~ 
Figura 11.9. Canal binario 
Si P (XI) = 0.5, las probabilidades de sa lida son: 
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P(y)=[P(X)]· [P(y/x)) 
[ J [0.6 0.4] P(y) = 05 05· 0.2 0.8 
P (y) = [0.4 0.6] = [p (Y,) P (y,) 1 
y la matriz de probabilidad conjunta es 
P (x, y] = (P (x) en d iagonal ] . [P (y/x)J 
1'(x,yl=[O.5 ° ].[O ~ 0.4]1 
o 0.5 0.2 0.8 t 
donde las flechas indican cómo deben multiplicarse las matrices 
1'(x,yJ =[O.3 0.2]=[0.6,o5 0.5'0.4]= [p(X"y,) P(X"y,)] 
0.1 0.4 OSO.2 05·0.8 p(x"y,) p(x" y, ) 
Ejemplo 1I.24 
Para el canal de la figura , verifique que si las entradas son equiprobables las salidas también lo son. 
y, 
x, 
y, 
N x, M 
y, 
x, 
y, 
[?(y, / x,) p(y, / x,) p(y, / x,) p(y, / X') ] 
[P(y /x)]= p(y,/x, ) p(y,/x,) p(y,/x,) p(y, / X, ) 
p(y, / x,) p(y, / x,) p(y, / x,) p(y, / x,) 
P [y] = P [x] . P [y/x] = [p (X,) P (X,) P (X3>} [P (y/ x)] 
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Tomamos una salida y¡ = Y2 
r[y, ]=[p(x,)p(x,)p(x,)] p(y, / x,) = ¿ p(y, / x,)p(x,) 
[
P(y, / X')1 N 
p(y, / x, ) ,. , 
Si las sa lidas son equiprobables 
P[yj J =~ [i .pQ// x'J] 
,., 
r[y]=[033 0.33 0.33 0.33][~~~~]= XXXX 
=[0.25 0.25 0.25 0.25]= [y, y, y, y.] 
Ejemplo 11.25 
Tenemos un canal con su matriz de probabilidades de transición; determine P (y) para entradas 
equiprobables y la matriz de probabilidad conjunta. 
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213 
"4 
1/8 
" 6 112 ~ <E~----_7~-~~--37 
"4 
1/4 
116 
5/8 ., ~~----~=-----~~ 
Para entradas equiprobables: 
y, 
y, 
[Y. P(y/x]= Yo 
Yo 
x X] [251 221 251 1 ~ X = / 72 172 / 72 
X% 
X 
Xl y, Yo 
Yo Yo 
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La matriz de probabilidad conjunta: 
[X 
r[X'Y]=l ~ o 0][% X X O X Ji 
O X Ys X 
Ejemplo II.26 
Xs 
X 
X2 
Xs1 X2 
Y24 
Descubra la matriz de probabilidad de transición para el canal sin ruido de la figura. 
r, ______________________ _ 
y, 
y, P(Y,/Xi) = { i=j 2 i*i 
r, __________ ~ ________ __ 
r, -----------------------y, 
['" :1 O I r[x/ y]= •• O O 
¡(x"y,) = p(xJ 1'(y, / x,)= {:x,) i = j 
i*j 
B .ll. ENTROplA CONDICIONAL y CONJUNTA 
Usando las probabilidades de entrada y salida p (x,) y p (y¡), las probabilidades de transición 
p (y( x,) y las probabilidades conjuntas P (x" y¡) podemos definir diferentes funciones de entropía 
para un canal con tl entrada y ", salidas: 
H (x) = - I, p (x,) log, P (Xi) (!l.I?) 
iw 1 
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que es la incertidumbre promedio de la fuente. La incertidumbre promedio del símbolo recibido es 
H (y) = - ¿ p (y¡)' log, P (y¡) (n.18) 
}' , 
Observando la fórmula (11 .11) tenemos la incertidumbre promedio del símbolo recibido para 
cuando sea transmitido x 
H (y/ x) = - ¿ ¿ P (Xi, y¡). lag, P (y¡lxi) (11.19) 
y la incertidumbre promedio del símbolo transmitido después de haber recibido un símbolo 
H (x/ y) = - ¿ ¿ p (Xi'y¡) ·log, p (X/ y¡) (11.20) 
r ~ l J ~ l 
a veces llamada Equivocación. 
La entropía conjunta H (x, y) es la incertidumbre promedio del sistema de comunicación 
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H (x, y) = - ¿ ¿ P (Xi, y¡) . ['og, p (x/ y¡) + log, P (y¡) J 
, _ 1 jz 1 
= - ¿ ¿ P (Xi, y¡) ·log, P (x/ y) 
' ''" 1 J K 1 
-¿ P (y¡) ·log, P (y¡) = H (x/ y) + H (y) 
jz 1 
De manera similar podemos demostrar que 
H (x, y) = H (y/ x) + H (x) 
(11.21) 
(II.22) 
(0.23) 
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0 .12. CAPACIDAD DEL CANAL 
Consideremos un observador en la salida de un canal La incertidumbre promedio del observador 
respecto a la entrada del canal tendrá un cierto valor antes de la recepción de la salida y su 
incertidumbre promedio de la entrada disminuye cuando se recibe la sa lida. Dicho de otra manera 
H (x/y) < H (x) 
La disminución es la incertidumbre promedio del observador de la señal transmitida, cuando 
la salida se reciba es una medida de la información media transmitida. Esto se conoce como 
información mutua 1 (x, y). Entonces 
I (x, y) = H (x) - H (x / y) (11.24) 
pero de (11.22) y de (1I.23) 
H (x, y) = H (x/ y) + H (y) = H (y/ x) + H (x) 
luego 
I (x, y) = H (y) -H (y/x) = H (x) - H (x/ y) (U.25) 
Debemos observar que la información mutua es una función de las probabilidades de la fuente, 
así como de las probabilidades de transición del canal 
La capacidad del canal e se define como el máximo valor de información promedio por súubolo 
que puede transmitirse por el canal. Por lo tanto 
e = máxima [l (x, y)J (U.26) 
La maximización es respecto a las probabilidades de la fuente desde que las probabilidades de 
transición están fijadas por el canal. Sin embargo, la capacidad del canal es solamente una función 
de las probabilidades de transición del canal, a partir de que el proceso de maximización elimina la 
dependencia de las probabilidades de la fuente (véase Abramsor;). 
Ejemplo [J.27 
Encuentre la capacidad del canal discreto sin ruido de la figura II.1 0 
Sabemos de la fórmula (11.25) que I (x, y) = H (x) - H (x/y), y de la (11.20) 
1 
" -----------------y, 
" --------------y, 
'. --------------y. 
Figura 11.10. Canal discreto sIn ruido 
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H (x/ y) = - L L P (x¡, y¡) ·!og, P (x/ y,) 
¡ - I p i 
Para el canal sin ruido todos los P (x;, y¡) y P (x/ y¡) son cero excepto para i = j que vale la unidad. 
Entonces H (x/ y) = O e 
l (x,y)= H (x) 
Sabemos que la entropía de una fuente es máxima si todos los símbolos de la fuente son 
igualmente probables. Por lo tanto 
" 1 
c = L - log2" = log2 11 (b its/símbolo) 
" 
(U.27) 
,. , 
Si H = 2, entonces C = 1 bit/ símbolo. 
Si la velocidad de señalización de la fuente de entrada es r (símbolos / seg), la capacidad del 
canal binario sin ruido en bit/seg es 
(I1.28) 
Ejemplo 1I.28 
Llegaremos a la expresión (11.28) por otro camino. Hay que destacar que la tasa de información 
promedio da la cantidad de información producida por una fuente en un tiempo dado, mientras 
que la capacidad del canal C en bits por segundo es una medida de la cantidad de información que 
un canal puede transferir por unidad de tiempo. 
Hay un teorema, a veces conocido como el primer teorema de Shannon, que dice: 
"Dado un canal de capacidad C y una fuente con entropía R, si R 5C existe una técnica de 
codificación tal que la salida de la fuente puede ser transmitida sobre el canal con una frecuencia 
pequeña de errores a pesar de la presencia del ruido. Si R > C no es posible transmitir sin errores". 
La demostración de este teorema se puede ver en Shannon. Si M (n es el número de mensajes 
diferentes de longitud T que pueden identificarse en el receptor con una baja probabilidad de error, 
entonces: 
1 
C'" lím T . log2 M (1) bits/ seg 
T_ u 
(I1 .29) 
Recordemos que un (anal discreto es aquel que transmite información tomando un número 
discreto de estados eléctricos, voltajes, etc, siendo 11 el número d e posibles estados y r la tasa de 
señalización en estado por unidad de tiempo. Si la relación señal a ruido es grande la probabilidad 
de error es pequeña yel canal puede considerarse como sin ruido (cualquier secuencia de símbolos 
se interpreta correctamente) . 
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Entonces: e = lím ~ . log2 n'T = r lo~ n bits/seg 
T~" 
lo cual es igual a lo obtenido en (JI.28). 
Cuando el ruido del canal no puede dejar de considerarse, la capacidad es menor a causa de 
los errores. Esto podrá observarse en el ejercicio siguiente. 
Ejemplo 11.29 
Encuentre la capacidad del canal binario simétrico (CBS) de la figura 
Figura 11.11 . Canal binar io simétrico 
Determinaremos la capacidad maximizando 
I (x, y), H (y) - H (y / x) donde 
H(y/ x)'- ~ ~ p(x"Yj)· log , p(yjlx,) 
; _ 1 i"] 
,- (p' a ·log ,p] - (q . a . log,q]-[ q. (l -a) ' log,q] 
- [p (1 -a) log2P ]=-P log2p- q log 2 q 
1 (x, y)" H (y) - H (ylx), H (y}.¡. p . log, p + q . log, q 
Esto es máximo para H(y) máxima o sea H (y) ~ 1. Entonces la capacidad del canal binario 
simétrico es 
C=1+p logzp+qlog2Q (n .30) 
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que se encuentra graficado en la figura U.12. 
e 
0.8 
0.6 
o .. 
0.2 
+---~--~--~--~--~-P 0.2 0.4 0.6 0.8 
Figura 11.12. Capacidad de un canal simétrico 
Si P = O O 1, la salida del canal es completamente determinada por el canal de entrada, y la 
capacidad es de 1 bit/símbolo. Si P = 1/2 un símbolo de entrada produce cualquier salida con 
la misma probabilidad y la capacidad es cero. 
Ejemplo 1I.30 
Determine la probabilidad de error para un CBS (canal binario simétrico). 
La probabilidad de error es 
(U.31) 
i .. 1 
donde p (e/Xi) es la probabilidad de error dada la entrada Xi' Entonces 
PE = q . p (X;) = q . p (X,) = q (U.32) 
o sea, igual a la probabilidad de error adicional 
P (y/ Xi) para i"# j 
Más adelante demostraremos que la PE disminuye con la energía de los símbolos recibidos. 
Puesto que la energía de un símbolo es la potencia recibida multiplicada por el periodo del símbolo, 
se desprende que si la potencia del transmisor es fija , la probabilidad de error puede reducirse 
disminuyendo la tasa de símbolos de la fuente. 
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Ejemplo //.31 
Un sistema de satélite consta de tres canales. El canal estación terrena-sa télite (up-link) con P 
error = 0.01; el canal de procesamiento de la señal a bordo del satéli te (01I-board) con P error = O Y 
el canal satélite-estación-terrena (down-link) con P error = 0.1. La probabilidad del down-link, es 
mayor que la delllp-l ink debido a la limi tación de potencia en el satélite. Calcule la capacidad total 
del sistema. 
Respuesta: 
El sistema se puede considerar como 3 CBS. 
0.99 1 0.9 
~' "7 ~ 
~1~ ~ 
0.99 1 0.9 
Up-link On·board Down-link 
Los que dan un CBS equivalente 
0.99.1 .0.9 = 0 .892 
>< ~= 0.01.0.9 + 0.99 .01 0.892 
Las capacidades de cada uno de los canales y la capacidad total son 
el = l + 0.011ogz 0.01 + 0.99 1ogz 0.99= 0.9192 bits/símbolo 
e2 = 1 bit/símbolo e3 = 0.530 bits / símbolo 
y la capacidad total 
e = 1 + 0.B9 Io~z 0.892 + O.IOB lo&: 0.10B = 0.561 bits/símbolo 
En la práctica, las probabilidades son menores. Se tomaron valores mayores por facilidades de 
cálculo. Otra manera de determinar la capacidad total es: 
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r[y / xJ=[~: ~~H~ ~H~~ ~~] = 
=[0.99. 1 + 0.01 .0 0.99, 0+0.01 , 1].[0.9 0.1]= 
0.01·1 +0.99·0 0.01 ·0+ 0.99·1 0.1 0.9 
=[0.99. 0.9 + 0.01.0.1 0.01,0.9+0.99,0.1]=[0.892 0.108] 
0.01·0.9+0.99· 0.1 0.01 ·0.1 +0.99·0.9 0.108 0.892 
Ejemplo 11.32 
Encuentre la capacidad del canal discreto de la figura 
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p~~ ______ ~O~.B~ ______ ~,-
0.1 
~~ ________ ~ ________ ~§0.;2 
.2L ( 1 ·2p) ~ 
0.2 
0 .1 p ~~----~~----~~ 
H (y) = - ¿ p (y,) · Iog, p (y,) 
' " 1 
H (y) = - [0.8 p + 0.1 - 0.2 p l log, [0.8 P + 0.1 -0.2 pi 
- [0.2 P + 0.8 - 1.6 P + 0.2 pl log, (0.8 - 1.2 p) 
- [0.1 -0.2 P + 0.8 p l log, [0.1 + 0.6 pi 
= - [0.6 P + O.ll log, [0.6 p + 0.11 - [0.8 - 1.2 pllog, [0.8 - 1.2 pi 
- [0 .6 P + O.lllog, [0.6 p + 0. 1[ 
= _ [1.2 P + 0.2110g , [0.6p + 0. 11- [0.8 - 1.2 pllog, [0.8 - 1.2 pi 
H (y/ x) = - ¿ ¿ p (x" y,) · Iog, p (y/ x,) 
¡. I ,_ \ 
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= - P (y¡ / x,) P (x,) log, P (y, / x,) - P (y,/ x,) P (x,) log, P (y, / x,) 
- p (y,lx,) p (x,) log, P (y,/ x¡) - P (y,Ix,) P (x,) log, P (y, / x,) 
- P (y, / x, ) P (x,) log, P (y, / x,) - P (y,/ x3) P (x, ) log, P (y,/x, ) 
Luego 
y,lx,=0.1-0.2p y,lx, = 0.8 P 
p(x,)=p p(x,)= 1-2 p p(x, )=p 
Reemplazando valores: 
H (ylx) = - 0.4 P + 0.4 
Luego 
1 (x, y) = H (y) - H (y/x) = (0.2 + 1.2 pi log, (0.1 + 0.6 p( 
- (0.8 - 1.2 pi log, (0.8 - 1.2 pi - 0.4 p + 0.4 
Sabemos que e = máx 1 (X, Y) 
Hallamos el valor de p que da el máximo 1 (X, Y) 
d l(X'Y)=0=>p=043 dp . 
Sustituyendo el valor de p = 0.43 en 1 (X, Y) tenemos 
e = 0.84 bits/ símbolo 
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Si la tasa de señalización es 10 000 símbolos/ seg, la capacidad en bits/ seg es de 
bits símbolos . 
0.84 --;----bol x 10 000 ---::: 8 400 blts/seg 
Slm o seg 
[1.1 3. E XTENSIÓN DE UNA FUENTE 
Tenemos una fu en te que em ite símbolos d e un alfabe to 5= 5\; 5h 53 con p (51) = 1/2; 
P (5,) = P (5,) = 1/4, o sea: 
Símbolo 
La entropía de esta fuente es: 
51 
52 
53 
Probabilidad 
1/2 
1/ 4 
1/4 
H (5) =~ l~ 2 + 2· ¡ 10S24 = 1.5 b its/símbolo 
Haremos la segu nda extensión de la fuente Sil = 5z, la que tend rá q" = 32 = 9 símbolos, o sea: 
Símbolos de S2 cr, cr, cr, cr cr cr (J, cr 
"" Símbolo de la segunda 
extensión de la fuente S] S] S] S2 S] S) S2 S1 5252 5z5J SJ S1 S) S2 S3 SJ 
Probabilidad de P (o,) 1/ 4 1/ 8 1/ 8 1/8 1/ 16 1/16 1/ 8 1/ 16 1/ 16 
En uno de los ejercicios al final de este capítulo se demuestra que la entropía de la extensión 
misma de una fuente es 11 por la entropía de la fuente. Es decir: 
H (S")=,,· H (S) (n .33) 
En nuestro caso la segunda extensión de la fuente tiene una entropía 
1 1 1 
H (S2) = 3 bits/ símbolo = ¡ ' )Og2 4 + 4 - '8 · log2 8 + 4 - 'i610S1; 16 
= ¿ Pea,) . loS;!_I _::: 2 -1.5 bits/símbolo 
P (a l) 
, -, 
60 
Teoría de la información 
Ejemplo 11.33 
Consideremos una fuente discreta con dos posibles símbolos de salida A y B con probabilidades 
P (A) = 0.8 Y P (B) = 0.2. Supongamos que la tasa de símbolos de la fuente es ] 300 símbolos/ seg y 
que el canal puede transmitir 1 000 símbolos/seg. 
Si tornarnos la codificación del cuadro A vemos que la transmisión es imposible, pues la tasa 
de salida del codificador es 1 300 símbolos/seg y sólo 1 000 símbolos/seg pueden ser transmitidos 
por medio del canal. 
Símbolo de la fuente 
A 
B 
Probabilidad 
0.8 
0.2 
CUADRO A 
Palabra del código 
(Probabilidad) x 
(1IIÍm. de símbolos 
del código) 
o 0.8 
0.2 
Longitud de palabra promedio = 1 
Pero como la capacidad del canal es e = 1 000 bitslseg; H = 0.72 bits/símbolo, y para la 
codificación del cuadro A; R = 1 300 . 0.72 = 936 bitlseg, vemos que entonces es posible encontrar 
una nueva codificación que haga factible la transmisión por el canal. 
Intentaremos codificar cada par de salidas de la fuente y asignaremos la palabra más corta del 
código a la secuencia más probable. Este esquema se ve en el cuadro B y se conoce como la extensión 
de segundo orden de la fuente. Con este esquema hay 1.56/2 = 0.78 símbolos del codificador por 
símbolo de salida de la fuente. La tasa de símbolos de salida del codificador es 
0.78· 1 300 = 1 014 símbolos/seg 
que es mayor que la que el canal puede transmitir. 
CUADRO B 
(Probabilidad) x 
(núm. de símbolos 
Símbolo de la ¡ueute Probabilidad Palabra del código del código) 
AA 0.64 O 0.64 
AB 0.16 10 0.32 
BA 0.16 110 0.48 
BB 0.04 111 0.12 
Longitud de palabra promedio = 1.56 = 0.64 + 0.32 + 0.48 + 0.12. 
Intentamos con la tercera extensión de la fuente. 
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CUADROC 
(Probabilidad) x (mím. 
de símbolos 
Símbolo de /0 JI/elite Probabilidad Po/abra del código del código) 
AAA 0.512 O 0.512 
AAB 0.128 100 0.384 
ABA 0.128 101 0.384 
BAA 0.128 110 0.384 
ABB 0.032 11100 0.160 
BBA 0.032 11101 0.160 
BAB 0.032 11110 0.160 
BBB 0.008 11 111 0.040 
Longihld de palabra promedio"" 2.184 
• 2.184 Aqul hay -3- . 1 300 = 946 símbolos/seg, que ahora el canal binario puede aceptar. 
En el cuadro O aparece tm resumen de las codificaciones que hemos visto, para una determi-
nada salida de la fuente. 
CUADRO D 
Fuente A B A A A A B A A A A A B A B A A A A A A 
Código O 1 O O O O 1 O O O O O 1 O 1 O O O O O 
Código 1 O O O 11 O O O 11 O 11 O O O 
Código 10 1 O 11 O O 11 11 O O 
Las entropías a la salida del codificador son: 
H, 
H, 
936 bits/ses 0.720 bi t/ símbolo 
1 300 símboloslseg 
936 bi ts/seS 0.923 bit/símbolo 
1 014 símboloslseg 
H3 936 bits/ses 0.989 bit/símbolo 
946 símbolos/ seg 
recordemos que 936 bits / seg es la tasa de información de la fuente. 
O 
O 
A A B A B A A A A 
O O 1 O 1 O O O O 
O 1 O 1 O O O 
10 O 10 1 O 
Observará que en el último caso la entropía aumenta, puesto que las probabilidades para un 1 
o un O son casi iguales. El objetivo del codificador es aumenta r la entropía de la fuente vista por el 
canal. Como ejercicio, verifique que en el último caso P (1) = 0.472 Y P (O) = 0.528. 
Una medida de la bondad de codificación de la fuente es la efic i~ncia que se define como la 
relación entre la longi~.~ld promedio mínimo de las palabras del código Lmín a la longitud de palabra 
promedio del código L. Así. 
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Efi ' . Lmin Lmín ciencia = __ o L " 
L P(X¡)./¡ 
¡ .. \ 
donde p (x,-) es la probabilidad del i-ésimo símbolo de la fuente y J,- es la longitud de la palabra del 
código correspondiente al i-ésimo símbolo de la fuente_ Puede demostrarse que la longitud de 
palabra mínima es dada por 
- H L · 0--
mm log2 K 
siendo K el número de símbolos del alfabeto de codificación. 
Entonces: 
H Eficiencia = [En este ejercicio K = 2] 
L· !og2K 
La redundancia de un código se define como 1 menos la eficiencia, por lo que es conveniente 
eliminar redundancia en la codificación para aumentar la eficiencia. Las eficiencias = H (X") coinci-
den con los valores de entropía en nuestro ejercicio. Es decir: 
Eficiencia 1 = H ~x) = 0.;2 = 0.720 ,', Redundancia = 28% 
L 
H (x' ) 2·0.72 Eficiencia 2 = -_- o --- = 0.923 :. Redundancia = 7.7% 
L 1.56 
H (x') 3·0.72 
Eficiencia 3 = L = 2.184 = 0.989 :. Redtmdancia = L 1 % 
Es importante hacer notar que con la extensión de la fuente la entropía aumenta, pero que la 
tasa de información no se modifica , 
Primera extensión~ (0.72)·1300 = 936 bi tslseg 
Segunda extensi6n~ (0.923) · (1 014) = 936 bi tslseg 
Tercera extensi6n-+ (0.989)· (946) = 936 bits/ seg 
Lo que hemos visto es correcto pues la codificación no puede modificar la tasa de información 
de la fuente. 
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11 .14. CÓDIGOS INSTANTÁNEOS Y NO INSTANTÁNEOS 
Se hace esta clasificación de acuerdo con la posibilidad de decodificar cada palabra sin referencia 
a los símbolos que siguen. Los códigos no instantáneos requieren referencia de los símbolos que 
siguen. Hay que notar que ambos códigos son únicamente descifrables. Por ejemplo. 
Símbolos de la fuente Código 110 instantáneo Código instantáneo 
X, O O 
X, 01 10 
X, 011 110 
X, 0111 1110 
Codificaci6n de Sha/lnon-FmlO y Hllffman 
Hay varios métodos para codi ficar una fuente de salida; aquí consideraremos primero el de 
ShaIU1on-Fano y luego el de Huffman. En el de Shannon-Fano las salidas de la fuente se dividen 
en orden de probabilidad decreciente. El conjunto se divide en dos partes (Línea B-B'), tratando de 
que cada parte tenga la misma probabilidad, o lo más cercana posible. Entonces se le asigna un O 
en la primera columna de la parte superior y un 1 en la parte inferior. Se sigue este proceso con la 
misma metodología hasta que no es posible obtener más partes o separaciones. Este esquema da 
un código 100% eficiente si las partes separadas son equiprobables. Para el ejemplo de la figu-
ra n.n 
Eficiencia =!:!. = 2.75 = 1 L 2.75 
puesto que las partes pueden separarse en forma equiprobable. 
Palabras de la JI/ente 
2 
3 
4 
5 
6 
7 
8 
B .... 
Longitud media de palabra = 2.75 
Probabilidad 
0.25 
0.25 
Palabras del código 
00 
01 
......................................... B' 
0.125 
0.125 
0.0625 
0.0625 
0.0625 
0.0625 
100 
101 
1100 
1101 
1 110 
1 111 
FIgura 11.1 3. Codificación de Shannon-Fano 
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(Longitud) x (probabilidad) 
3 
3 
4 
4 
4 
4 
2(0.25) = 050 
2(0.25) = O.SO 
· (0.125) = 0.375 
· (0.125) = 0.375 
· (0.0625) = 0.25 
· (0.0625) = 0.25 
· (0.0625) = 0.25 
· (0.0625) = 0.25 
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El procedimiento sugerido por Huffman da un código con la longitud de palabra más corta. 
Este código se conoce como óptimo (véase Abramson). Supongamos que tenemos una fuente con 
seis símbolos y sus respectivas probabilidades, la queremos codificar con W1 alfabeto binario por el 
método de Huffman. 
1) Ordenamos los súubolos en orden decreciente de probabilidad. 
2) Unimos los dos últimos símbolos convirtiéndolos en tUl solo símbolo cuya probabilidad es 
la suma de ambos. 
Volvemos a ordenar los símbolos en orden decreciente de probabilidad. 
3) Repetimos la unificación hasta llegar a una fuente de dos símbolos. 
4) Codificamos la última fuente en O y 1. 
Símbolos Probabilidad Fuente reducída 
mi 0.4 0.4 0.4 0.4 f 0.6 =? O 
m, 0.3 0.3 0.3 0.3 
1113 0.1 
01{ 
0.2 }-- 004 =? 1 
0.3 
m, 0.1 0.1 0.1 
11/5 0.06 }------ 0. 1 
m. 0.04 
El último paso es: 
5) Codificamos las fuentes o etapas precedentes (se procede desde la fuente de dos súubolos 
hacia atrás), agregando tUl O o un 1 al súubolo desdoblado, o sea: 
Símbolos Probabilidad Código Fuente reducida 
mi 0.4 0.4 0.4 1 0.4 lfo.6 O 
/1/2 0.3 00 0.3 00 0.3 00 0.3 00 0.4 
m, 0.1 0100 ¡0.1 011 J-f 0.2 010 rO.3 01 m, 0.1 0101 0.1 0100 0.1 011 
m, 0.06 0110 0.1 0101 
m. 0.04 0111 
La codificación es (código instantáneo): 
1111 1 m, 0101 
m, 00 m, 0110 
m, 0100 m. 0111 
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11 .15. CANALES CONTINUOS 
El canal de comunicación entre los puntos d y f de la figura JI .7 es analógico o continuo en su 
naturaleza. En esa parte del canal, las señales de entrada son funciones continuas del tiempo, y la 
función del canal es producir en su sa lida la onda eléctrica que se presenta en su entrada. Un canal 
real lo logra sólo aproximadamente: primero, el canal modifica la forma de onda de una manera 
determinada, y este efecto puede ponerse en un modelo tratando al canal como un sistema lineal. 
El canal también modifica aleatoriamente la forma de onda de en trada debido al ruido multiplica-
ti vo y aditivo. Nosotros trataremos con este último ya que ocurre más a menudo que el multipli-
ca tivo. 
El ruido aditivo puede ser gaussiano o impulsivo en su naturaleza. Cuando es gaussiano 
incluye el ruido térmico y el ruido impacto (shot 11Oise) del equipamiento y la radiación captada por 
la antena receptora. De acuerdo con el teorema del límite central, el ruido que resulta de la suma de 
efectos de muchas fuentes tiende a tener una distribución gaussiana. Por esto el ruido gaussiano a 
menudo se usa para caracteriza r la porción analógica de los canales de comunicación. 
Las técnicas de modulación y demodulación se diseñan fundamentalmente para reducir los 
efectos del ruido gaussiano. 
El segundo tipo de ruido, el impulsivo, que se encuentra en el canal. se caracteriza por largos 
intervalos de quietud seguidos por bursts (ráfagas) de pulsos de ruido de amplitud. El ruido 
impulsivo se debe a los transitorios de conmutación, descargas de encendido, etc. Su caracterización 
es mucho más difícil que la del ruido gaussiano. Además, las técnicas de modulación analógicas no 
son tan convenientes como los métodos de codificación digital para encarar con los fenómenos de 
ruido impulsivo. Por estas razones los efectos de ruido impulsivo se incluyen en el modelo de la 
porción discreta del canal y el ruido gaussiano se incluye en el modelo de la porción analógica del 
canal. 
La porción analógica del canal de comunicación puede modelarse tal como se ve en la figura 
n .14. La entrada al canal es un proceso alea torio Xc(t), que consiste en la colección de todas las formas 
de onda generadas por el modulador. El ancho de banda de Xc(t) y del canal se supone que es B 
Hertz. El ruido aditivo n(t) en la salida del canal tiene promedio cero y es ruido blanco gaussiano 
de banda limitada. La capacidad de esta porción del canal se encuentra maximizando la tasa de 
transmisión de inform;:ción respecto a la distribución de Xc(t). 
Xc(l ) 
Canal 
Ruido blanco gaussiano 
limitado a banda 
al demodulador 
Z{I) '" Xc( I) + 11(1) 
Figura 11.14. Porció n analógica del c anal de comunicación 
Puesto que la formulación de este problema es simi lar a la que se usa para canales discretos en 
términos de H (X) Y H (X/ Z), parece necesaria una optimación. 
El resultado, sin embargo, tiene una forma simple; nosotros estableceremos el resultado como 
un teorema (véase el libro de Shannon para su demostración) y discutiremos cómo puede usarse en 
el diseño de sistemas de comunicaciones. 
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II.16. EL TEOREMA DE SHANNON-HARTLEY 
La capacidad de un canal continuo con un ancho de banda B y ruido blanco gaussiano limitado en 
banda es 
c= B .lag, (1 + t )bitslseg (11.34) 
donde S y N son la potencia media de la señal y la potencia de ruido respectivamente a la salida 
del cana l (N = No· B) si la densidad espectral de p o tencia de ruido de doble lado es 
No/ 2 (watts/ seg). 
Este teorema conocido como el teorema de Shannon/Hartley es de fundamental importancia 
y tiene dos implicaciones importantes para ingenieros en sistemas de comunicaciones, claramente 
analizadas por Sharunugan. 
Primero, da el límite superior que puede alcanzarse en la forma de tasa de transmisión de datos 
confiables sobre un canal gaussiano, por lo tanto, un diseñador de sistemas siempre trata de optimar 
su sistema para tener una tasa de datos tan cercana a e como la expresada en la ecuación (11.34) con 
una aceptable tasa de error. 
La segunda implicación del teorema de Shannon-Hartley trata con el intercambio de ancho de 
banda y la relación señal a ruido. Para aclarar este aspecto del teorema supongamos que queremos 
transmitir datos a una tasa de 10000 bits / seg sobre un canal con un ancho de banda B = 3 000 Hz. 
Para transmitir datos a una tasa de 10 000 bits/seg necesitamos un canal con una capacidad de por 
lo menos 10 000 bits / seg. Si la capacidad del canal es menor que la tasa de datos, la transmisión sin 
errores no es posible. Así como e = 10000 bits/ seg, podemos obtener que los requerimientos de 
S/N del canal que son 
~= 2(ClB)_ 1 = 23.333 _ 1 = 9 N -
Para el mismo problema, si nosotros tenemos un canal con un ancho de banda de 10 000 Hz 
necesitamos una S/ N de 1. 
Así, una reducción de ancho de banda de 10 000 Hz a 3000Hz da como resultado un aumento 
en la potencia de la señal de 1 a 9. 
Otro interesante aspecto del teorema de Shannon-Hartley es la compresión de ancho de banda. 
Para ilustrar este caso nos preguntamos: ¿es posible cuantificar y transmitir una señal cuyo espectro 
se extiende hasta una frecuencia fm sobre un canal con un ancho de banda menor queJm? 
La contestación es sí, y podemos justificarla corno sigue: supongamos que muestreamos la señal 
analógica a una tasa de 3 fm muestras/seg (es decir a 1.5 veces la tasa de Nyquist por ejemplo) y 
cuantificamos el valor de la señal en uno de M posibles niveles, entonces la tasa de datos de la 
señal cuantificada es 31m log2 M (bit/ seg). 
Si .el ancho de banda del canal es B, por tma apropiada elección de la potencia de la señal 
podemos lograr una capacidad e mayor que 31m log2 M. Por ejemplo, con M = 64 Y un ancho de 
banda del canal igual a la mitad del ancho de banda de la señal, nosotros necesitaríamos una S/ N 
de 109 dB para ser capaces de transmitir la señal cuantificada con una pequeña probabilidad de 
error. ASÍ, una comprensión de ancho de banda de dos es posible si nosotros podemos mantener 
una S/ N de 109 dB (valor no práctico) en la sa lida del canal. 
Suponemos que la distorsión de la señal debida al muestreo y a la cuantificación es despreciable. 
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El teorema de Shannon-Hartley indica que un canal sin ruido tiene una capacidad infinita; sin 
embargo, cuando el ruido está presente, la capacidad del canal no se aproxima a infinito cuando el 
ancho de banda aumenta debido a que la potencia de ruido también aumenta. La capacidad del 
canal llega a un límite superior finito con el aumento del ancho de banda si la potencia de la señal 
es fija. Nosotros podemos calcular este límite como sigue: con N = No B donde NoI2 es la densidad 
espectra l de potencia de ruido, tenemos 
(11.35) 
(5) ( 5 )N"" '" No . log2 1 + NoB 
Recordando que lím (1 + x)lI.r = e y tomando x = SINo B, en la ecuación (11.35) tenemos que 
.--
límC= ~ .lOg2e=L44(~) 
B~- o o 
(11.36) 
Un sistema de comun.icación capaz de transmitir información a una tasa de B lo~ (1 + S/N) es 
llamado un sistema ideal. Shannon propuso la siguiente idea para tal sistema (véase Shanmugan): 
Supongamos que la fuente emite M mensajes equiprobables de T seg de longitud. El sistema 
de comunicación ideal observa la salida de la fuente por T segundos y el mensaje se representa 
(codifica) por una seii.al en el canal elegida de una colección de M funciones muestra de ruido blanco 
de duración T. En la salida del canal, la señal recibida más ruido se compara con versiones 
almacenadas de las señales del canal. La señal que mejor se adapta a la señal de mayor ruido se 
supone que ha sido transmitida y el mensaje correspondiente es decodificado. La cantidad total de 
retardo de tiempo utilizado en observar el mensaje, transmitirlo y decodificarlo en el receptor es 
favorablemente T seg. 
El esquema ideal usando señales ruidosas puede llevar información a una tasa aproximada a 
la capacidad del canal sólo cuando T ---* oo. Solamente en el caso límite nosotros tenemos todas las 
condiciones sa tisfechas; en esta condición límite el sistema ideal tiene las siguientes ca racterísticas: 
• La tasa de información ---* B logz (1 + S/N) 
• La tasa de error ---* O 
$ Las señales transmitidas y recibidas tienen las características de ruido blanco y gaussiano 
limi tado en banda 
ti Como T ~ 00 el número de señales M ~ 00 el retardo de la codificación también ~ oo. 
Es obvio por la discusión precedente que un sistema ideal no puede realizarse en la práctica. 
Más que tratar de diseñar un sistema u5<1.ndo un gran número de señales analógicas, nosotros usamos 
un pequeño número en los sistemas prácticos, que conduce a una probabilidad de error Pe no nula. 
La tasa de datos y la probabilidad de error definen w' canal discreto cuya capacidad C' será menor 
que B log2 (l + S/N) . Por medio de este canal digita l tratamos de lograr una tasa de datos aproxi-
mándose a e con una probabilidad de error cercana a cero, usando codificación de control de error 
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digital. Así, en los sistemas prácticos rara vez tratamos de lograr la máxima tasa teórica de 
transmisión de información sobre la porción analógica del canal. Se trata de mantener esta parte del 
sistema razonablemente simple. En la parte digital del sistema tratamos de lograr una tasa que se 
aproxime a la capacidad de la porción discreta del canal, puesto que la codificación digital es más 
fácil de implementar. 
En los siguientes capítulos veremos algunos esquemas para transmitir información digital por 
medio de un canal de comunicación analógica; para cada tipo de esquema se obtendrá el de ancho de 
banda requerido, relación S/ N de salida, y la tasa de datos. Estos parámetros definirán los de la porción 
discreta del canal. También veremos más adelante algunos métodos de codificación para controlar el 
error y que nos pennitirán transmitir información sobre el canal discreto a lUla tasa cercana a su 
capacidad, con una baja probabilidad de error. Nótese que la ecuación (1l.34) es para un canal gaussiano. 
Esta limitación no disminuye la importancia de la ley de Shannon/Hartley por las siguientes razones: 
Primero, muchos de los canales físicos generalmente son, o por 10 menos aproximadamente, 
gaussianos. Segundo, se ha demostrado que el resultado obtenido para el canal gaussiano provee 
un límite inferior sobre el desempeño de un sistema que op era sobre un canal no gaussiano. Es decir, 
que si un particular codificador / decodificador produce una probabilidad de error Pe sobre el canal 
gaussiano, otro codificador / decodificador puede diseñarse para tm canal no gaussiano que dé una 
menor probabilidad de error. 
A continuación daremos algunos ejemplos para ilus trar el uso de la capacidad del canal en el 
diseño de sistemas de comunicaciones. 
Ejemplo //.34 
Se tiene un canal pasabanda continuo de acuerdo con el modelo de la figura . Si la potencia de la 
señal es 10 watts y la densidad espectral de ruido es No = 1 mwatt/ Hz, grafique la capacidad como 
una función del ancho de banda del canal, 
Respuesta 
Ruido.blanco 1 
gausslano 
----------··,~~------~·~I _____ ~_~r_~_~_~,_'~_~_o ____ ~~ 
e = B . lag , (1 + S/ N) = B . lag, (1 + l~l 
El siguiente cuadro de valores se obtiene 
B e 
1000 Hz 3 459 bits/seg 
5000 7924 
10000 10000 
50000 13 152 
100 000 13 750 
(S I No) IOg2 e = 1.44 . 10 000 = 14 400 
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Graficando estos valores 
C(bits/seg) 
14 000¡-------------==========================_ 12 000 
10000 
8000 
6000 
4000 
2000 
+-____ ~ ______ ~ ____ ~ ______ ~ ____ ~ _______ B(Hz) 
20000 4QOOO 60000 80000 100000 
Con el objeto de comprender mejor la ley de Shannon-Hartley, escribiremos la ecuación (U.35) 
de una manera diferente, tomando en cuenta que la potencia de la señal es la energía por bit dividida 
entre la duración de lm bit, S = E,/T. Como la tasa de información es R = (lO&; M)/ T, siendo M el 
número de señales equiprobables, entonces 
que reemplazada en la ecuación (11.36) 
S Eb' R lím C= 1.44 · N
o
= 1.44 · 
6 ---1 _ No· log.M 
1.60 dB 
E 
Así que para N l b M mayor que -1.6 dB podemos comunicamos con error despreciable. 
O ' Og2 
Una comunicación confiable no es posible para más bajas relaciones S/ N. 
Eje mplo /1.35 
Calcule la capacidad de un canal pasabajas con un ancho de banda utilizable de 3000 Hz y una 
S/ N = 1 000 en el canal de salida. Suponga que el ruid o del canal es gaussiano y blanco. 
Respuesta: 
La capacidad e la da la ecuación 
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e"" B . log2 (1 + ~) =- (3 000) · !og2 (1 + 1 000) "" 30 000 bits/ seg 
Los valores de los parámetros utilizados en este ejemplo son típicos de líneas telefónicas de voz 
estándar. La máxima tasa de datos sobre estos canales está en el orden de 10000 bits/seg. Pueden 
lograrse tasas mayores pero eso requiere esquemas de modulación y demodulación muy complejos. 
Ejemplo 11.36 
Se usa una terminal TRC para proporcionar datos alfanuméricos a una computadora . El TRC se 
conecta a la computadora por medio de una línea telefónica que tiene un ancho de banda útil de 
3000 Hz y una S/ N de salida de 10 dB. Supongamos que la terminal tiene 128 caracteres y que los 
datos enviados desde la terminal consisten en secuencias independientes de caracteres equiproba-
bies. 
a) Encuentre la capacidad del canal suponiendo el ruido blanco y gaussiano. 
b) Encuentre la tasa máxima teórica en la cual los datos pueden transmitirse. 
Respuesta: 
a) La capacidad se da por: 
c~ B ' ¡Og2 (1 +~) "" (3 000) ·log211 "" 10378 bits/ seg 
b) Contenido de información promedio / carácter: 
H"" loS2 128"" 7 bits/ carácter 
y la tasa de información promedio de la fuente R = r . H. Para transmisión sin error necesitamos 
R "" r· H <C => 7r< 10 378 => r< 1482 
De aquí que la tasa máxima a la que los datos pueden transmi tirse sin errores es 1482 caracteres 
por segundo. 
0 .17. P ROBLEMAS 
11.1. Diga cuántos bauds y cuántos bits de información lleva la transmisión de un tono senoidal 
de 1 000 ciclos por segundo. 
Il.2. Una forma de onda que tiene una función de densidad de amplirud gaussiana con valor 
medio cero y varianza 02 es muestreada con 100 muestras por segundo. 
Las muestras X, se cuantifican de acuerdo con el cuadro que aparece a continuación. 
a) Calcule la entropía en la salida del cuantificador. 
b) Calcule la tasa de información en bits/seg en la sa lida del cuantificador. 
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Entrada cuantificador Salida cualltificador 
--00 <x¡ <-o 
-o <x;< O 
O<x¡<o 
o <x,<OO 
lI .3. La señal de una fuente definida por la función de densidad de probabilidad 
1 P (x) = -r.:-::: e (o . .5 xl) 
v2n 
es la entrada a un convertidor AjD de tres bits. El convertidor AjD es definido por el siguiente 
cuadro: 
Salida E"trada 
()()() x<-2 
001 -2 < x < -1 
010 -1 >x< --O.5 
011 
-ü.5 <x <O 
100 O<x<O.5 
101 O.5<x<1 
110 1 < .. < 2 
111 2 <x 
Determine la entropía de la fuente. 
114. Determine la información asociada al 5<'lcar una carta de un marzo de 52 barajas. ¿Y si 5<'lca 
un par de cartas? 
1I .5. En una industria hay 25% de ingenieros, de ellos 60% toman café. Si 70% de los empleados 
toman café, qué información se recibe si el que toma café es un ingeniero. 
n.6. Supongamos que una tasa de voz normal es de 300 palabras por minuto y que la palabra 
promedio contiene seis caracteres considerando que son estad ísticamente independientes 
dentro de una palabra. Calcule la tasa de información en bits / seg. 
1.1.7. Se dispone del siguien te canal de comunicación: recibir un 1 a la salida significa la detección 
de un avión enemigo; un O significa condiciones normales. Si se recibe un I se quiere calcular 
P(1TI IR), es decir, la probabilidad de que habiendo recibido un 1 en la salida se haya 
transmitido un 1 en la entrada. 
CalcuJe además P (OT I OR) Y P (1 TIIOR). 
pCOR IOn _ 0.9 
1'(0) - 0.8 '><"---'-----'----::7" p(OR/ln - o¡ 
POl-O.l .-"'-----------"~P(1R/on-O I 
pOR/m-O.9 
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n.s. Para el esquema de la figura calcule la entropía. 
prO) '" 0.375 =3/8 
P(1) =0.625= 5/8 {
P(DIO' 
P( 1/O)=0.75=3/ 4 
--.. P(O/l) = OJJ625 = 1/ 16 
PO /1) 
11.9. Demuestre que H (5 n ) = IlH (5); antes de resolver este ejercicio es conveniente que revise la 
sección 1I.13 (extensión de una fuente). 
[1 10. Para el canal binario de la figura halle P [x, y] 
0.7 
P(xl )=05 'fl 
P,,,,,,0 5 >< y, 
0.6 
11 .11. Una fuente binaria tiene salidas A y B con probabilidades de 0.75 y 0.25 respectivamente, y 
es la entrada a un canal definido por la matriz 
[
0.9 
P [(y/x)l " 
02 
O.'J 
0.8 
Determine la información muhla. 
H.12. Calcule la capacidad de un canal con entradas y salidas estadísticamente independientes. 
H.13. Un canal se describe por 
Halle la capacidad. 
[1 .14. Encuentre la capacidad de canal de la siguiente figura: el valor Y2 = e indica que no hay salida 
en la entrada correspondiente. 
P P""'"2E:Y'"' , "P !lloe 
, "P 
p(x2) = 13 !ll'" I 
(I·p) 01 
(I.p) ~ 
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U.15. Encuentre la capacidad del canal de la figura. 
U f ~ ~J 
I1.16. Una fuente tiene cuatro mensajes: m¡, m2J m), m4, con probabilidades 0.1 , 0.2, 0.3, DA. La salida 
de la fuente se codifica usando la técnica de Shannon-Fano. Determine las palabras del código 
y la eficiencia. Suponga que la segunda extensión de la fuente es codificada. ¿Cuál es el 
aumento en la eficiencia? 
n.17. Una fuente tiene cinco mensajes: m¡, m2, m), m4, ms, con probabilidades 0.1, 0.2, 0.2, 0.1, 0.1. 
La segunda extensión de la fuente se codifica con un alfabeto de tres símbolos (O, 1, 2). 
Determine las palabras del código. 
U.18. Una fuente tiene ocho mensajes equiprohables. Determine el código de Shannon-Fano y la 
eficiencia. 
1l.19. Igual que el anterior, pero con nueve diferentes mensajes de salida equiprobables. 
n.2o. Una fuente emite A y B con P (A) = 0.8 Y P (B) = 0.2 a una tasa de 4/3 símbolos/seg; el canal 
tiene una capacidad de 1 símbolo /seg. ¿La salida d e la fuente puede pasar por este canal? Si 
es posible, encuentre una codificación adecuada. 
1121. Una fuente binaria tiene salidas A y B con probabilidades 0.75 y 0.25. Determine un código 
para la tercera extensión y luego para la cuarta. Repita el problema suponiendo que 
P (A) = 0.5 Y P (8) = 0.4. 
11.22. Una imagen de TV consta de 625 líneas con 600 elementos por línea y 32 niveles equiprobables 
de brillo por elemento. Si hay 25 imágenes/seg y se quiere transmitir la señal por un canal 
de SIN = 50 dB, ¿cuál es el ancho de banda necesario para el canal? 
1123. Se quiere transmitir una señal eléctrica de 1 000 pulsos binarios equiprobables por segundo 
y recibirlos con una baja probabilidad de error. ¿Es posible usar un medio de transmisión con 
un ancho de banda B = 1 e/s? ¿Es posible calcular la SI R? 
IJ.24. Un canal discreto sin ruido tiene r = lOS. Analice la posibilidad de reemplazarlo por lm canal 
continuo de 8 = 8 KHz Y S/ N = 31. 
rr.25. Encuentre el tiempo mínimo requerido para transmitir 600 dígitos hexadecimales sobre el 
canal continuo del ejercicio 24. 
rr.26. Estime M (7) para un canal telefónico típko con B = 3 KHz, SIN = 30 dB Y T = 3 minutos. 
Recuerde que M (7) es la cantidad de mensajes posibles. 
11.27. Calcule SIN en dB para un canal telefónico si se quieren transmitir dígitos binarios a una tasa 
R = 2 B bits/seg, y para R = 4 B. 
BIBLlOGRAFfA 
(1) Shannon, c., Matematllical Theory ofCommwlicatioll, Chicago, University of Illinois Press. 
12) Abramson, Teoría de la infon/lUción y codificación, México, Paraninfo. 
13) Carlson, 8., Sistemas de comullicaciofles, México, McGraw-Hill. 
[4) Wozencraft and Jacobs, Principies ofCommwlicafions Engilleering, John Wiley. 
[S) Sha~ugan, Digital alld Allalog Commllllicatioll Systcms, John Wiley. 
(6) Ziemer y Tranter, Principies ofCommllllications, Londres, Hougton Mifflin. 
74 
CAPÍTULO III 
MUESTREO 
A 111 .1. ALGUNAS DEFINICIONES NTES DE ABUNDAR en detalles sobre los sistemas de comunicaciones digitales, es conveniente definir algunas cantidades que serán de utilidad más adelante 
Illol.1. Sellales y JI/entes mlt11ógicas 
Aunque algunas de estas definiciones ya fueron esbozadas en la introducción del capítulo 1, las 
repetiremos aquí para mayor claridad. Una juenteal1alógica de información produce una salida que 
puede tomar cualquier va lor dentro de un intervalo continuo de valores a cualquier tiempo. 
De manera similar, una se/lal allalógica es una forma de onda eléctrica que puede tomar cual· 
guier amplitud posible dentro de un intervalo continuo de amplitudes a cualquier tiempo. 
La presión de sonido de una orquesta tocando música es un ejemplo de una fuente analógica, 
mientras que el voltaje de un micrófono respondiendo a las ondas de sonido representa una señal 
analógica. 
111.1.2. Se/iales yjlll'lztes digitales 
Una juente digital es <lquella que tiene una salida que puede tomar únicamente un valor de un 
conjunto finito de valores a cualquier tiempo. La mayoría de las fuentes en la naturaleza son 
analógicas, sin embargo, cuando se combinan con algún dispositivo manufacturado puede dar 
como resultado una fuente digi tal. Por ejemplo, la temperatura es una cantidad analógica 
pero cuando se combina con un termostato cuya salida solamente es encendido y apagado, la 
combin<lción puede considerarse como una fuente digit<ll. 
Un<l se/lal digital se define como lma forma eléctrica que únicamente toma lma de un conjlmto 
finito de amplitudes en cualquier tiempo. Si el termostato se d iseña para que dé un cierto valor de 
voltaje cuando está encendido y cero cuando esté apagado, esta salida se le puede considerar como 
una señal digita l, también conocida como mensaje. En general, la palabra mensaje frecuentemente 
se utiliza para referirse a las ~alidas de la fuente, por lo que una fuente digit<ll puede decirse que 
entrega uno de lID conjunto finito de mens<ljes en cualquier tiempo. En la figura I1I.1 se muestran l<l 
forma de onda de una señ<ll analógica y de una señal digital; aquí vale la pena aclarar que una señal 
digital no necesariamente puede tomar sólo dos amplitudes disti ntas (como en este ejemplo), 
sino en general un número finito de amplihldes. Entendemos por un conjlmto finito aquel que 
podemos contar. 
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v v 
(a' (b' 
Cerrado 
Abierto 
-, 
Figura 111.1 . a) Forma de onda de una c ierta sei'lal analógica. b) forma de onda de una sei'lal digital 
m.l.3. ClnsificncióIl de se/lntes 
Suponemos en todo este desarrollo que las señales de información analógicas y digitales definidas 
previamente son de banda base, a menos que se indique otra cosa. Una señal de banda vasees aquella 
que tiene a la mayoría de sus componentes espectr<lles agrupados en una banda de frecuencia 
a lrededor (o cercana) de la frecuenci<l cero. El término pilsa bajas también se utiliza algunas veces 
para referirse a señales de banda base. Todas las señales pasa bajas prácticas tienen una frecuencia 
arriba de la cual sus componentes espectrales pueden considerarse despreciables. Denominaremos 
esta frecuencia como el espectro extendido de la señal y la identifica remos como Wf (sus unidades 
son radianes/seg). 
Una señal pasa banda es aquella que tiene a la mayoría de sus componentes espectrales 
agrupados en una banda de frecuencia desp lazada por un incremento significante de la frecuencia 
cero, La mayoría de las señales de información son de banda base, raramen te son pasa bandas, pues 
por lo regular son el resultado de un proceso de modulación. 
En la figura 111.2 se ilustran los conceptos anteriormente definidos; la figura U1 2a corresponde 
al espectro de una señal de banda base (pasa bajas) con un espectro extendido Wf, la figura Ill.2b 
ilustra el espectro de una señal pasa banda y su correspondiente espectro extendido. 
F1{W) 
(a, (b' 
:+:=--'-----;;;---+---=. w 
w"o . • wl ,. 
"---¿ ____ L-___ ¿ ....... w 
wl w"o wl 
Figura 111.2. a) Espectro extendido de una sei'tal de banda base (pasa baJas), b) espectro extendido 
para una sel'lal pasa banda 
111.1,4. Modulación 
La mayoría de las fuentes de información se caracterizan por señales de información de banda base; 
sin embargo, las formas de onda en banda base no se transmi ten eficazmente por métodos de radio, 
de un punto a otro. Por otro lado, las formas de onda pasa bandas fácilmente pueden transmitirse 
por radio; por lo tanto, un propósi to básico de la modulación es desplaza r el mensaje a una banda 
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de frecuencias mayor para mejor radiación. Algunos sistemas de modulación involucran cambios 
en la amplitud, frecuencia o fase (o combinación de ellas) de una señal portadora en función del 
mensaje. Cuando el mensaje es digital nos referimos a esas operaciones como manipuleo (keying); 
por ejemplo, manipuleo por corrimiento de fase (PSK). 
m.2. DIAGRAMA A BLcx:!UES DE UN SISTEMA DE COMUNICACIÓN DIGITAL 
Un sistema de comunicación digital (seo) es aquel que transmite información usando únicamente un 
conjunto finito de mensajes o símbolos. Un sistema de comunicación típico está formado por 
una estación de transmisión, una estación de recepción y un medio de conexión al que se le 
denomina caHal. Estas funciones básicas son adecuadas para una operación en una sola dirección; 
una comunicación bidireccional requiere que cada estación tenga tanto un transmisor como un 
receptor. Puesto que cada dirección de comunicación es similar, únicamente describiremos la 
operación en lm sentido. 
Ill.2.l . Subsistema de transmisión 
En la figura III .3 se aprecia un diagrama a bloques de las principales funci ones que pueden estar 
presentes en un sistema de comunicación digita l; puesto que todo el sistema es digital, el subsistema 
de transmisión puede aceptar directamente señales digitales; además, también puede trabajar con 
señales analógicas, pero éstas deben ser convertidas a un formato digital por medio de un 
convertidor analógico a digital (CAD). El proceso de conversión A/O abarca el muestreo periódico 
de la forma de onda analógica (la teoría que analizaremos más adelante en este capítulo) y la 
cuantización de las muestras. 
El proceso de cuantización es un proceso de redondeo de la amplirud de las muestras, donde 
cada muestra toma el va lor más cercano, seleccionado de un conjunto djscreto de amplirudes. El 
resul tado es una señal digital que es compatible con el sistema digital. El proceso de redondeo sufrido 
por las muestras en la etapa de cuantización, limita la exactirud con que la señal ana lógica puede 
reconstruirse en el receptor; los métodos de reconstrucción los analizaremos posteriormente en este 
mismo capítulo, aunque los principios de cuantización los explicamos en el capítulo IV. 
Como ya dijimos, la salida acrual del convertidor A/ D en el punto A del diagrama es un nivel 
discreto de voltaje. Para describir la siguiente función, el codificador de la ¡ue/1te, es útil simplifica r la 
imagen de la señal digital sin importar su origen, la cual tiene uno de un conjunto discreto de 
símbolos (niveles) en cualquier tiempo. 
El propósito general del codificador de la fuente es convertir efectivamente cada símbolo 
discreto en una representación digital adecuada, algunas veces binaria. Por ejemplo, supongamos 
que un mensaje digital puede tener cinco diferentes símbolos (niveles), denotados por 111 1' l1lu m ), m 4 
y ms- tal como se muestra en la figma llI.4b. Estos niveles pueden representarse por una secuencia 
de dígifos binarios O y 1, mostrados en la segunda columna de la figura m .4a. Cada secuencia tiene 
tres dígitos; cada d ígi to en la secuencia puede ser O o 1. Claramente hay 2) = 8 palabras de código, 
por lo cual una representación de tres dígitos binarios puede soportar hasta ocho símbolos. 
Para propósitos de comparación usaremos ahora una representación ternaria con una longitud 
de palabra de dos dígitos (este código se muestra en la tercera columna del cuadro); en este caso los 
dígitos que se pueden utilizar son O, 1 Y 2, lo que nos da 32 = 9 posibles palabras de código ternarias, 
por lo que se pueden representar hasta nueve símbolos por medio de este código temario. 
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Subsistema de transmisión 
r-__________________ -'A~ ________________ _, 
/ -- \ 
Mensaje 
analógico 
Salida 
analógica 
Salida digital +----' 
,'------------------------------------------'/ V-
Subsistema de recepción 
Figura 111.3. Diagrama func ional a bloques de un sistema de comunicación digital 
Se dice que los mensajes digitales poseen redundancia cuando sus símbolos no son igualmente 
probables o no son estadísticamente independientes. Muchas fuentes de mensajes prácticos, por 
ejemplo, el lenguaje español, tienen redundancia: tra_e d_ comp_l1_e _ _ S_ll o_ci_. Uno de los 
objetivos del codificador de la fuente es remover la redundancia. Entre más eficiente es el codificador 
más redundancia se remueve, lo que permite que se reduzca el número de dígitos binarios para 
representar el mensaje. En el capítulo 11 explicamos algunos métodos de codificación de fuente. 
NilJ('/ Biliario v Tl'nlllrio 
(simbo/os) l1otum/ 
m, 000 00 
m, OOl OJ 
m, OlO 02 
m, 
OH 10 
m, 
lOO H 
(a) (b) 
Figura 111.4 . a) Codificación en código binario y ternario de la se"'al digital, b) sei'ial digital con cinco slmbolos 
En algunos sistemas donde no está presente la función de codificación de canal, la salida del 
codi ficador de la fuente se convierte directamente a una forma aprop iada (con la función del mo-
dulador) para transmitir sobre el canal. El ruido y la interferencia sumados a la forma de onda, 
causan que en el demodulador del subsistema de recepción se produzcan errores en el proceso de 
recuperar (determinar) el mensaje enviado por el transmisor. Al incluir la función del codificador de 
canal, se pueden reducir los efectos de los errores causados por el canal; el codificador de canal hace 
esto posible sumando redundancia controlada a la señal digital, de una manera conocida tal que los 
errores pueden reducirse. La codificación de canal se tratará en el capítulo IV. 
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La función del modulador es convertir la señal digital a una forma apropiada para transmitirla 
sobre el canal; este bloque se utiliza principalmente cuando la señal digital se transmite sobre canales 
analógicos (por ejemplo la red telefónica). y los esquemas de modulación que se utilizan principal-
mente son PSK, FSK, ASK y modulación multisímbolo, que analizaremos en el capítulo V. 
1Il.2.2. Canal de COllltmicación 
A lo largo de este libro, supondremos que el canal es lineal e invariable en el tiempo, a menos que 
se indique otra cosa, y se considerará que el canal tendrá lm ancho de banda infinito y que el ruido 
sumado en el canal es blanco y gaussiano con un espectro de densidad de potencia constante igual 
a NoI2 aplicable de --00 < w < oo. 
111.2.3. Subsistema de recepción 
Las funciones hechas en este subsistema son las operaciones inversas a las efectuadas en el 
subsistema de transmisión. El demodulador reproduce lo mejor posible una versión de la sa lida 
que fue producida por el codificador de canal del transmisor. La salida del demodulador puede 
tener errores ocasionales causados por el ruido en el canal. Parte de la optimación de diversos 
sistemas de comunicación digital se centra en minimizar los errores producidos en el demodulador. 
Los sistemas de banda base óptimos los trataremos en el capítulo IV. 
El propósito del decodificador de canal es reconstruir lo mejor posible la salida generada por 
el codificador de la fuente en el transmisor. Es aquí donde puede usarse la redundancia controlada, 
insertada por el codificador de canal, para detectar y corregir algunos errores en la salida del 
demodulador causados por el canal. La decodificación de canal es tema del capítulo V. 
Cabe aclarar que las funciones que pueden estar p resentes en un sistema de comunicación 
digi tal no siempre reflejan la realización real del sistema. Algunos sistemas prácticos no siempre 
siguen la secuencia ni incluyen todos los bloques mostrados en la figura 111.3. Por ejemplo, en el 
capítulo IV se analizarán varios sistemas que pueden aceptar una señal analógica directamente y 
producir la forma de onda que se transmitirá al canal en una sola operación. Estos sistemas no usan 
ni codificación ni decodificación de canal. 
Ill.3. M UFSTREO IDEAL 
Cuando un mensaje analógico se transmite sobre un sistema de comunicación, la totalidad del 
mensaje es enviado durante todo el tiempo. Para enviar la misma señal ana lógica sobre un 
sistema de comunicación digital, se requiere que únicamente sus lIluestras se transmitan a 
intervalos periódicos. Puesto que el receptor sólo puede recibir muestras del mensaje, éste debe 
tratar de reconstruir el mensaje original a par ti r de las muestras para todo el tiempo. Hay 
métodos con los que se logra este objetivo y que incluyen la teoría de muestreo, que analizare-
mos en este capítulo. 
A primera vista puede asombrarnos que sólo muestras del mensaje y no la señal completa sean 
necesarias para describir toda la información de la señal. Sin embargo, a pesar de lo sorprendente 
como pueda ser, se puede encontrar que, en algunas condiciones razonables, un mensaje puede 
reconstruirseexactamellte a partir de sus muestras. Para lograreste propósito sedemostrarán algunos 
principios de muestreo (teoremas) que pueden aplicarse tanto a señales determinísticas como a 
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señales aleatorias (ruido); estos principios establecen los fundamentos que hacen posibles muchos 
de los sistemas digitales que estudiaremos en los siguientes capítulos. 
Una de las aplicaciones más importantes que pueden realizarse a partir del muestreo es que es 
posible intercalar en el tiempo muestras de diferentes señales de información. Esto nos permite 
realizar un proceso de multiplexaje por división en el tiempo, análogo al multiplexaje en frecuencia. 
Con la disponibilidad de circuitos de conmutación de alta velocidad, actualmente se prefiere cada 
vez más el multiplexaje por división en el tiempo que el multiplexaje de frecuencia . 
111.3.1. Teorema de muestreo para se/iales pasa bajas 
Las preguntas básicas que surgen cuando muestreamos una señal son: 
• ¿Cuál debe ser la frecuencia de muestreo? 
• ¿Se pierde información por el muestreo? 
• ¿Es posible recuperar la señal original sin distorsión a partir de las muestras, y cómo? 
Estas preguntas se contestan por el teorema de muestreo, que establece lo siguiente: 
Sea f (t) tma señal pasa bajas, limitada en banda, es decir que no tiene componentes de frecuencia mayores 
que W¡ rad /seg. Si los valores de f (l) se determinan a intervalos regulares separados por tiempos 
T, :S 1[/ W¡ segundos, esto es, la señal es periódicamente muestreada cada T, segundos. Entonces es-
tas muestrasf (I1T.) determinan únicamente a la señal, y ésta puede ser reconstruida a partir de estas 
muestras sin distorsión. 
A este teorema algunas veces se le llama teorema de muestreo urüforme, debido a que las 
muestras están uniformemente espaciadas; la condición de muestreo también puede expresarse en 
términos de la frecuencia en vez del periodo, como se establece enel teorema, simplemente tomando 
el inverso de la condición, con lo que se obtiene: 
T~ :S w1[ => .l >~. W¡= 2·1[ -!máx ¡ Ts - 1[ ' 
(Ill.l ) 
lo que determina que la frecuencia de muestreo debe ser mayor o igual a dos veces la máxima 
frecuencia de la seña l. La frecuencia de muestreo mínima 2 W¡ (2/mh) se conoce como la frecuencia 
de Nyquist. 
La prueba de este teorema comienza suponiendo que I (t) es una señal arbitraria, excepto que 
su transformada de Fourier F (w) existe y representa una señal limitada en banda; es decir, tiene 
valores distintos de cero sólo en el intervalo -W¡:S w:S W¡ tal como se ilustra en la figura Ill.5a. Para 
facilidad de cálculo se supondrá que la señal de muestreo s (t) es un tren de deltas de Dirac con 
periodo T y esta señal así como su espectro se ilustran en la figura III.Sb; en la figura 1I1Sc se indica 
la señal muestreada, obtenida multiplicando la señal originall (t) por la señal de muestreo; asimismo 
se observa el espectro de la señal muestreada, que se obtiene convolucionando en el dominio de la 
frecuencia los respectivos espectros de I (t) y de s (t). 
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Al analizar el espectro de la señal muestreada se observa que está formado por un tren de 
espectros de la señal original centrados en múltiplos de la frecuencia de muestreo; a partir de esto 
se deduce que para recuperar la señal original (recuperar el espectro de la figura 1II.5a), sólo es 
necesario pasar las muestras por un filtro pasa bajas ideal. tal como se observa en la figura Il15c. 
/(t) rE (.) > 
-w¡ o w¡ w 
t . S(W) 
••• 
(b) 
f(1)·s(l) = Js(I) F{w)·S(w)" Q(w) 
(e) 
.. ,--"''-...,> 
Filtro ideal con frecuencia de corte = wf• 
Figura 111.5. Análisis g rállco del muestreo ideal 
Primero vamos a demostrar que las muestras de J (t) tomadas a intervalos de tiempo regulares 
ya una frecuencia Fs ~ 2JrrW., determinan totalmente aJCt). Es decir, probaremos que no se pierde 
información por el muestreo. El espectro de la señal muestreada puede desarrollarse en términos 
de una serie de Fourier suponiendo que Q (w) es periódico tal como se muestra en la figura m.s. Si 
el periodo de repetición es W s ~ 2 Wf , es obvio que no habrá traslapamiento entre los componentes 
espectrales; sin traslapamiento la serie de Fourier de Q (w) será igual a F (w) para I w I :5 Wf, o sea, 
se cumple que: 
Q(w)=F(w) s; Iw I SW¡ (ill .2) 
Ahora, escribiendo Q (w) en forma de serie de Fourier exponencial, tenemos que 
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(ill.3) 
donde los coeficientes de la serie están dados por 
w, 
-,-
1 f . w e =_ Q (W) ¡;/1I21t-
" Ws w, 
(Ill.4) 
- w, 
-,-
para n = O,±1,±2 .. . Como para I w I :::; W¡~ Q (w) = F (w) los coeficientes los podemos escribir como: 
W, 
2n 1 f W 2" (-,,2,) e =-- F(w) ¡;¡n2lfw-=-j -
I! Ws 21t • Ws 11.1$ 
~, 
(Ill.5) 
de la expresión anterior se deduce que los coeficientes el! son proporcionales a las muestras de 
- 2 mt 21t f (1) en los tiempos -- = - 11 Ts donde Ts = - es el periodo de muestreo. 
lOs lOs 
Entonces, a partir de la ecuación (1I1.3) a Q (w) lo podemos escribir como 
-2, (-,,2,). W Q(w) = "<' -f -- &"" ;;-
,, :: .. ws w~ • (llL6) 
lo cual es válido para toda w. Ahora, sustituyendo (11 1.6) en (m.l ) y efectuando la transformada 
inversa, tenemos 
- 1 ( -" 2 "lWf' . ( ' ''') fU)= ¿ -f - &W ,. -;¡;- dw w, lOs 
".-- "'¡ 
[ ( 2m,)] sen W¡ t +--, _ ~ ~ (-"2") w, f() - L.., w f w 
".-- ' , [Wf(,+ 2,~: ' ll 
haciendo k = - JI 
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(lIl.7) 
Esta ecuación demuestra que si conocemos las muestras de f (t) podemos determinar! (1) para 
todo tiempo. 
E . ' d 1 f '6 /' d f' 'd '() sen (x) , d T 2 n 1 ntermmos e a unCi nsampmg, euu acomosmc x =---,ysustituyen o 5=-' a 
x W, 
ecuación anterior la podemos escribir como 
w¡Ts ... f(t) = -;- ¿ f (kT,) sine [W¡(t-kT,) ] 
k __ .. 
(m ,s) 
Remarcamos que estos resultados han sido derivados bajo la restricción de que W s ~ 2 W¡I 
requiriendo un intervalo de muestreo Ts :5 n/ W¡, como se estableció en el teorema. Un caso especial 
de la ecuación anterior ocurre cuando se muestrea la frecuencia de Nyquist, es decir cuando 
f(t) = ¿ f(kT,) sine [W/( t - kT,)] k _ _ _ (m ,9) 
Esta ecuación indica que! (t) está determinada por la suma de todas las muestras pesadas por 
el factor (sen xl/ x, centrado alrededor de los instantes de muestreo. 
Veamos otras dos variantes del teorema de muestreo que se presentan a continuación en forma 
de ecuaciones, aunque no las demostraremos: 
f( t- to) = WnT, I fekT, - to) sine [W¡ (t -kT,)] 
k _ _ _ 
(TIno) 
fet) = W:T, IfekT, - to) sine [w¡ et + to-kT,)] k __ _ eIlL11) 
El lector puede demostrar la ecuación (1lI.10) como un ejercicio; el procedimiento consiste en 
rehacer la demos tración dada anter iormen te reemplazando F (w) por el espectro 
F (w) . exp (-jw lo), lo que corresponde a la versión desplazada de la señal! (t - lo). Como un segundo 
ejercicio la (IlI.ll) se obtiene directamente de la (IlI.10) por inspección. (¿Cómo?) 
Ahora vamos a probar que podemos recuperar sin distorsión la señal original si pasamos 
las muestras a través de un fi ltro ideal con frecuencia de corte igual a W¡; como se ilustra en la 
figura 1II,6, 
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Esta operación se puede +-___ --+ El filtro se puede ver 
ver como el transmisor .... como el receptor 
~ 1,(1 ) Filtro pasa g( ' j Multiplicador bajas ideal I T, 
1 ... t I 1 ••• Ancho de banda: W¡ 
>T, 
Figura III.~ , Diagrama a bloques de la interpretación del teorema de muestreo 
Supongamos que/(t) está limitado en frecuencia a W¡. Primero vamos a calcular la transfor-
mada de Fourier de tula sola muestra, ocurriendo en el k-ésimo instante de muestreo. La k-ésima 
muestra está dada por 
1, (1);1 (kT,) ¡¡ (1 - kT,) (1ll.12) 
y su transformada de Fourier está dada por 
por propiedades de la delta de Dirac, el valor de la integral es 
F, (w) ;1 (kT,) ri"<T, (Ill.13) 
Pero la expresión anterior no es más que la transformada de Fourier de la función impulso de 
amplitud / (kT,) localizada en el tiempo t = kT~ . 
Supongamos ahora que este impulso pasa a través de un filtro pasa bajas ideal de ancho de 
banda W¡ de amplitud unitaria y cero corrimiento de fase, cuya función de transferencia está dada 
por 
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1, 
H(w) = 2, Iw] <W¡ Iwl > W¡ 
La respuesta al impulso 1¡ (/) de este filtro ideal está dada por 
h (t) = '!!J. . sen (Wc f) 
11: WI" t 
La salida gn(t) de este filtro pasa bajas a la muestra individual / (KTs) es 
(111.14) 
([111 5) 
Muestreo 
(1I1.16) 
Entonces, aplicando el principio de superposición, la salida total del filtro es la suma de todas 
las contribuciones individuales de las muestras, es decir 
g (t) = Lg" (t) = ~ r f(kT,) sine [ w¡ (t -kT,)J=~ 
n __ M ~~,_.__ ______ ____ _ 
-y---
f(l) 
!Jtl 
=>g(I)= T =ct'-f(t) 
, 
(IlU7) 
la salida del filtro es proporcional a la señal original! (1) en todos los instantes de tiempo. Entonces la 
(ID.l7) demuestra que la señal de entrada original! (/) puede reconstruirse sin distorsión a partir de 
sus muestras, si éstas se pasan a través de un filtro pasa bajas ideal de ancho de banda igual a Wf 
A continuación resumiremos lo que hemos desarrollado hasta este punto. Primero, el multi-
plicador genera un tren de muestras instantáneas de la señal! (1) , con una frecuencia de muestreo 
W s = 2 1t/ Ts ~ 2 W¡. Estas muestras pueden verse como la salida de un transmisor. Segundo, utilizan-
do un filtro pasa bajas ideal con un ancho de banda igual al espectro extendido W¡ de la señal f( l), 
se obtiene una salida que está dada por la parte intermedia de (ill.17); este filtro puede verse como 
el receptor que puede recuperar la señal original. Finalmente, aplicando el teorema de muestreo, 
esta salida es igual a! (I)/ Ts, por lo que se ha demostrado que,! (l) puede reconstruirse completa-
mente sin distorsión a partir de sus muestras, utilizando un filtro pasa bajas ideal; la señal! (t) se 
multiplica por un factor constante que únicamente altera su amplitud mas no su forma. La 
reconstrucción es válida para cualquier frecuencia de muestreo W s ~ Wl 
El muestreo ideal de la figura 1IJ.6 no puede ser realizado; sin embargo, puede aproximarse en 
forma práctica utilizando como señal de muestreo un tren de pulsos muy angostos y de gran 
amplitud. Por fortuna, estas medidas no son necesarias, puesto que existen técnicas prácticas 
fácilmente realizables, que analizaremos más adelante en este capítulo. 
Con el propósito de aclarar la manera como en el filtro pasa bajas se reconstruye la señal 
original, en la figura 1117 se muestra la gráfica de (I11l7) para algunos valores de k 
Figura 111.7. Sef"lal reconstruida a partir de sus muestras 
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glr(t) es máxima cuando f=kTs, es decir en los instantes de muestreo donde ocurre la muestra y cero 
en todos los otros instantes de muestreo. Es fácil notar, a partir de la figura , que el valor de la señal 
recuperada en un instante diferente de los de muestreo se obtiene sumando todas las contribuciones 
de las muestras, y que las muestras más cercanas contribuyen en lm mayor porcentaje a la defini-
ción de la ampli rud en estos instantes. 
El filtro ideal utilizado para reconstruir la señal es un artificio matemático; en la realidad la 
salida real del filtro sólo es una aproximación de la señal original. Debido a que en la práctica no se 
puede tener un fi ltro ideal, tampoco es posible muestrear a la frecuencia de Nyquist, pues provocaría 
que en el espectro de la señal muestreada sus componentes aparecieran uno a continuación del otro, 
como se observa en la figura 1II.8. 
Para propósitos prácticos de recuperación de la señal original es necesario muestrear a una 
frecuencia mayor qu&2W¡. Lo que determina qué tan mayor a 2W¡ debe ser la frecuencia de muestreo 
son las características del filtro pasa bajas, es decir su atenuación u orden; como un ejemplo práctico, 
en la figura 1lI.9 se muestran los valores típ icos utilizados para muestreo de voz. 
F(W) 
Filtro ideal 
W, ,,,2W¡ 
W¡ W, 
Figura 111.8. Espectro de una sefial muestreada a la Irecuencia de Nyqulst 
Para aplicaciones de telefonía la voz se limita a una frecuencia máxima de 3.4 KHz, y se utiliza 
una frecuencia de muestreo de 8 KHz, lo que permite tener un intervalo de guarda del orden de 
1 200 Hz, los filtros pasa bajas utilizados en la recuperación son típicamente de quinto o sexto orden, 
lo que permite tener una atenuación a la frecuencia de inicio del siguiente espectro de aproximada-
mente -32 a -36 dB. Esto implica que existe un compromiso entre la calidad del filtro y la frecuencia 
de muestreo: a mayor frecuencia de muestreo se reduce el orden del filtro y su complejidad, sin 
embargo se aumenta el número de muestras por segundo que se van a transmitir O procesar, lo que 
conlleva a necesitar un mayor ancho de banda en el canal de transmisión o mayor velocidad de 
cálculo. En el caso contrario se reduce tanto el ancho de banda del canal como la velocidad de cálculo 
pero se aumenta la complejidad del fi ltro de recuperación. 
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F(W) 
-w, 
W,>2W¡ 
Filtro real 
W¡ W._ W¡ W, 
I<~ 
Intervalo de guarda = W, "'2W¡ 
Figura 111.9. Espectro de una sei"ial muestreada a una frecuencia mayor a la de Nyqulst 
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III.4. TRASLAPAMIENTO (AUASINC) 
Examinaremos ahora el espectro de una señal muestreada idealmente 15 (1). El tren de impulsos 
puede reemplazarse por su representación en serie de Fourier para obtener 
- -
f,(')=!( ' ) I,S (,-kT,)=f I,!(I)&kw" (lll.18) 
k ",_oo s k .. _ .. 
la transformada de Fourier de h (t), denotada por Fs(w), es 
I F, (w)=y I,F(w-kW,) 
, k. -_ 
(lI1.19) 
obtenida aplicando la propiedad de desplazamiento de las transformadas. Fs(lO) está formada por 
réplicas escaladas (por lITs) del espectro de la señal original centradas en todos los múltiplos de 
wS' Si F (lO) está limitada en banda a W¡ y si ws ;?: 2 W¡, entonces las réplicas no se traslaparán, lo que 
se requiere para que el filtro pasa bajas de la figura [11.6 pueda recuperar el espectro sin distorsión 
de F (w), que corresponde a la componente de Fs(w) para k = O. 
Sin embargo, si 1 (1) no está limitado en banda o si la frecuencia de muestreo W s no es la 
apropiada, puede provocar que los componentes espectrales se traslapen como se ilustra en la figura 
IlI.10. Este traslapamiento se conoce como aliasing; en la figura 11110 el aliasing se debe a que el 
mensaje no está limitado en banda, esta forma de aliasing puede minimizarse muestreando a una 
alta fre<;uencia de muestreo a fin de provocar que las réplicas aparezcan mucho más separadas; otra 
solución puede ser prefiltrar el mensaje para forzarlo a estar limitado en banda. En la figura [11.11 
el aliasing se produce únicamente porque la frecuencia de muestreo es menor a la frecuencia de 
Nyquist, la solución es aumentar W s a un valor apropiado. 
Figura 11 1. 10. Aliaslng producido por una senal no limitada en banda 
Figura 111.11. Allaslng producido por muestrear a una frecuencia menor a la de Nyqulst 
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Hasta aquí hemos supuesto que las señales a muestrear están estrictamente limitadas en banda, 
hecho que no se cumple para señales reales. Así por ejemplo, un espectro como el de la figura IIJ.12a 
puede considerarse virtualmente limitado en banda si el contenido de componentes por encima de 
W, es pequeño y prácticamente carece de importancia en relación con la información contenida desde 
la frecuencia cero hasta W,. Sin embargo si muestreamos dicho espectro, suponiendo que no hay 
componentes para w > W¡, se producirá el solapamiento de espectros con la ya mencionada distor-
sión alineal (figura m.12b). Esto implicará, una vez realizada la etapa de reconstrucción, la aparición 
de componentes de frecuencia que originalmente se encontraban fuera de la banda de frecuencia 
considerada nominal en forma de componentes de más baja frecuencia. Así f~ > fmá" deviene en 
j. - l. <1m" (figuras ill.12a y b). 
Este tipo de distorsión aparece siempre que alguna componente del mensaje es submuestreada 
y recibe el nombre de solapamiento espectral (en inglés se le denomina foldover distortion o aliasing). 
Por ejemplo, el proceso de filmación es un proceso de muestreo donde puede producirse el fenómeno 
citado. El lector recordará los westerns donde las ruedas de las diligencias semejaban girar en sentido 
contrario de lo normal. El efecto se debe a que la frecuencia de muestreo no es suficientemente alta 
comparada con la velocidad de giro de las ruedas, que si giraban 3500 entre cuadros, para el 
espectador semejaban un movimiento contrario de 10°. 
XI/) X,1f) 
f f 
-i. -i_, 1 .... l. I. -/~ I';", i. 
Figura 111. 12. a) Espectro de un mensaje no limitado en banda, b } espectro del mensaje muestreado 
Como ejemplo podemos considerar una señal de 7/ 8 Hz, la cual se muestrea a una frecuencia 
de 1 Hz. El análisis espectral nos indica que aparecerá una componente en 1/8 Hz previamente 
inexistente. Es in teresante observar el fenómeno en el dominio temporal, donde puede verse 
(figura m .13) que los valores de las muestras de la señal de 7/ 8 Hz coinciden con los de la señal de 
1/8, y además que es la única señal de menor frecuencia que puede pasar por esos puntos. 
f l~/~A 2=7/8Hz i'. 11 A 
0.5 
11' 1\ 
/ \ 
2 
r\ 6 / 8 
-0.5 
1 ~V V "--./ 
Figura 111. 13 . Solapamiento de una sei'ial de 7/8 Hz en 1/8 Hz 
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En la práctica siempre habrá lm cierto grado de distorsión por aliasing, a pesar de haber 
prefiltrado la señal antes de muestrearla, lo que siempre es útil evaluar. 
Sea / (t) la señal de entrada que se limita en banda mediante un filtro 
{
l. 
H( w) = (W;';';)". para lni < W¡ para Il~ > W¡ (1Il.20) 
donde" es un número entero, característico del filtro, que nos da la pendiente de atenuación. La 
frecuencia de muestreo está dada por 
donde K > 1 (m.21 ) 
Puesto que la pendiente de atenuación del filtro pasa bajas es finita, siempre existirá distorsión 
por adyacencia si/e') presenta componentes mayores que W s - W¡. La potencia de señal en la banda 
deOa W¡ es 
<v, 
p=_l f IF(wl!' dw 
27t o 
(I1I.22) 
donde se ha considerado sólo el lado positivo del espectro. 
La potencia de las componentes que producen dis torsión por solapamiento adyacente está 
dada por 
(II1.23) 
donde por razones prácticas se supuso que la gran contribución a la distorsión adyacente la produce 
el espectro centrado en ws, pudiéndose despreciar las de orden superior. 
Por lo tanto, y teniendo en cuenta la ecuación (Il121), la relación señal a distorsión por 
adyacencia es 
w, 
f IF(w)l'dw 
(SI N vAl./C = 10 ¡og iO ",~=, -'0'---____ _ (I1I.24) 
f IF(w) I'(W, /w)'" dw 
fl/C - llW¡ 
donde se observa que para una señal dada la relación señal-distorsión por adyacencia depende de 
K, de la frecuencia de muestreo y de n el orden del filtro. 
Ejemplo 111.1 
Para ilustrar el proceso de muestreo y reconstrucción consideremos una señal senoidal simple 
/ (t) = 10 cos (21t . 20 . t), que se muestrea a una tasa de 28 y 56 muestras por segundo. 
En este caso la frecuencia máxima,fm.íx, coincide con la frecuencia de la senoide, es decir 20 Hz, 
89 
Principios de comunicaciones digitales 
por lo que debería muestrearse a Is "2 2/máx = 40 Hz. Consecuentemente la tasa de 28 Hz está por 
debajo de la tasa de Nyquist, produciéndose un fenómeno de submuestreo. Desde el punto de vista 
de la frecuencia el espectro del (t) es 
F (w) = 5·1) (w- 2 .20) + 5 · B (w+ 2 <20) 
con lo que el espectro de la señal muestreada es: 
5 Fs (w) = T';' L [o (w - 21[20 -lIWs) + o (w + 21t20 - nws)] 
En la figura 1Il:14a se indica el espectro de la señal I (t) mientras que en la 1l1.14b y lILI4c se 
representan los espectros de la señal muestreada a las dos diferentes frecuencias. Se muestra además, 
en línea punteada, la respuesta del filtro de reconstrucción, pasa bajas ideal, cuya frecuencia de corte 
se ha tomado en 0.5 . Is' Resulta evidente que en el caso de submuestreo recuperamos una señal de 
frecuencia incorrecta igual als - IQ = 28 - 20 = 8 Hz. En la figura 1Il.14c se observa la correcta recons-
trucción de f (1). 
1 1'"1 ~ 
-20 (.) 20 Wj 2n 
1 1 1 1 1 ··¡·n 1 1 1 1 1 
- 76 -<;4 -48 -36 -20-1 4--8 (b) 8 14 20 ,. 48 64 76 
1 1 1 ·r 1 1 1 
• 76 -36 - 28 - 20 (e) 2028 ,. 76 
Figura 111.14. a) Señal de entrada, b) señal submuestreada a '. = 28 Hz. e) seriar muestreada a '. = 56 Hz 
Ejemplo 11/.2 
Consideremos ahora que I (t) es una señal aperiódica, con lo que su espectro F (w) será un continuo 
y, suponemos, limitado a W¡ = 20 Hz (figura III.15a). Nuevamente tomaremos como frecuencias de 
muestreo 28 Hz y 56 Hz. 
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Para el caso del muestreo ideal, el espectro de la señal muestreada está dado por la ecuación 
(III.19), es decir que tendremos el espectro de la señal original multiplicado por Is y luego reprodu-
cido en tomo a todos los armónicos de la frecuencia de muestreo. 
~ --~~;;---t--~20;;--;;· ¡ 
(.) 
--7- '---,-'· ~-'"··:--76- "¡ 
(b ) 
6 ,1fj -----L-A--------"--~: ~ -+---- ---"---'.-- --L...-A---,>--->-¡ 
- 76 - 56 -36 - 28 -20 20 2. 36 
(o) 
~ 
---..JW--t--..L..------";. ¡ 
- 14 (d) 14 
~ 
---~~~--t--~20~~~¡ 
(.) 
56 76 
Figura 111.15. a) Sei'\al de entrada: b) sei'\al submuestreada a f. = 28 Hz: e) sei'\al muestreada a f. = 56 Hz; 
d) sei'\al de salida eon submuestreo; e) se i'\al de salida 
En las figuras 1I1.15b y I1115c se indican los espectros que resultan para ambas frecuencias, 
pudiendo observarse en el caso 15 = 28 Hz el solapamiento de los espectros. Se ha indicado además 
la función de transferencia del fi ltro pasa bajas ideal usado para la reconstrucción, con frecuencia 
de corte 0.5 ·/s y ganancia Ts' En las figuras 1Il.15d y 11115e se representan los espectros de salida 
para ambos casos, observándose en el caso de submuestreo la discrepancia con el espectro original. 
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Ejemplo 1ll.3 
Suponga, a fin de fijar valores referenciales, un caso muy desfavorable donde el espectro de la señal 
de entrada F (w) es plano desde cero a !s12 (ruido blanco limitado en banda), siendo W¡:5 w,l2; es 
decir, que de O a !s/2 está la señal nominal y de !s/2 a fs están las componentes indeseables. En la 
figura III.16 se ilustra esta situación. 
F,(W) 
W¡ W,/2 w,- W w. 
Figura 111.16. Espectro de ruido blanco filtrado y muestreado ( w . '" 2KIM) 
Calculemos la relación señal-distorsión adyacente para K = 1; 1.5 Y 2 Y n = 1; 2; 3 Y 4. Aplicando 
la ecuación (1lI.24) para 
{
t O!>w!>w, 
F(w) = O para el resto 
se obtiene 
(5 N) = 10.10 {_1_[ 1 
/ n,K glO 21/ - 1 (2K _t)zn- l 
la cual para los valores dados nos da el siguiente cuadro 
CUADRO IlI.l . Relación serial-distorsión por adyacencia 
K 
" 
S/N K 
" 
S/N 
3.01 1.5 7.78 
1 2 5.35 1.5 2 15.33 
1 3 7.13 1.5 3 22.65 
4 8.49 1.5 4 29.79 
Los resultados del cuadro aparecen en la figura ill.17 
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K 
2 
2 
2 
2 
" 
2 
3 
4 
(1ll.25) 
S/N 
10.79 
21.46 
32.02 
42.47 
45 
40 
os 
" ~25 
~20 
15 
10 
o-
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o 
o 
Figura 11 1. 17. Variación de la relación sei'ial distorsión por adyacencia 
Este ejemplo muestra claramente que el filtrado previo controla la distorsión por solapamiento 
adyacente. Obsérvese que a mayor filtrado previo menor distorsión, y que aumentando la frecuen-
cia de muestreo se inserta una ballda de guarda entre F (w) y las bandas adyacentes F (w - ws); 
F (w - 2 w s)' etcétera . 
Resulta claro, además, que muestreando cerca de la frecuencia de Nyquist se obtiene muy poco 
beneficio aumentando el orden del filtro; para mayores valores de K, en cambio, la mejora obtenida 
con filtros más abruptos es sustancial. 
Resumiendo, en el proceso de muestreo es fundamental limitar en banda la señal de entrada 
para minimizar la distorsión por solapamiento adyacente. Este fil trado previo incluso es recomen-
dable aun cuando la señal a muestrear tenga escaso o nulo contenido armónico más allá de 
w = w/ 2. La razón es que a menudo las señales provenientes de sistemas de conmutación electro-
mecánica, por ejemplo, pueden generar ruido en un amplio espectro, que al muestrearse produciría 
aliasing. 
Ejemplo 111.4 
Dada la señal x (t) = e-W . 11 (t), que no es limitada en banda, se desea determinar la mínima 
frecuencia de muestreo (expresada en anchos de banda de-3dB de x (t») de forma tal que la máxima 
componente introducida por aliasing esté a -lO dB de la máxima componente de la señal. 
Puesto que x (t) = ru . u (t), su transformada de Fourier es 
1 , 1 X(w)=--,- Siendo IX(w)12=~ 
u+Jw a +w-
Resulta claro que el ancho de banda de 3 dB en Hz será BW) = a/21t. El espectro de la señal 
muestreada Xs (w) aparece en la figura 111.18, el máximo valor de Xs (w) ocurre ~n w = O Y resulta 
X,(fi"". = ~ 
mientras que el máximo aliasing ocurre a f = fs/2, con lo que la máxima componente de aliasing es 
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f, J, 
amáx. - ..Ja2 + (2n)2 . (j _ 1s)2 ..Ja2 + n2 . Js2 
XiI> 
-ts -ts /2 o fo/ 2 ft 
Figura 111.18. Muestreo con solapamiento espectral 
La condición del problema establece 
X,U)I ... >10 osea 
a .. . 
de donde resulta !s > 20 . ~, es decir fs > 20 . BW3• 2n 
m.5. MUESTREO NATURAL 
El muestreo natural significa hacer una operación de multiplicación entre f (t) y un tren de pulsos 
rectangulares, como se ve en la figura rII .19a. En esta figura también se muestra la señalf(t) y su 
espectro F (w), así como el tren de pulsos en el dominio del tiempo y su respectivo espectro, y la 
señal muestreada obtenida del proceso de multiplicación tanto en el dominio del tiempo como en 
la frecuencia; analizando estas gráficas se observa que el espectro de la señal muestreada obtenido 
en este caso es muy similar al caso ideal, cuya principal diferencia es que sus componentes 
espectra les están moduladas por una función sinc; en este caso también se observa que es posible 
recuperar la señal original pasando las muestras a través de un fil tro pasa bajas. 
El aná lisis gráfico que aparece en la figura III.19 indica el proceso que debe realizarse para 
demostrar los resultados del muestreo natural. Partiremos de la serie de Fourier de un tren de pulsos 
de amplitud A y anchura t y frecuencia igual a w, = 2 n/ T" el cual está dado por 
(ill.26) 
El espectro de s (t) está dado por 
(ill27) 
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La señal muestreadaf, (1) es el producto de f (1) con s (1) 
1, (1)=5(1)/(/) (III.28) 
El espectro Fs(w) de j s (t) permite visualizar como puede recuperarse Jet) a partir de sus 
muestras. Recordando que el producto en el tiempo de dos funciones tiene un espectro dado por 
1/2 1t veces, la convolución de los respectivos espectros se obtiene 
1 Fs (w)=~ F(w). S (w ) 
'! A .. sen (kws tl2) oof F, (w)=-T L kw S(x-kw,)F(w-x)dx 
s . '!/ 2 k .. _oo _ 
(I1I.29) 
t A sen (kws . / 2) 
F,(w)=r; L lav
s
tl2 F(w-kws) k __ _ 
Si W s 2: 2 W¡ el espectro de la señal muestreada contiene réplicas del espectro original, centradas 
a las frecuencias kws, las cuales no se traslapan, pero sí están escaladas por la función sine. 
Si !s (t) se pasa a través de un fi ltro pasa bajas con frecuencia de corte W¡, la señal original se 
puede recuperar sin distorsión, es decir en la sumatoria de IlI.29 sólo se toma el término k = O, 
entonces el espectro de la señal a la salida del filtro So (w) es 
(I1I.30) 
y la señal de salida en el dominio del tiempo es 
(III.3)) 
La salida es igual a la función original escalada por el factor A 1:/ Ts, donde A = altura del pulso; 
1: = anchura del pulso y Ts = periodo de muestreo. 
En el análisis anterior demostramos que el producto de un mensaje j (t) y un tren de pulsos 
rectangulares de amplitud finita permite obtener un método de muestreo físicamente realizable. 
El espectro de la señal muestreada naturalmente !s (t) d e j (t) contiene réplicas sin distorsión del 
espectro del mensaje F (w). El término central (k = O) es justo una versión escalada de F (w) que 
permite la recuperación de j (t) utilizando un filtro pasa bajas. 
La realización práctica del multiplicador analógico de la figura ill .19 es relativamente simple, 
tomando en cuenta la característica de la señal de muestreo y suponiendo que tiene amplitud 
unitaria, el proceso de muestreo natural se puede visualizar más que como un proceso de multipli-
cación como un proceso de conmutación. 
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j{Z) 4 MuttiPlicadort----+- f.V) 
t 
ft<l 
s(l) ,. Tren de pulsos 
(,) 
(b) 
....-
(d) 
-
ffi(~ 
-Wf Wf 
S( W¡ 
/(1)4 Filtro ~ Salida 
$ pasa baías 5a(l ) aj{l) 
(e) 
·W 
.' W 
Figura 1lI.19. a) Método de muestreo natural para la forma de o nda de b) usando el tren de pulsos de e) para 
obtener la sei'ial y espectro de d). La sei"ial se recupera con el filtro pasa bajas de e) 
1II .6. MUESTREO y RETENClON 
En este tipo de muestreo la amplitud de cada pulso es constante durante la duración del pulso, 
pero está determinada por la muestra instantánea dej(t ), tal como se ilustra en la figura I1120. 
ft/) 
Figura 111.20. Muestreo y retención de una sei'ial 
Suponiendo pulsos rectangulares ideales, la expresión para la señal muestreada es 
- (l-kT ~ j , (I)=A k~_j(kT,)Rect 7 ) (IIl.32) 
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donde la función Rect (x) está definida en el apéndice A. 
Para encontrar la transformada de Fourier de la señal muestreada vamos a considerar que la 
señal de muestreo y retención puede obtenerse efectuando primero un muestreo ideal y después 
pasando estas muestras ideales por un circuito que retenga su valor durante cierto tiempo, como se 
observa en la figura Il1.21. 
ft t)--'¡' 
Filtro para generar 
pulsos de lecho 
plano 
Figura 111.21 Método de generación de muestreo y retención 
La respuesta al impulso del filtro debe ser 
(
' ) sen (tu t/2) 1!(f)=Rect ~ HH(w)=t· Wt/2 
el espectro de la señal muestreada está dado por: 
Fs (w) = H (ro) . F (w) = tA L. sen (w t/2) . F (w -Jaus) 
Ts b .__ Wt/2 
(ID.33) 
(ITl.34) 
El espectro antes determinado parece en primera instancia ser muy similar al de la ecuación 
(ID.29) para muestreo natural; sin embargo, hay una importante diferencia, una operación de filtraje 
pasa bajas no proporciona una señal sin distorsión proporcional a f (t); la señal correspondiente a la 
salida del filtro pasa bajas está dada por 
So (10) = T:T~ ( senu!rU;;2») F (w) (1lI.35) 
que como claramente se ve no es p roporcional a F (w) como necesitamos; el factor 
Q (ro) = sine (wt/ 2) representa distorsión que puede corregirse sumando un segundo fi ltro, deno-
minado filtro igualador, el cual debe tener una función de transferencia HfIj = l / Q (w) para 
ro :5 W¡, esto es 
I un / 2 sen (un /2) H ",, (w) = arbitrario en o tro caso (111.36) 
luego, para recuperar la seii.al original, aparte de pasar las muestras de la señal por un fil tro pasa 
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bajas, la salida de éste hay que pasarla a través de un filtro igualador para el iminar la distorsión 
producida por el término sinc (il.n:/ 2); este proceso de recuperación se muestra en la figura II1. 22. 
F,(W} S,(W) 
Hrq( W) 
l/sine (WrJ2l 
lb) W¡ 
Figura 111.22. a) Método de recuperación para muestreo y retención. el cual requiere un ! iltro de ecualización con 
función de transferencia representada en b) 
El espectro de salida ecualizado es 
t A [sen (Wtl2») [ lvt/ 2 ) Si (10) = Hfq (w) . So (w).::: T;' Wtl2 . sen (¡vt/ 2) . F (w) (lII.37) 
por lo tanto la señal de salida en el dominio del tiempo es 
At 
S¡ (t)=yf(t) 
, 
(m.38) 
La presencia de Q (w) en la ecuación (1ll,35) puede entenderse como un término que distorsiona 
el espectro de F (w) y en consecuencia el espectro de la señal recuperada; atenuándolo en las 
frecuencias altas resulta c1<l.ro que cuanto más angosto sea el pulso más plano resultará su espectro 
en la banda f < W¡ y menor será la distorsión introducida. Este tipo de distorsión se denomina 
distorsiólI por apertura, pues se debe a que el impulso original (muestreo instantáneo) se ha abierto 
degenerando en un pulso de duración finita t. 
A fin de ejemplificar, suponga que F (w) es plano y tiene un espectro extendido (W¡), el cual se 
representa en la figura IlI.23a (para w> O por simplicidad). En la figura IlI.23b aparece el espectro 
muestreado idealmente, mientras que en e se indica el del pulso rectangular. Finalmente en d 
tenemos el producto de ambos, tal como lo indica la ecuación (111.35). 
Es evidente que las más altas frecuencias son las que resultan más atenuadas debido a 
la distorsión por apertura . Como ya hemos expresado, un método inmediato para disminuir la 
distorsión por apertura es reduciendo la duración del pulso haciendo t « T~, que implica: 
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• Como l' « T, la función sinc que pondera el espectro de salida se extiende haciéndose más 
planil en las frecuencias de interés. 
• La relación 1'/ T" es decir el ciclo de trabajo, atenúa el espectro de sa lida. 
Dicha atenuación puede compensarse insertando un amplificador, el cual también puede 
Muestreo 
f(~h 
(.) 
• c~h' W 
I I (b) o-
w¡ W, 2W, W 
~n,,,¡~Cv 
rwtiTl 
(,) '---------:é::----+. 
2, W 
"~hD~ 
W¡ 
Figura 111.23. Espectros de un sistema de muestreo y retención: a)de entrada, b) de la seí'lal muestreada, e) del 
pulso. d) da la seí'lal de salida 
ecualizar la distorsión por apertura. Enel cuadro ru .2se indica la ganancia en función de la frecuencia 
para distintos anchos de pulso. 
CUADRO nr.2. 
GmwIlcia e/l dB 
'tI F reCl/cllcia O [.14 [.13 [.12 
Ts O 0.91 1.65 3.92 
0.75T, 25 3.0 3.41 4.61 
O.5T, 6.02 6.24 6.42 6.93 
0.25 T. 12.04 12.10 12.14 12.26 
Obsérvese que cuanto más mgostos son los pulsos mayor debe ser la ganancia, pero más plana 
su respuesta. Así, por ejemplo, para 't = 0.25 Ts prácticamente no se requiere ecualización para 
compensar la distorsión por apertura. 
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UI.7. M ULTICANALIZACIÚN POR DNJ51ÓN EN EL TIEMPO 
Como mencionamos al inicio de este capítulo, uno de los grandes beneficios del muestreo es la 
posibilidad de realizar una técnica de multicanalización conocida como MulticallalizaciólI por 
división ell el tiempo (TDM). La mM permite, usando muestreo, que sea posible transmitir muchos 
mensajes sobre el mismo enlace de comunicación interca lando muestras de distintos mensajes. 
La rea lización conceptual de la multicanalización en tiempo de N mensajes similares In (1), 
11 = 1, 2, .. . , N, está ilustrada en la figura I1I.24. Las señales muestreadas (trenes de pulsos) para los 
mensajes uno y dos aparecen en a y b. El tren de pulsos de b se retrasa ligeramente del tren de a para 
prevenir traslapamiento. Los otros mensajes se tratan en forma similar. Cuando el total de N trenes 
se combinan (multicanalizan) se obtiene la fonna de onda de c. El tiempo asignado a cada una de las 
muestras se denomina TlInllTa de tiempo (time sIal). El intervalo de tiempo en el cual todos los mensajes 
se muestreañ una vez se conoce como trama (frame). La porción de la ranura de tiempo no usada por 
la muestra se llama tiempo de guarda (guard time). En la figura IIl24 todas las ranuras de tiempo están 
ocupadas por muestras de los mensajes. En un sistema práctico algunas de estas ranuras de tiempo 
pueden asignarse para otras flU1ciones (por ejemplo señalización, monitoreo y sincronización). 
lJJ.7. 1. Ancho de banda de TDM 
Para calcular el ancho de banda de una señal TDM podemos suponer, sin pérdida de generalidad, 
que el tren de pulsos de la señal multicanalizada tiene una amplitud constante (como se ve en la 
figura IlI.25); estrictamente el ancho de banda de un tren de pulsos rectangulares de anchura t es 
infinito, pero en una primera aproximación podemos suponer que el espectro extendido del tren 
de pulsos está dado por W¡ = 2n:/ t; (jmJix = l i t). Véase ejercicio lmo al final del capítulo. 
Figura lII.24. Mensajes muestreados muzticananzados por división de tiempo. Trenes de pulsos de: a) mensaje' . 
b) mensaje 2 y. e) el tren mu!tiplexado 
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-{'}-. 
'------ I,,, fanufa~ 
~ de Hempo ~I 
t "W) 
- ~tr~JMl!,-------;-+. . " 
Figura 111.25. 8) Sei'lal mM simplificada, o) espectro de la sei'lal TOM 
Entonces, el ancho de banda de la señal TDM es 
1 BTDM = - (Hertz) 
. T (ill.39) 
Un caso especial sucede cuando el tiempo de guarda es cero, como se ilustra en la figura 1II.26. 
1 T, 
~ BTDM=~perot=N 
con lo que se deduce 
N 
BTDM = T = N ·/s (Hertz) 
, 
(illAO) 
es el ancho de banda para N señales multicanalizadas, en el caso de que el tiempo de guarda sea 
cero. 
N 1 
I I I I 
Figura 111.26. Sei'lal TOM sin tiempo de guarda 
Ejemplo 111.5 
Supongamos que queremos multiplexar N = 50 señales similares y que cada señal está limitada 
a 3.3 KHz, las cuales son muestreadas a una frecuencia deS KHz. Se desea que el tiempo de guarda 
sea igual a la duración del pulso l. 
a) Encuentre el valor respectivo de l y el ancho de banda necesario para transmitir esas señales. 
Además t r = 2 t 
con lo cual se obtiene que 
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Ts h 1 1 
=>t""2N= 2 (SO) = lOOr = 8xl()3xl()2 
1 
8 X 10-5 = 1.25 ~ seg 
1 BTDM = Q-6 0.8 x 1()6 = 800 KHz 1.25 x 1 
bJ Si el tiempo de guarda es cero, ¿cuál es el ancho de banda requerido? 
N N 
BTOM = ~=-= N 'f~ = 50 (8 KHz) = 400 KHz T, 1 
J, 
1Il.7.2. Sincronización 
Para mantener las posiciones apropiadas de las muestras en el muJticanalizador es necesario 
sincronizarlo al proceso de muestreo. Debido a que las operaciones de muestreo usualmente son 
electrónicas, se utiliza un tren de pulsos como señal de reloj, que si rve de referencia para todos los 
muestreadores. En el receptor existe una señal de reloj quedebe sincronizarse con la del transmisor. 
Una técnica de sincronización de reloj consiste en utilizar el lazo de sujeción de fase (PLL), para que 
sincronice la señal de reloj local con una derivada de la forma de onda recibida. 
La sincronización de reloj no garantiza tma sincronización apropiada de la secuencia de 
muestras. La alineación de las ranuras de tiempo requiere de sincronía de trama. Una técnica sencilla 
consiste en utilizar una o más ranuras de tiempo por trama para sincronización. Como ejemplo se 
puede colocar lm pulso especial en la primera ranura, que sea más grande que la mayor amplitud 
esperada del mensaje; el inicio de trama fácilmente puede identificarse usando un circuito de 
comparación apropiado. 
IT1.8. INTERFERENCIA ENTRE PULSOS (ISI) 
Al analjzar los sistemas de comunicaciones digitales, muchas veces ignoramos la forma de los 
pulsos que se usan para transmitir la información. En muchos ejemplos simplemente mostramos 
que los pulsos tienen una forma rectangular, pero en la práctica, donde estos pulsos pueden 
modular una portadora para transmisión sobre relativamente grandes distancias, debe conside· 
rarse su conformación; particularmente esto ocurre donde hay restricciones sobre el ancho de 
banda del canal. 
En una primera aproximación por lo regular se dice que el ancho de banda está determinado 
por el recíproco de la ranura de tiempo o intervalo en el cual el pulso está restringido a situarse. 
Entonces, si 10 señales son muestreadas y multiplexadas en tiempo cada 125 Jl$, cada muestra de la 
señal está restringida a si tuarse dentro de una ranura de tiempo de 12.5 ).15. El ancho de banda 
requerido para transmitir la señal TDM es entonces 1/12.5).lS, o 80 KHz. Sin embargo, recordemos 
que la relación anterior sólo es una aproximación para calcular el ancho de banda de un tren de 
pulsos, y que estrictamente su ancho de banda es infinito. Sin embargo, al tratar la conformación 
de pulsos debemos ser más precisos al determinar el ancho de banda. Para analizar más detallada· 
mente el problema, supongamos que deseamos transmitir un tren de pulsos a través de lm canal 
con un ancho de banda finito de B Hz, como se muestra en la figura lll.2? 
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Figura 111.27. Sistema básico de comunicación con un canal cuyo ancho de banda es linlto 
Como ya hemos dicho, el ancho de banda estrictamente necesario para transmitir el tren de 
pulsos es infinito; sin embargo, el canal de transmisión se comporta como un filtro pasa bajas que 
al atenuar las componentes dealta frecuencia provoca que los pulsos se dispersen yel traslapamiento 
de los pulsos entre ranuras de tiempo adjuntas puede ser muy fuerte, lo que podría manifestarse en 
una detección errónea en el receptor. Si tomamos como ejemplo el caso de la figura JI1.27, el O 
transmitido puede aparecer como un 1 si la suma de las colas de los pulsos adyacentes provocan un 
valor al to (en la práctica hay más contribuciones debidas a las colas de más pulsos adyacentes y no 
sólo dos como se muestra en la figura JII.28). Este fenómeno de traslapamiento y la dificultad 
resultante en el proceso de decisión del receptor se conoce como interferencia en tre pulsos (¡SI) . 
..--'" . . r:- 4 · · 
Punlos de mueslreo I nterter~ ·ncla ~ntre slmbolos 
Figura 111.28. Interferencia entre slmbolos en transmisión digital 
Una solución a este problema es reducir la anchura de los pulsos, pero como ya dijimos, eso 
provoca que aumente el ancho de banda de transmisión; en ese caso la solución está en diseñar una 
conformación de pulso adecuada y un filtro que minimice o elimine esta interferencia entre sÚTIbolos, 
con un ancho de banda de transmisión tan pequeño como sea posible. 
Una conformación de pulso que produce cero interferencia entre súnbolos justamente es el 
pulso sen (x)/x, introducido en la sección JI!.3.1; como la respuesta al impulso de un filtro ideal pasa 
bajas, específicamente si el filtro tiene un espectro de amplih.ld constante hasta B (Hz), y es cero en 
todas las demás frecuencias, la respuesta al impulso es justamente (sen 21t BI)/211 Bt. Este fi ltro y 
su respuesta al impulso se ven en la figura lIL29. Cabe hacer notar que los cruces por cero de estos 
puntos están igualmente espaciados y ocurren en múltiplos de 1/28 segundos. Si se selecciona 
1/28 como el interva lo de muestreo T, es evidente que pulsos conformados en la misma forma y 
con amplitud arbitraria estarán espaciados por intervalos T = 1/2 B segundos, no se interferirán 
entre sí, aunque en este caso hay traslapamiento entre pulsos, ya que en el instante de muestreo el 
pulso de interés es máximo y los demás son cero la interferencia es nula, esto se ilustra en la 
figura 1II.30. 
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Figura 111.29. Forma de pulso con cero interferencia entre simbolos 
Los puntos de cruce están dados por: 
A partir de la figura nI.30, si 11 = número de pulsos, entonces en el caso ideal (filtro ideal) se 
pueden transmitir sin interferencia hasta 28 pulsos por segundo. Dicho de otra manera, si tenemos 
un canal de transmisión cuyo ancho de banda es B hertz, a través de él se pueden transmitir hasta 
28 pulsos por segundo. Esto se obtiene a partir de la siguiente relación. 
" 28 = 1 seg ~ I! = 28 pulsos/ seg (lli.41 ) 
S(I-m 
Instantes de muestreo 
Figura 111.30. Secuencia de pulsos con cero Interferencia entre pulsos 
Los anteriores resultados fueron establecidos por Nyquist como un teorema, el cual establece: 
Si r símbolos independientes por seglUldo se transmiten a través de un canal ideal pasa bajas de ancho 
de banda B (Hz), la máxima velocidad de r = 28 símbolos por segundo puede ser alcanzada sin 
interferencia entre sÚ'nbolos si el pulso se conforma como un pulso sinc de la forma sinc (n r t ). 
Ejemplo 11/.6 
Calcule la máxima velocidad que puede transmitirse a través de un canal telefónico. 
Si B = Ancho de banda telefónico = 3 100 Hz, entonces 
r = 28 = 2 x 3. 1 Khz = 6.1 K símbolos/ seg 
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Este resultado puede parecer paradójico con la velocidad actual que alcanzan los módems de 
alta velocidad, aunque la contradicción se resuelve si recordamos lo visto en el capítulo 11, donde se 
explicó que un símbolo puede llevar más de un bit de información; en particular los módems de alta 
velocidad usan esquemas de modulación multinivel, donde cada símbolo transmite más de un bit 
de información. 
Existen diversas dificultades prácticas para realizar la cOIÚormación de pulso anteriormente 
descrita: 
• La coIÚormación de pulso analizada implica que las característi cas totales entre el transmisor 
y el punto de decisión del receptor correspondan a las de un filtro pasa bajas ideal, 
físicamente no realizable, y muy difícil de aproximar en la práctica por la atenuación infinita 
que presenta a la frecuencia de corte . 
• Si este pulso en particular fuese realizable, requeriría de una sincronización muy precisa entre 
transmisor y receptor, ya que si ésta varía, desaparece la condición de cero interferencia 
entre símbolos. De hecho, bajo ciertas secuencias de pulsos, las colas de todos los pulsos adyacen-
tes pueden StUTIarse y dan como resultado una serie divergente, causando posibles errores. 
Sin embargo, a partir de este pulso ideal es posible derivar otras coIÚormaciones de pulso con 
cero ISI que superan las dos dificultades mencionadas, mucho más simples de obtener en forma 
práctica, y en las que se pueden reducir los efectos de sincronización. Las condiciones para obtener 
estos pulsos fueron establecidas por Nyquist en su teorema conocido como teorema de simetría 
vestigial, que establece: 
Si P, (j) (espectro del pulso) satisface 
1 ¿ P, U + kiT.) = K paca 1/1 < 2 T. 
k _ _ ... 
(lI1.42) 
con K una constante arbitraria y Tb es la duración del pulso, entonces pr(t) no produce interferencia entre 
símbolos. 
No demostraremos aquí este teorema (véase por ejemplo Shanmugan [11). A primera vista la 
ecuación (I1I.42), puede parecer difícil de interpretar; note que el criterio de la ecuación (Ill.42) no 
especifica únicamente la forma espectral de Pr (j). Entonces ¿cuál es su significado? 
Trataremos de aclarar la interpretación de la ecuación (IlI.42) si seleccionamos para propósitos 
de ilustración lUla función especifica Pr (j) que satisfaga el criterio. Consideremos como ejemplo la 
forma espectral que aparece en la figura 1II.31a. Es importante aclarar que ésta no es una función 
práctica para Pr (j), sino simplemente ha sido seleccionada para explicar el significado de la 
ecuación que nos ocupa. 
Expandiendo la ecuación y aplicándola al pulso de la figura nI .31a obtenemos 
. P, U- l iT,) + P, U) + P, U + l iT.) + ... = T, p". 1/1 < 1/2 T. 
aparentemente sólo los tres términos mostrados contribuyen a la sumatoria en la región 
IJI < 1/ 2 Tbo En las figuras 1II.31b y IlL31c se muestran las otras dos funciones desplazadas que 
deben considerarse. 
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(.) '[ 
(b) 
-1 -1 1 1 · [ r;- 2Tb 2Tb T" ~ tt~ (o) '[ 
Figura 111.31. Espectro de pulso que ilustra el criterio de simetr(a vestigial de Nyquist 
Es claro que la suma es igual a T/) en el intervalo IJI < 1/ 2 Tb, de ta l manera que la ecuación 
(1II.42) es satisfecha. 
¿Cómo podemos describ ir la clase de pulsos espectra les P, (j) que satisfacen la ecuación 
(1Il.42)? En resumen, el pulso básico debe tener una transformada de Fourier para que la parte de 
frecuencia positiva esté 6 dB por debajo a la frecuencia de J = 1/2 T/), Y la cual tenga simetría impar 
alrededor de esta frecuencia (de aqtú se deriva el termino simetría vestigial), tal como se ilustra en la 
figura IlI.32. 
P,ifI 
........ Simetria 
.. . ..... /vestigiar 
Figura 111.32. Construcción de slmetrla vestigial para cero ISI 
De hecho hay un número infinito de espectros que satisfacen este requerimiento; en las 
próximas secciones examinaremos una clase de pulsos que resultan de interés práctico. 
IlI.8.1. Espectro de coseno elevado 
Para obtener esta clase particular de espectro comenzaremos a partir del fi ltro ideal y modificare-
mos su característica alrededor de su frecuencia de corte para obtener un d ecaimiento más gradual, 
con la intención de encontrar un filtro físicamente realizable. En particular si la nueva característica 
de frecuencia es diseñada para tener simetría impar alrededor de la frecuencia de corte del filtro 
ideal (como lo establece el teorema de Nyquist), la respuesta a l impulso resultante conserva la 
propiedad de tener cruces por cero a intervalos de tiempo uniformemente espaciados. Un ejemplo 
de este espectro que algunas veces se utiliza en la práctica es el espectro de coseno elevado. Este 
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espectro en particular y el espectro pasa bajas ideal original aparecen en la figura In.33. Para evitar 
confusiones con el ancho de banda de transmisión B, indicamos la frecuencia de corte del filtro 
pasa bajas ideal como We• El espectro de coseno elevado está dado por 
) {.!.[I+ COS~)S;¡ lVl<2lV' H(w "" 2 2wc O en otro caso 
H(W) 
'0 pasa bajas ideal 
,-:?-+,"","'::I_.W 
1 
-, 
Figura 111.33. Espectro de coseno elevado 
(m .43) 
El ancho de banda en este caso es 2 1t B = 2 ú.), . Si ahora lo analizamos cuando hay una variación 
alrededor de ú.)" es decir ú.) = w, + ów, podemos escribir el espectro como 
H(ro)=- l +cos =- l +cos-(l+-) 1 [ " (w, + "'")] 1 [ " t-w ] 2 2ro, 2 2wc 
H(ro)=- 1-sen--1( ""'") 2 2 ro, 
entonces el espectro cosenoidal desplaza la simetría impar alrededor de W,. La respuesta al impulso 
de un filtro con estas características está dada por: 
ro, sen ro, . 
11(1)=-
1[ ro, ·t 
[
2 W, ' 1)' 1---
" 
cos roe . t (m.44) 
Esta respuesta contiene el ténnino (sen x)/xdel filtro ideal, multiplicada por un factor adicional 
que decrece con el tiempo. El término (sen x)/ x asegura que no hay interferencia entre símbolos; el 
factor adicional únicamente reduce la amplitud de las colas de los pulsos por un factor conside-
rablemente menor queel término (sen x)/ x, lo que produce que este tipo de pulso sea menos sensible 
a la sincronización. 
Haciendo el in tervalo de muestreo T = 1/ 2 fe = 1tl wCf tal que los ceros de los pulsos ocurran a 
intervalos de T segundos, como en el caso previo del muestreo ideal, obtenemos que el ancho de 
banda de transmisión requerido es Bros = 2fe = l i T. Como ejemplo, consideremos una señal analó-
gica de 3.3 KHz muestreada a una razón de 8 KHz. Si esta señal fuese transmitida por mM, y si se 
utilizase un filtro conformador ideal, el ancho de banda requerido será de Bidl'al = 1/ 2 T = 4 KHz. Sin 
embargo, si utilizásemos un espectro de coseno elevado, el ancho de banda requerido sería de 
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Beos = l i T = 8 Khz. Si 10 señales fuesen multiplexadas en tiempo, el ancho de banda se incrementa 
por un factor de 10. Entonces la conformación de pulso ideal (sen x)/x teóricamente permite la 
transmisión a tm ancho de banda muy cercano al de la señal analógica original (el ancho de banda 
es igual al de la señal analógica si se utiliza una frecuencia de muestreo igual a la de Nyquist), por 
lo que el uso de pulsos conformados más reales provoca un incremento en el ancho de banda 
requerido. El espectro de coseno elevado duplica el ancho de banda requerido respecto al caso ideal. 
En la siguiente sección se analizarán otra clase de pulsos que poseen simetría vestigial pero que 
requieren menor ancho de banda. 
1Il.8.2. Espectro de seno elevado 
Otro tipo-de espectro que tiene simetría impar y cero interferencia entre pulsos es el denominado 
espectro de seno elevado, que ilustramos en la figura Ill .34; su espectro de amplihld está especificado por: 
.!.(l -sen~ dW) Si IdWI <W .. 
2 2 W x 
IH(Óúlj = O S;¡óúll > ro , (ill .45) 
-W r <dW<-W. 
Figura 111.34. Espectro de seno elevado 
El parámetro de disei'lo W x representa la frecuencia en radianes, por lo que el ancho de banda 
w, se excede. La relación a = lO/w, se le conoce como fac tor de roll-off; pequeños valores de lOxlw, 
permiten menores anchos de banda, pero requieren mayor complejidad en el diseño de los filtros. 
El caso de lOx = O, o cero roll-off, justamente es el caso del filtro pasa bajas ideal que produce el pulso 
(sen x)/x ya discutido. Similarmente tul factor de roll-off de uno es decir w/w, = 1, produce el 
espectro de coseno elevado. Entonces al variar el factor de roll-off se puede generar toda una clase 
de pulsos conformados; en la figura IU.35 se muestra la forma del pulso cOlúormado para varios 
valores de roll-off, es de notar que para a = 1 (fil tro de coseno elevado) existen exactamente la mitad 
de cruces por cero que para el caso de a = O (filtro ideal), lo cual está relacionado con el número de 
pulsos por segundo que se pueden transmitir en cada caso. La respuesta al impulso del espectro de 
seno elevado está dada por: 
(ill.46) 
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En este caso existe un compromiso entre el ancho de banda y la velocidad de Jos pulsos, que 
depende del factor de roll-off seleccionado. Lo que esto indica es que si la transmisión de pulsos 
deseada es igual a 'pulsos por segundo, el ancho de banda B requerido, en Hz, es 
B==-· 1 +- :- (1 +0.) ' [/,]' 2 !< 2 (U1.47) 
si conocemos B (el ancho de banda de transmisión), el número de pu lsos por segundo que pueden 
ser transmitidos está dado por: 
caso ideal (o. == O) 
caso cosenoidal (a == 1) (Ill.48) 
P,(t) 
0.=1 
/' 
Figura 111.35. Forma de pulso conformado con filtro de seno elevado para varios valores de a 
IlI.8.3. Ci,cuitos conformadores de pulsos 
El diseño de los filtros conformadores de pulsos puede ser realizado por medio de alguno de los 
dos siguientes métodos. 
Técnicas de filtrado analógico. Una red con la respuesta en frecuencia del espectro de seno elevado 
puede aproximarse por medio de técnicas convencionales de diseño de fi ltros. Por ejemplo, Feher 
[2] detalla la elaboración de un filtro elíptico de séptimo orden ecualizado en fase, el cual aproxima 
al pulso de seno elevado con a = 0.3. 
TéCllicas de filtrado digital. Un método alternativo para generar pulsos conformados con las 
características descritas consistp. en utiliza r una estructura de filtro digital, como se ve en la 
figura m.36. 
La secuencia de impulsos codificados {ad se introduce a una línea de retraso consti-
tuida por 2N elementos de retraso, cada uno produce un retraso de f::J. seg. Los coeficientes 
b_N, b_N ~ I .. . bo, b¡ ... bN _ ¡, bN, son constantes multiplicativas que determinan la respuesta al impulso 
del filtro. Consideremos un pulso simple positivo de + V entrando al filtro al tiempo t = - N seguido 
por una larga cadena de ceros. La señal de reloj del filtro desplaza el pulso de entrada + Va través 
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• ~:~.~... x 
f;'\~ida ~
Figura 111.36. Conformación de pulso utilizando un filtro trans .... ersal 
de la línea de retardo a una velocidad va rias veces más alta que la velocidad de los pulsos. En la 
práctica el número de elementos de memoria 2N puede ser típicamente de 20 a 30. 
Luego, la salida del filtro transversal Pr (t) deberá tener la forma de una señal en escalera, como 
se muestra en la figura 1I1.37. En esta figura, la curva sólida representa la respuesta al impulso 
deseada pr(t) del filtro. Los coeficientes del filtro b_N, b_N -+ 1 ... bN, corresponden a los valores de las 
muestras de Pr (7). La salida Pr (t) está dada por: 
¡;; == i~bl ' S( t -Ój) donde s(t)=g -ó/ 2<t<ó / 2 
en otro caso 
l. .1 t 
Figura 111.37. Respuesta al impulso delliltro trans .... ersal 
La salida PI (t) puede suavizarse con un filt ro pasa bajas simple. En el caso de una entrada 
consistente de pulso simple +V seguida por ceros, la salida aproxima la conformación de pulso 
requerida para cero 151. 
En el ejemplo mostrado, el símbolo se desplaza por la línea de retardo a cuatro veces la 
velocidad de los datos, ya que se usa 4.6. = Tb. Para lma entrada general, los sucesivos pulsos al< se 
desplazarán en uno cada Tb seg, y el filtro hace la convolución de la secuencia de entrada con la 
respuesta al impulsadel filtro. Esto es, la forma de onda de la salida XT (t) representa la superposición 
de pulsos sucesivos que resultan de los sucesivos pulsos de entrada en la secuencia lak}' 
Ejemplo 111.7 
Consideremos una señal analógica limitada en banda a 3.2 KHz, la cual es muestreada a 8 KHz. 
a) ¿Cuál es el ancho de banda de transmisión requerido si se utiliza un fi ltro ideal en el receptor? 
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bJ ¿Cuál es el ancho de banda de transmisión requerido si se utiliza un filtro cosenoidal? 
Br ,=, r=fs=8 KHz 
Ejemplo 1Il.8 
a) ¿Cuál es la máxima velocidad en pulsos/seg que se puede transmitir a través de la red 
telefónica si los pulsos se modulan como pulsos ideales, cosenoidales y senoidales Ct = 0.5? 
bJ ¿Se puede transmitir a través de la red telefónica a una velocidad de 9 600 bits/seg? 
Respuesta: 
a) En este caso se debe hacer notar que el ancho de banda del canal es constante = 3100 Hz. 
rideal = 2Beanal = 6 200 pulsos/ seg 
reos = Beartal = 3 100 pulsos/ seg 
I 
2B,~., I 6 200 
,=-- =--=4133 pulsos/seg 
sen (1 + a) 1.5 
a_O.5 
AquÍ podemos concluir, si B cana] = constante, la velocidad de transmisión la podemos aumentar 
disminuyendo el factor de roll-off, es decir acercándonos lo más posible al filtro ideal. 
bJ Sí, utilizando tm sistema multinivel; por ejemplo, si cada pulso transporta 2 bits, y a = 0.25. 
rsen = 4 960 pulsos/ seg' 2 bits/ p uls.o = 9 920 bits/seg 
Ejemplo 111.9 
a) ¿Qué ancho de banda se necesitaría para transmitir a una velocidad de 9 600 bits/seg? 
, 9600 
Bid"aJ = 2" = -2- = 4 800 Hz 
Bcos = r=9600 Hz 
Bsen r· (2
2
+ u) 9600.(~+O.25)=6000 HZ 
Si la velocidad es constante, el ancho de banda lo podemos disminuir si el sistema se aproxima 
al filtro ideal. 
En general podemos decir que si N señales fuesen multicanalizadas en tiempo, el ancho de 
banda se incrementaría por un factor N 
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N·, 
Bi = -2- Hertz --+ filtro ideal 
Be = N . r Hertz --+ filtro eosenoidal (ill.49) 
N, 
Bs = - 2- . (1 + ex) Hertz --+ filtro senoidal 
1II.9. PROBLEMAS 
111.1. <;alcule la energía en ellóbu!o central de la siguiente función : 
F (00) = 1: sine (o;r) 
correspondiente a la transfonnada de Fourier por un pulso cuadrado de amplitud unitaria 
centrado en el origen y de ancho igual a t. 
UI .2. Determine la frecuencia de corte del filtro pasa bajas ideal utilizado para reconstruir la señal: 
x (1) = 10 cos 1600 1ttJ cos2 11 600 ni) 
de la cual se toman 4000 muestras por segundo. Encuentre la frecuencia mínima de muestreo. 
m .3. La señal x (t) = 6 + 4 cos [10 nf] + 4 cos [14 nt] + 2 cos [20 1tt] se muestrea a lUla tasa de 30 
muestras/seg. Grafique el espectro de la señal muestreada indicando todos los componentes 
para f < 80 Hz. Explique cómo se puede reconstruir x (t) a partir de las muestras. 
I1I.4 . Sea x (t) = cos [2 1tlOOt] + cos [2 1t 220t] que se muestrea ah = 300 Hz. Si la señal muestreada 
x< (t) pasa luego por un filtro pasa bajas ideal de frecuencia de corte 150 Hz, indique qué 
frecuencias componentes estarán presentes en la salida. 
llJ .5. La señal cuyo espectro aparece en la figura, idealmente se muestrea conf, = 20 Hz. Se desea 
representar el espectro de la señal muestreada Xs (t) para f ~ 40 Hz. ¿Puede recuperarse x (t)? 
Si es así, explique cómo lo haría. 
m.6. Una señal x ¡ (t) y otra señal X2 (/) de frecuencia máxima 2 y 4 KHz respectivamente se 
multiplexan en tiempo usando una única frecuencia de muestreo. Calcule el intervalo de 
muestreo. 
111.7. Calcule la serie de Fourier trigonométrica y exponencial del tren de impulsos que aparece a 
continuación: 
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fit) 
A5(t- 2To) Aó(t- Tol Aó(I) Aó(t - ToJ A5(t-2To) 
Ul .B. Una señal muestreada tiene un espectro como el que se observa en la siguiente figura: 
F(w) 
- 1 1 5 10 50 /1kHz) 
a) ¿Cuál es la señal que se está muestreando? 
b) ¿Cuál es la frecuencia de muestreo? 
e) Determine qué tipo de muestreo se está utilizando y la anchura de los pulsos de muestreo. 
TlI.9. Un canal de transmisión tiene un ancho de banda de 3.6 KHz. 
a) Calcule la velocidad de transmisión en bits/seg, si se transmiten pulsos binarios. Suponga 
que el sistema de transmisión se comporta como un filtro senoidal, con un factor de roll-off 
de a = 1, O, 0.25 Y 0.5. 
b) Repita el inciso a) pero ahora considere que los pulsos transmitidos tienen 16 valores 
posibles. 
lIlIO. Un sistema transmite muestras idea les de la señaJ de entrada. La razón de muestreo es de 
25 KHz y el receptor usa un filtro pasa bajas ideal con un ancho de banda de 10 KHz. La señal 
de entrada está limitada en banda a 13 KHz. 
a) ¿Puede reconstruirse esta señal sin distorsión? 
b) Si no es posible, ¿qué cambios deben hacerse al sistema para recuperar la señal? 
III.l1. Una señal JI (t) = 6 11 (t) exp (-3t) tiene una transformada de Fourier F (OJ) = 6 [3 + jOJ)- l. Cla-
ramente se ve que JI (t) no está limitada en banda. 
a) Encuentre el ancho de banda de un filtro ideal tal que la señal filtrada denotada por J (1) 
contenga 99% de la energía total. 
b) ¿Cuál es la frecuencia mínima a la que se debe muestrear J(t) sin producir traslapamiento 
(aliasillg)? 
111.12. Una señal está dada por f(t) = 3 cos [2 n (lO)' tJ. 
a) ¿Cuál es la frecuencia dp. Nyquist para esta señal? 
b) Si esta señal se muestrea idealmente a una frecuencia de 60 kHz y se aplica a un filtro pasa 
bajas ideal cuyo ancho de banda es de 30.1 kHz, encuentre una ecuación para la señal 
Jo (t), que representa la salida del filtro. 
e) ¿Hay traslapamiento? Explique. 
Ul.13. Una señalf(t) = 6 COS {103 tJ es muestreada nahlfalmente a una razón de OJo = 2.5 (103) rad / seg 
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usando pulsos cuya anchura es de 6O~. La amplitud del tren de pulsos de muestreo es 
A = 2 volts. 
a) Escriba una expresión para la respuesta del fi ltro ideal de recepción (pasa bajas) cuyo 
ancho de banda es de úJ( = 1 010 rad / seg. 
b) Si úJ( es cambiada a 990 rad ¡seg, ¿cuál es la respuesta? 
1II .14. Una señal en banda base se reconstruye exactamente a partir de sus muestras, las cuales 
fueron tomadas él tma frecuencia de 60 Hz. Si estns muestras fueron tomadas a tres veces la 
frecuencia de Nyquist, ¿cuál es el espectro ex tendido de la señal? 
lIllS. Una planta de potencia utiliza un multicanalizador de pa labras para transmitir muchas 
señales de monitoreo a una consola de control principal. La línea tiene 500 ranuras de tiempo, 
de igual longitud, cada una transportando una palabra binaria de 4 bits naturales, las cuales 
son muestras a la velocidad de Nyquist de fuentesde mensajes similares de banda angosta, cuyo 
éspectro extendido es de 10 Hz. La probabilidad de error por palabra es 1.4862 x 1O~. El 
transmisor del multiplexor está operando linealmente con formato polar, con pulsos a la potencia 
pico; todo el ancho de banda del canal está siendo usado. El multiplexor se modifica para manejar 
el doble de mensajes similares y la modulación se cambia a PAM de 16 niveles (tm nivel por cada 
palabra de 4 bits), cuya potencia pico es elevada 20 veces a la del sistema original. 
a) ¿Cuál es la duración de trama de las 1 000 señales multiplexadas? 
bJ ¿Cuál es la duración de un símbolo M~ARY? 
c) ¿Cuál es la Pw del sistema? 
d) ¿Por qué es necesario convertir a un sistema M~ARY PAM? 
1II.16. Una señal limitada en banda a 17.5 kHz debe ser reconstruida exactamente a partir de sus 
muestras. Si se muestrea en forma ideal y se recupera por medio de un filtro pasa bajas ideal: 
a) ¿Cuál es el ancho de banda mínimo permitido para el filtro? 
b) ¿Cuál es la frecuencia mínima a la que se debe muestrear la señal? 
IlI .17. Una señal limitada en banda tiene una frecuencia máxima de 5 KHz y está siendo muestreada 
a una raZÓn muy alta de muestreo de 100 KHz, usando pulsos ideales. En el receptor, la señal 
se filtra por un filtro pasa bandil cuyo ancho de banda es de 15 KHz, centrado a una frecuencia 
de 100 KHz. ¿Se recupera la señal original sin distorsión utilizando este fi ltro? ¿Cómo es la 
formil de la señal Jo (t) a la salida del filtro? 
1IL1 8. Se muestran 32 señales, cada una limitada a un ancho de banda de 3 300 Hz y multiplexadas 
en tiempo a razón de 8 kHz. Calcule el ancho de banda mínimo necesario para transmitir esta 
señal mu\ticanalizadil en un sistema PAM con un tiempo de guarda igtlill a cero. 
IlI.1 9. Se muestran cinco señales a la misma frecuencia y multiplexan en tiempo. La señal multi~ 
plexada es pasada por un filtro pasa bajas. Una señal tiene un ancho de banda deS KHz, dos 
de las señales tienen un ancho de banda de 3 300 Hz y las otras dos señales restantes tienen 
tm ancho de banda de 10 KHz. 
a) ¿Cuál es la frecuencia mínima de muestreo? 
b) Para esta frecuencia de muestreo, ¿cuál es el ancho de banda mínimo del filtro pasa bajas? 
c) En el receptor las señales se demultiplexan y recuperan a través de fi ltros individuales, 
¿cuál es el ancho de banda mínimo para cada uno de los filtros? 
1I1.20. La señal v (t) = cos [5 nt] + 0.5 cos [10 1ttJ instantáneamente se muestrea. El intervalo entre 
muestras es de Ts' 
a) Calcule el valor máximo permitido para Ts' 
bJ Para reconstruir la señal v (t) se pasa por un filtro pasa bajas idea l. Calcule el ancho de 
banda mínimo del filtro para reconstruir la señal sin distorsión. 
1U.2 1. Una señal senoidal a 1 Hz, sen 2 1tt se muestrea periódicamente. 
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aJ Encuentre el intervalo máximo permisible para las muestras. 
bJ Las muestras se toman a intervalos de 1/3 seg. Efectúe la operación de muestreo gráfica-
mente, y pruebe que ningtma otra función senoidal (o cualquier otra función temporal) 
de ancho de banda menor que l.0 Hz puede ser representada por estas muestras. 
c) Las muestras se toman cada 2/3 seg. Pruebe gráficamente que estas muestras pueden 
representar otra señal senoidal de frecuencia menor que l.0 Hz. 
IIl.22. Una computadora transmite símbolos binarios a una razón de 64 Kbits/seg. 
a) ¿Cuál es el ancho de banda mínimo del canal de transmisión para transmitir esta señal? 
b) ¿Qué cambios deben hacerse en el sistema de transmisión para poder transmitir 
64 Kbits/seg, sobre un canal de transmisión con un ancho de banda igual al encontrado 
en el inciso a) si el receptor usa un filtro cosenoidal? 
I1l23. Una señal "'t(t) es de banda limitada a 3 KHz y otras tres señales 1n2 (t), 1n3 (t) Y 1114 (t) son de 
banda limitada a 1 kHz cada una. Estas señales se van a muestrear a la frecuencia de Nyquist. 
Las cuatro señales son multiplexadas en tiempo. 
a) Determine la frecuencia de Nyquist. 
b) Calcule el ancho de banda mínimo de la señal multiplexada. Explique por qué éste es el 
BW mínimo. 
m .24. El sistema TDM que aparece en la siguiente figura se usa para multiplexar cuatro señales: 
con ú\¡ = 6.28 X 103 rad/ seg. 
m1 (t) = 1.0cos [% t) 
"'2 (1) = 2.0 cos [2 Wo t] 
"'3 (t ) :: 0.5 cos rroo t ) 
"'4 (t) = 4.0 cos 14 OJo t] 
a) Calcule el BW mínimo a la salida del MUX. 
b) Si todas las señales se muestrean a la misma razón, calcule la frecuencia de muestreo 
mínima (en Hz). 
e) Determine la frecuencia de corte, mínima (en Hz) de cada uno de los filtros de recepción. 
m I M UX DEMUX 
m, ,. 
" 
m, 
m, 
m, m, 
r. 
1II.25. Un módem transmite pulsos binarios a través de lU1 canal telefónico cuyo ancho de banda es 
de4 KHz. 
a) ¿Cuál es el número máximo de bits / seg que se pueden transmitir en estas condiciones? 
Justifique su respuesta. 
bJ Si se desea transmitir 16 Kbits/seg sobre el mismo canal de transmisión, ¿qué cambios 
deben hacerse al módem? Justifique su respuesta. 
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CAPÍTULO IV 
TRANSMISIÓN DIGITAL EN BANDA BASE 
E 
IV.l. INTRODUCCIÓN 
L PROPÓSITO DE ESTE CAPITULO es describir las diversas funciones de la figura IlI.3 que están 
relacionadas con los sistemas de comunicación digital de banda base. Principalmente nos 
enfocaremos al convertidor analógico él digital. y con las funciones de los codificadores de 
canal y de fuente. Las funciones del subsistema de recepción las analizaremos muy breve-
mente, ya que básicamente son las funciones inversas del subsistema de transmisión. 
Trataremos principalmente de un número de importantes formas de onda para transmisión 
sobre el canal; sin embargo, debido a que una de las grandes ventajas de los sistemas de comunica-
ción digital es su habilidad para intercalar en tiempo, o multiplexar en tiempo, formas de ondas 
digitales de diversos mensajes, también se analizarán los elementos básicos de esta técnica. 
Puesto que la conversión analógico a digital es la única función en el subsistema de transmisión 
que involucra fo rmas de onda analógicas, además de que la teoría de muestreo es el proceso inicial 
de esta ftUlción (analizada en el capítulo anterior), comenzaremos con este tópico, para después 
continuar con los conceptos digitales. 
IV.2. MODULACIÓN POR rULSOSCODIFICADOS (PCM) 
En el capítulo anterior vimos que un mensaje ana lógico, en ciertas condiciones, puede muestrearse 
y transportar íntegramente la información original. Sin embargo, debe observarse que la señal 
muestreada no es una señal digital, ya que la amplitud de los pulsos puede tomar infinitos valores 
dentro de su rango de existencia. 
También en el capítulo 1 dijimos que la utilización de señales digitales tiene muchos atractivos, 
por lo que es conveniente digitalizar la señal analógica. El proceso con el que tma señal muestreada 
se digitaliza recibe el nombre de clIalltificación y consiste en transformar los niveles de amplitud 
con tinuos de la señal de entrada en tul conjunto de niveles discretos previamente establecidos. En 
otras palabras, la cuantificación aproxima o redondea las amplitudes de las muestras en un cierto 
número de niveles preestablecidos. 
En el caso de señales muestreadas, la transmisión está compuesta por información analógica 
enviada en tiempos discretos; es decir, en una señal muestreada la variación de la amplitud de los 
pulsos puede variar en forma continua sobre todos los valores. Un refinamiento adicion~l es 
cuantificar la señal analógica muestreada en cierto número de niveles discretos, o sea, ahora no sólo 
se cuantifica el tiempo sino también las amplitudes de la señal; si adicionalmente a cada una de estas 
amplitudes discretas se les asigna un código para designar cada nivel, se obtiene un tipo de modu-
lación conocido como modulncióll por pulsos codificados (PCM). De ahí que este proceso de modulación 
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involucre varias operaciones: muestreo, cuantificación y codificación, que serán comentadas en 
detalle más adelante. 
A diferencia del muestreo, el proceso de cuantificación implica una pérdida irremediable de 
información ya que resultará imposible reconstruir la señal analógica original a partir de la señal 
cuantificada. La discrepancia entre la señal de entrada y su versión cuantificada comúnmente se 
conoce como ruido de wantificación. Esta denominación no es en realidad muy adecuada pues la 
mencionada degradación está fuertemente correlacionada con la señal, sin presentar en consecuen-
cia las características de aleatoriedad que normalmente caracterizan al ruido. Más aún, este tipo de 
ruido cesa al anularse la señal de entrada, por lo que se considera como una distorsión. Algunos 
autores también suelen denominarlo error de cllantificación, y si bien nosotros preferimos la denomi-
nación de distorsión de cllantificación debe quedar claro que las tres denominaciones se refieren a lo 
mismo. 
Cabe preguntar si las ventajas de la digitalización son tantas que se justifique introducir desde 
el inicio mismo de la transmisión una distorsión irreversible. La respuesta es indudablemente 
afirmativa, sobre todo porque esa distorsión es controlable mientras que las distorsiones que sufren 
las señales analógicas no sólo son irrecuperables sino en la mayoría de los casos imposibles de acotar. 
Para decirlo más coloquialmente: "es preferible pagar distorsión de cuantificación al contado que 
ruido en cuotas" . 
Como podemos apreciar, el tema central del proceso de cuantificación es la evaluación y, en 
consecuencia, la minimización de la distorsión de cuantificación. Esa distorsión, expresada ya sea 
en potencia o como valor rms, en realidad no es una medida ideal de la degradación tal como la 
juzgaría subjetivamente un observador que escucha una voz cuantificada o que observa una imagen 
cuantificada. Con todo, es de mucha utilidad para el diseño y la especificación de los sistemas, habida 
cuenta que el valor recomendado debe determinarse subjetivamente y no por analogía con el ruido 
aleatorio ordinario. 
El proceso de cuantificación puede o no ser uniforme, y si bien el segundo es de ap licación 
práctica en los sistemas telefónicos, comenzaremos describ iendo el caso uniforme por razones de 
simplicidad. 
lV.Z.l . El proceso de cuantificacióII 
El proceso de cuantificación, también llamado muestreo en amplitud, consiste en dividir el rango 
de amplitudes de la señal original en interva los uniformes; y todas las muestras cuya amplitud 
caiga dentro de un intervalo específico de cuantificación se les asignará como se muestra en la 
figura rV.1 el mismo valor de amplitud a la sa lida. 
Los valores discretos a los que se redondean las muestras se denominan niveles de cuantifica-
ción, y se llama intervalo de cuantificación al intervalo de captura correspondiente. 
En la figura rv.1 vemos una onda senoidal procesada por un cuantificador uniforme; es decir, 
los intervalos de cuantificación son todos del mismo va lor. Evidentemente la distorsión por 
cuantificación está limitada a 
I eq (t) I miÍx:5 d/ 2 (IV.I) 
donde eqU) es la distorsión de cuantificación, que analiza remos más adelante con mayor detalle, 
así como el cálculo de los niveles óptimos de cuantificación. 
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Figura IV.1. Proceso de cuantificación. a) Serial muestreada, b) sel"lal cuantif icada 
IV.l.l. El proceso de codificación 
La operación final para obtener una señal modulada en PCM es la codificación, que consiste en asignar 
a cada nivel de cuantificación una representación numérica, la mayoría de las veces binaria; este proceso 
se ilustra en la figura IV.2, donde se supone que se están utilizando ocho niveles de cuantificación; 
además, se muestran dos d istintos códigos de línea que se pueden utilizar para la transmisión de la 
señal PCM. Las técnicas de codificación de canallas estudiaremos en la sección N.6. 
En el proceso de la figura IV.2a se muestra una codificación binaria que se utiliza muchas veces 
en los convertidores analógicos a digitales, denominada código binario con signo; en b) y e) aparecen 
dos posibles codificaciones de canal conocidas como unipolar y codificación alternada de marca 
(AMI), en ambas figuras se aprecia con facilidad que lo que realmente se transmi te es la palabra de 
código que representa la amplitud de la muestra; de ahí que se puede interpretar el porqué a este 
esquema de modulación se le conoce como modulación por pulsos codificados. 
IV.2.3. Demodulaci6n de seiiales PCM 
Las operaciones que se efectúan en el subsistema de recepción para recuperar la señal analógica 
original, a partir de la señal PCM. son: regeneración de pulsos, decodificación y reconstrucción. 
Como mencionamos anteriormente, el proceso de cuantificación al ser un proceso de redondeo 
introduce un error irrecuperable, por lo que no es posible realizar un proceso inverso a éste. La 
regeneración consiste en recrear los pulsos transmitidos, distorsionados por el canal de transmisión 
tal como se explicó en el capítulo 1Il; aunada a esta distorsión hay que tomar en cuenta la 
perturbación que produce el ruido en el cana l. Entonces, este proceso consiste en muestrear los 
pulsos recibidos en los instantes adecuados para evitar la interferencia entre símbolos, y a partir 
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Figura rV.2. Proceso de codificación. a) Sel"ial cuantificada, b} sef"ial PCM transm itida en CÓdigo unlpolar y c} sel"ial 
transmitida en código A M I 
de un nivel de decisión (seleccionado para minimizar la probabi lidad de error) que depende del 
código de lmea utilizado, determinar la ausencia o presencia del pulso. En la sección IV.7 calcula-
mos los niveles de decisión para varios códigos de línea; en la figura IV.3 se muestra el proceso de 
regeneración de pulsos. 
Este proceso de regeneración de pulsos permite recrear los pulsos transmitidos a una forma 
idéntica a como los generó el transmisor, sin amplificar el ruido como en los repetidores utilizados 
en los sistemas de comtmicación ana lógicos; esta característica permite que los sistemas digitales 
Subsistema 
de transmisión !'CM 
. v '''[1''' , 000 
.... cód~.' .. l 00 
transmitidO : : : : : . , 
Ruido-+- + 
Nivel 
de decisión 
Instantes de muestreo 
.. vfnl1110 10 1 OOn" 
.. .. Cód'g.o ~_ O O _ 
reCibido " 
Figura IV.3. Proceso de regenerac ión de pulsos 
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puedan utilizarse para transmitir sobre grandes distancias utilizando a intervalos adecuados 
repetidores regenera ti vos, que reproducen fielmente la misma señal generada en el transmisor. 
Dicho en otras palabras: el parámetro de calidad en los sistemas de comunicación digital no es la 
relación señal a ruido sino más bien la probabilidad de cometer lm error en el proceso de detección 
del pulso; el cálculo de la probabilidad de error se verá más adelante. 
El proceso de decodificación es una operación inversa al proceso de codificación y básicamente 
consiste en ir reproduciendo las muestras adecuadas con base en el código recibido; el proceso de 
reconstrucción, por su parte, reconstruye la señal original a partir de estas muestras por medio de un 
proceso de fi!traje, tal como se explicó en el capítulo IU. 
Ahora calcularemos el ancho de banda necesario de N señales PCM multiplexadas en tiempo, 
partiremos del ancho de banda de N señales multiplexadas en tiempo con tiempo de guarda igual 
a cero, que está dado por BTDM = NITs; en este caso cada ranura de tiempo la ocupa totalmente una 
muestra; si tomamos en cuenta que en PCM cada muestra se codifica en general con 11 pulsos, entonces 
el ancho de banda se incrementa por un factor igual a n, es decir 
N·n 
BpcM =--= N· n·/s (Hz) T, (IV.2) 
De manera similar, es claro que el número de pulsos transmitidos por N señales PCM multiplexadas 
en tiempo es: 
r = N· l1'h (pulsos/seg) (IV.3) 
Cabe aclarar que la velocidad es numéricamente igual al ancho de banda, siempre y cuando 
tenga unidades de pulsos/seg (bauds). Recordemos que en el capítulo II dijimos que un pulso 
(símbolo) puede transportar más de un bit de información; en el único caso en el que la velocidad 
en pulsos/seg (bauds) es igual él la velocidad en bit/seg, es cuando cada pulso transporta un bitde 
información, lo que corresponde al caso binario con símbo los equiprobables. 
IV.3. DISTORSIÓN y NIVELES ÓPTIMOS DE CUANTIFICACIÓN 
Supongamos que la señal analógica J (t) está modelada como una señal aleatoria. Definamos la 
función de densidad de probabilidades (apéndice B) de f(t) a cualquier tiempo como p¡(j), tal 
como se muestra en la figura IVA. Como ya dijimos, el proceso de cuantificación subdivide el 
intervalo de valores de J en intervalos discretos. Si una muestra particular de J (1) cae en cualquier 
intervalo, se le asigna un valor discreto correspondiente al intervalo. En la figura IVA a las fronteras 
de los intervalos se les identificó como J), J2 ... JL + v donde se supone que hay L intervalos de 
cuantificación; asimismo, a los niveles de cuantificación se les ha denotado como 1), 12 ", h. 
Consideremos una muestra f que cae en el intervalo i, esto es f¡:5 J:5 Ji + 1, entonces la salida del 
cuantificador será el nivell¡ que difiere del valor de la muestra por el error 
E¡= f-l¡, ;=1,2 ... L (IV.4) 
con esto notamos que los mensajes originales nunca pueden recuperarse. Cuando el receptor 
reconstruye el mensaje a partir de sus niveles de cuantificación, éste contendrá errores relacionados 
con los diversos errores Ei que se producen durante la cuantificación. Estos errores establecen un 
límite al rendimiento del sistema en su totalidad. 
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Figura IVA. Función de densidad de probabilidad de ' (tI y niveles de cuantificación 
Estamos interesados en encontrar un error de wantificación clIadrático medio total. denotado por 
e~, que aparece debido al proceso de cuantificación. Supongamos que pf (f) representa la función 
de densidad de probabilidades de f (t) y consideremos un cuantificador definido por los intervalos 
y niveles mostrados en la figura IVA. El va lor medio y la potencia de la señal analógica pueden 
escribirse: 
L j •. 1 
f(/)"J" Jfp¡( j)df" L Jfp¡(j)df (lV.5) 
¡. I /; 
L f" 1 
f 2(/)"Ji" J!,p¡(j )df"L Jf2.p¡ (j)df (lV.6) ¡. , /, 
Para cualquier muestra, la salida del cuantificador puede tratarse como una variable aleatoria 
discreta, denotada por fq, que puede tomar los niveles I ¡, 11 ", h. La probabilidad de quefq pueda 
tomar un valor típico, por decir 1" es justamente la probabilidad de que f caiga en el intervalo ¡, 
denotada por Pi' El valor medio y la potencia presente a la salida del cuantificador se obtienen 
promediando la variable aleatoria discreta sobre todos los niveles de cuantificación 
donde 
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l," L P" /'" L/" J p¡ (j)df 
.. , ¡, 
'., 1> L /¡ P," L /i J p¡l!)df 
; . ] ; _ 1 
f •. 1 
p," J p¡(j)df 
¡, 
(IV.7) 
(IV.S) 
(IV.9) 
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Ahora, si se desea que el valor medio de la señal del cuanti ficador sea igual al valor medio de 
la señal original, es decir que en promedio las dos señales sean iguales, se debe cumplir que 
L 1;.1 L /'.1 
L f f· p¡(j) df= L I, f p¡ (j)df (IV.IO) 
; .. 1 /, 
para que las dos sumatorias sean iguales, la igualdad se debe cumplir término a término, lo que 
implica una condición más estricta, ya que ahora se está pidiendo que el va lor medio de la señal 
cuantificada sea igual al valor medio de la señal original en cada uno de los intervalos de cuanti-
ficación; es decir, se debe cumplir que 
/, ., loo, 
f f·p¡ (j ) df=l, f p¡ (j)df ;= 1,2 .. L 
1. ¡i 
de donde, despejando 1;, los niveles de cuantificación óptimos están dados por 
/;.1 
ffp¡ (j)df 
1- 1.7-' --
, - /' .1 
f p¡ (j) df 
¡, 
i= 1, 2 ... L 
(IV.ll ) 
(IV.12) 
Es decir, para que se cumpla la condición f = fq los niveles de cuantificación deben ser iguales 
al valor medio condicional de cada intervalo. 
Ejemplo IV. 1 
Calcule los niveles de cuantificación óptimos para el caso de que PI (j) sea constante; es decir, que 
sea igualmente probable que f (t) tome cualquier valor dentro de su intervalo de amplitudes. 
Suponiendo que PI (j)=k, donde k es una constante, entonces el valor de las integrales de 
(IV.12) están dadas por 
1;., /;' 1 
fp¡ (j)df=k f df=k(f¡ . ,-j¡) 
j, 1. 
luego, el valor de 1; es 
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(lV.13) 
en la figura IV.5 se grafica la función de transferen cia del cuantificador para f, = {- 4, - 3, 
- 2, -1,0,1,2,3,4]; como se veen la figura, los niveles de cuantificación óptimos que se obtuvieron 
utilizando (lV.13) caen exactamente a la mitad de cada intervalo de cuantificación, y para este 
ejemplo son I ¡ ; [- 3.5, - 2.5, -1.5, - 0.5, 0.5, 1.5, 2.5, 3.5, 4.5). 
Otro conjunto de niveles de cuantificación óptimos que se utilizan en la práctica son los que 
coinciden con las fronteras de los intervalos, es decir 1; = f¡; el cálculo de estos niveles y la función de 
transferencia del cuantificador los dejamos como ejercicio para el lector (véase problema 1). 
f. 
3.5 
2.5 
1.5 
-0.5 1 
- 1.5 
- 2.5 
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Figura IV.5. Función de transferencia del cuantificador 
Retomando nuestro objetivo original que es calcular el error de cuantificación cuadrático 
medio, a partir de la (lV.4) el error cuadrático medio cua.ndo la muestra cae en el intervalo i es 
/.., 
'1= f {j-J¡)2· p¡{j li)dj 
f 
(IV.14) 
donde pf( fl i) es la densidad de probabilidad de f cuando f cae en el intervalo j, la cual está dada 
por: 
(JI) - p¡{j ) Pf I -----p;- (lV.15) 
Promediando estos errores cuadráticos medios sobre todos los interva los obtenemos el error 
cuadrático medio total 
L f,., 
€¡= ¿ ~.p,= ¿ f {j-J¡)2 p¡{j)dj (lV.1 6) 
i.l ¡. l f. 
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expandiendo el lado derecho de (IV.16) obtenemos 
L /, , 1 
=P +fl- 22;1¡.I¡ f p¡ (j)dl= P - fl 
¡- ] !. 
es decir 
(IV.17) 
En otras palabras, el error cuadrático medio total de la distorsión por cuantificación es igual a 
la diferencia entre la potencia de la señal analógica de entrada y la potencia promedio de la señal de 
sa lida del cuantificador. 
A partir de esto es posible definir W1a relación señal a ruido de cuantificación para la señal 
recuperada en el receptor. Esta relación está dada por 
(IV. lB) 
donde se ha utili zado el resultad~ de la ecuación (IV.17) y Nq = E~ se trata como una potencia de 
ruido en la salida. Típicamente, ª > > 1 en sistemas prácticos, de tal manera que (IV.18) puede 
Eij 
escribirse como 
(IV.19) 
donde 
(IV.20) 
es la potencia de la señal original. 
La ecuación (IV.19) nos indica que la relación señal a ruido de cuantificación es una simple 
relación de potencias entre la señal de entrada y la señal cuantificada; sin embargo, todavía falta 
obtener W1a valor numérico para la potencia de la distorsión por cuantificación. Para obtener este 
resultado partiremos de la ecuación (IV.16), que repetiremos aquí para mayor cla ridad 
L /;. 1 
E¡= L E¡ p¡= L f (j-I,)' p¡(j) dI 
¡ _ l ,a 1 j , 
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Suponiendo que sea igualmente probable que la amplitud de la señal muestreada esté en 
cualquier punto dentro de un intervalo, entonces la función de densidad de probabilidad PI (j) debe 
ser constante, es decir p¡ (j) = k, donde k es una constante, en estas condiciones la ecuación (lV.l6) 
se puede escribi r como 
1.>1 
~= ~> . f (j_ I¡)2df (IV.21) 
; .. 1 1, 
tomando la altura del intervalo de cuantificación igual a d, figura IV.l , podemos cambiar los límites 
de la integral a 
L 11.1 +d/2 
~= ~> f (j- I,)'df (IV.22) 
haciendo el cambio de variable x = J -1; se obtiene 
(IV.23) 
Como la probabilidad de que la amplitud de la señal muestreada esté entre Ji - d/ 2 Y f; + d/ 2es 
k . d, entonces 
(lV.24) 
luego, el valor cuadrático medio de la distorsión por cuantificación es: 
(lV.25) 
Aunque la ecuación anterior ya nos permite obtener un va lor numérico para la potencia del 
ruido de cuantificación, para calcular la relación señal a ruido de cuantificación a partir de la ecuación 
(lV.19) todavía necesitamos conocer la potencia de la señal de entrada; para propósitos de compa-
ración se calculará esta relación para una señal senoidal en el siguiente ejemplo. 
Ejemplo 1V.2 
Obtendremos la relación señal a ruido de cuantificación para a) una señal senoidal de amplitud 
pico igual a la máxima escala del cuantificador, y b) para el caso de que la ampl itud pico de la 
senoidal sea menor a la máxima escala del cuantificador. 
Para el caso a) podemos escribir la amplitud pico a pico de la señal senoidal como V pp = L· d, 
donde L es el número de niveles de cuantificación y d es el tamaño del intervalo, recordando que la 
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potencia efectiva de una onda senoidal está dada por So = \f2pp / 8, por lo que la relación señal a ruido 
de cuantificación para este caso es 
(lV.26) 
Tomando en cuenta que L está relacionado con la longitud de la palabra de código, entonces 
para codificar lm total de L niveles se necesitarán n dígitos, donde n y L están relacionados por 
L = b", donde b es la base del código utilizado. Sustituyendo la relación anterior obtenemos 
s, ]iJ= 1.5· b2n 
q 
expresando esta relación en decibeles, la ecuación (IV.27) se puede escribir corno 
s, 
r:¡ (dB) = 10 [Iog (1.5· ¡,m)] = 1.76 + 20 .. log b 
q 
(IV.27) 
(IV.28) 
la expresión anterior es vá lida para cualquier base; si se util iza un código binario b = 2 entonces se 
simplifica a 
s, 
r:¡ (dB) = 1.76 + 6.02/1 
q 
(IV.29) 
es decir, la relación se mejora en 6 dB por cada bit que se aumenta a la longitud de la palabra de 
código. Sin embargo, recordando el ancho de banda de una señal PCM (BrcM = Nnfs), esta mejora 
se obtiene a expensas de lm incremento en el ancho de banda. 
Reemplazando la relación de ancho de banda para una señal PCM en la relación L = bn , para el 
caso binario tenemos que 
L = 28 / 21 (IV.30) 
donde B es el ancho de banda de una sola señal PCM, suponiendo que se está muestreando a la 
frecuencia de Nyquist, donde f = fmáx, ya introducida en la ecuación (IV.26) nos da 
s, 
N = 1.5 .28/[ 
q 
(IV.3I) 
la que nos muestra que la relación señal a ruido de cuantificación se incrementa con BIt. es de-
cir, la expansión de ancho de banda. Relaciones similares se encuentran en otros sistemas de 
modulación como PDM y FM. No obstante, debido a la relación exponencial de la ecuación (IV.3) 
la modulación PCM es superior a estos sistemas en lo referente al intercambio de ancho de banda 
por relación señal a ruido. Debe señalarse, sin embargo, que habitualmente se trata de utilizar 
conservadoramente el ancho de banda, por lo que los valores de Blf se mantienen usualmente 
bajos. Así, para un sistema de 8 bits (256 niveles) tendremos una relación señal a ruido de 
cuantificación de 49.92 dB Y un consecuente aumento relativo de 16 veces en el ancho de banda. 
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Para el caso b) la potencia de la scf\al senoidJI puede escribirse como 50 = A 2/2, donde A es el 
voltaje pico de la senoidal, por lo que la relación seña 1 a ruido de cuantificación expresada en 
decibeles es 
~ (dB) = 10 .IOg( ;~;)=7 18+ 20 log (A/d) (IV.32) 
tomando en cuenta que el tamaño del intervalo de cuan tificación lo podemos escribir como 
2 Am.h 2 A máx 
d=-L- =-2-' - (lV.33) 
donde suponemos que Amáx es la máxima escala del cuantificador y L = 2" (caso binario); sustitu-
yendo la ecuación (lV.33) en la (IV.32) obtenemos 
So ( 2"A) ( A) N (dB) = 7.78 + 20 10g ~ = 1.76 + 6.02 11 + 20 log ~ 
q m,b máx 
(IV.34) 
que coincide con la ecuación (IV.29) cuando A = AmJxo En resumen, la (IV.34) nos indica que si la 
amplitud pico de la señal no llega al nivel más alto del cuantificador, habrá un deterioro de la 
relación 5,/Nq puesto que disminuye la potencia de la señal. En la figura IV.6 se representa la 
ecuación (IV.34) para varios valores de 11. 
Ejemplo /V.3 
Una señal se cuantifica y transmite codificando las muestras cuantificadas. Si cada muestra debe 
tener un error de cuantificación que no supere ± 1 % del valor pico a pico del cuantificador, calcule 
el número de dígitos binarios que debe contener cada palabra de código. Calcule el ancho de banda 
de la señal que resulte suponiendo que el espectro de la señal analógica no supera los 4 kHz. 
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Figura IV.5 . Relación señal-distorsión para un cuantificador uniforme 
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Puesto que el error máximo es ± 1 %, cada intervalo de cuantificación debe ocupar 2% del va lor 
pico a pico del cuantificador, lo que significa 50 niveles d e cuantificación. 
Tomando 11 = 6 dígitos binarios por palabra d e código, tenemos: 
L = 2J! = 64 niveles de cuantificación 
Según la ecuación (IV.2) el ancho de banda de transmisión será: 
BPCM = Nl!f~ = (1) (6) (2·4 kHz) '= 48 kHz. 
Donde se supuso que se muestrea a la tasa de Nyquist. 
Ejemplo /VA 
Continúe el problema an terior graficando el ancho de banda de transmisión B en fWlción de la 
exactitud requerida. 
Por exactitud E queremos significar el máximo error relativo de cuantificación, para lo cual 
llamamos Val valor pico del cuantificador. 
d/2 d 1 
E'=2V=¡V=2I 
puesto que L = 2 V Id, Y como en el caso binario 
o sea: 
1 L=2"=-
2e 
11 = log2 (112 E) 
por lo que el ancho de banda d e la señal es 
BPCM = NI! /5 = 2fmá~ log2 1112 El 
donde se supuso tma sola señal PCM y que se muestrea a la tasa de Nyquist. 
Graficando jBKM/2f ... B.9 
::-It--+-I ---t-.--,If----+t 1: (%) 
0.1 10 
Figura IV.7. Variación del anc ho de banda con la exactitud 
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Ejemplo lV.5 
En un convertidor análogo d igital (A I D) se desea digitalizar la señal x (t) = 5 cos [200 nt] + 
7 cos [600 nt]. Determine: 
a) El rango dinámico del convertidor AID. 
b) La relación SclNq, en función de la longitud de la palabra de código. 
a) De .t(t) se deduce que, 
Ix (t)lm.h = 12 Y Ix (t)lm', = - 12 
Por lo que el rango dinámico es 2 A = 12- (- 12) = 24 
bJ El va lor del error cuad rático medio de la distorsión por cuantificación suponiendo código 
binario es 
d' (2412")' 
Nq =12 =-1-2-= 48 ·2- 2n 
la potencia de la señal x(t) está dada por: 
En consecuencia 
50 l Nq (dB) = - 1.13 + 6.02 11 
Obsérvese que hay un desempeño de 2.89 d B( = 1.76 + 1.13) inferior a lma señal senoidal debido 
a la diferencia de los factores de cresta. 
Ejemplo IV.6 
Estime el nllmero mínimo de niveles (o bits) necesarios para obtener una calidad aceptable en un 
sistema telefónico. Estab lezcamos que la ca lidad mínima requerida la fijamos en 26 dB. 
Hagamos el cálculo para el caso de señales senoidales que si bien no es el caso real, por su 
simplicidad nos ayudará a fijar conceptos y órdenes de magnitud. Supongamos primero que la señal 
senoidal de entrada ocupa todo el rango del cuantificador. 
La relación SrlNq es 
s, N (dB) = 1.76 + 6.02 11 
• 
que para ser mayor que 26 dB requiere aproximadamente 4 bits (16 niveles). Sin embargo, para 
proveer una cil lidad aceptable en las seíi.a les pequeñas, el sistema telefónico debe proveer la calidad 
señalada dentro de un rango dinámico de 30 dB. Es decir, que señales 31 veces menores 
(30 "" 20 lag 31) deben también cuantificarse en 16 niveles, con lo que el rango total del cuantificador 
requerirá 31 x 16 = 496 niveles, lo que corresponde a 9 bi ts de codificación. 
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Si tenemos en cuenta la ocurrencia de otras degradaciones y que en genera l hay varios procesos 
de conversión análogo-d igital, nuestra conclusión es que necesi tamos usar 12 o 13 bits cuando 
pretendamos seguir utilizando cuantificación uniforme. 
Podremos profundizar más el análisis suponiendo distintas funciones de densidad de proba-
bilidad y calculando para cada una de ellas la cantidad de bits necesarios. Sin embargo, los resultados 
hasta ahora obtenidos muestran que el número de bits es demasiado alto, y como vimos en la 
ecuación (IV.34) la situación empeora para señales más realistas, por lo que lo más conveniente es 
reservar el eshtdio detallado para el caso de cuantificación no uniforme. 
IVA. CUANTIFICACIÓN NO UNIFORME 
El mayor inconveniente de la cuantificación uniforme radica en la constancia del error de cuanti-
ficación, lo que hace que la relación StlNq disminuya al disminuir la señal de entrada tal como se 
evidencia en la figura rV.6. Como hemos visto, el problema particularmente serio es para las señales 
de alto factor de cresta que son precisamente las señales habituales en el caso telefónico. Sumado 
a ello debemos tener en cuenta que los distintos abonados presentan niveles voca les muy variados. 
Así, abonados de alto nivel sonoro pueden estar enlazados con líneas sumamente cortas y otros de 
bajo nivel sonoro pueden estar en el extremo de un circuito transcontinental. Si bien dentro de la 
red se toman las medidas tendientes a minimizar esta variación, se deben esperar dispersiones 
entre los volúmenes medios de hasta 30 dB. Partiendo de la premisa de que cada conexión debe 
asegurar una calidad aceptable, es necesario asignar intervalos de cuantificación que la provean, 
incluso para los volúmenes más bajos. 
Esto demandaría un elevado número de bits por muestra, por lo que ningún sistema telefónico 
puede utilizar racionalmente cuantificación uniforme. Lo que deseamos es un cuantificador que 
provea una relación StlNq, constante dentro del rango dinámico de la señal de entrada. 
Para ello, la distorsión de cuantificación debe disminuir para las señales de entrada más bajas 
y (en principio) debe hacerse proveyendo estructuras de cuantificación más finas cuanto menor sea 
el nivel de señal, o sea, comprimir los niveles de cuantificación más próximos al cero y expandir los 
extremos, por lo que el error de cuantificación será menor para los niveles más bajos y mayor para 
los más altos, lo que distribuye su efecto perjudicial. Este procedimiento de cuantificación en el 
que los intervalos de cuantificación no están igualmente espaciados, recibe el nombre de cuantifi-
cación no uniforme. 
Es interesante notar que al cuantificar no uniformemente obtenemos una ventaja adicional a la 
ya mencionada relación señal-distorsión de cuantificación aceptable en todo el intervalo. En efecto, 
la distribución de las amplitudes de la señal de entrada tiene una función de densidad de probabi-
lidad ifdp) muy distante de ser uniforme, teniendo mayor probabilidad de ocurrencia para los bajos 
niveles que para los altos. Por ello, cuando se usa cuantificación lmiforme las probabilidades 
asociadas con cada nivel son muy diferentes, por 10 que las palabras de código que representan a 
cada nivel tampoco son equiprobables. Puesto que la señal codificada presenta la máxima entropía 
sólo cuando todos los niveles son equiprobables, resulta beneficioso asignar interva los de cuantifi-
cación más grandes a los intervalos de la señal donde la fdp es menor, y viceversa. Con ello se tiende 
a uniformar la probabilidad de captura de cada intervalo. En general, la maximización de la entropía 
no coincide con la relación SclNq óptima buscada, pero las leyes que se utilizan para desuniformizar 
son cualitativamente coincidentes. 
En resumen: en transmisión de voz se requiere que la felación señal a ruido de cuantificación 
sea mayor a 30 dB, Y al mismo tiempo que para este va lor de señal a ruido, la potencia de la señal 
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de entrada varíe 40 dB (es decir que la señal tenga un rango d inámico de 40 dB). A partir de la 
ecuación (IV.34) o de la figura IV.6 se deduce que para cu mp li r con estas condiciones el número de 
bits utilizados para la codificación de las muestras utilizando cuantificación uniforme debe ser por 
lo menos de 12; esto aumenta demasiado el ancho de banda de transmisión, por lo que resul ta 
necesario tener un proceso de compansión. 
Compansión es el proceso de comprimir y después expandir. Con los sistemas compandidos, 
las señales analógicas de ampli tud más alta se comprimen (amplificadas menos que las señales de 
amplitud menor), antes de su transmisión, después expandidas (ampli ficadas más que las señales 
de amplitud más pequeñas) en el receptor. 
La figura ¡V.S ilustra e l proceso de compansión. Una señal de entrada con un rango dinámico 
de 120 dB se comprime a 60 dB para transmisión, después se expande a 120 dB en el receptor. Con 
('CM, la compansión se puede lograr por medio de técn..icas analógicas o digitales. Los primeros 
sistemas !'CM utilizaban compansión analógica, mientras que los sistemas más modernos utilizan 
compansión digital. 
r~ll 
12r~lTr 
Figura IV.S. Procedimiento de compansión básico 
¡VA.l. Compansiól1 analógica 
Históricamente, la comansión analógica se hizo usando d iodos especialmente d iseñados insertados 
en el camino de la señal analógica en el transmisor PCM, antes del circuito de muestreo y retención. 
La expansión analógica también se hizo con diodos colocados justo después del filtro pasa bajas 
de recepción. La figura IV.9 muestra el proceso básico de compansión analógico. En e l transmisor, 
la señal analógica se comprime, se muestrea y después es convertida a un código !'CM lineal. En el 
receptor, el código !'CM se convierte a una señal PAM, la cual es filtrada, para después nuevamente 
ser expandido a sus características de amplitud de entrada originales. 
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Diferentes distribuciones de señal requieren diferentes características de compansión. Por 
ejemplo, las señales de voz requieren un rendimiento S,/Nq relativamente constante sobre un amplio 
rango dinámico, lo que significa que la distorsión debe ser proporcional a la amplitud de la señal 
para cualquier nivel de señal de entrada; esto requiere una razón de compresión logarítmica. Un 
verdadero código de asignación logarítmica requiere un rango dinámico infinito y un número 
infinito de códigos PCM, 10 que es imposible. Hay dos métodos de compansión analógica que 
actualmente se usan y, de manera cercana, se aproximan a una función logarítmica, que frecuente-
mente se llaman códigos IOg-PCM. Se trata de compansión de la ley ).l y ley A. 
rv. 4.2. Leyes de compansión 
En los Estados Unidos y Japón se usa la compansión de lel.)).l, su característica de compresión es 
V salida 
en donde: 
V m.iximo . ln (1 + ~ VentradJ/ V máximo) 
In (1 + ~) 
V máximo = Máxima amplitud de entrada analógica descomprimida 
V entTad~ = Amplitud de la señal de entrada en un instante particular del tiempo 
)..l = Parámetro usado para definir la cantidad de compresión 
V salida = Amplitud de salida comprimida 
(IV.35) 
La figura IV.10 muestra la compresión para varios valores de )..l. Observe que entre más alta sea 
la ).l hay más compresión. Además, observe que para que ).l = O, la curva debe ser lineal (esto es, sin 
compresión). 
El parámetro )..l determina el rango de la potencia de la señal en la que la relación Sr/Nq es 
relativamente constante. Como ya dijimos, la transmisión de voz requiere un mínimo de rango 
dinámico de 40 dB Y un código PCM de 7 bits; para un relación Sr/Nq relativamente constante y un 
rango dinámico de 40 dB, se requiere )..l = 100 o más. Los primeros sistemas de transmisión digital 
de BeU System usaban lm código PCM de 7 bits con)..l = 100. Los sistemas de transmisión digitales 
más recientes utilizan códigos PCM de 8 bits y ).l = 255. 
' .0 
Amplitud 
de salida relaliva 
'" O (sin compresión) 
o Amplitud de entrada relativa ' .0 
Figura IV. l 0. Caracterlstlcas de compresión de la ley Il 
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Ejemplo IV] 
Para lUl compresor con J.l = 255, determine la ganancia pa ra los siguientes valores de V enlr~da: V m~ximOl 
0.75 V má"mev 0.5 V m~ximú y 0.25 V máximo' 
Solución: sustituyendo en la ecuación (IV.35), las siguientes ganancias se logran para varias 
magnihldes de entrada. 
V "" lroJA GnllOllcia 
V~,,_ 1.0 
0.75 V m.hi"", 1.26 
0.5 V m.h,,,,,, 1.75 
0.25 Vm.\,,"'" 3.0 
Puede observarse que conforme la amplitud de la señal de entrada se incrementa, la ganancia 
disminuye o se comprime. 
En Europa, la urr ha establecido la compansión de ley A para usarse y aproximarse al compansor 
logarítmico verdadero. Para un rango dinámko determinado, la compansión de ley A tiene una 
relación S/ Nq ligeramente m5s plana que la lel) J.l. La compansión de ley A, sin embargo, es inferior 
a la lL:y 11 en términos de ca lidad de señal pequeña (ru.ido de canal inactivo). La característica de 
compresión para compansión de ley A es 
A (VentraJ~/V mhimo ) 
V S<llid~ = V máximo 1 + ln A (rv.36a) 
1 + ln (A V"ntradaIVmáximo) 
V salida:: V máximo 1 + In A (IV.36b) 
¡VA.3. Compansióll digital 
La compansión digital involucra la compresión por el lado de transmisión, después de que la 
muestra de entrada ha sido convertida a un código PCM lineal, y la expansión, en el lado de 
recepción, an tes de la decodificación Po.I. La figura IV.11 muestra el diagrama a bloques de un 
sistema PCM compandido de manera digital. 
Con la compansión digi tal, la señal analógica primero se muestrea y se convierte a un código 
linea l, después éste se comprime de manera digital. Por el lado de recepción, el código PCM recibido 
comprimido, se expande y después se decodifica. Los sistemas PCM compri midos de manera digital, 
más recientes, utilizan un código lineal de 12 bits y un código comprimido de 8 bits. Este proceso 
de compansión se asemeja a una curva de compresión analógica J.l = 255, aproximando la curva con 
un conjlmto de ocho segmentos de línea recta (segmentos O a 7). La pendiente de cada segmento 
sucesivo es exactamente la mitad que el segmento previo. La figura rv.12 muestra la curva de 
compresión digital, de 12 bits a 8 bits, sólo para los va lores positivos. La curva para los valores 
nega tivos es idéntica, excepto a la inversa. Aunque hay 16 segmentos (8 positivos y 8 negativos) este 
esquema frecuentemente se llama compresión a 13 segmentos. Esto se debe a que la curva para los 
segmentos +0, +1, -O Y -1 es una línea recta con lma pendiente constante y frecuentemente se 
considera como un segmento. 
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Figura IV.ll . Sistema PCM compandido digitalmente 
El algoritmo de compansión digital para un código comprimido, de 12 bits linea l a 8 bits, en 
realidad es muy sencillo. El código comprimido de 8 b its se compone de un bit de signo, tm 
identificador de segmento de 3 bits y un código de magrtitud de 4 bits que identifica al interva lo de 
cuantificación dentro del segmento especificado (véanse los cuadros IV.l, IV .2 y IV.3). 
En el cuadro de codi ficación ~ 255 (cuadro IV.2), las p osiciones del bit designadas con tula x se 
truncan durante la compresión y son consecuentemente pérdidas. Los bits designados A, B, e y o 
se transmiten como están, lo mismo que el bit de signo (5). Observe que para los segmentos O y 1, 
los 12 bits originales se duplican exactamente a la salida del decodificador (cuadro IV.3), mientras 
que para el segmento 7 sólo los 6 bits más significativos se recuperan. Con 11 bits de magnitud hay 
2048 códigos pos ibles. Hay 16 códigos en el segmento O y en el segmento 1; en el 2 hay 32 códigos; 
el segmento 3 tiene 64. Cada segmento sucesivo, comenzando con el segmento 3, tiene el d oble de 
la cantidad de códigos que el segmento anterior En cada uno d e los ocho segmentos sólo se pueden 
recuperar 16 cód igos d e 12 bits. En consecuencia, en los segmentos O y 1 no hay compresión (de los 
16 códigos posibles, los 16 se pueden recuperar). En el segmento 2 hay tula razón de compresión de 
2:1 (32 códigos de transmisión posibles y 16 códigos recuperados posibles). En e l segmento 3 hay 
tula razón de compresión de 4:1 (64 códigos de transmisión posibles y 16 códigos recuperados 
posibles). La razón de compresión se duplica con cada segmento sucesivo. L.:'1 razón de compresión 
en el segmento 7 es 1 024 / 16 o 64:1. 
1.0 
Amplitud 
de salida 
relativa 
Segmento + 7 compresión 64:1 
Segmento + 6 compresión 32:1 
Segmento + 5 compresión 16:1 
Segmento + 4 compresión 8: 1 
Segmento + 3 comoresión 4 :1 
Segmento + 2 compresión 2:1 
Segmento + 1 sin compresión 1:1 
Segmento + O sin compresión 1:1 
Amplitud de entrada relativa 1.0 
Figura IV.12. Caracterlsticas de compresión 1-1255 (solamente valores positivos) 
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CUADRO IV.l. Formato de código comprimido ).1255 de 8 bits 
Bit 
de signo 
1=+ 
0= -
Segmt'nto 
o 
1 
2 
3 
4 
5 
6 
7 
Código comprimido de 8 bits 
sOOOABCD 
sOOlABCD 
sOlOABCD 
sOl1ABCD 
sl00ABCD 
slOlABCD 
s110ABCD 
sll1ABCD 
Identificador 
de segmento 
de tres bits 
000 a 111 
CUADRO IV.2. Codificación ).1255 
Intervalo 
de cuantificación 
de 4 bits 
ABCD 
0000 a 1111 
Código lillenl dI' 12 bits Código comprimido de 8 bits 
sOOOOOOOABC D sOOOABCD 
sOOOOOOlABCD sOOlABCD 
sOOOOOlABCDX sOtOABCD 
sOOOOlABCDXX s011ABCD 
sOOOlABCDXXX sl 00ABCD 
sOOlABCDXXXX s101A BCD 
sO l ABCDXXXXX s1 10ABCD 
sl ABCDXXXXXX sl11 ABCD 
CUADRO IV.3. Decodificación ).1255 
Código recupemdo de 12 bits Segmento 
sOOOOOOOABCD O 
sOOOOOOlABCD 1 
sOOOOOlABCDl 2 
sOOOOlABCDIQ 3 
sOOOlABCDI00 4 
sOOlABCDlOOO 5 
sOlABCDtOOOO 6 
slABCDlOOOOO 7 
El proceso de compresión es de la siguiente manera: la señal analógica se muestrea y se 
convierte a W1 código de magnitud de signo de 12 bits. El bit de signo se transfiere directamente al 
código de 8 bits. El segmento se determina contando el número de ceros principales en la porción 
de magnitud de 11 bits del código, comenzando con el MSB. Reste el número de ceros principales (no 
exceda de 7) de 7. El resultado es el número de segmento, el cual se convierte a un número binario 
de 3 bits y se sustituye en el cód igo de 8 bits como el identificador del segmento. Los cuatro bi ts de 
magnitud (A, B, e y D) son el intervalo de cuantificación y se sustituyen en los 4 bits menos 
significativos del código comprimido de 8 bits. 
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Esencialmente, los segmentos 2 a 7 se subdividen en subsegmentos más pequeños. Cada segmento 
tiene 16 subsegmentos, que corresponden a las 16 condiciones posibles para los bits A, B, e y D 
(0000-1111). En el segmento2hay dos códigos porsubsegmento. En el segmento 3 hay cuatro. El número 
de códigos por subsegmento se duplica con cada segmento subsecuente. Consecuentemente, en el 
segmento 7 cada subsegmento tiene 64 códigos. Observe que en cada subsegmento todos los códigos 
de 12 bits, una vez comprimidos y expandidos, se convierten en lUl solo código de 12 bits. 
El más sigrnficativo de los bits truncados se reinserta en el decodificador como tm 1. Los bits 
trtmcados restantes se reinsertan como ceros. Esto asegura que la máxima magnitud de error 
introducida por el proceso de compresión y expansión se minimiza. Esencialmente, el decodificador 
adivina que eran los bits truncados antes de codificar. La conjetura más lógica está a la mitad, entre 
el mínimo y el máximo código de magnihld. Por ejemplo, en el segmento 5, los 5 bits menos 
significativos se truncan durante la compresión. En el receptor, el decodificador debe determinar lo 
que esos bits eran. Las posibilidades son cualquier código entre 00000 y 11111. La conjetura lógica 
es 10000, aproximadamente la mitad de la máxima magnitud. En consecuencia, el máximo error de 
compresión es ligeramente más que la mitad de la magnitud de ese segmento. 
Ejemplo ¡V.S 
Para una resolución de 0.01 V Y voltajes de la muestra analógicas de a) 0.05 V, b) 0.32 V Y c) 10.23 V, 
determine el cód igo lineal de 12 bits, el código comprimido de 8 bits y el código de 12 bits 
recuperado. 
a) Para determinar el código lineal de 12 bits para 0.05 V, simplemente se divide el voltaje de 
la muestra por la resolución y el resultado se convierte a un número binario de magnitud de signo 
de 12 bits. 
Código lineal de 12 bits: 
Código comprimido de 8 bits 
s 
bit de signo 
(+) 
Código recuperado de 12 bits 
s 
bit de signo 
(+) 
0.05 V = 5 = 100000000101 
0.01 s-magnitud-
(número binario de 11 bits) 
o 1 O 1 
ABCD 
O 1 O 1 
Intervalo 
0000000 
(7-7=00000) 
000 
Identificador 
unitario 
(segmento O) 
de cuantificación 
000 
(7 - O "" 7 ceros principales) 
0000000 
Identificador 
del segmento determina 
el número de ceros 
o 1 O 1 
A BCD 
O 1 O 1 
lntervalo 
de cuantificación 
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Como puede verse, el código de 12 bits rccuperado es exactamente igual al código linea l de 12 
bits original. Esto es cierto para todos los códigos en el segmento O y 1. Consecuentemente, no hay 
error de compresión en estos dos segmentos. 
b) Para la muestra 0.32 V: 
Código lineal de 12 bits: 
Código comprimido de 8 bits 
(+1 
Código rccuperado de 12 bits 
s 
0.32 V = 32 = 100000100000 
0.01 s-magnitud-
No transmitido 
1 
.00000100000 
(7-5= 20010) 
O 1 O 
(segmento 2) 
0 10 
(7-2 =5ceros 
principales) 
000001 
t 
insertado 
ABCDX 
O O O 0t 
tnmcado 
O O O O 
ABC DX 
o O O O 1 
t 
insertado 
Observe los dos 1 insertados en el código de 12 bits decodificado. El bit menos significativo se 
determina con el cuadro de decodi fi cación El 1 en la posición de bi t 6 se eliminó durante la 
conversión de 12 bits a 8 bits. La transmisión de este bit es redundante, porque si no fuera un 1, 
la muestra no estaría en el segmento 3. Consecuentemente, en todos los segmentos, excepto O, se 
inserta un 1 automáticamente después de los ceros reinsertados. Para este ejemplo, hay un error en 
el voltaje recibido igua l a la resolución, 0.01 V. En el segmento 2, para cada dos códigos de 12 bits 
posibles, hay sólo un código de 12 bits recuperado, por lo tanto se real iza una compresión de 
codificación de 2: l . 
e) Para determinar los códigos para 10.23 V, el proceso es igua l: 
Cód igo lineal de 12 bits 
No transmitido 
1 
1 1 1 1 1 11 111 1 
t 
A B e o truncado 
Cód igo comprimido de 8 bits 
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1 1 1 1 1 1 1 1 
i 
s segmento ABCD 
Código recuperado de 12 bi ts 
llll lllOOQ!l 
i i i ABCD i insertado 
s insertado 
La diferencia en el código lineal de 12 bits original y el código de 12 bits recuperado es: 
111111111111 
- 111111100000 
000000011111 = 31 (0.01 V) = 0.31 V 
Para p ropósitos de comparación, la siguiente fórmula se usa para calcular el porcentaje de error 
introducido por la compresión digital: 
o d _ I voltaje Tx - voltaje Rx I 
Yo_ e_ error - voltaje_Rx (lV.36) 
Ejemplo IV.9 
El porcentaje de erro r máximo ocurrirá para el número más pequeño en el subsegmento más bajo, 
con cualquier segmento dado. Debido a que no hay error de compresión en los segmentos O y 1, 
para el segmento 3 el máximo porcentaje de error se calcula de la siguiente manera: 
Código transmi tido de 12 bits: 
Código recibido de 12 bits: 
Magnitud de error: 
s00001000000 
s00001oooo10 
00000000010 
11000000- 1000010 1 . 100 __ 164-661 l OO 303°' 1000010 66 . =. lo 
Para el segmento 7: 
Código transmitido de 12 bits: 
Código recibido de 12 bi ts: 
Magnitud de error: 
%_ de_ error = I 1 {)()()()(X)()() - 10000100000 I 100 
l OOülOOOOO . 
sI ()()()()()()()( 
sI 00001 00000 
00000100000 
11024 -10561 . lOO = 3.03% 
1056 
139 
Principios de COlllunicaciones digitales 
Aunque son varias las maneras en las que la compresión de 12 bits a 8 bi ts y la expansión de 8 
bits a 12 bits se pueden lograr con Iwrdware, el método más sencillo y económico es con tma tabla de 
consulta en ROM (memoria sólo de lectura). 
Fundamentalmente cada función que hace un codificador y decodificador PCM se logra ahora 
con un solo chip de circuito integrado que se conoce como codee. La mayoría de los codecs 
desarrollados últimamente incluyen un filtro (pasa bandas) de antialiasing, un circuito de muestreo 
y retención y un convertidor analógico a digi tal en la sección de transmisión, y un convertidor digital 
a analógico, un circuito de muestreo y retención y un filtro de pasa bandas en la sección de recepción, 
que incorpora la corrección del término sampling. 
IV.5. J ERARQulAS DE SISTEMAS PCM 
La multicanalización es la transmisión de información (ya sea de voz o de datos) de más de una 
fuente a más de un destino, por el mismo medio de transmisión. Las transmisiones ocurren en el 
mismo medio, pero no necesariamente al mismo tiempo. El medio de transmisión puede ser un 
par de cables metálicos, un cable coaxial, un sistema de Tadio de microondas terrestre, un radio de 
microondas por satélite, o un cable de fibra óptica. Hay varias formas en que se puede lograr el 
proceso de multicanalización, aunque los dos métodos más comunes son la multicanalización por 
división de frecuencia (FDM) y la multicanalización por división de tiempo (mM). 
Con TDM, las transmisiones para fuentes múltiples ocurren sobre el mismo medio pero no al 
mismo tiempo. Las transmisiones de varias fuentes se intercalan en el dominio del tiempo. El tipo 
más común de modulación utilizada con los sistemas TDM es PCM. Con un sistema !'CM-TDM, se 
muestran dos o más canales de banda de voz, convertidos a códigos PCM, y luego se utiliza el proceso 
de multicanalización por división de tiempo en un solo par de cables metálicos o en un cable de fibra 
óptica. 
Señal (a) MultiplexO!" 
TOI.! PCM·TOId 
Figura IV.13, Sistema PCM-TDM de dos canales. a) d iagram a a bloques. b) trama PeM 
La figura IV.13a muestra un diagrama a bloques simplificado de un sistema de portadora para 
PCM-TDM de dos canales. Cada canal se usa y se convierte de manera alternada a un código PCM. 
Mientras que el código PCM para el canal 1 se está transmitiendo, el canal 2 se está usando y 
convirtiendo a un código !'CM. Mientras que el código PCM del canal 2 se está transmitiendo, la 
siguiente señal se toma del canal 1 y se convierte al código PCM. Este proceso continúa y se toman 
de manera alterna tiva señales de cada canal, se convierten a códigos PCM y se transmiten. 
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El proceso de multicanalización simplemente es un interruptor electrónico con dos entradas y 
una salida. El canal 1 y el canal 2 se seleccionan de manera alterna y se conectan a la salida del 
multicanalizador. El tiempo que toma transmitir lma señal en cada canal se llama tiempo de trama. 
El código PCM para cada canal ocupa una ranura de tiempo fija dentro de la trama total de mM. 
Con un sistema de dos canales, el tiempo asignado para cada canal es igual a la mitad de la trama 
del tiempo total. Se toma una señal de cada canal una vez, durante cada trama. Por lo tanto, el tiempo 
de la trama total es igual al recíproco de la razón de muestreo (1IIs)' La figura IV.I3b muestra la 
asignación de la trama mM para un sistema de dos canales. 
IV.S.1. Portadora digital TI 
Una portadora digital es un sistema de comunicación que utiliza pulsos digitales para codificar 
información en lugar de señales analógicas. La figura rV.I4 muestra el diagrama a bloques del 
sistema de portadora digital TI del sistema Bell. Este sistema es el estándar telefónico en los Estados 
Unidos. Una portadora TI multicanaliza por división de tiempo 24 muestras codificadas en PCM 
para una transmisión, en un solo par de cables metálicos o de fibra óptica. Nuevamente, el 
multicanalizador simplemente es lm interruptor, salvo que ahora tiene 24 entradas y 1 salida. Los 
24 canales de banda de voz se seleccionan en secuencia y se conectan a la salida del multicanaliza· 
dor. Cada canal de banda de voz ocupa un ancho de banda de 300 a 3 400 Hz. 
Multiplexor 
T1 Portadora TI 
24 1.544 Mbit S/S 
Canales a'-------' 
64 K bil s/s 
Figura IV.14. Diagrama a bloques de un sistema digital de porladora T1 
Simplemente, multicanalizando por división de tiempo 24 canales de banda de voz no consti· 
tuye en sí una portadora TI. En este momento, la salida del multicanalizador simplemente es una 
señal digital multicanalizada (OS·I), no se convierte realmente en una portadora TI hasta que sus 
líneas estén codificadas y colocadas en los pares de cables, acondicionados especialmente, a las que 
se conocen como líneas TI . Explicaremos este tema detalladamente más adelante. 
Con el sistema de portadora TI del sistema Bell, los bancos de canales tipo D (digital) hacen el 
muestreo, la codificación y la multicanalización con los 24 canales de banda de voz. Cada canal 
contien~ un código PCM de 8 bits y se muestrea 8000 veces por segundo. (Cada canal se muestrea a 
la misma velocidad, pero no necesariamente al mismo tiempo). Por lo tanto, se transmite una señal 
KM codificada de 64 Kbits/s por cada canal de banda de voz durante cada trama. 
Dentro de cada trama se agret;a lU) bit adicional llamado bit de trama, cuya velocidad es de 
8000 bits/s, se recupera en los circuitos del receptor y se utiliza para mantener la sincronización 
de la trama y la señal en tre el transmisor y el receptor TOM. Como resultado, cada trama mM contiene 
193 bits. 
8 bits 24 canales 
canal x trama 
192 bits 1 bit de trama 
+ trama trama 
193 bits 
trama 
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Como resultado la velocidad de la portadora TI (bps) es: 
. 193 bits 8000 tramas 
velocIdad portadora T1 = --- x d 1.544 Mbps trama segun o 
Los primeros sistemas de portadora TI estaban equipados con los bancos de canales DlA que 
utilizan un código rcr..! de sólo 7 bits de magnitud con compansión analógica y J..l = 100. Una versión 
posterior del banco de canales 01 (010) utiliza códigos PCM, con magnitud de señales de 8 bits. Con 
los bancos de canales DlA se agrega un octavo bit (el bit s) a cada palabra de código PCM, con el 
propósito de señali zación (supervisión, colgado, descolgado, marcar con pulsos, etc.). En consecuen-
cia, la razón de señalización para los bancos de canales 01 es de 8 Kbits/s. Además, con los bancos 
de canales DI, la secuencia de bits de trama es simplemente un patrón 1/ 0 alternado. La figura IV.15 
muestra la alineación de trama y muestreo para un sistema de portadora TI utilizando los bancos 
de canal D1A. 
Genéricamente, el sistema de portadora TI ha progresado a través de los bancos de canales 02, 
D3, 04, D5 Y 06. El 04, D5 Y D6 utilizan un código PCM comprimido con magnitud de señales de 8 bits 
compandido de manera digital con J..l = 255. En el banco de canales 01, las características de compresión 
y expansión se implantaron en los circuitos por separado del codificador y decodificador. 
Trama TDIoI (l2S j.l.oeg) 
Tramas3an 
Muestra 1 
canal es 3 a 24 
(176 bits) 
Figura IV.15. Fo rmato de trama Tl u t ilizando canales D 1 
Los bancos de canales D2, D3, D4 Y 05 incorporan directamente las funciones de compansión 
en los codificadores y decodificadores. Aunque los bancos de canales D2 y D3 son similares 
funcionalmente, los bancos de canales 03 fueron los primeros en incorporar, por separad o, circuitos 
lntegrados LSI personalizados (codecs) para cada canal de banda de voz. Con los bancos de canales 
01, D2 Y D3, el equipo común realiza las funciones de codificación y decodificación. En consecuencia, 
un solo mal funcionamiento en el equipo constituye una falla total del sistema. 
Los bancos de canales D1A utilizan un código de s6lo magnihtd; por consiguiente un error en 
el bit más significa tivo (MSS), d e una muestra de un canal, siempre produce un error decodificado 
igual a la mitad d el rango total de cuantificación (V mAximo)' Puesto que los bancos de canales DIO, 
02,03, D4 Y DS utilizan tUl código con magnitud de señales, un error en el MSB (bit de signo) causa 
un error decodificado igual al doble de la magnitud de la muestra (de +Va -V, o viceversa). El peor 
error es igual al doble del rango total de cuantificación. Sin embargo, las muestras de amplitud 
máxima ocurren rara vez, y la mayoría de los errores de codificación D1D, D2, D3, D4 Y 05 son 
menores a la mitad del rango de codificación. En promedio, el rendimiento de error con un código 
de magnih,d d e señales es mejor que un código de sólo magnitud. 
La razón de señalización de 8 Kbit /s que se utiliza con bancos de canales 01 es excesiva para 
la transmisión de voz. Por lo tanto, con los bancos de canales D2 y 03, un bit de señalización se 
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sustituye sólo en el bit menos significativo (LSB), cada sexta trama. Por lo tanto, cinco de cada seis 
tramas tienen resolución de 8 bits, mientras que una de cada seis tramas (la trama de señalización) 
sólo tiene resolución de 7bits. En consecuencia, la razón de señalización en cada canal es 1.333 Kbps 
(8000 bps/6), y el número efectivo de bits por muestra realmente es 7 5/6 bits y no 8. 
Ya que solamente cada sexta trama incluye un bit de señalización, es necesario que todas las 
tramas estén numeradas para que el receptor sepa cuándo extraer la información de señalización. 
Además, porque la señalización se efectúa con una palabra binaria de 2 bits, es necesario identificar 
el MSB y 1.5B de la palabra de señalización. En consecuencia, se inventó el formato de supertrama que 
aparece en la figura IV.16. Dentro de cada supertrama, hay 12 tramas numeradas consecutivamente 
(1-12). Los bits de señalización se sustituyen en las tramas 6 y 12, el lvtSB en la trama 6 y el1.5B en 
la trama 12. Las tramas 1 a 6 se llaman carretera A, con la trama 6 designada como la trama de se-
ñalización de canal A. Las tramas 7 a 12 se llaman carretera B, con la trama 12 designada como 
la trama de señalización de canal B. Por lo tanto, además de identificar las tramas de señalización, la 
sexta y la duodécima se deben identificar positivamente. 
Para identificar las tramas 6 y 12 se utiliza tmél secuencia diferente de bi ts de tramas, en las 
tramas con números par e impar. Las tramas impares (tramas 1,3,5,7,9 Y 11) tienen un patrón l/O 
alternativo, y las tramas pares (tramas 2, 4, 6, 8, 10 Y 12) tienen un patrón repetitivo O O 1 11 O. Como 
resultado, el patrón de bits combinados para los bits de trama, es un patrón repetitivo 1 O O O 1 10 11 1 
O O. Las tramas con números impares se utilizan para la sincronización de tramas y muestras, mientras 
que las tramas con números pares se utilizan para identificar las tramas de señalización de canales A y 
B (6 Y 12). La trama 6 se identifica por una transición 0/1 en el bit de tramas entre las tramas 4 y 6. La 
trama 12 se identifica por una transición 1/0 en el bit de tramas, entre las tramas 10 y 12. 
fa) 1 Trama '1 BT : O 1 Trama 31 BT ::o O [Trama s[ BT::o 1 1 Trama 7¡ BT = O 
(b) ¡ Trama 2¡ 
BT = O 
!Trama41 ¡Trama si BT=Q BT = 1 
Transición O ~1 
(e) 
¡T~ma9¡ 
BT = 1 
Figura IV.16. Secuencia de bits de tramas o el formato de supertrarTIa TI. utilizando los bancos de canales 02 o 03: 
a) bits para la sincronización de tramas (tramas con números Impares); b) bits de alineación de tramas para la 
transmisión de seriales (tramas con números pares): e) alineación de tramas compuestas 
Las tramas para el sistema OS-] (TI ) o el patrón de tramas para los sistemas portadores OS-l C 
(TIc) de multicanalización por división de tiempo se agregan a la señal digital multicanalizada, a la 
salida del multicanalizador. La figura IV.17 muestra la circuitería para bits de tramas, para el sistema 
de portadora TI de 24 canales, utilizando los bancos de canales (OS-l) 01, D2 o D3. Observe que la 
razón de bits a la salida del multicanalizador TDM es 1.536 Mbits / s y la razón de bits a la salida del 
desplazador de registros de 193 bits es de 1.544 Mbits/s. La diferencia (8 Kbits/s) se debe a la adición 
del bit de tramas en el desplazador de registros. 
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M", 
"" 
Desplazador de registro 
de 192 bits 
L ___ ~ 1.5-14 Mbit/s 
Figura IV.17. Circulter fa para el bit de tramas para el sistema de portadora Tl DS1 
IV.S.2. Portadora digital El 
La figura IV.18 muestra la alineación de tramas para e l sistema PCM-mM, de estándares europeos 
de la UIT (Unión Internacional de Telecomunicaciones). Con este sis tema, una trama de 125 JlS se 
divide en 32 ranuras de tiempo iguales. La ranura de tiempo Ose uti liza para un patrón de alineación 
de trama y para un canal de alarma. La ranura de tiempo 16 se utiliza para un canal de señalización. 
La señalización para todos los canales de banda de voz se hace en el m ismo cana l de señalización; en 
consecuencia, se utilizan 30 canales de banda de voz en la multicanalización por división de tiempo 
en cada trama, y por esta característica el s istema se conoce también como PCM 30 + 2. 
Con este estándar, cada ranura de tiempo tiene 8 bits, por consiguiente, el número total de bits 
por trama es de 256, y la velocidad de la portadora El es: 
velocidad portadora El -::; N 11 fs -::; (32) (8) (8 000) = 2 048 Mbits/ s 
¡. Trama El (125 ¡.¡SE!g) .¡ 
Canal O palabra Canales 2 a15 Caflal16 Canales 17 al 31 
de alineación de 
voz o datos señalización voz o dalOS trama y alarmas (8 bitsJcanal) (8 bits) (8 bits/canal) (8 bits) 
(.) 
0---+ 
Muttiple~or 
E' PortadOfa E1 
31----;' 2.048 MbJt$/s 
Canales a (b) 
64 Kbilsls 
Figura IV.tB. a) Formato de trama E1 . b) diagrama a bloques de un sistema de portadora E1 
En aplicaciones de voz, la portadora El debe transmitir información (señalización) para 
controlar y supervisar cada uno de los canales de voz. La ranura de tiempo 16 es utilizada para este 
propósito. La señalización se transmite dividiendo 105 8 bits del canal 16 en dos bloques de 4 bits 
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cada uno, de tal manera que los 4 bits menos significativos transportan información de señalización 
para los canales 17 a 31, y los cuatro bits más significativos sirven para señalizar los canales del1 al 
15; la información de estos bits indica, entre otras cosas, si e l canal está libre u ocupado, si el teléfono 
del usuario al que se llama está colgado o descolgado, etc. Debido a que se utiliza el mismo canal 
para señalizar varios canales de voz (un solo canal 16 debe soportar 30 canales de voz), se utiliza 
una estructura de multitrama para lograr este propósito; en la figura rv.19 se muestra la estructura 
de multitrama para una vía El. Para indicar el inicio de la multitrama el canal 16 de la trama O 
transporta la palabra de sincronía de multitrama; en todas las demás tramas el canal 16 se usa como 
se explicó anterionnente. 
El canal cero de cada trama se utiliza para indicar el inicio de trama (palabra de sincronía de 
trama), así como para la transmisión de a larmas de pérdida de sincronía del enlace¡ la manera 
de diferenciar cuando se trata de palabras de sincronía de trama o de alarmas, se hace transmitiendo 
la palabra de sincronía de trama en la ranura O de todas las tramas pares, y la palabra de alarmas se 
transmite también en la ranura O pero sólo en las tramas impares. 
Palabra de sincronía de trama 
10011011 
Palabra de sincronia de multitrama 
0000lXll 
Canal 
Palabra de indicación de alarma 
1 1 X O 11 1 1 
T ,,~ O 16 31 
Sincronia 
rama O de trama T 
Sincronia 
d. 
multitrama 
Senallzaci6n 
rama 1 Alarmas canal 
1 y 17 
rama 2 Sincronia de trama T 
Senallzaci6n 
canal 
2 y 18 2~ 
: 
D_~ 
Figura IV.19. Estructura de multitrama utilizada en el enlace El 
Cuando el bit X en la palabra de alarma es puesto a 1 indica que hay una falla en el flujo de 
datos entrante, esta falla puede deberse a una alta tasa d e error, oa la pérdida de alineación de trama. 
En la palabra de alineación de multitrama cuando se fija a 1, indica que el multiplexor de recepción 
no puede obtener la alineación de multitrama. 
El tipo de señalización que apa~'ece en la figura rv.19 se conoce como señalización asociada al 
canal, debido a la asignación fija del canal de señalización a cada canal de voz; es decir, siempre se 
transmite información de señalización para el canall y 17 en la trama 1 de la multitrama; en la trama 
2 ahora el canal 16 transporta información pero para los canales 2 y 18, Y así sucesivamente hasta la 
trama 15, donde la señalización corresponde a los canales 15 y 31. En este caso si se utilizan los cuatro 
bits de señalización asociados a cada canal, la velocidad de señalización por canal es igual a 2 Kbits/s 
(32 Kbps/16). Una desventaja de este método de señalización es que aunque no haya información 
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de señalización relevante para el canal (por ejemplo un canal en particular puede pasar mucho 
tiempo en estado libre -desocupado-, cuando la densidad de tráfico telefónico es baja), debe 
transmitirse su es tado en la trama asociada a él en la estructura de multitrama. 
Otro esquema d e seii.alización que utiliza la estructura de trmna de la figura IV.18 es el 
denominado sistema de señalización por canal común No. 7; en este caso se sigue utilizando el canal 
16 para transmitir la información de seii.alización pero ya no se utiliza la estructura d e multitrama 
mostrada en la fi gu ra lV.19, es decir no existe una relación fija entre canal d e voz y el momento de 
transmitir su señalización, sino que se asigna por demanda a su capacidad plena (64 Kbits / s); la 
información de señalización se transmite en forma de paquetes, enviados a través del canal 16, puesto 
que en este sistema de señalización se soluciona la desventaja de estar transmitiendo información 
no relevante para los canales de voz y a su a lta veloc idad de transmisión, entonces es posible 
señalizar va rios enlaces El con un solo canal de señalización, permi tiendo así el poder utilizar los 
canales de señalización de estos enlaces para la transmis ión de voz. 
Una comparación d e la construcción de la trama y multi trama para el PCM 30 + 2 Y el PCM de 24 
canales se resume en el cuadro IV.4. 
lV.5.3. M lIltiplexaje digital de alto orden (UlT) 
El sistema rO"'1 de 30 canales solamente es el primero de la jerarquía de multiplexaje digital 
recomendada por la UIT. Si es necesario transmitir más de 30 canales, las jerarquías de más alto 
orden se construyen como se ilustra en la figura IV.20. Cuatro sistemas de primer orden se 
combinan (multiplexan) para formar una salida conteniendo 120 canales, a esto se le llama el 
mul tiplex de segundo orden (también se conoce como v ía o enlace E2) . De manera similar, cuatro 
sistemas d e 120 canales pueden multiplexarse para obtener una salida de 480 canales (multiplexaje 
de tercer orden -vía o enlace E3-); asimismo cua tro sistemas de 480 canales se multiplexan para 
obtener una sal id a con 1920 canales (cuarto orden - E4- ). Cuatro sistemas de 1920 canales son a su 
vez multiplexados para ob tener 7 680 cana les (quinto o rden -E5-) a la salida. Éste es el mayor 
nivel de multiplexaje hoy en día. 
CUADRO IV.4. Comparación de los sis temas de 24 y 30 cmzales 
Frecuencia de muestreo (kHz) 
Duración de la ramlra de tiempo (~) 
Anchura de bit (l.1s) 
Razón de transferencia dl! bit (Mbit /s) 
Periodo de trama (IJ-s) 
Número de bits por pa labra 
Número de tramas por r.1ultitrama 
Periodo de multi trama (ms) 
Seilal de alineamiento de trama en 
Senal de alineamiento de multitrama en 
Palabm de alineamiento de trama 
Palabra de alineamiento de rnul ti trama 
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PCM de 24 calla/es 
8 
5.2 
0 .65 
1.544 
125 
8 
12 
1.5 
Tramas impares 
Tramas pares 
101010 
001 11 0 
PCM30+2 
8 
3.9 
0.49 
2.048 
125 
8 
16 
2 
Tramas pares 
Ranura 16 Trama O 
10011011 
00001011 
Trnllslllisión digital en banda base 
La sal ida a 8 Mbits/s de W1 multiplexor de segundo orden se forma multiplexando cuatro 
salidas multiplex de primer orden. Esto se hace intercalando los flujos de bits de los cuatro sistemas 
primarios. El principal problema que se debe resolver en este proceso es la organización de los cuatro 
tributarios. Existen dos ca tegorías de multiplexaje digital. 
• Multiplexores digitales síncronos 
• Multiplexores digitales asíncronos 
Los multiplexores digitales síncronos tienen tributarios con el mismo reloj y frecuencia, y todos 
ellos están sincronizados a un reloj maestro. Los multiplexores digitales asíncronos, por su parte, 
tienen tributarios con la misma frecuencia nominal (esto significa que puede haber tma pequeña 
diferencia entre W10 y otro), pero no están sincronizados entre sí. La diferencia entre estos dos tipos 
de mulhplexaje se torna aparente cuando se imagina la situación donde los cuatro tributarios se 
mezclan. Para el caso síncrono, los pulsos de cada tributario tienen sus transiciones de subida 
y bajada en los mismos instantes de tiempo. Para el caso asíncrono los tiempos de subida y bajada 
de los pulsos no coinciden unos con otros. El diseño asíncrono se usa con más frecuencia en la 
actualidad, pero los sistemas síncronos serán los que predominen en un futuro cercano. La técnica 
de multiplexaje la explicaremos a continuación. El multiplexaje de varias fuentes tributarias puede 
hacerse por: 
• lntercalado/multiplexaje bit a bit 
• lntercalado/multiplexaje palabra por palabra 
Nivel Nivel Nivel Nivel Nivel 
pnmano de segundo orden de tercer orden de cuarto orden de Quinto orden 
Figura IV.20. La jerarquia digital aslncrona. a) Norteamérica. b)Japón y e) Europa 
Las figuras rv.21a y IV.21b ilustran la diferencia entre intercalado de bits e intercalado de 
palabras. Los términos se explican por sí mismos. Por ejemplo, en la figura IV.21a hay cuatro flujos 
de bits (tributarios) que van a ser multiplexados. Se toma un bit secuencialmente de cada tributario, 
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de tal manera que el flujo de bits multiplexado que resulte tendrá cada cuatro bits un bit de 
Uúormación del mismo tributario. En la figura IV.21 b se toma un número específico de bits, para 
formar una palabra de cada tributario en tumo. 
El intercalado de palabras requiere algunas restricciones sobre la estructura de trama de los 
tributarios y una mayor capacidad de memoria en el multiplexor. El intercalado bit a bit es mucho 
más simple porque es independiente de la estructura de trama de los tributarios y requiere 
mucho menos capacidad de memoria; por lo tanto, generalmente se utiliza en sistemas de multi-
plexaje asíncrono. 
El multiplex de segundo orden (E2) tiene cuatro tributarios de primer orden cada uno a una 
velocidad de 2.048 Mbit / s, intercalados bit a bit; cabe hacer notar que la salida del MUX E2 de 8.448 
Mbit/ s no es exactamente cuatro veces la velocidad de 2.048 Mbit/s. Éste es un resultado de la 
naturaleza asíncrona del sistema, que estudiaremos a continuación. Cada tributario tiene su propio 
reloj y está temporizado con lo que suele llamarse una frecuencia pleisocrónica, esto es, una 
frecuencia nominal a la cual se le permite tener cierta tolerancia (deriva) fijada dentro de ciertos 
límites; por ejemplo, la salida del multiplexor primario es de 2.048 Mbit/s ±50 ppm (pulsos por 
millón). Entonces, para soportar estas pequeñas variac.iones de las frecuencias de los tributarios 
alrededor de su valor nominal, cuando se multiplexan cuatro tributarios al siguiente nivel de la 
jerarquía, se utiliza un proceso conocido como relleno positivo (pulse slufJing) o justificación positiva. 
o 
• o 
o 
• o 
0 0.0 
orno 
2 
2 
3 
4 
o 
• o 
00. 0 (.) 
•••• omo (b) 
3 4 
Figura IV.21 . a) Multlplexaje b it a bit, b ) multiplexaje palabra por palabra 
La justificación positiva implica el uso de un canal de salida cuya razón de bit es a propósito 
mayor que la razÓn de bit de entrada, de ahí que el canal de salida contenga todos los bits de la señal 
de entrada más un número variable de bits de relleno que no forman parte de la información de los 
canales.de entrada. Estos bits de relleno se insertan en posiciones específicas, lo que provoca que el 
flujo de salida tenga una mayor razón de bits, por lo que deben identificarse en el receptor y por lo 
tanto quedan descartados para poder recuperar el flujo de bits original. La justificación positiva se 
utiliza en multiplexaje de alto orden cuando cada uno de los tributarios de menor nivel jerárquico 
no están sincronizados, ni existe por lo tanto una relación de fase prefijada entre ellos. Esta situación 
se observa en las figuras IV.22a y IV.22b. La razón de bit de las entradas en la figura IV.22a son 
exactamente las mismas y los pulsos arriban de manera sincronizada. Subsecuentemente la salida 
tiene un intercalado de bit perfecto; sin embargo, en la figura IV.22b, las razones de bits de las 
entradas no son idénticas, es decir los pulsos no arriban de manera sincronizada. La diferencia en 
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las razones de bits está exagerada para propósitos del ejemplo. Ésta es la situación que aparece para 
un sistema de multiplexaje asíncrono, donde la velocidad de los tributarios no son exactamente las 
mismas; de ahí que la salida del sistema en la figura IV.22b requiere algunos pulsos de justificación 
adicionales para soportar las diferencias en las razones de bits de las entradas. Aunque el método 
utilizado en multiplexaje asíncrono es el de intercalado de bits, para propósitos de comparación con 
los sistemas síncronos en la figura IV .22b se muestra Wla situación de intercalado de palabras. Cada 
palabra en la señal de salida de la figura IV.22b contiene un número fijo de ranuras de tiempo, 
asimismo cada palabra contiene un bit de control de relleno bit e y un bit de relleno bit S. Cuando 
un bit de control se pone a O, el bit S contiene información de los datos; cuando el bit e se pone a 1, 
el bit S respectivo es un bit de relleno y se fija a 1. 
La estructura de trama para el multiplexor de segundo orden (E2) aparece en la figura IV.23. 
La trama contiene: 
• La palabra de alineación de trama 
• Los bits de control de relleno 
• Los bits de relleno 
• Los bits de los tributarios 
C,"" ': 
Ganal2 1 
I 1 2 1 2 1 2 1 2 
¡'j M", I I 111 ., .. li~d'" ~:pe'iol~~~~~~-· 
(,) 
:::,': ;itil~d'":P"iO~~1 ;g;!jr~'~~l~{~1 ;g~~1 
(b) bit bit bit 
de de de 
informaci6n informaci6n relleno 
canal = 1 canal = 2 canal = 1 
S '" Ranura de tiempo para bit de relieno 
Figura IV.22. Ejemplo simpll licado de justificaci6n positiva, a) las razones de bits de las entradas son iguales, 
b ) las razones no son iguales 
Es importante hacer notar que la estructura de trama de orden superior no está relacionada con 
la forma que tenga la estructura de trama del nivel inferior de los tributarios; de hecho, para el 
multiplexor de orden superior, cada tributario se trata simplemente como un flujo de bits; todos los 
bits de este flujo, incluyendo los bits de alineación de trama, los bits de alineación de multitrama, 
los bits de señalización así como los bits de información (canales de voz, datos o video), se transmiten 
y se tratan de la misma manera por el multiplexor. 
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5f1ial Número de bits Numeración de bits 
Palabra de alineación 10 
1111010000 
Bits de servicio 2 
Bits de los tributarios 200 
Bits de control de relleno 4 
Bits de los tributarios 208 
Bits de control de relleno 4 
Bits de los tributarios 208 
Bits de control de relleno 4 
Bits de relleno 4 
Bits de los tributarios 204 
Palabra 
de alineación Bits 
do> Ide sefVÍC'o Bits de control de relleno 
" "7'1 , 11010000 XX I ~ . Bits de reUeno 
12 200 , 208 , 208 
Bits Bits Bits 
de tributario de tributario de tributario 
1 , 2 .. 3 
212 212 212 
8,. 
F" lOOI-lS 
I ~. 
, , 20' 
Bits 
de tributario 
, 
212 
. 
Numero de bits 
Numero de subtrama 
Bits/trama 
Numero 
de bits/trama 
Tiempo de 1 trama 
Figura IV.23. Estructura de trama a 8.448 Mblts/s (justificación positiva) 
1 a 10 
11 a 12 
13 a 212 
213 a 216 
217 a 424 
425 a 428 
429 a 636 
637 a 640 
641 a 644 
645 a 848 
La trama del MUX E2 contiene 848 bits y se divide en cuatro subtramas, cada una con 212 bits. 
Los primeros 12 bits en cada trama contienen 10 bits de alineación de trama (1111010000) y 2 bits de 
servicio que se utilizan para la transmisión de alarmas, errores de sincronía, etc. Se utiliza una 
palabra de control de relleno de 3 bits para cada tributario, ocupando un total de 12 bits (4 bits 
después de cada subtrama). Finalmente, los bi ts de relleno para cada tributario se insertan (si es 
requerido) antes del inicio de la cuarta subtrama. La señal de cada tribu tario se escribe en una 
memoria elástica utilizando como reloj de escritu ra la señal de 2.048 Mbits/s, extraída de la señal 
entrante. Una memoria elástica expande la anchura del bit para permitir que la lectura tome lugar 
durante un intervalo de tiempo mayor (figura IV.24). El dato se lee y transmite por el multiplexor a 
una frecuencia de reloj de 2.112 Mbits/ s. El proceso de escritura es inhibido en las ranuras de tiempo 
específicas para incluir los bits de alineación de trama, los bits de servicio y los bits de control de 
relleno. Cuando el control de justificación positiva del mensaje requiere tm bit de control de relleno, 
éste se genera cuando las fases de l€Chlra y escritura de la memoria alcanzan un nivel predetermi-
nado. La memoria elástica seefecrua simplemente por medio de tmcircuito de flip-flopque mantiene 
el estado 1 hasta el siguiente ciclo de reloj. 
Cuando un bit de relleno se inserta, los bits de control de relleno 10 indican. Esto consiste en 
fijar los bits de control a 111 (es decir un 1 en cada uno de los tres espacios asignados a los bits de 
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control antes de cada subtrama). Estos tres conjuntos de cuatro b its forman las palabras de control 
de relleno para cada uno de los cuatro tributarios; cuando el relleno no toma lugar, la palabra de 
control se transmite como 000. Este procedimiento se ilustra en la figura IV.25, donde el primer 
subínd ice del bit e denota el número del tributario, y el segundo subíndice denota uno de los tres 
bits de la palabra de control para cada tributario. En la recepción, si se detecta una mayoría de unos 
(dos de tres) en la palabra de control, el bit de justificación se cancela anulando la recepción en la 
memoria elástica; es decir, en este caso el bi t de relleno no forma parte de la información del 
tributario. A la inversa, si hay una mayoría de ceros (dos de tres) en la palabra de control en el 
receptor, el bit de relleno no se cancela, es decir, forma parte de los bits de in formación del tributario 
correspondiente. 
Escritura Pulso entrante a la 
---'1L _________ memoria elástica 
r--=L=~='"='='_L ___ ~PUISO en la 
-.J memoria olástica 
Figura IV.24. Pulsos de escritura y lectura en la memo ria elástica 
El reloj de escritura en la memoria elástica del receptor tiene las mismas características que el 
reloj de escritura del transmisor; esto es, tiene una frecuencia en promedio igual que la del tributario, 
pero con espacios periódicos para la estruchtra de trama y espacios aleatorios para el proceso de 
relleno. La memoria elástica se lee con un reloj de 2.048 Mbi ts/s amarrado en fase al reloj de escritura 
por medio de un circuito de lazo sujetador de fase (PLL), este circuito permi te reducir el jitter causa-
do por la estructura de trama, los componen tes de alta frecuencia de jitter provocadas por el proceso 
de justificación posi ti va, el jitter provocado por los tributarios y el jitter introducido por el enlace a 
8.448 Mbits/s. La estructura de trama para los niveles jerárquicos mayores al de 8.448 Mbits por 
segundo es similar a la de segundo orden (véase por ejemplo Winch [1 ]). 
I<-CII --"'¡ ¡'-C,2-"¡ r:-C13 -*- Si ---., 
, , o o 1 o o o 1 o 1 o 
cy, , CI2 Cl3 SI 
C21 C22 , C23 52 
031 C32 C33 53 
C4I C42 C43 54 
C l I,C12,C13 '" 1, 1. I ----+ SI es un bit de justificación (relleno) 
C21,C22,C23" 1.0, O ----+ S2es un bit d~ in for mación 
C31,C32,C33" O, 0,1 ----+ 53 es un bit de información 
C 41,C42,C43 " O. O. O ---+ 54 es un bit de información 
Figura IV.25 Formación de la palabra de contro l de justilicaclón 
151 
Prillcipios de COIIIUllicaciO/les digiMles 
IV.6. CODIFICACIÓN DE CANAL 
La codificación de canal involucra convertir los niveles lógicos estándar (TIL, CMOS y otros pareci-
dos) a una forma más adecuada para la transmisión sobre líneas telefónicas. Fundamentalmente 
deben considerarse cinco factores principales para seleccionar un fo rmato para la codificación 
de canal: 
1. Voltajes de transmisión y componentes de cd 
2. Recuperación de temporización (reloj) 
3. Ancho de banda de transmisión 
4. Facilidad de detección y decodificación 
5. Detección de errores 
Voltajes de transmisión y componentes de cd 
Los voltajes o niveles de transmisión pueden entrar en dos categorías: en la unipolar (up) o en la 
bipolar (BP). La transmisión unipolar de datos binarios involucra la transmisión solamente de un 
nivel de voltaje, que no es cero (por ejemplo, + V para I lógico y O V o tierra para O lógico). En la 
transmisión bipolar están involucrados dos niveles de voltaje que no son cero (por ejemplo, + V 
para Ilógico y -V para O lógico). 
En una línea de transmisión d igital se usa con más eficiencia la potencia, codificando datos 
binarios con voltajes que son iguales en magnitud, pero opuestos en polaridad y balanceados 
simétricamente, cerca de O V. Por ejemplo, suponiendo una resistencia de l Q Y un nivel de I lógico 
de +5 V y un nivel de O lógico de O V, la potencia promedio requerida es 12.5 W (suponiendo que 
sea igualmente probable la ocurrencia de un loO). Con un nivel de Ilógico de +2.5 V y un nivel de 
O lógico de -2.5 V, la potencia promedio es sólo 6.25 W. Por lo tanto, al utilizar voltajes simétricos 
bipolares, la potencia promedio se reduce por un factor de 50 por ciento. 
Ciclo de trabajo 
El ciclo de trabajo de un pulso binario puede utilizarse también para ordenar el tipo de transmisión. 
Si el pulso binario se mantiene por el total del tiempo de bit, se llama no regreso a cero (NRZ); si el 
tiempo activo del pulso binario es menor que 100% del tiempo de bit, se llama regreso a cero (RZ). 
Los voltajes de transmisión unipolar y bipolar, así como la codificación de regreso a cero y no 
regreso a cero pueden combinarse de varias formas para alcanzar un esquema de codificación de 
línea en particular; la figura IV.26 muestra cinco posibilidades para codificación de canal. 
En la figura IV.26a solamente hay un nivel de voltaje que no es cero (+V = I lógico); un voltaje 
de cero simplemente implica un O binario. Además, cada l lógico mantiene el voltaje positivo para 
todo el tiempo de bit (100% del ciclo de trabajo); en consecuencia, la figura IV.26a representa una 
señal no regreso a cero unipolar (UPNRZ). En la figura IV.26b hay dos vol tajes que no son cero 
(+V = Ilógico Y - V = O lógico) y se utiliza un ciclo de trabajo de 100%. La figura IV.26b representa 
una señal no regreso a cero bipolar (BPNRZ). En la figura IV .26c solamente se utiliza un voltaje que 
no es cero, pero cada pulso está activo solamente 50% del tiempo de bits. En consecuencia, la figura 
IV.26c representa una señal regreso a cero unipolar (UPRZ). En la figura IV.26d hay dos voltajes que 
no son cero (+V = Ilógico y -V = O lógico). Además, cada pulso está activo solamente 50% del total 
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del tiempo de bits, por consiguiente, la figura IV.26d representa una señal regreso a cero bipolar 
(BPRZ). En la figura IV.26e nuevamente hay dos niveles de voltaje que no son cero (-V y +V), pero 
aquí ambas polaridades representan un 1 lógico y O V representa lill O lógico. Este método de 
codificación se llama inversión de marca alterna (AMI). Con transmisiones AMI, cada Ilógico sucesivo 
se invierte en polaridad del 1 lógico anterior, debido a que se utiliza el regreso a cero; esta técnica 
de codificación se llama inversión de marca alterna bipolar de regreso a cero (BPRZ.AMl). 
Con la codificación NRZ, una cadena larga de unos o ceros produce una condición en donde un 
receptor puede perder su referencia de amplitud por discriminación óptima entre unos y ceros 
recibidos. Esta condición se llama desviación de ed. El problema puede surgir también cuando hay 
un desequilibrio significa tivo en el número de unos y ceros transmitidos. La figura IV.27 muestra 
cómo la desviación de cd se produce por una larga cadena de tillOS lógicos sucesivos. En esta figura 
puede verse que después de una larga cadena de unos, los errores de 1 a O son más probables que 
los errores de O a 1; en forma similar, largas cadenas de ceros incrementan la probabilidad de un 
error de O a 1. 
ov- - -(e) 
, , , 
v ' ',masalla ' 
+ov= ~ ~ ...IL.. ....fl...! .-!.. - - (a) 
-v- ...: - - ~ - l.J w: U; W ; 
I I I I I I I I 
I I I I I I I I 
+v- n ~ ~ 'n: I ~ ov- ::_~ _~--(e) 
-v- -' - - ~frecuenda fundamentar I 
más alta 
Figura IV.26. Formatos de codificación de Ifnea: a) UPNRZ, b) 8PNRZ, e) UPAz. d) 8PAZ y e) 8PAZ· .... MI 
El método utilizado para codificar en línea determina el ancho de banda mínimo quese requiere 
para transmitir, qué tan fácilmente se puede extraer un reloj de él, qué tan fácilmente se puede 
decodificar el nivel de cd promedio y si ofrece una forma convenien te de detectar errores. 
DDDDI~IDD 
uuuu UUO 
Figura IV.27. Desvfaclón de cd 
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Consideraciones de ancho de banda 
Para determinar el ancho de banda múlÍmo requerido para propagar una señal codificada en línea 
se tiene que determinar la frecuencia hmdamental más a lta asociada con ella (véase la figura IV.26). 
La frecuencia fundamental más alta se determina con el peor caso (transición más rápida) de 
secuencia de bits binarios. Con UPNRZ la condición del peor caso es una secuencia l /O alternativa; 
el periodo de la frecuencia fundamental más alta toma el tiempo de 2 bits y, por lo tanto, es igual 
a la mitad de la tasa de bits. Con BPNRZ, nuevamente la condición del peor caso es tma secuencia 
1/ 0 alterna, y la frecuencia fundamental más alta es la mitad de la tasa de bits. Con UPRZ, la condición 
del peor caso son dos unos sucesivos. El ancho de banda mínimo es por lo tanto igual a la tasa de 
bits. Con BPRZ, la condición del peor caso son o unos o ceros sucesivos, yel ancho de banda mínimo 
es nuevamente igual a la tasa de bits. Con BrRZ-AMI, la condición del peor caso son dos O más unos 
consecutivos, y el ancho de banda mínimo es igual a la mitad de la tasa de bits. 
Recuperación del reloj 
Para recuperar y mantener la información del reloj de los datos recibidos, debe haber un número 
sufici en te de transiciones en la señal de datos. Con UPNRZ y BPNRZ, una cadena larga de unos o ceros 
consecutivos genera una señal de datos libre de transi ciones y, por lo tanto, inadecuada para la 
sincronización de relojes. Con UPRZ y BPRZ-AMI, una larga cadena de ceros también genera una señal 
de datos libre de transiciones. Con BPRZ, una transición ocurre en cada posición de bit sin importar 
si el bit es un 1 o un O. En el circuito de recuperación del reloj, los datos simplemente se rectifican 
a onda completa para producir un reloj independiente de los datos igual a la tasa de bits de 
recepción. Por consiguiente, la codificación BPRZ es más adecuada para la recuperación del reloj. Si 
se evita que ocurran largas secuencias de ceros, la codificación BPRZ-AMI es suficiente para asegurar 
la sincronización del reloj. 
Detección de errores 
Con las transmisiones UPNRZ, BPNRZ, UPRZ y BrRZ, no hay forma de determinar si los datos recibidos 
tienen errores. Con las transmisiones BPRZ-AMI, un error en cualquier bit causará una violación 
bipolar (la recepción de dos o más unos consecutivos, con la misma polaridad). Por lo tanto, BPR5-AMI 
tiene un mecanismo integrado para detectar errores. 
Facilidad de detección y decodificación 
Debido a que la transmisión unipolar involucra la transmisión de sólo un voltaje de polaridad, un 
voltaje promedio de cd se asocia con la sei"tal igual a +V /2. Suponiendo que exista igual pro-
babilidad de que ocurran unos y ceros, las transmisiones bipolares tienen un componente promedio 
de cd de OVo Un componente de cd es poco deseable, ya que polariza la entrada a un detector de 
umbral convencional (un comparador polarizado) y podría causar una mala interpretación de la 
condición lógica de los pulsos recibidos. Por lo tanto, la transmisión bipolar es más adecuada para 
la detección de datos. 
El cuadro IV.S resume el ancho de banda mínimo, el voltaje promedio cd, la recuperación del 
reloj, y las capacidades de detección de errores, de los formatos, para la codificación en línea 
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mostrados en la figura IV.26. En el cuadro IV.5 puede verse que la codificación BPRZ-AMI tiene las 
mejores características en general; por consiguiente, es el método que se utiliza más comúnmente. 
CUADRO IV.5. Resumen de códigos de línea. (.) Denota el mejor funcionamiento o calidad 
Formato 
de codificación 
UPN"KZ 
BPNRZ 
UPRZ 
8PRZ 
BPRZ-AMI 
BWmÉnimo 
¡'¡2' 
¡'¡2' 
l. 
l. 
1./2' 
DCpromedio 
+V/2 
OY' 
+V/2 
OY' 
OY' 
Bifase digital 
Recuperación de reloj Detecció1l de errores 
Malo No 
Malo No 
Bueno No 
El mejor" No 
Bueno Sí" 
La bifase digital (a veces llamad a código de Manchester o difase) es un tipo popular de codificación 
en línea que produce un componente de tiempo fuerte para la recuperación del reloj y no causa la 
desviación de ed. La bifase es una forma de transmisión BPRZ que utiliza un ciclo de onda cuadra-
da en fase de 0° para representar un 1 lógico y un ciclo de onda cuadrada en fase de 1800 para 
represen tar un O lógico. La codificación d e bifase digita l aparece en la fi gura IV.28. Observe que 
ocurre una transición en el centro de cada elemento, sin importar cuál sea su fase. Por lo tanto la 
bifase produce un fuerte componente de sincronización para la recuperación del reloj. Además, 
suponiendo una probabilidad igual de unos y ceros, el voltaje cd promedio es cero volts y no hay 
una desviación de ed. Una desventaja de la bifase es que no contiene ninguna forma de detección 
de errores. 
o o o 
-v 
o" rI' 18r1' 18 rI' (f' 180" 
Figura IV.28. Código bifase digital 
Código HDB3 
El objetivo del código HDB3 es limi tar el número de ceros que puedan aparecer en forma consecutiva, 
a solamente tres, lo que asegura extracción de temporización en el regenerador del receptor. Este 
código ha sido recomendado por la UIT (G.703) para utilizarse en los sistemas a 2, 8 Y 34 !vfbits/s. 
En la figura IV.29 vemos lm ejemplo de este código. Secuencias mayores a tres ceros se evitan 
reemplazándolas por secuencias que sólo ti enen uno o dos ceros de acuerdo con ciertas reglas 
específicas. Estas sus tituciones se detectan porque producen una violación al código AMI; además, 
las secuencias de reemplazo no in troducen una componente de de apreciable. Las reglas del código 
HDS3 pueden resumirse como sigue: 
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l. Apl ique las tres reglas etapa por etapa. 
2. Gene r<lción de sustituciones OOOV y BOOV: 
n) Se sustituye OOOV si hay un número par de unos desde el último pulso de violación. El pulso 
Ves un pulso que vio la la regla del código AM I: 
b) Se sustituye BOOV si hay un número impar de unos d esde el ú ltimo pulso de violación. El 
pulso B es un pu lso que debe seguir piU<l su cod ificación la regla del código AMI. 
3. Se deben observa r las polaridades del pulso de datos y violación precedentes. 
L1S an teriores reg las se resumen en el cuadro V1.6. 
l ' l ' 1 o 1 o 1 o 1 01'1 • 1 o 1 o 1 o 1 o 1 o l ' 1 
2.J7V n 
ov.---,0--+-r+' +-,-1 +H""I '--+-I +-+0-.--O O U U - 2.37V 
o o o v B o o V 
Figura IV.29. Ejemplo de codir lcaclón HOOJ 
CUADRO IV.6. Reglas de sustitución del código HDB3 
Po/arídad del último pI/Iso V Polaridad del dato precedellte SeCllellcia de sustitución 
+ 
+ 
+ 
+ 
Cód igos d e sustitución binaria de N ceros BNZS 
-OG-BOOV 
+OO+BOOV 
ooo-ooov 
000+ OOOV 
Los códigos BNZS se util izan en Norteamérica. Estos códigos sustituyen una cadena de N-ceros por 
una palabra de longitud N, la cua l produce una violación bipolar. En e l receptor los datos originales 
se obtienen reconociendo las violaciones bipolares y reemplazándolas por la cadena original de 
N-cerus. El código de línea B3zs se especifica en la recome ndación G.703 de la UIT, para utilizarse en 
la interface a 44.736 Mbits/s. La sustitución binaria de tres ceros (83zs) es muy similar al código 
Ii DB3. En la figura IV.30a se muestra la reg la de codificación para B3zs y en IV.30b un ejemplo d e 
codificación. 
Polaridad del pulso 
Número de pulsos bípolates después 
de la ultima sustÍlucíoo 
l. 
precedenle p., Imp," ) 
- 00- I +0+ + 00+ -<>-
111 0001100000000 10001 
lb) 
+ 0 - 00 - + - + O + - O - 00 + 00 + 
Figura IV.30. Código B3zs, a) regla de codi ficación. b) ejemplo d e codificación, los signos +, O Y -, representan 
pulsos .V. OV y -v respectivamente 
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Otro código de esta familia utilizado en Norteamérica es el código s6zs, empleado por la BeU 
en sus sistemas a 6.312 Mbit/s, utilizando como medio de transmisión par trenzado. Las violaciones 
bipolares se introducen en la segunda y quinta posiciones de bi t en la palabra de sustitución, es decir 
cada bloque de seis ceros consecutivos se reemplaza porOVBOVB, tal como se muestra enel cuadro IV.7. 
CUADRO IV.7. Reglas de sustitución del código B6zs 
Polaridad del pulso precedente Secuencia de sl/stitució" 
+ 
0-+0+-
0+-0-+ 
El código de línea B8zs está especificado en la recomendación G.703 de la UIT para utilizarse en 
el multiplexor a 6.312 Mbit/s usado como medio de transmisión cable coaxial. En este código, cada 
bloque de ocho ceros sucesivos es reemplazado por la secuencia OOOVBOVB. En el cuadro IV.S se 
presenta un resumen de los principales códigos de línea utilizados por diversas administraciones 
telefónicas. 
CUADRO IV.B. Características principales de códigos de línea 
Nombre de fa País o Medio de Distancia entre 
portadora administración Velocidad (Mbit/s) Código trallsmisióll repetidores 
TI ATI 1.544 Bipolar Par trenzado 6000 p ies 
Primario (El ) U\T 2.048 HDB3 Par trenzado 2 CHJO metros 
TIC ATI 3.152 Bipolar Par trenzado 6000 pies 
Tl48 rrr 2.37 4S3T Par trenzado 6000 pies 
(temario) 
T2 ATI 6.312 B6zs Par trenzado de 14800 pies 
baja capacitancia 
LD-4 Canadá 274.176 B3zs Coaxial 1900 metros 
T4M ATI 274.176 Polar binario Coaxial 5700 pies 
(NRZ) 
rV.7. PROBABILIDAD DE ERROR EN TRANSMISIÓN BINARIA 
En esta sección analizaremos el efecto que el ruido produce en la calidad de transmisión en un 
sistema de comunicación d igital. Para ser más precisos, supongamos que durante la transmisión 
se les ha sumado ruido a las señales transmitidas, de tal manera que el voltaje medido en el receptor 
consista de la suma de los dos, tal como se ve en la figura IV.31. 
I TransmisOf I Señal 8;; Ruido blanco • + ~ Receptor I Señal + Ruidd . 
1- Canal .1 
Figura rV.3,. Diagrama simplificado de un sistema de comunicación con ruido blanco adi tivo 
157 
Principios de cOll1ullicaciOllL'S digitales 
Supongamos que el mido en el canal es blanco, con varianza igual a 0 2, media cero y densidad de 
potencia constante en todo el espectro; este tipo de ruido es el más usado en modelos estadísticos para 
el ruido aditivo en sistemas de comunicaciones; su función de densidad de probabilidades es del tipo 
gaussiano; por lo que a veces también se le conoce como ruido gaussiano, su fdp está dada por 
rr2n."; 
J(x) = -12 no' (IV.37) 
en la figura IV.32 vemos su función de densidad de probabi lidades. 
fix) 
~ ________ L-______ ~' 
Figura IV.32. Función de densidad de probabilidad del ruido blanco 
Ahora supongamos que se reciben pulsos binarios en un sistema de comunicaciones d igitales. 
El ruido I/(t) se suma a los pulsos en el receptor, por lo que existe la posibilidad de que pueda causar 
un error en el proceso de decodificación del recep tor, específicamente si se transmiten pulsos 
codificados en NRZ, donde la presencia de pulso representa los unos del código binario y la ausencia 
de pulso representa los ceros; el error puede ocurrir por ejemplo si el ruido en la ausencia de pulso 
tiene lffia amplitud instantánea comparable a cuando está un pulso presente, o si el ruido en 
presencia del pulso tiene una amplitud negativa que puede destruir al pulso. En el primer caso 
el ruido puede confundirse con la presencia de pulso y un O puede recuperarse como un 1; en el 
segundo caso ell realmente transmitido puede apare~eT como un O a la salida del decodificador. 
Entonces, nos interesa poder contestar las siguientes preguntas: ¿qué tan frecuentemente 
pueden ocurrir estos errores en promedio?, ¿es posible reduci r el número de errores por debajo de 
un número tolerable incrementando la amplitud del pulso?, ¿si es así, cuál debe ser el incremento 
necesario?; ¿cómo se afecta la razón de error al disminuir el ruido? Todas estas preguntas se 
resuelven conociendo la estadística del ruido o teniendo un modelo razonablemente bueno para él. 
Contestaremos estas preguntas usando el modelo de rujdo de la ecuación (IV.37). 
Supongamos que la amplihld de todos los pulsos es de A volts. La señal en el receptor 
(ruido + información) se muestrea en cada intervalo de bit y cada muestra se compara con un nivel 
de decisión para determinar si un 1 o un O está presente. Este proceso de muestreo ya lo explicamos 
en el capítulo 1II, en la sección de interferencia entre símbolos, donde se dedujo cuáles deberían ser 
los instantes de muestreo óptimos para evi tar 1$1; aquí es tamos interesados en determinar cuál debe 
ser el nivel de decisión óptimo. Supongamos que el nivel de decisión es igual a A /2; entonces si la 
muestra es menor a A/2, se decide que hay un O presente; en caso contrario habrá un 1 presente. Los 
errores pueden ocurrir si, cuando lm 1 está presente, el voltaje de la muestra (señal más ruido) es 
menor que A/2, o cuando el pulso está ausente si el ru ido excede el nivel A/2. Un ejemplo que ilustra 
los dos tipos de errores es el de la figura IV.33, donde se supone que las muestras se toman al centro 
de cada intervalo de bit por cuestiones de claridad. 
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Figura IV.33. Efectos del ruido en transmisión de pulsos binarios 
Para determinar la probabilidad de error cuantitativamente, consideremos los dos tipos de 
error de forma separada: supongamos primero que se transmitió un cero, de tal manera que el pulso 
no está presente en el decodificador. La probabilidad de error en este caso justamente es la 
probabilidad de que el ruido exceda en amplihld el nivel de decisión A 12. Alternati vamente, como 
v (t) = 11 (1) si un cero está presente, el valor de la muestra ves una variable aleatoria con la misma 
estadística que el rujdo. Entonces la probabilidad de error es preci5<lmente la probabilidad de que v 
tome algún valor entre A / 2 e co. Entonces la ftmción de densidad de probabilidad para v suponiendo 
tm cero presente es 
(IV.38) 
El subíndice O denota la presencia de tm sfmbolo O y la probabilidad de error p,(¡ es el área bajo 
la curva defo(v) de A I 2 a oo. La ftmción de densidad fo(v) aparece en la figura IV.34, donde la 
probabilidad de error corresponde al área sombreada. 
p,-o= prob (v>~l = j !o(v)dv 
M2 
(IV.39) 
Figura IV.34. Densidad de probabilidad cuando se transmite un cero 
Supongamos ahora que transntitimos un 1, éste aparece a l decodifi cador como un pulso de 
amplitud A más el nudo superpuesto. Una muestra v(t) de la señal compuesta que se toma al tiempo 
t ahora es la variable aleatoria A + 11 (t). La cantidad fija A desplaza el nivel de ruido de un promedio 
de cero volts a tm promedio de A volts, por lo que la va ri able aleatoria v tiene la misma estadística 
que l1(t), pero ahora fluchlando alrededor de A. Esta función de densidad es la misma función de 
densidad gaussiana con la misma va rianza, pero con un va lor promedio A; es decir 
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(IV.40) 
función de densidad tal como se m uestra en la figura IV.35. 
La probabilidad de error en este caso corresponde a la probabilidad de que la muestra v de 
señal más ruido esté por debajo de A!2¡ ésta justamente es el área bajo la curva defl (v) de -00 a 
A/2, dada por 
AI2 
PI'I= rrob (v<i)= J_ fl(V)dU 
esta probabilidad de error se indica por el área bajo la curva de la figura rv.35. 
/J(v) 
A/2 
Figura IV.35. Densidad de probabilidad cuando se transmite un uno 
(IV .41) 
Determinaremos ahora la probabilidad de error total del sistema: primero nótese que los dos 
tipos de errores posibles pueden considerarse eventos mutuamente exclusivos: la aparición de un 
O evita la aparición de un 1 y viceversa; luego las probabilidades pueden sumarse. Sin embargo, en 
este caso es aparente que P..<J Y Pel son probabilidades condicionales; la primera se obtiene suponien· 
do un cero presente y la segunda un 1 presente. Para remover esta condicionalidad debemos 
multiplicar cada una por su propia probabilidad de ocurrencia. Supongamos que la probabilidad 
de transmitir un cero la conocemos y la denotamos por Poi asimismo, que la probabilidad de 
transmitir un 1 es conocida y la identificamos como PI. por lo que la probabilidad de error total del 
sistema es: 
(IV.42) 
Es aparente a partir de la ecuación anterior y tomando en cuenta la simetría de la función 
gaussiana, que las dos probabilidades condicionales P ~ y Pt l son iguales, además suponemos que 
los dos símbolos binarios O y 1 son equiprobables, es decir Po = PI = 1/2¡ encontramos que la 
probabilidad de error total Pi es la misma que P ti) o p .. l , es decir 
(IV.43) 
Recordando las funciones de error Erf (x) y de error complementario Erfe (x), tabuladas en diversos 
libros de estadística y en tablas matemáticas, ambas definidas por 
(IV.44) 
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Erfc(x) = _ 1_ J- e-,/!2dy 
J2ii , (lV.4S) 
entonces, tan sólo haciendo un simple cambio de variable en las ecuaciones (IV.39) y (IV.4l) que 
se deja como un ejercicio para el lector, obtenemos que la probabilidad de error to tal es: 
p .. = Erfc (A/2a) = 1/ 2 [1 - Erf(A/2 -fi o») (lV.46) 
Suponiendo que los unos y los ceros son igualmente probables en un mensaje la ecuación 
(IV.46), nos da la probabilidad de error en la decodificación de cualquier dígito. Note usted que la 
probabilidad de error solamente depende de la relación A l a, que es la relación entre la amplitud de 
los pulsos y la desviación estándar del ruido . La cantidad a comúnmente se referiere como la 
amplitud rms del ruido. La relación Al a se conoce como la relación señal a ruido rms. 
En la figura IV.36 se grafica la probabilidad de error contra A l a, en decibeles. A partir d e esta 
gráfica notamos que paraA/ a = 7.4 (17.4dB) la Pres lD-4, 10 que se interpreta como que en promedio 
1 bit en 1()4 transmitidos puede detectarse erróneamente. Si 105 bits/s se transmi ten, se deduce que 
habrá un error cada 0.1 s en promedio, lo que puede no ser satisfactorio. Sin embargo, si la señal se 
incrementa a Ala = 11.2 (21 dB), es decir si se aumentan 3.9 dB, la p~ decrece a lo-a. Entonces para 
lOS bits /s transmitidos habrá un error cada 1 000 s, o cada 15 minutos, lo cual es mucho más tolerable. 
En muchos casos de diseño práctico se utiliza una probabilidad de error de 10-5, como un objetivo 
de diseño para sistemas de comunicación binarios. 
Cábe aclarar que todo el análisis anterior lo hicimos suponiendo un código de línea unipolar 
sin retomo a cero y pulsos equiprobables; si estas condiciones cambian, por ejemplo cambiando el 
código de línea utilizado, también cambian en general los niveles de decisión y la probabilidad de 
error (por ejemplo como en el problema 2). 
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Figura IV.36. Probabilidad de error para detección binaria con ruido gaussiano aditivo 
161 
Prillcipios dI.' comunicaciones digitah'S 
Arriba de A l a = 6 o 16 dB (aproximadamente), la probabilidad de error decrece muy rápida-
mente con pequeños cambios de la señal. En el ejemplo analizado, incrementando la señal por un 
factor de 3.6 dB (Al a = 7.4 a Al a = 11.2) el error se reduce por un factor de 104. La existencia de 
lm pequeño intervalo de relaciones señal a ruido arriba del cual la razón d e error es tolerable, pero 
que por arriba los errores ocurren con frecuencia, permite definir un efecto o nivel de cambio. La 
relación señal a ruido a la que este efecto toma lugar se le denomina el nivel de cambio (thershold 
level). Para la transmisión de dígitos binarios este nivel de cambio se selecciona en algún plUlto entre 
Al a = 6 a Al a = 8 (16 a 18 dB). Note que esto no implica supresión total de ruido arriba del nivel de 
cambio, solamente nos indica que para amplitudes de pulso mayores a 10 veces la amplitud rms del 
ruido, los errores en la transmisión de dígitos binarios ocurren a una tasa tolerable. 
IV.? 1. Niveles de decisión óptimos 
En el desarrollo de la probabilidad de error utilizamos varios argumentos más O menos intuitivos. 
Supusimos que los pulsos tienen la misma probabilidad de ocurrencia; arbitrariamente seleccio-
namos el nivel de decisión como A/2 para lm código binario polar sin retorno a cero. ¿Podemos 
entonces preglUltarnos cuál es el significado real de estas suposiciones?; ¿es posible reducir la 
probabilidad de error si se selecciona otro nivel de decisión?; ¿cómo se puede obtener lUla pro-
babilidad de error mínima? En esta sección se analizarán estas preglmtas y otras relacionadas con 
el mismo tema. 
Para hacer esta explicación más cuantitativa, regresemos a la formulación original de la 
probabilidad de error. A partir de las ecuaciones (IV.39), (IVAl) y (IVA2) y sustituyendo en ellos un 
nivel de decisión arbitrario a, tenemos que 
(IV.47) 
remarcamos que la ecuación previa es válida pa ra el caso de señales unipoJares sin retorno a cero. 
Una óptima selección del nivel de decisión a corresponde a minimizar la probabilidad de error Pe; 
como Pe es una función de a, entonces simplemente diferenciando respecto a a encontramos el nivel 
de decisión óptimo. En particular para este caso, obtenemos que 
o 
a P, 
-a;=O=-Po!o(a)+PIf¡ (a) 
f, (a) Po 
fo (a)=r, (IV.'8) 
Aparentemente el nivel de decisión óptimo a (en el sentido de mínima rrobabilidad de error) 
depende de la forma de las dos funciones de densidad de probabilidades t!0 (v) y JI (V)} así como 
de las probabilidades a priori Po Y PI' Si Po = PI = 1/2, el nivel de decisión óptimo está determinado 
por el plmto donde las funciones de densidad se intersectan. Para señales unipolares sin retorno a 
cero este punto es precisamente a = A/2, que se obtiene sustituyendo las ecuaciones (lV.39) y (lVAl) 
evaluadas en a y sustituyéndolas en la ecuación (IV.48). Para el caso Po:t. PI' el nivel de decisión se 
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desplaza como es de esperarse. Específicamente para el ejemplo de señales unipolares con ruido 
gaussiano aditivo, la solución de la ecuación (IV.48) es (su desarrollo se deja como ejercicio para el lector) 
(lV .49) 
como esperábamos, a se incrementa positivamente si Po> PI' Y negativamente si Po < PI. El desp la~ 
zamiento real depende de la amplitud de la señal, de la varianza del ruido y de la relación Pe/PI. 
En la práctica la selección del ni vel de decisión no es rnu y crítica, en el caso de señales uni polares 
con ruido blanco aditivo por lo regular se establece a A/2; específicamente, si Al a = 8 Y Pe/PI = 3 
entonces a ópt = i + 4· ASÍ, el nivel óptimo se desplaza del va lor a = A / 2 por una fracción de la 
amplitud Y/ns del ruido, lo que en general es un cambio insignificante. Ailllque podríamos pensar 
que para conservar la misma relación señal a ruido se podría incrementar la amplitud de la señal 
con el mismo incremento, eso no es práctico; por ejemplo, con la relación señal a ruido inicialmente 
establecida a 18 dB, eso representaría illl desplazamiento de aproximadamente 0.13 dB, lo que a su 
vez provocaría illl cambio despreciable en la probabilidad de error (véase figura IV.36). 
IV.8. T~CNICAS DE DETECCIÓN Y CORRECCIÓN DE ERRORES 
Red undancia 
La redundancia implica transmitir cada carácter dos veces. Si el mismo carácter no se recibe dos 
veces en sucesión entonces ha ocurrido un error en la tran smisión. El mismo concepto puede usarse 
para los mensajes. Si la misma secuencia de caracteres no es recibida dos veces en sucesión, 
exactamente en el mismo orden, entonces ha hab ido un error en la transmisión. 
Codificación de cuenta exacta 
Con codificación de cuenta exacta, el número de unos en cada carácter es el mismo. Un ejemplo de 
código de cuenta exacta es el código ARQ mostrado en el cuadro IV.9. En el código ARQ cada carácter 
tiene tres unos, y por lo tanto una simple cuenta del número de lUlaS recibidos puede determinar 
si ha ocurrido tUl error. 
Paridad 
El método más común para detectar errores es a través de la paridad. Un simple bit llamado de 
paridad se suma a cada palabra de tal manera que el número total de unos en la palabra, incluido 
el bit de paridad, sea par para parid.ld par o impar para paridad impar. 
Supongamos que se desea utilizar paridad impar y se utiliza el código ASCU. El código para la 
letra es P100 0001, donde P representa el bit de paridad, ya que se desea transmitir paridad impar; 
P debe tomar un valor tal que la suma total de unos sea impar. Por lo tanto, para este ejemplo P debe 
tomar el valor de 1 y 1100 0001 debe ser la palabra transmitida. 
El bit de paridad se inserta en el transmisor y la paridad se veri fica en el receptor. El receptor 
debe conocer el tipo de paridad que se está utilizando. Si se selecciona una paridad impar y una 
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palabra junto con su bit de paridad tiene un número de unos par, eso significa que por lo menos ha 
habido un error en alguno de los bits. Una limitación con paridad es que si ocurre un error en dos 
bits de una palabra, este error no podrá detectarse. Hay muchos circuitos que pueden utilizarse 
como generadores y verificadores de paridad, el menos complejo de éstos aparece en la figura IV.37. 
C UADRO IV.9. 
Código bilzario 
bit: 1234567 
0001110 
0100110 
0011010 
0011001 
1001100 
0011100 
0111000 
0010011 
1100001 
1010010 
1110000 
0100011 
0001011 
1100010 
1010001 
1010100 
1000110 
1001010 
0001101 
1100100 
0101010 
1000101 
0110010 
1001001 
0100101 
0010110 
0010101 
0110001 
0000111 
1101000 
1011000 
1000011 
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Carácter 
Letra 
Letter shift 
Figure Retum 
A 
B 
e 
D 
E 
F 
G 
H 
K 
L 
M 
N 
o 
P 
Q 
R 
S 
T 
U 
V 
W 
X 
Y 
Z 
Figura 
? 
(WRU) 
3 
% 
@ 
E 
8 
(bell) 
( 
) 
9 
O 
4 
5 
7 
2 
/ 
6 
+ 
(blank) 
(space) 
(line feed) 
(carriage retum) 
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Si en la palabra hay 11 bits se necesi tan /1-1 compuertas XOR para que el circuito funcione como 
generador de paridad. No importa cuántos bits haya en la palabra, la salida del circuito siempre será 
1 si hay un número impar de unos en la palabra; la salida siempre será O si en la palabra hay un 
número par de unos; por lo tanto, si se desea una paridad par, la salida de este circuito puede usarse 
directamente para el bit de paridad. Si se desea una paridad impar, la salida de este circuito debe 
pasarse a través de un inversor para generar el bit de paridad apropiado. Para que este circuito 
pueda utilizarse como un verificador de paridad, la palabra más el bit de paridad deben aplicarse 
a la entrada del circuito. Si no han ocurrido errores, la salida siempre será baja para paridad par y 
alta para paridad impar. Lo que se haga cuando un error se detecta depende del sistema. En algunos 
sistemas se inicia una petición automática de retransmisión cuando se detecta un error de paridad; 
algunas veces el mensaje puede comprenderse a pesar del error. Algunos sistemas no solicitan 
retransmisión, en vez de eso despliegan el símbolo (?) para el carácter que se ha recibido con error. 
~o. '0' XOR ••• B-salida 
Figura IV.37. Circuito generador y veri f icador de paridad 
Verificación de redundancia vertical y longitudinal 
Si se utilizan dos bits de paridad, el error de un bit puede detectarse y corregirse. VRC (verificación 
de redundancia vertical) simplemente consiste en insertar y verificar el bit de paridad para cada 
palabra tal como se describió previamente. Un grupo de palabras se llama tm bloque; los bits 
adicionales de paridad se calculan basándose en los primeros bits de cada palabra del bloque, en 
los segundos bits de cada palabra del bloque y así sucesivamente; estos bits forman la LRC 
(verificación de redundancia longitudinal). 
Como ejemplo, supongamos que se utiliza paridad impar para la VRC y paridad par para la LRC, 
y consideremos el siguiente bloque de palabras que corresponden al mensaje THE CAT, donde cada 
letra se codifica en código ASCII, como se muestra en la figura IV.38. 
El bit (>1-) se calcula como un bit VRC. Para nuestro ejemplo supongamos que el bit 2 de la letra 
E se recibió erróneamente como Q. El VRC puede detectar un error de paridad para este carácter, pero 
por sí mismo no puede especificar el bi t que se recibió con error. El LRC detecta también un error en 
la palabra de los segundos bits, pero también por sí mismo no puede identificar en qué letra está el 
error. Sin embargo, en conjunto el LRC y el VRC (por medio de la intersección) identifican el bit que 
L 
T H E Space e A T 
" e 
,,, o o 1 o 1 o 
° 
o o o 1 o o 
bit 2----+ 1 o 1 o o o 1 
o 1 o o o o o 1 
1 o o o o o 1 o 
o o o 1 o o o 1 
"" 
o o 
'"' 
o o o o o (*) '" o 
Fig ura IV.38. Ejemplo de verificación de redundancia vertical y longitudinal 
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produjo el error: el bit dos de la letra E, por lo que una inversión de este bit corrige el error. Sin 
embargo, al igual que el método simple de paridad, un error en dos bits tanto en LRC como en VRC 
no es posible detectarlos. 
Verificación de redundancia cíclica 
La verificación de redundancia cíclica (CRC) se usa normalmente con transmisiones que utilizan el 
código de caracteres EBCDIC. El procedimiento CRC consiste en div idir el tren de datos entre un 
polinomio generador G (x); el cociente se descarta, y el residuo se transmite como el CRC. El número 
de bits en el CRC es igual al mayor exponente de la función generadora, que está definida para EBCDIC 
en la recomendación vAl de la UIT, a saber 
esta función también se conoce como el cRc-16 (debido a su exponente de más alto orden) y tiene 
una longitud de 16 bits o dos bytes. Estos dos bytes del CRC se conocen como la secuencia de 
verificación de bloque (BCS) o la secuencia de verificación de trama (FCS). Los correspondientes 
caracteres EBCDIC se denominan bloque de caracteres verificados (BCC) o la trama de caracteres 
verificados (FCC). 
Los exponentes de la función G (x) identifican la posición de los bits que contienen tUl 1, por lo 
que G (x) puede escribirse como 
1000 1 000000 1 0000 1 
b" bo 
El proceso de división mencionado anteriormente no se hace de la manera usual. En la parte 
de sustracción de la d ivisión, el residuo se obtiene efectuando una operación XOR, en vez de la 
substracción. Por lo que G (x) dividirá a otro número con un número igual de dígitos sin importar 
si G (x) es mayor o menor; el criterio para decidir el va lor de la división es: si G (x) tiene igual número 
de dígi tos que el div idendo, entonces el resultado es 1, en caso contrario es cero. 
A modo de ejemplo supongamos el mensaje 
M (x) = x7 + x5 +.x4 + X2 + X + 1 
= 1 0 11 0 1 11 
por simplicidad, usa remos G (x) = XS + x"' + x + 1, M (x) se multipl ica primero por el número de bits 
del CRC (es el mismo que el mayor exponente de C(x», con lo que se obtiene 
que ahora div id imos entre G (x), efectuando la operación como se explicó anteriormente; el CRC se 
agrega al mensaje produciendo la siguiente secuencia de bits 
1 0 11 0 111 01001 
En el receptor esta secuencia de bits se divide entre el mismo polinomio G (x) utilizado 
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1 10 1 01 11--+ Se descarta 
11001111011 0 11100000 
110011 
1111 01 
WL!W 
11 1010 
11 0011 
100100 
1100 1 1 
101110 
110011 
1 11 0 1 0 
1100 11 
01001=CRC 
en el transmisor y si el residuo es cero, no hubo error. 
10 10111 
1100 11 110110 1 110 1 001 
1 1 00 11 
111101 
1100 1 1 
11101 0 
11 00 1 1 
100100 
UJl.JUl 
101110 
UJl.JUl 
111010 
110011 
00000 No hay error 
Código Hamming 
El código Hamming es W1 código de corrección hacia adelante, lo que significa que el receptor tiene 
la capacidad para detectar y corregir el error. El número de bits en el código Hamming depende 
del número de bits que contenga la cadena de bi ts que se van a transmitir. Si ni representa el número 
de bits contenidos en la cadena, y n representa el número de bits en el código Hamming, entonces 
n es el entero más pequeño que curr.pla con 
2"~m+n+l (lV.50) 
los bits de Hamming pueden insertarse en cualquier posición de la cadena de bits. Aunque estas 
posiciones son arbitrarias, deben decidirse de antemano y permanecer fijas durante toda la 
transmisión, además de que deben ser conocidas por el transmisor y el receptor. 
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A manera de ejemplo supongamos que la cadena de bits de datos contiene 12 bits 
101100010010 
como m = 12, se determina a partir de (lV.50) que" debe ser igual a 5 (n = 5). Los bits de Hamming 
(bits H) se colocan en las posiciones previamente seleccionadas (remarcamos que estas posiciones 
son arbitrarias). 
17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 
Hl0lHI00HH010HOI0 
Para determinar el valor de los bits de Hamming se hace una operación XOR con todas las 
posiciones de bits de datos que con tengan unos; las posiciones se escriben como un número binario 
de longitud igual a 11 (n = 5 para este caso). 
2 00010 
6 Q!llJ.ll 
00100 
12 QllllQ 
01000 
14 QlllQ 
00110 
16 lIl!l!lQ 
10110 Bits de Hamming 
Estos bits de Hamming se colocan en las posiciones de los bits H de izquierda a derecha, 
entonces la cadena de datos codificados que se transmite es: 
11 010100 11 0100010 
Supongamos que esos datos se recibieron con error en el bit 14, como se muestra a continuación 
11 0"0~ 01 00 11 0100010 
para detectar el error se extraen los bits de Hamming y se hace una operación XOR con todas las 
posiciones de bits de datos que contengan unos. 
10110 bits de Hamming 
2 !l!lQlQ 
10100 
6 Q!llJ.ll 
10010 
12 QllllQ 
111 10 
16 lIl!l!lQ 
011 10 = 14 posición del error 
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Si ocurre un error en los bits de Harnming, o si hay más de un error, este esquema no es capaz 
de detectarlo y corregirlo. 
En resumen, cualquier esquema para detectar y corregir errores involucra la transmisión de 
bits adicionales. El objetivo es eliminar la necesidad de retransmisión, pero la inclusión de bits 
adicionales para detectar y corregir errores incrementa el tiempo de transmisión. De aquí que para 
la implementación de cualquier esquema de corrección de errores hacia adelante (FEC), se debe 
comparar la frecuencia de los errores y el tiempo de retransmisión con el incremento de tiempo de 
transmisión provocado por la inserción de bits adicionales para FEC. 
rV.9. MODULACiÓN DELTA 
Como ya mencionamos en las secciones anteriores, las técnicas de modulación PCM se usan mucho 
en la transmisión digita l de voz (telefonía), lo mismo que para la transmisión de diversos tipos de 
señales de telemetría. Esta técnica también se ha utilizado para la transmisión de imágenes tanto 
fijas como de video, así como para diversas señales analógicas convertidas a un formato digi tal por 
medio de un proceso de conversión A/O. Es importante hacer notar que se ha fomentado el uso de 
transmisión y procesamiento digital de señales aunado a l desarrollo de equipo de computación, a 
pesar de que se tiene que hacer una conversión A/Dsobre la señal; no obstante, la transmisión digital 
de señales generalmente resulta en una expansión del ancho de banda: si el número de niveles de 
cuantificación o, equivalentemente, el número de bits por muestra se incrementa, el ancho de banda 
de transmisión también se incrementará de forma proporcional. 
Se han propuesto métodos alternativos para convertir señales analógicas a un formato digital 
para algunas aplicaciones, con el fin de reducir el ancho de banda de transmisión requerido, mejorar 
la calidad del sistema y reducir costos. La modulación delta es uno de estos esquemas de modulación 
que se han adoptado para algunas ap licaciones como la transmisión de voz o de imágenes. En estas 
aplicaciones hay una gran cantidad de redundancia en la información de la señal que va a ser 
transmitida. La señal transmitida (pasada) puede proporcionar información para tratar de predecir 
el comportamiento futuro de la señal, de manera tal que las nuevas señales necesitan únicamente 
transmitirse si ocurre W1 cambio significativo en la señal. 
Consideremos el diagrama a bloques de un sistema de modulación delta tal como se muestra 
en la figura IV.39. Igual que en la conversión AlO, la señal analógica x (t) debe muestrearse 
previamente. Los valores de las muestras, designadas por Xj' j = ... ,- 2, -1, O, 1, 2, 3 ... secomparan 
con valores predichos de las muestras denotadas por gi' y la diferencia e¡ es la que se pasa al 
cuantificador. Obviamente, si ej es pequeña para la mayoría del tiempo, tal que la predicción sea 
buena, entonces se necesitarán pocos bits para representar la señal de diferencia el" Un modulador 
delta usa un cuantificador de dos niveles, de tal manera que sólo se necesita un bit para rep resentar 
la señal de diferencia. En la figura IV.38 los dos niveles del cuantificador se representan por ±k. En 
el receptor la señal de diferencia cuantificada se suma a la salida del predictor para obtener una 
estimación discreta x ¡t de la muestra deseada Xi' Esta seña l estimada discreta se pasa a través de un 
filtro pasa bajas para suavizarla y gen~rar la señal estimada deseada x( (t). 
Aparentemente para mejorar la calidad de este esquema deben usarse más de dos niveles en 
el cuantificador. Este esquema más general se conoce como Modulación por pulsos codificados diferencial 
(OPCM). Por lo tanto, modulación delta es un caso especial de DI'CM que se obtiene cuando se utilizan 
sólo dos niveles en el cuantificador. 
El predictor que se usa generalmente es una suma pesada de un cierto número de muestras 
estimadas anteriores (pasadas). En general la fo rma de un predictor lineal de k-ésimo orden 
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+ )-____ -,-'~¡~' .¡ Filtro pasa x, 
bajas 
'¡ 
Figura IV.39. Modulación delta, a) transmisor. b) receptor 
(utiliza para calcular la muestra estimada actual, k, muestras estimadas anteriores) puede escribir-
se como 
g j = L h¡ X~j _¡ (!V.5!) 
/ . / 
los coeficientes h¡ son los factores de peso. El predictor más simple es el que usa para estimar la 
muestra actual (Xj ) únicamente una muestra estimada anterior, para este caso g j = h1 Xrj_ l' 
Los coeficientes h¡, 1 = 1, 2 ... k pueden seleccionarse para reducir, lo más posible, los errores de 
las muestras estimadas comparadas con las muestras reales. Por ejemplo, una medida común de la 
calidad del sistema es el error cuadrático medio, promediado sobre muchas muestras o promediado 
estadísticamente sobre la estadística (si es conocida) de las muestras entrantes Xj' 
El predictor lineal descrito por la ecuación (IV.51) es un ejemplo de tm filtro digital no recursivo 
que puede efechl3rse con elementos de retraso. La figura IVAO ilustra un diagrama a bloques del 
predictor. Los bloques Z-I representan elementos que retrasan las muestras entrantes por un 
intervalo de muestreo. 
r-L-----~----JL~----------~~~ 
Figura IV.40. Predictor para modulación delta (filtro digital no recursivo) 
Como en el caso de modulación PCM, en modulación delta también aparece una distorsión de 
cuantifícación, sin embargo la forma para reducirlo es diferente; en el caso de PCM esta reducción 
se obtiene aumentando el número de niveles de cuantificación, en este caso la distorsión puede re-
ducirse únicamente aumentando la frecuencia de muestreo. Se pueden encontrar sistemas de 
modulación delta que utilizan frecuencias de muestreo mucho mayores que las utilizadas en 
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modulación PCM. Esto produce que la razón de bits sea mayor a la que originalmente se esperaba 
tener con dos niveles de cuantificación. En algtmos casos la razón de bits requerida puede ser mayor 
que la utilizada por un sistema PCM. Para solucionar esa dificultad se utilizan esquemas de 
modulación delta adaptativa, los cuales serán discutidos en la próxima sección. 
En adición al ruido de cuantificación encontramos otro tipo de ruido en modulación delta: éste 
se produce cuando los niveles ±k son demasiado pequeños para seguir cambios bruscos de la señal; 
a este tipo de ruido se le conoce como error por sobrecarga. En la figura 1V.41 se muestran los dos 
tipos de ru~do que aparecen en modulación delta; es obvio que la condición para evita r el error por 
sobrecarga es 
I
d X(ll l <6 V 
dI máx- T5 
donde se tomó d Ven general como el tamaño del intervalo de cuantificación. 
(.) 
Región 
de sobrecarga 
Ruido de cuantificación 
(b) 
(IV.52l 
Figura IV.4l. Fuentes de error en modulación delta. a) Ruido de c uantific ación. b) error por sobrecarga 
lV.9.1. M odl/lación delta adaptativa (ADPCM) 
Como mencionamos, la ca lidad del esquema de modulación delta depende de nuestro conocimien· 
to de la estadística de la seña l. Si tenemos claramente definida la señal de entrada podremos diseñar 
predictores invariantes en el tiempo (es decir con coeficientes de peso fi jos). En muchos casos la 
estadística de la señal no está bien conocida, y es necesario un esquema de codificación adaptativa 
(o sea con factores de peso que va ríen con la estadística de la señal). 
El término ADPCM, en general se utiliza para definir dos diferentes esquemas: adaptación de los 
niveles de cuantificación y adaptación del predictor. Los cuantificadores adaptativos ofrecen una 
mejora en la razón S,/Nq de entre 3 y 7 dB sobre esquemas no adaptativos. La calidad de la adaptación 
depende de la calidad d el predictor, que puede determinar la media de la señalo en algunas 
aplicaciones su varianza. La realización depende del compromiso entre la complejidad del sistema 
y su facilidad de reali zación. 
Las aproximaciones más comunes para sistemas de codificación de voz combinan cuantifica· 
dores adaptativos con predictores adap tativos. Con sistemas de predicción adaptativa se puede 
incrementar la razón SrJNq en un factor de 10. L:"1 recomendación C.721 de la UIT para AOPCM emplea 
adaptación con retroalimentación tanto para el predictor como para e l cuantificador; en la figura 
IV.42 se muestra el diagrama a bloques tanto del codificador ADPCM como del decodificador. La 
entrada al codificador es un canal EO a 64 Kbits/s que transporta las muestras de voz codificadas en 
PCM normal (h = 8 kHz y8 bits por muestra concompansión). El codificador transforma la señal PCM 
a 64 Kbits/s a una señal AOPCM a 32 Kbits/s, por 10 que usualmente éste se conoce como transcoder. 
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El bloque de conversión de formato en el codificador reconstruye las palabras PCM comprimidas a 
un formato lineal, inversamente en el decodificador este bloque efectúa la compresión de la señal 
lineal ya sea a ley A o a ley ¡..t. 
Un cuantificador de 4 bits se utiliza para cuantificar la señal de diferencia. Cabe hacer notar 
que en el lazo de retroalimentación del codificador se tiene un cuantificador adaptativo inverso que 
reconstruye la señal de diferencia. El predictor, entonces, utiliza el valor de la muestra previa 
estimada St (n) para calcular el próximo valor de la muestra estimada, el cual es retroalimentado y 
sustraído de la entrada para formar la señal de entrada diferencial. 
Cuan1ificado 
y(n) 
Cálculo de la + 
señal d'(u) 
reconstruida 
'-__ -¡cuantificado ¡..c------' 
(.) 
Figura IV.42. Modulación AOPCM recomendación G.721 de la UrT. a) Codificador, b) decodificador 
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IV.lO. PROBLEMAS 
IV.l. Calcule los niveles de cuantización óptimos y dibuje la función de transferencia del cuanti-
zador, si los límites de las integrales de la ecuación (IV.12) se cambian aJ; - (d/ 2) Y Ji + (d/2). 
IV.2. En el código bipolar los unos se codifican como + A / 2 Y los ceros como - A/ 2. 
aJ Determine la probabilidad de error. 
bJ Determine el nivel óptimo si PI = Po. 
e) Demuestre que el nivel óptimo para PI '* Po es igual a: 
IV.3. El error de cuantificación de un sistema PCM de cuantificación uniforme no debe ser mayor 
que ±5% del valor pico a pico de x(t). Encuentre el número mínimo de dígitos binarios que 
conforman las palabras de código. 
IV.4. Se desea transmitir mediante un sistema PCM binario, de cuantificación uniforme, una señal 
cuyo espectro de frecuencia no supere los 3600Hz; la tasa máxima de señalización se fijó en 
40 Kbits/seg. Dibuje un diagrama a bloques del transmisor y especifique los parámetros del 
diseño. 
rV.5. Un convertidor analógicoMdigital se excita con la señal de la figura. Calcule: 
a) El rango dinámico requerido por el convertidor A / O. 
bJ La relación señal a ruido en función del número d e bits en los que se codifica cada muestra. 
l'{t) 
10 
~10 
IV.6. Un convertidor analógico-digital tiene lma señal de entrada dada por 
Demuestre que 
donde D es el rango dinámico. 
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IV.? Un canal de transmisión con tUl ancho de banda de 1 MHz está d isponible para transmitir 
información. 
a) Un sistema PCM y lU1a fuente de datos a 240 Kbits/seg se multiplexan en tiempo. La señal 
de salida se alimenta a un modulador PSK (se utiliza l Ul fac tor de roll-offde 25%). Encuentre 
el número máximo de niveles de cuantización que pueden ser usados. 
b) El sistema PCM del inciso a) debe tener 256 n.iveles de cuantización y transmitir cuatro 
canales de 240 Kbits/ seg cada uno; además se debe utilizar el mismo cana l de transmisión. 
Indique qué cambios deben efectuarse en el modulador para satisfacer estos requ isi tos. 
NOTA: La fórmula para calcular la velocidad de transmisión en sistemas de modulación digital 
(FSK, ASK, QAM, etc.) que util izan filtros senoidales es la siguiente: 
_ = 1/ X B Cdlldl 
T (1 +a) 
donde n = número de bi ts por símbolo. 
IV.B. Calcule la p robabilidad de error y el nivel de decisión óptimo para el código bipolar. En el 
código bipolar se emplea la siguiente regla de codificación: 
Los 1 se transmiten como pulsos de amplitud + V 
Los O se transmiten como pulsos de amplitud-V 
IV.9. La letra A en el código ASCII se representa por ' lOO 0001': 
a) Determine cuántos bits Hamming se requieren para encontrar lU1 error en la transmisión. 
b) Inserte el número de bits Hamming necesarios colocando todos los bits Hamming a la 
derecha del código. A partir de esto determine cuál es el valor correcto que toman los bits 
Hamming. 
bn-----------bs-----bo 
1 00000 1 H---- H 
c) Supóngase que el bit cinco (bs) se recibió con error. Muestre cómo se identi fica la posición 
del error utilizando el código Hamming. 
IV.lO. En un sistema de modulación delta se tiene que 6.V = 0.1 volt y Ts = 20 microsegundos. Con 
base en la examinación del mensaje 
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f (1) ::o A [ 1.2 cos (4oo ni + 9¡) + 1.3 cos (600 ni + 8 2) + 0.5 cos (1 200 ni + 93)] 
donde 8), 82 Y 83 son ángulos de fase que pueden tener cualquier va lor. Encuentre el mayor 
valor de A que no produce ruido de sobrecarga. 
IV.11. Una seña l comprendida en el rango de frecuencias d e 100 a 4 000 Hz con tul V PI' = 3 volts se 
muestrea a una frecuencia de 8 kHz. Las muestras son cuantizadas en 64 niveles uniforme~ 
mente espaciados. Calcule el ancho de banda de la señal PCM y la razón SIN en d8 (suponga 
señales senoidales) si las muestras cuantizadas son transmitidas como dígi tos binarios o como 
pulsos de 4 niveles. 
IV.12. Dibuje la forma de onda del siguiente patrón d e datos: 
011000100000000110 
a) Si se transmite en código bipolar (AMI). 
b) Si se transmite en código B3zs (sustitución binaria de tres ceros); analice los dos casos de 
paridad inicial 
NOTA: Codifique el primer 1 como un pulso +. 
Polaridad del pI/Iso 
precedente 
+ 
Número de pl/lsos bipolares (I/ /los) después 
de la última sllslit¡¡ción 
00-
00+ 
Impar 
+0+ 
-O-
IV.13. En tul canal de transmisión encontramos que la amplitud rn/s del ruido es igual a 500 mV. 
¿Cuál debe ser la amplitud de los pulsos para queel error en el receptor sea aproximadamente 
de 1 x 10-6? 
NOTA: Utilice el siguiente cuadro para calcular Erfc (x ). 
x Erfc (x ) 
0.0 1.0 
1.2 0.8969 x 10-1 
1.9 0.7210 x 10-1 
2.4 0.6885 x 1 Q-3 
2.8 0.7501 x lQ-l 
3.5 0.7431 x 104> 
4.0 0.1542 x 10-7 
IV.14. El ancho d e banda de una señal de lV es de4.2 MHz. Si el número de niveles de cuantización 
es de 512, determine: 
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a) La velocidad de la señal PCM en bits / seg. 
b) Su ancho de banda. 
IV.lS. Una señal ni (t) se transmite mediante PCM binario sin compresión. Si la relación S/Nq requiere 
que sea cuando menos de 50 dB, determine el número mínimo de niveles de cuantización 
requerido (suponga que m (t) es senoidal). 
IV.16. Dibuje la forma de onda para el siguiente patrón de datos: 
11000110100 1 010 
en código duobinario. En este código lm O se codifica como cero volts y un l como un pulso 
+ V o-V de acuerdo con la siguiente regla: 
• Un l se codifica como un pulso de la misma polaridad que se usó para codificar el l que 
le p receda si los dos 1 se encuen tran separados por un número par de O. 
• De otra forma se cod ifica mediante el negativo del pulso que se usó para codificar el l 
anterior. 
NOTA: Considere el número cero como par y codifique el primer l como pulso +V. 
IV.17. Mediciones de temperatura que cubren el rangode-40 oC a +40 oc, con 1/2 oC de exactitud, 
son tomadas a intervalos de 1 seg, las cuales son codificadas en formato binario para 
transmisión por PCM. ¿Cuál es la velocidad en bits/seg de la señal PCM? 
NOTA: 10& x;::: ln x/ ln a;::: log x/ log a 
IV. I B. Un canal de información transporta señales de voz en el rango de 50 a 3300 Hz. La señal se 
muestrea a una frecuencia de 8 kHz, los pulsos que resultan se transmiten sobre un siste-
ma PCM. 
a) En el sistema PCM las muestras son cuantizadas en ocho niveles y se transmiten como 
dígitos binarios. Encuentre el ancho de banda de transmisión de la señal PCM. 
b) Repita el inciso a) si se utilizan 128 niveles de cuantificación. 
c) Calcule la razón señal a ruido de cuantificación en ambos casos (suponiendo señales 
senoidales). 
IV.19. Una señal se muestrea, cuantiza y codifica en PCM. Cada muestra se codifica en una palabra 
que consta de tres pulsos de infonnación (datos) más uno de sincronía. Los pulsos de 
información pueden tener 4 niveles posibles. La transmisión se lleva a cabo sobre un canal 
cuyo ancho de banda es de 6000 Hz; en el receptor se utiliza un filtro senoidal con un roll-off 
de 50%. Encuentre: 
a) La máxima razón de pulsos de la señal PCM. 
b) La correspondiente razón de información (en bits/seg) de la señal PCM. 
e) El ancho de banda máximo de la señal analógica. 
IV.20. Considere el sistema PCM que aparece en la siguiente figura. ¿Cuál es la mínima razón de 
muestreo? (suponga que primero se muestrea y luego se multiplexa). Ahora suponga que se 
toman 30 000 muestras por segundo; calcule la velocidad de transmisión (en bits/seg) de la 
señal PCM y el ancho de banda mínimo que se requier~ en los puntos 1,2 Y 3. 
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rv.21. Las lecturas de l OO sensores de presión, cuyo rango es de lO a 50 psi y una resolución de 0.25 
psi, se toman cada 10 seg. Las lecturas se transmüen usando técnicas de multicanalización 
!'CM. 
a) ¿Cuál es la velocidad en bits/seg de la señal PCM? 
b) ¿Qué ancho de banda se requiere para transmitir la señal PCM? 
IV.22. Se muestrean y multiplexan 10 señales, cada una con un ancho de banda de 10 kHz, a una 
razón de 25 000 muestras por seg. Cada muestra se codifica con 6 bits; 
a) Encuentre la velocidad de la señal PCM de salida en bits/seg. También calcule el ancho de 
banda necesario para transmitir la señal PCM. 
b) Usando el mismo número de niveles de cuantización, cada muestra se transmite como 
una secuencia de pulsos de 4 niveles, ¿cuál es la velocidad de la señal PCM en pulsos por 
segundo y en bits por segundo? Calcule el ancho de banda de transmisión requerido. 
e) Repita b) para el caso en que cada muestra cuantizada se transmite como un pulso 
multinivel sin mayor codificación. 
rv.23. Un voltaje v (t) = 10 sen [6.28t ] se muestrea cada 0.33 seg, es decir, a una razón de 3 Hz. Las 
muestras son cuantizadas en 8 niveles uniformemente espaciados y codificadas en binario. 
Dibuje la señal original y abajo, a escala, las salidas de l muestreador y el codificador. Calcule 
la razón señal a ruido de cuantización y los valores de los niveles óptimos de cuantizaci6n. 
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CAPÍrULOV 
MODULACIÓN DIGITAL 
L V.l. INTRODUCCIÓN AS SENALES DE DATOS presentan en general la misma apariencia independientemente de la fuente que les dio origen. Es así cómo el flujo de dígitos que suministra una terminal de computadora no presenta diferencias apreciables, salvando la velocidad de señalización, de la que presenta una señal PCM o una imagen de TV digitalizada. 
Estas señales digitales, tal como se presentan, son aptas para su transmisión sobre líneas o 
cables, es decir en banda base. Sin embargo, cuando se desea enviarlas a través de otros medios de 
tr¡msmisión es necesaria su adaptación al mismo de igual forma a la reali zada en el caso analógico. 
Como sabemos, este p roceso de adaptación recibe el nombre de modulación: en este caso, al ser la 
señal modulante una señal digital, surge el nombre, un tanto confuso, de modulación digital. 
Decimos confuso pues a los procesos de digitalización de señales analógicas tal como el PCM, DPCM, 
también se los denomina modulación; simil<tr denominación suele aplicarse a las técnicas en las 
cuales se inscribe información analógica sobre un tren de pulsos, ya sea variando su amplitud (PAM), 
su posición (PPM) o su duración (PDM). 
Con todo, estas señales donde la información está contenida en a lguna característica de un tren 
de pulsos son sólo aptas para transmitirse en banda base. Consecuentemente, para adaptar una señal 
digital a un medio diferente de una línea deberá realizarse la modulación de una onda senoidal, 
también llamada modulación de onda continua (cw). 
En resumen, modulación digital es el conocido proceso de modulación de una onda senoidal, 
con la salvedad de que la señal modulante es digital. 
A lo largo de este capítulo consideraremos primero el concepto de eficiencia en la utilización 
del espectro aplicando el concepto de densidad de Ílúormación. A continuación analizaremos los 
distintos tipos de modulación binaria y multisímbolo, considerando las ecuaciones fundamentales, 
la descripción en el espacio de señal, las realizaciones básicas de los moduladores y demoduladores 
y el espectro de frecuencia requerido para caso en particular. Finalmente se evaluará el comporta-
miento de cada esquema de modulación en presencia de ruido. 
V.2. EFICIENCIA 
Muchos sistemas de comunicaciones requieren antes de la transmisión procesamientos adicionales 
de la señal digital. Este proceso, indicado como adap tación, involucra primordialmente la trasla-
ción de la señal digital a o tra región conveniente del espectro por medio de la modulación de una 
portadora. Este proceso de modulación presenta todas las posibles ventajas de la modulación 
analógica: facilidad d e radiación, asignación de frecuencia, multiplexación, superación de limita-
ciones, etcétera . 
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Debe tenerse en cuenta que en la transmisión en banda base el ancho de la banda no es 
normalmente una limitación muy rígida puesto que la respuesta de los vínculos se deteriora en 
general gradualmente y siempre es posible ecualizarlos. En cambio, en los sistemas de radio enlace 
o en los canales telefónicos los anchos de banda se establecen rígidamente por criterios de asignación; 
en consecuencia, para lograr una mayor eficiencia en el uso de estos canales se requieren técnicas 
de señalización multinivel que en general están asociadas con el proceso de modulación. 
En el caso concreto de los radios digitales se trata de obtener eficiencias similares a los radios 
analógicos. ASÍ, por ejemplo, en las seis bandas de 2, 4, 6, 7, 8 Y 11 GHz establecidas por el (ClR, para 
el caso analógico, se proveen 353 GHz de ancho de banda, donde se ubican unos 187000 canales 
telefónicos, lo que significa poco menos de 19 KHz por cada canal. 
Teniendo en cuenta que los canales telefónicos digitales requieren una tasa de señalización de 
64 Kbits/s, resulta clara la necesidad de encontrar métodos convenientes que pennitan aprovechar 
eficientemente el espectro y, en consecuencia, competir con los sistemas analógicos. Como luego 
veremos, estos métodos son las técnicas de modulación multisúnbolo. 
Un parámetro muy útil para caracterizar la eficiencia en la utilización de la banda en un sistema 
de modulación digital es la densidad de información 
donde 
r: tasa de señalización en bits /s 
B: ancho de banda en Hz. 
0= rlB (V.1) 
en consecuencia () se expresa en bits/seg/ Hz o simplemente en bits/ciclo, aunque suele decirse, 
impropiamente, bits / Hz. 
Recordemos que teóricamente la máxima densidad de información para una señal binaria es 
2 bits /seg / Hz, la cual se reduce a la unidad para modulación con doble banda lateral. Estos valores 
se incrementan mediante las técnicas multinivel, lográndose por ejemplo para el caso de líneas 
telefónicas no conmutadas, densidades de 3.1 bits/seg/Hz (r = 9 600 bits/s), llegando en recientes 
realizaciones a 33 600 bits / seg. 
V.3. M ODULACIÓN BINARIA 
Es oportuno comenzar el estudio de los sistemas de modulación digital para el caso binario y dejar 
la modulación multinivel para un apartado posterior. 
En la modulación digital binaria de una onda continua encontramos las mismas tres variantes 
que en el caso analógico -amplitud, frecuencia y fase--, con la peculiaridad de que ahora 
conmutaremos alguno de esos parámetros entre dos valores posibles. Como luego veremos, hay 
casos particulares y ciertas variaciones de estas tres técnicas básicas. 
V.3.1 . Modulación en amplitud ASK 
La modulación ASK probablemente es la primera técnica de modulación digital que se haya 
implementado prácticamente, puesto que se ha utilizado ampliamente (y aún hoy se sigue usando) 
para transmitir vía rad io de telegrafía en código Morse. 
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En esta forma de modulación la amplitud de la portadora se varía entre dos niveles predeter-
minados en correspondencia con la señal binaria de datos; por lo regular uno de los dos niveles 
coincide con cero (condición OFF), por lo que en este caso suele denominarse la modulación ON-OFF 
(ooK). 
Si denominamos x (t) a la señal de datos, es decir a una secuencia de unos y ceros, la señal ASK 
será: 
x, (1) == A x (t) cos (2 nI, f) 
donde 
x (1) = 1 o O sobre intervalos de T segundos. 
fe = frecuencia portadora. 
(V.2) 
En la figura V.l se indica el diagrama a bloques de un modulador OOK, donde la ftmción del 
fi ltro es reducir el nivel de los componentes indeseables y conformar la sei"tal de salida. 
Secuencias 
x(l) 
x Filtro 
de datos de entrada 
Figura V.l. Modulación AK (OOK) 
En la figura V.2 se muestran las formas de onda correspondientes. El efecto del filtro de salida 
puede tenerse en cuenta ya sea modificando la señal modulada Xc (f) o por modificación de la señal 
modulante x (1). En efecto, transformando la (V.2) tenemos: 
(V.3) 
o sea el espectro original desplazado a la frecuencia de portadora (fig. V.3). Esto significa que 
prácticamente el sistema ASK puede ana liza rse como un sistema de banda base y consecuentemente 
aplicar los resultados obtenidos en el capítulo V. 
Figura V.2. Señales en modulación ASK (COK) 
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Así, por ejemplo, si el procesamiento de la señal lo hiciéramos con un filtro de caída (roll-ofj) 
de seno elevado, el ancho de banda previo a la modulación sería 
, 
B ="2 (1 + a) (Hz) (V.4) 
pasando a tener luego la modulación un ancho de banda de transmisión 
Br =2B=r(1 +a)(Hz) (V.5) 
donde a es el factor de rol/-off ya definido y r es la tasa de señalizac ión. 
Xifl 
l' ) 
---_~B-------+------~B,----+ I 
X,ifl 
lb) 
- -8 . 8 -8 .8 1, 
-1, -fe 
I 
Figura V.3. a) Espectro de la seí'lal modulante, b) espectro de la sei"ial modulada en amplitud 1151< 
En lo referente a la detección de las señales ASK, en la figura V.4 aparece el diagrama a bloques 
de un receptor ASK. 
Señal ... s~ Filtro 
de recepción 
acoplado 
f---+ Detector L.- Circuito de decisión ,-----------,1 -
L-__ -----' L-__ -----' 
Figura V.4. Receptor IISI< 
Secuencia 
de datos de salida 
El filtro de recepción normalmente es un filtro acoplado a los pulsos de RF que junto con el filtro 
del transmisor determinan la característica total requerida para todo el sistema. La detección puede 
hacerse de forma coherente (sincrónica) o no coherente; por lo regular se utiliza más esta última. 
Evidentemente la detección no coherente es de implementación más sencilla, pero, como veremos 
al considerar los efectos de ruido, provee una menor inmunidad cuando la señal de predetección 
presenta bajas relaciones señal a ruido. 
La salida del detector, una vez filtrada para remover componentes indeseables, equivale a una 
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señal recibida en W1 sistema de banda base por la que le aplican todos los procesamientos d e dichos 
sistemas: decodificación, muestreo y d ecisión. 
V.3.2. Modulación en frecuencia F5K 
La modulación por desplazamiento de frecuencia, FSK, provee W1a señal de amplitud constante que 
permite el uso de dispositivos saturables, lo que constituye una de sus ventajas respecto a ASK. La 
modulación FSK se usa principalmente en radios digitales de banda angosta, aunque también ha 
sido utilizada satisfactoriamente en equipos de radio digitales de banda ancha, principalmente 
aquellos que se han modificado a partir de radios analógicos que servían de soporte a sistemas 
multiplex FOM . Aparte de la ventaja mencionada, cabe apuntar su simplicidad, su bajo costo y, como 
veremos a l final del capítulo, su comportamiento más estable que ASK ante desvanecimientos 
(fading). 
Con todo, su comportamiento no resul ta tan eficiente como PSK, aunque a diferencia de ésta 
permite una detección no coherente. 
Es oportuno puntualiza r que básicamente existen dos métodos de modulación digital de 
frecuencia: el primero se designa FSK, donde la sei1al digital x (t) controla una llave que selecciona 
la frecuencia modulada de un banco de osciladores (dos en el caso binario); la señal modulada 
presenta discontinuidades en cada instante de conmutación a menos que la amplitud, la frecuencia 
y la fase de cada oscilador hayan sido cuidadosamente ajustadas. Es evidente que la dispersión del 
espectro de la señal modulada dependerá de dichas discontinuidades. 
El segundo método d e modulación de frecuencia intenta evi tar esas discontinuidades y 
consecuentemente producir espectros más compactos; por eso se denomina (PFSK (continolls-pllase 
FSK) y se basa en la modu lación en frecuencia de un ('mico oscilador por medio de la señal 
digital x (1). 
Consideremos primero el caso de FSK tradicional. La expresión de una señal binaria FSK es 
x, (t) =A COS[2 n U,+x(t)· tJ.J) t] (V.6) 
d onde fe es la frecuencia cen tral (portadora virtual), x (t) es la sel1al digital de banda base, simétrica 
NRZ de dos niveles, y 81 es la denominada desviación de frecuencia. 
En la figura V.5 observamos una señal FSK típica, así como la correspondiente señal madulante. 
Generalmente /c» l i T (T duración del pulso), almque en algunos sistemas, parbcularmente 
cuando el vínculo es una línea telefónica, son magni tudes del mismo orden. Así, por ejemplo, es 
'-------------.R,--------
n flnnnnnOOrlnf\ 
Ibl -----"--1-U-f--lVr++V-H-fV+HO V-+-+U++O++U++V-H-fO---'-------
Figura V.5. M odulac ió n FSK. a ) Seflal binaria de banda base, b) sei"ial modulada 
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Clllll ljn p<lri'l InSilS de ~iin l iz<lc ión de I 200 bils/s que se ut ilice modulación FSK con portildora virtual 
ch..' I 7(X) Hz y dcsvincit'm de 500 Hz. 
El espectro de frecuenci<ls de un il sciii'l11'5K es, en general, difíci l d e obtener, por lo que primero 
considernmos un caso cspcciil l que pe rmi tirá obtener un pa norama o ri en ti'ldor 11 J. Se supone que el 
rncnsnje bini'lr io es uni'l sccuencin altcrnadn de unos y ceros, y q ue 1<15 dos frecuencias co rrespon-
d il'n les son JI = M I 1' Y h = NI T (con M y N ntlnlCros c nteros). ambas sincronizadas en fase. El 
espectro de In scii,1l I'SK que resulte puede vis unl iza rsc como la superposición de dos señales OOK 
despli'lznctns rclnlivnmentc en T, con lo q ue se obtiene que el espectro de frecue ncias es: 
x (f) = sine [U - JI) T/ 2J+ si nc[U + JI) TI2J + sinc [U - h> 1'I2J+ sinc [U + /2) TI2] (V.7) 
dondeJ, = j.. - óJy ¡, = J, + óf 
En 1" figur;'1 V.6 rep rescntil tn OS el l"do positivo de la ecu"ción (Y.7), donde se ha supues to 
óF > > l i T. El allchodc bilnda decst<l sei,n l resulta 2 óJ + 2 B,donde B = 1/ (2 1)esel a ncho de banda 
de 1<1 seili'd de b"nd<l base. 
-1 - "-r 
-1 - -ir 
, 
, 
, 
'J: "1' 
T ,'r, , , f 
, ,[:' , , 
, , 
j.--~f fr . tJ. f 
j..-t..f-/J 1, "1 -----+ 
f< -+-tJ. f t O 
Mf-+-2R 
Figura V .6. Espec tro de una sei'lal modulada en FSK (parte pOSitiva únicamente) 
Dos C;'1StlS extremos son de interés: 
1) Si !:J.J > > H, el <I1Kho de b"ndil se ap roxim<l a 2 óf. Esto corresponde si se u tilizan lonas 
ampli¡tlllcnte separ;'1dos en el s islcm" I'SK; el a ncho dc banda es en esenci" la separación de estos 
tonos, vi rtualmente independiente dd ancho de banda de la seii.a1 bin"ria. 
2)Si!:J.J < < B, L'l nncho de b;'1nda se "proxim<l a 213. En este caso, a un con los tonos muy cercanos 
entre sí, el ancho de band.l m ínimo es e l requerido para transmi ti r tlnél sefia l OOK; en este caso el 
ancho d e b"nd.\ l's tá determ inado por b scli.\1 digital. 
En p.lrt il.: ula r si la set, a1 llH.1I..i U 1.111 te es un" SL'ClIc:ncia arbitrariél de pu lsos binarios, cad<l uno 
conformado sl'noilblmcnte con un f¡Jctor de roll-oJJ(a), el "neho de band<l nproxim"do de la selinl 
I'SK resu lta 
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BT=26.f+rO +a)(Hz) (V.8) 
En la generación de señales FSK binarias se incluye entonces un filtro de premodulación que 
permita lograr una mayor eficiencia al atenuar los lóbulos laterales de la senal modulada. 
Precisamente en esta posibilidad para lograr un uso eficiente del espectro mediante un filtro 
de no muy difícil rea lización (premodulación) es donde reside la mayor competitividad de FSK. 
El modulador puede ser lineal, de tipo veo (oscilador controlado por voltaje), es decir un 
oscilador cuya frecuencia de sa lida es función de la tensión de entrada. 
También hay moduladores del tipo digital que sintetizan las frecuencias requeridas; igualmen-
te es posible utilizar dos osciladores sintonizados a fe ± tlf, cuyas salidas se conmutan según la señal 
d e entrada. Este método cuya aplicación fue muy diftmdida en equipos d e telegrafía armónica, tiene 
el inconveniente de producir transiciones de fa se indeseables. 
Los moduladores digitales se basan en circuitos divisores que cambian el factor de división en 
función de la señal de datos. La señal que se va a dividir está provista por un cristal que asegura la 
estabilidad. El diagrama a bloques de este dispositivo se indica en la figura V.7. 
Entrada de datos Divisor 
de frecuencia 1------+1 
(por m 011) 
N Oscilador a cristal 
Filtro 
de salida 
y amplificador 
Figura V.7. Modulador FSK 
Senal FSJ: 
Un amplificador y un filtro de salida completan el circuito de generación FSK. Las exigencias 
del circuito no son grandes pues su ftmción sólo consiste en atenuar componentes indeseables ya 
que el espectro de sa lida ha sido conformado en banda base. 
Las señales FSK pueden ser demoduladas coherente o incoherentemente. El detector coherente 
o de correlación requiere el conocimiento exacto de la fase de la seña l de entrada, de ahí su nombre 
de coherente; su esquema se indica en la figura V.8. 
Señal 
--"'---
+ 
+ Dispositivo de decisión 
Figura V.S. Detector slncrono (o de correlación) para sei'lales F$K 
Señal 
digital 
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Cuando no conocemos exactamente la fase de la señal de entrada debemos recurrir a detectores 
de envolvente. En la figu ra V.9 se ejemplifica lm detector de este tipo que emplea detectores de 
envolvente. 
Señal 
~ 
Señal 
Oispositivo digital 
de decisiOO 
Figura V.g, Detector de envolvente para señales FSK 
Supongamos que la entrada al demodulador es una señal Xr (t), del tipo FSK de amplitud 
constante que instantáneamente conmuta entre dos frecuencias fl y f2. Si recordamos que esa señal 
puede considerarse como dos señales OOK entrelazadas, éstas se verán a la salida de cada fi ltro 
H¡ (j) Y H2 (j); es decir que XI (t) Y .1.'2 (t) serán dos señales OOK tanto más nítidas cuanto 
f l - h > > 2T, las cuales serán detectadas de acuerdo con el circuito de la figura VA. La diferencia de 
ambos detectores proporcionará una señal bipolar que se analiza rá en el circui to de decisión. 
V.3.3. U" caso especial MSK (minim um shift keyil1g) 
Partiendo de la ecuación (V.6) que define la modulación FSK, puede expresarse el par de señales 
SI (t) Y So (t) que representan los dígitos binarios en esta forma de modulación: 
SI (t) ::: A COS (WI t + e) (V.9) 
so (t)::: A cos (wo t + e) 
donde '101 ::: 21t (fr + !lf) Y '100::: 21t (f,-!lf). Obsérvese que ambos pulsos contienen igual energía, 
es decir 
donde 
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P",: potencia media. 
T: duración de un bit. 
E: energía de So (t) o SI (t) durante T segundos. 
En consecuencia, la ecuación (V.9) puede escribirse como 
(V. lO) 
Modulación digi tal 
(
2 E)V2 
S1(t) = T eos(w1 t + 9) (V. ll ) 
(2E)V2 So (t)= T eos (wo t+9) 
Es claro que al receptor lees más fácil reconocer cuál de los dos dígitos se le han enviado cuando 
éstos son más disímiles. El grado de semejanza entre dos señales se mide por el coeficiente de 
correlación y que puede definirse como 
T 
J 51 (1) . So (1) dt 
y E (V.12) 
Cuando s} (t) y So (t) son muy semejantes, el coeficiente y tiende a la unidad y ciertamente es la 
peor condición de trabajo para el receptor. Por otro lado, las señales donde 
T J SI (1) . So (1 ) di = O 
o 
se denominan ortogonales y con ellas el receptor trabaja con mayor eficiencia, disminuyendo la 
probabilidad de errores. Sin embargo, la situación óptima que arroja la probabilidad de error menor 
se ob tiene para y = -1, que es la denominada condición antipodal, y sucede cuando So (f) = - SI (t) . 
Aplicando ahora la expresión V.l2 al par de ecuaciones (V .11) se tiene que 
sen (WI - wo) T y- sine (4· !.l/. n (wl-wo) 
que se representa en la figura V.l O. 
y 
2/3. 
Figura V.1 OValores de y en función de la desviación de frecuencia en modulación FSK 
(V.13) 
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Obsérvese que el caso antipodal no existe en este sistema de modulación y que se acerca a la 
sihlación ortogonal a medida que crece la separación en tre frecuencias; no obstante podemos ver 
que el valor más negativo del coeficiente de correlación sucede para 41:lfT= 3/ 2 O sea para una 
separación 2 I:lj= 3/ 4 T. En este caso podemos obtener igual probabilidad de error que en la 
condición ortogonal con seilales 1.5 dB más bajas e ¡gua I situación de ruido. 
Es decir, que colocando las señales en la separación establecida obtenemos una ligera ventaja 
en comparación con el caso de amplia separación espectral, para lo cual debe utilizarse en el receptor 
un par de detectores coherentes, sincronizados con el ángulo e de la ecuación (V.9). Por este motivo 
a este esquema de seiial ización se le da el nombre de FSK coherente. Nuestro caso de interés se 
produce, sin embargo, para el primer cruce porcero. Cuando41:l jT = 1, es decir para una separación 
mínima dada por 
(V.1 4) 
sea la mitad de la tasa de señalización. Esto significa que en un intervalo T un cero produciría jo 
periodos de la portadora y un uno produciría fa + 0.5 T, o sea una diferencia de 180°. Más aún, la 
señal MSK mantiene continuidad de fase en las transiciones, por lo que pertenece a una clase 
de señales FSK denominadas de fase continua (CPFSK). Nótese que para cada uno la portadora acumula 
180° más que para cada cero (720° y 540° respectivamente en este ejemplo). Como consecuencia, 
¡..,ISK puede considerarse como un caso especial de PSK a unque su espectro corresponde a FSK. 
La ecuación (V.14) nos muestra además que existe una relación coherente entre las frecuencias 
transmitidas y la tasa de señalización requerida. 
Ahora demostraremos que la señal MSK puede generarse utilizando conformadores de onda 
senoidales. A partir de 1<1 ecuación (V.14) tenemos 
con lo que describimos la señal MSK como 
SMSK (t) = A cos 12·1t (fe ± 11j) tJ 
quedando finalmente 
S.\ lSK = A cos (± 21t 11ft) (OS (21t1, t)-A sen (± 2 n 11ft) sen (21t/r t) (V.15) 
cuya realización se indica en la figura V.lla, donde la entrada de datos luego de atravesar el 
convertidor serie a paralelo se introduce en los conformadores senoidales. En el canal denominado 
I el conformador genera cos (± 1t t/2 T), mientras que en el canal Q se introduce un retardo T que 
en conjunto con el conformador provee una secuencia dada por 
[ "(1- Ti] [ " ,] cos ± -y¡:- = sen ± 2T 
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Ambas señales 1 y Q modulan portadoras de frecuencia!e que se encuentran en cuadratura. 
También se muestra en la figura V.llb la configuración del demodulador MSK, donde se compensa 
en el canal 1 el retardo introducido en el transmisor en el canal Q. Además se ha indicado la 
recuperación de la portadora que, como veremos, es imprescindible por tratarse de una detección 
sincrónica, y la recuperación de la temporización. Un convertidor paralelo a serie vuelve a entrelazar 
el flujo de datos. 
La amplitud y fase de las señales de salida de los moduladores es tal que su suma tiene una 
envolvente de amplitud constante, lo que permite su transmisión a través de dispositivos saturables. 
Datos 
ConfOfmador 
senoidal 
binarios Convertidor 
SSMK 
SI r 
QO, 
~r----------' L- Conformador 
senoidal 
,--. (x Filtro de recepción 
Filtro 
de recepción 
Filtro 
de l ransmisión 
RlIfO 
de transmisión (., 
(b) 
Figura V.1 1. Modulación MSI(. a) Transmisor. b) receptor 
Datos 
binarios 
Otra característica importante de la modulación lI.ISK es que las transiciones de fase son lineales 
y continuas. Puede demostrarse que la densidad espectral de energía está dada por 
4 A? 1t T[ 1 + cos 4 1t TU -f c)] 
G (j) = -:::--=---------".--:-[''-16., T' (j -M'f 
donde A es la amplitud de la portadora. 
Las señales MSK pueden generarse al igual que FSK, mediante un oscilador cuyas frecuencias 
alternan entre los dos valores requeridos; sin embargo, el modulador MSK difiere en que la exactitud 
de la desviación de frecuencia debe ser mayor. 
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Por supuesto que esto es imposible de lograr con un veo, por lo que debe recurrirse a un 
modulador d el tipo digital. Otra forma posible es basándose en la generación de señales PSK, que 
veremos más adelante en este capítulo. 
Para detectar señales MSK es necesario reconocer la diferencia de fase de 0 0 o 1800 entre una 
señal y otra, para lo cual debe uti lizarse un detector coherente. En este sentido, como luego veremos, 
el receptor es similar a los utilizados en PSK. 
V.3.4. Modulación en fase PSK 
PSK, también denominada modulación discreta de fase, es una técnica de modulación digital suma-
mente eficiente, y muy utilizada en sistemas como enlaces satélites o radio enlaces de banda ancha. 
En este tipo de modulación la información se codifica en la fase de una portadora de amplitud 
constante. Cuando esa información está representada por el valor absoluto de la fase, es decir 
referida a una portadora sin modular, se tiene el sistema PSK convencional; si la información está 
contenida en las variaciones de fase, es decir referida a la fase del estado anterior, tenemos los 
denominados sistemas diferenciales. 
La ecuación que caracteriza la modulación PSK convencional para el caso binario está dada por 
x, (t) = x (t). A cos (2 nh t) (V.16) 
donde x (/) es una señal binaria, aleatoria, de periodo T, NRZ, que toma valores + 1 o - 1. Comparando 
con la expresión V.2 notamos que la única diferencia entre ASK y PSK es que en la primera la 
portadora se conmuta entre A y O, mientras que en la segunda entre +A y -A. Las señales 
correspondientes a cada estado son 
So (t) = A cos (w, t ) 
51 (t) = - A cos (w, t) = A ros (w, t + Tt) (V. l?) 
en los que se observa tma diferencia de fase de l SOO. Por eUo esta forma de modulación recibe el nombre, 
exclusivamente para el caso binario, de PRK (pllase reserva! keyillg), aunque nosotros preferimos 2PSK. 
Debe observarse también que el par de ecuaciones (V.l?) es antipodal, por lo que se puede predecir 
un buen desempeño del receptor y en consecuencia una baja probabilidad de error. 
En la figura V.12 ilustramos un ejemplo de modulación PSK . Las discontinuidades de fase que 
aparecen al comienzo y final de cada intervalo T cuando existen transiciones de O a 1 o de 1 a O, en 
la práctica se atenúan debido al efecto de suavizado que en el transmisor efectúa el fil tro de 
conformación. 
La densidad espectral de energía puede calcularse transformando la ecuación (V.16). 
(V.1B) 
suponiendo que x (1) es una onda binaria aleatori a con 
G, (j) = T sine' (JI) (V.1 9) 
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o o o 
T T T T T T 
Figura V.12. Modulación PSK 
resulta 
(V.20) 
La señal PSK tiene, entonces, la misma característica de doble banda lateral que la transmisión 
OOK, con la importante excepción de un impulso en la frecuencia de portadora. La ausencia de una 
componente discreta en la portadora significa que I'SK posee una mejor eficiencia de potencia que 
OOK, aunque igual eficiencia espectral. 
Si introducimos la conformación de los pulsos modulados de la ecuación (V.17) obtenemos un 
espectro centrado en la frecuencia portadora con un ancho de banda que duplica el mismo espectro 
conformado en banda base. Consecuentemente los requerimientos de ancho de banda de una señal 
PSK son los mismos que una ASK, a pesar de que este último proceso de modulación es lineal yel 
primero, en general, no lo es. Como veremos más adelante, al considerar el comportamiento en 
presencia de ruido, PSK exhibe un mejor desempeño que ASK y que FSK. 
La gráfica de la ecuación (V.20) es la clásica función sine, cuyo lóbulo principal tiene lUla 
anchura que es el doble de la tasa de señalización (2/T). Además, los lóbulos secundarios decrecen 
muy lentamente, por lo que es necesario filtrar la señal de salida para evitar interferencia en los 
sistemas adyacentes. Esto reduce la potencia transmitida, por lo que normalmente debe incremen-
tarse la potencia del transmisor a efecto de mantener la calidad del sistema. El principal problema 
en el diseño de este filtro de transmisión es proveer la atenuación deseada sin causar excesiva 
interferencia entre símbolos (151). Por lo regular el mínimo ancho de banda aceptable es 21T, que 
permita la transmisión sin atenuación del lóbulo principal. 
Básicamente el modulador 2PSK consiste en un proceso de conmutación que, controlada por la 
señal de datos, conmuta entre la portadora y su versión invertida. 
En general, la modulación puede hacerse en frecuencia intermedia O bien directamente en RF. 
La modulación en FI puede hacerse con el conocido modulador balanceado, donde según la 
polaridad que asigne la señal de datos a un puente de diodos, tenemos variaciones de 1800 en la fase 
de la señal de salida. 
La modulación directamente el1 RF suele utilizarse cu.ando se desean diseños más económicos 
corno en el caso de los enlaces de baja capacidad (2 Mbits/s y 8 Mbits/ s). En la figura V.13 vemos 
una modulación sencilla. 
La señal portadora se inyecta en el ci rculador 1 pasando al terminal, donde se encuentra el 
diodo comandado por la señal de datos 2. La atenuación de 1 a 2 es baja, del orden de décimas de 
dB. De igual magnitud es la atenuación cuando la señal transita en el sentido de la flecha, es decir 
de 2 a 3 y de 3 a 1. Por el contrario, en el sentido inverso a la flecha la atenuación es de 20 a 30 dB. 
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Circulador Q r----_r\e:----+I Amplificador ~3 y antena 
Señal 
de datos 
2 
1I 
Figura V.13. Modulación directa con c irculador 
La señal que emerge de 2 se propaga por la guía para refleja rse en el diodo si éste está en 
cortocircuito, o lo atraviesa si se encuentra en circuito abierto. En este caso la señal de RF recorre una 
distancia adicional de 2 A./4 = >'/ 2; es decir que según la polarización del diodo comandada por la 
señal de datos producimos variaciones de fase de 1800, o sea estamos generando 2rsK. 
El tipo de diodo se elige según la tasa de señalización requerida, teniendo en cuenta que con 
diodos túnel pueden lograrse tiempos de conmutación de 75 ps. En lo referente al amplificador de 
potencia del transmisor podemos acotar que no requiere ser lineal, por lo que se simplifica su 
realización. El diagrama a bloques de un recep tor PSK se representa en la figura V.14. 
Filtro 
yamplif. 
d.~ 
Figura V.1 4. Diagrama a bloques de un receptor PSK 
Referencia 
La etapa fundamental en el receptor la consti tuye el detector sincrónico, donde se multiplica 
la señal modulada con la portadora (referencia); el producto que se obtiene se hace pasar por un 
filtro pasa bajas. Esquemáticamente en la figura V.15 vemos este proceso. 
xctl) = x(t) cos (wc1) K x(l) = X(I) roS> (wc1) 
x 
=K/2 x(1) [1 + cos 2 w<,,¡ 
K <:OS (wcll 
Filtro 
pasa bajas 
Figura V.15. Esquema de un detector sfncrono 
Kl2x(t) 
Observe que el resultado se aplica no sólo a 2rsK, donde x (t) = + 1 o - 1, sino a ASK, donde 
x (1) = + 1 00. 
Hasta aquí hemos supuesto que la referencia local se encontraba en la misma frecuencia y tenía 
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la misma fase que la portadora de la señal recibida. Si la señal de referencia tuviese una frecuencia 
W, + Óo lO la salida del multiplicador sería 
que una vez filtrada daría 
K 
"2X(t) [ 6 w· f +cos (2lJ1 +Óow) t ] 
K 
"2x(t)cos(6w.t) 
algo inaceptable, pues difiere totalmente de la señal deseada. 
(V.21) 
Si en cambio la señal local se encontrara en la frecuencia correcta pero presentara un corrimiento 
de fase 6, es decir K . cos (w, t + 6), la señal que obtendríamos a la salida del filtro pasa bajas sería 
K 
"2 x (/) cos (9) (V.22) 
o sea la señal deseada pero a tenuada en amplitud. Note us ted que para a = n/21a salida aproxima-
damente es nula, para 6 > n/ 2, invertida¡ es decir, los unos transformados en ceros y los ceros en 
unos. 
Ahora comprendemos el nombre de detección sincrónica debido a que la señal de referencia 
no sólo debe coincidir en frecuencia con la portadora sino también debe estar sincronizada en fase. 
El problema de obtener esa señal de referencia se resuelve de dos formas: 
La primera consiste en enviar una señal piloto junto con la señal modulada. Dicho piloto se 
extrae del receptor y se utiliza para sincronizar el oscilador local. Se tra ta de que el piloto esté libre 
de ruido o, más propiamente, de que la relación señal de piloto/ ruido sea aceptable. 
La otra opción se basa en obtener la señal de referencia de la misma señal modulada, ya sea 
mediante operaciones alinea les (cuadráticas) o mediante lazos de regeneración (PLL). Así, por 
ejemplo, si la señal modulada de entrada se rectifica en onda completa y posteriormente se filtra 
obtendremos una senoide de frecuencia doble a la portadora, insensible a los cambios de fase de la 
modulación. Esto es como consecuencia de que al duplicarse la frecuencia las fases relativas de 0° y 
180° se transforman en 0° y 360° para resultar congruentes. En la figura V.16 se esquematiza este 
método. 
La frecuencia de salida debe dividirse a la mitad a fin de tener la referencia buscada. Es obvio 
que la señal de salida será más depurada cuanto más agudo sea el p roceso de filtrado, lo que 
contribuye a disminuir el jitter. En contraposición, un fil ITO más selectivo aumenta el tiempo de 
establecimiento. 
l/.3.S. PSK Diferencial (OPSK) 
El esquema de señalización denominado PSK diferencial o de comparación de la fase evita la necesidad 
de obtener una referencia coherente en el receptor. En este método la referencia de fase se toma del 
intervalo de señalización precedente, con lo que el detector extrae la información digital, basándose 
en las diferencias relativas de fase; es decir, que en vez de recuperar la portadora en el receptor 
utilizamos la misma señal recibida pero demorada en un bit (T = l/r). 
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f++++-+-I--f-'t--H--/'-\--f-+-++,--- U) 
Figura V.16. Recuperación de la portadora mediante rectificación. a) Sei'ial 2PSK (modulada), 
b) sei'ial rectificada. e) sei'ial filtrada 
Por supuesto que para ello es necesario que previamente en el transmisor se codifique de manera 
diferencial la información digital. Los diagramas a bloques del modulador y demooulador se muestran 
en la figura Y.17a y V.l7b respectivamente, denominándose DE2PsK (differential encoded 2PSK) . 
,,,", 
"', 
I 
Información 
digital 
Retardo 
1/, 
1 
(.) 
Demodulador I 
2"" I 
r-
Referencia 
j: ti cos (w,l) 
.1 Circuito I I de decisión I 
(b) 
Figura V.17. a) Modulador OPSK, b) demodulador OPSK 
'. 
El proceso de codificación se inicia con un bit arbitrario y a partir de ahí el flujo de datos se 
genera mediante 
(V.23) 
Las operaciones de codificación y decodificación se indican en el ejemplo del cuadro V.l. 
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CUADRO V.1. Codificación y decodificación diferencial 
Entrada bw 
Mensaje codificado 
Fase transmitida 
Salida de la comparación de fases 
Salida 
11 R('fcrcncia arbitraria 
1 1 O 
1( #) 
O O O 
+ + -
1 1 O 
1 O O O 1 
1 O O O 1 1 
1I n O n O O 
+ - - - + 
1 O O O 1 
El receptor DPSK correlaciona la señal recibida con una versión retardada en 1 bit de la misma 
señal. Su salida se compara con cero, por lo que en el convertidor AJO se opta por 1 o O. En el cuadro 
V.l podemos verificar que el recep tor recupera correctamente la secuencia de entrada (en ausencia 
de ruido) a partir del análisis de los cambios de fase en intervalos sucesivos. El lector también puede 
comprobar que tomando un cero como referencia arbitraria se obtiene la misma salida. 
Como veremos luego, el comportamiento de este esquema de señalización en presencia de 
ruido es bastante aceptable. La única desventaja significativa es que debe trabajar a velocidad fija T 
debido a que el retardo que se introduce en el receptor también está fijo en 1 / T; de esta manera no 
acepta la transmisión asíncrona. 
Otra desventaja del sistema es que los errores tienden a ocurrir en pares. En efecto, si sucede un error 
también causa un error de deaxlificación en el bit siguiente. Si bien este hecho introduce W1a inevitable 
degradación ésta puede compensarse aumentando ligeramente la potencia de la señal recibida. 
Antes de concluir este apartado, es oportuno comentar acerca de la utilización de la codificación 
diferencial, que no sólo se utiliza acompañando los sistemas de detección DPSK sino para evitar 
ambigüedades de fases en PSK; en efecto, tal como hemos visto en el apartado anterior, alglmos 
mé todos para obtener la portadora de referencia se basan en la duplicación de fase, por lo que existirá 
una incertidumbre de 1800 sobre la misma. En otras palabras, obtenemos una perfecta portadora de 
referencia en el receptor, sincronizada en frecuencia y fase con la del transmisor, pero que puede 
estar desfasado en 1800, con lo que no sabemos si los unos que recibimos son en realidad ceros. Una 
forma de salvar esta ambigüedad consiste en transmitir una secuencia conocida cada vez que el 
sistema recupera sincronismo. 
Como alternativa se aplica la codificación diferencial, con lo que la información ya no está 
contenida en la fase absoluta sino en las transiciones, y así obviar el problema de las ambigüedades. 
En el receptor, como alternativa al de la figura V.l7b, puede utilizarse tm receptor PSK 
convencional (figura V.18), con su correspondiente circuito de recuperación de portadora , pero 
adicionándole un decodificador de lógica inversa a la del transmisor. En la figura V.l8 se indica la 
modulación codificada d iferencialmente con las dos alternativas de demodulación: la convencional, 
seguida del decodificador diferencial, y la demodulación diferencial. 
V.4. MODULACl6N MULTlstMBOLO 
En los sistemas de banda base se señaló que a efecto de reducir el ancho de banda puede recurrirse 
a esquemas de señalización de más de dos niveles. 
Recordemos que idealmente (Nyquist) se pueden llegar a transmitir 2 bits/seg/Hz. Si se utiliza 
un conjunto de M = 2" símbolos, siendo n el número de dígitos binarios sucesivos que se combinan, 
pueden transmitirse 2/1 bits /seg/Hz utilizando una banda de Nyquist. Consecuentemente la 
señalización multinivel puede extenderse a las diversas técnicas de modulación consideradas. 
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Figura V .16. M o dulado r codificado di'erenCialmente con dos opciones de demodulación 
Así, tendremos modulación multisímbolo (o mulhnaria) en ASK, PSK y F$K. Por lo regular se 
prefiere utilizar esquemas multinivel cuando se quiere conservar el ancho de banda a expensas de 
un aumento en la potencia transmitida. 
En general, las técnicas de multifase y multinivel, así como su combinaci6n, se aplican para 
reducir anchos de banda y son de gran aplicaci6n en sistemas telefónicos y satelitales. Los esquemas 
multifrecuencias, por el contrario, suelen producir mayores ancho de banda y como contrapartida 
una mejor inmunidad frente al ruido. 
Para el estudio de los diversos esquemas de modulaci6n de nivel M supondremos que el 
modulador toma bloques de 11 dígitos binarios y asigna una de las M = 2" formas de onda posibles 
a cada una de las diferentes M combinaciones de los 11 dígitos binarios. 
VA.l. PSK multisímbolo M-PSK 
En el esquema M-PSK la fase de la portadora puede tomar uno de los M valores posibles separados 
en un ángulo Ó cp = 2 n/ M; en consecuencia las M formas de onda posibles de transmitirse están 
dadas por la siguiente expresión general. 
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s (t)=A COS ( we t + x (t~8<PJ (V.24) 
donde x (t) es una señal de banda base, simétrica, NRZ, cu yos M niveles son: ±1, ±3 .. 
Consideremos primero en detalle el caso M = 4 conocido como 4PSK o Q-PSK (donde la Q 
corresponde a Quatemary). En este caso se combinan los dígitos binarios, pudiendo ser 00, 01, 10 Y 
11, con lo que deben existir cuatro ángulos de fa se que les correspondan, siendo tl <p = n/ 2 
¡+~/4 x(t) = +31t/ 4 2 -30u/ 4 
-~4 
(V.25) 
Debe queda r claro que estos dos pulsos binarios sucesivos se almacenan para luego emitir el 
símbolo (la forma de onda) correspondiente. Entonces si la tasa de señalización es r bits /s cada pulso 
binario tendrá una duración l /r, pero el símbolo producido por el modulador durará 2/r. 
Si se expande la ecuación (V.24) pa ra el caso M = 4 tenemos 
(V26) 
donde 
( X (1) 
6 
"'J b (x (1) 6"'J ax=cos --2- y x=-sen --2-
En consecuencia, obtenemos los siguientes pares ordenados 
(V.27) 
Observe con atención que la ecuación (V.26) corresponde a dos componentes en cuadratura, 
que se transmiten en forma simultánea. Tales componentes sólo podrán tomar dos va loresdiferentes 
según el flujo de datos moduJante. 
Estas componentes reciben la denominación de componentes en fase por el coseno, y en 
cuadra tura por el seno, d ebido a su posición referida a la portadora sin modular. En realidad este 
tipo de expansión coincide con la que se hace para el caso de señales analógicas. 
Así, por ejemplo, si para la combinación de dígitos binarios de entrada 1,1 asignamos un ángulo 
d e fase de la portadora n/4 tendremos que la expresión (V.26) nos queda 
s (1) = cos (we t) + sen (we t) 
Es muy ilustrativo indicar las cua tro posibles posiciones que ocupa la portadora modulada 
recurriendo a la representación en el espacio de señaL Por claridad se representan las señales por 
un punto, que no es más que el extremo del vector que le corresponde en dicho espacio. En la figura 
V. 19 se muestran los conjuntos de puntos mencionados, cuyo nombre es constelación; para mayor 
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claridad, se indica también el esquema 2PSK y las formas de onda correspondientes. Observe que el 
sentido asignado a los ejes corresponde a que en el diagrama los vectores rotan en el sentido 
antihorario y a que el seno adelanta 1t/ 2 al coseno. 
o 
l'} H---.H+-LJh-+H++--''-++h-
b, 
11 10 01 00 10 
lb 
A f\ A f\ ~ A } 
V V V V v \) 
Agura V. 19. Constelación y formas de onda para a)pSK, b) 4PSK 
En el cuadro V.2 se indica el valor de las componentes en cuadrarnra en función de los dígitos 
binarios de entrada. Se muestra también la expresión correspondiente de la portadora modulada 
(ecuación V.24). 
CUADRO V.2. P5K Componentes en cuadratura 
Dígitos binarios Coeficimtes Porladora modulada 
a, b, 
01 0.707 -0.707 cos (w, t + 1[/ 4) 
00 -0.707 -0.707 cos (w, I + 3 1t/ 4) 
10 -0.707 0.707 cos (w, t - 31[/4) 
11 0.707 0.707 cos(w, t-1[ / 4) 
La modulación 4PSK se hace mediante diversos métodos: el primero de ellos se basa en la 
combinación lineal de des señales en cuadratura según se desprende de la ecuación (V.26), tal como 
se muestra en la figura V.20. 
En la misma figura se almacena un par de bits de la información digital en un registro de 
desplazamiento; y se aplican a dos moduladores PSK binarios cuyas portadoras están en cuadratura 
entre sí. Observe que cada modulador recibe lffi flujo de datos a la mitad de la velocidad con la que 
ingresa la información digital. Las dos señales rsK binarias se combinan -sumadas- para producir 
los cuatro estados posibles que se reseñan en el cuadro V.2. 
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Figura V.20. Modulador 4PSK 
En lo que respecta al proceso de detección, ya no nos basta con una sola referencia sincrónica 
que nos provea 
( 
X (t) 6 ",) YIIX= cos lO, t + --2- cos (w, t) 
que convenientemente filtrada nos dará 
(
X (t) 6 "'J YAx=COS --2-
Ahora será necesaria otra referencia ortogonal 
( X(I)6"' ) Yh=COS w, t+ --2- sen (wJ) 
que después del filtro será: 
(
X (1) 6 ",) YBx=-sen --2-
De esta manera todas las decisiones del detector pueden basarse en la polaridad de y"u y Y8x-
En efecto, obsetvando el cuadro V.2 resulta que el primer bit es cero (O) cuando el ángulo de fase es 
positivo (7tl4 o 31[/4); es decir que este primer bit está completamente especificado por la polaridad de 
sen [x (1)!:J. <p]h que es precisamente la salida Y8n del receptor sincrónico con referencia ortogonal. 
Idéntico razonamiento puede emplearse para el segundo bit que será uno cuando la fase sea ±7t/4, esto 
es, cuando el coseno sea positivo. En la figura V.21 vemos la realización básica de un detector 4PSK, así 
como la etapa de regeneración. Observe que de acuerdo con lo expuesto, consiste en dos canales, cada 
uno de ellos operando en forma binilria; cada canal posee un detector de fase seguido de un filtro pasa 
bajas_ La salida de los mismos se aplica a un regenerador y también al circui to de recuperación de reloj 
(dock). Posteriormente el flujo de datos regenerado pasa por un decodificador diferencial que elimina 
la decodificación hecha en el transmisor; finalmente los dos canales se multiplexan bit a bit compensando 
el efecto que produce el registro de desplazamiento del modulador. 
Considerando las figuras V.2Q y V.21 se evidencia W1 concepto importante: la información 
digital de entrada se ha dividido en dos secuencias binarias intercaladas de velocidad r / 2, las cuales 
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modulan en PSK binaria dos componentes en cuadratura. Estas secuencias binarias están recién 
recompuestas en el multiplexor de sa lida del detector; de esta manera, para efecto del análisis, la 
modulación 4PSK puede verse como dos 2PSK en cuadratura. Una consecuencia inmediata de lo 
expuesto es la necesidad de una perfecta ortogonalidad entre las portadoras de los dos canales, pues 
en caso contrario se produciría una suerte de interferencia diafóruca. La otra consecuencia es que, 
como toda modulación en cuadratura, inhibe el uso de banda lateral única, ya que la remoción de 
parte de la banda introduce componentes en el plano ortogonal a la misma. 
Delector Decodificador 
,----------. de fase y fillro 'M Regenerador t--------
pasa bajas diferencial 
~ Referencia 1 coherente j, 
go" ! Recuperación de reloj I Multiplexor Salida 
Detector 
'--------
de fase y filtro Regenerador Decodificador 
pasa bajas ,,, diferencial 
Figura V.21 . Detector 4PSK 
Ahora consideraremos M = 8 denominado 8PSK. En este caso las ocho fases diferentes están 
separadas en un ángulo.ó. <p = n/ 4. Resulta evidente entonces que cada fase representa tm grupo de 
tres dígitos binarios (tribits). En el cuadro V.3 se indica la expresión de la portadora correspondiente 
a las ocho posibles combinaciones de tres dígitos binarios, además del valor de las componentes en 
cuadratura. 
CUADRO V.3. 8PSK Componentes en cuadratura 
Dígitos biliarios Coeficien tes Portadora modulada 
a, b, 
011 0.924 -0.383 ces (w, t + n/8) 
010 0.383 -0.924 cos (w,t + 3n/8) 
000 -0.383 -0.924 cos (w, t + 5ft/8) 
001 -0.924 -0.383 cos (w< t + 7ft/8) 
101 -0.924 0.383 cos (w, t - 7ft/8) 
100 -0.383 0.924 cos (w< t - 5ft/ 8) 
110 0.383 0.92' ces (w< t - 3 n/ 8) 
111 0.924 0.383 cos (w< t -ft/8) 
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En la figura V.22 se muestra la constelación correspondiente a 8PSK. Observe que los tribits de 
cada fase siguen el código Gray a fin de minimizar la severidad de los posibles errores. 
ooo _ _ -;-~~ 010 
Figura V.22. Diagrama de fase de una seí'ial 8PSK 
Para generar señales 8PSK pueden utilizarse los métodos expuestos para 4P5K. Cabe aclarar, sin 
embargo, que ahora las componentes en cuadratura ya no sólo varían en signo sino en ampli tud, 
por lo que de querer utilizarse tm esquema similar al de la figura V.20 tendría que transformarse el 
registro de desplazamiento en un generador de señales de banda base, para que entregara a los 
moduladores las magnitudes de ax y bx, según los valores del tribit que se almacene en un intervalo 
dado. 
Un ejemplo de modulador 8PSK básico lo vemos en la figura V.23. 
" 
b, 
Modulador 
."'" 
Registro ~8 Portadora ¡" I A I B I e I de desplazamiento Le::' + reL Modulador 1 ,,.,;, 
Senal 
~
b, 
" 
Modulador 
",' 
Figura V.23. Modulador 8PSK 
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El mismo modular 8PSK consta de dos moduladores 4PSK y un modulador 2PSK. La salida del 
modulador 4PSK superior está dada por los dos primeros bits (A y B) del tribit que se está 
transmitiendo. Lo mismo sucede con el modulador 4PSK inferior si el tercer bit (e) es un O; pero si el 
tercer bit es un 1 su constelación se modifica tal como se indica en la figura. La composición de ambas 
salidas en el sumador, finalmente nos entrega la constelación 8PSK deseada. 
En lo referente a la detección de señales 8PSK vemos que si aplicamos un circuito como el de la 
figura V.21 con tan sólo dos referencias (sen y cos), no podremos discriminar entre puntos de 
la constelación de un mismo cuadrante. La salida de los detectores de fase ya no es constante y 
tendríamos que introducir una referencia para discriminar su amplitud. Obviamente esto no es 
deseable pues preferimos mantener una detección basada en polaridades. Para solucionar estos 
inconvenientes existen dos métodos posibles. 
El primer método consiste en introducir dos referencias adicionales en el receptor y medir la 
fase de la senal recibida también respecto a ellas. En la figura V.24 se indica la posición de las nuevas 
fases de referencia denominadas e y d, de las cuales son cos (we t + n/ 4) y sen (we t + n/ 4), respecti· 
vamente, así como las ya usadas a y b. 
OOO~-r-~_ OlO 
,oo~_I-/' 110 
d 
FIgura V.24. Fases de referencia para fa detección 8PSK 
Las salidas de los cuatro detectores se determinan por 
[ X(I)~"'] Ytn =COS wt t +--2- cos(W( t) 
[ r(I)~"'] Ybx"'COS wt f+--2- sen(w( t) (V.28) 
[ r(I)~"'] y(X = COS wt t + --2- cos (w( t + 1t12) 
[ r(I)~"'] Yd:r=cOS wt l+--2- sen(w( t+1tI2) 
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Estas salidas convenientemente filtradas mediante un filtro pasa bajas nos entregarán, amén 
de una constante: 
[X(l)"~] YAx=COS --2-
[
X (1)" f/l] YBx = - sen --2-- (V.29) 
= O 707 [ (x (.)"~) (x (1)" f/l)] YCx . cos 2 +sen 2 
O 707 [ (
X (I),,~) (x (')" ~)] YOx =. cos --2-- - sen --2--
Examinando la figura V.24, podemos decir que: 
• El primer bit será un 1 si Y8~ > O 
• El segundo bit será un 1 si YA% > O 
• El tercer bit será un 1 si YCr y YDx son simultáneamente positivos o negativos. 
En resumen, si llamamos A, B, e y D a las variables lógicas que representan salidas positivas 
de YAx, YB:", YCr y Yo", los tres bits estarán dados por: 
Primer bit = B 
Segundo bit = A (V.JO) 
Tercer bit = CD + CD 
El segundo método para detectar 8PSK se basa en que YCx Y YOx pueden obtenerse a partir de la 
combinación lineal de Ax y Bx, tal como 10 indican las ecuaciones (V.29). En efecto, 
(V.3I) 
Note que las ecuaciones (V.31) representan una rotación de 1tI4 de los vectores ortogonales 
base; si el ángulo de rotación fuese un valor a arbi trario tendríamos 
YCr = cos (a YBJ - sen (a. y ...... ) 
YOr = sen (a YB,) + cos (<x YAr) (V.32) 
lo que permite extender lo expuesto cuando son necesarias nuevas referencias, como por ejemplo 
en 16psK. La realización circuital basada en la ecuación (V.31) se muestra en la figura V.25. 
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Figura V.25. Detector 6psl( de dos referencias 
Salida 
Observe que se ha obviado la ponderación por el coeficiente 0.707, pues nos basta con las 
polaridades obtenidas. 
Espectro de las señales PSK 
En páginas anteriores analizamos el espectro de la señal 2PSK; ahora bien, una señal 4PSK de 
velocidad r bits / s puede considerarse como dos canales 2PSK en cuadratura, de velocidad r / 2 bits! s. 
Debido a la ortogonalidad de los dos canales las señales no están correlacionadas, por 10 que el 
espectro compuesto es meramente la suma de los espectros individuales; en consecuencia, y como 
cabría esperar, el ancho de banda requerido para 4PSK es la mitad del 2PSK a igual velocidad de 
señalización. 
Un análisis similar basado en las señales de banda base, permite concluir que si para 8PSK la 
tasa de señalización se reduce a r /3, el espectro se reducirá en igual proporción. En conclusión, todos 
los sistemas PSK convencionales producen un espectro de la forma sinc (x) centrada en la frecuencia 
de portadora. Debe tenerse en cuenta, además, que para las condiciones de equiprobabilidad y 
simetría de la constelación no hay componente espectral en la frecuencia de portadora. 
Cabe mencionar, no obstante, que el gran ahorro se obtiene al pasar de 2PSK a 4psK. Este hecho, 
sumado a ciertas características que describiremos frente al ruido, y a una moderada dificultad en 
la implementación, hacen de 4.rsK el esquema de mooulación más difundido. Sin embargo, cuando la 
reducción de ancho de banda es el objetivo primordial, es necesario recurrir a métodos de modula-
ción más complejos. Resulta claro que los lóbulos laterales decrecen muy lentamente. Así, por 
ejemplo, la atenuación relativa del primer lóbulo lateral respecto al principal es de sólo 13.5 dB. Si 
bien podemos encarar diversas definiciones de ancho de banda, resulta ilustrativo aplicar la 
adoptada por la FCC (Federal Communications Commission), que establece que el ancho de banda 
ocupado es la banda que deja 0.5% de la señal por encima y por debajo de los límites superiores e 
inferiores respectivamente; es decir que 99% de la potencia de la señal debe estar dentro de la banda 
ocupada. 
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De lo expuesto concluimos que la gran dispersión de su espectro es uno de los principales 
inconvenientes de los sistemas de mod ulación PSK y debe tomarse en cuenta en el diseño de los filtros 
de transmisión. ASÍ, también los organismos reguladores de la utilización espectral fijan especifica-
ciones estrictas tendientes a evitar interferencias entre sistemas. 
VA.2 . Modulación por cuadratura de amplitud QAM 
Hasta ahora en los esquemas PSK todos los puntos de la constelación se encontraban sobre una 
circunferencia, lo que implicaba amplitud constante. Y si bien habíamos visto la conveniencia de 
suponer dos canales en cuadratura , los niveles de las señales modulan tes (banda base) en cada 
canal no eran independientes pues la composición de ambos debía resultar en una señal de 
amplitud constante. 
Si ahora abandonamos esta condición y permitimos que las señales de banda base en los dos 
canales en cuadratura sean totalmente independientes, estamos en presencia de un esquema 
denominado QAM (Quadrature Amplitude Modulation ) o bien APK (Amplihld Pllase Keying). 
Dicho esquema consta de la modulación multinivel de amplitud de dos portadoras en cuadra-
tura en forma independiente; en consecuencia, los dos canales en cuadra tura son completamente 
independientes, incluso la codificación en banda base. 
La ecuación de la señal QAM puede escribirse como una extensión de la (V.26) 
Si (1) = ai cos (w, t ) + b¡ sen (w, t) (V.33) 
donde a¡ y b¡ toman en forma independiente los valores discretos previstos según el número de 
niveles establecidos, siendo M = V. 
Para el caso especial de dos niveles (±1) en cada canal el sistema no es más que 4PSK. En la figura 
V.26 se representa el esquema donde cada canal en cuadratura puede tomar cuatro niveles distintos, 
cuyo resultado es el denominado 16QAM, es decir L = 4 Y M = 16. 
Observe que a diferencia de 16PSK la envuelta de la portadora modulada ya no será constante, 
lo que en principio inhibe el uso de dispositivos saturables. 
sen (IV,.!) 
• • • • 
• • • • 
ros (IV,.!) 
• • • • 
• • • • 
Figura V.26. Diagrama de constelacl6n de 160"''''' 
Por otro lado, la distancia entre puntos en un esquema QAM es siempre mayor que un esquema 
PSK equivalente, lo que puede verificarse a partir de d = 2 sen (n/ M) y d = ..J2/ (M II2 - 1), que dan la 
distancia entre puntos para los esquemas PSK y QAM respectivamente. Como veremos más adelante, 
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esta conclusión tiene una importancia flUldamental en el rendimiento de ambos sistemas en lo que 
se refiere al ruido. 
El diagrama a bloques de un modulador QAM está representado en la figura V.27. El flujo de 
datos de entrada, con lUla tasa de señalización de r bits/s, se divide en dos flujos de velocidad r/ 2. 
A continuación un convertidor de 2 a L niveles transforma lUla señal binaria en una señal multinivel 
cuya velocidad es 
rs = ~ . IO~l L (símbolos / s) 
Así, por ejemplo, si la fuente de datos tiene una velocidad de r 10 Mbits/s, el flujo dividido será 
de 5 Mbits/s y si usamos un sistema 16QAM tendremos L = 4 niveles en cada señal a i y bi, con lo que 
sus velocidades serán 
10 Mbits / 2 1 
r$ = 2 . IOg2 4 = 2.5 Mbits / 5 
Como veremos más adelante, el ancho de banda final requerido dependerá del filtro de 
confonnación ubicado a la salida de los convertidores de 2 a L niveles. 
Una limitación importante de este método de modulación es la necesidad de utilizar amplifi-
cadores de potencia muy lineales con mínimos efectos de conversión AM a AM y AM a PM. 
Sin embargo, para mejorar las relaciones señal-ruido en los sistemas satelitales es altamente 
deseable la generación de potencias de saJ ida altas, lo que se logra más fácilmente utilizando 
disposi ti vos limitados en amplitud. Ejemplos deestos elementos son los tubos de ondas progresivas, 
los klystrons en saturación, los amplificadores transistorizados operados en clase e, así como los 
amplificadores basados en diodos Gunn e lmpatt (ILA). 
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Un método para compatibilizar los requerimientos de linealidad y alta potencia de salida 
consiste en obtener la señal16QAM como combinación d e dos señales 4PSK. Puesto que las señales 
4 PSK no se filtran antes d e combinarse no contienen variación d e amplitud y en consecuencia no 
sufren ninguna degradación si se amplifican en un dispositivo alinea!. La tensión de salida de uno 
de los amplificadores se hace al d oble de la del otro amplificador, y de la combinación lineal de 
ambos se obtiene la señal 16QAM, la cual es filtrada para limitar su espectro. 
El diagrama a bloques de un demodulador QAM de M = 12 niveles se aprecia en la figura V.28; 
el convertidor de L a 2 niveles consiste en L -1 comparadores que prevén un 1, lógico a su salida si 
en el instante d e muestreo la señal de entrada supera el nivel de umbral preestablecido. En caso 
contrario se tendrá un O lógico. Las salidas de los L - 1 comparadores se conectan a un circuito lógico 
que finalmente determinará la palabra binaria de salida correspondiente; así, para M = 16 se tendrá 
L = 4 Y un dibit de salida por cada instante de muestreo del convertidor L a 2. 
El muestreo se hace a r/ (2 10g2 L) y su tasa de salida binaria es r / 2. Finalmente el convertidor 
paralelo-serie multiplexa los dos flujos de datos proveyendo la salida deseada a r bits / seg. 
El espectro de una señal QAM se determina, como en todos los moduladores de producto, a 
partir del espectro de las señales de banda base aplicadas a los canales en cuadratura. 
-Señal 
'---- ->{ X 
Filtro 
p ... 
bajas 
p ... 
bajas 
Comparadores 
V umbrlll 1 
Lógica 
V um bral L·' 
Salida 
~edatos I-------j-+Mo< r/2 biVs 
r/2 bilis 
Lógica 
V umbrlll l ·' 
Figura V.26. D iagrama a bloques de un demoduladorOAM de M - L2 niveles 
Como estas señales tienen estructuras similares a los PSK, los espectros de QAM son similares a 
los PSK de igual orden. Concretamente el espectro de una señal 16QAM es similar a un 16PSK, y así 
sucesivamente. 
En conclusión, las señales deben filtrarse para su transmisión; pero la limitación en banda debe 
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hacerse cuidadosamente para evitar interferencias entre símbolos (151). En la práctica se recurre a 
conformar la señal con caídas (roll-off) sinusoidal similares a las descritas en la transmisión en banda 
base. Si bien la conformación puede efectuarse directamente sobre los pulsos antes de la modulación, 
en la práctica se hace tanto en el transmisor como en el receptor, acercándonos a una característica 
de Nyquist. 
Recordando que en un canal de banda base de B (Hz) puede transmitirse con una velocidad 
28 
,=--l +a (V.34) 
donde el factor de roll off a. varía de O para un filtro pasa bajas ideal a 1 para un fi ltro de coseno 
elevado. Ahora bien, para un canal de radio acoplado a un modulador lineal (del tipo de los 
descritos) necesitamos un ancho de banda BT = 2B con lo que la velocidad de señalización será 
BT 
,=--l +a (V.35) 
Finalmente, para un esquema QAM con M = 2n estados posibles la tasa de señalización es de 
lo que equivale a 
s = -"- bits/seg/ H z l +a 
En el cuadro V.4 aparecen valores típicos de la ecuación (V.36b). 
CUADRO V.4. Densidad de información el! QAM (bits/seg/Hz ) 
Factor de roll-off 
M 0. 1 0.2 0.5 0.75 
2 0.9 0.83 0.67 0.57 
4 1.8 1.66 1.33 1.14 
8 2.7 2.5 2.0 1.71 
16 3.6 3.32 2.67 2.28 
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Ejemplo V.1 
Calcule la tasa de señalización posible en un canal telefónico cuyo ancho de banda se estima en 2.4 
KHz. El tipo de modulación usado es 4QAM (equivalente a 4P5K) y se suponen factores de roll-off de 
10% y 100 por ciento. 
Para a = 10% la tasa de señalización se aplica la ecuación (V.36) 
y para a = 100% se tiene 
,= 2·2.4 KHz 4300 bHsls 
1 +0.1 
2· 2.4 KHz 
r == 2400 bits/s 
1+1 
Ejemplo V.2 
El Spade es un sistema de comunicaciones satelital de acceso múltiple que utiliza un esquema de 
modulación 4P5K para transmitir 64 Kbits/s en un ancho de banda de 38 KHz. En consecuencia, el 
factor de roll~off necesario será 
11 BI 
a=-- 1==O.19=19% , 
V.4.3. Esquemas FSK de M estados 
La técnica FSK de M estados mantiene la potencia constan te a expensas de incrementar el ancho de 
banda. Si consideramos un esquema de M estados tendremos que las M posibles señales utilizadas 
están definidas por 
y la condición de ortogonalidad 
lA cos (w¡t ) 5,(1) = O para Os t S T en otro caso 
¡A2 T ( s,(t) Sj(t)dt = -2-o O si i=j si i"# j 
(V.37) 
(V.38) 
Es decir que las señales tienen una duración T e igual energía. Si suponemos que se utiliza 
conformación de Nyquist y que las señales están espaciadas en l I T Hz, el ancho de banda total 
estará dado por M I T. 
Los problemas involucrados en el cálculo del espectro de Mi-""SK son similares a los de FSK binaria, 
por lo que pueden calcularse espectros típicos con el uso de computadoras. En general el aspecto 
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de ambos espectros coincide. El receptor óptimo para este conjunto ortogonal de señales consiste ~n 
un banco de M filtros acoplados como se indica en la figura V.29. 
La salida de los filtros se muestrea en los instantes kT y se decide cuál Si (t) estaba presente en 
ese intervalo. 
1 
St (1) 
Circuito Salida 
de decisión 
~ (I) 
Figura V.29. Receptor de MFSK 
V.5. COMPORTAMIENTO EN PRESENCIA DE RUIDO 
En el desarrollo anterior presentamos las diversas técnicas de modulación digital; describirnos 
distintos aspectos de los extremos transmisor y receptor y dimos especial atención a cada ancho 
de banda de transmisión. Esto último es coherente con lo señalado en el capítulo 1 respecto a 
considerar el ancho de banda como una de las limitaciones fundamentales de un sistema de 
comunicaciones. En concreto, el conocimiento de los anchos de banda requeridos implica mantener 
la distorsión y, en consecuencia, la interferencia entre simbolos por debajo de límites aceptables. 
También apuntamos en el capítulo 1 que el ruido consti tuye otra de las limitaciones fundamentales, 
pues combinado con la atenuación de la señal en su trayecto transmisor-receptor, conspira contra 
la eficiente transmisión de la información. 
En este apartado consideraremos el comportamiento de los diversos sistemas de modulación 
digital en presencia de ruido. Supondremos, al igual que en banda base, que el ruido se adiciona a 
la señal mientras ésta se propaga por el sistema; esto es, ruido aditivo, y de naturaleza gaussiana 
como se muestra en la figura V.30. Esta suposición, aparte de ser realista, nos permitirá utilizar 
modelos simples, así como adecuados parámetros de evaluación y comparación. 
En el caso de los esquemas de modulación binarios ASK, PSK, F$K, notamos que pueden 
generalizarse con la expresión: 
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, ___ ----,~R"':OI = ,en o .. '" 
("t) D~t~ ,1 Modulador Cana! ~ Demodulador ~("¡J 
Blnano . 5(1) +~ (receptor) Binario 
1 
Frecuencia 
portadora 
'-----------' 
Figura V.30. Sistema de transmisión de datos b inarios en presencia de ruido 
V.5.l . Filtro acoplado 
El receptor tiene que determinar cuál de las dos formas de onda conocidas JI (f) oh (1) estuvo 
presente durante cada intervalo de la seña l. En el caso de transmisión binaria, los mensajes se 
transmiten únicamente por dos símbolos; uno de ellos puede representarse por un pulso s (t), y el 
otro por la ausencia del pulso, como se muestra en forma general en la figura V.31. 
1/\ 
o o o 
Figura V.31 . Concepción general de los esquemas de modulación binarios 
Estamos entonces en el caso de banda base, y podemos aplicar los mismos resultados que 
obtuvimos en el capítulo IV para la detección en presencia de ruido; es decir, debemos muestrear 
los pulsos recibidos y compararlos contra un nivel de decis.ión para detectar cuál es la forma de onda 
que ha sido transmitida. 
Es conveniente apuntar que en los receptores, previo a la etapa de detección, siempre existirá 
un filtro, que se denomina filtro acoplado, destinado a reducir la relación señal a ruido en el instante 
de decisión, tal como se muestra en la figura V.32. 
El problema real no es detectar la forma de onda de la señal sino determinar cuándo el pulso 
está presente o ausente. El detector óptimo debe ser aquel que tenga la mínima probabilidad de error 
al efectuar la decisión. 
Salida (bl) 
Figura V.32. Diagrama a bloques general de un receptor cohe re nte 
El proceso de decisión puede facilitarse si la señal pasa a través de un filtro que acenrue la señal 
de interés 5 (t) Y suprima el ruido 11 (t). Esto equivale a maximizar la razón de la amplitud de la se-
ñal a la razón del ruido, en algún instante t = tm. 
Es más conveniente usar un filtro que maximice el cuadrado de las amplitudes, es decir, hay 
que maximizar la razón 
21l 
Principios de comll,¡icacioues digitales 
(V.39) 
donde 
So (t) = la componente de la señal a la salida del filtro 
Il~ (t) = valor cuadrático medio del ruido a la salida del filtro 
Estas relaciones se ilustran en la figura V.33. 
Filtro 
acoplado -
H{w) 50(1)';' "0(1) 
Figura V.33. Relaciones entrada-salida de un liltro acoplado 
Para tener totalmente determinado el filtro acoplado debemos conocer su función de transfe-
rencia H (w) o su respuesta al impulso; empezaremos por escribir la respuesta del filtro en la 
frecuencia (sólo se indica la parte de componente de la señal de infonnación). 
s, (00) = H (00) S (ro) 
1 J . 
,,(1) = d-' [H (00) S (00)) = - H (00) S (00) e'" doo 2, 
Al evaluarla en el instante de decisión 
Suponiendo que 
1 J . 
,, (l.) = - H (00) S (ro) eI"". doo 2, 
G (w);;;: es el espectro de densidad de potencia de ruido 11 (t) a la entrada del filtro. 
con lo que 
(V.40) 
(V.41) 
I H (00) 1 2 G (w) ;;;: es el espectro de densidad de potencia no (t) a la salida del filtro; luego, el valor 
cuadrático medio del ruido a la salida del filtro está dado por: 
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- 1 J ni (1) = - G (00) I H (00) l' dw 2, 
Evaluando en el instante de decisión t = tm 
- 1 J nllt.)= - G(oo) IH(oo)I'doo 2. 
(V.42) 
(V.43) 
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Suponiendo que el ruido en el canal es blanco con una densidad de potencia G (00) = ~, tenemos 
que 
- N f n~(t)=- IH (w)1 2 dw 4n 
sustituyendo las expresiones (V.44) y (VAl) en (V.39) se obtiene 
Si utilizamos la desigualdad de Schwartz que establece que 
If FI (w)F,(w)dwl'< f IFI (W)I 'dw · f IF, (w) l' dw 
donde la igualdad ocurre si F¡ (00) = KF2 (ro); K = cte. arb i trari a 
Haciendo F¡ (00) = H (00) Y F2 (00) = S (00) eft»1. obtenemos 
I f H (w) 5 (w) ..,1. dw l' < f I H (w) l' dw . f 15 (w) l' dw 
Al sustituir las ecuaciones (V.46) en (VAS) obtenemos 
f IH(W) I'dw·f 15(w)l'dw 
S~ (t ",) 1 __ _00 
p==s 
1l 2(t) Nn .. 
o ., f IH (w) l'dw 
1 j IS (w)l'dw 
N n 
(V.44) 
(V.45) 
(V.46) 
(VA?) 
lo que ocurre únicamente cuando la desigualdad se torna en igualdad, y esto es posible cuando 
H (w ) = K S· (w) cfW' .. = K S (-w) r;W',. (V.48) 
donde K es una constante arbitraria. 
Entonces, la respuesta al impulso h (/ ) del filtro óptimo está dada por 
213 
Pril/cipios de COlllzmicacioms digitales 
1/ (t) == F-l [H (00)] == F- Z[K S(-W) •. - .... -J (V.49) 
Como S (-00) ~---+ s (- t) Y el término e- ;WI. representa un desplazamiento de tm segundos, con 
lo que tenemos 
J¡ (t) == s (tnl- t) (V.50) 
es decir, la respuesta al impulso del filtro óptimo es igual a la señal de entrada invertida y 
desplazada por tm segundos. Donde se hizo por conveniencia K = l. 
Lo que falta por determinar es el instante de decisión (nI; para determinarlo graficaremos la 
ecuación (V.50); en la figura V.34a se muestra lU1 pulso arbitrario de duración T; en la V.34b se ilustra 
el pulso invertido tal como indica la ecuación (V.50). Finalmente, en e, d y e vemos la respuesta del 
filtro acoplado para este pulso con desplazamientos tm < T, tm = T Y tn. > T respectivamente. 
La respuesta de la figura V.34c representa un sistema no causal (el pulso contiene tiempos 
negativos) que como sabemos no es físicamente realizable; en otras palabras, en este caso el filtro 
debería dar una respuesta cuando todavía no terminamos de excitarlo. La figura V.34d corresponde 
al caso donde el pulso ha terminado de excitar completamente el filtro acoplado; finalmente en el 
inciso e el desplazamiento es mayor a la duración del pulso, y atmque no aparece en la figura, en 
este caso la salida del filtro también se ve afectada por el pulso precedente. 
Con base en la explicación anterior es claro que el caso óptimo que debemos seleccionar es 
tm = T que corresponde al caso causal y la respuesta del filtro acoplado sólo se debe a un único pulso. 
Luego, la respuesta del filtro acoplado debe ser, 
¡, (1) =, (T- t) (V.51) 
En la figura V.35 se muestra un diagrama a bloques del filtro acoplado indicando su respuesta 
al impulso. 
Calculemos ahora el valor de la componente de la señal a la sahda So (t) Y el rUido a la sahda 
,,~ (t) del receptor. acoplado. 
La energía de la señal s(t) está dada por: 
entonces 
sgu", ) 1 -J ' 2E p=~=- 15(0)1 dw=-
" g(t ", } N Tt__ N 
(V.52) 
donde N / 2 es la densidad de potencia del ruido. La amplitud de la señal So (t..,) se obtiene 
sustituyendo la ecuación (V.48) en la (V.4l): 
- -1 J . 1 J . 
'0 (1.)=- H(w) S(w)&"". d(O=- S(-w)S(O)eI"" • ..-J"" ·dw 
2Tt 2Tt 
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sH) 
~)-----~T~----------~~------------------------+ 
ij¡ t",<T 
IC)---------------_~T~~-,C. -- - --+O--------~,.-----------------------+ 
I", ·T h
hl') 
Id) ----------------------f----------------'>,-----------+, , 
'. O 
• 
1,«) 
le) ____________________ f-____ ,,,",LcJl..,,T~--------- ~'~-~T--+ 
O 
Agura V .34. Respuesta al Impulso del filtro acoplado para varios valores de desplazamiento 
*)-------~, LI __ h{_,, __ "_T_-_')_--lI----- SU (/) 
Agura V .35. Filtro acoplado 
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(V.53) 
La máxima amplitud de la componente de la señal a la salida ocurre en t = tm y tiene una 
magnitud igual a la energía E de la señal s (1). 
El resultado anterior es importante ya que nos dice que la máxima amplitud de la señal de 
salida es independiente a la forma de onda de entrada 5 (t) Y ímicamente depende de su energía; 
este resultado se ilustra en la figura V.36. 
Su{t) 
-
h(t) '= sU,. - t) 
s(t) 
Figura V.36, Ilustración de la ecuación V.53 
El valor cuadrático medio del ruido a la sa lida se obtiene sustituyendo la ecuación (V.53) 
en (V.52): 
- ,- NE 
:·1l0 (t)=-2-
(V.54) 
(V.55) 
El filtro igualador puede hacerse por un arreglo alternativo. Si la entrada al filtro igualador es 
f(t), entonces su salida r (t) está dada por 
r( I)= f /(x)h(t-x)dx 
donde J¡ (1) es la repuesta al impulso del filtro igualador y está dada por 
h (t) = s (tm - t) ~ 11 (t - x) =:5 (tm - t + x) 
r (t) = f ¡(X) S (1 m -,.,.. x)dx 
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como la decisión a la salida se hace en t = tm 
,(1,")=( j(x) S (x )dx (V.56) 
Un diagrama a bloques de la ecuación (V.56) se muestra en la figura V.37. 
f(t) '" $(1) + 11(1) 
Figura V.37. Recepto r de correlación o detector coherente (s[nc r o nOj, ya que el receptor necesita una réplica 
en l ase de la sei'lal de entrada 
Detección asíncrona (detector de envolvente) 
O tro método de d etección muy utilizado es el denominado detector de envolvente, que evita los 
problemas de temporización y la fase de detección coherente. En este caso la señal de en trada de 
alta frecuencia pasa a través de un dispositivo no lineal y un filtro pasa bajas. Una forma común 
del detector de envolvente es un diodo rectificador de media onda (dispositivo no lineal) seguido 
por un filtro RC (figura V.38). Como su nombre lo indica, la salida del detector representa la 
envolvente de la señal de alta frecuencia. La constante de tiempo RC debe seleccionarse para retener 
la amplitud de la señal de entrad a para varios periodos de la señal portadora. Cabe hacer notar, 
sin embargo, una dificultad de este esquema: como la señal PSK tiene una envolvente constante, el 
detector de envolvente no puede utilizarse para demodular una señal PSK¡ entonces forzosamente 
la modulación PSK requiere una detección coherente. 
V.5.2. Detección coherente de señales binarias 
Comenzaremos este apartado con el estudio de las señales ASK, FSK y PSK detectadas coherentemen-
te. Comparando las expresiones de estas señales dadas por las ecuaciones (V.2), (V.6) y (V.17), 
respectivamente, vemos que pueden generalizarse en la expresión 
d onde x (t) para: 
ASK variará entre +A y O 
PSK variará entre -A y A 
x (t) = A x (t) cos (w, t) 
FSK será siempre igual a A pero w, tomará valores W1 o W2. 
(V.57) 
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I ~ Detector --''''--- H(w) L ___ d_. __ -, . envolvente 
t¡¡L 
Fikro pasa-banda 
con frecuencia 
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Entrada 
(,) 
r(l ) 
1 " / .. 
Salida 
~) 
Disposili-Jo 
d. 
decisión 
Datos 
binarios 
, , 
[\0[\ 
Figura V.38. a) Diagrama a bloques del receptor de envolvente, b) detector de envolvente 
Ahora bien, si suponemos que la probabilidad de los unos es igual a la probabilidad de los 
ceros, la probabilidad de error será igual a la probabilidad de error encontrada para los sistemas de 
banda base, que es (véase capítulo IV): 
(V.58) 
en este caso la ampli tud As debe tomarse a la salida del filtro acoplado, pero como vimos en la 
sección anterior la máxima amplitud del pulso ocurre cuando el instante de muestreo tm = T Y es 
igual a la energía de x (t) (en este caso), por lo que a partir de (V.57) tenemos 
As =E=A2TI2 (V.59) 
donde T es la duración de un símbolo. Como ASK puede compararse con el caso de pulsos polares, 
el nivel de decisión óptimo es: 
As E A2T 
aóp!A5K=T="2=-4-
utilizando los resultados del filtro acoplado 
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-- NE a2=11~(t)=2 (V.61) 
donde N /2 es la densidad de potencia del ruido. Sustituyendo estas ecuaciones en la (V.58) 
obtenemos la probabilidad de error para ASK en caso de detección coherente. 
(V.62) 
donde: 
E = energía de x (t). 
T = duración del pulso. 
N/2 = densidad de potencia del ruido. 
A = amplitud pico de la señal modulada. 
También se puede expresar la probabilidad de error en términos de la potencia promedio de 
la señal modulada. Como en este caso (ASK) x (t) está presente la mitad del tiempo en promedio y 
para el resto del tiempo no hay señal, entonces 
(V.63) 
(V.64) 
De manera similar se obtiene la probabilidad de error para la modulación FSK (suponiendo 
señales bipolares véase figura V.9). 
donde: 
E = energía de la selTal bipolar = A2 T / 2. 
T = duración del pulso. 
N/ 2 = densidad de potencia del ruido. 
A = amplitud pico de la señal modulada. 
0 2 = 11 ~ (t) = NE = NA2 T/ 2 
en este caso el nivel de decisión es 
A'T 
aópt. FSK = E = -2-
La potencia promedio para FSK está dada por 
(V.65) 
(V .66) 
219 
Prillcipios de comullicaciones digitales 
(V.67) 
(V.68) 
de donde se deduce que la probabilidad de error expresada en términos de la potencia promedio 
es igual tanto en ASK como en FSK. 
Finalmente, para la modulación PSK su probabilidad de error está dada por 
donde: 
E = energía de la señal modulada = A2 T / 2. 
T = duración del pulso. 
NI2 = densidad de potencia del ruido. 
A = amplitud picode la señal modulada. 
0 2 = n¡(t) = NE/2 = NA' T/ 4 
El nivel de decisión óptimo en este caso es a = O. La potencia promedio está dada por: 
(5.69) 
(V.70) 
(V.71) 
En el cuadro V.5 se comparan los parámetros de ancho de banda y de probabilidad de error 
para los esquemas de modulación binaria ASK, FSK y PSK. Teniendo presente que la función de 
error complementario es tma función decreciente, concluiremos que el esquema que mejores carac-
terísticas presenta es PSK (tanto en ancho de banda como en probabilidad de error). 
CUADRO V.5. Comparación de esquemas de modulación binarios 
Tipo de modlllación AllcllO de banda Tipo de receptor 
ASK 28 Coherente/envolvente 
FSK 28+211[ Coherente/ envolvente 
PSK 28 Coherente 
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V.S.3. Detección diferencial coherente 
Para concluir el estudio de las señales binarias consideraremos el caso DPSK refiriéndonos a la figura 
V.l7b. 
En lo que respecta al comportamiento en presencia del ruido, podría suponerse que la detección 
diferencial requiere el doble de potencia que la detección coherente debido a que la referencia de 
fase también está contaminada de ruido; sin embargo, en la realidad las perturbaciones tienden a 
cancelarse en el proceso de comparación y en consecuencia la degradación no resulta tan elevada. 
Puede demostrarse que para este caso la probabilidad de error es 
(V.72) 
donde E" es la energía por bit y N / 2 es la densidad de potencia del ruido. La ecuación anterior está 
representada en la figura V.39. Del análisis resulta claro que DPSK tiene una ventaja de 3 dB sobre 
los demás sistemas no coherentes y una desventaja menor que 1 dB respecto a PSK para Pt = 10-4. 
Como contrapartida recordemos que OPSK no requiere sincronización de fase pero su implementa-
ción es más compleja que OOK y FSK no coherentes. 
V.SA. Detección de señales multinivel en presencia de ruido 
La probabilidad de error de cualquier señal digital está directamente relacionada con la distancia 
entre los puntos del espacio de señal. Cuanto mayor es esta distancia menor será la posibilidad de 
que, por efecto d el ruido, el receptor confunda un punto con otro. 
En el caso de señales PSK multifase la característica del sistema puede evaluarse comparando 
la disminución de la distancia entre puntos referido al sistema 2PSK. Otro elemento para tener en 
cuenta es el ancho d e banda relativo que requiere el esquema de modulación en eshldio, ya que el 
mismo determina el ruido del sistema. 
Veamos como ejemplo el esquema 4PSK, donde la distancia entre puntos se reduce en 1I..J2 
(3 dB) respecto a 2PSK. 
Esto supone una desmejora en el rendimiento del si stema; sin embargo, para igual velocidad 
de señalización,el ancho de banda de 4PSK tal como lo hemos expuesto se reduce a la mitad, por lo 
que el ruido a la entrada del receptor disminuye también en 3 dB. Estos dos hechos hacen que 
sorprendentemente4PSK exhiba igual probabi lidad de error con la mi tad de anchode banda al precio 
de una ligera dificultad de reali zación. 
Engeneralla expresión que nosda la distanciaentre puntosadyacen tesen M-PSK para un sistema 
de va lor pico unidad es 
d = 2 sen (1t/ 4) (V.73) 
Las ecuaciones que expresan la Pf en ftmción de la relación energía por símbolo a densidad de 
potencia de ruido pueden verse en [lJ, [2J, [3J, [4J; así, por ejemplo, de (3J tenemos 
(5.74) 
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Figura V.39. Probabil idad de error para diversos sistemas binarios de modulación 
En la figura V.40 se ha representado la probabilidad de error para distintos sistemas M-PSK. 
Para el esquema de modulación QAM podemos aplicar un razonamiento similar para la 
evaluación de la probabilidad de error. En este caso la distancia entre puntos de señal adyacentes 
para un sistema de valor pico unidad es 
(V.75) 
La comparación de las ecuaciones (V.73) y (V.75) junto con la consideración de igualdad de 
ancho de banda ya mencionada nos indica que QAM presenta una mayor inmunidad al ruido que 
PSK de igual orden a igualdad de potencia pico. Si la wmparación se hace en términos de potencia 
media la ventaja de QAM se acentúa más. 
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Figura V.40. Probabilidad de error M·PSK 
Para una constelación QAM cuadrada, tal como se muestra en la figura V.26, la probabilidad de 
error es 
P=41--Q ( l )[~El , - ,¡m (M - l )N (V.75) 
Para concluir, la figura VAl representa la probabilidad de error para diversos esquemas QAM. 
V.6. RECOMENDACIONES INTERNACIONALES PARA MÓDEMS 
En el cuadro V.6 presentamos las características principales de las recomendaciones de la serie V 
para módems de la VIT. En el cuadro V.7 se muestran las asignaciones de fase para las recomenda-
ciones que utilizan el esquema de modulación M·PSK. 
Cabe hacer notar que en ninguna recomendación se u tiliza el esquema de mod ulación ASK por 
su alta probabilidad de error; asimismo los esquemas de modulación binarios se utilizan sólo para 
bajas velocidades; para velocidades más altas se recomiendan, en general, esquemas multinivel. 
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Figura VAL Probabilidad de erro r en M.o"'M 
V. 7. PROBLEMAS 
V. l . Un módem transmi te a una velocidad de4.8 Kbits/seg. Los pulsos de transmisión tienen una 
ampli tud de 12 Vy la amplitud rms del ruido (0') es de 5 mV. Calcule la probabilidad de error 
para los siguientes casos: ASK, FSK, PSK, basándose en el análisis de los resultados anteriores; 
¿qué esquema de modulación seleccionaría usted para una realización práctica?, explique 
sus comentarios. 
NOTA: L'l función de error complementario puede aproximarse como 
V.2. Se usa modulación FSK para transmitir a través de una red telefónica cuyo ancho de banda es 
de SOO a 2900Hz. Se desea un índice de modulación a = O.7,de tal manera que las frecuencias 
portadoras estén a 1 200 Y 2 200 Hz respectivamente. Encuentre el and10 de banda máximo 
de la señal digital. 
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V.3. Un canal de voz se transmite usando técnicas PCM; se toman 8 000 muestras por segundo y 
se utiliza lffia cuantificación de 7 bits; la señal binaria resultante se transmite usando pulsos 
conformados senoidalmente con un factor de roll-off de 20 por ciento. 
n) Determine la velocidad de la señal PCM en bits/seg. 
b) Determine el ancho de banda de la señal PCM. 
e) Para transmisión, las señales se modulan en PSK. ¿Cuál es el ancho de banda requerido en 
este caso? 
d) Si se modula en PSK de 4 fases, ¿cuá l es el ancho de banda requerido? 
e) ¿Cuál es el ancho de banda si se utiliza FSK? Si la desviación en frecuencia es de 38 kHz, 
¿cuánto vale el índice de modulación ~? ¿Cuál es el espaciamiento entre las portadoras? 
V.4. La salida de un sistema !"CM consiste en una secuencia binaria de pulsos que ocurre a una 
frecuencia de 2 x lQ6 bits/ seg; calcule el BW de transmisión requerido en los siguientes casos: 
a) Modulación ASK. 
b) Modulación FSK. La modulación se lleva a cabo usando dos ondas senoidales de 100 y 104 
Mhz. 
e) Repita el inciso b) si las señales senoidales tienen una frecuencia de 100 y 120 Mhz. 
V.5. La salida de un multiplexor es de 2 400bits/seg, la cual es la entrada de un módem. Calcule 
el ancho de banda de transmisión requerido en los siguientes casos: 
a) FSK con una desv iación de frecuencia de ± 2 400 Hz alrededor de la portadora. 
bi ASK. 
e) QAM de 16 niveles (explique su respuesta). 
d) QPSK de 8 fases (explique su respuesta). 
V.6. Un cana l telefónico tiene un ancho de banda de 600 a 3300 Hz. 
a) Muestre si es posible transmitir a una velocidad de 2 400 bits/seg a través de este canal, 
utilizando modulación PSK de 4 fases y pulsos cosenoida les. 
b) Determine qué tipo de modulación y qué factor de rol/-off se necesita para transmitir a una 
velocidad de 4 800 bits/seg. 
V.7. Una computadora transmite símbolos binarios a una velocidad de 56 Kbi ts/seg. Estos pulsos 
se transmiten a través de un sistema I'SK conformados como pulsos senoidales. Encuentre el 
ancho de banda de transmisión necesario si se utiliza un factor de roll-off de a = 0.5 Y 
a=O.25. 
BlBLlOGRAFlA 
I1] Schwartz, M., ¡njom¡atioll, Trnnsmissioll, Modulation and Noise, McGraw-Hill. 
12] Bellamy, J., Digital Telephony, J. Wiley. 
(3J Carlson, A. 8., Commllllications Systems, McGraw-HilL 
[4J Viterbi, A., Principies ojCollaetlf Commllllicatioll, McGraw-Hill. 
(5J Leon W. Couch n, Digital olld A¡lalog Comllllllzicatiol! Systems, 4a. ed., Macmillan. 
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APÉNDICE A 
REVISIÓN DE SEÑALES DETERMINÍSTICAS 
y REDES 
L lNTRODucClúN ASFORMASOEONDA pueden clasificarse como determinísticas o aleatorias: una forma de ond a determinística es aquella que pued E: describirse completamente por una ecuación, una gráfica o de otra manera definitiva; una sei'la l aleatoria es aquella en la que se requiere la teoría de probabilidad para describir las ca racterísticas de la forma de onda; la señal por sí 
misma no puede describirse con precisión. En este apéndice resumiremos las características más 
importan tes de las formas de onda determinísticas y redes lineales para procesarlas. L1 teoría de 
las señales aleato ri as la revisa remos en el apéndice B. 
Una forma de onda dcterminística también puede clasificarse como una señal de potencia o 
una señal de energía . Una señal de potencia tiene potencia finita cuando se promedia en el tiempo, 
por lo que también tiene energía infinita; lffia señal de energía tiene energía finita , pero potencia de 
cero cuando se promedia en el tiempo. Se consideran los dos tipos de señales. 
1. SEÑALES DE ENERCIA 
Las señales por lo regular se describen por su rrallsformada de Fourier, ya sea en el dominio del 
tiempo o en el dominio de la frecuencia . 
Trall sformada de Fourier 
Una señal de energíaf(/) y su transformada de Fourier F(oo) están relacionados por el par de 
transformada de Fourier 
F (w) = J!(I ) e'"' dI 
!(I)=J... J F(w)..-""'dw 
2n 
(1.1 ) 
(1.2) 
Si /el) es una forma de onda de voltaje, F (00) es la densidad de voltaje con unidades V 1Hz y 
representa las amplitudes de voltaje relati vas (complejas en general) de las frecuencias que consti· 
tuyen / (1) . La ecuación (1.2) se llama la transformada inversa de Fourier. En muchas ocasiones se 
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usa la notación S'{.¡ y g-I {.¡ para representar la transformada directa (Fourier) y la transformada 
inversa, respectivamente. La doble flecha se usa también para implicar al par. Entonces 
g-l IF(w)) = ¡ (t) H F (w) = g lf(t)1 (13) 
En condiciones razonables las señales de energía siempre tendrán transformada de Fourier. De 
hecho, la mayoría de las fo rmas de onda con interés práctico, tanto de energía como de potencia, 
tendrán transformada. 
Propiedades de la transformada de FOllrier 
En esta sección veremos las propiedades útiles de la transformada de Fourier sin pruebas. Se asume 
que las formas de onda f (t) y j" (t) para IJ = 1, 2 ... N tienen transformadas de Fourier F (úJ) Y 
Fn (w) para 11 = 1,2 ... N respec tivamente, mientras Wo y lo son constantes rea les y Un para 
n = 1, 2 .. N son posibles constantes complejas. Las formas de onda en el tiempo pueden ser 
complejas. 
La propiedad de linealidad es: 
N N 
¡(t) = ¿ a,,¡', (t) H ¿ u" F" (w) = F (w) (1.4) 
Las propiedades de corrimiento en el tiempo y en la frecuencia son: 
fU - lo) = H F (00) (r-;W'o (1.5) 
(1.6) 
Las propiedades de convolución son: 
¡(t) = f ¡, (t )h (t- t ) dt H F, (w) F, (w) = F (w) (1 .7) 
¡ (t ) = ¡, (t)h (t) H 21• f F, (~) F2 (O) - ~) d~ = F (w ) (1.8) 
Entonces, la convolución de dos ftfficiones en el dominio en el ti empo corresponde al producto 
de sus dos espectros en el dominio de la frecuencia. Recíprocamente, el producto de dos funciones 
en el dominio del tiempo corresponde a la convolución de sus dos espectros en el dominio de la 
frecuencia divididos por 2 n. 
Las propiedades de correlación son 
¡(t) = f f,' (t )h (t +T) dt H Fi (co) F, (co) = F (co) (1.9) 
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f(t) = ¡, (t)j, (t) .... -'-- f Fj (1;) F, (1; - w) dI; = F (w) 2. 
donde el asterisco representa el complejo conjugado. 
Otra propiedad que se llama el teoremn de ParsC'l'fll y se deriva de la ecuación (1.9) con 
t=O: 
- -JJi (,)12 ('t) d,,,,, 21n J Fj (w) F2 (w) dw 
Claramente, cuando f, (1) = ¡, (t) = f(t), 
- -
f lf(t)I'dt=-'-- f IF (w) I'dw 2. 
(1.10) 
(1.11) 
(1.12) 
lo cual es muy importan te pues muestra que la energía de J (t) puede obtenerse por una integración 
ya sea por el dominio del tiempo o de la frecuencia. 
De las ecuaciones (1.1) y 'p.2) se derivan las propiedades de área: 
F (O) = f¡(t)dt 
f(O)=-'-- f F(w)dw 2. 
Errergía y espectro de densidnd de ellergín 
Si E denota la energía en f (t), entonces de la expresión 1.12 
- -
E= f lf<t)I'dt=-'-- f 8(w)dw 2. 
donde se define 
8(w) = IF(wll' 
(1.13) 
(1.14) 
(1.15) 
(1.16) 
como el espectro de densidad de energía. Claramente la unidad de g (00) es energía por hertz si f (t) es 
una forma de onda de voltaje o corriente. 
233 
Principios de comunicaciones digitales 
2. ALCUNASSENALES DE ENERCIA ÚTILES 
Dos formas de onda de energía ocurren con mucha frecuencia, por lo que se definen e incluyen 
como referencia. 
Función rectangular 
La función rectangular (pulso) rect (-) se define por 
f(t) = rect (~) ={~: : ~ : : :~~}+-~tSinc (~t) = F(W) 
también la fUllci6 11 samplillg si/le (-) se define como 
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. sen ( x) 
smc (x) = --x-
La función rect (liT) y su espectro se ilustran en la figura A 1. 
j(t) = re<:t(~ 
l' 
O 
, , 
-¡- ., 
(a) 
F(w) = t sinc(T'1 
O 
(b ) 
Figura A 1. a) La función rec tangular. b) s u transformada de Fo urler 
(2.1 ) 
(2.2) 
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Función triangular 
La flmción triangular tri (-) se define por 
it'~ ' l . ,(",,) It l > t ~----H smc T = F (w ) (2.3) 
La función y su espectro se muestran en la figura A2. 
(a ) 
F(w) '" t sm¿(f) 
-41t/ t - 2n/ T o 2n/ t 41t/ t ID 
(b) 
Figura A2. 8 } La función triangular, b ) su transformada de Fo urler 
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3. SENA LES DE POTENCIA 
Como ya dij imos, una señal de potencia tiene potencia finita cuando se promedia en el tiempo. En 
esta sección daremos más deta lles acerca de las señales de potencia. 
Potencia promedio y espectro de densidad de potencia 
Se define 
T 
of[ . J ~t'~n:. =2~1[. l dt (3.1) 
como el promedio infinito-tiempo de la cantidad entre paréntesis cuadrados. Para una forma 
de onda de voltajef(t), tenemos 
T 
dÚ(l)I=lím2~ ff(l)dl (3.2) 
T _ _ _T 
que es la componente de dc de f (t), o 
T 
p = d 11/(1)1'1 = lím 21r f 1/(I)I'dl, 
T __ - T 
(3.3) 
que es la potencia promedio P def(t). Si/(t) es una forma de onda real, If( t) 1 2 se reemplaza por 
1'(1) en la ecuación (3.3). 
L1 potencia promedio también puede encontrarse a partir de lUla operación en el dominio de la 
frecuencia. Sea h U) la representación de f (1) truncadtl al intervalo [- T, n y su transformada de 
Fourier FT (00) de acuerdo con 
Se puede demostrar que 
donde 
236 
!T (t) = f U) rcct ( 2~) ~~ Fr (W) 
p=~f .L'(w ) dw 2. 
L ' (W ) =I . j IFT(W)I' ) 
1m I T T ..... _ -
(3.41 
(35) 
(3.6) 
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se conoce como el espectro de densidad de potencia de/(t). La función ./'(00) tiene unidades de 
potencia por hertz. 
Función de autocorrelaciólI en el tiempo 
El promedio en el tiempo del producto f* (1) f (1 + T) definido por 
T 
df' (.)=lím 2~ Jf.(t)f(t +<)dl (3.7) 
T-+ _ - T 
se conoce como la función de autocorrelación en el tiempo de / (t ). Podemos demostrar que .af(t') 
J ./'(oo) están relacionadas por la transformada de Fourier, que es 
1'(",) = J df'(. ) rim d. (3.8) 
entonces 
(3.10) 
4. S EÑALES PERiÓDICAS DE POTENCIA 
La señal periódica es uno de los tipos de señales de potencia más importantes. 
Series de Fourier 
Una señal periódica / (t) con periodo Tp satisface la relación 
f(l)=f(t + kTp), k=±1,±2, ... (4.1) 
y puede representarse en términos de lma serie infinita de funciones en el tiempo conocidas como 
series de Fourier. Las dos formas principales de las series de Fourier pueden establecerse: 
Como forma trigonométrica 
f (/) = (~) + ~ an cos (I/oop t) + i bu sen (IIoop t) 
" " 1 n _ 1 
(4.2) 
237 
Principios de comunicaciones digitales 
donde los coeficien tes de la serie de Fourier están dados por 
con 
lO + (T!2J 
a"=(i ) J fU)cos(floopl)dt n=0, I,2. 
p 10-(T!2l 
lO + (T!2) 
J f (1) sin (noop 1) dI 
10- (T!2) 
11 =0, 1,2. 
y lo es cualquier constante real. 
La serie de Fourier compleja O exponencial es 
donde 
fU) = L e" e jnw, t 
10 + (T!2J 
J f (t) r;inw, I dt 
lo- (T,t2¡ 
Il=O,±I,±2. 
Función impulso 
(4.3) 
(4.4) 
(4.5) 
(4.6) 
(4.7) 
Para definir y tra tar con el espectro (transformada de Fourier) de una señal periódica es necesario 
introducir el concepto de una función impulso. La fUlIción impulso wtitario, muchas veces llamada 
fllnción delta, denotada por S (t), se define por la propiedad de la integral 
J ~ (1) ¡; (1 - lo) dI = ~ (lo) (4.8) 
Aquí lo es una constante y 4t (t) es arbitraria, excepto que se asume continua en t = too La función 
S (t - lo) se comporta como si ocurriera en 1 = lo- tiene duración cero y amplitud infinita en t = ' o, Y 
su área es unitaria . Hay otras formas impulso y funciones discontinuas 4t (l) pueden manipularse. 
Una función impulso AS (t - 'o) es un impulso unitar io (área uno), escalada por una amplitud 
constante A. Por lo regular gráficamente se muestra como una flecha vertical en el tiempo t = lo con 
amplitud A; por supuesto, las puntas de flecha apuntan al infinito para implicar una amplihld 
infinita, mientras que la amplitud dibujada indica la constante de escala A. 
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Empleando la ecuación (4.8), la transformada de Fourier de la función impulso es establecida 
como 
s (t) H 1 (4.9) 
(4.10) 
Otras propiedades usua les de la función impulso son, con wp :::: 2 1tITp 
(4.11 ) 
- -L. oS (1 - 11 Tp) = f- L. ú"w. , 
~ . _oo ~ . __ 
(4.12) 
Espectro de una serial periódica 
Transformando por Fourier f (t) de la ecuación (4.6) se obtiene el espectro de una señal periódica 
F (00) = 2. L e, s (00 - " Wp) (4.13) 
". -00 
Espectro de potenciaJllnción alltocorrelación y potencia 
El espectro de potencia de una señal periódica es 
.L'(W) = 2 . L le" l' s (00 - n Wp) (4.14) 
Mediante la transformada inversa de Fourier, la función de autocorrelación es 
(4.15) 
La potencia promedio, resultado del uso de la ecuación (4 .14) en la expresión 3.5 o de la 3.7 con 
T = o: 
p= L le" l' (4.15) 
" .. -00 
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5. ANCHO DE LA BANDA DE LA SENAL Y ESPECTRO EXTENDIDO 
Hay muchas defin iciones acerca del ancho de banda. Generalmente, el término ancho de banda se 
refiere a la banda de frecuencias que son más importan tes (amplitudes más grandes) para definir 
la señal. El espec tro extendido se refiere a la banda de frecuencias fuera de la cual las componentes 
espectrales de la señal pueden considerarse sin importancia. 
Al/cllO de banda de 3 dB 
La banda de frecuencias positivas sobre las cuales la magnihtd del espectro de la señal permanece 
por encima de 1I..J2 veces su valor a tma frecuencia de referencia conveniente, usualmente 
localizada en la banda, se ll ama ancho de banda de 3 dB. La figu ra A3 ilustra el ancho de banda de 
3 dB indicado como W en radianes por segundo para varias formas de espectros. La frecuencia 
de referencia para una señal en banda base (pasa bajas), mostrada en n, usualmente es cero, aunque 
también puede ser otro valor conveniente (por ejemplo, 1000 Hz en la banda de audio). Algunos 
ejemplos de señales pasa banda se muestran en b y c. El espectro extendido, indicado como W" lo 
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[F(w) 
- W[ _W o W W[ w 
(á) 
[F(m) ) 
- -
[F(w)) 
.f2 
-w, o w, W 
W[ _ 
(b) 
[F(lo) ) 
-
W _ 
, 
, 
[F(w)] , 
--------
.f2 -------- - -1------, 
, 
, 
, 
~'" o w" W 
(01 
_W[ 
Figura A3. Espectro de seí"lales: a) Pasa bajas o banda base, b) pasa bandas, y e) pasa bandas 
absolutamente limitada 
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vemos en a y b para señales típicas pasa bandas y pasa bajas. Una forma de onda cuyo espectro es 
absolutamente cero fuera de una banda como se muestra en e, se dice que está totalmente limitada 
en banda, y su ancho de banda absoluto, en este caso coincide con el espectro extendido. 
En el caso donde f (t) es periódica, la magnitud del espectro consta de impulsos. El cálculo del 
ancho de banda es el mismo excepto que se usa la envolvente de la magnitud del espectro. 
Frecuencia media y ancho de banda RMS 
Sea F (ro) el espectro de una señalf(t) (pasa bandas o pasa bajas) la frecuencia media roo se define por 
y el ancho de banda RMS Wrms por 
w, 
r w IF(w) I'dw 
o 
r IF(w) I'dw 
o 
r (w -w,,)' IF(Ol) I'dw 
o 
r I F(w) I'dw 
o 
(5.1) 
(5.2) 
para señales pasa banda. Para formas de onda pasa bajas (ecuación (5.2» se aplica si Wo es cero. 
6. R EDES LINEALES 
Respuesta al impulso 
Una red que tenga un puerto de salida y responda a una señal como exci tación en un puerto de 
entrada, es lineal si se aplica la superposición. Un impulso unitario S (t - t ) aplicada a una red lineal 
causa una respuesta que es ca racterística de la red, conocida como la respuesta al impulso h (t, t). 
La respuesta de la red g (t) a una entrada arbitraria f (t) está dada por 
g (1)" J/(T) " (1, T) d T (6.1) 
Si la red también es invariante en el tiempo, de forma tal que h (t, T) no depende en lo absoluto 
de la forma en que ocurre la entrada del impulso en el tiempo, entonces 
1I(t, <)=h(t- t ) (6.2) 
y 
g (1)" J/(T) " (1 - T) d T (6.3) 
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Esta expresión se aplica en general a señales de potencia y de energía. 
Función de transferencia 
Mediante la transformada de Fourier de la ecuación (6.3), tenemos 
G (w)=F(w) H (w) (6.4) 
donde G (00), F (00), Y H (w) son respectivamente las transformadas de g (t),f(t) Y h (t). H (00) es la 
función de transferencia de la red invariante en el tiempo. La ecuación (6.4) se aplica a todas las 
señales (potencia, energía), para las que puede definirse F (00). 
Ancho de banda 
El ancho de banda de una red (3 dB o rms) puede definirse de la misma forma que para formas de 
onda. Sólo es necesario utilizar I H (00) I en lugar de I F (w) 1, que usamos en la sección anterior. 
Redes ideales 
Frecuentemente se desea aproximar la función de transferencia de un filtro real por Wlfiltro ideal. 
Un filtro ideal se define como aquel que tiene una ganancia unitaria y función de transferencia 
perfectamente plana (constante) en el intervalo deseado y respuesta cero en cualquiera de las otras 
frecuencias. Esta definición puede entenderse usando la figura 6.1, que ilustra filtros pasa bajas, 
pasa altas y pasa bandas ideales. En cada caso el filtro puede tener una fase lineal e (00) = - W t , 
donde t es la constante de retardo del filtro. 
Respues ta de espectro de pote/lcia y el1ergía 
Si la entrada f (t) a una red lineal invariante en el tiempo es una señal de energía con espectro de 
densidad de energía E¡(w) = 1 F (w) 12, la densidad de energía de la respuesta g (t), denotada por 
Eg (00), es 
E, (w) = 1 G (w) l' = EI (w) 1 H (w) l' (6.5) 
de la ecuación (6.4). La energía total Eg de la respuesta es 
(6.6) 
Sif(t) es Wla señal de potencia, con espectro de densidad de potencia L¡(oo), el espectro de 
potencia LiI (00), de g (t) está dado por 
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_w o·· 1 t 
c.) · .. ....... e(w) 
-w o·· w w 
Cb) 
[H{w)] oa(w 
o'· 
(e) 
FIgura A4. Filtros. a) Pasa bajos, b) pasa altos y e) pasa bandas Ideales 
(6.7) 
La potencia de salida Pg en g (1) es 
(6.8) 
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APÉNDICE B 
REVISIÓN DE TEORÍA DE SEÑALES 
ALEATORIAS 
E 
I NTRODUCCIÓN 
N ESTE APtNDICE haremos una pequeña revisión de los elementos básicos de la teoría de 
seiiales aleatorias, necesarias para la comprensión del texto. Las palabras sellal afeatoria se 
emplean ptlré\ designar ya sea una forma de onda aleatoria deseada (referida usualmente 
como la señal) o una forma de onda aleatoria no deseada, como el ruido. 
La revisión comienza a partir del concepto fundamental de probabilidad, a partir del cual se 
bas.:'l todo lo demás. 
1. ESPACIOS MUESTRALES, EVENTOS y PROBABILIDAD 
Espacios muestrales 
Un experimento para el que los result,1dos de las pruebas son aleatorios se llama un experimento 
aleatorio. Un ejemplo de experimento aleatorio es toméU una carta de un mazo de 52 cartas. Aquí 
la prueba es tomar una carta y la carta es el resultado; en este caso hay 52 posibles resultJdos para 
este experimento. El conjLUlto de todos los posibles resultados en un experimento aleatorio es el 
espacio muestrill y los resultildos son los elementos del espacio muestra!. En el experimento de la 
carta el espJcio muestral es discreto, ya que sólo son posibles resultados discretos. 
Experimentos diferentes pueden dar diferentes espacios muestraJes. Considere un potenció-
metro circular cuyo tap tenga un giro de 3600 )' que genere cualquier voltaje desde O (posición de 
cero grados) hasta, por ejemplo, 15 V (posición de 36OQ ). Un experimento que consiste en ubicar 
alea toriamente el tap produce Wl resultado (voltaje) que puede tener cualquier valor en un continuo 
de valores, desde O hasta 15 V. El espacio muestral de este experimento es llamado continuo. 
Eventos 
Un evento es definido como un subconjunto del espacio muestra!. En el experimento de las cartas 
podemos estar más interesados en obtener un rey que cualquier otra carta. Aquí cuatro elementos 
del espacio muestral sa tisfacen el even to (ya que hay 4 reyes en el mazo). 
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Probabilidad 
Probabilidad es una fWlCión de los eventos definidos en el espacio muestral. Se trata de un número 
asignado a cada evento que define la posibilidad relativa de que éste pueda ocurrir. La asignación 
se hace con sentido común, del resultado de mediciones o de cualquier otra cosa razonable y 
justificable; por ejemplo es razonable que en el experimento de las cartas el evento selecdonar un 
rey tenga la probabilidad 4/52, ya que hay 4 reyes en un total de 52 cartas, y se presume que todas 
pueden salir igualmente. 
Si los eventos se denotan por letras mayúsculas (y los elementos de los eventos en minúsculas) 
como A, B, C, la probabilidad del evento será P (A). 
Probabilidad conjunta 
Se denota la probabilidad de que dos eventos, A y B, puedan ocurrir al mismo tiempo o simultá-
neamente en una prueba de un experimento, por P (A, B). Por ejemplo, si en una caja hay 90 
resistencias mezcladas, como se muestra en el cuadro 1, y si A es el evento "tomar una resistencia 
de 100 Q " Y B es el evento "tomar una resistencia de 2 W", entonces P (A, B) = 9/90 = 0.1. Es 
importante observar que P (A) = 32/ 90 Y P (B) = 20/ 90 para este ejemplo. 
CUADRO 1. Resistencias en I/lla caja ordenadas por resistencia y potellda 
Potencia 
Resistencia 1/ 2 W 1W 2W Totales 
lOQ 8 6 5 19 
100Q 10 13 9 32 
1000Q 18 15 6 39 
Tofales 36 34 20 90 
Para varios even tos Al' A2 .•. AN, sU probabilidad conjlmta se denota por P (Al' A2 ..• A N). 
Probabilidad condicional 
Algunas veces estamos interesados en que la probabilidad de un evento, como A, ocurra, puesto 
que otro evento, como B, ya ocurrió. A esto se le conoce como probabilidad condicional y se denota 
por P (A l B). En el ejemplo del cuadro 1 tenemos P (A I B) = 9/ 20. La probabilidad conjunta y la 
condicional están relacionadas por 
P(A, B) = P (A lB) P (B) (1.1) 
o alternativamente 
P (A, B) = P(B lA) P (A) (1.2) 
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Combinando las ecuaciones (1.2) y (1 .1) obtenemos una forma de la regla de Bayes 
P (A, B) = P (B lA) P (A ) (1.3) 
. ¡Ildependencia estadística 
Dos eventos, A y B, se dice que son estadísticamente independientes si 
P (A I B) = P (A), eventos indep endientes (1.4) 
Una definición equiva lente es 
P (A. B) = P (A) P (B), eventos independientes (1.5) 
En el experimento anterio r, "tomar una resistencia de la caja" se tiene P (A ) = 32/90 Y 
P (A J B) = 9/ 20, entonces P (A I B) *" P (A), lo que significa que los eventos A y B no son inde· 
pendientes. 
Múltiples eventos Al' A2 ... AN se dice que son estadísticamente independien tes si todas las 
condiciones 
P (A" Aj )=P (A ,) P (A ¡) 
P (A" Al' A,)=P (A ,) P (A¡) P (A.) (1.6) 
son sati sfechas para 1 :5 i < j < k < ... :5 N. Aquí hay 2N - N -1 de estas condiciones. 
2 . V ARIABLES ALEA TQRIAS, DISTRIBUCIONES y DENSIDADES 
En algunos experimentos alea torios los resultados no son numéricos, tal como en los experimentos 
de las resistencias y cartas. El concepto variable aleatoria permite que experimentos alea torios se 
representen numéricamente. 
Variable aleatoria 
Una variable a leatoria se define como una función real d e los elementos de un espacio muestra l; 
estos puntos (elementos) de un espacio muestral se mapean como puntos (números) en la recta 
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real de la función. La letras mayúsculas 1w, X o Y) se usan para representar variables aleatorias, y 
un valor particular de la variable aleatoria se denota por letras minúsculas (lO, x o y). 
Las variables aleatorias pueden ser discretas, continuas, o una mezcla de las dos, dependiendo 
del espacio muestral y de la forma de la función que define la variable aleatoria. 
Fllnciones de disfribllció" 
Sea A un conjunto de puntos en el espacio muestral que se mapean en un conjunto de puntos en 
la recta real lX ::; xl. Esos puntos corresponden a todos los valores de la variable aleatoria X que no 
excedan un número arbitrario x. La probabilidad del conjunto A definido en el espacio muestral 
es igual a la probabilidad del conjunto IX::; xl, debido a l mapeo punto a punto. Esta probabili-
dad es una función de x, que se denota por P,(x), y está dada por 
(2.1) 
La hmción Px (x) es llamada la función de distribución de probabilidad acumulativa de X. Ésta 
es una función que tiene las siguientes propiedades: 
(2.20) 
(2.2b) 
(2.2c) 
(2.2d) 
(2.20) 
Para una variable aleatoria discreta, Px (x) tendrá escalones con amplitudes iguales a las 
probabilidades de los posibles valores discretos de X, denotados por Xi, i = 1, 2 ... N: 
N 
P, (x) = ¿ = r lx =x,l" (x-x;) 
¡ _ 1 
la función escalón unitario se define por 
x~O 
x<o 
(2.3) 
(2.4) 
Cuando se involucra más de una variable aleatoria, la función de distribución de probabilidad 
conjunta está definida por 
(2.5) 
248 
Apé1ldice B 
Funciones de densidad de probabilidad 
La función de densidad de probabilidad, denotada por PxÍx) de define como la derivada de la 
distribución 
las propiedades de px (x) son 
d Px (x) 
Px (x) =----;¡;-
P,(x) = f p>(~)d~ = 1 
>, 
Px (Xl < X '5 X2) = f Pl (x) dx = 1 
Para una variable aleatoria discreta, 
N 
p, (x) = ¿ PIX = x,1 ~ (x -x,) 
Para varias va riables aleatorias, la función de densidad de probabilidad conjunta es 
Densidad y distribución condicional 
(2.6) 
(2. 70) 
(2.7b) 
(2.7e) 
(2. 7d) 
(2.8) 
(2.9) 
Nuevamente sea el evento A = IX S xl, con la ecuación (1.1) tenemos la probabilidad condicional de 
IX S x} de un evento B que haya ocurrido. A esta probabilidad se le llama distribución condicional 
de X, denotada por Px (x/ B): 
P IX $x, BI 
P,(xIB)=p lxsxI BI= P(B) (2.10) 
La densidad condicional sigue la derivada 
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dP,(x!B) 
Px(xIB)= dx (2.11) 
Cuando varias variables aleatorias, Xl' X2 ... XN son consideradas, se extienden las ecuaciones 
(2.10) Y (2.11) para obtener 
PX"xl .•. XN (XI, x2 ••. XN I B) 
P IXI ~ XI, X2 ~ X2 .. . XN ~ XN, B! 
P(B) (2.12) 
(2.13) 
En el caso de que el evento B en la expresión 2.10 se defina por tma segunda variable aleatoria 
y de acuerdo con B = Iy - ó.y < Y:5 Y + ó.yl con ó.y ~ 0, de forma tal que Y se acerca a un valor fijo y, 
se puede mostrar que 
f Px.y(é,.y)d~ 
P,(x! y)=límP IXsx ! y_"y<ysy"y!=-c:-'----;-;-_ 
t.y ..... O py(y) 
p, (x!y) Px. y (x, y) py(y) 
Independencia estadística 
(2.14) 
(2.15) 
N variables aleatorias X" i = 1, 2 ... N se dice que son estadísticamente independientes si sus 
distribuciones conjuntas (o densidades) satisfacen las condiciones de la ecuación (1.6). Una condi-
ción particular 
N 
Px"X¡ ... xN (Xl, X2 ... XN) = TI Px, (Xi) (2.16) 
i_ 1 
es sumamente útil en el análisis de muchos sistemas prácticos. 
3. PROMEDIOS EST ADISTlCOS 
Promedio de una fllnción de variables aleatorias 
Sea g (Xl' X2 ... XN) una función real de las N variables aleatorias Xii i = 1, 2 ... N. Se define el 
promedio estadístico (también llamado valor medio o valor esperado) deg (', .. " '), denotado ya sea 
porgo E (gL···, .)] por 
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(3.1) 
La mayoría de los problemas prácticos requieren solamente de dos variables aleatorias, 
digamos X y Y. En este caso especial 
g,E lg(X, YlJ, f fg(x,y)PX,y(x,y)dxdy (3.2) 
Momentos 
Los promedios estadísticos de un número especial de funciones g (X, Y) son especialmente impor-
tantes. Estos promedios se llaman momentos de las variables aleatorias X y Y; por ejemplo, 
x = E {X] = f xpx (x) dx (3.3) 
llamada la media o primer momento de X (en el origen) y 
(3.4) 
es la potencia en X (segundo momento en el origen). Otro momento (alrededor de la media de X) 
es la varianza de X y se denota por Gi, dada por 
(3.5) 
Otros momentos importantes son la correlación y la covarianza de X y Y, denotados por Rxr y 
CXY respectivamente. Estas cantidades están definidas por 
(3.6) 
eXY ' (X -X)(Y - Yl-E[(X -X) (Y - y)] (3.7) 
, f f (x - X) (y - YJ Px. y(x, y) dxdy 
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Las siguientes relaciones son de suma importancia 
(3.8) 
(3.9) 
4. VARIABLES AlEATORlASGAUSSlANAS 
Una variable aleatoria X es gaussiana si su función de densidad de probabilidad está dada por 
[ 
(x- x,'] Px (x) = (2nifxr1/2 exp -~ (4.1) 
Esta función la vemos graficada en la figura 8.1; es una función simétrica alrededor de la media 
de X y se expande proporcionalmente.! ax (llamada desviación estándar de X). La densidad 
gaussiana normalizada resulta cuando X = O Y ~ = 1. Empleando la notación p (x) para el caso 
normalizado, la función de distribución normalizada es 
P(X)~J p(x)dx (4.2) 
con 
[-X'] P (x) = (2ntl 12 exp "'2 (4.3) 
Se puede demostrar que la función de distribución de la variable aleatoria gaussiana está 
relacionada con Px (x) por 
Px (x) ~ 1 Px (~) d~ ~ p[X ~xxJ (4.4) 
La función error, función error complementaria y flUlción Q se definen a partir de la densidad 
gaussiana normalizada por 
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Q(~)~ J,¡. J """dI'" Q(-~)~ l -Q(~) 
, 
(4.5) 
(4.6) 
(4.7) 
p,(x) 
o 
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--- ¡ 
J21to2 
,----
r + ox 
Figura B1. 
0.607 
J21102 
Estas funciones están relacionadas por la función de distribución 
5. PROCESOS y SEÑALES ALEATORIAS 
(4.8) 
El propósi to de toda la teoría que hemos dado es proporcionar las bases para describir las formas 
de onda aleatorias. Para usar efectivamente las bases, es preciso introducir el concepto de mode· 
lado de una señal aleatoria real por un proceso alea torio real. 
Concepto de proceso alea torio 
Considere una forma de onda aleatoria real (ruido), tal como la que se muestra en la figura 6.2 
como Xo (t), que puede existir en algún punto dado de un sistema. Otro sistema construido 
idénticamente al primero, puede generar una función aleatoria diferente en el mismo punto, 
mostrada como XI (t) también en esta figura B.2. De la misma forma otros sistemas construidos 
idénticamente, podrían generar otras formas de onda, como X2 (t), X 3 (t), y así sucesivamente. En 
un principio se puede imaginar una irúinidad de sistemas idénticos, cada uno generando sus 
propias formas de onda. El conjunto de estas formas de onda se llama ensamble; las formas de onda 
son diferentes con el tiempo ya que la agitación térmica de los electrones en los conductores y 
semiconductores en los sistemas, que ocasiona el ruido, es diferente en cada sistema, aunque los 
sistemas se hayan construido de manera idéntica. 
Otra manera de ver las formas de onda de la figura 8.2, especialmente atractiva, es imaginarlas 
como las posibles formas de onda que pueden generarse por una red. El ensamble de todas las 
posibles formas de onda se conoce como proceso aleatorio. La señal aleatoria real solamente es un 
miembro del ensamble de los procesos alea torios de las posibles señales que, tomadas juntas, 
describen las propiedades estadísticas de la señal; por ejemplo, al tiempo tI el vol taje de cualquier 
forma de onda se trata como un valor específico de la variable aleatoria, describiendo todos los 
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11 =';:J =-- = 
/ 
Figura 82. Un ensamble de formas de onda aleatorias XI ( t). 1", 0, ± 1, ±2, .. 
que comprende un proceso aleatorio 
valores de las formas de onda de los miembros del proceso. El valor medio de esta variable aleatoria 
es un promedio estadístico de todos los posibles voltajes que ocurren al tiempo ti; esto se conoce 
como el promedio del ensamble al tiempo t i' 
Si el proceso aleatorio se denota por X (t), entonces el proceso se interpreta como tma variable 
aleatoria X al tiempo t. La densidad de probabilidad se denota por Px (Xi t). La amplitud promedio 
de la señal aleatoria (valor de de) al tiempo t se convierte en 
E IX (t)J = J xpx(x; t) dx (5.1) 
Si Px (Xi t) varía con el tiempo, entonces E [X (t)J podría variar con el tiempo. Usando la misma 
lógica se define la potencia en el proceso por 
E IX' (t)J = J x' px(x; t) dx (5.2) 
que, en general, varía con el tiempo. 
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Funciones correlacionadas 
Si Iéls variables ale,atoriils definid,a,s por el proceso X (t) a los tiempos t ¡ y 12 son X¡ = X (t I) Y 
X~ = X (12) con densIdad de probabilidad conjunta denotada por Px (x ¡, x2; t I, 12), la correlación entre 
XI y X2 denotada por Rxx (t I' 12), es 
(5.3) 
Ya que la correlación es de dos variables alea torias tomadas del mismo proceso, ésta se conoce 
como la funci ón deautocorrelólción. Con t i = t Y 12 = t + t , donde '! = 12 - t i es la diferencia de tiempos, 
tenemos 
Rxx(l, I + t ) = E IX (1) X (1 +T)) (5.4) 
Si dos procesos aleatorios X (1) Y Y (1) son considerados, la correlación entre las variables 
aleatorias X = X (1) Y y = y (1 + r ) es llamada la f ll llción de correlación crl/ zada del proceso, Y está dada 
por 
Rxy{t, t +T) = E IX (t) Y (t +t)) (5.5) 
Alternativamente 
Ryx (t, t +T) = E IY(t) X(t +T)) (5.6) 
Estaciolltlridad 
Las funciones med ia, potencia y autocorrelación son todas las medidas de las propiedades 
estadísti cas del proceso, aunque también hay otras posibles mediciones (momentos de mayor 
orden), Hablando en un sentido más amplio, si las propiedades estadísticas del proceso no varían 
con el tiempo éste se llama estacionario, Aunque hay muchas definiciones precisas de estacionari-
dad, una de ellas es la mas ú til , que se conoce como estacionaridad en el sentido amplio, Un proceso 
aleatorio X (1) es estacionario en el sentido amplio si las s iguientes dos condiciones son verdaderas: 
E (X (t)J = X = constante (5.7.) 
E IX (1 ) X (1 + r )1 = Rxx (t) (independiente de t ) (5.7b) 
Dos procesos son conjlmtamente estacionarios en el sentido amplio si cada uno es estaciona rio 
en el sentido amplio y sus funciones de correlación cruzadas son absolutamente independientes del 
tiempo 
E IX (t)Y (t + t )J = Rxy (t) (5.8) 
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E IY (I)X (1 + ,)J = Ryx (,) (5.9) 
Un proceso ergódico es una forma más restringida de un proceso aleatorio, y es aquel cuyos 
promedios en el tiempo de un miembro simple del ensamble de los procesos es igual a sus promedios 
estadísticos correspondientes. Si los promedios en el tiempo están definidos por 
T 
~I·l =o,~:= 2~l[.1 dt (5.10) 
como usualmente se hace, entonces para el proceso ergódico 
x = E IX (I)J = ""' Ix (t)J = x (5.11) 
Xl = E [X' (t)] = ""' [x' (t)] = Xl (5.12) 
Rxx (1') = E [X (t) X (1 + 1')1 = =9' [x (1) x (1 + e)1 = ~xx (e) (5.13) 
donde se usa =f' para representar la función de correlación en el tiempo. 
Para procesos ergódicos conjuntos 
(5.14) 
Ryx(1')= o;;!f'yx (1')~ dI [y(t)x(t+ 't')J (5.15) 
Almque los modelos estadísticos por 10 regular se emplean en modelado y aná lisis teóricos de 
sistemas, también son los promedios en el tiempo más comúnmente medidos (aproximadamente 
en la práctica) . Si el proceso es ergódico, los dos conjuntos de resultados son iguales y los resultados 
medidos coincidirán con la teoría. En la práctica, los procesos por lo tanto se asumen como ergódicos 
sin realmente probar lo que se asume; sin embargo, si el proceso no es ergódico, la va lidez de lo que 
se asume es de pequeñas consecuencias si los resultados teóricos y prácticos caen en rangos 
aceptables; usualmente así sucede. 
6. ESPECTRO DE DENSIDAD DE POTENCiA 
En la sección anterior comentamos las formas en las que se describen los procesos aleatorios usando 
el dominio en el tiempo. Como con señales determinísticas, las señales aleatorias se pueden 
describir en el dominio de la frecuencia. Esta descripción involucra e l espectro de densidad de 
potencia en lugar del espectro de densidad de voltaje. 
Procesos estacionarios 
Si XT (t) representa un proceso aleatorio X (t) truncado en -T < t < T(y cero para \ t I> n, entonces 
se puede demostrar que el proceso tiene un espectro de densidad de potel/cin 
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E[IXT(w)I'] 
L' xx (00) = lím 2T 
T~_ 
(6. 1) 
donde Xr (w) es la transformada de Fourier de Xr (t) y se asume que el proceso es al menos 
estacionario en el sentido amplio. El espectro de potencia de úJ para procesos reales es una función 
real, no negativa, par. 
Para procesos conjuntamente estacionarios, X (t) Y Y (t), teniendo representaciones truncadas 
XT (t) y y r (t) con sus respectivas transformadas de Fourier Xr (w) y Y r (w), los espectros de densidad 
de potencia cruzados se pueden derivar de la siguien te manera 
• E [XT(W) YT(W) ] 
L'xy(oo) =hm 2T 
T~_ 
(6.2) 
. E [YHW) Xr(W)] 
L'xy(oo) = hm 2T 
T~_ 
(6.3) 
La potencia y el espectro de densidad de potencia cruzado para procesos estacionarios 
conjuntos en el sentido amplio están relacionados por las funciones de correlación por pares de 
transformadas de Fourier 
Rxx (t ) H L'xx(oo) (6.4) 
R yy (t ) H L'yy (00 ) (6.5) 
RXY (t) H L'XY (00) (6.6) 
Ryx (t ) H .L'yX (00) (6.7) 
Procesos no estacionarios 
Aunque un proceso aleatorio no sea estacionario, el espectro de densidad de potencia promedio 
puede defini rse como la transformada de Fourier del promedio en el tiempo; la función del proceso 
de autocorrelación es 
(6.8) 
De este modo 
d[RXX(t,I+ 't")]= 2~ f L'xx(w) e jurr dw (6.9) 
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En el caso de no estacionarios la función de autocorrelación no puede recuperarse de su espectro 
de potencia promedio; sólo puede recuperarse la función de promedio en el tiempo autocorrelacio-
nada. 
De la misma manera, los espectros de densidad promedio de potencia cruzada pueden definirse 
como las transformadas de Fourier de la función de promedio en el tiempo de correlación cruzada. 
Potencia 
La potencia en un proceso aleatorio X (t) se deriva ya sea de su función de autocorrelación o de su 
espectro de densidad de potencia: 
X' = E lX' (1)1 = Rxx (O) 
::;...!... f .Lxx (úl) dúl 
2. 
7. R ESPUESTA DE LAS REDES A SEÑALES ALEATORIAS 
Resultado fundamental 
(6.10) 
Una señal aleatoria x (t) aplicada a la entrada de una red lineal invariante en el tiempo, con una 
sola entrada y una sola salida, generará una salida o respuesta dada por la convolución de x (t) con 
la respuesta al impulso de la red 1I (t): 
y(t)= f 11(~)x(l-~)rl~ 
= f x(~)II( I -~)d~ (7.1) 
El resultado fundamental de la ecuación (7.1) es todo lo que se requiere para derivar todas las 
características de la respuesta aleatoria y (t). 
Ya que la forma de onda de un proceso aleatorio X (t) se afecta por la red, mediante la ecuación 
(7.1) las respuestas corresponderán a los miembros de un nuevo proceso aleatorio Y (t). Como 
consecuencia de este hecho se puede interpretar esta misma ecuación como la transformación de un 
proceso en otro 
Y(t)=f 1r(~)X(t-¡;)rl~ 
(7.2) 
Apéndice B 
Funciones de correlación de salida 
Si X (t) es estacionario en el sentido amplio, y la red es lineal e invariante en el tiempo, se puede 
demostrar que el proceso de respuesta Y (t) es estacionario en el sentido amplio y X (t) Y Y (t) son 
conjuntamente estacionarios en el sentido amplio. Los resultados para este caso son: 
Las ftmciones media, potencia y autocorrelación de respuesta: 
Y=E[Y(t)]=x f /¡(~)d~ (7.3) 
(7.4) 
(7.5) 
Las funciones de correlación cruzadas son 
(7.6) 
(7.7) 
Espectros de densidad de pott'llcia 
Sea tm proceso aleatorio X(t), que al menos es estacionario en el sentido amplio con espectro de 
densidad de potencia1' xx (00), aplicado a la entrada de una red lineal invariante en el tiempo que 
tiene tma función de transferencia H(oo). El proceso alea torio de respuesta Y(t) tendrá tm espectro 
de densidad de potencia. 
L yy (w) = Lxx (w) 1 H (w) l' (7.8) 
Los espectros de densidad de potencia cruzados están relacionados por l' xx (00) de la siguiente 
manera: 
L' xy(w) o: L' xx (w)H (w) (7.9) 
L'YX (w) = L' xx (w)H (--(¡) (7.10) 
259 
Principios de comunicaciones digitales 
8. PROCESOS ALEATORIOS P ASA BANDAS 
Asúmase nuevamente que X(t ) es un proceso aleatorio real, con media cero, estacionario en el 
sentido amplio y limitado en banda, que tiene un espectro de densidad de potencia definido por 
1
* 0 
.Lxx =0 
O<W, < Iwl <w, + W¡ 
en otro caso (8.1 ) 
Aquí 00, es constante y W¡ es el espectro extendido del proceso. En la práctica, las señales 
aleatorias raramente están limitadas en banda, sin embargo, siempre hay frecuencias cuyo espectro 
de potencia es mayor y fuera de ellas es de poca importancia. Esto significa que la forma del espectro 
asumida es razonable para la mayoría de los problemas prácticos. 
El proceso aleatorio X (t) puede representarse de manera útil por 
X (/ ) = X, (1 ) cos (WoI + 90) - Xs (1 ) sen (WoI + 90 ) (82) 
donde roo y 80 son constantes; X, (t ) Y Xs (t) son procesos aleatorios pasa bajas con las siguientes 
propiedades 
(1) X, (1 ) Y Xx (1) son conjuntamente estacionarios en el sentido amplio 
(2)E[XC(t)]= 0, E[Xs(t)]= O 
(3) E[xt (t)]= E[ xi (t)]= E [X' (/) [ 
(4) Rx, x, (T) = Rx,.x,. (T) =.; J .L' xx (m) cos [(Ol - mo) T] dOl 
o 
(S) Rx x (T)=- R ... x (t )= =l. J .L'xx (m) Sin [(W-Olo) T] dw 
, • "< • 1t 
o 
(6) .L'!l'!l' (w) = 4, x, (m) = Lp [.L' xx (ol - mo) +.L' xx (m + lOo)] 
(7) ..1.:1' ! t (m) = -..1.:1' -1' (00) = - j Lr[ .L' xx (ol- lOo) -.L' xx (m + Wo)] 
(8.3a) 
(8.3b) 
(8.3c) 
(8.3d) 
(8.30) 
[8.3) 
(8.3g) 
Aqui roo es cualquier frecuencia conveniente en la banda w1 < Wo < 001 + W¡ Y Lp [,1 representa 
tomar sólo la parte pasa bajas de la cantidad entre corchetes. 
Una de las aplicaciones más útiles de la ecuación (8.2) escuando ..L' xx (00) es simétrica alrededor 
de '"o. En es'e caso, Rx"" (t) = O, R"'l (t) = O, Lo,,,, (w) = O Y Aa (w) = o 
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9. FILTROS ACOPLADOS 
En un número de sistemas una senal determinística f (t) se transmite y recibe junto con ruido n(t) 
en el receptor. Muchas veces el problema en el receptor es decidir en qué instante de tiempo to, si 
está presente la señalo sólo el ruido. La habilidad para tomar esta decisión mejora si la razón de 
la pote~cia de la señal al tiempo lo respecto a la potencia promedio del ruido es maximizada. De 
hecho es posible seleccionar un filtro, llamado filtro acoplado, que hará que la relación señal a ruido 
sea la máxima. En esta sección examinamos esta clase de filtros. 
Caso de ruido coloreado 
Considere algún filtro lineal invariante en el tiempo con respuesta al impulso y función de 
transferencia h(t) y H(w), respectivamente. La respuestafo(t) generada mediante la aplicación de 
1(1) a la entrada del filtro es 
(9.1) 
donde 
(9.2) 
La potencia promedio del ruido a la salida No es 
(9.3) 
donde .L'~w) es el espectro de densidad de potencia del ruido n(t) representado por el proceso 
aleatorio N(t). 
La razón de la potencia de la señal al tiempo lo respecto a la potencia promedio del ruido, que 
se quiere maximizar es 
(9 .4) 
Aplicando la desigualdad de Schwarz se tiene 
(9.5) 
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El máximo (igualdad) ocurre solamente cuando se selecciona la función de transferencia óptima 
como 
1 F" (w ) . Hópl(w) = -- ____ e -¡u>lo 
2nC L'NN (úl) (9.6) 
Caso de ruido blanco 
En el caso del ruido blanco donde .L'NN (00) = NoI2 (constante) para todas las frecuencias, la función 
de transferencia óptima para el filtro es 
Hópl(W)=_l_F (W)e -jwlo 
n No C 
Su respuesta al impulso se encuentra y es 
1 
¡'ÓP' (1) = --Cf (/0 - 1) 
.No 
(9.7) 
(9.8) 
Si! (t) es real, su respuesta al impulso óp tima es una réplica de! (t ) centrada en l o, pero atrasada 
en el tiempo. 
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