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To achieve universal quantum computation via general fault-tolerant schemes, stabilizer
operations must be supplemented with other non-stabilizer quantum resources. Motivated
by this necessity, we develop a resource theory for magic quantum channels to characterize
and quantify the quantum “magic” or non-stabilizerness of noisy quantum circuits. For qu-
dit quantum computing with odd dimension d, it is known that quantum states with non-
negative Wigner function can be efficiently simulated classically. First, inspired by this ob-
servation, we introduce a resource theory based on completely positive-Wigner-preserving
quantum operations as free operations, and we show that they can be efficiently simulated
via a classical algorithm. Second, we introduce two efficiently computable magic measures
for quantum channels, called the mana and thauma of a quantum channel. As applica-
tions, we show that these measures not only provide fundamental limits on the distillable
magic of quantum channels, but they also lead to lower bounds for the task of synthesizing
non-Clifford gates. Third, we propose a classical algorithm for simulating noisy quantum
circuits, whose sample complexity can be quantified by the mana of a quantum channel.
We further show that this algorithm can outperform another approach for simulating noisy
quantum circuits, based on channel robustness. Finally, we explore the threshold of non-
stabilizerness for basic quantum circuits under depolarizing noise.
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I. INTRODUCTION
A. Background
One of the main obstacles to physical realizations of quantum computation is decoherence that
occurs during the execution of quantum algorithms. Fault-tolerant quantum computation (FTQC)
[20, 78] provides a framework to overcome this difficulty by encoding quantum information into
quantum error-correcting codes, and it allows reliable quantum computation when the physical
error rate is below a certain threshold value.
The fault-tolerant approach to quantum computation allows for a limited set of transversal,
or manifestly fault-tolerant, operations, which are usually taken to be the stabilizer operations.
However, the stabilizer operations alone do not enable universality because they can be simu-
lated efficiently on a classical computer, a result known as the Gottesman-Knill theorem [1, 39].
The addition of non-stabilizer quantum resources, such as non-stabilizer operations, can lead to
universal quantum computation [12]. With this perspective, it is natural to consider the resource-
theoretic approach [23] to quantify and characterize non-stabilizer quantum resources, including
both quantum states and channels.
One solution for the above scenario is to implement a non-stabilizer operation via state in-
jection [100] of so-called “magic states,” which are costly to prepare via magic state distillation
[12] (see also [11, 19, 21, 45, 46, 53, 56]). The usefulness of such magic states also motivates the
3resource theory of magic states [13, 48, 60, 85, 86, 93], where the free operations are the stabilizer
operations and the free states are the stabilizer states (abbreviated as “Stab”). On the other hand,
since a key step of fault-tolerant quantum computing is to implement non-stabilizer operations,
a natural and fundamental problem is to quantify the non-stabilizerness or “magic” of quantum
operations. As we are at the stage of Noisy Intermediate-Scale Quantum (NISQ) technology, a
resource theory of magic for noisy quantum operations is desirable both to exploit the power and
to identify the limitations of NISQ devices in fault-tolerant quantum computation.
B. Overview of results
In this paper, we develop a framework for the resource theory of magic quantum channels,
based on qudit systems with odd prime dimension d. Related work on this topic has appeared
recently [74], but the set of free operations that we take in our resource theory is larger, given by
the completely positive-Wigner-preserving operations as we detail below. We note here that d-
level fault-tolerant quantum computation based on qudits with prime d is of considerable interest
for both theoretical and practical purposes [4, 18, 28, 40, 50].
Our paper is structured as follows:
• In Section II, we first review the stabilizer formalism [39] and the discrete Wigner function
[43, 44, 99]. We further review various magic measures of quantum states and introduce
various classes of free operations, including the stabilizer operations and beyond.
• In Section III, we introduce and characterize the completely positive-Wigner-preserving
(CPWP) operations. We then introduce two efficiently computable magic measures for
quantum channels. The first is the mana of quantum channels, whose state version was
introduced in [86]. The second is the max-thauma of quantum channels, inspired by the
magic state measure in [93]. We prove several desirable properties of these two measures,
including reduction to states, faithfulness, additivity for tensor products of channels, sub-
additivity for serial composition of channels, an amortization inequality, and monotonicity
under CPWP superchannels.
• In Section IV, we explore the ability of quantum channels to generate magic states. We
first introduce the amortized magic of a quantum channel as the largest amount of magic
that can be generated via a quantum channel. Furthermore, we introduce an information-
theoretic notion of the distillable magic of a quantum channel. In particular, we show that
both the amortized magic and distillable magic of a quantum channel can be bounded from
above by its mana and max-thauma.
• In Section V, we apply our magic measures for quantum channels in order to evaluate the
magic cost of quantum channels, and we explore further applications in quantum gate syn-
thesis. In particular, we show that at least four T gates are required to perfectly implement
a controlled-controlled-NOT gate.
• In Section VI, we propose a classical algorithm, inspired by [65], for simulating quantum
circuits, which is relevant for the broad class of noisy quantum circuits that are currently
being run on NISQ devices. This algorithm has sample complexity that scales with respect
to the mana of a quantum channel. We further show by concrete examples that the new al-
gorithm can outperform a previous approach for simulating noisy quantum circuits, based
on channel robustness [74].
4II. PRELIMINARIES
A. The stabilizer formalism
For most known fault-tolerant schemes, the restricted set of quantum operations is the sta-
bilizer operations, consisting of preparation and measurement in the computational basis and a
restricted set of unitary operations. Here we review the basic elements of the stabilizer states and
operations for systems with a dimension that is a product of odd primes. Throughout this paper,
a Hilbert space implicitly has an odd dimension, and if the dimension is not prime, it should be
understood to be a tensor product of Hilbert spaces each having odd prime dimension.
Let Hd denote a Hilbert space of dimension d, and let {|j〉}j=0,··· ,d−1 denote the standard
computational basis. For a prime number d, we define the unitary boost and shift operators
X,Z ∈ L(Hd) in terms of their action on the computational basis:
X|j〉 = |j ⊕ 1〉, (1)
Z|j〉 = ωj |j〉, ω = e2pii/d, (2)
where ⊕ denotes addition modulo d. We define the Heisenberg–Weyl operators as
Tu = τ
−a1a2Za1Xa2 , (3)
where τ = e(d+1)pii/d, u = (a1, a2) ∈ Zd × Zd.
For a system with composite Hilbert space HA ⊗ HB , the Heisenberg–Weyl operators are the
tensor product of the subsystem Heisenberg–Weyl operators:
TuA⊕uB = TuA ⊗ TuB , (4)
where uA ⊕ uB is an element of ZdA × ZdA × ZdB × ZdB .
The Clifford operators Cd are defined to be the set of unitary operators that map Heisenberg–
Weyl operators to Heisenberg–Weyl operators under unitary conjugation up to phases:
U ∈ Cd iff ∀u, ∃θ,u′, s.t. UTuU † = eiθTu′ . (5)
These operators form the Clifford group.
The pure stabilizer states can be obtained by applying Clifford operators to the state |0〉:
{Sj} = {U |0〉〈0|U † : U ∈ Cd}. (6)
A state is defined to be a magic or non-stabilizer state if it cannot be written as a convex com-
bination of pure stabilizer states.
B. Discrete Wigner function
The discrete Wigner function [43, 44, 99] was used to show the existence of bound magic
states [85]. For an overview of discrete Wigner functions, we refer to [85, 86] for more details.
See also [33] for a review of quasi-probability representations in quantum theory, with applica-
tions to quantum information science.
For each point u ∈ Zd × Zd in the discrete phase space, there is a corresponding operator Au,
and the value of the discrete Wigner representation of a state ρ at this point is given by
Wρ(u) :=
1
d
Tr[Auρ], (7)
5where d is the dimension of the Hilbert space and {Au}u are the phase-space point operators:
A0 =
1
d
∑
u
Tu, Au = TuA0T
†
u. (8)
The discrete Wigner function can be defined more generally for a Hermitian operator X acting on
a space of dimension d via the same formula:
WX(u) =
1
d
Tr[AuX]. (9)
For the particular case of a measurement operator E satisfying 0 ≤ E ≤ 1, the discrete Wigner
representation is defined as
W (E|u) := Tr[EAu], (10)
i.e., without the prefactor 1/d. The reason for this will be clear in a moment and is related to the
distinction between a frame and a dual frame [34, 35, 65].
Some nice properties of the set {Au}u are listed as follows:
1. Au is Hermitian;
2.
∑
u Au/d = 1;
3. Tr[AuAu′ ] = d δ(u,u′);
4. Tr[Au] = 1;
5. ρ =
∑
u Wρ(u)Au;
6. {Au}u = {ATu }u.
From the second property above and the definition in (7), we conclude the following equality
for a quantum state ρ: ∑
u
Wρ(u) = 1. (11)
For this reason, the discrete Wigner function is known as a quasi-probability distribution. More
generally, for a Hermitian operator X , we have that∑
u
WX(u) = Tr[X], (12)
so that for a subnormalized state ω, satisfying ω ≥ 0 and Tr[ω] ≤ 1, we have that∑u Wω(u) ≤ 1.
Following the convention in (10) for measurement operators, we find the following for a posi-
tive operator-valued measure (POVM) {Ex}x (satisfying Ex ≥ 0 ∀x and
∑
xE
x = 1):∑
x
W (Ex|u) = 1, (13)
so that the quasi-probability interpretation is retained for a POVM. That is, W (Ex|u) can be inter-
preted as the conditional quasi-probability of obtaining outcome x given input u.
6We can quantify the amount of negativity in the discrete Wigner function of a state ρ via the
sum negativity, which is equal to the absolute sum of the negative elements of the Wigner func-
tion [86]:
sn(ρ) :=
∑
u:Wρ(u)<0
|Wρ(u)| = 1
2
(∑
u
|Wρ(u)| −Wρ(u)
)
=
1
2
(∑
u
|Wρ(u)|
)
− 1
2
. (14)
By definition, we find that sn(ρ) ≥ 0. The mana of a state ρ is defined as [86]
M(ρ) := log
(∑
u
|Wρ(u)|
)
= log(2 · sn(ρ) + 1) ≥ 0. (15)
We define the mana more generally, as in [93], for a positive semi-definite operator X via the
formula
M(X) := log
(∑
u
|WX(u)|
)
= log
2
 ∑
u:WX(u)<0
|WX(u)|
+ Tr[X]
 . (16)
We denote the set of quantum states with a non-negative Wigner function by W+ (Wigner
polytope), i.e.,
W+ := {ρ : ∀u,Wρ(u) ≥ 0, ρ ≥ 0,Tr[ρ] = 1}. (17)
It is known that quantum states with non-negative Wigner function are classically simulable and
thus are useless in magic state distillation [85], which can be seen as the analog of states with
positive partial transpose (PPT) in entanglement distillation [47, 66].
Motivated by the Rains bound [71] and its variants [32, 82, 83, 88–91] in entanglement theory,
the set of sub-normalized states with non-positive mana was introduced as follows [93] to explore
the resource theory of magic states:
W :=
{
σ :
∑
u
|Wσ(u)| ≤ 1, σ ≥ 0
}
= {σ :M(σ) ≤ 0, σ ≥ 0} . (18)
It follows from definitions and the triangle inequality that Tr[σ] ≤ 1 if σ ∈ W (alternatively one
can conclude this by inspecting the right-hand side of (16)).
Furthermore, we define Ŵ+ to be the set of Hermitian operators with non-negative Wigner
function:
Ŵ+ := {V : ∀u,WV (u) ≥ 0}. (19)
The Wigner trace norm and Wigner spectral norm of an Hermitian operator V are defined as
follows, respectively:
‖V ‖W,1 :=
∑
u
|WV (u)| =
∑
u
|Tr[AuV ]/d|, (20)
‖V ‖W,∞ := dmaxu |WV (u)| = maxu |Tr[AuV ]|. (21)
The Wigner trace and spectral norms are dual to each other in the following sense:
‖V ‖W,1 := max
C
{|Tr[V C]| : ‖C‖W,∞ ≤ 1}, (22)
‖V ‖W,∞ := max
C
{|Tr[V C]| : ‖C‖W,1 ≤ 1}, (23)
with C ranging over Hermitian operators within the same space.
7Measures Acronym Definition
Mana [86] M(ρ) log∑u |TrAuρ|/d
Robustness of magic [48] R(ρ) inf{2r + 1 : ρ+rσ
1+r
= τ, σ, τ ∈ Stab}
Relative entropy of magic [86] RM(ρ) infσ∈StabD(ρ‖σ)
Regularized relative entropy of magic [86] R∞M(ρ) limn→∞R
∞
M(ρ
⊗n)/n
Max-thauma [93] θmax(ρ) infσ∈W Dmax(ρ‖σ)
Thauma [93] θ(ρ) infσ∈W D(ρ‖σ)
Regularized thauma [93] θ∞(ρ) limn→∞ θ(ρ⊗n)/n
Min-thauma [93] θmin(ρ) infσ∈W D0(ρ‖σ)
TABLE I: Partial zoo of magic measures.
C. Stabilizer channels and beyond
A stabilizer operation (SO) consists of the following types of quantum operations: Clifford op-
erations, tensoring in stabilizer states, partial trace, measurements in the computational basis, and
post-processing conditioned on these measurement results. Any quantum protocol composed of
these quantum operations can be written in terms of the following Stinespring dilation represen-
tation: E(ρ) = TrE [U(ρ ⊗ ρE)U †], where U is a Clifford unitary and the ancilla ρE is a stabilizer
state.
The authors of [2] generalized the set of stabilizer operations to stabilizer-preserving opera-
tions, which are those that transform stabilizer states to stabilizer states and which form the largest
set of physical operations that can be considered free for the resource theory of non-stabilizerness.
More recently, Ref. [74] introduced the completely stabilizer-preserving operations (CSPO); i.e., a
quantum operation Π is called completely stabilizer-preserving if for any reference system R,
∀ρRA ∈ Stab, (idR⊗ΠA→B)(ρRA) ∈ Stab. (24)
D. Magic measures of quantum states
We review some of the magic measures of quantum states in Table I. In particular, the max-
thauma of a quantum state ρ is defined as follows [93]:
θmax(ρ) := min
σ∈W
Dmax(ρ‖σ) := min
σ∈W
[
min{λ : ρ ≤ 2λσ}
]
(25)
= log2 min {‖V ‖W,1 : ρ ≤ V } , (26)
where the max-relative entropy Dmax(ρ‖σ) was defined in [27].
III. QUANTIFYING THE NON-STABILIZERNESS OF A QUANTUM CHANNEL
A. Completely Positive-Wigner-Preserving operations
A quantum circuit consisting of an initial quantum state, unitary evolutions, and measure-
ments, each having non-negative Wigner functions, can be classically simulated [65]. It is thus nat-
ural to consider free operations to be those that completely preserve the positivity of the Wigner
function. Indeed, any such quantum operations are proved to be efficiently simulated via classi-
cal algorithms in Section VI and thus become reasonable free operations for the resource theory
of magic.
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CPWPO
FIG. 1: Relationship between stabilizer operations, completely stabilizer-preserving operations, and com-
pletely PWP operations.
Definition 1 (Completely PWP operation) A Hermiticity-preserving linear map Π is called com-
pletely positive Wigner preserving (CPWP) if for any system R with odd dimension, the following holds
∀ρRA ∈ W+, (idR⊗ΠA→B)(ρRA) ∈ W+ . (27)
Figure 1 depicts the relationship between stabilizer operations, completely stabilizer-
preserving operations, and completely PWP operations.
We now recall the definition of the discrete Wigner function of a quantum channel from [60],
which is strongly related to the Wigner function of a quantum channel as defined in [5, Eq. (95)].
Definition 2 (Discrete Wigner function of a quantum channel) Given a quantum channel NA→B ,
its discrete Wigner function is defined as
WN (v|u) := 1
dB
Tr[((AuA)
T ⊗AvB)JNAB] (28)
=
1
dB
Tr[AvBN (AuA)]. (29)
Here JNAB =
∑
ij |i〉〈j|A ⊗ N (|i〉〈j|A′) denotes the Choi-Jamiołkowski matrix [24, 51] of the channel N ,
where {|i〉A}i and {|i〉A′}i are orthonormal bases on isomorphic Hilbert spaces HA and HA′ , respectively.
More generally, the discrete Wigner function of a Hermiticity-preserving linear map PA→B can be defined
using the same formula in (29), by substituting N therein with P .
From the definition above and the properties recalled in Section II B, it follows for a quantum
channel NA→B that ∑
v
WN (v|u) = 1 ∀u, (30)
because ∑
v
WN (v|u) =
∑
v
Tr[AvBN (AuA)]/dB = Tr
[(∑
v
AvB
dB
)
N (AuA)
]
(31)
= Tr[IBN (AuA)] = Tr[N (AuA)] = Tr[AuA] = 1, (32)
where the penultimate equality follows from the fact that N is trace preserving (in fact here we
did not require complete positivity or even linearity). Due to the normalization in (30),WN (v|u)
can be interpreted as a conditional quasi-probability distribution.
Furthermore, the discrete Wigner function of a channel allows one to determine the output
Wigner function from the input Wigner function by propagating the quasi-probability distribi-
tions, just as one does in the classical case. When there is no reference system, such a statement
was proved in [60]. Here we slightly extend this result to the case with a reference system in the
following lemma.
9Lemma 1 For an input state ρAR and a quantum channel NA→B with respective Wigner functions
WρAR(u,y) and WN (v|u), the Wigner function WN (ρAR)(v,y) of the output state NA→B(ρAR) is given
by
WNA→B(ρAR)(v,y) =
∑
u
WN (v|u) WρAR(u,y). (33)
Proof. The proof is straightforward:
WN (ρAR)(v,y) =
1
dBdR
Tr[(AvB ⊗AyR)NA→B(ρAR)] (34)
=
1
dBdR
∑
u,w
Tr[(AvB ⊗AyR)NA→B(WρAR(u,w)AuA ⊗AwR)] (35)
=
1
dBdR
∑
u,w
WρAR(u,w) Tr[A
v
BNA→B(AuA)⊗AyRAwR)] (36)
=
1
dBdR
∑
u,w
WρAR(u,w) Tr[A
v
BNA→B(AuA)]dR δ(y,w) (37)
=
∑
u
WN (v|u) WρAR(u,y). (38)
All steps follow from definitions and the properties of the phase-space point operators recalled
in Section II B. In particular, we made use of the fact that ρAR =
∑
v,w WρAR(v,w)A
v
A ⊗ AwR in the
second equality. 
Theorem 2 The following statements about CPWP operations are equivalent:
1. The quantum channel N is CPWP;
2. The discrete Wigner function of the Choi-Jamiołkowski matrix JN is non-negative;
3. WN (v|u) is non-negative for all u and v (i.e., WN (v|u) is a conditional probability distribution or
classical channel).
Proof. 1→ 2: Let us first apply the (stabilizer) qudit controlled-NOT gate CNOTd to the stabilizer
state |+〉 ⊗ |0〉 to prepare the maximally entangled state Φd ∈ W+. Since N completely preserves
the positivity of the Wigner function, it follows that
JN /d = (idR⊗N )(Φd) ∈ W+. (39)
2→ 3: We find that
WN (v|u) = Tr[JN ((AuA)T ⊗AvB)]/dB = Tr[JN (Au
′
A ⊗AvB)]/dB ≥ 0. (40)
In the last inequality, we note that Au
′
A = (A
u
A)
T and we can always find such u′ since {AuA}u =
{(AuA)T }u. The fact that WN (v|u) is a conditional probability distribution follows from the in-
equality in (40) and the constraint in (30).
3 → 1: If the channel N has a non-negative Wigner function, then for an input state ρAR such
that ρAR ∈ W+, it follows from Lemma 1 that
WN (ρAR)(v,y) =
∑
u
WN (v|u) WρAR(u,y) ≥ 0, (41)
concluding the proof. 
We remark here that the equivalence between 2 and 3 above was proved in [60], and our con-
tribution is to show the equivalence between 2, 3, and the completely positive Wigner preserving
property, which considers information processing in the presence of reference systems.
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B. Quantum (CPWP) superchannels
A superchannel Ξ(A→B)→(C→D) is a quantum-physical evolution of a quantum channelNA→B
[22, 42], which leads to an output channel KC→D as
KC→D = Ξ(A→B)→(C→D)(NA→B). (42)
The output channel KC→D taking system C to system D can be denoted by Ξ(N ) for short. The
key property of a quantum superchannel is that the output map(
idR⊗Ξ(A→B)→(C→D)
)
(NRA→RB) (43)
is a legitimate quantum channel for all input bipartite channels NRA→RB , where the reference
system R is arbitrary and idR denotes the identity superchannel. A superchannel Ξ(A→B)→(C→D)
has a physical realization in terms of a pre-processing channel EC→AM and a post-processing
channel DBM→D [22, 42], so that
Ξ(A→B)→(C→D)(NA→B) = DBM→D ◦ NA→B ◦ EC→AM . (44)
The superchannel Ξ(A→B)→(C→D) is in one-to-one correspondence with a bipartite channel
PCB→AD, defined as
PCB→AD := DBM→D ◦ EC→AM . (45)
Related to this, an arbitrary bipartite channel P ′CB→AD is in one-to-one correspondence with a
superchannel Ξ′(A→B)→(C→D) as long as it obeys the following non-signaling constraint [68, The-
orem 4]:
TrD ◦P ′CB→AD = TrD ◦P ′CB→AD ◦ RpiB, (46)
where RpiB is a replacer channel, defined as RpiB(ωB) = Tr[ωB]piB with piB the maximally mixed
state. That is, the non-signaling constraint implies that a trace out of system D has the effect of
tracing and replacing system B, thus preventing B from signaling to A.
The Choi operator of a quantum superchannel Ξ(A→B)→(C→D) is given by the Choi operator of
its corresponding bipartite channel PCB→AD [22, 42]:
JΞCBAD :=
∑
i,j,i′,j′
|i〉〈j|C ⊗ |i′〉〈j′|B ⊗ PC′B′→AD(|i〉〈j|C′ ⊗ |i′〉〈j′|B′), (47)
where systems B′ and C ′ are isomorphic to B and C, respectively. It obeys the following con-
straints:
JΞCBAD ≥ 0, (48)
TrAD[J
Ξ
CBAD] = ICB, (49)
TrD[J
Ξ
CBAD] = TrDB[J
Ξ
CBAD]⊗ piB, (50)
which correspond respectively to complete positivity of the corresponding bipartite channel
PCB→AD, trace preservation of the bipartite channel PCB→AD, and the B 6→ A non-signaling
constraint. Conversely, any operator obeying the three constraints above is a bipartite channel
corresponding to a superchannel. One can employ the following propagation rule [22, 42] to de-
termine the Choi operator of the output channel in (42):
JKCD = TrAB
[((
JNAB
)T ⊗ ICD) JΞCBAD] , (51)
11
where the superscript T denotes the transpose operation.
By employing Definition 2, we define the discrete Wigner function of a quantum superchan-
nel Ξ(A→B)→(C→D), and we do so by means of its corresponding bipartite channel PCB→AD. That
is, since PCB→AD is a channel, it has a discrete Wigner function
WΞ(uA,vD|uC ,vB) = 1
dAdD
Tr[
(
AuAA ⊗AvDD
)PCB→AD (AuCC ⊗AvBB )], (52)
where we use the subscript Ξ to indicate its assocation with the superchannel Ξ and the choice of
letters u and v are made in the above way because, in what follows, we will link up the discrete
Wigner function WN (vB|uA) of a quantum channelNA→B with WΞ and the notation given above
is more convenient for doing so. In addition to obeying the following property∑
uA,vD
WΞ(uA,vD|uC ,vB) = 1, (53)
so that WΞ(uA,vD|uC ,vB) is a conditional quasi-probability distribution, there is an extra con-
straint imposed on WΞ(uA,vD|uC ,vB) related to the non-signaling constraint B 6→ A in (46). To
see this, let
WΞ(uA|uC ,vB) :=
∑
vD
WΞ(uA,vD|uC ,vB). (54)
By employing the non-signaling constraint in (46) and properties of the phase-space point oper-
ators, it is straightforward to conclude that the non-signaling constraint B 6→ A is equivalent to
the following condition on the discrete Wigner function WΞ(uA,vD|uC ,vB):
WΞ(uA|uC ,vB) = WΞ(uA|uC ,v′B) ∀vB,v′B, (55)
so that we can write
WΞ(uA|uC) := WΞ(uA|uC ,vB). (56)
This can be interpreted as indicating that the output phase-space point uA is independent of vB
if system D is not available (i.e., has been marginalized). We note here that the conditions in (55)
represent a direct generalization of non-signaling constraints for classical probability distributions
to quasi-probability distributions. Furthermore, we also observe that the super-quasi-probability
distribution in (52) represents a generalization of the classical superchannels discussed in [61, 62].
By employing the propagation rule in (51) and a sequence of steps similar to those given in the
proof of Lemma 1, we conclude that the discrete Wigner function of the output channel KC→D =
Ξ(A→B)→(C→D)(NA→B) is given by
WΞ(N )(vD|uC) =
∑
uA,vB
WΞ(uA,vD|uC ,vB)WN (vB|uA)., (57)
again generalizing the fully classical case from [61, 62].
We now define CPWP superchannels as free superchannels that extend the notion of CPWP
channels:
Definition 3 (CPWP superchannel) A superchannel Ξ(A→B)→(C→D) is completely CPWP preserv-
ing (CPWP superchannel for short) if, for all CPWP channels NRA→RB , the output channel
Ξ(A→B)→(C→D)(NRA→RB) is CPWP, where R is an arbitrary reference system.
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We then have the following theorem as a generalization of Theorem 2 (its proof is very similar
and so we omit it):
Theorem 3 The following statements about CPWP superchannels are equivalent:
1. The quantum superchannel Ξ is CPWP;
2. The discrete Wigner function of the Choi matrix JΞCBAD is non-negative;
3. The discrete Wigner functionWΞ(uA,vD|uC ,vB) is non-negative for all uA, vD, uC , and vB (i.e.,
WΞ(uA,vD|uC ,vB) is a conditional probability distribution or classical bipartite channel with a
non-signaling constraint).
An interesting consequence of the third part of the above theorem is that every CPWP super-
channel has a non-unique realization in terms of pre- and post-processing CPWP channels. This
follows from the fact that every non-signaling classical bipartite channel can be realized in terms
of pre- and post-processing classical channels (see the discussion surrounding [61, Eq. (7)]), and
these pre- and post-processing classical channels can be identified as the discrete Wigner functions
of pre- and post-processing CPWP channels.
C. Logarithmic negativity (mana) of a quantum channel
To quantify the magic of quantum channels, we introduce the mana (or logarithmic negativity)
of a quantum channel NA→B :
Definition 4 (Mana of a quantum channel) The mana of a quantum channel NA→B is defined as
M(NA→B) := log maxu ‖NA→B(A
u
A)‖W,1 (58)
= log max
u
∑
v
1
dB
|Tr[AvBNA→B(AuA)]| (59)
= log max
u
∑
v
1
dB
∣∣Tr[(AuA ⊗AvB)JNAB]∣∣ (60)
= log max
u
∑
v
|WN (v|u)|. (61)
More generally, we define the mana of a Hermiticity-preserving linear map PA→B via the same formula
above, but substituting N with P .
In the following, we are going to show that the mana of a quantum channel has many desirable
properties, such as
1. Reduction to states: M(N ) = M(σ) when the channel N is a replacer channel, acting as
N (ρ) = Tr[ρ]σ for an arbitrary input state ρ, with σ a state.
2. Additivity under tensor products (Proposition 5):M(N1 ⊗N2) =M(N1) +M(N2).
3. Subadditivity under serial composition of channels (Proposition 6):M(N2◦N1) ≤M(N1)+
M(N2).
4. Faithfulness (Proposition 7):M(N ) ≥ 0 andM(N ) = 0 if and only if N ∈ CPWP.
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5. Amortization inequality (Proposition 8): ∀ρRA, M((idR⊗N )(ρRA))−M(ρRA) ≤M(N ).
6. Monotonicity under CPWP superchannels (Proposition 9), which implies monotonicity un-
der completely stabilizer-preserving superchannels.
Proposition 4 (Reduction to states) Let N be a replacer channel, acting as N (ρ) = Tr[ρ]σ for an arbi-
trary input state ρ, with σ a state. Then
M(N ) =M(σ). (62)
Proof. Applying definitions and the fact that Tr[Au] = 1 for a phase-space point operator Au, we
find that
M(N ) = log max
u
‖N (Au)‖W,1 = log maxu ‖Tr[Au]σ‖W,1 = log ‖σ‖W,1 =M(σ), (63)
concluding the proof. 
Proposition 5 (Additivity) For quantum channels N1 and N2, the following additivity identity holds
M(N1 ⊗N2) =M(N1) +M(N2). (64)
More generally, the same additivity identity holds if N1 and N2 are Hermiticity-preserving linear maps.
Proof. The proof relies on basic properties of the Wigner 1-norm and composite phase-space
point operators, i.e.,
M(N1 ⊗N2) = log maxu1,u2 ‖(N1 ⊗N2)(Au1 ⊗Au2)‖W,1 (65)
= log max
u1,u2
[‖N1(Au1)‖W,1 · ‖N2(Au2)‖W,1] (66)
= log max
u1
‖N1(Au1)‖W,1 + log maxu2 ‖N2(Au2)‖W,1 (67)
=M(N1) +M(N2). (68)
This concludes the proof. 
Proposition 6 (Subadditivity) For quantum channels N1 and N2, the following subadditivity inequal-
ity holds
M(N2 ◦ N1) ≤M(N1) +M(N2). (69)
More generally, the same subadditivity inequality holds if N1 and N2 are Hermiticity-preserving linear
maps.
Proof. Consider the following for an arbitrary phase-space point operator Au:
log ‖(N2 ◦ N1)(Au)‖W,1 = log ‖(N2 ◦ N1)(Au)‖W,1‖N1(Au)‖W,1 + log ‖N1(Au)‖W,1 (70)
= log
∥∥N2 (∑u′WN1(Au)(u′)Au′)∥∥W,1∑
u′ |WN1(Au)(u′)|
+ log ‖N1(Au)‖W,1 (71)
≤ log
∑
u′
|WN1(Au)(u′)|∑
u′ |WN1(Au)(u′)|
‖N2 (Au′)‖W,1 + log ‖N1(Au)‖W,1 (72)
≤ log max
u′
‖N2 (Au′)‖W,1 + log maxu ‖N1(Au)‖W,1 (73)
=M(N1) +M(N2). (74)
Since the chain of inequalities holds for an arbitrary phase-space point operator Au, we conclude
the statement of the proposition. 
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Proposition 7 (Faithfulness) Let NA→B be a quantum channel. Then the mana of the channel N satis-
fiesM(N ) ≥ 0, andM(N ) = 0 if and only if N ∈ CPWP.
Proof. To see the first claim, from the assumption that N is a quantum channel and (30), we find
that
∑
v
|WN (v|u)| = 2
 ∑
v:WN (v|u)<0
|WN (v|u)|
+ 1 ≥ 1 ∀u. (75)
Taking a maximization over u and applying a logarithm leads to the conclusion thatM(N ) ≥ 0
for all channels N .
Now suppose that N ∈ CPWP. Then by Theorem 2, it follows thatWN (v|u) is a conditional
probability distribution, so that
∑
v |WN (v|u)| =
∑
vWN (v|u) = 1 for all u. It then follows from
the definition thatM(N ) = 0.
Finally, suppose that M(N ) = 0. By definition, this implies that maxu
∑
v |WN (v|u)| = 1.
However, consider that the rightmost inequality in (75) holds for all channels. So our assumption
and this inequality imply that
∑
v:WN (v|u)<0 |WN (v|u)| = 0 for all u, which means thatWN (v|u) ≥
0 for all u,v. By Theorem 2, it follows that N ∈ CPWP. 
Proposition 8 (Amortization inequality) For any quantum channel NA→B , the following inequality
holds
sup
ρA
[M(N (ρA))−M(ρA)] ≤M(N ). (76)
Furthermore, we have that
sup
ρRA
[M((idR⊗N )(ρRA))−M(ρRA)] ≤M(N ). (77)
Proof. The inequality in (76) is a direct consequence of reduction to states (Proposition 4) and
subadditivity of mana with respect to serial compositions (Proposition 6). Indeed, letting N ′ be a
replacer channel that prepares the state ρA, we find that
M(N (ρA)) =M(N ◦N ′) ≤M(N ) +M(N ′) =M(N ) +M(ρA). (78)
for all input states ρA, from which we conclude (76).
By applying the inequality in (78) with the substitutionN → id⊗N , the additivity of the mana
of a channel from Proposition 5, and the fact that the identity channel is free (and thus has mana
equal to zero), we finally conclude that
M((idR⊗N )(ρRA))−M(ρRA) ≤M(idR⊗N ) (79)
=M(idR) +M(N ) (80)
=M(N ), (81)
from which we conclude (77). 
Theorem 9 (Monotonicity) LetNA→B be a quantum channel, and let ΞCPWP be a CPWP superchannel
as given in Definition 3. ThenM(N ) is a channel magic measure in the sense that
M(N ) ≥M(ΞCPWP(N )). (82)
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Proof. Recalling the definition of the channel mana in terms of the discrete Wigner function
(see (61)) and abbreviating ΞCPWP as Ξ, consider that
M(ΞCPWP(N )) = log max
uC
∑
vD
∣∣WΞ(N )(vD|uC)∣∣ (83)
= log max
uC
∑
vD
∣∣∣∣∣ ∑
uA,vB
WΞ(uA,vD|uC ,vB)WN (vB|uA)
∣∣∣∣∣ (84)
≤ log max
uC
∑
vD,uA,vB
|WΞ(uA,vD|uC ,vB)WN (vB|uA)| (85)
= log max
uC
∑
vD,uA,vB
WΞ(uA,vD|uC ,vB) |WN (vB|uA)| (86)
= log max
uC
∑
uA,vB
WΞ(uA|uC ,vB) |WN (vB|uA)| (87)
= log max
uC
∑
uA,vB
WΞ(uA|uC) |WN (vB|uA)| . (88)
The second equality follows from (57). The first inequality follows from the triangle inequal-
ity. The third equality follows from the assumption that the superchannel Ξ is CPWP, so that
its discrete Wigner function is non-negative (see Theorem 3). The fourth equality follows from
marginalizing WΞ over vD. The fifth equality follows from the non-signaling constraint in (55).
Continuing, we find that
Eq. (88) = log max
uC
∑
uA
WΞ(uA|uC)
∑
vB
|WN (vB|uA)| (89)
≤ log max
uC
∑
uA
WΞ(uA|uC)
[
max
uA
∑
vB
|WN (vB|uA)|
]
(90)
= log max
uA
∑
vB
|WN (vB|uA)| (91)
=M(N ). (92)
The first equality follows from rearranging sums. The inequality follows from bounding∑
vB
|WN (vB|uA)| in terms of its maximum value (so that it is no longer dependent on uA). The
penultimate equality follows because
∑
uA
WΞ(uA|uC) = 1, and the final one follows by defini-
tion. 
Remark 1 We note here that the monotonicity inequality in (82) holds more generally ifN is a completely
positive map that is not necessarily trace preserving.
D. Generalized thauma of a quantum channel
In this section, we define a rather general measure of magic for a quantum channel, called the
generalized thauma, which extends to channels the definition from [93] for states. To define it,
recall that a generalized divergence D(ρ‖σ) is any function of a quantum state ρ and a positive
semi-definite operator σ that obeys data processing [69, 77], i.e., D(ρ‖σ) ≥ D(N (ρ)‖N (σ)) where
N is a quantum channel. Examples of generalized divergences, in addition to the trace distance
and relative entropy, include the Petz–Re´nyi relative entropies [67], the sandwiched Re´nyi relative
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entropies [63, 98], the Hilbert α-divergences [17], and the χ2 divergences [81]. One can then define
the generalized channel divergence [57], as a way of quantifying the distinguishability of two
quantum channels NA→B and PA→B , as follows:
D(N‖P) := sup
ψRA
D(NA→B(ψRA)‖PA→B(ψRA)), (93)
where the optimization is with respect to all pure states ψRA such that system R is isomorphic
to the channel input system A (note that one does not achieve a higher value of D(N‖P) by
allowing for an optimization over mixed states ρRA with an arbitrarily large reference system
[57], as a consequence of purification, the Schmidt decomposition theorem, and data processing).
More generally, PA→B can be a completely positive map in the definition in (93). Interestingly, the
generalized channel divergence is monotone under the action of a superchannel Ξ:
D(N‖P) ≥ D(Ξ(N )‖Ξ(P)), (94)
as shown in [42, Section V-A].
We then define generalized thauma as follows:
Definition 5 (Generalized thauma of a quantum channel) The generalized thauma of a quantum
channel NA→B is defined as
θ(N ) := inf
E:M(E)≤0
D(N‖E), (95)
where the optimization is with respect to all completely positive maps E having manaM(E) ≤ 0.
It is clear that the above definition extends the generalized thauma of a state [93], which we
recall is given by
θ(ρ) := inf
σ≥0:M(σ)≤0
D(ρ‖σ). (96)
We now prove that the generalized thauma of a quantum channel reduces to the state measure
whenever the channel N is a replacer channel:
Proposition 10 (Reduction to states) Let N be a replacer channel, acting as N (ρ) = Tr[ρ]σ for an
arbitrary input state ρ, where σ is a state. Then
θ(N ) = θ(σ). (97)
Proof. First, denoting the maximally mixed state by pi, consider that
θ(N ) = inf
E:M(E)≤0
sup
ψRA
D((idR⊗N )(ψRA)‖(idR⊗E)(ψRA)) (98)
≥ inf
E:M(E)≤0
D(piR ⊗N (piA)‖piR ⊗ E(piA)) (99)
= inf
E:M(E)≤0
D(σB‖E(pi)) (100)
= inf
ω:M(ω)≤0
D(σB‖ω) (101)
= θ(σ). (102)
The first equality follows from the definition. The inequality follows by choosing the input state
suboptimally to be piR ⊗ piA. The second equality follows because the generalized divergence
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is invariant with respect to tensoring in the same state for both arguments. The third equality
follows because pi is a free state with non-negative Wigner function and E is a completely positive
map withM(E) ≤ 0. Since one can reach all and only the operators ω ∈ W , the equality follows.
Then the last equality follows from the definition.
To see the other inequality, consider that E(ρ) = Tr[ρ]ω, for ω ∈ W , is a particular completely
positive map satisfyingM(E) =M(ω) ≤ 0, so that
θ(N ) = inf
E:M(E)≤0
sup
ψRA
D((idR⊗N )(ψRA)‖(idR⊗E)(ψRA)) (103)
≤ inf
ω:M(ω)≤0
D(ψR ⊗ σB‖ψR ⊗ ωB) (104)
= inf
ω:M(ω)≤0
D(σB‖ωB) (105)
= θ(σ). (106)
This concludes the proof. 
That the generalized thauma of channels proposed in (95) is a good measure of magic for
quantum channels is a consequence of the following proposition:
Theorem 11 (Monotonicity) Let NA→B be a quantum channel, and let ΞCPWP be a CPWP superchan-
nel as given in Definition 3. Then θ(N ) is a channel magic measure in the sense that
θ(NA→B) ≥ θ(ΞCPWP(NA→B)) . (107)
Proof. The idea is to utilize the generalized divergence and its basic property of data processing.
In more detail, consider that
θ(NA→B) = infE:M(E)≤0D(NA→B‖E) (108)
≥ inf
E:M(E)≤0
D(ΞCPWP(NA→B)‖ΞCPWP(E)) (109)
≥ inf
Ê:M(Ê)≤0
D(ΞCPWP(NA→B)‖Ê) (110)
= θ(ΞCPWP(NA→B)). (111)
The first inequality follows from the fact that the generalized divergence of channels is monotone
under the action of a superchannel [42, Section V-A]. The second inequality follows from the
monotonicity of M(N ) given in Theorem 9 (and which extends more generally to completely
positive maps as stated in Remark 1). This monotonicity implies thatM(E) ≥M(ΞCPWP(E)) and
leads to the second inequality. 
A generalized divergence is called strongly faithful [8] if for a state ρA and a subnormalized
state σA, we have D(ρA‖σA) ≥ 0 in general and D(ρA‖σA) = 0 if and only if ρA = σA.
Proposition 12 (Faithfulness) LetD be a strongly faithful generalized divergence. Then the generalized
thauma θ(N ) of a channel N defined through D is non-negative and it is equal to zero if N ∈ CPWP. If
the generalized divergence is furthermore continuous and θ(N ) = 0, then N ∈ CPWP.
Proof. From Lemma 29 in Appendix A, it follows that any completely positive map E subject to
the constraintM(E) ≤ 0 is trace non-increasing on the set W+. It thus follows that EA→B(ψRA)
is subnormalized for any input state ψRA ∈ W+. By restricting the maximization to such input
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states in W+, applying the faithfulness assumption, and applying the definition of generalized
thauma, we conclude that θ(N ) ≥ 0.
Suppose that N ∈ CPWP. Then by Proposition 7,M(N ) = 0 and so we can set E = N in the
definition of generalized thauma and conclude from the faithfulness assumption that θ(N ) = 0.
Finally, suppose that θ(N ) = 0. By the assumption of continuity, this means that there exists
a completely positive map E satisfying D(N‖E) = 0. By Lemma 29 in Appendix A and the
faithfulness assumption, this in turn means that NA→B(ΦRA) = EA→B(ΦRA) for the maximally
entangled state ΦRA ∈ W+, which implies thatNA→B = EA→B . However, we have thatM(E) ≤ 0,
implying thatM(N ) = 0, since N is a channel andM(N ) ≥ 0 for all channels. By Proposition 7,
we conclude that N ∈ CPWP. 
As discussed in [57, 76], a generalized divergence possesses the direct-sum property on
classical-quantum states if the following equality holds:
D
(∑
x
pX(x)|x〉〈x|X ⊗ ρx
∥∥∥∥∥∑
x
pX(x)|x〉〈x|X ⊗ σx
)
=
∑
x
pX(x)D(ρ
x‖σx), (112)
where pX is a probability distribution, {|x〉}x is an orthonormal basis, and {ρx}x and {σx}x are
sets of states. We note that this property holds for trace distance, quantum relative entropy [84],
and the Petz-Re´nyi [67] and sandwiched Re´nyi [63, 98] quasi-entropies sgn(α−1) Tr [ρασ1−α] and
sgn(α− 1) Tr[(σ 1−α2α ρσ 1−α2α )α], respectively.
For such generalized divergences, which are additionally continuous, as well as convex in the
second argument, we find that an exchange of the minimization and the maximization in the
definition of the generalized thauma is possible:
Proposition 13 (Minimax) Let D be a generalized divergence that is continuous, obeys the direct-sum
property in (112), and is convex in the second argument. Then the following exchange of min and max is
possible in the generalized thauma:
θ(N ) = sup
ψRA
inf
E:M(E)≤0
D(NA→B(ψRA)‖EA→B(ψRA)). (113)
Proof. Let E be a fixed completely positive map such that M(E) ≤ 0. Let ψ1RA and ψ2RA be
input states to consider for the maximization. Due to the unitary freedom of purifications and
invariance of generalized divergence with respect to unitaries, we can equivalently consider the
maximization to be over the convex set of density operators acting on the channel input systemA.
Define
ρλA = λψ
1
A + (1− λ)ψ2A, (114)
for λ ∈ [0, 1]. Then the state
|φλ〉R′RA :=
√
λ|0〉R′ |ψ1〉RA +
√
1− λ|1〉R′ |ψ2〉RA (115)
purifies ρλA and is related to a purification |ψλ〉RA of ρλA by an isometry. It then follows that
D(NA→B(ψλRA)‖EA→B(ψλRA))
= D(NA→B(φλR′RA)‖EA→B(φλR′RA)) (116)
≥ λD(|0〉〈0|R′ ⊗NA→B(ψ1RA)‖|0〉〈0|R′ ⊗ EA→B(ψ1RA))
+ (1− λ)D(|1〉〈1|R′ ⊗NA→B(ψ2RA)‖|1〉〈1|R′ ⊗ EA→B(ψ2RA)) (117)
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= λD(NA→B(ψ1RA)‖EA→B(ψ1RA)) + (1− λ)D(NA→B(ψ2RA)‖EA→B(ψ2RA)). (118)
The inequality follows from data processing, by applying a completely dephasing channel to the
register R′. The last equality again follows from data processing. So the objective function is
concave in the argument being maximized (again thinking of the maximization being performed
over density operators on A rather than pure states on RA).
By assumption, for a fixed input state ψRA, the objective function is convex in the second
argument and the set of completely positive maps E satisfyingM(E) is convex.
Then the Sion minimax theorem [79] applies, and we conclude the statement of the proposition.

Remark 2 Examples of generalized divergences to which Proposition 13 applies include the quantum rel-
ative entropy [84], the sandwiched Re´nyi relative entropy [63, 98], and the Petz–Re´nyi relative entropy
[67]. The proposition applies to the latter two by working with the corresponding quasi-entropies and then
lifting the result to the actual relative entropies.
E. Max-thauma of a quantum channel
As a particular case of the generalized thauma of a quantum channel defined in (95), we con-
sider the max-thauma of a quantum channel, which is the max-relative entropy divergence be-
tween the channel and the set of completely positive maps with non-positive mana. Specifically,
for a given quantum channel NA→B , the max-thauma of NA→B is defined by
θmax(N ) := minE:M(E)≤0Dmax(N‖E), (119)
where the minimum is taken with respect to all completely positive maps E satisfyingM(E) ≤ 0
and
Dmax(N‖E) := sup
ψRA
Dmax(NA→B(ψRA)‖EA→B(ψRA)) (120)
is the max-divergence of channels [26]. (More generally, N and E could be arbitrary completely
positive maps in (120).) Note that it is known that [8, 31]
Dmax(N‖E) = Dmax(NA→B(ΦRA)‖EA→B(ΦRA)) = log min{t : JNAB ≤ tJEAB}, (121)
where ΦRA is the maximally entangled state and JNAB is the Choi-Jamiołkowski matrix of the
channel NA→B and similarly for JEAB .
Due to the properties of max-relative entropy, it follows that Theorem 11 and Propositions 10,
12, and 13 apply to the max-thauma of a channel, implying reduction to states, that it is monotone
with respect to completely CPWP superchannels, faithful, and obeys a minimax theorem, so that
θmax(R) = θmax(σ), if R(ρ) = Tr[ρ]σ (122)
θmax(N ) ≥ θmax(ΞCPWP(N )), (123)
θmax(N ) ≥ 0 and θmax(N ) = 0 if and only if N ∈ CPWP, (124)
θmax(N ) = minE:M(E)≤0 maxψRA Dmax(NA→B(ψRA)‖EA→B(ψRA)) (125)
= max
ψRA
min
E:M(E)≤0
Dmax(NA→B(ψRA)‖EA→B(ψRA)), (126)
where N is a quantum channel and ΞCPWP is a CPWP superchannel.
We can alternatively express the max-thauma of a channel as the following SDP:
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Proposition 14 (SDP for max-thauma) For a given quantum channel NA→B , its max-thauma
θmax(N ) can be written as the following SDP:
θmax(N ) = log min t
s.t. JNAB ≤ YAB∑
v
|Tr[(AuA ⊗AvB)YAB]|/dB ≤ t, ∀u,
(127)
where JNAB is the Choi-Jamiołkowski matrix of the channel NA→B . Moreover, the dual SDP to the above is
as follows:
θmax(N ) = log max Tr[JNABVAB]
s.t.
∑
v
bv ≤ 1
0 ≤ VAB ≤
∑
v,u
(cv,u − fv,u)AvA ⊗AuB/dB,
cv,u + fv,u ≤ bv, ∀u,v,
cv,u ≥ 0, fv,u ≥ 0, ∀u,v.
(128)
Proof. Consider the following chain of equalities:
θmax(N ) = log minE:M(E)≤0Dmax(N‖E) (129)
= log min
{
t : JNAB ≤ tJE
′
AB, M(E ′) ≤ 0
}
(130)
= log min
{
t : JNAB ≤ tJE
′
AB,
∑
v
|Tr[E ′(AuA)AvB]|/dB ≤ 1, ∀u
}
(131)
= log min
{
t : JNAB ≤ JEAB,
∑
v
|Tr[E(AuA)AvB]|/dB ≤ t,∀u
}
(132)
= log min
{
t : JNAB ≤ YAB,
∑
v
|Tr[(AuA ⊗AvB)YAB]|/dB ≤ t,∀u
}
, (133)
where the second equality follows from (121) and the last from the fact that E is completely pos-
itive and thus in one-to-one correspondence with positive semi-definite bipartite operators. We
further rewrite the absolute-value constraint in (133) and arrive at the following SDP:
θmax(N ) = log min
{
t : JNAB ≤ YAB,−t ≤
∑
v
Tr[(AuA ⊗AvB)YAB]/dB ≤ t,∀u
}
, (134)
Then we use the Lagrangian method to obtain the dual SDP:
θmax(N ) = log max Tr[JNABVAB]
s.t.
∑
v
bv ≤ 1
0 ≤ VAB ≤
∑
v,u
(cv,u − fv,u)AvA ⊗AuB/dB,
cv,u + fv,u ≤ bv, ∀u,v,
cv,u ≥ 0, fv,u ≥ 0, ∀u,v.
(135)
This concludes the proof. 
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Corollary 15 (Max-thauma vs. mana) For a quantum channelNA→B , its max-thauma does not exceed
its mana:
θmax(N ) ≤M(N ). (136)
Proof. The proof is a direct consequence of the primal formulation in (127). By setting YAB = JNAB ,
we find that
θmax(N ) ≤ log min{t : maxu
∑
v
|Tr[(AuA ⊗AvB)JAB]|/dB ≤ t} =M(N ), (137)
where the last equality follows from (60). 
Proposition 16 (Additivity) For two given quantum channels N1 and N2, the max-thauma is additive
in the following sense:
θmax(N1 ⊗N2) = θmax(N1) + θmax(N2). (138)
Proof. The idea of the proof is to utilize the primal and dual SDPs of θmax(N ) from Proposition 14.
On the one hand, suppose that the optimal solutions to the primal SDPs for θmax(N1) and θmax(N2)
are {R1, bv1} and {R2, bv2}, respectively. It is then easy to verify that {R1⊗R2, bv1bv2} is a feasible
solution to the SDP of θmax(N1 ⊗N2). Thus,
θmax(N1 ⊗N2) ≥ log Tr[(JN1A1B1 ⊗ JN2A2B2)(R1 ⊗R2)] = θmax(N1) + θmax(N2). (139)
On the other hand, considering Eq. (119), suppose that the optimal solutions forN1 andN2 are
E1 and E2, respectively. Noting thatM(E1 ⊗ E2) =M(E1) +M(E2) ≤ 0, and employing (121) and
the additivity of the max-relative entropy, we find that
θmax(N1 ⊗N2) ≤ Dmax(N1 ⊗N2‖E1 ⊗ E2) (140)
= θmax(N1) + θmax(N2). (141)
This concludes the proof. 
The following lemma is essential to establishing subadditivity of max-thauma of channels with
respect to serial composition, as stated in Proposition 18 below. We suspect that Lemma 17 will
find wide use in general resource theories beyond the magic resource theory considered in this
paper. For example, it leads to an alternative proof of [8, Proposition 17].
Lemma 17 (Subadditivity of max-divergence of channels) Given completely positive maps N 1A→B ,
N 2B→C , E1A→B , and E2B→C , the following subadditivity inequality, with respect to serial compositions, holds
for the max-channel divergence of (120)–(121):
Dmax(N2 ◦ N1‖E2 ◦ E1) ≤ Dmax(N1‖E1) +Dmax(N2‖E2), (142)
where we have made the abbreviations N1 ≡ N 1A→B , N2 ≡ N 2B→C , E1 ≡ E1A→B , and E2 ≡ E2B→C .
Proof. Recall the “data-processed triangle inequality” from [25]:
Dmax(P(ρ)‖ω) ≤ Dmax(ρ‖σ) +Dmax(P(σ)‖ω), (143)
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which holds for P a positive map and ρ, ω, and σ positive semi-definite operators. Note that
one can in fact see this as a consequence of the submultiplicativity of the operator norm and the
data-processing inequality of max-relative entropy for positive maps:
Dmax(P(ρ)‖ω) = 2 log
∥∥∥ω−1/2[P(ρ)]1/2∥∥∥
∞
(144)
= 2 log
∥∥∥ω−1/2[P(σ)]1/2[P(σ)]−1/2[P(ρ)]1/2∥∥∥
∞
(145)
≤ 2 log
∥∥∥ω−1/2[P(σ)]1/2∥∥∥
∞
·
∥∥∥[P(σ)]−1/2[P(ρ)]1/2∥∥∥
∞
(146)
= 2 log
∥∥∥ω−1/2[P(σ)]1/2∥∥∥
∞
+ 2 log
∥∥∥[P(σ)]−1/2[P(ρ)]1/2∥∥∥
∞
(147)
= Dmax(P(ρ)‖P(σ)) +Dmax(P(σ)‖ω) (148)
≤ Dmax(ρ‖σ) +Dmax(P(σ)‖ω). (149)
Let us pick
P = id⊗N2, ρ = (id⊗N1)(Φ), σ = (id⊗E1)(Φ), ω = (id⊗E2)(σ), (150)
where Φ denotes the maximally entangled state. We find that
Dmax(N2 ◦ N1‖E2 ◦ E1)
= Dmax((id⊗(N2 ◦ N1))(Φ)‖(id⊗(E2 ◦ E1))(Φ)) (151)
≤ Dmax((id⊗N1)(Φ)‖(id⊗E1)(Φ)) +Dmax((id⊗(N2 ◦ E1))(Φ)‖(id⊗(E2 ◦ E1))(Φ)) (152)
≤ Dmax(N1‖E1) +Dmax(N2‖E2). (153)
The first equality follows from (121). The first inequality follows from (143) with the choices in
(150). The second inequality follows because Dmax((id⊗N1)(Φ)‖(id⊗E1)(Φ)) = Dmax(N1‖E1), as
a consequence of (121), and the channel divergence Dmax(N2‖E2) involves an optimization over
all bipartite input states, one of which is (id⊗E1)(Φ). 
Remark 3 The proof above applies to any divergence that obeys the data-processed triangle inequality,
which includes the Hilbert α-divergences of [17], as discussed in [8, Appendix A].
Proposition 18 (Subadditivity) For two given quantum channels N1 and N2, the max-thauma is sub-
additive in the following sense:
θmax(N2 ◦ N1) ≤ θmax(N1) + θmax(N2). (154)
Proof. This is a direct consequence of Lemma 17 above. Let Ei be the completely positive map
satisfyingM(Ei) ≤ 0 and that is optimal forNi with respect to the max-thauma θmax, for i ∈ {1, 2}.
Then applying Lemma 17, we find that
Dmax(N2 ◦ N1‖E2 ◦ E1) ≤ Dmax(N1‖E1) +Dmax(N2‖E2) (155)
= θmax(N1) + θmax(N2), (156)
The equality follows from the assumption that Ei is the completely positive map satisfying
M(Ei) ≤ 0, which is optimal for Ni with respect to the max-thauma θmax, for i ∈ {1, 2}.
Given that, by assumption, M(Ei) ≤ 0 for i ∈ {1, 2}, it follows from Proposition 6
that M(E2 ◦ E1) ≤ 0. Since the max-thauma involves an optimization over all completely posi-
tive maps E satsifyingM(E) ≤ 0, we conclude that
θmax(N2 ◦ N1) ≤ Dmax(N2 ◦ N1‖E2 ◦ E1) ≤ θmax(N1) + θmax(N2), (157)
which is the statement of the proposition. 
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Proposition 19 (Amortization inequality) For any quantum channel NA→B , the following inequality
holds
sup
ρA
[θmax(NA→B(ρA))− θmax(ρA)] ≤ θmax(N ), (158)
with the optimization performed over input states ρA. Moreover, the following inequality also holds
sup
ρRA
[θmax((idR⊗N )(ρRA))− θmax(ρRA)] ≤ θmax(NA→B). (159)
Proof. The inequality in (158) is a direct consequence of reduction to states (Proposition 122) and
subadditivity of max-thauma with respect to serial compositions (Proposition 18). Indeed, letting
N ′ be a replacer channel that prepares the state ρA, we find that
θmax(N (ρA)) = θmax(N ◦N ′) ≤ θmax(N ) + θmax(N ′) = θmax(N ) + θmax(ρA). (160)
for all input states ρA, from which we conclude (158).
To arrive at the inequality in (159), we make the substitution N → id⊗N , apply the above
reasoning, the additivity in Proposition 16, and the fact that the identity channel is free (CPWP),
to conclude that the following holds for all input states ρRA
θmax((idR⊗NA→B)(ρRA))− θmax(ρRA) ≤ θmax(id⊗N ) = θmax(id) + θmax(N ) = θmax(N ), (161)
from which we conclude (159). 
To summarize, the properties of θmax(N ) are as follows:
1. Reduction to states: θmax(N ) = θmax(σ) when the channelN is a replacer channel, acting as
N (ρ) = Tr[ρ]σ for an arbitrary input state ρ, where σ is a state.
2. Monotonicity of θmax(N ) under CPWP superchannels (including completely stabilizer-
preserving superchannels).
3. Additivity under tensor products of channels: θmax(N1 ⊗N2) = θmax(N1) + θmax(N2).
4. Subadditivity under serial composition of channels: θmax(N2 ◦N1) ≤ θmax(N1) + θmax(N2).
5. Faithfulness: N ∈ CPWP if and only if θmax(N ) = 0.
6. Amortization inequality: supρRA θmax((idR⊗N )(ρRA))− θmax(ρRA) ≤ θmax(N ).
Remark 4 Due to the subadditivity inequality in Proposition 18, the additivity identity in Proposition 16,
and faithfulness in (124), the following identities hold
θmax(N1) = sup
N2
θmax([id⊗N1] ◦ N2)− θmax(N2), (162)
θmax(N1) = sup
N2
θmax(N2 ◦ [id⊗N1])− θmax(N2), (163)
θmax(N1) = sup
N2,N3
θmax(N2 ◦ [id⊗N1] ◦ N3)− θmax(N2)− θmax(N3), (164)
which have the interpretation that amortization in terms of arbitrary pre- and post-processing does not
increase the max-thauma of a quantum channel.
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IV. DISTILLING MAGIC FROM QUANTUM CHANNELS
A. Amortized magic
Since many physical tasks relate to quantum channels and time evolution rather than directly
to quantum states, it is of interest to consider the non-stabilizer properties of quantum channels.
Now having established suitable measures to quantify the magic of quantum channels, it is nat-
ural to figure out the ability of a quantum channel to generate magic from input quantum states.
Let us begin by defining the amortized magic of a quantum channel:
Definition 6 (Amortized magic) The amortized magic of a quantum channel NA→B is defined relative
to a magic measure m(·) via the following formula:
mA(N ) := sup
ρRA
m((idR⊗N )(ρRA))−m(ρRA). (165)
The strict amortized magic of a quantum channel is defined as
m˜A(N ) := sup
ρRA∈Stab
m((idR⊗N )(ρRA)). (166)
That is, the amortized magic is defined as the largest increase in magic that a quantum channel
can realize after it acts on an arbitrary input quantum state. The strict amortized magic is defined
by finding the largest amount of magic that a quantum channel can realize when a stabilizer
state is given to it as an input. Such amortized measures of resourcefulness of quantum channels
were previously studied in the resource theories of quantum coherence (e.g., [6, 31, 36, 59]) and
quantum entanglement (e.g., [7, 55, 58, 80, 92]). They have been considered in the context of an
arbitrary resource theory in [55, Section 7].
Proposition 20 Given a quantum channel NA→B , the following inequalities hold
MA(N ) := sup
ρRA
M((idR⊗NA→B)(ρRA))−M(ρRA) ≤M(N ), (167)
θAmax(N ) := sup
ρRA
θmax((idR⊗NA→B)(ρRA))− θmax(ρRA) ≤ θmax(N ). (168)
Proof. These statements are an immediate consequence of the amortization inequality forM(ρ)
and θmax(ρ) given in Propositions 8 and 19, respectively. 
B. Distillable magic of a quantum channel
The most general protocol for distilling some resource by means of a quantum channel N
employs n invocations of the channel N interleaved by free channels [55, Section 7]. In our case,
the resource of interest is magic, and here we take the free channels to be the CPWP channels
discussed in Section III A. In such a protocol, the instances of the channel N are invoked one
at a time, and we can integrate all CPWP channels between one use of N and the next into a
single CPWP channel, since the CPWP channels are closed under composition. The goal of such
a protocol is to distill magic states from the channel.
In more detail, the most general protocol for distilling magic from a quantum channel pro-
ceeds as follows: one starts by preparing the systems R1A1 in a state ρ
(1)
R1A1
with non-negative
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FIG. 2: The most general protocol for distilling magic from a quantum channel.
Wigner function, by employing a free CPWP channel F (1)∅→R1A1 , then applies the channelNA1→B1 ,
followed by a CPWP channel F (2)R1B1→R2A2 , resulting in the state
ρ
(2)
R2A2
:= F (2)R1B1→R2A2((idR1 ⊗NA1→B1)(ρ
(1)
R1A1
)). (169)
Continuing the above steps, given state ρ(i)RiAi after the action of i − 1 invocations of the channelNA→B and interleaved CPWP channels, we apply the channel NAi→Bi and the CPWP channel
F (i+1)RiBi→Ri+1Ai+1 , obtaining the state
ρ
(i+1)
Ri+1Ai+1
:= F (i+1)RiBi→Ri+1Ai+1((idRi ⊗NAi→Bi)(ρ
(i)
RiAi
)). (170)
After n invocations of the channelNA→B have been made, the final free CPWP channel F (n+1)RnBn→S
produces a state ωS on system S, defined as
ωS := F (n+1)RnBn→S(ρ
(n)
RnAn
). (171)
Such a protocol is depicted in Figure 2.
Fix ε ∈ [0, 1] and k ∈ N. The above procedure is an (n, k, ε) ψ-magic distillation protocol with
rate k/n and error ε, if the state ωS has a high fidelity with k copies of the target magic state ψ,
〈ψ|⊗kωS |ψ〉⊗k ≥ 1− ε. (172)
A rate R is achievable for ψ-magic state distillation from the channel N , if for all ε ∈ (0, 1], δ >
0, and sufficiently large n, there exists an (n, n(R − δ), ε) ψ-magic state distillation protocol of
the above form. The ψ-distillable magic of the channel N is defined to be the supremum of all
achievable rates and is denoted by Cψ(N ).
A common choice for a non-Clifford gate is the T -gate. The qutrit T gate [49] is given by
T =
ξ 0 00 1 0
0 0 ξ−1
 , (173)
where ξ = e2pii/9 is a primitive ninth root of unity. The T gate leads to the T magic state
|T 〉 := T |+〉, (174)
by inputting the stabilizer state |+〉 to the T gate. Furthermore, by the method of state injection
[41, 100], one can generate a T gate by acting with stabilizer operations on the T state |T 〉.
In what follows, we use quantum hypothesis testing to establish an upper bound on the rate
at which one can distill qutrit T states. The proof follows the general method in [7, Theorem 1]
and [6, Theorem 1], which was later generalized to an arbitrary resource theory in [55, Section 7].
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Proposition 21 Given a quantum channel N , the following upper bound holds for the rate R = k/n of
an (n, k, ε) T -magic distillation protocol:
R ≤ 1
log(1 + 2 sin(pi/18))
(
θmax(N ) + log(1/[1− ε])
n
)
. (175)
Consequently, the following upper bound holds for the T -distillable magic of a quantum channel N :
CT (N ) ≤ θmax(N )
log(1 + 2 sin(pi/18))
. (176)
Proof. Consider an arbitrary (n, k, ε) T -magic state distillation protocol of the form described
previously. Such a protocol uses the channel n times, starting from the state ρ(1)R1A1 with non-
negative Wigner function and generating ρ(2)R2A2 , . . . , ρ
(n)
RnAn
, and ωS step by step along the way,
such that the final state ωS has fidelity 1 − ε with |T 〉⊗k, where |T 〉 = T |+〉 is the corresponding
magic state of the T gate. By assumption, it follows that
Tr[|T 〉〈T |⊗kωS ] ≥ 1− ε, (177)
while the result in [93] implies that
Tr[|T 〉〈T |⊗kσS ] ≤ (1 + 2 sin(pi/18))−k (178)
for all σS ∈ W with the same dimension as ωS . Applying the data processing inequality for the
max-relative entropy, with respect to the measurement channel
(·)→ Tr[|T 〉〈T |⊗k(·)]|0〉〈0|+ Tr[(I⊗k − |T 〉〈T |⊗k)(·)]|1〉〈1|, (179)
we find that
θmax(ωS) ≥ log[(1− ε)(1 + 2 sin(pi/18))k] (180)
≥ log(1− ε) + k log(1 + 2 sin(pi/18)). (181)
Moreover, by labeling ωS as ρ(n+1), we find that
θmax(ρ
(n+1)) =
n∑
j=1
[θmax(ρ
(j+1))− θmax(ρ(j))] (182)
=
n∑
j=1
[θmax((F (j+1) ◦ [id⊗N ])(ρ(j)))− θmax(ρ(j))] (183)
≤
n∑
j=1
[θmax([id⊗N ](ρ(j)))− θmax(ρ(j))] (184)
≤ nθmax(N ). (185)
The first equality follows because θmax(ρ(1)) = 0 and by adding and subtracting terms. The first
inequality follows because the max-thauma of a state does not increase under the action of a
CPWP channel. The last inequality follows from applying Proposition 19.
Hence,
nθmax(N ) ≥ log(1− ε) + k log(1 + 2 sin(pi/18)), (186)
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which implies that
R = k/n ≤ 1
log(1 + 2 sin(pi/18))
(
θmax(N ) + log(1/[1− ε])
n
)
. (187)
This concludes the proof. 
We note here that one could also use the subadditivity inequality in Proposition 18 to establish
the above result. We further note here that similar results in terms of max-relative entropies have
been found in the context of other resource theories. Namely, a channel’s max-relative entropy of
entanglement is an upper bound on its distillable secret key when assisted by LOCC channels [25],
the max-Rains information of a quantum channel is an upper bound on its distillable entangle-
ment when assisted by completely PPT preserving channels [9], and the max-k-unextendibility
of a quantum channel is an upper bound on its distillable entanglement when assisted by k-
extendible channels [54].
C. Injectable quantum channel
In any resource theory of quantum channels, it tends to simplify for those channels that can be
implemented by the action of a free channel on the tensor product of the channel input state and
a resourceful state [55, Section 7] and [97, Section 6]. The situation is no different for the resource
theory of magic channels. In fact, particular channels with the aforementioned structure have
been considered for a long time in the context of magic states, via the method of state injection
[41, 100]. Here we formally define an injectable channel as follows:
Definition 7 (Injectable channel) A quantum channel N is called injectable with associated resource
state ωC if there exists a CPWP channel ΛAC→B such that the following equality holds for all input
states ρA:
NA→B(ρA) = ΛAC→B(ρA ⊗ ωC). (188)
The notion of a resource-seizable channel was introduced in [8, 97], and here we consider the
application of this notion in the context of magic resource theory:
Definition 8 (Resource-seizable channel) LetNA→B be an injectable channel with associated resource
state ωC . The channel N is resource-seizable if there exists a free state κpreRA with non-negative Wigner
function and a post-processing free CPWP channel FpostRB→C such that
FpostRB→C(NA→B(κpreRA)) = ωC . (189)
In the above sense, one seizes the resource state ωC by employing free pre- and post-processing of the
channel NA→B .
An interesting and prominent example of an injectable channel that is also resource seizable is
the channel T corresponding to the T gate. This channel T has the following action T (ρ) := TρT †
on an input state ρ. This channel is injectable with associated resource state ωC = |T 〉〈T |, since
one can use the method of circuit injection [100] to obtain the channel T by acting on |T 〉〈T | with
stabilizer operations. It is resource seizable because one can act on the free state |+〉〈+| with the
channel T in order to seize the underlying resource state |T 〉〈T | = T (|+〉〈+|).
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As a generalization of the T channel example above, consider the channel ∆p ◦T , where ∆p is
a dephasing channel of the form
∆p(ρ) = p0ρ+ p1ZρZ
† + p2Z2ρ(Z2)† (190)
where p = (p0, p1, p2), p0, p1, p2 ≥ 0, and p0 + p1 + p2 = 1. The channel is injectable with resource
state ∆p(|T 〉〈T |), because the same method of circuit injection leads to the channel ∆p ◦ T when
acting on the resource state ∆p(|T 〉〈T |). Furthermore, the channel ∆p ◦ T is resource seizable
because one recovers the resource state ∆p(|T 〉〈T |) by acting with ∆p ◦ T on the free state |+〉〈+|.
For such injectable channels, the resource theory of magic channels simplifies in the following
sense:
Proposition 22 Let N be an injectable channel with associated resource state ωC . Then the following
inequalities hold
M(N ) ≤M(ωC), θ(N ) ≤ θ(ωC), (191)
where θ denotes the generalized thauma measures from Section III D. If N is also resource seizable, then
the following equalities hold
M(N ) =M(ωC), θ(N ) = θ(ωC). (192)
Proof. We first prove the first inequality in (191). Consider that
M(N ) = log max
u
‖NA→B(AuA)‖W,1 (193)
= log max
u
‖ΛAC→B(AuA ⊗ ωC)‖W,1 (194)
≤ log max
u
‖AuA ⊗ ωC‖W,1 (195)
= log max
u
‖AuA‖W,1 + log ‖ωC‖W,1 (196)
= log ‖ωC‖W,1 (197)
=M(ωC). (198)
The first two equalities follow from definitions. The inequality follows from Lemma 30 in the
appendix. The third equality follows because the Wigner trace norm is multiplicative for tensor-
product operators. The fourth equality follows because ‖AuA‖W,1 = 1 for any phase-space point
operator Au.
We now prove the second inequality in (191):
θ(N ) = inf
E:M(E)≤0
sup
ψRA
D(NA→B(ψRA)‖EA→B(ψRA)) (199)
= inf
E:M(E)≤0
sup
ψRA
D(ΛAC→B(ψRA ⊗ ωC)‖EA→B(ψRA)) (200)
≤ inf
σC≥0:M(σC)≤0
sup
ψRA
D(ΛAC→B(ψRA ⊗ ωC)‖ΛAC→B(ψRA ⊗ σC)) (201)
≤ inf
σC≥0:M(σC)≤0
sup
ψRA
D(ψRA ⊗ ωC‖ψRA ⊗ σC) (202)
= inf
σC≥0:M(σC)≤0
D(ωC‖σC) (203)
= θ(ωC). (204)
The first two equalities follow from definitions. The first inequality follows because the com-
pletely positive map E = ΛAC→B(· ⊗ σC) with σC ∈ W is a special kind of completely positive
29
map such thatM(E) ≤ 0, due to the first inequality in (191). The second inequality follows from
data processing under the channel ΛAC→B . The third equality follows because the generalized
divergence is invariant under tensoring its two arguments with the same state ψRA (again a con-
sequence of data processing [98]). The final equality follows from the definition in (96).
The inequalities in (192) are a direct consequence of the definition of a resource-seizable chan-
nel, the fact that both the mana and the generalized thauma are monotone under the action of
a CPWP superchannel (Theorems 9 and 11, respectively), and with FpostRB→C(NA→B(κpreRA)) under-
stood as a particular kind of superchannel that manipulatesNA→B to the state ωC . Furthermore, it
is the case that the channel measures reduce to the state measures when evaluated for preparation
channels that take as input a trivial one-dimensional system, for which the only possible “state”
is the number one, and output a state on the output system (see Proposition 4 and (122)). 
Applying Proposition 22 to the channel T and applying some of the results in [93], we find
that
θmax(T ) = θ(T ) = θmax(|T 〉〈T |) = θ(|T 〉〈T |) = log(1 + 2 sin(pi/18)). (205)
The notion of an injectable channel also improves the upper bounds on the distillable magic of
a quantum channel:
Proposition 23 Given an injectable quantum channel N with associated resource state ωC , the following
upper bound holds for the rate R = k/n of an (n, k, ε) T -magic distillation protocol:
R ≤ 1
log(1 + 2 sin(pi/18))(1− ε)
(
θ(ωC) +
h2(ε)
n
)
, (206)
where h2(ε) := −ε log2 ε − (1 − ε) log2(1 − ε). Consequently, the following upper bound holds for the
T -distillable magic of the injectable quantum channel N :
CT (N ) ≤ θ(ωC)
log(1 + 2 sin(pi/18))
. (207)
Proof. Consider an arbitrary (n, k, ε) T -magic state distillation protocol of the form described
previously. Due to the injection property, it follows that such a protocol is equivalent to a CPWP
channel acting on the resource state ω⊗nC (see Figure 5 of [55]). So the channel distillation problem
reduces to a state distillation problem. Applying Proposition 4 of [93] and standard inequalities
for the hypothesis testing relative entropy from [87], we conclude the bound in (206). Then taking
limits, we arrive at (207). 
V. MAGIC COST OF A QUANTUM CHANNEL
A. Magic cost of exact channel simulation
Beyond magic distillation via quantum channels, the magic measures of quantum channels
can also help us investigate the magic cost in quantum gate synthesis. In the past two decades,
tremendous progress has been accomplished in the area of gate synthesis for qubits (e.g., [3, 10,
14, 38, 52, 73, 75, 96]) and qudits (e.g., [15, 16, 29, 30, 64]). Elementary two-qudit gates include the
controlled-increment gate [15] and the generalized controlled-X gate [29, 30]. More recently, the
synthesis of single-qutrit gates was studied in [37, 70].
Of particular interest is to study exact gate synthesis of multi-qudit unitary gates from elements
of the Clifford group supplemented by T gates. More generally, a fundamental question is to
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FIG. 3: The most general protocol for exact synthesis of a channel NA→B starting from n uses of another
quantum channel N ′, along with free CPWP channels F i, for i ∈ {1, . . . , n}.
determine how many instances of a given quantum channel N ′ are required simulate another
quantum channelN , when supplemented with CPWP channels. That is, such a channel synthesis
protocol has the following form:
NA→B = Fn+1RnB′n→B ◦ N
′
A′n→B′n ◦ FnRn−1B′n−1→RnA′n ◦ · · · ◦ F
2
R1B′1→R2A′2 ◦ N
′
A′1→B′1 ◦ F
1
A→R1A′1 , (208)
as depicted in Figure 3. Let SN ′(N ) denote the smallest number of N ′ channels required to im-
plement the quantum channel N exactly. Note that it might not always be possible to have an
exact simulation of the channel N when starting from another channel N ′. For example, if N is a
unitary channel and N ′ is a noisy depolarizing channel, then this is not possible. In this case, we
define SN ′(N ) =∞.
In the following, we establish lower bounds on gate synthesis by employing the channel mea-
sures of magic introduced previously.
Proposition 24 For any qudit quantum channel N , the number of channels N ′ required to implement it
is bounded from below as follows:
SN ′(N ) ≥ max
{M(N )
M(N ′) ,
θmax(N )
θmax(N ′)
}
. (209)
If the channel N is injectable with associated resource state ωC , then the following bound holds
SN ′(N ) ≥ max
{M(N )
M(ωC) ,
θmax(N )
θmax(ωC)
}
. (210)
Proof. Suppose that the simulation ofN is realized as in (208). Applying Proposition 6 iteratively,
we find that
M(N ) ≤ nM(N ′) +
n+1∑
i=1
M(F i) = nM(N ′), (211)
where the equality follows from Proposition 7 and the assumption that each F i is a CPWP chan-
nel. Then n ≥ M(N )M(N ′) . Since this inequality holds for an arbitrary channel synthesis protocol, we
find that SN ′(N ) ≥ M(N )M(N ′) .
Applying Propositions 18 and 12 in a similar way, we conclude that SN ′(N ) ≥ θmax(N )θmax(N ′) .
If the channel is injectable, then the upper bounds in (191) apply, from which we conclude
(210). 
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FIG. 4: Lower bound on the number of noisy T gates required to implement a low-noise CCX gate.
As a direct application, we investigate gate synthesis of elementary gates. In the following,
we prove that four T gates are necessary to synthesize a controlled-controlled-X qutrit gate (CCX
gate) exactly.
Proposition 25 To implement a controlled-controlled-X qutrit gate, at least four qutrit T gates are re-
quired.
Proof. By direct numerical evaluation, we find that
ST (CCX) ≥ M(CCX)M(|T 〉〈T |) ≥
2.1876
0.6657
≥ 3.2861, (212)
which means that four qutrit T gates are necessary to implement a qutrit CCX gate. 
For NISQ devices, it is natural to consider gate synthesis under realistic quantum noise. One
common noise model in quantum information processing is the depolarizing channel:
Dp(ρ) = (1− p)ρ+ p
d2 − 1
∑
0≤i,j≤d−1
(i,j)6=(0,0)
XiZjρ(XiZj)†. (213)
Suppose that a T gate is not available, but instead only a noisy version Dp ◦ T of it is. Then
it is reasonable to consider the number of noisy T gates required to implement a low-noise CCX
gate, and the resulting lower bound is depicted in Figure 4. Considering the depolarizing noise
(p = 0.01) and applying Proposition 24, the lower bound is given by
M(D⊗30.01 ◦ CCX)
M(Dp ◦ T ) . (214)
B. Magic cost of approximate channel simulation
Here we consider the magic cost of approximate channel simulation, which allows for a small
error in the simulation process. To be specific, we establish the following proposition:
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Proposition 26 For any qudit channelN (with odd dimensions), the following lower bound for the num-
ber of channels N ′ required to implement it with error tolerance ε:
SεN ′(N ) ≥ min{k : kM(N ′) ≥M(N˜ ),
1
2
‖N˜ − N‖♦ ≤ ε, N˜ ∈ CPTP}, (215)
where ‖ · ‖♦ := supk∈N sup‖X‖1≤1 ‖(· ⊗ 1k)(X)‖1 denotes the diamond norm.
To get this bound, we minimize the lower bound of exact magic cost in Proposition 24 over the
quantum channels that are ε-close to the target channel in terms of diamond norm. Using the SDP
form of the diamond norm [94] the above lower bound can be computed via the following SDP:
log min t
s.t. t2M(N
′) ≥ ‖N˜ (Au)‖W,1,∀u,
TrB YAB ≤ ε1A, Y ≥ 0, Y ≥ JN − JN˜ ,
JN˜ ≥ 0,TrB JN˜ = 1A.
(216)
Moreover, one could also replace mana with thauma in the above resource estimation. Also, it is
possible and interesting to exactly characterize the minimum error of channel simulation under
CPWP bipartite channels. We leave these for future study.
VI. CLASSICAL SIMULATION OF QUANTUM CHANNELS
A. Classical algorithm for simulating noisy quantum circuits
An operational meaning associated with mana is that it quantifies the rate at which a quan-
tum circuit can be simulated on a classical computer. Inspired by [65], we propose an algorithm
for simulating quantum circuits in which the operations can potentially be noisy. We show that
the complexity of this algorithm scales with the mana (the logarithmic negativity) of quantum
channels, establishing mana as a useful measure for measuring the cost of classical simulation of
a (noisy) quantum circuit. For recent independent and related work, see [72].
Let H⊗nd be the Hilbert space of an n-qudit system. Consider an evolution that consists of the
sequence {Nl}Ll=1 of channels acting on an input state ρ. Then the probability of observing the
POVM measurement outcome E, where 0 ≤ E ≤ I , can be computed according to the Born rule
as
Tr
[
E(NL ◦ · · · ◦ N1)(ρ)
]
=
∑
−→u
W (E|uL)
L∏
l=1
WNl(ul|ul−1)Wρ(u0), (217)
where −→u = (u0, . . . ,uL) represents a vector in the discrete phase space and W (E|·) is the discrete
Wigner function of the measurement operatorE (cf., Eq. (10)). For the base caseL = 1, this follows
from the properties of the discrete Wigner function:∑
u,u′
W (E|u′)WN (u′|u)Wρ(u) =
∑
u,u′
Tr
[
EAu′
]1
d
Tr
[
Au′N (Au)
]1
d
Tr
[
Auρ
]
(218)
=
∑
u′
Tr
[
EAu′
]1
d
Tr
[
Au′N (ρ)
]
(219)
= Tr
[
EN (ρ)]. (220)
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The case of general L follows by induction.
Our goal is to estimate Tr
[
E(NL◦· · ·◦N1)(ρ)
]
with additive error. In what follows, we assume
that the input state is ρ = |0n〉〈0n| and the desired outcome is |0〉〈0|. This assumption is without
loss of generality, since we can reformulate both the state preparation and the measurement as
quantum channels
N1(σ) = Tr(σ)ρ, NL(σ) = Tr(Eσ)|0〉〈0|+ Tr((1− E)σ)|1〉〈1|. (221)
Consequently, we have
Tr
[|0〉〈0|(NL ◦ · · · ◦ N1)(|0n〉〈0n|)] = ∑
−→u
W (|0〉〈0||uL)
L∏
l=1
WNl(ul|ul−1)W|0n〉〈0n|(u0). (222)
To describe the simulation algorithm, we define the negativity of quantum states and channels
as
Mρ := ‖ρ‖W,1 =
∑
u
|Wρ(u)|,
MN (u) := ‖N (Au)‖W,1 =
∑
u′
|WN (u′|u)|,
MN := 2M(N ) = maxu MN (u).
(223)
Then a noisy circuit comprised of the channels {Nl}Ll=1 can be simulated as follows. We
sample the initial phase point u0 according to the distribution |W|0n〉〈0n|(u0)|/M|0n〉〈0n| and,
for each l = 1, . . . , L, we sample a phase point ul according to the conditional distribution
|WNl(ul|ul−1)|/MNl(ul−1), after which we output the estimate
M|0n〉〈0n|Sign
[
W|0n〉〈0n|(u0)
] L∏
l=1
MNl(ul−1)Sign
[
WNl(ul|ul−1)
]
W (|0〉〈0||uL). (224)
This gives an unbiased estimate of the output probability since
E
[
M|0n〉〈0n|Sign
[
W|0n〉〈0n|(u0)
] L∏
l=1
MNl(ul−1)Sign
[
WNl(ul|ul−1)
]
W (|0〉〈0||uL)
]
=
∑
−→u
|W|0n〉〈0n|(u0)|
M|0n〉〈0n|
L∏
l=1
|WNl(ul|ul−1)|
MNl(ul−1)
×M|0n〉〈0n|Sign
[
W|0n〉〈0n|(u0)
] L∏
l=1
MNl(ul−1)Sign
[
WNl(ul|ul−1)
]
W (|0〉〈0||uL)
=
∑
−→u
W (|0〉〈0||uL)
L∏
l=1
WNl(ul|ul−1)W|0n〉〈0n|(u0)
= Tr
[|0〉〈0|(NL ◦ · · · ◦ N1)(|0n〉〈0n|)].
(225)
Note thatM|0n〉〈0n| = 1 since |0n〉 is trivially a stabilizer state. Also for any stabilizer POVM
{Ek}, we have Tr
[
EkAu
] ≥ 0 and∑
k
Tr
[
EkAu
]
= Tr
[
Au
]
= 1, (226)
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which implies that
max
u
|W (Ek|u)| = maxu
∣∣Tr [EkAu]∣∣ = maxu Tr [EkAu] ≤ 1. (227)
Therefore, the estimate that we output has absolute value bounded from above by
M→ =
L∏
l=1
MNl . (228)
By the Hoeffding inequality, it suffices to take
2
2
M2→ log
(2
δ
)
(229)
samples to estimate the probability of a fixed measurement outcome with accuracy  and success
probability 1− δ.
In the description of the above algorithm, we have used the discrete Wigner representation of
quantum states, channels, and measurement operators. However, the algorithm can be general-
ized using the frame and dual frame representation along the lines of the work [65]. Specifically,
for any frame {F (λ) : λ ∈ Λ} and its dual frame {G(λ) : λ ∈ Λ} on a d-dimensional Hilbert
space, we define the corresponding quasiprobability representation of a state, a channel, and a
measurement operator respectively as
Wρ(λ) = Tr[F (λ)ρ],
WN (λ′|λ) = Tr[F (λ′)N (G(λ))],
W (E|λ) = Tr[EG(λ)]. (230)
Then, we have similar rules for computing the measurement probability∑
λ,λ′
W (E|λ′)WN (λ′|λ)Wρ(λ) = Tr
[
EN (ρ)] (231)
and the above discussion carries through without any essential change. For simplicity, we omit
the details here. Note that for the discrete Wigner function representation that we used in our
paper, the correspondence is F (λ) = Au/d and G(λ) = Au.
B. Comparison of classical simulation algorithms for noisy quantum circuits
Recently, the channel robustness and the magic capacity were introduced to quantify the magic
of multi-qubit noisy circuits [74]. To be specific, given a quantum channel N , the channel robust-
ness is defined as
R∗(N ) := min
Λ±∈CSPO
{2p+ 1 : (1 + p)Λ+ − pΛ− = N , p ≥ 0} , (232)
and the magic capacity is defined as
C(N ) := max
|φ〉∈Stab
R[(id⊗N )(|φ〉〈φ|)]. (233)
They are related by the inequality [74]
R(ΦN ) ≤ C(N ) ≤ R∗(N ), (234)
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whereR(·) is the robustness of magic (cf. Section II) and ΦN is the normalized Choi-Jamiołkowski
operator of N . The authors of [74] further developed two matching simulation algorithms that
scale quadratically with these channel measures. Here, we compare their approach with the one
described in Section VI A for simulating noisy qudit circuits. Note that neither the proof of (234)
nor the static Monte Carlo algorithm of [74] depend on the dimensionality of the underlying
system, so those results can be generalized to any qudit system with odd prime dimension.
Thus, we consider an n-qudit system with the underlying Hilbert space H⊗nd , where d is an
odd prime. Consider a noisy circuit consisting of the sequence {Nl}Ll=1 of channels acting on
the initial state |0n〉, after which a computational basis measurement is performed. To describe
the simulation algorithm based on channel robustness [74], we assume each Nj has the optimal
decomposition with respect to the set of CSPOs
Nj = (1 + pj)Nj,0 − pjNj,1, (235)
whereR∗(Nj) = 2pj + 1. For any ~k ∈ ZL2 , define
p~k =
∏
kj=0
(1 + pj)
∏
kj=1
(−pj) ‖p‖1 =
∑
~k
|p~k| =
∏
j
R∗(Nj) = R∗. (236)
We sample a ~k ∈ ZL2 from the distribution |p~k|/‖p‖1 and simulate the evolutionNL,kL ◦ · · · ◦N2,k2 ◦
N1,k1 [101]. To achieve accuracy  and success probability 1− δ, it suffices to take
2
2
R2∗ log
(2
δ
)
(237)
samples.
To compare it with the mana-based simulation algorithm, we first prove that that the expo-
nentiated mana of a quantum channel is always smaller than or equal to the channel robustness.
To establish the separation, we introduce the robustness of magic with respect to non-negative
Wigner function as follows.
Definition 9 Given a quantum state ρ, the robustness of magic with respect to non-negative Wigner
function is defined as
RW+(ρ) := min {2p+ 1 : ρ = (1 + p)σ − pω, ω, σ ∈ W+} . (238)
Since Stab ⊂ W+, we have
RW+(ΦN ) ≤ R(ΦN ) ≤ C(N ) ≤ R∗(N ). (239)
Proposition 27 Given a quantum channel N , the following inequality holds
2M(N ) =MN ≤ R∗(N ), (240)
and the inequality can be strict.
Proof. Suppose {p,Λ±} is the optimal solution to Eq. (232) ofR∗(N ).
Then, we have
MN = maxu ‖N (Au)‖W,1 (241)
= max
u
‖(1 + p)Λ+(Au)− pΛ−(Au)‖W,1 (242)
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FIG. 5: Comparison between MUθ and RW+(ΦUθ ) for pi ≤ θ ≤ 2pi. The gap indicates that MUθ is strictly
smaller than C(Uθ) and R∗(Uθ).
≤ max
u
[(1 + p)‖Λ+(Au)‖W,1 + p‖Λ−(Au)‖W,1] (243)
= 2p+ 1 (244)
= R∗(N ). (245)
The inequality in (243) follows due to the triangle inequality. The equality in (244) follows since
Λ± ∈ CSPO and then ‖Λ±(Au)‖W,1 = 1 for any u.
Furthermore, we demonstrate the strict separation between 2M(N ) and R∗(N ) via the follow-
ing example. Let us consider the diagonal unitary
Uθ =
eiθ/9 0 00 1 0
0 0 e−iθ/9
 . (246)
Note that the T gate is a special case, given by U2pi. Due to Eq. (239), the separation between
M(Uθ) and logRW+(ΦUθ) in Figure 5 indicates that the mana of a channel can be strictly smaller
than the channel robustness and magic capacity, i.e.,
MUθ < RW+(ΦUθ) ≤ C(Uθ) ≤ R∗(Uθ). (247)
This concludes the proof. 
Applying Proposition 27 to the channels {Nl}Ll=1, we find that
M→ =
∏
j
MNj ≤
∏
j
R∗(Nj) = R∗. (248)
Thus for an n-qudit system with odd prime dimension, the sample complexity of the mana-based
approach is never worse than the algorithm of [74] based on channel robustness. Furthermore, the
separation demonstrated in (247) indicates that the mana-based algorithm can be strictly faster for
certain quantum circuits.
The above example shows that the mana of a quantum channel can be smaller than its magic
capacity [74], due to (247), but it is not clear whether this relation holds for general quantum
channels.
37
0 0.2 0.4 0.6 0.8 1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
FIG. 6: Non-stabilizerness of T gate after depolarizing noise. The solid red line quantifies the classical
simulation cost of noisy circuits Dp ◦ T . The dashed blue line gives the upper bound of magic generating
capacity of Dp ◦ T .
VII. EXAMPLES
A. Non-stabilizerness under depolarizing noise
For near term quantum technologies, certain physical noise may occur during quantum infor-
mation processing. One common quantum noise model is given by the depolarizing channel:
Dp(ρ) = (1− p)ρ+ p
d2 − 1
∑
0≤i,j≤d−1
(i,j)6=(0,0)
XiZjρ(XiZj)†, (249)
where p ∈ [0, 1] and X,Z are the generalized Pauli operators.
Let us suppose that depolarizing noise occurs after the implementation of a T gate. From
Figure 6, we find that if the depolarizing noise parameter p is higher than or equal to 0.62, then
the channel Dp ◦ T cannot generate any non-stabilizerness. That is, the channel Dp ◦ T becomes
CPWP after this cutoff.
Another interesting case is the CCX gate. Let us suppose that depolarizing noise occurs in
parallel after the implementation of the CCX gate. The mana of D⊗3p ◦CCX is plotted in Figure 7,
where we see that it decreases linearly and becomes equal to zero at around p ≈ 0.75.
B. Werner-Holevo channel
An interesting qutrit channel is the qutrit Werner-Holevo channel [95]:
NWH(V ) = 1
2
[(TrV )1− V T ]. (250)
In what follows, we find that the Werner-Holevo channel maps any quantum state to a free state in
W+ (state with non-negative Wigner function), while its amortized magic is given by our channel
measure. This also indicates that the ancillary reference system is necessary to consider in the
study of the resource theory of magic channels.
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FIG. 7: Non-stabilizerness of CCX gate after depolarizing noise. The solid line also quantifies the classical
simulation cost of the noisy circuit D⊗3p ◦ CCX.
Proposition 28 For the qutrit Werner-Holevo channel NWH,
NWH(ρ) ∈ W+, (251)
for any input state ρ (which is restricted to be a state of the channel input system), while
MA(NWH) =M(NWH) = 5
3
, (252)
θAmax(NWH) = θmax(NWH) =
5
3
. (253)
Proof. On the one hand, for any input state ρ, we find that
WNWH(ρ)(u) =
1
6
TrAu(1− ρT ) = 1
6
(1− TrAuρT ) ≥ 1
6
(1− ‖Au‖∞) ≥ 0, (254)
where the first inequality follows because ‖Au‖∞ = ‖A0‖∞ = 1, since Au = TuA0T †u , the matrix
Tu is unitary, and A0 for a qutrit is explicitly given by the following unitary transformation:
A0 =
1 0 00 0 1
0 1 0
 . (255)
On the other hand, we can set ρRA to be the maximally entangled state, and we find from
numerical calculations that
M((idR⊗NWH)(ρRA))−M(ρRA) = 5
3
. (256)
Meanwhile, we find from numerical calculations that M(NWH) = 5/3, which by Proposition 8
means that
sup
ρRA
[M((idR⊗NWH)(ρRA))−M(ρRA)] =M(NWH) = 5
3
. (257)
Similarly, we find from numerical calculations that
sup
ρRA
[θmax((idR⊗NWH)(ρRA))− θmax(ρRA)] = θmax(NWH) = 5
3
. (258)
This concludes the proof. 
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VIII. CONCLUSION
We have introduced two efficiently computable magic measures of quantum channels to quan-
tify and characterize the non-stabilizer resource possessed by quantum channels. These two
channel measures have application in evaluating magic generating capability, gate synthesis, and
classical simulation of noisy quantum circuits. More generally, our work establishes fundamen-
tal limitations on the processing of quantum magic using noisy quantum circuits, opening new
perspectives for the investigation of the resource theory of quantum channels in fault-tolerant
quantum computation.
One future direction is to explore tighter evaluations of the distillable magic of quantum chan-
nels. We think that it would also be interesting to explore other applications of our channel mea-
sures and generalize our approach to the multi-qubit case.
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Appendix A: On completely positive maps with non-positive mana
Lemma 29 Let E be a completely positive map. IfM(E) ≤ 0, then E is trace non-increasing on the setW+
(quantum states with non-negative Wigner function).
Proof. The assumption M(E) ≤ 0 is equivalent to maxu
∑
v |WE(v|u)| ≤ 1. For ρ ∈ W+, then
consider that
Tr[E(ρ)] = |Tr[E(ρ)]| =
∣∣∣∣∣∑
v,u
WE(v|u)Wρ(u)
∣∣∣∣∣ (A1)
≤
∑
v,u
|WE(v|u)| |Wρ(u)| ≤
∑
u
|Wρ(u)| =
∑
u
Wρ(u) = 1. (A2)
The first equality follows from the assumption that E is completely positive and ρ is positive semi-
definite. The second equality follows from Lemma 1. The first inequality follows from the triangle
inequality and the second from the assumptionM(E) ≤ 0. The final two equalities follow from
the assumption ρ ∈ W+ and (11). 
Appendix B: Data processing inequality for the Wigner trace norm
Lemma 30 For any operator Q and CPWP channel Π, the following inequality holds
‖Π(Q)‖W,1 ≤ ‖Q‖W,1. (B1)
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Proof. Let us suppose that Q =
∑
v qvAv. Then we have ‖Q‖W,1 =
∑
v |qv|. Furthermore,
‖Π(Q)‖W,1 =
∥∥∥∥∥∑
v
qvΠ(Av)
∥∥∥∥∥
W,1
(B2)
=
∑
u
∣∣∣∣∣∑
v
qv Tr[AuΠ(Av)]
∣∣∣∣∣ (B3)
=
∑
u
∣∣∣∣∣∑
v
qvWΠ(u|v)
∣∣∣∣∣ (B4)
≤
∑
u
∑
v
|qv|WΠ(u|v) (B5)
=
∑
v
|qv| = ‖Q‖W,1. (B6)
This concludes the proof. 
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