An (α, β)-metric is defined by a Riemannian metric and 1-form. In this paper, we investigate the known characterization for (α, β)-metrics of isotropic S-curvature. We show that such a characterization should hold in dimension n ≥ 3, and for the 2-dimensional case, there is one more class of isotropic S-curvature than the higher dimensional ones. Further, we construct corresponding examples for every two-dimensional class, especially for the class that the norm of β with respect to α is not a constant.
Introduction
The S-curvature is one of the most important non-Riemannian quantities in Finsler geometry which was originally introduced for the volume comparison theorem ( [5] ). Recent studies show that the S-curvature plays a very important role in Finsler geometry (cf. [1] , [2] , [6] - [10] ). It is proved that, if an n-dimensional Finsler metric F is of isotropic S-curvature S = (n + 1)c(x)F for a scalar function c(x) and of scalar flag curvature K = K(x, y), then K can be given by
where τ (x) is a scalar function ( [2] ). An (α, β)-metrics is a Finsler metrics defined by a Riemann metric α = a ij (x)y i y j and a 1-form β = b i (x)y i , F = αφ(s), s = β/α, where φ(s) satisfies certain conditions such that F is a regular Finsler metric. A special class of (α, β)-metrics are Randers metrics defined by F = α + β. By aid of navigation method, there have been given some important characterizations or local structures for Randers metrics of isotropic S-curvature ( [8] , [9] , [10] ). Especially, it is known that the local structure has been solved for two-dimensional Randers metrics of isotropic S-curvature ( [9] ). In this paper, we show there is a gap in the known characterization for n(≥ 2)-dimensional (α, β)-metrics of isotropic S-curvature ( [4] ), and there is one more new class in n = 2. 
where ∆ := 1 + sQ + (b 2 − s 2 )Q ′ and Q := φ ′ /(φ − sφ ′ ). It is known in [3] that a Randers metric F = α + β is of isotropic S-curvature S = (n + 1)c(x)F if and only if r ij = 2c(a ij − b i b j ) − b i s j − b j s i .
In this paper we obtain the following theorem based on the result in [4] .
F is of isotropic S-curvature S = (n + 1)c(x)F if and only if one of the following holds
and φ = φ(s) satisfies
In this case, S = 0.
(ii) (n ≥ 2) β satisfies
where k is a constant. In this case, S = (n + 1)cF with c = kǫ.
and φ = φ(s) is arbitrary. In this case, S = 0.
(iv) (n = 2) β satisfies
and φ = φ(s) is given by
where τ (s) is defined by
and k 1 and k 2 are constants with k 2 > k 1 . In this case, S = 0.
We find a gap in the proof of Lemma 6.2 in the characterization for n-dimensional (α, β)-metrics of isotropic S-curvature in [4] and it should hold for n ≥ 3 (see the former three classes in Theorem 1.1). In this paper, starting from Lemma 6.1 in [4] , we give a new proof and then we obtain an additional class for n = 2, that is Theorem 1.1 (iv). The proof from (54) below to the end of Section 4 gives Theorem 1.1 (iv) in two-dimensional case.
Note that in this paper, to complete the proof of Theorem 1.1, we only need to discuss the solutions of equations (16), (17) and (19) below in the case b = constant (see Section 3 and Section 4 below) (the case b = constant has been solved in [4] ). It turns out that the case b = constant occurs indeed if the dimension n = 2. Then combining with the discussions in [4] we finally give the complete proof of Theorem 1.1.
Based on the class as shown in Theorem 1.1 (iv), we further prove in [12] that F in Theorem 1.1 (iv) is positively definite if and only if
Then we also prove in [12] that b = constant in (7) if and only if
and so by the positively definite condition 1 + k 1 b 2 > 0, it is easy to see that s i = 0 and thus α is flat and β is parallel with respect to α.
In (8) and (9), it is easy to see that if
So the case k 1 = k 2 is excluded. Taking k 1 = 0 and k 2 = 4, by (7) and (8) we obtain
Theorem 1.1(iv) shows that the metric (11) in two-dimensional case is of isotropic Scurvature if and only if β satisfies (10) . In the following example, we show a pair α and β such that (10) holds. For more examples, see a general case in Example 5.5 below in the last section. (11) . Define α and β by
where ξ, η and σ are scalar functions which are given by
Then α and β satisfy (10) , and therefore, F is of isotropic S-curvature S = 0 by Theorem 
Preliminaries
Let F be a Finsler metric on an n-dimensional manifold M with (x i , y i ) the standard local coordinate system in T M . The Hausdorff-Busemann volume form
Then the S-curvature is defined by
S is said to be isotropic if there is a scalar function c(x) on M such that
If c(x) is a constant, then we call F is of constant S-curvature. An (α, β)-metric is expressed in the following form:
For an n-dimensional (α, β)-metric F = αφ(s), s = β/α, it has been shown in [4] that the S-curvature is given by
where Φ is defined by (1) and
Fix an arbitrary point x ∈ M and take an orthonormal basis {e i } at x such that
Then we change coordinates (y i ) to (s, y A ) such that
By (12), it is shown in [4] that S = (n + 1)c(x)F is equivalent to the following two equations:
sΦ
It studies (14) and (15) In the discussion for the third case Φ = 0 and Υ = 0, it obtains in [4] the following lemma (see Lemma 6.1 in [4] ): 
where λ = λ(x), k = k(x) and ǫ = ǫ(x) are some scalar functions and
If in addition s 0 = 0, then
For the proof of Lemma 6.2 in [4] , it uses the method of expressing (17) and (19) as polynomials of b when b = constant, but no consideration is taken on the effect of λ, k, c, etc. We should point out that these functions are actually dependent on b. Therefore, the method we adopt is to expand (17) and (19) as power series of s.
On equation (17)
In this section, we assume b = constant and φ(s) = k 1 √ 1 + k 2 s 2 + k 3 s for any constants k 1 > 0, k 2 and k 3 . We are going to prove that k = 0, c = 0, ǫ = 0 and ν = 0 in (17).
We first transform (17) into a differential equation about φ(s) and then (17)×2φ
where we omit the expression of Γ 0 . into (21). Here we omit the expressions of p 0 , p 1 , p 2 , p 3 and p 4 . All the equations p i = 0 are linear equations about k, c, ǫ and ν. By p 0 = 0, p 1 = 0, p 2 = 0, p 3 = 0 and b = constant, it is easy to conclude that k = 0, c = 0, ǫ = 0 and ν = 0 if there hold
, since in this case the coefficient determinant of the linear system p 0 = 0, p 1 = 0, p 2 = 0, p 3 = 0 is not zero.
In the following we prove there also hold k = 0, c = 0, ǫ = 0 and ν = 0 if a 1 = 0, or 4(n + 1)a 4 + 2(n + 1)a 2 2 + (n − 2)a 1 a 3 = 0.
Case 1: Assume a 1 = 0. By p 0 = 0, p 1 = 0 and a 1 = 0, we obtain ν = 2 (18a
Since φ(s) = √ 1 + 2a 2 s 2 , there exists some minimal integer m such that
where C 
where we omit the expressions of Γ 00 for simplicity. Let q i be the coefficients of s i in (25). For our purpose to prove k = 0 and ǫ = 0, we only need to compute q 2m−2 and q 2m . Express φ(s) as
where
By a simple analysis on (25), it is easy to compute q 2m−2 and q 2m . To get q 2m−2 , it is sufficient to put
and plug (26) into (25). Then by q 2m−2 = 0 we obtain
By (27) we have k = 0. To get q 2m , it is sufficient to put
and plug (26) into (25). Then by k = 0 and q 2m = 0 we obtain
By (28) we have ǫ = 0. Thus by (22) and (23) we have c = 0 and ν = 0.
Case 1B. Assume all a 2i+1 = 0 (i ≥ 0), and assume a 2m = C (2a 2 ) m in (24). In this case, we may express φ(s) as 2 ) 3 and we obtain a differential equation about η(s), which is denoted by
Here we omit the expression of Γ 1 . Let q i be the coefficients of s i in (30). For our purpose to prove k = 0 and ǫ = 0, we only need to compute q 2m−3 and q 2m−1 .
To get q 2m−3 , it is sufficient to plug
into (30). Then by q 2m−3 = 0 we have
By (31) we get k = 0. To get q 2m−1 , it is sufficient to plug
into (30). Then by k = 0 and q 2m−1 = 0 we have
By ( By a simple analysis on the coefficient determinant of the linear system p 0 = 0, p 1 = 0, p 2 = 0, p 3 = 0, it is enough for us to prove k = 0, c = 0, ǫ = 0 and ν = 0 under one of the following two conditions
and
where 
Plug (36) and (37) into (21) and then we get 
On equation (19)
In this section, we assume b = constant and φ(s) = k 1 √ 1 + k 2 s 2 + k 3 s for any constants k 1 > 0, k 2 and k 3 . We are going to show that (19) has non-trivial solutions in case of dimension n = 2.
We first transform (19) into a differential equation about φ(s) and then (19)
where we omit the expression of Γ 2 . Let p i be the coefficients of s i in (39). We need to compute p 0 , p 1 , p 2 and p 3 first, where we do not write out their expressions. For this, it is sufficient to plug
into (39). In the following we will solve λ and δ in two cases.
Case 1: Assume a 1 = 0 and a 3 = 0. We are going to show that this case is excluded. Plugging a 1 = 0 and a 3 = 0 into p 0 = 0 yields
where C i µ are the generalized combination coefficients. Then we will determine λ in the two cases of (41).
Case 1A. Assume a 2m+1 = 0 in (41). In this case, we need to compute p 2m−1 . For this, express φ(s) as
By a simple analysis on (39), to get p 2m−1 , it is sufficient to put
and plug (42) into (39). Then by p 2m−1 = 0, a 2m+1 = 0 and (40) we obtain
Case 1B. Assume all a 2i+1 = 0 (i ≥ 0), and assume
Plug (44) and (40) into (39)×(1 + 2a 2 s 2 ) 7/2 and we obtain a differential equation about η(s), which is denoted by Γ 3 = 0.
Here we omit the expression of Γ 3 . Let q i be the coefficients of s i in (45). We need to compute q 2m−2 . For this, it is sufficient to put
and plug (44) into (45). Then by q 2m−2 = 0, we obtain
Now we have solved λ in the two cases of (41). It is easy to see that (43) and (46) can be written in the following form
where k ≥ 3 is an integer.
Plugging (40) and (47) into (39) yields This case is excluded.
Case 2: Assume a 1 = 0 or a 3 = 0. We are going to show that for one case, there are non-trivial solutions for φ(s) in dimensions n = 2. Case 2B. Assume a 1 = 0. Solving λ, δ from p 0 = 0, p 1 = 0 and then plugging them into p 2 = 0 yields
(n − 7)a 2 3 (na
By (51), we break our discussion into the following three steps.
(I). If n = 7 and a 3 = 0, solving λ, δ from p 0 = 0, p 1 = 0 and then plugging them together with n = 7, (49) and (50) into p 3 = 0 yields a contradiction.
(II). If a 3 = 0, then plug (49) and a 3 = 0 into p 0 = 0, p 1 = 0 and we can get
Plugging (52) into (39) yields
where f 0 , f 2 , f 4 are some ODEs about φ(s), where we omit the expressions of f 0 , f 2 , f 4 . Then by (53), solving f 0 = 0, f 2 = 0, f 4 = 0 with φ(0) = 1 yields
This case is excluded.
(III). Assume
Solving λ, δ from p 0 = 0, p 1 = 0 and then plugging them together with (49), (50) and (54) into p 3 = 0 yields (...)b 2 + (n + 1)(n − 2)a 4 1 = 0, which implies n = 2. Solving λ, δ from p 0 = 0, p 1 = 0 and then plugging them together with (49), (54) and n = 2 into (39) yields
where f 0 , f 2 , f 4 are some ODEs about φ(s) given by
Then by (55), solving f 0 = 0, f 2 = 0, f 4 = 0 with φ(0) = 1 yields (8), where we put
Plugging (49) and (54) and n = 2 into p 0 = 0, p 1 = 0 yields
Since we have proved in Section 3 that k = 0, ǫ = 0, by (16) and (58) we obtain (7) . By (20), (57) and (58) we get
One possibly wonders whether we can get (59) from (13) when we plug (8) and n = 2 into (13)? This is true. One way to check it is to expand (13) and (59) into power series respectively. One may try a direct verification. We do not need this fact in our proof of Theorem 1.1.
Further characterizations and examples
In this section, we will discuss, for dimension n = 2, the solutions to the equations (2), (4), (6) and (7) respectively, and construct some corresponding examples for every class in Theorem 1.1.
Since every two-dimensional Riemann metric is locally conformally flat, we may put
where σ = σ(x) is a scalar function and x = (x 1 , x 2 ). Then b = constant is equivalent to β = be σ (ξy 1 + ηy 2 )
where η = η(x) and ξ = ξ(x) are scalar functions. If b = constant, then β can be expressed as β = e σ (ξy 1 + ηy 2 ).
Note that actually (60) and (61) give all the local solutions of (2). We consider
where ǫ = ǫ(x) is a scalar function. It it easy to show that in two-dimensional case, b = constant if and only if (63) holds. Assume α and β are locally defined by (60) and (61) 
Thus, it is easy to show that (4) can be locally characterized by (60), (61) and (65), and that (6) can be locally characterized by (60), (61), (65), and ǫ = 0 in (64). Suppose (65), and ǫ = 0 in (64), then we have
Example 5.5 Let F be a two-dimensional (α, β)-metric defined by (8) . Define α and β by (60) and (62), where ξ = x 2 and η = −x 1 , and σ is given by (68). Then F is of isotropic S-curvature S = 0 by Theorem 1.1(iv). Further we have b 2 = ||β|| 2 α = |x| 2 = constant.
In Example 5.5, if we take 2a 2 − 3a 2 1 = 0 and a 1 = 1, then by (8) and (9), we obtain φ(s) = (1 + 4s 2 ) 1 4 2s + 1 + 4s 2 , and thus we get Example 1.2.
