Motivation: With the discovery of cell-free fetal DNA in maternal blood, the demand for noninvasive prenatal testing (NIPT) has been increasing. To obtain reliable NIPT results, it is important to accurately estimate the fetal fraction. In this study, we propose an accurate and cost-effective method for measuring fetal fractions using single-nucleotide polymorphisms (SNPs). Results: A total of 84 samples were sequenced via semiconductor sequencing using a 0.3Â sequencing coverage. SNPs were genotyped to estimate the fetal fraction. Approximately 900 000 SNPs were genotyped, and 250 000 of these SNPs matched the semiconductor sequencing results. We performed SNP imputation (1000Genome phase3 and HRC v1.1 reference panel) to increase the number of SNPs. The correlation coefficients (R 2 ) of the fetal fraction estimated using the ratio of non-maternal alleles when coverage was reduced to 0.01 following SNP imputation were 0.93 (HRC v1.1 reference panel) and 0.90 (1000GP3 reference panel). An R 2 of 0.72 was found at 0.01Â sequencing coverage with no imputation performed. We developed an accurate method to measure fetal fraction using SNP imputation, showing cost-effectiveness by using different commercially available SNP chips and lowering the coverage. We also showed that semiconductor sequencing, which is an inexpensive option, was useful for measuring fetal fraction. Availability and implementation: python source code and guidelines can be found at https://
Introduction
The discovery of cell-free fetal DNA in maternal blood in 1997 (Lo et al., 1997) led to the development of non-invasive prenatal testing (NIPT). New techniques for accurately measuring fetal aneuploidy using cell-free fetal DNA in maternal blood were developed in 2008 (Chiu et al., 2008; Fan et al., 2008) .
NIPT uses cell-free fetal DNA in maternal blood to detect fetal chromosomal anomalies before birth, and is thus very safe relative to other invasive prenatal tests. While NIPT is necessary for pregnant women who are at high risk of miscarriage, a sufficient amount of cell-free fetal DNA must be collected from maternal to ensure accurate testing results. Cell-free fetal DNA from the placenta is detected in the plasma of a pregnant mother after 7 weeks of pregnancy, with levels increasing as the pregnancy progresses (Lo et al., 1998) . The proportion of fetal DNA in maternal blood is known as the fetal fraction, which affects the accuracy of NIPT; therefore, an accurate method for measuring fetal fractions is needed for prenatal testing (Jiang et al., 2012; Lo et al., 2010; New et al., 2014; Sparks et al., 2012) .
To measure fetal fractions, it is first necessary to differentiate between maternal and fetal DNA. One method uses the Y-chromosome for differentiation; however, this method can only be used for male fetuses (Chiu et al., 2011; Hudecova et al., 2014; Lun et al., 2008) . Methods for measuring fetal fractions regardless of the fetus' gender involve analyzing single-nucleotide polymorphisms (SNPs) (Liao et al., 2011; Lo et al., 2010; Sparks et al., 2012; Zimmermann et al., 2012) and machine learning as compared in Table 1 .
Among SNP-based methods of measurement, genome-wide (GW) testing shows the highest reliability. GW testing detects genetic anomalies throughout the entire genome rather than in specific gene locations. SNP information for the entire genome is needed to perform GW testing. Jiang et al. (Jiang et al., 2016) conducted GW testing to determine the ratio of non-maternal alleles to maternal alleles in the mother's homozygous genotypes. For instance, if the BA genotype is located at the locus of a mother's AA genotype, allele B is tentatively considered an allele inherited from the father. Jiang et al. found a significant correlation between the ratio of nonmaternal alleles and actual fetal fraction (gold standard) (R 2 ¼ 0.99, P < 0.0001) (Jiang et al., 2016) . Thus, SNP-based methods can accurately measure fetal fractions and are not limited by fetal gender. However, genotyping of SNPs in a pregnant mother is costly and time-consuming (Jiang et al., 2016) . The machine learning-based method 'SeqFF' (Kim et al., 2015) uses machine learning algorithms, mass data and multivariate regression models to calculate fetal fractions. SeqFF can easily measure fetal fractions using data used in NIPT without generating additional costs. Recent studies have reported that semiconductor sequencing is as accurate as paired-end sequencing used in SeqFF to measure fetal fractions (Dheedene et al., 2016; Johansen et al., 2016) . Semiconductor sequencing is less costly than paired-end sequencing and can sequence DNA very rapidly (Jeon et al., 2014; Liao et al., 2014; Yuan et al., 2013) . In contrast, SeqFF requires large amounts of data to train a model and could not accurately measure small fetal fractions (Peng and Jiang, 2017) .
In this study, we propose a method for measuring fetal fractions using SNP imputation for accurate results as well as semiconductor sequencing and lower coverage to reduce costs.
Materials and methods

Subjects and experiment process
Samples from 84 pregnant women (42 male and 42 female fetuses) were used in the experiment. The samples were subjected to semiconductor sequencing (Kim et al., 2016a,b) . To measure fetal fractions using SNPs, we genotyped the 84 samples using the Affymetrix 6.0 ($900K SNP). To measure fetal fractions, we used genotyped SNPs of the pregnant women and a linear regression model (Y ¼ 18.9X À 6.6) developed by Jiang et al. (Jiang. et al., 2016) , which uses the actual fetal fraction (gold standard) based on the actual number of maternal and fetal DNA sequencing reads as dependent variables. In their study, approximately 2000K SNPs were genotyped and the locations of $250K SNPs were identified in $1000K reads. These results were similar to those of the gold standard (R 2 ¼ 0.97) (Jiang et al., 2016) . However, because $900K SNPs were genotyped in the present study, only $250K SNPs could be identified in 5000K reads. Therefore, we hypothesized that the accuracy of the testing method proposed in the previous study (R 2 ¼ 0.97) could be retained even when approximately 5000K reads and 250K SNPs are used. We calculated the fetal fractions using an average of 247 596 genotypes in 84 samples (mean 5 351 786 reads, 0.3Â sequencing coverage) and the linear regression model (Y ¼ 18.9X À 6.6) constructed by Jiang et al. (2016) to perform correlational analysis using these fetal fractions as the baseline standard. We additionally calculated the fetal fractions of 42 samples obtained from pregnant mothers with male fetuses and estimated the fetal fraction using a chromosome Y-based method. These results were compared with the baseline results to determine the validity of using the baseline standard.
Two factors affecting the accuracy of an SNP-based method are read depth (coverage) during sequencing (Sims et al., 2014) and the number of SNPs (Jiang et al., 2016) . A higher coverage and larger number of SNPs leads to more accurate comparison of maternal and fetal DNA fragments. However, maintaining high coverage is costly and time-consuming. Therefore, by lowering the coverage, the cost of the sequencing step can be reduced. However, the accuracy of fetal fraction measurement decreases as coverage decreases. In this study, we accurately and cost-effectively measured fetal fractions by lowering the coverage and increasing the number of SNPs through imputation.
A schematic of the overall experiment is shown in Figure 1 . The experiment consists of three processes, the first of which is SNP imputation performed using HRC v1.1 and 1000GP3 reference panels. While the number of SNPs can be increased through imputation, the accuracy of imputation decreases as minor allele frequency (MAF) decreases (Das et al., 2016) . Thus, MAF filtering is conducted to 
SNP imputation
First, SNP imputation is performed to increase the number of SNPs.
In SNP imputation, a larger number of SNPs can be estimated through comparison with a reference panel based on mass DNA information related to genetic variations (Li et al., 2009; Marchini and Howie, 2010) . Famous examples of reference panels include the 1000Genome phase 3(1000GP3) panel based on genetic information from 2504 humans (Genomes Project et al., 2015) and the HRC v1.1 panel recently developed by using 32 470 samples (McCarthy et al., 2016) . Although HRC v1.1 shows the highest accuracy among all reference panels (R 2 ¼ 0.98), it requires the most time because of the large amount of information it contains (Das et al., 2016) . While 1000GP3 shows lower accuracy than HRC v1.1 (R 2 ¼ 0.96), it requires less time and computing power (Das et al., 2016) . Thus, we used both the HRC v1.1 panel and 1000GP3 for SNP imputation. However, because the HRC v1.1 reference panel was very large, we used the Michigan Imputation Server (https://imputationserver.sph. umich.edu/index.html#!pages/home). In addition, minimac3 (Das et al., 2016) , which shows the highest performance among all imputation service tools, was used. SHAPEIT2 (Delaneau et al., 2011 (Delaneau et al., , 2013 was used in the phasing step.
MAF filtering
When analyzing imputed SNVs, it is important to estimate MAFs. In general, an MAF >5% indicates common variants, 0.5% MAF < 5% indicate low-frequency variants, and an MAF <0.5% indicates rare variants (Lee et al., 2014; McCarthy et al., 2016) . Estimated SNVs at extremely low MAFs are not reliable. Accordingly, we set the MAF standard during the filtering step and removed all SNVs with MAF values less than this standard. The candidate standard MAF values were 0.05, 0.1, 0.5, 1.0, 5.0 and 7.0%. Because the calculation of fetal fractions across the entire genome requires a substantial amount of time, only specific chromosomes were analyzed in the experiment. Chromosomes with the highest Pearson's correlation with the baseline were used. Fractions of nonmaternal alleles of the selected chromosomes of the 84 samples were measured using SNVs subjected to MAF filtering. Finally, MAF values showing the highest Pearson's correlation between the measured fractions of non-maternal alleles and baseline were set as the standard. Jiang et al. (2016) found that some non-maternal alleles may be caused by sequencing errors and genotyping errors. However, if the error rates are constant in all samples, the fetal fraction will be proportional to the non-maternal allele fraction. Based on this fact, previous study have constructed a linear regression model that explains the relationship between actual fetal fraction and non-maternal allele fraction, and the regression equation was derived (Jiang et al., 2016) . We performed MAF filtering to reduce imputation errors because SNP imputation errors may be larger as the MAF is smaller (Das et al., 2016) . However, it is assumed that the imputation errors could not be eliminated completely, but the error rates are constantly observed in all samples, so that a proportional relationship can be maintained between the non-maternal allele fraction and the baseline standard. However, since it is not appropriate to use the regression equation of the previous study, which only considers both sequencing errors and genotype errors, a new regression equation considering additional imputation errors as well as the above both errors is required. We constructed two linear regression models ( Supplementary Fig. S2 ) to establish the correlations between two different non-maternal allele fractions, which were calculated after SNP imputation with two different panels (HRC v1.1 and 1000GP3) and MAF filtering (MAF 0.5 for HRC v1.1 and MAF 7.0 for 1000GP3), and the baseline standard, respectively, and then derived two new regression equations (F ¼ 10.54X À 15.42 for HRC v1.1 and F ¼ 5.76X À 17.36 for 1000GP3), respectively.
Coverage test
In the coverage test, the remaining SNVs after MAF filtering were used to measure fetal fractions across the entire genome of the 84 samples. The number of reads was reduced to lower the coverage. For this step, 100K, 200K, 400K, 500K, 700K, 1000K, 2000K and 3000K reads were randomly selected across the entire genome. The mean coverage of all 84 samples before lowering the coverage was 0.3Â. The mean coverages of the selected reads were 0.005Â, 0.01Â, 0.02Â, 0.025Â, 0.03Â, 0.05Â, 0.1Â and 0.15Â, respectively. Finally, Pearson's correlation coefficient between the fetal fraction estimated at each coverage and baseline was calculated, and the correlation between these values was analyzed.
Results
SNP imputation
Approximately 900K SNPs were genotyped and DNA reads sequenced at $0.3Â coverage were mapped onto the reference genome. We selectively searched for SNPs whose loci matched the loci of the DNA reads, and found that the locations of 247 596 SNPs matched the DNA loci in 84 samples before imputation (Table 2) . Following SNP imputation using minimac3, the number of maternal SNVs was increased by 41-fold, representing the number of maternal SNVs after imputation (using HRC v1.1, and 1000GP3 reference panels) in Table 2 .
MAF filtering
To determine which chromosomes should be used in the MAF filtering test, a fraction of non-maternal alleles of each chromosome of the 84 samples was measured using SNVs, which were now increased in number. Supplementary Figure S1 shows Pearson's correlations between the measured fractions of non-maternal alleles and baseline. Based on the Pearson's correlation coefficients between the fractions of non-maternal alleles of each chromosome and baseline, chromosomes 4 and 12 showed strong correlations, with correlation coefficients (r) of 0.88 and 0.87, respectively, when HRC v1.1 was used. When 1000GP3 was used, chromosomes 3 and 5 showed strong correlations, with correlation coefficients (r) of 0.85 and 0.84. MAF filtering was performed using chromosome 4 
Coverage test
To reduce the sequencing coverage, the number of reads was randomly determined between 100K and 3000K. Supplementary Table  S4 summarizes the fetal fraction measurements obtained using the 84 samples with reduced coverage and SNVs subjected to MAF filtering at 0.5% (HRC v1.1) and 7.0% (1000GP3). Correlation coefficients were generally low when coverage was 0.03 before SNP imputation. At 0.005Â sequencing coverage, the correlation coefficient (R 2 ¼ 0.39) dramatically decreased. In contrast, when SNP imputation was performed using the HRC v1.1 reference panel, the correlation coefficient (R 2 ¼ 0.85) was high even after the coverage was reduced to 0.005. Similarly, a strong correlation (R 2 ¼ 0.73) was observed when imputation was performed using 1000GP3 relative to when no imputation was performed. These results are shown in Figures 2B and C, which are graphs depicting the correlation between the measured fetal fractions and baseline. In contrast, when no imputation was performed ( Fig. 2A) , the correlation was much weaker as coverage was lowered to <0.03. Figure 3 shows graphs depicting the test results at each coverage level. When the coverage level was <0.03, the correlation coefficient dramatically decreased when SNP imputation was not performed (baseline, broken line). In contrast, when SNPs were amplified through imputation (HRC v1.1, solid line; 1000GP3, dotted line), the correlation coefficient remained high even after coverage was reduced to 0.01 (0.2 million reads). For no imputation, because only 900K genotyped SNPs were used, accuracy decreased drastically when coverage was reduced. However, using our method, accuracy was maintained even after reducing the coverage to 0.01, as the number of SNPs had been increased through imputation.
Discussion
We developed an SNP-based method for measuring fetal fractions that is not only highly accurate but also cost-effective. We lowered the coverage by semiconductor sequencing rather than by using more expensive technique, paired-end sequencing, thereby drastically reducing the cost of the sequencing process. To compensate for the decreased accuracy of the testing method by reducing the number of reads when coverage was lowered, we increased the number of SNPs through imputation and performed MAF filtering to reduce errors and increase reliability. We found a linear relationship between the estimated fetal fractions and baseline.
Although estimation of fetal fractions based on SNP genotyping of pregnant women can be accurate, genotyping itself is quite costly [USD 50 per sample for Illumina 300K SNP chips (Jiang et al., 2016) ]. However, we introduced a cost-effective method by using cheaper chips (approximately 900K SNPs) and semiconductor sequencing. For example, the cost of SNP genotyping per sample using Affymetrix 6.0 ($ 900K SNP) is approximately USD 29 and the number of samples that can be genotyped in one batch is 96. The cost of semiconductor sequencing per sample is approximately USD 145 and the number of samples that can be sequenced in one batch is 13. Fig. 2 . Graphs depicting the correlation between the fetal fractions estimated at 0.005Â, 0.03Â and 0.15Â sequencing coverage and baseline. (A) The fetal fractions were measured using 250K genotyped SNPs before SNP imputation. (B) SNP imputation was performed using a HRC v1.1 reference panel. (C) SNP imputation was performed using a 1000GP3 reference panel Meanwhile, commercially available SNP chips for genotyping include Illumina 1200K and 300K SNP chips, and Affymetrix 900K and 100K SNP chips. We genotyped using Affymetrix 6.0 ($900K SNPs) and found approximately 250 000 SNPs in 84 samples (mean 5 351 786 reads at 0.3Â sequencing coverage). As a result, it is possible to estimate the fetal fraction which is accurate enough without imputation when the number of reads is 3 million (Fig. 2) . However, commercialized SNP chips exist not only at 900K, but also at 100K and 300K. If 100K or 300K SNP chip is used, it is highly probable that the fetal fraction could not be accurately estimated with only the minimum reads (3 million) required for NIPT. We extracted randomly 300K and 100K SNPs from SNPs genotyped with Affymetrix 6.0 ($900K SNPs) and searched the number of SNPs matching with sequenced 3 million DNA reads. The average number of SNPs matched with 300K SNPs was 46 682 and the average number of SNPs matched with 100K SNPs was 15 605. Our experiments have shown that the accuracy of the estimated fetal fraction is reduced when the number of SNPs is so low. In fact, the correlation coefficients (R 2 ) between the fetal fractions estimated using 46 682 SNPs and the baseline standard were 0.92 and the correlations coefficients (R 2 ) between the fetal fractions estimated using 15 605 SNPs and the baseline standard were 0.76. As a result, when genotyped with 100K or 300K SNP chip, it is difficult to accurately estimate the fetal fraction at low coverage. In addition, people who already have genotyped SNPs have a problem of genotyping again if SNPs are not sufficient. However, our proposed method can estimate the fetal fraction with high accuracy using SNP imputation even if the number of SNPs is insufficient. Therefore, even when using any commercially available SNP chip, the fetal fraction can be accurately predicted.
We estimated the fetal fraction through SNP imputation and found that the HRC v1.1 and 1000GP3 reference panels could be used in Korean samples since the fetal fraction with SNP imputation was strongly correlated with the baseline results (Fig. 3) . The reason for this result is that the East Asian samples of the reference panel contain Chinese and Japanese samples, and the SNP frequency distribution of the two samples is similar to that of Korean (Tian et al., 2008) . The accuracy of the SNP imputation can be increased if the imputation is performed with a reference panel including the same populations or closely related populations as the sample for imputation (Gao et al., 2012; International HapMap et al., 2010) . The reference panel we used to proceed with the imputation consists of several populations. In the case of 1000GP3, it is based on various populations of African, American, East Asian, European and South Asian (Genomes Project et al., 2015) . HRC v1.1 was constructed with 20 cohorts including 1000 genomes (McCarthy et al., 2016) . Also, the SNP imputation results of using HRC v1.1 were more accurate than using 1000GP3. This is the reason why the more samples of the various populations were used to construct the reference panel, the more accurate the results of the SNP imputation were (McCarthy et al., 2016) . Thus, for the population that is the same or closely related to the reference panel samples, the proposed method could be applied, just as the used reference panel was available in Korean samples.
In addition, we calculated the correlation coefficients between the measured fetal fraction and estimated fetal fraction by using a chromosome Y-based method to determine the validity of the baseline. If the baseline is valid, the correlation coefficient with the chromosome Y-based method will be high when the correlation coefficient between the newly calculated fetal fraction and baseline is high. To test this hypothesis (Supplementary Table S4 ), we analyzed the correlation between the values of correlation coefficients based on baseline, and those of correlation coefficients based on the chromosome-Y, according to the changes of coverage. The correlation coefficient (R 2 ) was measured to be 0.91 when only genotyped SNPs (before imputation) were used, 0.97 when HRC v1.1 was used, and 0.99 when 1000GP3 was used. The strong correlation between the baseline-based results and results of the chromosome Y-based method indicates that our baseline setting was valid. Kim et al. (2015) developed a machine learning-based method for measuring fetal fractions and found a strong correlation coefficient (r) of 0.93 between the fetal fractions calculated by their method and those calculated by the chromosome Y-based method using plasma samples with male fetuses (approximately 250). Unfortunately however, it may be difficult to accurately estimate the fetal fraction using this method because of the insufficient number of fetal DNA reads for each region of autosomal chromosomes at low fetal fractions. In many NIPT tests, the goal is to determine whether the fetal fractions are less than 4%. Therefore, accurately estimating low fetal fractions is important. In addition, although their method did not require additional costs for measuring fetal fractions, large amounts of data were needed to train the multivariate model.
To overcome this problem, we used an SNP-based method for accurately estimating fetal fractions using DNA samples from 84 humans without the need for a large amount of data. In addition, we selected samples with estimated fetal fractions less than 7% from the 42 samples of women pregnant with male fetuses, measured their fetal fractions using a chromosome Y-based approach, and performed correlational analysis to test the accuracy of the SNP-based method at low fetal fractions. In the case of SeqFF, the correlation coefficient (r) with the chromosome Y-based method for all 42 samples was 0.78, which dramatically decreased (0.21) for all samples with fetal fractions less than 7%. In contrast, when our SNP-based method was used, the correlation coefficient (r) with the chromosome Y-based method for all 42 samples was 0.92 and 0.83 for samples with fetal fractions less than 7% (HRC v1.1, 0.01Â sequencing coverage). While the accuracy of the machine learning-based method (SeqFF) was dramatically decreased at low fetal fractions as indicated by the 0.57 decrease in the correlation coefficient, our method showed a small decrease in the correlation coefficient of 0.09 and maintained high accuracy.
However, insufficient samples were used in our experiment and SNP imputation was time-consuming. Moreover, the accuracy of fetal fraction estimation decreased when 1000GP3, which requires less time and memory than HRC v1.1, was used for SNP imputation (Fig. 3) . A larger number of samples must be used to reduce errors and increase the accuracy of fetal fraction estimation in future studies. Furthermore, it is necessary to optimize the imputation process to reduce the time required and use reference panels with the highest efficiency to improve time and accuracy.
In conclusion, we developed an SNP-based method for estimating fetal fractions that is accurate and cost-effective by increasing the number of SNPs through imputation while using various commercially available SNP chips, as well as by lowering the coverage. We also found that the linear regression model used in paired-end sequencing was significantly accurate when used with semiconductor sequencing, which is an inexpensive alternative. URLs SHAPEIT2, https://mathgen.stats.ox.ac.uk/genetics_software/shapeit/ shapeit.html#home; minimac3, http://genome.sph.umich.edu/wiki/ Minimac3; Michigan Imputation Server, https://imputationserver.sph. umich.edu/index.html#!pages/home; Plink, https://www.cog-gen omics.org/plink/1.9/; 1000GP3, https://mathgen.stats.ox.ac.uk/im
