Problemas elípticos superlineales by Ardila de la Peña, Víctor Manuel
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Resumen
Se prueba la existencia de numerablemente infinitas ramas con un número infinito
no contable de soluciones radiales singulares para problemas eĺıpticos superlineales
con valor en la frontera con no linealidad sub-cŕıtica o sub-supercŕıtica. También se en-
cuentran dos ramas de infinitas (no contables) soluciones cuando hay no linealidad de salto.
Palabras clave: eĺıptico, superlineal, sub-cŕıtico, sub-supercŕıtico, salto.
I
Abstract
The existence of countably many branches of uncountably many singular radial solutions
to a superlinear elliptic boundary value problems with subcritical or sub-supercritical
nonlinearity, is proved. Two branches of uncountably many solutions to a problem with
jumping nonlinearity, are also founded.
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Sea g : R → R una función localmente lipschitziana y f ∈ L∞(0, 1), with B the unit
ball in RN , N ≥ 3. Consideramos la existencia de soluciones radiales singulares para el
problema {
∆u+ g(u) = f(‖x‖), x ∈ B,
u(x) = 0, for x ∈ ∂B.
(1)




(SN) No linealidad subcŕıtica: ĺımu→+∞
g(u)











−|u|q ∈ (0,∞), y q > (N + 2)/(N − 2).









= γ ∈ (−∞, λ1). Aqúı λ1 denota el valor propio principal de −∆ con
datos de frontera de Dirichlet en la bola unidad de RN .
Buscando simplicidad en los cálculos, asumimos en todo el trabajo que g(u) = up
para u ≥ 0. En los casos subcŕıtico o sub-supercŕıtico asumimos que si u < 0, entonces
g(u) = |u|q−1u, y en el caso de no linealidad de salto, asumimos que existe γ ∈ (−∞, λ1)
tal que si u < 0, entonces g(u) = γu.
Nuestros dos principales resultados son los siguientes:
Teorema 1. Si g es subcŕıtico o sub-supercŕıtico, entonces el problema de valor en la
frontera (1) tiene un número contable infinito de continuos no degenerados de soluciones.
En particular, (1) tiene un número infinito no contable de soluciones singulares radiales.
Teorema 2. Si g es una no linealidad de salto, entonces el problema de valor en
la frontera (1) tiene dos continuos no degenerados de soluciones singulares radiales. En
particular, (1) posee un número infinito no contable de soluciones singulares radiales.
IV
INTRODUCCIÓN V
El teorema 1 extiende los resultados de [3] donde fue considerado el caso homogéneo
(f = 0) y simétrico subcŕıtico (N/(N − 2) < p = q < (N + 2)/(N − 2)) (vea también
[10]). Las demostraciones en [3] usan extensamente la transformada de Emden, donde se
transforma el problema singular de (2.6) en uno regular en [1,+∞) y entonces se usan
argumentos de disparo (shooting) basados en r = 1 (vea [14], [12], [17]). Aqúı, nosotros
en cambio, encontramos una familia a dos parámetros de soluciones singulares para
(2.6) para lo cual probamos que la enerǵıa de Pohozaev tiende a +∞ cuando uno de los
parámetros tiende a +∞ (vea los lemas 2.2 y 2.4). Esto nos permite aplicar argumentos
de plano de fase como fue desarrollado en [5] para el estudio de soluciones regulares.
El lector puede referirse a [6], [7], [4] y [9] para ver resultados relacionados con la
existencia de soluciones clásicas múltiples para problemas con no linealidades de salto
superlineales .
En [13] se presentan resultados acerca de la existencia de soluciones singulares en regiones
acotadas generales.
Para ver estudios sobre existencia de soluciones en problemas cŕıticos y supercŕıticos, el
lector puede referirse a a [2], [12], [13], [14] y [17].
Para resultados relacionados con soluciones radiales a ecuaciones cuasi-lineales, ver [11].
Para soluciones singulares positivas de clase C2, en el caso homogéneo y con no linealidad
up, ver la parte eĺıptica del art́ıculo [16]. Mientras que para el estudio de unicidad de solu-
ciones radiales positivas sobre anillos en el caso homogéneo y con no linealidad up, ver [15].
El caṕıtulo 2 se dedica a la prueba de los teoremas.
El caṕıtulo 1 está dedicado a exponer algunos resultados básicos y terminoloǵıa a usar en
el resto del trabajo.
CAPÍTULO 1
Conceptos básicos y resultados a usar
En este caṕıtulo mencionaremos algunos conceptos y resultados que serán utilizados a
través de la tesis.





u′ + |u|p−1u = f(r) si 0 < r < 1, (1.1)
donde asumimos que N ≥ 3 y que f es de clase C1 en el intervalo [0, 1].
Multiplicando (1.1) por rNu′(r) e integrando en un intervalo [s, r] donde s > 0, obtenemos∫ r
s











Integrando por partes en la primera integral del miembro de la izquierda en (1.2), con
z = tN , dv = u′(t)u′′(t)dt, y por tanto, dz = NtN−1dt, v = (u
′(t))2
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Integrando por partes en la tercera integral del miembro de la izquierda en (1.2), con
z = tN , dv = |u(t)|p−1u(t)u′(t)dt, y por tanto, dz = NtN−1dt y v = |u(t)|
p+1























Integrando ahora por partes en la integral del miembro de la derecha en (1.2), con


















































Multipliquemos ahora (1.1) por rnu(r) = rN−1u(r) e integremos en dicho intervalo [s, r]
donde s > 0, entonces se obtiene∫ r
s











Integrando por partes en la primera integral del miembro de la izquierda en (1.4), con
z = tN−1u(t), dv = u′′(t)dt, y por tanto, dz = ((N − 1)tN−2u(t) + tN−1u′(t))dt, v = u′(t),



















Obsérvese que la tercera integral del miembro de la izquierda en (1.4) equivale a∫ r
s
tN−1|u(t)|p+1dt.
Por lo tanto, (1.4) queda convertido en












































)rN−1u(r)u′(r)− (N − 2
2
)sN−1u(s)u′(s)
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Al primer miembro de esta identidad se la suele llamar Enerǵıa de Pohŏzaev.





































Más aún, si llamamos (como es usual)
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entonces la anterior identidad toma la forma
rN−1H(r)
= sN−1H(s) + [
N
p+ 1


























2 > 0. Si además, también se tiene que
N


















u′ + g(u) = f(r) si 0 < r < 1, (1.9)
donde asumimos que N ≥ 3 y que f es de clase C1 en el intervalo [0, 1]







la cual es llamada función de enerǵıa y




entonces con el mismo proceso anterior se obtiene la siguiente Identidad de Pohŏzaev





tN−1[NG(u(t))− (N − 2
2
)u(t)g(u(t))]dt










Nota 1.3. Si nuevamente consideramos la ecuación (1.9), con N ≥ 3 pero sólo asumimos
que f es continua en el intervalo [0, 1] y definimos G(y), E(t) y H(t) como en la nota
anterior, entonces multiplicando (1.9) por rNu′(r) e integrando en un intervalo [s, r] donde
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Multiplicando ahora (1.9) por rnu(r) = rN−1u(r) e integrando en dicho intervalo [s, r]
donde s > 0, entonces se obtiene que la ecuación correspondiente a (1.4) queda convertida
en


















































































Y se obtiene aśı la siguiente Identidad de Pohŏzaev asociada al problema (1.9), en el
















Nota 1.4. Obtendremos ahora una versión más general de la identidad de Pohŏzaev aso-
ciada a la ecuación (1.9), con N ≥ 3 y f continua en el intervalo [0, 1] y donde G(y) y E(t)
son las de la nota anterior. Tomemos una constante real a adecuadamente escogida para
que todas las integrales que van a aparecer en el proceso siguiente existan. Multiplicando
(1.9) por rN+au′(r) e integrando en un intervalo [s, r] donde s > 0, obtenemos que la
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Multiplicando ahora (1.9) por rN+a−1u(r) e integrando en dicho intervalo [s, r] donde
s > 0, entonces se obtiene que la ecuación correspondiente a (1.4) queda convertida en





















+ rN+aG(u(r)) + (






+ sN+aG(u(s)) + (
N − a− 2
2
)sN+a−1u(s)u′(s)]















− (N − a− 2
2
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Y se obtiene aśı la siguiente Identidad de Pohŏzaev más general asociada al problema




+ rN+aG(u(r)) + (






+ sN+aG(u(s)) + (
N − a− 2
2
)sN+a−1u(s)u′(s)]
























Llamando Ha(t) := tE(t) + (
N−a−2
2 )u(t)u





+ tN+aG(u(t)) + (
N − a− 2
2
)tN+a−1u(t)u′(t),












































a(N − a− 2)
4












Note que si a = 0, la identidad anterior se convierte en la identidad (1.13).
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1.2. Existencia y continuidad de la función argumento
Sean x : [0, 1]→ R, y : [0, 1]→ R funciones continuas tales que
ρ(t) :=
√
(x(t))2 + (y(t))2 > 0 para todo t ∈ [0, 1]. (1.20)
Lema 1.5. Existe una función continua θ : [0, 1]→ R tal que
x(t) = ρ(t) cos(θ(t)) y(t) = ρ(t) sin(θ(t)) (1.21)
para todo t ∈ [0, 1]
Demostración. Sin pérdida de generalidad podemos suponer que x(0) > 0. Sea ε > 0
tal que x(t) > 0 para todo t ∈ [0, ε]. Para t ∈ [0, ε] sea θ0(t) = tan−1(y(t)/x(t)). Luego
cos(θ0(t)) = x(t)/ρ(t) and sin(θ0(t)) = y(t)/ρ(t). En consecuencia θ0 satisface (1.21) en
[0, ε]. Sean
S = {t ∈ [ε0, 1]; existe θ : [0, t]→ Rcontinua tal que θsatisface (1.21)coincide conθ0en[0, ε]}
y T = supS. Veamos que T = 1, es decir que θ0 esta definido en [0, 1]. De la definición de




> 0. Por la continuidad de
x
ρ





∣∣ < x(T )
2ρ(T )
,










Sea (tn) una sucesión en el intervalo (T −δ, T ) tal que tn → T− cuando n→∞. Entonces,
para θ(tn) 6= θ(tm) (lo cual implica que tn 6= tm), por el teorema del valor medio, existe z
entre θ(tn) y θ(tm), tal que
sin(θ(tn))− sin(θ(tm)) = cos(z)(θ(tn)− θ(tm)).
Por teorema del valor intermedio para funciones continuas, existe s entre tn y tm tal que
z = θ(s). Por lo tanto,
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Definamos θ(T ) := ĺımt→T− θ(t). Entonces θ queda continua en el intervalo [0, T ]. Además,
por la continuidad de las funciones x, y, cos, sin y ρ, tenemos que




[ρ(t) cos(θ(t))] = ρ(T ) cos(θ(T ))
y




[ρ(t) sin(θ(t))] = ρ(T ) sin(θ(T )).
Como además, esta función θ restringida a [0, ε] coincide con θ0, entonces T ∈ S.






+ (k + 1)π]. Para t ∈ (T, T + δ)
definamos
θ(t) := sin−1k (y(t)/ρ(t)), (1.22)
donde sin−1k es la función inversa de la función sin en el intervalo Ik. Por tanto, para
T < t ≤ T1 < T + δ, tenemos que sin(θ(t)) =
y(t)
ρ(t)
y como x(t) > 0, entonces
cos(θ(t)) =
√






Como también, sin−1k es continua, entonces θ : [0, T1]→ R es continua. Además, θ restrin-
gida a [0, ε] coincide con θ0. Por lo tanto, T1 ∈ S, lo que contradice que T = supS.
El caso x(T ) < 0 se trabaja en forma similar, tomando para cierto δ1 > 0 y T − δ1 < s <




∣∣ < −x(T )
2ρ(T )
.
Ahora, si x(T ) = 0, necesariamente, y(T ) 6= 0, de donde por una argumentación similar a
la anterior, se obtiene una contradicción al suponer T < 1.
Por lo tanto, T = 1.
CAPÍTULO 2
Los Problemas y Resultados Centrales
En este caṕıtulo haremos el desarrollo conducente a demostrar el teorema 1 y el teorema
2.
2.1. Existencia de una familia a dos parámetros de soluciones
singulares





















(A+ c)(θA+ τ2c) = 0. (2.2)
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de donde, f0(0) < 0. (Hemos aplicado que p > 1, que −θ > 0 y que θ +N − 2 > 0).






































cuando c → ∞. por lo tanto, ĺımc→∞ f0(c) = +∞. De esto, del hecho (ya probado) de
que f0(0) < 0 y del hecho de que f0 es continua en el intervalo [0,∞), podemos deducir
que existe c0 ∈ (0,+∞) tal que f0(c0) = 0; por simplicidad de la notación, de aqúı en
adelante escribiremos c en lugar de c0; entonces f0(c) = 0.
Para dicho c podemos escoger ahora un τ1 ∈ (θ, τ2) tal que
(N − 2 + θ)(Aθ + cτ2) + (A+ c)p − cτ1(θ − τ2) 6= 0. (2.3)
En efecto, si tomamos β0 := (A + c)




, entonces para τ1 6=
β0
c(θ − τ2)
, el cual podemos tomar en (θ, τ2), obtenemos
que s(τ1) 6= 0, esto es,
cτ1(θ − τ2) 6= β0,
o en forma equivalente, podemos elegir τ1 ∈ (θ, τ2) de tal manera que
(A+ c)p + (Aθ + cτ2)(N − 2 + θ)− cτ1(θ − τ2) 6= 0.
Nótese que
β0 = (A+ c)
p +Aθ(N − 2 + θ) + cτ2(N − 2 + θ)
≥ (A+ c)p +A(−Ap−1) + cθ(N − 2 + θ)






Sea I = [a1, a2] ⊂ (0,∞) un intervalo compacto. También definimos:
b̃ = b1/(θ−τ2) y b0 := a
(τ2−θ)/(τ1−θ)
2 . (2.4)
desde ahora y en adelante asumimos que b ≥ b0. Nótese que si b ≥ b0 y a ∈ I entonces
ab̃τ1 ≤ b̃θ. (2.5)
En efecto, si b ≥ b0 y a ∈ I entonces b
τ1−θ
τ2−θ ≥ a2 ≥ a, de donde, b̃−(τ1−θ) ≥ a, y aśı,
b̃θ ≥ ab̃τ1 , esto es, ab̃τ1 ≤ b̃θ.
Si p ∈ (1, N/(N − 2)], la teoŕıa de regularidad para problemas eĺıpticos de valor en la
frontera, muestra que (1) no posee solución singular alguna en H10 (B).
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Nuestra construcción de soluciones singulares para (1) está basada en las propiedades
de existencia y enerǵıa de las soluciones para (2.6), las cuales son presentadas en los
siguientes tres lemas.





u′ + g(u) = f(r), 0 < r ≤ 1,
u(b̃, a, b) = (A+ c)b̃θ + ab̃τ1 , y




Más aún, u(x) = u(‖x‖, a, b) ∈ L1(B) y satisface la ecuación diferencial parcial de (1) en
el sentido de las distribuciones.
Demostración. Por teoŕıa de existencia de soluciones a problemas de valor inicial, existe
un intervalo (b̃− ε1, b̃+ ε2] ⊂ (0, 1] en el cual el problema de valor inicial (2.6) posee una
única solución. Veamos que el intervalo maximal sobre el cual una tal solución está definida
es (0, 1]. Para hacer esto es suficiente mostrar que u es acotada en cualquier intervalo de








Para b̃− ε > 0, b̃+ ε2 ≤ 1, y todo r ∈ (b̃− ε1, b̃+ ε2] tenemos





u′(r)− g(u(r)) + f(r)
)
+ g(u(r))u′(r)
= −(N − 1)(u
′(r))2(r)
r









E′(r) = −(N − 1)(u
′(r))2
r
+ f(r)u′(r) ≤ 2‖f‖∞(E(r))1/2. (2.9)
De (2.9) y si ∀t ∈ (b̃, r), u(t) > 0, entonces E
′(r)√
E(r)
≤ 2‖f‖∞, de donde integrando sobre








= 2‖f‖∞(r − b̃).





≤ 2‖f‖∞(r − b̃), de donde,
E1/2(r) ≤ E1/2(b̃) + ‖f‖∞(r − b̃) < +∞, (2.10)








+G(u(b̃) + ‖f‖∞(r − b̃).












+ ‖f‖∞ < +∞, (2.11)
lo cual prueba que u es acotada en [b̃, 1]. Por consiguiente, u está definida en [b̃, 1].





















G(u(r)) ≥ f(r)u′(r) ≥ −|f(r)u′(r)| = −|f(r)||u′(r)|





































Considerando ahora el factor integrante e
∫ N − 1
r
dr
= e(N−1) ln |r| = |r|N−1 = rN−1. Mul-
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por lo tanto,





















≤ (b̃)N−1E1/2(b̃) + ‖f‖∞(b̃)N ;
por consiguiente,
E1/2(r) ≤ r1−N (b̃N−1E1/2(b̃) + ‖f‖∞b̃N ) < +∞ (2.13)
para todo r ∈ (0, b̃]. Esto prueba que u es finito en (0, 1] y, por lo tanto, u está definida
en (0, 1].
Sea s ∈ (0, b̃). Multiplicando la ecuación diferencial en (2.6) por r2N−2u′(r) e integrando
sobre [s, b̃] tenemos∫ b̃
s
























































+ (2N − 2)
∫ b̃
s
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entonces








por tanto, si definimos P (s) := s2N−2E(s), se tiene que















Sea s0 ∈ [r, b̃] tal que P (s0) = máx{P (t); t ∈ [r, b̃]}.
De (2.14) se tiene que para todo r ∈ (0, b̃),



























donde hemos aplicado que como E(v) =
(u′(v))2
2









CAPÍTULO 2. LOS PROBLEMAS Y RESULTADOS CENTRALES 17
Por lo tanto,





















( b̃N − sN0
N
)


































≤ P (b̃) + b̃2N‖f‖2∞,
de donde, P (r) ≤ P (s0) ≤ 2P (b̃) + 2b̃2N‖f‖2∞ para todo r ∈ (0, b̃]; por tanto,
∀r ∈ (0, b̃], P (r) ≤ 2P (b̃) + 2b̃2N‖f‖2∞.
Por lo tanto, si llamamos C1(b) := 2P (b̃) + 2b̃
2N‖f‖2∞, entonces tenemos que














































+ 1 < p+ 1
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p+ 1 ≤ r2−N .




p+1 }, obtenemos que
|u′(r)| ≤ C(b)r1−N y |u(r)| ≤ C(b)r2−N , (2.16)
Esto prueba que
u′ ∈ Lq(B), ∀q ∈ [1, N
N − 1












Esta última integral es finita si 2s−Ns+N − 1 > −1, lo cual se tiene si s(2−N) > −N :


















Esta última integral es finita si s−Ns+N − 1 > −1, lo cual se tiene si s(1−N) > −N :






. De donde u′ ∈ Ls(B), ∀s ∈ [1, N
N − 1
].
Esto y el hecho de que u(x) satisface (1) en B − {0}, prueban el lema.
En efecto, si para 0 < ε < 1, tomamos el anillo A(ε, 1) := {x ∈ B; ε < ‖x‖ < 1},
entonces la frontera de A(ε, 1) consta de las superficies ∂B y S(
−→
O, ε). Más aún, en A(ε, 1),
u satisface ∆u + g(u) − f = 0. Por lo tanto, para ϕ ∈ C∞c (B), esto es, ϕ una función de
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clase C∞ y soporte compacto en B, tenemos que:∫
B
(




















































































= −ur donde ur es la derivada radial. Para ε suficientemente pequeño, podemos
mostrar haciendo uso de la identidad de Pohǒzaev, que si y ∈ S(
−→
O, ε), |u(y)| ≤ K∗εθ y




























N − 1 + 1 + p
1− p
> 0⇐⇒ (N − 1)(1− p) + (1 + p) < 0
⇐⇒ N − 1−Np+ p+ 1 + p < 0⇐⇒ N < p(N − 2),







































u∆(x)ϕ(x) + g(u(x))ϕ(x)− f(‖x‖)ϕ(x)
)
dx = 0,
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de donde, u es solución de la ecuación diferencial parcial de (1) en el sentido de las
distribuciones.













− N − 2
2
)











p+1 para u ≥ 0
γ2|u|q+1 para u ≤ 0.
(2.17)
Sea 0 < r1 < r2 ≤ 1. Multiplicando (2.6) por rNu′, integrando sobre [r1, r2], multi-
plicando entonces (2.6) por rN−1u e integrando sobre [r1, r2], y finalmente combinando
términos comunes, se tiene la siguiente identidad de Pohǒzaev (ver también el caṕıtulo 1
para la primera de las igualdades a continuación):
































































Veamos la prueba de la segunda y de la tercera de las igualdades anteriores:














































Ahora, para probar la tercera igualdad (de (2.18)), basta demostrar que:∫ r2
r1















t lf(l)dl; entonces, f
′






























Lema 2.2. Si g es subcŕıtica o sub-supercŕıtica entonces existe b1 ≥ b0 tal que para b > b1,
las soluciones a (2.6) son singulares y no poseen ceros en (0, b̃).
Demostración. Como para m > 0,
ĺım
m→1−
θm1−N (m− 1) = 0, y ĺım
m→1−
(1−m)(2p + 1)(A+ 1 + c)p−1 = 0,
entonces existe un δ > 0 común, tal que si 1− δ < m < 1, entonces,
θm1−N (m− 1) =
|θm1−N (m− 1)| < 1, y (1−m)(2p + 1)(A+ 1 + c)p−1 =
|(1−m)(2p + 1)(A+ 1 + c)p−1| < −τ2.
Por lo tanto podemos escoger m ∈ (0, 1) tal que
θm1−N (m− 1) < 1, y τ2 + (1−m)(2p + 1)(A+ 1 + c)p−1 < 0. (2.19)
Supongamos que existe r ∈ [mb̃, b̃) tal que u′(r) > 0. Entonces existe r1 ∈ [mb̃, b̃] tal que
u′(r1) = 0 y u
′(s) < 0 para todo s ∈ (r1, b̃].
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Sea b̂1 ≥ b0 tal que, para b ≥ b̂1,
up(b̃) ≥ 2 + γ1
γ1
[




















Pero alĺı, u(t) ≥ u(b̃), de donde, usando (2.20), tenemos que m2 >
2
γ1
(6γ1) = 12, luego
up(t) ≥ up(b̃) ≥ 12‖f‖∞,
y aśı, para t ∈ [r1, b̃], up(t)− f(t) ≥ 0, de donde,
sN−1u′(s) ≥ (b̃)N−1u′(b̃);
por consiguiente, u′(s) ≥ ( b̃
s






= m1−N . De donde, como u′(b̃) < 0, entonces
u′(s) ≥ m1−Nu′(b̃).
Integrando ahora sobre [s, b̃], obtenemos
u(b̃)− u(s) ≥ m1−Nu′(b̃)(b̃− s),
por lo tanto,
u(s) ≤ u(b̃)−m1−Nu′(b̃)(b̃− s),
y como b̃− s ≤ b̃−mb̃ = (1−m)b̃ y −u′(b̃) > 0, entonces
u(s) ≤ u(b̃)−m1−Nu′(b̃)(1−m)b̃
≤ (1 + θm1−N (m− 1))u(b̃)
≤ 2u(b̃) para todo s ∈ [r1, b̃];
(2.21)
CAPÍTULO 2. LOS PROBLEMAS Y RESULTADOS CENTRALES 23
donde hemos aplicado que −u′(b̃)b̃ ≤ |θ|u(b̃) y aśı,
−m1−Nu′(b̃)(1−m)b̃ ≤ m1−N |θ|u(b̃)(1−m) = m1−Nθu(b̃)(m− 1)
y también hemos aplicado la primera desigualdad en (2.19).
Por tanto,como





entonces, aplicando (2.21), (2.20), el hecho de que b̃u′(b̃) ≤ τ2u(b̃), el hecho de que por
(2.5), u(b̃) ≤ (A+ 1 + c)b̃θ y también, (2.19), tenemos que para b > b̂1,




























≤ b̃N−2u(b̃)[τ2 + (1−m)(2p + 1)b̃2(A+ 1 + c)p−1b̃θ(p−1)]
≤ b̃N−2u(b̃)[τ2 + (1−m)(2p + 1)(A+ 1 + c)p−1]
< 0.
(2.22)
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Esta contradicción prueba que u′ < 0 sobre el intervalo [mb̃, b̃] y, que por tanto, u(t) ≥ u(b̃)




































|θ|m2−N + (A+ 1 + c)p−1b̃(p−1)θ+2(2p + 1) +N − 2
)
‖f‖∞
≤ sN−1u(b̃)γ1m2‖f‖∞ ≤ sN−1γ1up+1(s)
= sN−1Γ(u(s)).
(2.23)
De (2.6) vemos que existe M1 > 0, independiente de a y de b, tal que
Q(b̃) ≤M1b̃Nup+1(b̃)b̃τ1−θ. (2.24)
En efecto, por (2.5),
u(b̃) = b̃θ(A+ c+ ab̃τ1−θ) ≤ b̃θ(A+ c+ 1).
Además,
u′(b̃) = b̃θ−1τ [Aθ + cτ2 + aτ1b̃
τ1−θ],
por lo tanto























2 + 2(Aθ + cτ2)aτ1b̃













(A+ c)(Aθ + cτ2) + (A+ c)aτ1b̃





















































































donde hemos aplicado que 2θ − 2 = θ(p+ 1), que τ1 < 0, Aθ < 0, cτ2 < 0, que
b̃θ(p+1) ≤ 1
cp+1














[(p+ 1)(A+ c)pa2 + ξ0a2]
y donde, por Taylor, para 0 < ξ0 < 1 y b suficientemente grande, tenemos que
(A+ c+ a2b̃
τ1−θ)p+1 − (A+ c)p+1 = (p+ 1)(A+ c)pa2b̃τ1−θ + o(a2b̃τ1−θ)
≤ [(p+ 1)(A+ c)pa2 + ξ0a2]b̃τ1−θ,
ya que a2b̃
τ1−θ → 0 cuando b→∞.
Como τ1 > θ, existe b1 > b̂1 tal que Q(b̃) <
γ1
4N (1 − m))u
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Esto, (2.23) y (2.18) dan




































(sN−1Γ(u(s)) + V (b, s))ds;
donde















de donde en particular,




















































donde hemos aplicado que u(s) ≥ u(b̃) > 0 y que como mN < m, entonces
−(1−mN ) < −(1−m).
Supongamos ahora que existe r ∈ [0,mb̃] tal que u′(r) = 0. Arguyendo como arriba,
podemos asumir que u′(s) < 0 para todo s ∈ (r,mb̃].
Ya teńıamos que Q(mb̃) < 0. De (2.18),


























p+1(s) + L(b̃, s)]ds.
(2.26)
Si en (2.19), llamamos l1(x) = θx
1−N (x−1) y l2(x) = τ2 +(1−x)(2p+1)(A+1+c)p−1,
entonces l1 y l2 son continuas en (0,+∞), l1(x) > 0, l1(m) < 1, l2(x) > τ2, l2(m) < 0,
l1(1) = 0, l2(1) = τ2 < 0 y ĺımx→0+ l1(x) = +∞, de donde, existe m̂ ∈ (0,m), tal que
l1(m̂) < 1 y l2(m̂) < 0,
esto es,
θm̂1−N (m̂− 1) < 1 y τ2 + (1− m̂)(2p + 1)(A+ 1 + c)p−1 < 0. (2.27)
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Tomemos ahora s ∈ (r,mb̃)
⋂
(m̂b̃,mb̃); entonces, si t ∈ (s,mb̃), u(t) ≥ u(mb̃) ≥ u(b̃),





entonces se tiene que









donde hemos usado (2.20). De donde,usando el hecho de que m̂b̃ < s y u′(b̃) < 0, tenemos
que
u′(s) ≥ ( b̃
s
)N−1u′(b̃) ≥ m̂1−Nu′(b̃).
Integrando ahora sobre [s, b̃], obtenemos
u(b̃)− u(s) ≥ m̂1−Nu′(b̃)(b̃− s),
por lo tanto,
u(s) ≤ u(b̃)− m̂1−Nu′(b̃)(b̃− s),
y como b̃− s ≤ b̃− m̂b̃ = (1− m̂)b̃ y −u′(b̃) > 0, entonces
u(s) ≤ u(b̃)− m̂1−Nu′(b̃)(1− m̂)b̃
≤ (1 + |θ|m̂1−N (1− m̂))u(b̃)
≤ (1 + θm̂1−N (m̂− 1))u(b̃)
≤ 2u(b̃) para todo s;
(2.28)
donde hemos aplicado que −u′(b̃)b̃ ≤ |θ|u(b̃) y (2.27).
Sea b̂2 ≥ b0 tal que, para b ≥ b̂2,
up(b̃) ≥ 2 + γ1
γ1
[
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De donde, u′(mb̃) ≥ m1−Nu′(b̃).)
De donde,
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Por lo tanto, de lo anterior y de (2.26), tenemos que para b > b̂2, Q(r) < 0, lo cual
contradice que u′(r) = 0. En efecto,
Q(r) = rNE(r) + rN−1u(r)u′(r)











Por lo tanto, no puede existir r ∈ [0,mb̃] tal que u′(r) = 0. Como u′(mb̃) < 0, entonces
necesariamente u′(s) < 0 para todo s ∈ [0,mb̃]. En particular, u no puede ser una solución
regular para (2.6),pues si lo fuese, entonces para b > b1, u(0) < ∞, y como además,
u(0) > u(mb̃) > u(b̃) y esto contradiŕıa que u(b̃) → ∞ cuando b → ∞. Por lo tanto,
está probado el lema.
Lema 2.3. Existen m1 > 1, b2 > b1, y K > 0 tales que para b > b2
Q(m1b̃) ≥ Kup+1(b̃)b̃N ,
Kup+1(b̃)b̃N → +∞ cuando b→ +∞, y
Q(m1b̃)→ +∞ cuando b→ +∞
(2.31)
uniformemente para a ∈ I.














aún, esto es válido si tomamos 0 < m− 1 < δ1 con 0 < δ1 < δ0. Por lo anterior, podemos
tomar m1 > 1 tal que(
|θ|+ 2
N






Supongamos que m1b̃ < 1 y que existe r1 ∈ [b̃,m1b̃] tal que u(r1) = (1/2)u(b̃). Debido a
la continuidad de u podemos asumir que u < u(b̃) en [b̃, r1]. Tomando b suficientemente
grande podemos asumir que up(b̃) ≥ ‖f‖∞. De donde, para r ∈ [b̃,m1b̃],
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donde hemos usado que
−b̃u′(b̃) ≤ |θ|u(b̃)
y que



















































Esta contradicción muestra que u ≥ u(b̃)/2 sobre [b̃,m1b̃]. En efecto, si existiese r2 ∈
[b̃,m1b̃] tal que u(r2) < u(b̃)/2, entonces existiŕıa r1 ∈ [b̃, r2] tal que u(r1) = u(b̃)/2, lo
cual lleva a contradicción como se mostró antes.




(mN1 − 1))up+1(b̃)b̃N := Kup+1(b̃)b̃N . (2.35)
En efecto, de (2.18),









V1(b, s) := b̃
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Por otro lado,
2|V1(b, s)| ≤ 2sN−1
[( b̃
s

































cuando b→∞, ya que
b̃up(b̃) ≥ Apb̃θpb̃ = Apb̃θ−2+1 →∞
cuando b→∞, pues θ − 1 < 0 y b̃→ 0 cuando b→∞.
Entonces existe b̂2 > b1, tal que para b > b̂2,









De donde, para b > b̂2,








Por consiguiente, para b > b̂2,






= Q(b̃) + γ1
up+1(b̃)
2N(2p+1)
b̃N (mN1 − 1).
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De donde, como b̃2(τ1−θ) < b̃τ1−θ y para cierto ε0 > 0
(A+ c+ ab̃τ1−θ)p+1 − (A+ c)p+1 ≤ [(p+ 1)(A+ c)p + ε0]ab̃τ1−θ,
entonces


















(A+ c)a2|τ1|+ |Aθ + cτ2|a2 + a22|τ1|.






















de donde, para todo b > b2,




























b̃Nup+1(b̃) ≥ cp+1b̃θ(p+1)+N = cp+1b̃2θ−2+N
y como p < (N + 2)/(N − 2), implica que θ < 2−N
2





p+1(b̃)b̃N = +∞ (ver (2.6)). Esto prueba el lema.
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Lema 2.4. Si g es una no linealidad subcŕıtica, entonces
ĺım
b→+∞
Q(r) = +∞, (2.36)
uniformemente para a ∈ I, y r ∈ [m1b̃, 1].
Demostración. Sea r ∈ [m1b̃, 1]. De (2.18) tenemos que

































donde f1(s, r) =
∫ r
s tf(t)dt.
De la ĺınea siguiente a (2.34), u(m1b̃) ≥
u(b̃)
2
; entonces como u(b̃) → ∞ cuando b → ∞,
se tiene que u(m1b̃) → ∞ cuando b → ∞. Entonces existe b̂3 > b2 tal que para b > b̂3
se tiene que up(m1b̃) > ‖f‖∞. Como también, por dicha ĺınea mencionada antes, tenemos
que para todo s ∈ [b̃,m1b̃], u(s) ≥
u(b̃)
2












sN−1(f(s)− up(s))ds ≤ b̃N−1u′(b̃) < 0,
de tal manera que u′(m1b̃) < 0. Además, de la última igualdad tenemos
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Entonces
|u′(m1b̃)| ≤ K1|u′(b̃)| ≤ K1|θ|(b̃)−1u(b̃).

















≤ K1|θ|‖f‖∞(m1)N−1(b̃)N−2(A+ 1 + c)b̃θ
=: K2(b̃)
N+θ−2,
donde K2 = K1|θ|‖f‖∞(m1)N−1(A+ 1 + c).
Por otro lado, de (2.35) y del hecho de que u(b̃) ≥ cb̃θ,tenemos que
Q(m1b̃)
2
≥ Kup+1(b̃)b̃N ≥ Kcp+1b̃(θ)(p+1)b̃N = Kcp+1b̃N+(θ)(p+1).
Pero,
K2(b̃)





≤ b̃2θ−2−θ+2 ⇐⇒ K2
Kcp+1
≤ b̃θ;
pero esto se logra para b > b̂4 suficientemente grande, gracias a que
b̃θ →∞







Como también, por la definición de Γ(u) en (2.17), se tiene que Γ(u(s)) − (g(u(s)) −
f(s))f1(s, r) +
N−2
2 f(s)u(s) es acotada inferiormente, en [m1b̃, 1] digamos por una cons-
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tante −K2 con K2 > 0, entonces para b > b̂4 suficientemente grande tenemos































debido al resultado del lema (2.3).




para r ∈ [m1b̃, 1], lo cual prueba el lema.
Corolario 2.5. Bajo las hipótesis del lema 2.4,
ĺım
b→+∞
E(r) = +∞, (2.40)
uniformemente para a ∈ I, y r ∈ [m1b̃, 1].








si u(r) ≥ 0
|u|q+1(r)
q + 1
si u(r) ≤ 0,









p+1 si u(r) ≥ 0(
(q + 1)E(r)
) 1
q+1 si u(r) ≤ 0,
Ahora, si para algún r ≥ m1b̃ no se tuviera que ĺımb→+∞E(r) = +∞, entonces existiŕıa
M̂0 > 0 tal que
∀δ > 0,∃bδ tal que bδ > δ, pero E(r, a, bδ) ≤ M̂0.
En particular, para cada n ∈ Z+, existirá bn > n tal que
E(r, a, bn) ≤ M̂0.
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Si notamos Q(r, a, bn) secillamente como Q(r), entonces tenemos que




















lo cual contradice que por el lema anterior,
Q(r, a, bn)→∞
cuando n→∞.
Para la prueba del siguiente lema seguiremos ideas desarrolladas en [8], sección 2.
Lema 2.6. Existen b3 ≥ b2 y c1 > 0 tales que si a ∈ I, and b ≥ b3, entonces existe
x1 ∈ (b̃, c1b̃) tal que u(x1) = 0.
Demostración. Sea t0 > b̃ tal que u(s) > 0 para todo s ∈ [b̃, t0]. Definamos ψ(s) :=
−su′(s)/u(s). De (2.6) tenemos
ψ′(s) =
(−su′′(s)− u′)(s)u(s) + s(u′)2(s)
u2(s)
=




′(s)− up(s) + f(s)]u(s)− u(s)u′(s) + s(u′)2(s)
u2(s)
=











donde en la última igualdad hemos aplicado que por la definición de Q(s),
N − 2
2
u(s)u′(s) = s1−NQ(s)− sE(s)
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De donde
(N − 2)u(s)u′(s) + sup+1(s) + s(u′(s))2
= 2s1−NQ(s)− s(u′(s))2 − 2su
p+1(s)
p+ 1
+ sup+1(s) + s(u′(s))2
= 2s1−NQ(s) + sup+1(s)[1− 2
p+ 1
]




Note que por la ĺınea siguiente a (2.34), u(r) ≥ u(b̃)
2









para k ∈ Z+ y k ≥ 3, de donde por continuidad, existe δ1 > 0 tal que para t ∈ (m1b̃,m1b̃+
δ1), se tiene que u(t) >
u(b̃)
k








entonces existe s ≥ m1b̃ tal que up(t) ≥ 4‖f‖∞ para todo t ∈ [m1b̃, s] y por ende,
up(t)− f(t) ≥ 0.
Por lo tanto, como sabemos que para s ∈ [b̃,m1b̃+ δ1]








entonces para b suficientemente grande,
sN−1u′(s) ≤ b̃N−1u′(b̃) < 0. (2.42)
De donde, para b suficientemente grande,
u′(s) < 0.







Por consiguiente, ψ(s) := −su′(s)/u(s) > 0.
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Definamos J(t) := (m1b̃)







donde Ĉ1, Ĉ2, Ĉ3 son constantes independientes de b.
En efecto, por (2.35) y la segunda ĺınea antes de (2.38), tenemos∣∣∣∣∫ s
m1b̃
J(t)dt
∣∣∣∣ ≤ mN−11 b̃N−1|u′(m1b̃)|s2‖f‖∞ =: Ĉ1b̃N−1|u′(m1b̃)|s2












Arguyendo como en (2.23), vemos que









donde f1(t, s) =
∫ s
t lf(l)dl.
En efecto, I(t) = Γ(u(t)) +H(t), donde
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para b suficientemente grande tal que 2Ĉ3b̃
−θ ≤ 1, lo cual implica que









(b̃−θ → 0 cuando b→∞, ya que −θ > 0).
De la definición de b̃,m1 y Q, existe C4 > 0, tal que si u(t) ≥ 0 sobre [m1b̃, s]; entonces
−u(s)b̃N−1u′(m1b̃) ≤ C4Q(m1b̃), (2.46)
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para b suficientemente grande.
En efecto, de (2.35) y de las desigualdades antes de (2.38), tenemos que





= K4|u′(m1b̃)|b̃N−1b̃θ = K4|u′(m1b̃)|b̃N−1
u(b̃)
A+ 1 + c
≥ −K4u′(m1b̃)b̃N−1
u(s)
A+ 1 + c
,
y basta tomar C4 =
A+ 1 + c
K4
y b suficientemente grande.
Reemplazando (2.46) en (2.45) tenemos











































; la última desigualdad proviene del hecho de que u′(s) < 0,
u′(m1b̃) < 0 y también,





de lo cual se deduce que





De (2.47) y de (2.41) se deduce que ψ′(t) ≥ C5ψ(t)/t para todo t ∈ [m1b̃, s].




















up+1(s) > 4s‖f‖∞u(s) y que por (2.47),
s1−NQ(s) ≥ −C5u′(s)u(s) > 0.
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Por (2.1) y (2.6), ψ(b̃) ≥ (N − 2)/2 para b > b2 grande.
En efecto, para b > b2 grande,




(−b̃)((θA+ τ2c)b̃θ−1 + τ1ab̃τ1−1)
(A+ c)b̃θ + ab̃τ1
=
(|θ|A+ |τ2|c)b̃θ + |τ1|ab̃τ1




(A+ c)b̃θ + ab̃τ1
]





Similarmente se prueba que ψ(b̃) ≤ |θ| < N − 2.
Como ψ′(t) ≥ C5ψ(t)/t > 0 para todo t ∈ [m1b̃, s], entonces ψ es creciente estricta alĺı, de
donde, como también ψ es creciente estricta en [b̃,m1b̃], entonces por (2.41) se tiene que
ψ(m1b̃) ≥ (N − 2)/2 para b > b2 grande.
Integrando sobre [m1b̃, t] tenemos ψ(t) ≥ ((N − 2)/2)(t/m1b̃)C5 .
























Definamos t1 := 8
1/C5m1b̃. Entonces, ψ(t1) ≥ ((N − 2)/2)(t1/m1b̃)C5 = 4(N − 2). Por lo








≥ C6b̃θ → +∞ cuando b→ +∞,
(2.49)
donde C6 > 0 es una constante independiente de b.
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donde hemos aplicado que (m1b̃)
N−1u′(m1b̃) ≤ (b̃)N−1u′(b̃) y que −b̃u′(b̃) ≥ c|τ2|b̃θ.
Aśı, para b > b2, existe t ∈ [b̃, t1] tal que ψ(t) = 4(N − 2) y up(t) ≥ 4‖f‖∞.
Finalmente, supongamos que u(s) > 0 para todo s ∈ [t, 41/(N−2)t]. De (2.45) y (2.46),
para b > b2 grande, ψ
′(s) ≥ 0. De donde ψ ≥ 4(N − 2) sobre [t, s]. Como ψ(t) = 4(N − 2),
entonces
−u′(t) = 4(N − 2)t−1u(t) ≥ 4(N − 2)t−1(4‖f‖∞)
1
p .
Esto y la acotación por debajo para ψ en [t, s], implican




para b > b2 lo suficientemente grande.
En efecto, en [t, s],









≤ s1−N tN−1u′(t) + s1−N‖f‖∞sN−1(s− t)
= s1−N tN−1u′(t) + ‖f‖∞(s− t).
Ahora, probar la última desigualdad en (2.50), equivale a probar que
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Por otro lado,como s ∈ [t, 41/(N−2)t], entonces tN−2 ≤ sN−2 ≤ 4tN−2, de donde
s1−N tN−2 ≤ s−1 ≤ 4s1−N tN−2,
y aśı, s1−N tN−2 ≥ 1
4s
. Por lo tanto


















Pero, 0 ≤ s− t ≤ (4
1
N−2 − 1)t, de donde














para b > b2 suficientemente grande. Esto termina de probar (2.50).
La integración sobre [t, 41/(N−2)t] en (2.50) produce
































pero como ψ(t) = 4(N − 2), entonces tN−1u′(t) = −4(N − 2)tN−2u(t), de donde





























u(t) < 0. (2.51)
Esta contradicción muestra que existe b3 > b2 tal que, para b > b3, u tiene un cero en
[b̃, 41/(N−2)81/C5m1b̃ := c1b̃], lo cual prueba el lema.
Enseguida estimaremos u′(x1).
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Lema 2.7. Existen c2 > 0, and C2 > 0, independientes de b tales que
c2b̃ ≤ |u′(x1)|(1−p)/(1+p) ≤ C2b̃. (2.52)
Demostración. De la definición de b̃, existen constantes c3 > 0 y C3 > 0, independientes
de b, tales que C3b̃
θ(p+1) ≤ E(b̃) ≤ c3b̃θ(p+1).



















Por otro lado, como u(b̃) ≤ (A+ 1 + c)b̃θ y
|u′(b̃)| ≤ |θ|b̃θ−1(A+ 1 + c),
entonces
E(b̃) ≤ |θ|
2b̃2θ−2(A+ 1 + c)2
2
+
(A+ 1 + c)p+1b̃θ(p+1)
p+ 1
=
|θ|2b̃θ(p+1)(A+ 1 + c)2
2
+





|θ|2(A+ 1 + c)2
2
+









≤ 2E1/2(b̃) ≤ 2c1/23 b̃
θ(p+1)/2.
(2.53)















=≤ f(r)u′(r) ≤ ‖f‖∞|u′(r)| ≤ ‖f‖∞
√
2E(r),



















































cuando b → ∞. Como ‖f‖∞b̃c1 → 0 cuando b → ∞, entonces para b suficientemente




















Por lo tanto, como 1− p < 0 y 1 + p > 0,
|u′(x1)|(1−p)/(1+p) ≥ (2c1/23 )
(1−p)/(1+p)b̃θ(1−p)/2 := c2b̃, (2.54)
lo cual prueba la primera desigualdad en (2.52).
Por otro lado, E′ ≥ −(2(N − 1)/b̃ + 1)E − ‖f‖2∞, lo cual produce |u′(x1, a, b)| ≥
K2b̃
(p+1)/(1−p). Esto prueba la segunda desigualdad en (2.52), y por lo tanto, el lema.
En efecto, se hab́ıa visto que E′(r) =
(




y además, se sabe
que (u′(r))2 ≤ 2E(r), por tanto
E′(r) ≥ −N − 1
r
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2(N − 1) + b̃




, y e(1−c1)b̃ → 1 cuando b → ∞, entonces para b suficientemente
















1 + p ≤ (2ĉ2)
1− p
2(1 + p) b̃ =: C2b̃.
Como una consecuencia del lema anterior, tenemos que como x1 es el primer cero de u
y u(b̃) > 0, entonces u′(x1) < 0, ya que si se tuviera u
′(x1) = 0, entonces por dicho lema,
se obtendŕıa
0 = |u′(x1)| ≥ (C2b̃)
1 + p
1− p > 0,
lo cual es una contradicción.
En el siguiente lema denotamos por u(·, a, b) la solución de (2.6).
Lema 2.8. Existe b4 > b3 tal que si b̂ > b4, â ∈ I, u(·, â, b̂) es una solución de (2.6)
con u(1, â, b̂) = 0, entonces existen δ > 0 y funciones continuas α : (−δ, δ) → R y
β : (−δ, δ)→ R tales que u(·, â+α(t), b̂+β(t)) es una solución para (1) y u(·, â+α(t), b̂+
β(t)) 6= u(·, â+ α(s), b̂+ β(s)) para s 6= t. En particular, (1) tiene un número no contable
de soluciones.
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Demostración. Por dependencia continua respecto a las condiciones iniciales, para cada
ε ∈ (−1, 1) la ecuación diferencial ordinaria en (2.6) tiene una única solución vε la cual
satisface
vε(1) = 0, v
′
ε(1) = ε+ u
′(1, â, b̂). (2.55)
Para (a, b) ∈ ((â/2, 3â/2)∩ I)× ((b̂/2, 3b̂/2)∩ (b3,∞)), consideremos la transformación
D(a, b) = (u(
˜̂
b, a, b), u′(
˜̂
b, a, b)). Esto define una función diferenciable. Sea h =
˜̂
b. A partir
de la definición de u(r, a, b) tenemos






sN−1(g(u(s, a, b))− f(s))ds.
(2.56)
Por lo tanto,













rN−1(g(u(r, a, b))− f(r))drds.
(2.57)
La derivación respecto a a y b produce












rN−1g′(u(r, a, b))ua(r, a, b)drds,
(2.58)
y






sN−1g′(u(s, a, b))ua(s, a, b)ds.
(2.59)
Similarmente

























s1−N b̃N+τ2−θ(g(u(b̃, a, b))− f(b̃))ds
(2.60)
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y
u′b(h, a, b) =
h1−N b̃N+τ2−2
θ − τ2
((θ +N − 2)(Aθ + cτ2)
+ (τ1 +N − 2)aτ1b̃τ1−θ) +
h1−N b̃N−θ+τ2
θ − τ2




sN−1g′(u(r, a, b))ub(r, a, b)ds.
(2.61)
Aśı,
det(D′(â, b̂)) = ua(h, â, b̂)u
′





Aθ(N + θ − 2)hN+τ2−2
















(θ +N − 2)(Aθ + cτ2) + (τ1 +N − 2)âτ1hτ1−θ
+ h2−θ
[
((A+ c)hθ + âhτ1)p − f(h)
]






(θ +N − 2)(Aθ + cτ2) + (τ1 +N − 2)âτ1hτ1−θ






(θ +N − 2)(Aθ + cτ2) + (A+ c)p − cτ1(θ − τ2)
+ (τ1 +N − 2)âτ1hτ1−θ +O(hτ1−θ)
)
.
Por (2.3), existe b4 > b3 tal que si b̂ > b4 entonces det(D
′(â, b̂)) 6= 0. Por el teorema
de la función inversa, existen δ > 0 y η > 0 tales que para ‖(s, t)‖ < δ, existe (a, b) con
‖(a, b)−(â, b̂)‖ < η y D(a, b) = (u(h, a, b), u′(h, a, b)) = (u(h, â, b̂)+s, u′(h, â, b̂)+t) y (a, b)
depende continuamente de (s, t). Por la dependencia continua de las condiciones iniciales,
existe ε1 > 0 tal que si |ε| < ε1 entonces ‖(vε(h), v′ε(h)) − (u(h, â, b̂), u′(h, â, b̂))‖ < δ (ver
(2.55)). Por tanto, para cada ε existe (a(ε), b(ε)) tal que
vε(h) = u(h, a(ε), b(ε)), v
′
ε(h) = u
′(h, a(ε), b(ε)). (2.62)
De donde vε = u(·, a(ε), b(ε)). Más aún, (a(ε), b(ε)) depende continuamente de ε. Note que
ε1 6= ε2 implica vε1 6= vε2 . De donde, u(·, a(ε1), b(ε1)) 6= u(·, a(ε2), b(ε2)). Por lo tanto,
u(·, a(ε), b(ε)) define un continuum no degenerado de soluciones a (1), lo cual prueba el
lema.
2.2. Prueba del Teorema 1
El caso sub-cŕıtico. Sean I, a, b, b̃, y b0 como en el lema 2.3. Aśı, ρ(r, a, b) :=
(u2(r, a, b) + (u′)2(r, a, b))1/2 > 0 para todo r ∈ [b̃, 1]. Esto y la diferenciabilidad de u, u′
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implican la existencia de una función diferenciable φ(r, a, b) tal que
u(r, a, b) = ρ(r, a, b) cos(φ(r, a, b)),
u′(r, a, b) = −ρ(r, a, b) sin(φ(r, a, b)),





Un cálculo directo muestra que
φ′(t, a, b) = sin2(φ(t, a, b))
+
(g(u(t, a, b)) + nt u
′(t, a, b)− f(t)) cos(φ(t, a, b))
ρ(t, a, b)
(2.64)
donde n = N − 1. En efecto, como
u′(t) = ρ′(t) cos(φ(t))− ρ(t) sin(φ(t))φ′(t)
y
u′′(t) = −ρ′(t) sin(φ(t))− ρ(t) cos(φ(t))φ′(t).
























Note que u(r, a, b) = 0 si y sólo si φ(r, a, b) = jπ + (π/2), con j un entero.
Por el lema 2.4 y el corolario 2.5, al repetir los argumentos conducentes a la prueba de
la relación (3.4) en [5], tenemos
ĺım
b→+∞
φ(1, a, b) = +∞, (2.65)
uniformemente para a ∈ I. (Ver la prueba de esto en el Apéndice).
De donde para cada a ∈ I existen un entero positivo J(a) y una sucesión {bj(a)}j≥J(a)
tales que φ(1, a, bj(a)) = jπ + (π/2). Debido a la dependencia continua de los parámetros
para soluciones a problemas de valor inicial, las funciones bj son continuas donde están
definidas. Finalmente, a partir del lema 2.8, {u(·, a, bj(a)); a ∈ I} define un continuo de
soluciones con interior no vaćıo. Por tanto (1) tiene un número infinito no contable de
soluciones con j ceros interiores para j suficientemente grande. Esto prueba el caso sub-
cŕıtico.
El caso sub-super-cŕıtico. En lo que sigue de esta prueba los k′is denotan constantes
positivas independientes de (a, b). Sea b > b0. De los lemas 2.6 y 2.4, existe x1 ∈ (b̃, c1b̃)
con u(x1, a, b) = 0 y Q(x1) ≥ (1/2)Q(m1b̃). Arguyendo como en los lemas 3.1, 4.1 y
5.1 en [8] (con las respectivas modificaciones correspondientes al caso no homogéneo), se
ve que existen b5 > b4 y c2 > 0 tales que si b > b5, entonces existen y1, x2, y y2 con
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x1 < y1 < x2 < y2 < c2x1, y
u(y1, a, b) < 0, u
′(y1, a, b) = 0, u
′(t, a, b) < 0 para t ∈ (x1, y1),
u(x2, a, b) = 0, u
′(y2, a, b) = 0, u
′(t, a, b) > 0, para t ∈ (y1, x2),
x2 − x1 ≤ k2|u′(x1)|(1−q)/(1+q).
(2.66)
















1 + q ≤ (C2b̃)
(1 + p)(1− q)
(1− p)(1 + q) .








(1 + p)(1− q)
(1− p)(1 + q)
b̃
≤ k2(C2)
(1 + p)(1− q)
(1− p)(1 + q) b̃
(1 + p)(1− q)
(1− p)(1 + q)
−1
= k2(C2)
(1 + p)(1− q)
(1− p)(1 + q) b̃
(1 + p)(1− q)− (1− p)(1 + q)
(1− p)(1 + q)
= k2(C2)
(1 + p)(1− q)
(1− p)(1 + q) b̃
2(p− q)







, entonces p− q < 0, entonces, como 1− p < 0, 1 + q > 0 y










Veamos ahora que Q(x2) ≥ Q(m1b̃) para b > 0 grande.
Sea t0(b) := t0 ∈ [b̃, x1] tal que u(t0) = 2−1u(b̃) y supongamos u′(s) < 0 para todo
s ∈ [b̃, t0]. De la definición de b̃, vemos que existe k4 > 1 tal que t0 ≥ k4m1b̃ para b > b5.
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En efecto, primero que todo, observamos que de (2.10), para b > b0 grande, tenemos
E(r) ≤ 4E(b̃). Esto se debe a que E(b̃)→∞ y b̃→ 0 cuando b→∞, lo cual implica que
para b suficientemente grande, √
E(b̃) + ‖f‖∞ ≤ 2
√
E(b̃).
Ahora, como u(b̃) ≤ (A+ 1 + c)b̃θ y |u′(b̃)| ≤ (A+ 1 + c)|θ|b̃θ−1, entonces
(u′(t))2
2
≤ E(t) ≤ 4E(b̃) = 2(u′(b̃))2 + 4u
p+1(b̃)
p+ 1






donde k4,1 = 2(A+ 1 + c)
2|θ|2 + 4(A+ 1 + c)
p+1
p+ 1
. Por lo tanto,




Por consiguiente, integrando sobre [b̃, t0], obtenemos










θ−1(t0 − b̃) :













por consiguiente, t0 ≥ k4b̃ donde
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En consecuencia,



























































































p+1(b̃)(k4 − 1)mN1 b̃N
2p+1








Por consiguiente existe una constante positiva k5, tal que
|u′(r)| ≤ k5b̃(θ−1), |u(r)| ≤ k5b̃2(θ−1)/(p+1) cuando u(r) ≥ 0,
y|u(r)| ≤ k5b̃2(θ−1)/(q+1) cuando u(r) < 0,
(2.69)
para todo r ≥ b̃.
En efecto, como u(b̃) ≤ (A + 1 + c)b̃θ y |u′(b̃)| ≤ (A + 1 + c)|θ|b̃θ−1, entonces para todo




≤ E(r) ≤ 4E(b̃) = 2(u′(b̃))2 + 4
p+ 1
(u(b̃))p+1
≤ 2(A+ 1 + c)2|θ|2b̃2θ−2 + 4
p+ 1
(A+ 1 + c)p+1b̃θ(p+1)
= k5,1b̃
θ(p+1),
donde k5,1 = 2(A + 1 + c)
2|θ|2 + 4
p+ 1
(A + 1 + c)p+1 y además, hemos aplicado que









Ahora, si u(r) ≥ 0, u
p+1(r)
p+ 1
≤ E(r), de donde para todo r ≥ b̃




















de donde para todo r ≥ b̃










q + 1 = k5,3b̃
2θ − 2






Entonces basta tomar k5 = máx{k5,1, k5,2, k5,3}. Por lo tanto,∣∣∣∣ ∫ x2
m1b̃
sN−1f(s)L(u(s))ds
∣∣∣∣ ≤ ‖f‖∞(xN+12 k5b̃θ−1 + xN2 k5b̃2 θ−1p+1), (2.70)
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donde hemos aplicado que b̃
2θ − 2
q + 1 ≤ b̃
2θ − 2
p+ 1 , ya que q >
N + 2
N − 2








y como 0 < b̃ < 1, esto a su vez implica que
b̃
2θ − 2
q + 1 ≤ b̃
2θ − 2
p+ 1 .
Reemplazando (2.17), (2.69), y (2.70) en (2.68), tenemos










En efecto, de (2.67), tenemos que ĺımb→+∞
x2
x1
= 1. Por lo tanto, dado ε0 = 1, entonces




< 1 + ε0 = 2,
de donde para b grande lo suficiente, x2 < 2x1 < 2c1b̃, y aśı,
xN+12 < 2
N+1cN+11 b̃
N+1 y xN2 < 2
NcN1 b̃
N .
CAPÍTULO 2. LOS PROBLEMAS Y RESULTADOS CENTRALES 56
Por otro lado, tenemos que
|u(y1)|q+1
q + 1
≤ E(y1) ≤ 4E(b̃) ≤ k5,1b̃θ(p+1),
de donde, |u(y1)|q+1 ≤ (q + 1)k5,1b̃θ(p+1).
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Como γ1 > 0, γ2 < 0 y θ < 0, para b suficientemente grande, tenemos
Q(x2) ≥ Q(m1b̃). (2.72)
En efecto, como b̃→ 0 cuando b→∞, p− q < 0, 1− p < 0 y −pθ > 0, entonces
k7γ2b̃
2(p−q)
(1−p)(1+q) − k6b̃−pθ → 0−
cuando b→∞; por lo tanto, existe b6 > b5 tal que si b > b6, entonces∣∣∣∣k7γ2b̃ 2(p−q)(1−p)(1+q) − k6b̃−pθ∣∣∣∣ < 12γ1( c2)p+1(k4 − 1),
de donde para b > b6,














También, imitando el razonamiento en (2.68)-(2.71), tenemos Q(y2) ≥ Q(m1b̃) resultado
para el cual podemos usar las siguientes acotaciones:





1 + p ≤ k̂1b̃.
(ii) Si r̂ ∈ [x2, y2] es tal que u′(r̂) =
1
2
u′(x2), entonces para cierta constante positiva k̂3,
tenemos que r̂ − x2 ≥ k̂3b̃.














Iterando el procedimiento anterior, encontramos puntos y2j > y2(j−1) > · · · > y2 tales
que y2k+2−y2k ≤ c1c2(y2k−y2k−2). De donde, si k denota el más grande entero positivo par
tal que ck1c
k
2 b̃ < 1, entonces φ(1, a, b) ≥ k2π. Aśı, ĺımb→+∞ φ(1, a, b) = +∞, uniformemente
para a ∈ I. Por lo tanto, para cada a ∈ I, existe un número infinito contable de b′is tales
que φ(1, a, bi) = πi + (π/2). Esto es u(·, a, bi) es una solución radial singular para (1), lo
cual prueba el teorema.
2.3. Prueba del Teorema 2
Sea f como en el teorema 1. Inicialmente suministraremos un estimativo a priori para
la norma L∞ de soluciones radiales regulares para (2.6).
Lema 2.9. Existe M3 > 0 tal que si u es una solución radial regular para (1), entonces
|u(0)| ≤M3.
Demostración. Si γ < 0 es fácil ver que si u es una solución para la ecuación diferencial
de segundo orden en (2.6), u(x) < 2‖f‖∞/γ, y u′(x) ≤ 0 entonces u decrece en [x, 1]. De
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donde u(1) < 0. En particular, tomando x = 0, vemos que (1) no tiene solución radial
regular alguna que satisfaga u(0) ≤ 2‖f‖∞/γ.
En efecto, si u(x) < 2‖f‖∞/γ, u′(x) < 0 y asumimos que existe t∗ ∈ [x, 1] tal que
u′(t∗) ≥ 0, entonces existiŕıa t̂ ∈ (x, t∗) tal que u′(t̂) = 0 y u′(t) < 0 en (x, t̂). Por lo tanto














sN−1[‖f‖∞ − 2γ‖f‖∞/γ]ds < 0,
lo cual es una contradicción. Por tanto, para todo t ∈ [x, 1], u′(t) < 0, de donde, en
particular, u(1) ≤ u(x) < 0.
El caso γ = 0 se sigue similarmente.
En efecto, si para un x ∈ [0, 1], u(x) ≤ −‖f‖∞ y u′(x) ≤ 0, entonces aplicando que en este
caso, g(u(s)) = 0 si u(s) ≤ 0, y g(u(s)) = up(s) si u(s) ≥ 0, tenemos que


















u(t) ≤ u(x) + ‖f‖∞
t2 − x2
2N




Aśı, u(1) < 0.
Sea ahora γ > 0. Suponga que existe x ∈ [0, 1) tal que u(x) ≤ −1 − 4‖f‖∞/γ y
u′(x) = 0. Por tanto, como
u′′(x) = f(x)− γu(x) ≥ −‖f‖∞ + γ + 4‖f‖∞ > 0,
entonces u tiene un mı́nimo local en x. Suponga que existe s ∈ (x, 1] tal que u(s) = 0.
Entonces, existe s1 ∈ [x, s] tal que u(s1) = 0, y u(t) ≤ 0 para todo t ∈ (x, s1). Por el
teorema del valor intermedio, existe t1 ∈ (x, s1) tal que u(t1) = −‖f‖∞/γ y u(r) ≤ u(t1)








rN−1(−‖f‖∞ − γu(t1))dr ≥ t1−N
∫ t
x
rN−1(−‖f‖∞ + ‖f‖∞)dr = 0.
(2.73)




rN−1(‖f‖∞ − γu(x))dr ≤ −2(t− x)γu(x). (2.74)
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En efecto,





















− γu(x)− γu(x)] ≤ (−2γu(x))(t− x).
La integración sobre [x, t1] da
1
2
(1− u(x)) ≤ u(t1)− u(x) ≤ −(t1 − x)γu(x). (2.75)




)(t1 − x)2 = (−γu(x))(t1 − x)2 ≤ (−γu(x))(t1 − x),
mientras que para la primera desigualdad,























> 1, entonces t1 ≥ x+ 1/(2γ).









≤ t1 − x.
Sea ϕ una función propia de −∆ sobre B con condición de frontera de Dirichlet. Una
tal función es radial, monótona, satisface (rN−1ϕ′(r))′ + λ1r
N−1ϕ(r) = 0, ϕ′(0) = 0, y
ϕ(1) = 0, y, sin pérdida de generalidad, podemos asumir que ϕ(0) = 1. Multiplicando la
ecuación para ϕ por u, la ecuación para u por ϕ, integrando sobre [x, s1], y restando las
ecuaciones resultantes, tenemos
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donde t2 = x+ 1/(4γ).
Para (2.76) hemos usado (además del proceso indicado), los siguientes hechos:
(i) que t2 < x+ 1/(2γ);
(ii) que u crece en [x, t1];
(iii) que ∫ s1
x
















u(t2)− u(x) ≤ −2γu(x)
∫ t2
x
(t− x)dt = −γu(x)(t2 − x)2






de donde, u(t2) ≤
3
4




(vi) que tN2 = (x+ 1/(4γ))
N ≥ xN + 1
(4γ)N
.
Por lo tanto, un tal número s no existe si, además, −u(x) ≥ 2‖f‖∞(4γ)N (λ1 −










Sea ahora u(0) = d > 0. Como en el lema 2.1 de [8], se prueba que existe t1 ≤
2
√




2 ≤ t1. Más aún,
|u′(t1)|2 ≥ K0dp+1 ln2−2N (d), (2.78)
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para d > 0 grande.








≤ 21−Nu′(t1) + (‖f‖∞ + γM4)(t− t1) ≤ 21−Nu′(t1) + (‖f‖∞ + γM4)
≤ 1
2
(21−N )u′(t1) = 2
−Nu′(t1),
debido a que u′(t1)→ −∞ cuando d→∞.
Por consiguiente, si integramos sobre [t1, t], obtenemos
u(t) = u(t)− u(t1) ≤ 2−Nu′(t1)(t− t1),
de donde, en particular, cuando t = 2t1, tenemos





















≤ −K̂0d ln1−N (d) < −M4




contradicción (u(2t1) < −M4) muestra que existe M3 > M4 tal que (1) no tiene solución
regular con |u(0)| > M3.




u′ + g(u) = f(r), 0 < r ≤ 1,
u(1) = 0, u′(1) = D.
(2.80)
Imitando los argumentos en la prueba del lema 2.1, una tal solución está definida en (0, 1] y













































donde hemos aplicado que
1
r
≥ 1 ya que 0 < r ≤ 1. Por lo tanto, E′(r) ≤ ‖f‖2∞/(4(N−1)),
de donde si u fuese una solución regular, entonces al integrar sobre [0, 1], obtendŕıamos
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de donde,




























entonces E(0) ≥ D2/2− ‖f‖2∞/(4(N − 1)).












si u(0) ≥ 0,
γu2(0)
2














tenemos que |u(0)| > M3.
En efecto, si |D| ≥ D0, entonces:
(a) Si u(0) ≥ 0, tenemos
up+1(0)
p+ 1
























de donde, u(0) > 0 y |u(0)| = u(0) > M3.




































4 . Consideremos tres sub-casos:





(b2) Si γ < 0, entonces 0 <
3|γ|M23
4 < E(0) =
γ|u(0)|2
2
, lo cual es contradictorio.
(b3) Si γ = 0, entonces 0 = E(0) ≥
3Mp+13
2(p+1) > 0, lo cual es contradictorio.
Por consiguiente, si u(0) < 0 y |D| ≥ D0, entonces γ > 0 y |u(0)| > M3.
De donde, de (a) y (b), y por el lema 2.9, si D satisface (2.81), entonces u no puede ser
una solución regular para (1).
Aśı tenemos dos continuos no degenerados de soluciones singulares para (1); la rama
de soluciones con D > D0 y la rama con D < −D0. Esto prueba el teorema.
Nota En general, las dos ramas de soluciones obtenidas en el teorema 2, no pueden
convertirse en una, debido a la existencia de soluciones regulares, como fue probado en
[4], [6] y [7].
3
Conclusiones
Se logró demostrar la existencia de continuos no degenerados de soluciones radiales
singulares para los casos sub-sub-cŕıtico, sub-super-cŕıtico y no linealidad de salto, del
problema (1), en el caso de no linealidad de tipo potencia pura. En el primero de los tres
casos, se enfocó de una manera diferente y se amplió el resultado al caso no homogéneo, res-
pecto al art́ıculo de Dolbeaut, Esteban y Ramaswami [10]. En el segundo caso, se mejoró el
resultado del art́ıculo de Castro, Kwon y Tan [8] en el sentido de que se logró encontrar
soluciones singulares radiales y en un número infinito no numerable de ellas. En el tercer
caso, se logró mejorar los resultados de Castro y Kuiper [4] y de Castro y Kurepa [6],





• Estudiar la existencia de soluciones singulares no radiales en la bola unidad para el
problema (1), tomando en consideración el art́ıculo [1].
• Estudiar el problema (1) para el caso cuando hay un número predeterminado de
singularidades.









=∞, g es superlineal. Si z > 0, definamos
m(z) := mı́n{g(u)
u


























Sea B1 > 0 tal que
B1 > 8‖f‖∞. (A.4)
Definamos
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entonces podemos elegir un B1 > 0 suficientemente grande tal que B1 satisfaga (A.4), δ











Como w(B1, δ) → ∞ y
2‖f‖∞
B1
→ 0 cuando B1 → ∞, entonces podemos escoger B1 > 0
suficientemente grande tal que B1 satisfaga (A.4) y además, se satisfagan (A.6) y también:




Por el corolario (2.5),
ĺım
b→∞
ρ(t, a, b) =∞ (A.8)
uniformemente para a ∈ I y para m1b̃ ≤ t ≤ 1. En particular, existe d0 > 0 tal que si
b > d0, entonces ρ(t, a, b) > B1 cot δ, para el B1 escogido arriba.
Supongamos que para b suficientemente r >
1
4
> m1b̃ y que ϕ(t, a, b) pertenece a un





+ δ], donde j ∈ Z+, j > J y j es impar.
Si en u, u′, ϕ y ρ, omitimos a y b en sus argumentos, entonces de (2.64), tenemos que
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En efecto, para ϕ(t) en el intervalo supuesto,
| cos(ϕ(t)) sin(ϕ(t))| ≤ tan δ
y
sin2(ϕ(t)) ≥ cos2 δ,





cot δ = tan(
jπ
2
− δ) ≤ tan(ϕ(t))
y
| cos(ϕ(t)) sin(ϕ(t))| = cot(ϕ(t)) sin2(ϕ(t)) ≤ cot(ϕ(t)) ≤ tan δ;






− cot δ = tan(jπ
2
+ δ) ≥ tan(ϕ(t))
y
| cos(ϕ(t)) sin(ϕ(t))| = − cot(ϕ(t)) sin2(ϕ(t)) ≤ tan δ.
De donde, como en dicho intervalo supuesto, también se tiene que
sin2(ϕ(t)) ≥ sin2(jπ
2







= sin2(ϕ(t))− 4n| cos(ϕ(t)) sin(ϕ(t))| − ‖f‖∞
B1
≥ cos2 δ − 4n tan δ − ‖f‖∞
B1
.
Más aún, al considerar las funciones s1 y s2 dadas respectivamente por s1(x) = tanx− x
y s2(x) = tanx − 2x, se tiene que si 0 ≤ x ≤
π
4
, entonces x ≤ tanx ≤ 2x. Por lo tanto,
aplicando (A.4) y (A.3), tenemos que
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de donde, −4n tan δ > −1
8
. Por consiguiente,
cos2 δ − 4n tan δ − ‖f‖∞
B1































donde j ∈ Z+, j > J y j es impar, entonces de (2.64), tenemos que

























































+ δ) ≤ cos2(ϕ(t)),







cos2(ϕ(t)) ≥ cos2((j + 2)π
2
− δ) = sin2 δ.





























































Pero para el intervalo que estamos asumiendo aqúı,
| cos(ϕ(t))| ≥ | cos(jπ
2
+ δ)| = sin δ,
de donde para b suficientemente grande,




≥ m(B1 cos δ), de donde
g(u(t))
u(t)
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− δ], donde j ∈ Z+, j > J y j es impar, entonces
ϕ′(t) ≥ w(B1, δ)
2
. (A.16)
De (A.12) y (A.16), tenemos que para cada a ∈ I y b suficientemente grande, ϕ es función
creciente de t sobre el intervalo [
1
4
, 1] Estimemos ahora ϕ(1, a, b).
Considremos dos casos:
I) Supongamos ahora que
∣∣ϕ(1
4
, a, b)− jπ
2









ϕ′(t)dt = ϕ(s)− ϕ(1
4
) ≤ 2δ,
de donde, s− 1
4
≤ 8δ.






+ 8δ], tal que
































Imitando la prueba de la existencia de r1, sólo que integrando en [r2, s], obtenemos que
existe r3 ∈ [r2, r2 + 8δ], tal que














ϕ(r3, a, b) ≥
3π
2
+ δ > π.
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En general, se encuentran r2m−1 ≤ r2m ≤ r2m+1 tales que






















































Como ϕ es creciente respecto a t, entonces




, a, b) − jπ
2
∣∣ ≥ δ, entonces tenemos que al utilizar una argumentación del
mismo tipo que en I), se prueba que existe una sucesión (r̂n) tal que:
r̂1 ≤ r̂2 ≤ · · · r̂n ≤ r̂n+1 · · ·
tales que
ϕ(r̂2m−1) = (j + 2m)
π
2




































] tal que ϕ(t̄, a, b) ≥ Jπ.
Más aún,y tal como se probó en el caso I), t̄ ≤ 1.
Nuevamente, como ϕ es creciente respecto a t, entonces, para b suficientemente grande,
ϕ(1, a, b) ≥ ϕ(t̄, a, b) ≥ Jπ. (A.21)
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Entonces dado L > 0, se escoge J0 ∈ Z+ tal que J0π > L y J0 > 3(N − 1); a conti-
nuación se escoge B0 > 0 tal que para b > B0, se tenga que ϕ(1, a, b) > J0π; de donde
ĺımb→∞ ϕ(1, a, b) =∞, uniformemente para a ∈ I.
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