Abstract-Without any pre-existing fixed network infrastructure with rapid configuration of wireless connections on-the-fly, network topology in MANETs keep on changing rapidly. Thus achieving data transmissions between wireless nodes in MANETs with improved QoS parameters become a challenging issue. To achieve this one has to concentrate on the routing protocol they choose.
II. RELATED WORK In [11] they evaluated DSR and AODV using NS-2 network simulator for 50 and 100 nodes in a rectangular space. Their simulations didn't include ZRP, and also their work did not include study of impact of specific attributes of DSR or AODV in network performance. Various routing protocols are been analyzed in [12] including AODV and DSR. They used NS-2 to simulate 50-node network models with mobility and traffic scenarios. But their traffic loads are kept very low and they used packets of size 64 bytes only. Since DSR uses source routing in which a data packet carries the complete path to be traversed packet of size 64bytes only adds more overhead. While in our work we used packets of size 512 bytes. Extensive research in ZRP is done in [13] and they have concluded that no fixed value of ZRP's zone radius attribute exists, but every time it is dependent on the networks conditions.
To reduce the delay of route discovery [14] proposes Query control schemes for ZRP. But they didn't consider the route reconfiguration in case of link failure. Proposed Work in [15] provides a topological map of the zone centered on a node to guarantee loop freedom, alternative paths in the case of route failure and disjoint paths. While they did not concentrate on route acquisition delay. Idea in [16] is to reduce the network load by limiting the number of control packets when the protocol searches for a new route but constraint is that it does not consider the delay to acquire route 978-1-4244-3709-2/10/$25.00 ©2010 IEEE to the destination.
III. OVERVIEW OF DSR, AODV AND ZRP

A. Dynamic Source Routing (DSR)
The Dynamic Source Routing protocol [6] is composed of two main mechanisms route discovery and route maintenance. Route Discovery: is the mechanism by which a source node wishing to send a packet to a destination node, obtains a source route to the destination. Route Maintenance: is the mechanism by which a node wishing to send a packet to a destination is able to detect, while using a source route to the destination, if the network topology has changed. A routing entry in DSR contains all the intermediate nodes information of the route rather than just the next hop information maintained in DSDV and AODV. A source puts the entire routing path in the data packet, and the packet is sent through the intermediate nodes specified in the path. If the source does not have a routing path to the destination, then it performs a route discovery by flooding the network with a route request (RREQ) packet. Any node that has a path to the destination in question can reply to the RREQ packet by sending a route reply (RREP) packet. The reply is sent using the route recorded in the RREQ packet.
To limit the need for route discovery, DSR allows nodes to operate their network interfaces in promiscuous mode and snoop all (including data) packets sent by their neighbors. Since complete paths are indicated in data packets, snooping can be very helpful in keeping the paths in the route cache updated. To further reduce the cost of route discovery, the RREQs are initially broadcasted to neighbors only by zero-ring search, and then to the entire network if no reply is received. Another optimization feasible with DSR is the gratuitous route replies; when a node overhears a packet containing its address in the unused portion of the path in the packet header, it sends the shorter path information to the source of the packet (Automatic Route Shortening). Another important optimization includes the technique to prevent "Route reply Storms". Because many route replies may be initiated simultaneously a delay time proportional to the hop's-distance can be used in order to give higher priority to near nodes. In addition a method called "Packet Salvaging" is often used in DSR. When an intermediate node forwarding a packet detects through Route Maintenance that the next hop along the route for that packet is broken, if the node has another route to the packets ΄s destination it uses it to send the packet rather than discard it.
B. Adhoc On demand Distance Vector Routing protocol (AODV)
The AODV Routing protocol [7] uses an on-demand approach for finding routes, that is, a route is established only when it is required by a source node for transmitting data packets. It employs destination sequence numbers to identify the most recent path. The major difference between AODV and Dynamic Source Routing (DSR) stems out from the fact that DSR uses source routing in which a data packet carries the complete path to be traversed. However, in AODV, the source node and the intermediate nodes store the next-hop information corresponding to each flow for data packet transmission. In an on-demand routing protocol, the source node floods the RouteRequest packet in the network when a route is not available for the desired destination. It may obtain multiple routes to different destinations from a single RouteRequest. The major difference between AODV and other on-demand routing protocols is that it uses a destination sequence number (DestSeqNum) to determine an up-to-date path to the destination. A node updates its path information only if the DestSeqNum of the current packet received is greater than the last DestSeqNum stored at the node.
A RouteRequest carries the source identifier (SrcID), the destination identifier (DestID), the source sequence number (SrcSeqNum), the destination sequence number (DesSeqNum), thebroadcast identifier (BcastID), and the time to live (TTL) field. When a node receives a RouteReply packet, information about the previous node from which the packet was received is also stored in order to forward the data packet to this next node as the next hop toward the destination.
C. Zone Routing Protocol (ZRP)
Zone Routing Protocol or ZRP [8] was the first hybrid routing protocol with both a proactive and a reactive routing component. ZRP was first introduced by Haas in 1997. ZRP is proposed to reduce the control overhead of proactive routing protocols and decrease the latency caused by routing discover in reactive routing protocols. ZRP defines a zone around each node consisting of its k-neighborhood (e. g. k=3). In ZRP, the distance and a node, all nodes within -hop distance from node belongs to the routing zone of node. ZRP is formed by two sub-protocols, a proactive routing protocol: Intra-zone Routing Protocol (IARP) [9] is used inside routing zones and a reactive routing protocol: Inter-zone Routing Protocol (IERP) [10] is used between routing zones, respectively. A route to a destination within the local zone can be established from the proactively cached routing table of the source by IARP, therefore, if the source and destination is in the same zone, the packet can be delivered immediately. Most of the existing proactive routing algorithms can be used as the IARP for ZRP.
For routes beyond the local zone, route discovery happens reactively. The source node sends a route requests to its border nodes, containing its own address, the destination address and a unique sequence number. Border nodes are nodes which are exactly the maximum number of hops to the defined local zone away from the source. The border nodes check their local zone for the destination. If the requested node is not a member of this local zone, the node adds its own address to the route request packet and forwards the packet to its border nodes. If the destination is a member of the local zone of the node, it sends a route reply on the reverse path back to the source. The source node uses the path saved in the route reply packet to send data packets to the destination.
IV. PROPOSED WORK Basic idea of ZRP is based on the idea that querying can be done more efficiently than flooding, by directing route requests to target peripherals nodes. Since neighboring routing zones heavily overlap each node may forward same query messages multiple times. Thus leading to increased control packets. Also there are chances that these query messages may be forwarded again inward instead of moving towards the destination. This unnecessarily adds the delay in the system.
A. Detectionof Query PacketId
To reduce this delay we can go for query control mechanisms. Query detection uses query source node's Id and query Id pair. Below Fig. 1 depicts query detection scheme. Where 'S' is the source node and destination node 'D' is not in S's local zone. Hence S bordercasts the query message packet. Nodes J, K, I detects the query packet through QID Method-1 and node H detects it through evesdropping i.e QID Method-2. 
B. Premature Node Termination
With the knowledge of the QD obtained a procedure has to be followed in which covered nodes can be pruned by the bordercast tree. This procedure is known as premature node termination. By referring to below Fig. 2 , we can see that node 'S' bordercasts the query message packet to its peripheral nodes. Node 'I' receives same copy of query message packet through bordercast tree by the other node as it may be interior member of other routing zone. Now 'I' searches for the interior zone member of other node, and uses QD to detect is it necessary to relay that query message packet or no. 'I' identifies that nodes are been covered, it reconstructs the bordercast tree. Prunes covered nodes from other node' bordercast tree and deletes the query message received by other node using the criterion called premature node termination. 
C. Random Query Analysing and Processing Delay
Bordercasting node initiates bordercasting to its peripheral nodes. We can observe from the below Fig. 3 that bordercasting node 'S' bordercasts the query message packet to peripheral node 'F'. This node 'F' will border cast the query message packet to 'X' and 'Y'. 'X' and 'Y' receive query at the same time. If both of them bordercasts the query then again there are chances that same node may relay the same query multiple times. Unless and untill X and Y check for the QD information they both will not be knowing that the query bordercasted by them is redundant. Hence by applying RQAPD to both of these nodes we can avoid this bordercasting of redundant query message. This is because when we apply certain random period to node 'X' and 'Y' and assume that random back off time is more for 'X'. Then it waits till that random period. Once it receives query from Y it reconstructs its tree by deciding which all nodes have to be pruned.
D. Selective bordercasting approach:
This approach is specially proposing for the minimization of control overhead packets for the ZRP protocol, which leads to congestion and delay in route acquisition The selective bordercasting mechanism use same IARP protocol as in ZRP, but use a new mechanism in IERP for interzone routing because the bordercasting procedure starts with IERP protocol The operation of the IARP is shown in Fig. 4 . The source node S generates the IARP packet and broadcasts in its local routing zone, by using neighbor's information, the central node updates its routing table. When the destination is outside the routing zone, the interzone operation initializes. The IERP is slight different from IERP in original ZRP, to understand the mechanism of new IERP, consider the Fig. 5 , which the route to the destination in unknown to the source. Then the IERP request packet is generated. The information in the new IERP packet is: SN=S, DN=D, and border-cast hop value (BH) =1 which is shown in Fig. 5(a) and Fig. 5(b) . The generated IERP packet is sent to all border nodes which lies on the zone border, which have same hop count with zone radius. The nodes in the zone boundary which receives the IERP request packet with increase in the BH value by 1. Then the node checks the destination in its routing table, if the destination address doesn't found in its routing table, then it should continue with the border casting procedure. When the nodes find the destination in its routing zone or itself a destination then the node will replays with IERP Replay packet as shown in the Fig. 6 and reply packet is shown in Fig. 6 (a) In this Selective bordercasting approach the IERP Request packet's must save discovered routing information in a buffer for awhile and if there are requests for the same destination which the IERP REQ's are sent by nodes in the previous search. For example, when a destination moves inside the routing zone of Q, as shown in the Fig. 7 , the previous recorded route information stored in the node Q and L, the node Q will generate the Reply packet to source S. In the case of destination which moves outside the zone of L as shown in the Fig. 8 , it has no route to destination which is required for the query source, then a new search is started from the node L. Thus the number of IERP Route Request packets is reduced, because the route reconfiguration is started from the destination failure reporting node instead of beginning from the source. Hence this reduces control overhead packets and end-to-end delay time, which results in higher throughput.
E. Multicast Distance Vector Approach.
This approach is mainly proposed for getting the most optimum paths to each needed destination in the entire network. In this approach, it assumes that all routes in the routing table are active and usable unless a broken link has been reported or discovered. In case of link or node failure, this approach will use a link-ID field to identify such broken routes.
1) Routing Initialization Stage:
This stage occurs when a node joins the network. During this initialization stage, the node adds an entry to itself in its routing table, then starts to send periodic beacon broadcast. Nodes who receives the hello message, checks if it has a direct (hop=1) route to the hello message sender, then it updates the entry regarding to the next hello message expecting time and discards the hello message.
A node adds a routing entry in form of following details. A destination address, 1 st hop address of the node that sent the hello message, link-ID in the form of hello message receiver-sender, the metric value is the value which is number of hops. Then unicasts its routing table to the new node (full dump) and broadcasts the Update route message to its neighbors. Table 1 shows the details of routing entries. 
Notes
To justify the proposed mechanism, let us consider an example as shown in Fig. 9 , which node 1 enters the networks and starts broadcasting of hello messages to its neighbors. From the Fig. 9 , we notice that 2 and 3 are the neighbors for the node 1, and they prepare their routing table by adding node 1's address. Table 2 defines the routing tables of node 2 and 3 which are maintained after receiving the hello message from the node 1. In case of node 3 sent an update message to the 1 st hop neighbor nodes as shown in Fig. 9 , to the nodes 2, 4 and 5, where these nodes are the 2 nd hop neighbors of the node 1. These nodes will add new node details in their routing table, where the destination address is the address of that node which sends the hello message. In the 1 st hop address block, the address of the node that sent the update message and link-ID is the same as the link-ID included in the update message, metric is incremented by value1as shown in Table 3 . Once the new node receives a full dump from all nearest nodes i.e. from node 2 and 3, it starts to build its routing table entry by entry excluding any similar, long and disjoints. Table 4 gives full dump of entries of node 1. 
2) Route on Demand:
This condition occurs when a node wish to communicate with another node in the network and it has no route available in its routing table to the destination because destination node lies outside of the source nodes propagation zone. From the Fig. 9 , assume that node 6 as a source node wishes to communicate with node 1, the source node initializes with RREQ message with the destination address to find optimum route to the destination. From the routing tables as like in the Table 6 of node 1, the source node will have two optimum routes to the destination. But source node selects only one route because both the routes have same metric values as shown in the Table 5 . The selection of route is done by optimum route selection mechanism in the proposing approach. Consider the Fig. 10 , assume that node 1 has moved out of the network, node 2 discovered that node 1 is no longer reachable, it has to search for the direct route that it has in routing table to node 1 to get its link-ID to delete it, after the deleting the route entry, broadcasts RERR message carrying the non reachable node address and the link-ID to be deleted by any neighbor it has a route carrying the same link-ID in its routing table. Each neighbor receives RERR message, deletes any entry that has the same link-ID, rebroadcasting the same error message RERR and so on. Upon receiving the error message regarding to the broken link or non reachable node, proposed approach uses an suitable alternative path (Best metric) among the multiple routes which are stored in the node's routing table, instead of wasting the time in route repair or route request every time. Table 6 provides routing table of node 1 after receiving the RERR message. 
From this approach it clearly justify that, the proposed multicast distance vector approach helps in discovering the destinations proactively in local routing zone and hybrid for the destinations which lies outside the routing zone. Nodes create their routing tables to save multi optimum routes using hello message and full dump routing entries, which enable to make quick search of short route to the destination and in the case of link failure, it broadcasts the RERR message using the link-ID to identify the unreachable node, so that a node can use other optimum path for the transmission.
V. SIMULATION RESULTS
In this section the methodology is presented .This methodology is used in order to isolate the impact on network performance. We used a well known network simulator QualNet version 4.5.
A. Simulation platform, models and attributes
The image of the network as it appears in QualNet version 4.5 is presented in Fig. 11 The physical medium used is the well known 802.11DSSS PHY with a data rate of 2 mbps. The MAC protocol used is also the 802.11 MAC protocol, configured in a MANET mode. More precisely we use only Distributed Coordination Function (DCF) of the protocol. Parameters we considered for the simulation are under two phases, Phase-I and Phase-II. Table-7 shows parameters we considered for simulations under Phase-I. Area Considered-500 X 500 Network Size-50-100 nodes Area Considered-1000 X 1000
B. Simulations and results underPhase-I
Network Size-200 nodes Area Considered-3000 X 3000 Node Placement Random node placement under seed-1
After studying the operation of DSR, AODV and ZRP we can observe that, DSR uses source routing in which a data packet carries the complete path to be traversed, like when DSR starts route discovery it broadcasts RREQ packets to its neighbors. When neighbor node receives RREQ packet for particular destination it checks for the route destination in its Route Cache. If route to the destination in question is found then that intermediate node sends back the gratuitous RREP to the source node. Where this gratuitous RREP includes the source route to the destination. As it takes additional time to set reverse route to source node by intermediate nodes after receiving RREQ packets. Once the route is discovered in DSR entire source route is available at source node. While in AODV only at intermediate nodes have the information about next hop neighbors along the discovered path.
By studying ZRP operation of route discovery we observe that ZRP uses additional time as it uses IARP, IERP and BRP. Thus leads to more number of control packets. When a destination node is not found in the local zone of the source node it initializes IERP. ZRP takes time for inter communication between IERP and IARP. Each node maintains routing table of their local zone. This adds unnecessary traffic in the network. This causes route acquisition delay. After discovering the route to the destination the data packets are encapsulated by two protocols. Hence it takes more time for data packet to reach to the destination. Thus average end to end delay introduced will be more in case of ZRP as compared to DSR and AODV. This is as shown in below Fig. 12 . Since the average end to end delay is more in ZRP as compared to DSR and AODV, it is obvious that the time at which the first packet received will be greater as compared to AODV and DSR. This is as shown in below Fig. 13 . In our simulation, time constraint is 100 sec, total number of packets and total numbers of bytes at the destination received within this simulation time are reduced for ZRP due to increased delay as compared with DSR and AODV. This is as shown in Fig. 14 and Fig. 15 . In the above Fig. 15 we can observe that when network density is less i.e for 10 nodes number of packets received are more as compared at high network density. It is because as number of nodes increase number of overlapping zones increase thus query messages. As the number of the nodes increases in the network, route discovery becomes more complicated, because centralized node routing zones will highly overlap with each other, hence the route request queries will be flooded in to the network, and the intermediate nodes will send same route request queries multiple times, hence the route acquisition delay will have higher percentage as the number of nodes increases. Therefore the zone routing protocol have lower throughput when compared to AODV and DSR. At 200 nodes AODV and DSR have low transmission rates but more than ZRP. This is as shown in Fig. 16 . Jitter is the variation in the time between packets arriving, caused by network congestion, timing drift, or route changes. As from the above Fig. 17 we can observe that at 10 nodes all the three protocols have small jitter value. But at 100 nodes since query packets will be flooded throughout the network control overhead increases, it consumes more time to reconfigure the route if link failure occurs. Hence there will be more time variation between arrivals of packets results in more jitter value.
C. Simulations and results under Phase-II
Under Phase-II we are considering different parameters from that of phase-I. Table-8 shows parameters we considered for simulations under Phase-II. Since the average end to end delay is more in ZRP as compared to DSR and AODV, it is obvious that the time at which the first packet received will be greater as compared to AODV and DSR. This is as shown in below Fig.19 . In our simulation, time constraint is 100 sec, total number of packets and total numbers of bytes at the destination received within this simulation time are reduced for ZRP due to increased delay as compared with DSR and AODV. This is as shown in In the above Fig. 21 we can observe that when network density is less i.e for 10 nodes number of packets received are more as compared at high network density. It is because as number of nodes increase number overlapping zones increase thus query messages. As the number of the nodes increases in the network, route discovery becomes more complicated,because centralized node routing zones will highly overlap with each other, hence the route request queries will be flooded in to the network, and the intermediate nodes will send same route request queries multiple times, hence the route acquisition delay will have higher percentage as the number of nodes increases. Therefore the zone routing protocol have lower throughput when compared to AODV and DSR. At 200 nodes AODV and DSR have low transmission rates but more than ZRP. This is as shown in Fig. 22 . Jitter is the variation in the time between packets arriving, caused by network congestion, timing drift, or route changes. As from the above Fig. 23 we can observe that at 10 nodes all the three protocols have small jitter value. But at 100 nodes since query packets will be flooded throughout the network control overhead increases, it consumes more time to reconfigure the route if link failure occurs. Hence there will be more time variation between arrivals of packets results in more jitter value. From above graphs of Fig. 18 to Fig. 23 we can observe that even after changing various parameters like fading model, shadowing model, pathloss model, energy model and battery model ZRP was not up to the task and it performed poorly throughout all the simulation sequences, hence putting itself out of competition.
VI. CONCLUSION
With simulation results we compared ZRP with two standard protocols DSR and AODV under two different phases. By analyzing simulation results we can observe ZRP was not up to the task and it performed poorly throughout all the simulation sequences, hence putting itself out of competition. To improve the efficiency of ZRP we have proposed an algorithm. The proposed work provides quick route reconfiguration by multicast routing and selective border casting mechanisms during link failure conditions and acquisition delay is been reduced by controlling query message packets, which in turn reduces the control overhead. Thus by the implementation of our proposed algorithm the average end-to-end delay will be minimized, which results in better throughput. So the number of bytes and total packets received at the destination will be increased.
