Abstract-In this paper, a model free uncalibrated visual servoing algorithm based on recursive least squares is proposed and discussed in depth. No robot kinetics or dynamics, camera calibration or target model to be tracked would be ever needed. Based on the brief retrospection of RLS filter as well as its theoretical analysis, i.e. Wiener-Hopf condition, the core uncalibrated visual servoing algorithm based on recursive least squares is explored in detail. The experimental results of both static and moving targets applied on a Puma-560 6DOFs industrial robot simulation verifies its performances.
I. INTRODUCTION
For numerous industrial applications of robotics and automation today, robot control with visual clues, or more technically, visual servoing, has demonstrated impressive power in large volumes of industries applications and has been regarded as one of the most promising research realms in Artificial Intelligence and Robotics [1] . Technically, the current visual servoing methods could be categorized into two main types, Position Based Visual Servoing (PBVS) and Image Based Visual Servoing (IBVS) respectively (Kragic, 2001 ). According to [2] [3] [1] , most of the visual servoing systems reported in previous literature, have to utilize the robot and especially the camera model, i.e. camera calibration is needed, if satisfying results and performance required [3] . It's well known that the typical camera calibration process is in most cases elaborate, time-consuming yet not robust enough to system and environmental noises. In other word, a high accuracy camera calibration is obtained usually in constructed or at least semi constructed environment.
Therefore, the uncalibrated visual servoing without the priori knowledge of robot kinetics, dynamic as well as camera calibration was paid extensive attentions in recent years [4] [5] . [6] presented uncalibrated visual servoing for static targets using fixed cameras. [7] improved the This paper is based on "Uncalibrated Visual Servoing Using Recursive Least Squares," by M. Hao control scheme to eye-in-hand stereo tracking of moving targets using static reference points to estimate the target motion, through the online estimation of Jacobian matrix. [8] introduced a Broyden method in non-linear least square optimization using a trust region and [9] as a review, expanded them with convergence analysis and proof. Especially, [10] proposed in detail, a dynamic visual servoing method to tracking a moving target, i.e. the velocity estimate was also done within the estimation of Jacobian matrix and compared the partitioned Broyden method with the Recursive Gauss-Newton method in depth with a 6DOF robot simulation, [9] has investigated an improved control law for moving target yet unfortunately, its convergence analysis seems incomplete which we would discussed later.
Theoretically, the best result reported in previous literature is [10] which is based on the non-linear optimization of affine invariance and adaptive algorithms, which has been utilized from [6] [11] to [9] [10] without much change. However, the Broyden method could be categorized as local Newton method and has to face the local minima and even stability and robustness issues. The global Newton methods have shown the preponderance versus the local Newton methods, and they are drawing more attentions in recent year [12] . This paper contributes in following three points: (1) an uncalibrated eye-in-hand visual servoing using adaptive recursive squares (VS-ARLS) versus VS-RLS is proposed, analyzed in detail and verified by a 6DOFs Puma560 simulation; (2) the evaluation criterions of the visual servoing algorithm in time-varying system are introduced; (3) the asymptotic stability analysis of the proposed algorithm in an affine contravariance perspective.
This paper is organized as follows. First of all, Section II would be a retrospection of the brief deduction of the classical uncalibrated visual servoing using recursive least squares from standard Recursive Least Square (RLS), thereby introducing the performance evaluation criterions of time-varying system. Based on that, the uncalibrated visual servoing using adaptive recursive least square (VS-ARLS) is proposed in Section III and deduced from adaptive recursive least squares (ARLS). Moreover, the asymptotic stability of the proposed algorithm is proved in an affine contravariance perspective in Section IV. Besides, experimental results would be discussed in Section V and performance analysis in Section VI. Finally, Section VII would be the conclusive section summarizing and indicating the research topics in the future.
II. CLASSICAL UNCALIBRATED VISUAL SERVOING USING RECURSIVE LEAST SQUARES
In this section, the classical uncalibrated visual servoing using recursive least squares is introduced and discussed briefly, for the incoming comparison of the new algorithm using adaptive recursive least squares.
A. Recursive Least Squares
It's constructive to have a retrospection of Recursive Least Squares (RLS) from which the classical VS-RLS would be deduced. A structural view of RLS filter is shown in Fig. 1 .
Since the observable data is variable, the cost function to be minimized could be expressed as E(n) where n is the variable length of the observation data. And the cost function is often expressed in a weighting factor way, i.e.
where β(i) is the filter coefficient and e(i) the error between desired response d(i) and current output y(i), i.e.
and
where u(i) is the input signal vector and w(n) the weighting vector. Let
where λ is noted as forgetting factor to forget the past information. The optimal solution of (1) is then equal to the following Wiener-Hopf equation
where
which could be re-written in recursive form and expanded using matrix inversion lemma, then we immediately have the exponentially weighted recursive least squares algorithm [13] Initialization:
B. Uncalibrated Eye-in-hand Visual Servoing Using Recursive Least Squares
The task description of the uncalibrated eye-in-hand visual servoing could be described as follows [12] : given a robot R and an eye-in-hand camera C without calibration, the objective is to move the robot from the eye-inhand image feature y(θ) under current joint value θ, to the desired image feature y * (θ). No robot kinetics or dynamics model needed. Nor does the camera model.
The error function is defined as
The squared error function is defined as
And the squared error function could be expressed in first order Taylor form as
considering that the sampling period is assumed to be a constant, the minimum of F(θ, t) could be calculated as
Omit the high order infinite population O(∆θ, ∆t), approximately we have
Substituting (13) with (9) and (10) would result in
Note the definition J = ∂f /∂θ is known as composite Jacobian matrix. Moreover, since S is system dependent and actually difficult to estimate, yet it could be regarded as an infinite population, because when the robot position is near the desired, the error function f (θ, t) could be regarded as zero. Therefore, we could re-write (15) as
whereJ stands for the estimation of the composite Jacobian matrix at the Kth iteration. And (16) is the joint value update formula. Besides, the affine model of error function is defined as
which could be regarded as also the first order expansion of m k (θ, t) at (θ k , t k ) and the corresponding target function is
where we denote
Now it's time to look backward at the RLS algorithm. Compare (18) to (7) with (1) and (4) in mind, if we make the following substitutions
where scalar expanded to a vector, and column vector to rectangle matrix, then the complete description of the VS-RLS algorithm could be expressed as [10] [12]
Initialization:
III. PERFORMANCE EVALUATION OF TIME-VARYING SYSTEM TRACKING For stationary environment where both the statistical variables and the error performance surface are fixed, the transient or natural gradient based method in most cases would result in an optimum or at least near optimum performance. Yet when it comes to a time-vary system where the statistical description of the system becomes non-stationary or dynamic, the error performance surface is no longer fixed and therefore a new evaluation of tracking performance is added.
As [13] stated, tracking is a steady-state phenomenon, yet the statistical variations of the environment has to be slow enough for tracking to be feasible. Then the concept of degree of nonstationarity is introduced as [14] 
where w(n) and v(n) are process noise vector and measurement noise respectively. Technically, the criterions for tracking evaluation could be categorized as follows: mean-square deviation and displacement respectively.
A. Mean Square Deviation
One of the most commonly used merit for tracking evaluation is Mean Square Deviation (MSD), defined as
and D 1 (n) is denoted as estimation variance due to the weight vector noise and D 2 (n) is called lag variance which is the testimony to the nonstationary nature of the environment.
B. Replacement
Another widely used criterion is misplacement define as
where J ex (n) is the excess mean squared error of adaptive filter measured with respect to the variance σ 2 v . Again, the displacement could also be divided into two components as
where M 1 (n) is called noise misadjustment and the second lag misadjustment, in that the estimation noise and lag noise are decoupled in power.
IV. CLASSICAL UNCALIBRATED VISUAL SERVOING USING ADAPTIVE RECURSIVE LEAST SQUARES
Taking the discussions and performance evaluation criterions discussed in Section III in mind, one aspect of promoting the performance of system tracking in a RLS form, which is the very case stated in this paper, is to focus on the adaptive tuning of the learning rate λ , i.e. to select the optimal learning rate in every step.
Again, the cost function could be re-defined as
where ξ(n) is the priori knowledge error, i.e.
The partial J (n), partial λ is
Note that in (7) we have
and if we denote
then it's easy to have
(33) Differentiating the second equation in (29) yields
Now we are ready to deduce the adaptive learning rate λ. If we substitute the scalar gradient ∇ λ (n) with instantaneous gradient estimation − Re[Ψ H (n − 1)u(n)ξ * (n)], the adaptively tuned learning rate λ is calculated as
where α is a small positive parameter. Now we've successfully expand the standard RLS algorithm into adaptive recursive least squares (ARLS) where actually fixed λ is expanded to time-varying λ(n). The ARLS could be described as follows
where λ + and λ −1 stand for upper and lower bound truncation respectively and its equation typical Newton Leibniz formula. Empirically, λ + is preferred to near 1 yet λ −1 plays a critical role in the tracking performance.
Similarly, we would have immediately the uncalibrated eye-in-hand visual servoing using adaptive recursive least squares (VS-RLS) as Initialization:
V. EXPERIMENTAL SIMULATIONS In this section, a 6DOF Puma560 robot simulation using Robotics Toolbox in MatLab [15] is explored and Figure 2 . The simulation of 6DOF Puma560 using Robotics Toolbox for MatLab (Corke, 1996) as well as the target in world coordination system. discussed. The eye-in-hand camera is assumed to be coincident with the final joint, i.e. the end grasper pose and position is those of the camera. The robot simulation toolbox is shown in Fig. 2 , including the initial robot pose and position as well as the target. The sampling period is 50ms and the system runs at 20Hz. The target is selected as an irregular quadrangle whose homogeneous world coordination vector is Note that the selection of this quadrangle is to avoid the potential singularity of Jacobian matrix. Experimental results in [9] [10] are of square targets yet the desired feature vector in eye-in-hand image plane is not, for the same reason.
The focus length is f = 0.004m and the pixel projection ratio is P = 30, 000pixel/m. The static and moving target tracking are done respectively. The additive uniform noise to the coordination of the image plane is 0.2 pixel.
Let the Z axis and Y axis in the end grasper coordination system be coincidental with the X and Y axis in the eye-in-hand image plane, the coordination translation from P (x, y, z), the end grasper coordination system to the image plane system (I x , I y ) is
A. Initial Jacobian Matrix Estimation
The initial Jacobian matrix estimation is believed to impact dramatically the performance of the algorithm, i.e. if improperly chosen, the servoing process does not even work and the robot seems out of control.
In [16] , the tiny displacements of each joint and the corresponding displacements of the feature vector consist of n pairs
and then we have
Now the initial Jacobian matrix estimation is calculated asJ
B. Static Target Tracking
The curves of MSE and joint value of static target tracking are shown in Fig. 4 and Fig. 5 respectively. The convergence speeds of VS-ARLS and VS-RLS are nearly same, yet the average MSE of VS-ARLS is better than that of VS-RLS. The average MSE of VS-ARLS in static target tracking is 1.863pixels.
C. Dynamic Target Tracking
The ellipse motion curve of the target is
Then the curves of MSE and joint value of moving target tracking are as shown in Figure-6 and Figure-7 respectively. We could see that the controller of VS-ARLS performs fairly well than VS-RLS and could be able to track the moving target. The mean tracking MSE is 2.863. 
VI. PERFORMANCE ANALYSIS AND DISCUSSION
In this section, the performance of the proposed algorithm is analyzed critically, in a pros and cons manner. We could summary this problem in multiple perspectives. Theoretically, this algorithm could be categorized into residual based affine invariance/contravariance Newton algorithms in terms of Numerical Analysis, or an online estimation of a highly nonlinear, high dimensional, illconditioned and even time-varying (if tracking moving target) kernel matrix, the Jacobian matrix denoted as in terms of System Identification or, a Finite Impulse Response filter to attack an augmented tap vector, which is exactly the Jacobian matrix applied to "filter" the robot joint value vector as input and output the image feature vector or finally, a Visual Servoing issue to drive the robot arm to a desired pose and position in terms of Robotics, the most initiative point of view.
A. The pros of this algorithm For a model free uncalibrated visual servoing algorithm, its performance demonstrated is satisfying and its pros are easy to have: (1) do not need robot kinetics or dynamics; (2) do not need the all consuming yet delicate process camera calibration; (3) is capable to track any target where current and desired feature vector could be extracted; (4) do not need any pre or pose process such as system modeling or environmental interaction. B. The cons of this algorithm Yet we would like to concentrate more on its cons, which might be brought along as all the pro items, turning peach into lemon.
(1) Local minima is inevitable for a inherently local Newton based algorithm. As well known to all, local Newton algorithm would suffer trapping in a small gradient zone anyway. Technically, this algorithm tries to climb the complicated shaped and full-of-pitfall hill anyway. Whenever the transient gradient estimation is not that accurate, it snares you.
(2) Moreover, as same to most local Newton algorithms, it's initial estimation sensitive, i.e., a "good enough" initial estimation of the kernel Jacobian matrix is crucial for a successful visual servoing process. Attacking (1) and (2) simultaneously would result in a global expansion of the current algorithm, one of the most promising improvements. Note that the construction of global Newton based visual servoing algorithm, which is capable to track the target more flexibly, is strongly recommended in the affine invariance framework introduced for the very reason that the theoretical analysis of affine invariance algorithms would directly lead to construction of algorithms.
(3) Most of its pros could be regarded as autonomous system identification or filtering, yet frankly speaking it's quite a challenge for a classical RLS filter to estimate such a highly nonlinear and ill-conditioned kernel. In such a situation, it is more vulnerable to system modeling errors and noises. Since it has to utilize every bit of information obtained from each step contaminated by system modeling and noises, over-fitting is some extent possible where the online adjustment of the kernel would reluctantly influenced by noises. To overcome that, tradeoff between having more information to learn and resisting the noise and error contamination has to be made, resulting in empirical adjustment of the forgetting factor . Therefore, a more explicit function linking the error-and-noise and the forgetting factor would be constructive to achieve better performance.
(4) When it comes to a more general issue of online system identification, the singularity of Jacobian matrix is another challenge that needs to shoot. Since most industrial robot applied consist of rotational joints, the Jacobian matrix runs into singular or at least highly illconditioned in extreme cases such as the adjacent two rods aligns, let alone all kinds of 6DOFs robots. That's partial reason of its ill-condition. To solve that inherent problem is substantially challenging, yet a natural choice is to introduce an artificial potential field like method to circumvent this issue, that is, when the robot runs into a highly ill-conditioned pose or position, the weighted potential field would hinder it from moving forward to further singular zone.
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The proof of Lemma 1 could be accessed at [17] .
* indicates the unique solution of robot joint value with F (θ * ) nonsingular. For a specified ω < ∞, θ ∈ D, the affine contravariance Lipschitz condition
holds. For specified Θ ∈ (0, 1), if η 0 = E 0 < Θ, and the initial robot joint value condition
(49) holds, the robot joint value series {θ k } would converge to θ * in terms of error as
or in the terms of image feature vector as
Proof. The Jacobian rank-1 update of F is
Now we only have to prove
The update formula for g k is
After that, the approximation properties of the Jacobian updates could be discussed by introducing the orthogonal projection
onto the secant direction ∆F k+1 , and the deterioration matrix could be noted as
From the 'good' Broyden update proof [17] 
The second right hand term could be expressed, utilizing the secant condition, as
Now the norm of (62) could be noted as
(63) Substitute (61) into (63) yields fairly rough estimation
and combing (67) and Lemma 1, immediately we have
and therefore
holds, and the error contraction
for any k. Therefore in conclusion, combining (54) and again Lemma 1 would result in
i.e. 
